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ELSZÓ
E könyvet mindenekel®tt tankönyvnek szánjuk aktuárius képzésben résztvev® egye-
temi hallgatók számára, de hasznos olvasmány lehet azoknak is, akik biztosításban
és pénzügyekben alkalmazható matematikai koncepciók és módszerek iránt érdek-
l®dnek, feleleveníteni vagy b®víteni szeretnék ismereteiket.
Számítunk az olvasó jártasságára a matematikai analízisben, valószín¶ségszá-
mításban és optimumszámításban. A szövegben felhasznált valószín¶ségszámítási,
optimalizálási és sztochasztikus programozási eredményeket, tételeket emlékeztet®ül
függelékekben összefoglaltuk. Arra törekszünk, hogy a könyvben eligazodjanak azok
az olvasók is, akik nem matematikus végzettség¶ek, de kell® vonzalmat mutatnak a
matematika és gyakorlati alkalmazásai iránt. A tételek terjedelmesebb bizonyítására
külön szekciót szánunk vagy a fejezet végére hagyjuk.
A hangsúlyt olyan kockázatelméleti modellek és eljárások bemutatására helyez-
zük, amelyek alapvet®ek az aktuáriusi gyakorlat szempontjából mind a nem-életbiztosítás,
mind az életbiztosítás területén.
Az els® fejezetben a biztosítási tevékenységet közgazdasági összefüggésébe he-
lyezzük. A második fejezetben a legismertebb kockázati modelleket mutatjuk be.
A biztosító döntései díjról, tartalékról, stb. a szóban forgó kötvényállomány teljes
kárának ismeretén alapulnak, amely kárt az egyéni kockázati modellek körében az
egyes kötvények kárainak összegeként fogjuk fel, míg a kollektív kockázati model-
lek körében a bekövetkez® károkat nem az egyes kötvényekhez kapcsoljuk, hanem a
biztosítási állományt mint kockázatközösséget fogjuk fel, és az állomány egészében
bekövetkez® károk nagyságát, számát, stb. vizsgáljuk.
A harmadik fejezetben a kockázati modellekkel kapcsolatos ismereteinket általá-
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nosítjuk azzal, hogy a káralakulást és az ett®l és a biztosítás díjától függ® többlet
alakulását hosszabb id®szakra követjük. Azt vizsgáljuk, mekkora kezdeti többlet
(szavatoló t®ke) szükséges ahhoz, hogy az inszolvencia (cs®d, tönkremenés) valószí-
n¶ségét kell®en alacsony szinten tartsuk.
Ha egy kockázat túl nagy a biztosító társaság számára, vagy ha egy egész ál-
lománnyal kapcsolatos veszteség lehet®sége túl súlyos, akkor a társaság a saját és
a biztosítottak biztonsága, a szolvencia fenntartása érdekében viszontbiztosítással
védelmet vásárol. A negyedik fejezet a viszontbiztosítás változatait és klasszikus
modelljeit foglalja össze.
Az ötödik fejezetben a biztosítási díjnak azt a részét vizsgáljuk, amely a biztosí-
tott kár nagyságához kapcsolódik szorosan. Bemutatjuk a díjszámítás során követett
elveket és ezeknek a cs®d bekövetkezése valószín¶ségére gyakorolt hatását is.
A kockázatok biztonságos kezelésének - a viszontbiztosítás mellett  a tartalék-
képzés az eszköze. Biztosításban sok fajta biztosítástechnikai tartalék szükséges. Az
aktuáriusok figyelme els®sorban az IBNR (Incurred-But-Not-Reported) károk tarta-
lékának meghatározására irányul. A hatodik fejezetben bemutatjuk a legismertebb
módszereket és egyben egy matematikai programozási modellt az IBNR tartalék
koncepcionális felfogására.
Pénzintézetek, különösen életbiztosító társaságok befektetési stratégiájukat töre-
kednek úgy megválasztani, hogy a befektetési portfoliójukból származó jövedelmeik
minden id®szakban lehet®vé tegyék a kötelezettségeik zavartalan teljesítését. Ez
az eljárás az ALM (eszközkötelezettség menedzsment, eszközforrás illesztés). A
hetedik fejezet ennek a modellezésébe ad betekintést.
Köszönet illeti Vékás Pétert a szöveg gondos lektorálásáért, szakszer¶ javításáért.
Budapest, 2009. január
1. fejezet
BIZTOSÍTÁS ÉS HASZNOSSÁG
A döntéshozó - vagyon tulajdonosa, biztosított, biztosító, vállalkozó, stb. - gazda-
sági lehet®ségei közül olyant választ, amely a legkedvez®bb jöv®beli kilátásokkal
rendelkezik. A jöv®beli kilátások azonban véletlen természet¶ek. Ha például két be-
fektetési lehet®ségünk van, közülük azt szeretnénk választani, amelyik a szóbanforgó
id®szak végére nagyobb hozamot biztosít majd a számunkra. De a befektetési lehe-
t®ségek hozama a gazdasági környezett®l és annak alakulásától függ. Tisztázandó
ezért, mi lenne az alapja egy rangsor felállításának a döntéshozatal id®pontjában,
mit jelent az, hogy legkedvez®bb.
A biztosító és a biztosított is gazdasági szerepl®k, mindkett® gazdasági döntést
hoz, amikor választ: kössön-e szerz®dést vagy ne. A biztosító arról dönt, hogy
vállalja-e, milyen mértékben és milyen díj fejében a biztosított vagyoni kártalanítását
egy esetleg bekövetkez® véletlen kár esetén. A biztosított arról dönt, hogy hajlandó-
e fizetni és mennyit a biztosító által ajánlott szolgáltatásért vagy nem hajlandó és
ezzel vállalja a kockázatát annak, hogy véletlen események kedvez®tlen financiális
hatásaként tervei nem valósulhatnak meg vagy éppen romlását okozzák. Mindkét fél
számára akármelyik döntés következménye a saját vagyonának a gyarapodása vagy
csökkenése is lehet.
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1.1. Pénzben mérhet® döntési alternatívák
A döntési alternatívákat - az egyes döntések lehetséges financiális következményeit
- valószín¶ségi változók jellemzik, ezeket a döntéshozónak ismernie kell. Elképze-
lése kell, hogy legyen arról, hogy ha valamely döntési alternatívát választ, döntése
következményeként egy jöv®beni id®pontban milyen valószín¶séggel milyen összeg¶
lehet a vagyona (nyeresége, költsége, stb.). A biztosított esetében például a bizto-
sításról hozott döntés következménye az id®szak végi vagyona, amely a biztosítási
szerz®désnek megfelel®en így alakul:
vagyona az id®szak végén = vagyona a biztosítási id®szak elején
- a kifizetett biztosítási díj
- az id®szakban a vagyonában bekövetkezett kár
+ a biztosító által kifizetett kártalanítás értéke.
Az id®szak végi vagyon tehát a kár nagyságától függ® értékeket vehet fel, ezek
valószín¶ségi változónk lehetséges értékei, amelyek bekövetkezési valószín¶ségeit is-
mertnek tekintjük. Az egyes biztosítási lehet®ségek közötti választás így valószín¶-
ségi változók közötti választást jelent. Kérdés, milyen alapon rangsoroljunk valószí-
n¶ségi változókat.
Az egyik gyakran alkalmazott elv a várható érték elve. Ez azt jelenti, hogy a
döntéshozó két gazdasági lehet®ség közül azt választja, amely esetében a számára
pozitív kilátásokat jellemz® valószín¶ségi változó (nyereség, hozam, stb.) várható ér-
téke nagyobb. A közgazdaságtanban pénzbeli kifizetéssel járó véletlen következmény
várható értékét gyakran a következmény aktuáriusi értékének is hívják.
Sok gazdasági szerepl® azonban a döntési alternatíváit mint valószín¶ségi változó-
kat nem azok várható értékei alapján hasonlítja össze, hanem a kilátások "hasznos-
ságának" várható értékei alapján  ahol a hasznosságot a döntéshozó hasznossági
függvénye méri. A valószín¶ségi változó minden függvénye, beleértve a döntéshozó
hasznossági függvényét is, szintén valószín¶ségi változó. A várható hasznosság elve
azt jeleneti, hogy a döntéshozó két gazdasági lehet®ség közül  jelölje X és Y a
megfelel® valószín¶ségi változókat - azt részesíti el®nyben, amelyiknek a várható
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hasznossága nagyobb:
X el®nyösebb Y-nál, ha E [u(X)] > E [u(Y )],
ahol u(v) jelöli a döntéshozó hasznossági függvényét. Hasznossági függvény bármi-
lyen függvény lehet. Ésszer¶ és óvatos magatartást azonban olyan u függvény fejez
ki, amely növekv® és növekedési üteme csökken®: vagyis ha kétszer differenciálható,
akkor u′ > 0, u′′ ≤ 0. Ha u′′ < 0, akkor a döntéshozó kockázatkerül®, ha u′′ > 0, ak-
kor kockázatkedvel®. Ha az u hasznossági függvény lineáris: u (v) = av + c, a > 0,
akkor
E [u(X)] = E [aX + c] = aE [X] + c > E [u(Y )] = E [aY + c] = aE [Y ] + c
akkor és csak akkor, ha E [X] > E [Y ] : azaz ekkor a várható hasznosság elve
megegyezik a várható érték elvvel.
Az alábbi példa azt illusztrálja, hogy a várható hasznosság elve akár kimondat-
lanul is megjelenik a döntések hátterében.
1.2. Szentpétervári paradoxon
A szentpétervári paradoxon néven híressé vált problémát Daniel Bernoulli írta le
1738-ban A kockázat mérésének új elmélete cím¶ cikkében. Olyan játékra vonat-
kozik, amelyben a játékos egy pénzérmét dob fel egymás után addig, amíg fej-et nem
dob. A játékos nyereménye 2k−1 dukát, ahol k azt jelöli, hányadik dobásra dobott a
játékos el®ször fej-et. Annak a valószín¶sége, hogy a játékos el®ször a k-adik dobásra
dob fej-et: 1
2k
, e játék várható értéke tehát: ∑∞k=1 12k 2k−1 végtelen. Mégis, mint Ber-
noulli írja, minden józan játékos szívesen elcseréli a játék lehet®ségét 20 dukátra. Mi
ennek az oka? Csak az lehet, hogy a játékos nem a várható nyereményével, hanem
a nyereménye várható hasznosságával méri a kilátásait.
1.1. Példa. Mi a játékos hasznossági függvénye, ha ak+b alakú függvénnyel értékeli
a 2k−1 nyereményét, a > 0? Az a és b paraméterek milyen értéke mellett lesz a
várható hasznosság 20 dukát és a hasznosság varianciája 2 dukát2?
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Megoldás. A kérdés tehát az, mi az u(v) függvény, ha tudjuk, hogy u(2k−1) =
ak+b, az X nyeremény várható értéke és varianciája: E[u(X)] = 20, V ar[u(X)] = 2.
A számításhoz szükségünk van az alábbi összegekre, amelyek meghatározásá-
nak menetét azért is tüntetjük itt fel, hogy emlékeztessük az olvasót korábban, a
matematikai analízis keretében tanultakra.
∞∑
k=1
1
2k
=
1
2
∞∑
k=0
xk
∣∣∣x= 1
2
=
1
2
1
1− x
∣∣∣x= 1
2
= 1.
∞∑
k=1
k
1
2k
=
1
2
∞∑
k=0
k
1
2k−1
=
1
2
( ∞∑
k=0
xk
)′ ∣∣∣x= 1
2
=
1
2
(
1
1− x
)′ ∣∣∣x= 1
2
=
1
2
1
(1− x)2
∣∣∣x= 1
2
= 2.
∞∑
k=1
k2
1
2k
=
∞∑
k=0
k2
1
2k
=
1
4
∞∑
k=0
k (k − 1) 1
2k−2
+
∞∑
k=0
k
1
2k
=
1
4
( ∞∑
k=0
xk
)′′ ∣∣∣x= 1
2
+ 2 =
1
4
(
1
1− x
)′′ ∣∣∣x= 1
2
+ 2
=
1
4
2
(1− x)3
∣∣∣x= 1
2
+ 2 = 6.
Így az
E [u (X)] =
∞∑
k=1
(ak + b)
1
2k
= 2a+ b = 20
összefüggésb®l b = 20− 2a. A varianciára vonatkozó
V ar [u (X)] = E
[
u (X)2
]− E2 [u (X)] = ∞∑
k=1
(ak + b)2
1
2k
− 400 =
= a2
∞∑
k=1
k2
1
2k
+ 2ab
∞∑
k=1
k
1
2k
+ b2
∞∑
k=1
1
2k
− 400
= 6a2 + 4ab+ b2 − 400 = 2.
összefüggésb®l a b = 20−2a helyettesítéssel a = 1 és b = 18 adódik, vagyis u (2k−1) =
k + 18. Ha az u hasznossági függvény argumentumát v-vel jelöljük, a v = 2k−1
összefüggésb®l: k = ln v
ln 2
+ 1. Így azt kapjuk, hogy
u (v) =
a
ln 2
ln v + a+ b =
1
ln 2
ln v + 19.
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Ez tehát a keresett hasznossági függvény.
1.3. Biztosítás és hasznosság
Biztosítási szerz®dés megkötésekor mindkét gazdasági szerepl®: a biztosított és a
biztosító is, két gazdasági cselekmény közül választ. A biztosított számára az egyik
az, hogy biztosítja a vagyonát, a másik az, hogy nem köt biztosítást. Az els® esetben
kifizeti a szolgáltatás díját, amivel csökken a vagyona, a második esetben vállalja
a vagyonában bekövetkez®, X valószín¶ségi változóval kifejezett veszteséget. A két
lehet®ség közül a várható hasznosság elve szerint választ, de a választás függ a
biztosító által kirótt díjtól. Mi az a maximális D díj, amit a döntéshozó hajlandó
megfizetni vagyona teljes védelméért? Annyi díjat hajlandó fizetni, hogy vagyonának
a hasznossága a biztosítási id®szak végén ne legyen kevesebb, mint vagyona várható
hasznossága abban az esetben, ha kárát szerz®dés hiányában a biztosító nem téríti
meg.
Jelölje a döntéshozó vagyonának jelenlegi értékét V . Ha az u hasznossági függ-
vénye növekv®, és ezt a továbbiakban feltételezzük, akkor e D érték az alábbi érték-
egyenletet elégíti ki:
E [u (V −D)] = u (V −D) = E [u (V −X)] .
A biztosító részér®l is felmerül a kérdés: Mi az a minimális díj, ami megfizetése fejé-
ben teljes védelmet hajlandó adni a V vagyonnal rendelkez® ügyfelének? Annyi díj
fejében hajlandó a kárt fedezni, hogy saját vagyona várható hasznossága a biztosítási
id®szak végére ne csökkenjen.
Jelölje a biztosító vagyonát (saját t®kéjét) VB, a biztosító által megszabott mi-
nimális díjat DB, növekv® hasznossági függvényét uB. A DB érték ki kell, hogy
elégítse az alábbi értékegyenletet:
uB (VB) = E [uB (VB +DB −X)]
Mindkét értékegyenletben a díjat a várható hasznossággal hasonlítottuk össze.
Kérdés, milyen kapcsolat áll fenn a díj és a fedezett kár várható értéke között?
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u(m)+u’(m)(v-m)
m v
u(v)
1.1. ábra.
1.4. Jensen egyenl®tlenség
Ha az u hasznossági függvény konkáv és differenciálható, akkor
E [u (X)] ≤ u (E [X])
és egyenl®ség csak akkor áll fenn, ha u lineáris vagy X konstans.
Bizonyítás. Az u konkávitása miatt
u (v) ≤ u (E [X]) + u′ (E [X]) (v − E [X])
fennáll az X valószín¶ségi változó minden v lehetséges értékére, amint ez az 1.1. áb-
rán látható, ahol m = E [X]. Minthogy az egyenl®tlenség az u (X) és az u (E [X])+
u′ (E [X]) (X − E [X]) valószín¶ségi változók minden lehetséges értékére fennáll, ezért
várható értékeikre is fennáll:
E [u (X)] ≤ E [u (E [X]) + u′ (E [X]) (X − E [X])] .
Mivel
E [u (E [X]) + u′ (E [X]) (X − E [X])]
= u (E [X]) + u′ (E [X]) (E [X]− E [X]) = u (E [X]) ,
az állítás adódik.
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1.5. Díj és várható kockázat
Határozzuk meg, mi az a maximális díj, amit a biztosított hajlandó fizetni a V
vagyonában keletkez® X kár megtérítéséért és az a minimális díj, amiért a biztosító
hajlandó vállalni ezt a védelmet.
Ha a biztosított a várható hasznosság elvét alkalmazza, hasznossági függvénye
konkáv, differenciálható és növekv®, akkor az értékegyenlet és a Jensen egyenl®tlen-
ség figyelembe vételével fennáll, hogy
u (V −D) = E [u (V −X)] ≤ u (V − E [X]) .
Az u függvény növekv® volta miatt ez azt jelenti, hogy a D ≥ E [X] egyenl®tlen-
ségnek is fenn kell állnia és egyenl®ség csak akkor teljesülhet, ha u lineáris vagy
X konstans. A döntéshozó tehát a veszteség várható értékénél nagyobb díjat is
hajlandó fizetni a vagyona védelméért, ha kockázatkerül®. (Hasonló megfontolással
belátható, hogy a várható veszteségnél kevesebbet hajlandó fizetni, ha kockázatked-
vel®.)
Vizsgáljuk meg a biztosító által minimálisan kirovandó díj nagyságát. Ha a biz-
tosító a várható hasznosság elvét alkalmazza, hasznossági függvénye konkáv, diffe-
renciálható és növekv®, akkor az értékegyenlet és a Jensen egyenl®tlenség figyelembe
vételével fennáll, hogy
uB (VB) = E [uB (VB +DB −X)] ≤ uB (VB +DB − E [X]) .
Az uB függvény növekv® volta miatt ez azt jelenti, hogy a DB ≥ E [X] egyenl®tlen-
ségnek is fenn kell állnia és egyenl®ség csak akkor teljesülhet, ha uB lineáris vagy X
konstans. Vagyis a biztosító által megszabott díj sem lehet alacsonyabb a kockázat
(kár) várható értékénél.
A biztosító és a vagyon tulajdonosa között tehát akkor jöhet létre biztosítási
szerz®dés, ha D ≥ DB ≥ E [X] fennáll.
1.6. Jellemz® hasznossági függvények
• Lineáris függvény: u (v) = av + b, a > 0.
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Ekkor a várható hasznosság elve ekvivalens a várható érték elvvel, amint ezt már lát-
tuk. Az alábbi hasznossági függvényekre, mint ez könnyen belátható, teljesül, hogy
u′ (v) > 0, u′′ (v) < 0, tehát kockázatkerül® döntéshozó preferenciáját képviselik.
• Exponenciális függvény: u (v) = −e−αv, α > 0.
Hasznos tulajdonsága ennek a függvénynek, hogy a biztosított által fizetend® (a
biztosító által kirovandó) díj nem függ a biztosított (biztosító) vagyonától, amint ez
az értékegyenletekb®l következik: A biztosított egyenlete:
−e−α(V−D) = E [−e−α(V−X)]
eαD = E
[
eαX
]
= MX (α) .
A biztosító egyenlete:
−e−αBVB = E [−e−αB(VB+DB−X)]
eαBDB = E
[
eαBX
]
= MX (αB) ,
ahol MX (t) az X valószín¶ségi változó momentumgeneráló függvénye: MX (t) =
E
[
eXt
]
. Ebb®l
D =
lnMX (α)
α
e´s DB =
lnMX (αB)
αB
adódik.
• Logaritmus függvény: u (v) = a ln v, a > 0.
• Törtkitev®s hatványfüggvény: u (v) = vr, 1 > r > 0.
1.7. A momentumgeneráló függvény
Az S valószín¶ségi változó momentumgeneráló függvénye a következ®:
MS (t) = E
[
eSt
]
.
E függvény értelmezési tartománya azon valós t értékek összessége, amelyekre a
definícióban szerepl® várható érték létezik.
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A momentumgeneráló függvény elnevezés magyarázatra szorul. Emlékeztetünk
arra, hogy az exponenciális függvény hatványsora a következ®:
eaz = 1 + az + a2
1
2!
z2 + a3
1
3!
z3 + . . . ...., a konstans .
Írjuk fel az eSt hatványsorát:
eSt = 1 + St+ S2
1
2!
t2 + S3
1
3!
t3 + ....
Itt S az S valószín¶ségi változó tetsz®leges lehetséges értékét képviseli. Olyan t
értékekre, amelyekre eSt várható értéke létezik, felírhatjuk, hogy
MS (t) = E
[
eSt
]
= 1 + E [S] t+ E
[
S2
] 1
2!
t2 + E
[
S3
] 1
3!
t3 + ....
Írjuk fel MS (t) t szerinti deriváltját:
M ′S (t) = E [S] + E
[
S2
]
t+ E
[
S3
] 1
2!
t2 + ....
Írjuk fel MS (t) második deriváltját:
M ′′S (t) = E
[
S2
]
+ E
[
S3
]
t+ ....
Látható, hogy
M ′S (0) = E [S] ; M
′′
S (0) = E
[
S2
]
, ....
Összefoglalhatjuk tehát: A momentumgeneráló függvény els® deriváltja a 0 helyen
megadja a szóban forgó valószín¶ségi változó várható értékét: els® momentumát,
második deriváltja a 0 helyen a négyzet várható értékét: második momentumát,
stb. - feltéve természetesen, hogy e momentumok léteznek.
Mutassuk meg, hogy a µ várható érték¶ és σ szórású normális eloszlású ξ valószí-
n¶ségi változó momentumgeneráló függvénye a következ®:
Mξ (t) = e
µt+ t
2σ2
2 .
Figyelembe véve, hogy ξ s¶r¶ségfüggvénye
fξ (x) =
1√
2piσ
e−
(x−µ)2
2σ2 ,
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az eξt várható értéke így írható fel:
Mξ (t) = E
[
eξt
]
=
1√
2piσ
∫ +∞
−∞
exte−
(x−µ)2
2σ2 dx =
1√
2piσ
∫ +∞
−∞
e−
(x−µ)2
2σ2
+xtdx
=
1√
2piσ
∫ +∞
−∞
e−
x2−2xµ+µ2−2xtσ2
2σ2 dx =
1√
2piσ
∫ +∞
−∞
e−
x2−2x(µ+tσ2)+(µ+tσ2)2−t2σ4−2µtσ2
2σ2 dx
= eµt+
t2σ2
2
1√
2piσ
∫ +∞
−∞
e−
x2−2x(µ+tσ2)+(µ+tσ2)2
2σ2 dx
= eµt+
t2σ2
2
1√
2piσ
∫ +∞
−∞
e−
(x−(µ+tσ2))2
2σ2 dx = eµt+
t2σ2
2 ,
mert 1√
2piσ
e−
(x−(µ+tσ2))2
2σ2 a µ+ tσ2 várható érték¶ és σ szórású normális eloszlás s¶r¶-
ségfüggvénye, amelynek integrálja a valós számegyenesen 1.
Mutassuk meg, hogy a β paraméter¶ exponenciális eloszlású ξ valószín¶ségi vál-
tozó momentumgeneráló függvénye a következ®:
Mξ (t) =
β
β − t , t < β.
Figyelembe véve, hogy ξ s¶r¶ségfüggvénye
fξ (x) =
 βe
−βx, ha x ≥ 0
0 ku¨lo¨nben,
az eξt várható értéke így írható fel:
Mξ (t) = E
[
eξt
]
=
∫ ∞
0
extβe−βxdx = β
∫ ∞
0
e(t−β)xdx
=
β
t− β
[
e(t−β)x
]∞
0
=

β
β−t , ha t < β
+∞ ku¨lo¨nben.
Mutassuk meg, hogy a λ paraméter¶ Poisson eloszlású ξ valószín¶ségi változó
momentumgeneráló függvénye a következ®:
Mξ (t) = e
λ(et−1).
Figyelembe véve, hogy ξ eloszlása
P (ξ = n) =
λn
n!
e−λ, n = 0, 1, 2, ...
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az eξt várható értéke így írható fel:
Mξ (t) = E
[
eξt
]
=
∞∑
n=0
etn
λn
n!
e−λ = e−λ
∞∑
n=0
(etλ)
n
n!
= eλ(e
t−1)
ahol az utolsó egyenl®ség azért áll fenn, mert az itt található végtelen összeg az eλet
hatványsora.
1.8. Portfolió-választás várható hasznosság maxima-
lizálással.
Ebben a részben olyan befektet®r®l beszélünk, aki befektetési alternatíváit azok
várható hasznossága szerint rangsorolja.
Tegyük fel, hogy a befektet® V vagyonnal rendelkezik és hasznossági függvé-
nye szigorúan növekv® konkáv függvény. Portfólióját adott n fajta értékpapírból
állítja össze, amelyekb®l származó jövedelmek ugyanazon kés®bbi id®pontban esedé-
kesek. Az egyes értékpapírok (vagyonelemek) ára: P1, ..., Pn a döntés id®pontjában
ismeretes. Az egyes értékpapírok egy-egy egységéb®l származó jövend® d1, ...dn jöve-
delmek valószín¶ségi változók ismert valószín¶ségi eloszlással. (Ez a megfogalmazás
természetesen nem zárja ki a modellb®l a determinisztikus bevétel¶ vagyonelemeket,
amelyek esetében a vagyonelemb®l egyetlen lehetséges kés®bbi id®pontbeli jövedelem
származik és biztosan: 1 valószín¶séggel.)
A befektet® portfoliót szeretne összeállítani, vagyis meghatározni az egyes érték-
papíroknak azt a mennyiségét, amelyekkel ezek a portfólióban szerepelnek. Jelölje e
meghatározandó mennyiségeket - változókat - θ1, ..., θn. Ekkor a befektet® vagyona
a szóban forgó kés®bbi id®pontban így írható fel: x = θ1d1 + ... + θndn. Minthogy
d1, ...dn valószín¶ségi változók, ezért x is valószín¶ségi változó, amelynek lehetséges
realizációi és azok bekövetkezési valószín¶ségei a d1, ...dn realizációiból és azok be-
következési valószín¶ségeib®l számíthatók. A befektet® tehát maximalizálni akarja
a portfólióból származó jövend® x vagyona hasznosságának a várható értékét tudva,
hogy jelenlegi V vagyonánál nem fektethet be többet.
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Modellünk tehát a következ®:
E [u(x)] → max
n∑
i=1
θidi = x
x ≥ 0
n∑
i=1
θiPi ≤ V.
Itt x ≥ 0 azt jelzi, hogy az x valószín¶ségi változó lehetséges értékei csak nemnega-
tívak lehetnek.
1.2. Példa. Tekintsünk egy befektetést, amely 2 év múlva a befektet® V vagyonát há-
romszorosan megtéríti, ha nagyon kedvez® feltételek állnak be, a befektet® visszakapja
vagyonát közepesen kedvez® feltételek mellett, és teljes egészében elveszti, ha rosszul
alakulnak a dolgok. E három állapot valószín¶ségei sorra: 0, 3; 0, 4; 0, 3. A várható
megtérülés tehát: 0, 3 · 3+ 0, 4 = 1, 3. Ez azonban csak egy kicsit kedvez®bb, mint ha
kockázatmentes értékpapírba fektet, amelynek megtérülése 1, 2. Kérdés, vagyonából
mennyit kellene e kockázatos befektetésben és mennyit kockázatmentes értékpapír-
ban tartania, ha hasznossági függvénye a logaritmus függvény és mindkét befektetés
egységára azonos: egy érték¶?
Két változónk van tehát: θ1 és θ2. Foglaljuk táblázatba az adatainkat:
Állapotok Valószín¶ség Kockázatos Kockázatmentes A portfolió
befektetés befektetés realizációi
Nagyon kedvez® 0,3 3 1,2 3θ1 + 1, 2θ2
Közepesen kedvez® 0,4 1 1,2 θ1 + 1, 2θ2
Kedvez®tlen 0,3 0 1,2 1, 2θ2
Ár 1 1 θ1 + θ2
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Megoldandó feladatunk a következ®:
(P ) 0, 3 ln x1 + 0, 4 ln x2 + 0, 3 ln x3 → max
3θ1 + 1, 2θ2 = x1
θ1 + 1, 2θ2 = x2
1, 2θ2 = x3
θ1 + θ2 ≤ V
x1, x2, x3 ≥ 0.
Vizsgáljuk meg a feladatot. Elhagyjuk az els® feltételcsoportot és xi (i = 1, 2, 3)
megfelel® kifejezését behelyettesítjük a célfüggvénybe. Ez azt is lehet®vé teszi, hogy
az x nemnegatívitására vonatkozó feltételt elhagyjuk, mert a ln függvény alkalma-
zásával az argumentumot automatikusan pozitívnak írjuk el®. Végül a feltétel az
optimális megoldásban, a logaritmus függvény növekv® volta miatt, szükségképpen
egyenl®séggel teljesül. Marad tehát a következ® feladat:
0, 3 ln(3θ1 + 1, 2θ2) + 0, 4 ln(θ1 + 1, 2θ2) + 0, 3 ln(1, 2θ2) → max
θ1 + θ2 = V.
A konvex programozás irodalmából ismeretes, hogy feladatunk optimális megol-
dása kielégíti a következ® ún. egyensúlyi feltételeket (a Kuhn-Tucker feladatot):
5L(θ1, ..., θn, λ) = 5E
[
u
(
n∑
i=1
θidi
)]
− λ
(
n∑
i=1
θiPi − V
)
= 0
n∑
i=1
θiPi = V
ahol L a feladat Lagrange függvénye, λ pedig az egyetlen megmaradt feltételünkhöz
tartozó duális változó.
Példánkban ez a feltételrendszer a következ®ket jelenti: Mivel a ln függvény
θi szerinti deriváltja az argumentum reciproka szorozva az argumentum θi szerinti
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deriváltjával, ezért a példa-feladat egyensúlyi feltételei így néznek ki:
0, 3 · 3
3θ1 + 1, 2θ2
+
0, 4
θ1 + 1, 2θ2
= λ
0, 3 · 1, 2
3θ1 + 1, 2θ2
+
0, 4 · 1, 2
θ1 + 1, 2θ2
+
0, 3 · 1, 2
1, 2θ2
= λ
θ1 + θ2 = V.
E három egyenlet három ismeretlenét V függvényében ki tudjuk számítani. Az
eredmény: θ1 = 0, 089V ; θ2 = 0, 911V ;λ = 1/V. Más szavakkal: a befektet®nek
vagyona 8, 9%-át érdemes a kockázatos, és 91, 1%-át a kockázatmentes befektetésben
tartani - legalábbis a következ® két évre a példában bemutatott körülmények között.
Felhívjuk a figyelmet arra, hogy a modellben nem zártuk ki, hogy valamelyik
θi változó negatív legyen, azaz nem zártuk ki az ú.n. rövidre eladás (short sel-
ling) lehet®ségét. Természetesen kizárhatjuk. Ekkor egy további feltételcsoportot
alkotnak a θi változókra vonatkozó nemnegatívitási feltételek. (Példánkban ugyan
ilyen feltétel nem szerepel, az optimális portfolió azonban negatív befektetést így
sem tartalmaz.) Kiegészíthetjük, az adott helyzett®l függ®en, más feltételekkel is a
feladatot, pl. adhatunk fels® korlátot a portfolió varianciájára, stb. A feladat megol-
dását illet®en a kiegészítések azzal a következménnyel járnak, hogy explicit formulák
helyett számítógépes program adhatja meg az optimális portfóliót. El®fordulhat az
is, hogy a kiegészít® feltételek miatt megsz¶nik a feladatnak a megoldhatóság szem-
pontjából igen fontos tulajdonsága: a konvex volta. Mivel ekkor egy lokális optimum
pont többé nem feltétlenül globális is, ezért általában nem számíthatunk arra, hogy
a rendelkezésre álló számítógépes programok megbízható eredményt adnak.
1.9. Gyakorlatok
1. Legyen a hasznossági függvényünk u(v) = −e−5v. Két gazdasági lehet®ség közül
akarunk választani. Az egyiket jellemz® X valószín¶ségi változó normális eloszlású
5 várható értékkel és 2 érték¶ varianciával. Az Y valószín¶ségi változó szintén
normális eloszlású 6 várható értékkel és 2, 5 érték¶ varianciával. Melyiket részesítsük
el®nyben?
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2. Legyen a döntéshozó hasznossági függvénye: u(v) = k ln v, k > 0 konstans.
Legyen vagyona: V > 1, X vesztesége a (0, 1) intervallumon egyenletes eloszlású va-
lószín¶ségi változó. Mennyi az a maximális D díj, amit a teljes védelemért hajlandó
fizetni?
3. Legyen a biztosított vagyona 100 egység, hasznossági függvénye u(v) = √v.
A (0, 100) intervallumban egyenletes eloszlású kár érheti. Mekkora az a maximális
díj, amit a teljes védelemért hajlandó fizetni?
4. Annak a valószín¶sége, hogy egy bizonyos vagyontárgy kárt szenved a kö-
vetkez® id®szakban: 0, 25. Ha az X kár bekövetkezik, a kár eloszlását az f(x) =
0, 01e−0,01x, x > 0 s¶r¶ségfüggvény írja le, vagyis a kár nagysága 0, 01 paraméter¶
exponenciális eloszlású valószín¶ségi változó. A vagyontárgy tulajdonosának és a
biztosítónak egyaránt a következ® a hasznossági függvénye: u(v) = −e−0,005v, v > 0.
A biztosító felajánlja a tulajdonosnak, hogy esetlegesen bekövetkez® kárának a felét
téríti.
a) Gondolja meg, alkalmas-e az exponenciális eloszlás a vagyontárgyban bekö-
vetkez® kár leírására?
Fogadjuk el a kár leírására a 100 várható érték¶ exponenciális eloszlást.
b) Mekkora díjat hajlandó a tulajdonos maximálisan fizetni a felajánlott részleges
védelemért?
c) A biztosító minimálisan mekkora díjat állapít meg?
d) Mennyi a biztosító által vállalt kár várható értéke?
e) Létrejöhet-e a szerz®dés?
5. Az 1.2. példa (P) feladatára hivatkozunk. A θ1 = V − θ2 helyettesítéssel a
feladat egyváltozós függvény maximalizálásává alakul. Oldja meg, és vesse össze a
megoldást a példa megoldásával!
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2. fejezet
KOCKÁZATI MODELLEK
A biztosítással kapcsolatos kockázatnak három f® eleme a biztosító által kifizetend®
kárösszeg, a díjbevétel és a biztosító fizet®képessége, azaz a szolvencia. A kocká-
zati díj a biztosítás díjának az a része, amely a szóban forgó kockázatot hivatott
fedezni, figyelmen kívül hagyva a biztosító társaság fenntartásával, a kötvények el-
adásával kapcsolatos, stb. költségeket. Ahhoz, hogy meghatározzuk a kockázati
díjat, a kárgyakoriságot és kárnagyságot kell ismernünk, számítanunk. A tanulmá-
nyozott modellek alapvet® feltételezése az, hogy a kár bekövetkezése és a kár összege
elkülönülten vizsgálható. Ez gyakran indokolt feltételezés - pl. az infláció hat a kár-
nagyságra, de nem hat a kárgyakoriságra; a biztonsági öv kötelez®vé tétele csökkenti
a kárnagyságot, de csak kis hatással van a kárgyakoriságra; a szigorúbb alkohol-
tilalom csökkenti a kárgyakoriságot, de kevésbé a kárnagyságot -, de nem mindig:
csúszós, havas id®ben pl. a kárszám és a kár nagysága is megn®het.
Tekintsünk egy kockázatállományt. Az ebb®l az állományból származó összkár
érdekel bennünket. El®ször ennek az alakulását egy rövid id®szakra: egy periódusra
vizsgáljuk. Ha az állomány zárt, vagyis n darab fix id®tartamú biztosításból áll, és
lényegében nincs belép®, sem kilép®; ha az egyes kötvényekre a többi kötvényt®l füg-
getlenül következnek be káresemények; és ha a biztosítási állományhoz kapcsolódó
kockázatot, kárnagyságot az egyes kötvényekre bekövetkez® károk összegeként fog-
juk fel, akkor egyéni kockázati modellekr®l beszélünk. A modellek másik csoportját
a kollektív kockázati modellek alkotják, amelyek körében a bekövetkez® károkat nem
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az egyes kötvényekhez kapcsoljuk, hanem a biztosítási állományt mint kockázatkö-
zösséget fogjuk fel, és az állomány egészében bekövetkez® károk nagyságát, számát,
stb. vizsgáljuk.
2.1. EGYÉNI KOCKÁZATI MODELLEK
Álljon az állományunk n darab kötvényb®l. Az i. kötvényre a szóbanforgó id®szak-
ban benyújtott kárigény valószín¶ségi változó, jelölje Xi. Feltesszük, hogy min-
den kötvényre legfeljebb egy kár következik be, és az egyes kötvényekre benyújtott
kárigények egymástól függetlenül következnek be. Megjegyezzük, hogy ez nem túl
realisztikus feltevés pl. árvízkár elleni biztosítás esetén, de pl. nagyszámú személy-
gépkocsi felel®sségbiztosítás vagy egyéves id®tartamra szóló életbiztosítások esetén
realisztikus.
Az állományunk összkára így alakul:
S = X1 +X2 + ...+Xn.
S szintén valószín¶ségi változó, ennek az eloszlása érdekli a biztosító társaságot. A
teljes kárigény eloszlása (várható értéke, varianciája és egyéb tulajdonságai) képe-
zik a díjszámítás, a tartalékképzés alapját, ebb®l következtethet a biztosító arra,
fenyegeti-e cs®d, és ha igen, milyen valószín¶séggel.
2.1.1. A kárszám
Ha az egyes kötvényekre azonos valószín¶séggel következik be kár, akkor a kárszám
binomiális eloszlású.
A valószín¶ségelméletben a binomiális eloszlást a következ®képpen szokás be-
vezetni: Végezzünk n számú független kísérletet annak a megfigyelésére, hogy egy
bizonyos p valószín¶ség¶ esemény e kísérletek alkalmából hányszor következik be. A
ξ valószín¶ségi változó lehetséges értékeit a szóbanforgó esemény bekövetkezéseinek
lehetséges számai alkotják, ezek: 0, 1, 2, ..., n. Annak a valószín¶sége, hogy az n
számú kísérlet során a szóban forgó esemény pontosan k alkalommal következik be,
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a kísérletek függetlensége miatt: P (ξ = k) =
 n
k
 pk (1− p)n−k, k = 0, 1, ..., n.
Könnyen látható, hogy E [ξ] = np és V ar [ξ] = np (1− p) .
Az n kötvényt tartalmazó állomány esetében az i. kísérlet arra irányul, hogy
megfigyeljük, az i. kötvényre bejelentenek-e kárt az adott id®szakban. Ha kötvé-
nyenként legfeljebb egy kár következik be, egymástól függetlenül és azonos valószí-
n¶séggel, akkor az állományra bejelentett károk száma szükségképpen binomiális
eloszlású valószín¶ségi változó.
Mint ismeretes, a binomiális eloszlást normális eloszlással közelíthetjük, ha az np
várható kárszám nagy, vagy Poisson eloszlással, ha p elég kicsi, vagyis np és np(1−p)
közelít®leg azonos érték¶.
2.1.2. A biztosítási állomány összkára
Négy módszert ismertetünk arra, hogyan járhatunk el a biztosító által vállalt koc-
kázat: az S teljes kárigény eloszlásának a meghatározásában.
Közelítés normális eloszlással
Ha az állomány homogén, vagyis az egyes kötvények kárigénye azonos eloszlású,
és az egyes kárigények közel normális eloszlásúak, vagy nem normális eloszlásúak,
de n elég nagy (hüvelykujj-szabály: n ≥ 30), akkor, mint a valószín¶ségelméletb®l
ismeretes, S közelít®leg normális eloszlásúnak tekinthet® (központi határeloszlás té-
tel). Ez az egyszer¶ eset: ekkor csak a közelít® normális eloszlás két paraméterét:
az eloszlás várható értékét és szórását kell az egyes kötvényekre es® kárigények vár-
ható értéke és varianciája (szórásnégyzete) ismeretében meghatároznunk. S várható
értéke a várható értékek összege:
E[S] = E[X1] + E[X2] + ...+ E[Xn],
és a függetlenség feltevése miatt S varianciája a varianciák összege:
V ar[S] = V ar[X1] + V ar[X2] + ...+ V ar[Xn].
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Valószín¶ségi változók összege konvolúcióval
Ha S nem tekinthet® normális eloszlásúnak, akkor az eljárás hosszadalmasabb:
meghatározandó az egyes kötvények kárigényének eloszlása és ezekb®l az összeg el-
oszlása. Az összeg eloszlását két valószín¶ségi változó összegének eloszlására vonat-
kozó számítások ismételt alkalmazásával nyerhetjük a következ® módon:
Legyenek ξ és η tetsz®leges nemnegatív diszkrét valószín¶ségi változók. A ς =
ξ + η valószín¶ségi változó eloszlásfüggvénye definíció szerint a következ®:
Fς(x) = P (ς < x) = P (ξ + η < x).
A teljes valószín¶ség tételének alkalmazásával diszkrét esetben a következ®t kapjuk:
Fς(x) =
∑
v<x
P (ξ + η < x|η = v)P (η = v) = ∑
v<x
P (ξ < x− v|η = v)P (η = v).
Ha ξ és η függetlenek, akkor P (ξ < x − v|η = v) = P (ξ < x − v). A P (ξ =
x) = fξ(x), P (η = v) = fη(v) jelölést alkalmazva Fς és fς mint az Fξ,Fη és fξ, fη
függvények konvolúciója így írható fel:
Fς(x) =
∑
v<x
Fξ (x− v) fη (v) ;P (ς = x) = fς (x) =
∑
v<x
fξ (x− v) fη (v) .
Folytonos nemnegatív valószín¶ségi változók esetében a megfelel® összefüggések a
következ®k:
Fς (x) =
x∫
0
P (ξ < x− v|η = v)fη (v) dv =
x∫
0
Fξ (x− v) fη (v) dv;
fς (x) =
x∫
0
fξ (x− v) fη (v) dv;
Momentumgeneráló függvény alkalmazása
Az összkár eloszlását néha a momentumgeneráló függvény segítségével határoz-
hatjuk meg:
MS (t) = E
[
etS
]
= E
[
et(X1+X2+...+Xn)
]
= E
[
etX1etX2 ...etXn
]
.
Ha X1, ..., Xn függetlenek, akkor etX1 , ..., etXn is függetlenek, ezért szorzatuk várható
értéke egyenl® a várható értékek szorzatával:
MS (t) = MX1 (t)MX2 (t) ...MXn (t) .
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A momentumgeneráló függvények szorzatához tartozó egyetlen eloszlás néha felis-
merhet®.
Rekurziós módszerek
Ha az összeadandó valószín¶ségi változók eloszlása bonyolult, vagy nem függetle-
nek, nagyszámú eloszlás összegének a meghatározása nehéz feladat. Közelít® rekur-
ziós módszerek azonban gyakran alkalmazhatók, ezekr®l statisztikai kézikönyvekb®l
tájékozódhat az érdekl®d® olvasó.
Az els® két esetben is szükség van az i. kötvényre benyújtott Xi kár várható
értékére és szórására, a második esetben Xi eloszlására is. A következ® részben azt
vizsgáljuk, hogyan határozhatjuk meg a bekövetkez® kárnagyság eloszlásának isme-
retében a biztosítási szerz®dés szerinti (pl. ha önrészt tartalmaz vagy a kártérítés
maximális összegét kiköti) Bi kártérítés eloszlását. Ezután a kötvényre es® Xi kári-
gény eloszlását elemezzük, ha tudjuk, mekkora pi valószín¶séggel következik be kár
a kötvényre.
Mind a Bi, mind az Xi valószín¶ségi változó az esetek nagy részében kevert el-
oszlású: a valószín¶ségi változó lehetséges értékeinek tartománya tartalmaz olyan
szakaszokat, amelyeken az összesen 1 valószín¶ség egy része folytonosan oszlik el, és
olyan pontokat, amelyekben pozitív valószín¶ség összpontosul. Vizsgáljuk meg, mi-
ként írhatók le e kevert eloszlások egy diszkrét és egy folytonos eloszlás segítségével.
2.1.3. Kevert eloszlások
Legyen ξ diszkrét, η pedig folytonos valószín¶ségi változó. ξ eloszlását azzal írjuk
le, hogy megadjuk a lehetséges értékeit és azok bekövetkezési valószín¶ségeit: a
P (ξ = x) = fξ(x) értékeket; η eloszlását pedig az fη(x) s¶r¶ségfüggvény jellemzi.
Mindkett®t egyértelm¶en leírja az eloszlásfüggvénye is: P (x ≤ ξ < x + dx) =
Fξ(x + dx) − Fξ(x) = P (ξ = x) = fξ(x), ha dx elég kicsi, és P (x ≤ η < x + dx) =
Fη(x + dx) − Fη(x) =
x+dx∫
x
fη(t)dt ≈ fη(x)dx, ha dx elég kicsi. A kevert eloszlások
tartalmaznak pozitív valószín¶ség¶ pontokat és olyan intervallumokat is, amelyeken
a valószín¶ség folytonosan oszlik el.
Nézzük el®ször, hogyan származtatható egy kevert eloszlás a diszkrét ξ és a
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folytonos η valószín¶ségi változókból.
Legyen I karakterisztikus eloszlású: P (I = 1) = p, P (I = 0) = 1− p, 0 ≤ p ≤ 1,
valamint I, ξ és η függetlenek. Ekkor a ζ = I · ξ + (1 − I) · η valószín¶ségi változó
eloszlásfüggvénye a következ®:
Fζ(z) = P (ζ < z|I = 1)P (I = 1) + P (ζ < z|I = 0)P (I = 0)
= p P (ξ < z) + (1− p)P (η < z) = pFξ(z) + (1− p)Fη(z).
Így dFζ(z) = P (z ≤ ζ < z + dz) = Fζ(z + dz)−Fζ(z) = pfξ(z) + (1− p)fη(z)dz, ha
dz elég kicsi. Látható, hogy pfξ(z) azt mutatja, hogy a z pontban, (1 − p)fη(z)dz
pedig közelít®leg azt, hogy z és z + dz között mennyi valószín¶ség koncentrálódik
az összesen 1 érték¶ valószín¶ségb®l.
ζ egy g függvényének várható értéke ezért a következ®, ahol az összegezés ξ
lehetséges xk értékeire történik:
E [g (ς)] =
+∞∫
−∞
g (x) dFς (x) = p
∑
xk
g (xk) fξ (xk) + (1− p)
+∞∫
−∞
g (x) fη (x) dx
= pEξ [g (ξ)] + (1− p)Eη [g (η)] .
ζ momentumgeneráló függvénye tehát:
Mς (t) =
+∞∫
−∞
etxdFς (x)
= p ·∑
xk
etxkfξ (xk) + (1− p)
+∞∫
−∞
etxfη (x) dx
= pMξ (t) + (1− p)Mη (t) .
A valószín¶ségelméletb®l ismeretes, hogy egy nemnegatív ζ valószín¶ségi változó vár-
ható értéke csak az eloszlásfüggvénye segítségével is kifejezhet®: E [ς] =
∞∫
0
(1− Fς (x)) dx.
Ezt az összefüggést belátjuk, ha az eloszlás folytonos. Parciális integrálással azt
kapjuk, hogy
∞∫
0
xfς (x) dx = − [x (1− Fς (x))]∞0 +
∞∫
0
(1− Fς (x)) dx.
Be kell látnunk, hogy az els® tag 0-hoz tart. Vegyük észre, hogy
x (1− Fς (x)) = x
∞∫
x
fς (t) dt ≤
∞∫
x
tfς (t) dt.
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2.1. ábra.
Mivel limx→∞
∞∫
x
tfς (t) dt = 0, hiszen feltettük, hogy ζ várható értéke létezik, ezért
limx→∞ x (1− Fς (x)) = 0. Ezzel az állítást beláttuk.
Az összefüggést folytonos, diszkrét és kevert eloszlás esetére egyaránt illusztrálja
az 2.1. ábra.
Nézzük most, egy kevert eloszlásból hogyan következtethetünk arra, hogy mi-
lyen alkotó elemekb®l áll a valószín¶ségi változónk. Tekintsük a következ® kevert
eloszlású ζ valószín¶ségi változót: P (ζ = 0) = 0, 2;P (ζ = 10) = 0, 4;P (z ≤ ζ <
z + dz) = 0, 125dz, ha 2 ≤ z, z + dz < 5, 2, vagyis
Fς(z) =

0; ha z ≤ 0
0, 2; ha 0 < z ≤ 2
0, 2 + z−2
8
; ha 2 < z ≤ 5, 2
0, 6; ha 5, 2 < z ≤ 10
1; ha z > 10
Látható, hogy ζ = I .ξ + (1− I).η, ahol P (I = 1) = 0, 6, a ξ és η összetev®k közül ξ
diszkrét eloszlású: P (ξ = 0) = 0, 2 · 1
0,6
; P (ξ = 10) = 0, 4 · 1
0,6
, η pedig a (2, 5,2)
intervallumon egyenletes eloszlású. Mς (t) = 0, 6 ·
(
0,2
0,6
+ 0,4
0,6
e10t
)
+ 0, 4
5,2∫
2
etx 1
3,2
dx.
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f(x)
0,1
0,9
2.2. ábra.
A gondolatmenet akkor is alkalmazható, ha két folytonos vagy két diszkrét való-
szín¶ségi változót keverünk össze. Ha ζ momentumgeneráló függvénye például
Mς (t) = p · 55−t + (1− p) 77−t , akkor tudjuk, hogy ζ két  5 illetve 7 paramé-
ter¶ - exponenciális eloszlású valószín¶ségi változó keveréke, s¶r¶ségfüggvénye tehát
fς (z) = p · 5 · e−5z + (1− p) · 7 · e−7z, z > 0. Ha ζ momentumgeneráló függvénye
Mς (t) = 0, 1 + 0, 9 · 77−t , akkor tudjuk, hogy ζ egyik összetev®je az a degenerált
valószín¶ségi változó, amelynek egyetlen lehetséges értéke a 0, amelyet ennélfogva
1 valószín¶séggel vesz fel, a másik összetev® pedig egy 7 paraméter¶ exponenciális
eloszlású valószín¶ségi változó. Eloszlásfüggvénye:
Fς(z) =
 0; ha z ≤ 0,0, 1 + 0, 9 (1− e−7z) ; ha 0 < z
Az eloszlás az 2.2. ábrán látható.
2.1.4. A kár, amit a biztosító megtérít
A kárigény - a biztosító által vállalt kockázat - különbözhet a ténylegesen bekövetkez®
kár nagyságától, hiszen a biztosítási szerz®dés tartalmazhat önrészt, maximálisan
fizetend® kártalanítási értéket, stb. Példákon mutatjuk be, hogyan járhatunk el,
ha a biztosító által megtérítend® B kárnagyság eloszlását szeretnénk meghatározni,
természetesen a bekövetkez® kárnagyság eloszlásának ismeretében.
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2.1. Példa. A biztosító maximálja a megtérített kárt.
Egy biztosítási állományban a bekövetkez® károk nagysága 0, 5 paraméter¶ expo-
nenciális eloszlást követ, vagyis s¶r¶ségfüggvénye a következ®:
f (x) =

1
2
e−
1
2
x, ha x ≥ 0,
0 ku¨lo¨nben.
Ha kár következik be, a biztosító teljes egészében kifizeti a kárt, ha az nem haladja
meg a 3 értéket, ha meghaladja, akkor pedig 3-at fizet (ugyanolyan mértékegységben,
mint a várható érték: lehet 1000 Ft-ban, 10000 Ft-ban, stb.). Számoljuk ki a
biztosító által fizetend® kártérítés eloszlását, várható értékét, varianciáját.
Megoldás. El®ször leírjuk a biztosító által megtérített B kárnagyság eloszlását.
Megállapítjuk, hogy az 1 valószín¶ségb®l annyi koncentrálódik a 3 pontban, amennyi
annak a valószín¶sége, hogy a kár 3 vagy több:
fB (3) =
∞∫
3
1
2
e−
1
2
xdx =
[
−e−12x
]∞
3
= e−
3
2 ≈ 0, 2231.
Amaradék 1−e−32 valószín¶ség a (0, 3) intervallumon oszlik el. B eloszlását, amelyet
a 2.3. ábra mutat, tehát az alábbi eloszlásfüggvény írja le:
FB (x) =

1− e−12x; ha 0 < x ≤ 3;
1; ha x > 3;
0; ha x ≤ 0.
A µ várható értéket és σ2 varianciát számoljuk:
µ = E [B] = 3e−
3
2 +
3∫
0
1
2
e−
1
2
xxdx
= 3e−
3
2 +
[
−xe−12x
]3
0
+
3∫
0
e−
1
2
xdx
= 2
(
1− e−32
)
≈ 1, 5537;
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e−
3
2
fB (x)
3
1− e− 32
1
FB (x)
3
2.3. ábra.
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E [B2] = 9e−
3
2 +
3∫
0
1
2
e−
1
2
xx2dx
= 9e−
3
2 +
[
−x2e−12x
]3
0
+
3∫
0
2xe−
1
2
xdx = 4
(
2− 5e−32
)
;
σ2 = 8− 20e−32 − 4
(
1− e−32
)2
≈ 1, 1233.
2.2. Példa. A szerz®dés meghaladásos önrészt tartalmaz.
Egy biztosítási állományban a bekövetkez® károk nagysága 0, 5 paraméter¶ expo-
nenciális eloszlást követ, vagyis s¶r¶ségfüggvénye a következ®:
f (x) =

1
2
e−
1
2
x, ha x ≥ 0,
0 ku¨lo¨nben.
Az egyes szerz®dések meghaladásos önrészt tartalmaznak, azaz a biztosító az önrész
alatti károkat nem téríti meg, az önrész feletti károkat azonban teljes egészében
megtéríti. Az önrész 1 érték¶. Számoljuk ki a biztosító által fizetend® kártérítés
eloszlását, várható értékét, varianciáját.
Megoldás. El®ször leírjuk a biztosító által megtérített B kárnagyság eloszlá-
sát. Megállapítjuk, hogy ha kár következik be, a biztosító vagy 0 értéket térít vagy
legalább 1 értéket. Az 1 valószín¶ségb®l tehát annyi koncentrálódik a 0 pontban,
amennyi annak a valószín¶sége, hogy a kár 1-nél nem nagyobb:
fB (0) =
1∫
0
1
2
e−
1
2
xdx =
[
−e−12x
]1
0
= 1− e−12 ≈ 0, 3935.
A maradék e−
1
2 valószín¶ség az (1,∞) intervallumon oszlik el. B eloszlását tehát,
amelyet a 2.4. ábra mutat, az alábbi eloszlásfüggvény írja le:
FB (x) =

1− e−12 ; ha 0 < x ≤ 1;
1− e−12 +
x∫
1
1
2
e−
1
2
zdz = 1− e−12x; ha x > 1;
0; ha x ≤ 0.
A µ várható érték és σ2 variancia a következ® lesz:
µ = E [B] = 0, 3935 · 0 +
∞∫
1
1
2
e−
1
2
xxdx
=
[
−xe−12x
]∞
1
+
∞∫
1
e−
1
2
xdx = 3e−
1
2 ≈ 1, 819;
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fB (x)
1
1− e− 12 e− 12
FB(x)
1
1− e− 12
1
2.4. ábra.
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E [B2] = 0, 3935 · 02 +
∞∫
1
1
2
e−
1
2
xx2dx
=
[
−x2e−12x
]∞
1
+
∞∫
1
2xe−
1
2
xdx = 13e−
1
2 ;
σ2 = 13e−
1
2 −
(
3e−
1
2
)2
≈ 4, 57.
2.3. Példa. A szerz®dés levonásos önrészt tartalmaz.
Egy biztosítási állományban a bekövetkez® károk nagysága 0, 5 paraméter¶ ex-
ponenciális eloszlást követ, vagyis s¶r¶ségfüggvénye a következ®:
f (x) =

1
2
e−
1
2
x; ha x ≥ 0,
0 ku¨lo¨nben.
Az egyes szerz®dések levonásos önrészt tartalmaznak, azaz a biztosító az önrész
alatti károkat nem téríti meg, az önrész feletti károkból pedig az önrészt levonja a
kártérítésb®l. Az önrész 1 érték¶. Számoljuk ki a biztosító által fizetend® kártérítés
eloszlását, várható értékét, varianciáját.
Megoldás. El®ször leírjuk a biztosító által megtérített B kárnagyság eloszlását.
Megállapítjuk, hogy az 1 valószín¶ségb®l annyi koncentrálódik a 0 pontban, amennyi
annak a valószín¶sége, hogy a kár 1-nél nem nagyobb:
fB (0) =
1∫
0
e−
1
2
xdx =
[
−e−12x
]1
0
= 1− e−12 ≈ 0, 3935.
A maradék e−
1
2 valószín¶ség a (0,∞) intervallumon oszlik el, a ténylegesen bekö-
vetkezett B + 1 kárnagyság eloszlását követi oly módon, hogy:
P (a < B < b) = P (a+ 1 < kárnagyság < b+ 1)
=
b+1∫
a+1
1
2
e−
1
2
zdz =
b∫
a
1
2
e−
1
2
(x+ 1)dx
= e−
1
2
b∫
a
1
2
e−
1
2
xdx, a > 0, b > a.
B eloszlását tehát, amelyet a 2.5. ábra mutat, az alábbi eloszlásfüggvény írja le:
FB (x) =

1− e−12 + e−12
x∫
0
1
2
e−
1
2
zdz = 1− e−12 e−12x; ha x > 0;
0; ha x ≤ 0.
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fB (x)
1− e− 12 e− 12
FB (x)
1− e− 12
1
2.5. ábra.
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A µ várható érték és a σ2 variancia a következ®:
µ = E [B] =
(
1− e− 12
)
· 0 + e−12
∞∫
0
e−
1
2
xxdx
= e−
1
2
[
−xe−12x
]∞
0
+e−
1
2
∞∫
0
e−
1
2
xdx = 2e−
1
2 ≈ 1, 213;
E [B2] =
(
1− e− 12
)
· 02 +
∞∫
0
e−
1
2
xx2dx
= e−
1
2
[
−x2e−12x
]∞
0
+e−
1
2
∞∫
0
2xe−
1
2
xdx = 8e−
1
2 ;
σ2 = 8e−
1
2 −
(
2e−
1
2
)2
≈ 3, 38.
2.1.5. A kötvényre benyújtott kárigény
Vezessük be az Ii valószín¶ségi változót, amelynek értéke 1, ha az i. kötvényre be-
következik kár, 0, ha nincs kár. Legyen a kár bekövetkezésének valószín¶sége az i.
kötvényre: P (Ii = 1) = pi. Az Ii valószín¶ségi változó tehát a jól ismert karakte-
risztikus eloszlással rendelkezik, E [Ii] = pi;V ar [Ii] = pi(1−pi). Ez azt jelenti, hogy
ha pi = p minden i-re és a károk egymástól függetlenül következnek be, akkor az
állományban bekövetkez® károk száma: N = I1+ I2+ ...+ In binomiális eloszlású.
Jelölje az i. kötvényre bekövetkezhet® kárigényt Bi. Amint err®l már szó volt,
feltesszük, hogy a Bi kárnagyság és a kárszámot jelent® Ii valószín¶ségi változók
függetlenek. Jelölje Xi az i-edik kötvényre bekövetkez® kárigényt. Hagyjuk el az
indexeket és számoljuk ki X eloszlását. Minthogy az X valószín¶ségi változó lehet-
séges értékeit B lehetséges értékei alkotják, ha I = 1, illetve X a 0 értéket veszi
fel, ha I = 0, ezért az X valószín¶ségi változó eloszlásfüggvénye a következ®képpen
írható fel (szintén a teljes valószín¶ség tétele alkalmazásával):
FX (x) = P (X < x) = P (X < x|I = 1)P (I = 1) + P (X < x|I = 0)P (I = 0);
FX (x) = P (B < x)P (I = 1) + g(x)P (I = 0), (2.1)
ahol g(x) = 1, ha x > 0, g(x) = 0 különben.
Határozzuk meg mostX várható értékét és varianciáját, ha E[B] = µ és V ar[B] =
σ2 ismeretesek. Felhasználjuk a következ® összefüggést, amely fennáll tetsz®leges ξ,
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η valószín¶ségi változók között:
E [ξ] = E [E [ξ|η]] , V ar [ξ] = E [V ar [ξ|η]] + V ar [E [ξ|η]] .
Az X valószín¶ségi változó I feltétel melletti várható értéke és varianciája így írható
fel:
E [X|I] = IE [B] = Iµ; V ar [X|I] = IV ar [B] = Iσ2.
A második összefüggésben felhasználtuk, hogy I és B függetlenek. Így
E [X] = E [E [X|I]] = E [Iµ] = pµ;
V ar [X] = E [V ar [X|I]] + V ar [E [X|I]] = E [Iσ2] + V ar [Iµ]
= pσ2 + µ2p(1− p).
Folytassuk az el®z® fejezetben bemutatott példákat a kötvényre es® X kárigény
eloszlásának a meghatározására.
2.4. Példa. A biztosító maximálja a megtérített kárt.
Tekintsük az 2.1. Példában leírt gépjárm¶-töréskár biztosítási állományt. Múlt-
beli adatokból tudjuk, hogy annak a valószín¶sége, hogy egy kötvényre kárigényt
jelentenek be: 0, 15. a) Számoljuk ki egy kötvény káreloszlását, várható értékét,
varianciáját. b) Mennyi legyen a kötvény biztosítási díja (ezer Ft-ban), hogy a díj
95%-os valószín¶séggel fedezze a kárt?
Megoldás. a) Felhasználjuk a biztosító által megtérített B kárnagyság elosz-
lását, amelyet a 2.1. példa megoldásában kaptunk. Megállapítjuk, hogy 0, 85 va-
lószín¶séggel nem következik be kár, vagyis ekkora valószín¶ség koncentrálódik a 0
pontban. A maradék 0, 15 valószín¶ség B eloszlásával arányosan oszlik el. Így az
X valószín¶ségi változó szintén kevert típusú  ld. 2.6. ábra -, eloszlásfüggvénye a
következ®:
FX (x) =

1; ha x > 3;
0, 85 + 0, 15
(
1− e−12x
)
; ha 3 ≥ x > 0;
0; ha x ≤ 0.
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0,85 0, 15e−
3
2
fX (x)
3
0, 15(1− e− 32 )
FX (x)
0,85
1
3
2.6. ábra.
40 2. FEJEZET: KOCKÁZATI MODELLEK
X várható értékének és varianciájának a kiszámításához aB valószín¶ségi változó
már meglév® µ várható értékét és σ2 varianciáját felhasználva azt kapjuk, hogy:
E [X] = 0, 15µ = 0, 15 · 1, 5537 = 0, 233;
V ar [X] = 0, 15σ2 + 0, 15 · 0, 85µ2 = 0, 4763.
b) Számoljuk ki a D biztosítási díjat, ha a díj 95%-os valószín¶séggel fedezi a kárt:
P (X ≤ D) = 0, 95.
Minthogy 3 vagy annál nagyobb értéket az X 0,05-nél kevesebb valószín¶séggel vesz
fel, ezért a (0,3) folytonos szakaszon kell keresnünk D értékét. Az eloszlásfüggvény
definícióját felhasználva a következ®t kapjuk:
0, 85 + 0, 15
(
1− e−12D
)
= 0, 95;
D = −2 ln
(
1− 0,1
0,15
)
≈ 2, 197.
2.5. Példa. A szerz®dés meghaladásos önrészt tartalmaz.
Tekintsük a 2.2. Példában leírt gépjárm¶-töréskár biztosítási állományt. Múlt-
beli adatokból tudjuk, hogy annak a valószín¶sége, hogy egy kötvényre kárigényt
jelentenek be: 0, 1. Határozzuk meg az egy kötvényre es® X kárigény eloszlását,
várható értékét és varianciáját.
Megoldás. Felhasználjuk a biztosító által megtérített B kárnagyság eloszlását,
amelyet a 2.2. példa megoldásában kaptunk. Megállapítjuk, hogy 0, 9 valószín¶ség-
gel nem következik be kár és ha kár bekövetkezik, 0, 1 valószín¶séggel, még akkor is
1 − e−12 valószín¶séggel a biztosítót nem terheli kártérítési kötelezettség. Összesen
tehát 0, 9 + 0, 1
(
1− e−12
)
≈ 0, 94 valószín¶ség koncentrálódik az x = 0 pontban.
A maradék 0, 1 · e−12 valószín¶ség B eloszlásával arányosan oszlik el. Így az X
valószín¶ségi változó szintén kevert típusú  ld. 2.7. ábra -, eloszlásfüggvénye a
következ®:
FX (x) =

1− 0, 1e−12 ; ha 0 < x ≤ 1;
1− 0, 1e−12 + 0, 1
x∫
1
1
2
e−
1
2
zdz = 1− 0, 1e−12x; ha x > 1;
0; ha x ≤ 0.
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fX (x)
1
1− 0, 1e− 12 0, 1e− 12
FX(x)
1
1− 0, 1e− 12
1
2.7. ábra.
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X várható értékének és varianciájának a kiszámításához a B valószín¶ségi változó
már meglév® µ várható értékét és σ2 varianciáját felhasználva azt kapjuk, hogy:
E [X] = 0, 1µ = 0, 1 · 1, 819 = 0, 1819;
V ar [X] = 0, 1σ2 + 0, 1 · 0, 9µ2 = 0, 58.
2.6. Példa. A szerz®dés levonásos önrészt tartalmaz.
Tekintsük a 2.3. Példában leírt gépjárm¶ töréskár biztosítási állományt. Múlt-
beli adatokból tudjuk, hogy annak a valószín¶sége, hogy egy kötvényre kárigényt
jelentenek be: 0, 1. Határozzuk meg az egy kötvényre es® X kárigény eloszlását,
várható értékét és varianciáját.
Megoldás. Felhasználjuk a biztosító által megtérített B kárnagyság eloszlását,
amelyet a 2.3. Példa megoldásában kaptunk. Megállapítjuk, hogy 0, 9 valószín¶ség-
gel nem következik be kár, és ha kár bekövetkezik, 0, 1 valószín¶séggel, még akkor
is 1 − e−12 valószín¶séggel a biztosítót nem terheli kártérítési kötelezettség. Össze-
sen tehát 0, 9 + 0, 1
(
1− e−12
)
valószín¶ség koncentrálódik az x = 0 pontban. A
maradék 0, 1 · e− 12 ≈ 0, 06 valószín¶ség B eloszlásával arányosan oszlik el. Így az
X valószín¶ségi változó szintén kevert típusú  ld. 2.8. ábra -, eloszlásfüggvénye a
következ®:
FX (x) =

1− 0, 1e−12 + 0, 1 · e−12
x∫
0
e−
1
2
zdz = 1− 0, 1 · e−12 e−12x; ha x > 0;
0; ha x ≤ 0.
X várható értékének és varianciájának a kiszámításához aB valószín¶ségi változó
már meglév® µ várható értékét és σ2 varianciáját felhasználva azt kapjuk, hogy:
E [X] = 0, 1µ = 0, 1 · 1, 213 = 0, 233;
V ar [X] = 0, 1σ2 + 0, 1 · 0, 9µ2 = 0, 47.
A következ® példák az állomány teljes kára kiszámításának menetét mutatják be.
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fX (x)
1− 0, 1e− 12 0, 1e− 12
FX (x)
1− 0, 1e− 12
1
2.8. ábra.
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2.1.6. Az S összkár
2.7. Példa. Normális eloszlással közelítünk.
Az el®z® két rész els® példájával folytatjuk: Egy gépkocsi biztosítási állomány
1000 kötvényt tartalmaz. Minden kötvényre legfeljebb egy kár következik be, egy-
mástól függetlenül. A kárnagyságok azonos eloszlásúak.
a) Határozzuk meg a biztosítási állomány S kárnagyságának várható értékét és
varianciáját.
b) Mennyi legyen az állomány egészére befolyó díj, és ebb®l mennyi jut egy
kötvényre, ha az összesen befolyó díj 95%-os valószín¶séggel fedezi az állományra
bejelentett kárt? Hasonlítsa össze az eredményt az el®z® szakasz els® példájában
az egy szerz®désre megállapítandó díjjal abban az esetben, ha a szerz®dést nem
önmagában, hanem az állomány részeként tekintjük!
Megoldás. a) Felhasználjuk az el®z® részben az X várható értékére és varianci-
ájára kapott eredményeket. A kötvényekre bekövetkez® károk függetlensége miatt
nemcsak a várható értékek, hanem a varianciák is összeadódnak:
E [S] = 1000E [X] = 1000 · 0, 233 = 233;
V ar [S] = 1000V ar [X] = 1000 · 0, 4763 = 476, 3.
b) A kötvények nagy száma és a kötvényekre bekövetkez® károk függetlensége miatt
S -t normális eloszlásúnak tekinthetjük. A befolyó D díjra adott feltételünk tehát
így írható fel:
P (S < D) = Φ
(
D − 233√
476, 3
)
= 0, 95,
ahol Φ a standard normális eloszlás eloszlásfüggvénye. A Φ függvény az 1, 645 ar-
gumentum mellett veszi fel a 0, 95 értéket, vagyis
D − 233√
476, 3
= 1, 645 ⇒ D ≈ 269.
Ebb®l egy szerz®désre kb. 0, 512 díj jut (abban az egységben, amelyben a károkat
mértük). Az els® példában az egy szerz®désre jutó díjat szintén azon feltétel mellett
számítottuk, hogy a díj a kárt 95%-os valószín¶séggel fedezze, de a szerz®dést ön-
magában tekintettük és nem egy állomány részeként fogtuk fel. Így egy szerz®désre
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kb. 2, 197 díj jutott. A rendkívül nagy eltérés annak tudható be, hogy a várható
érték többszörösét kitev® szórás hatása a kötvények nagy száma miatt jelent®ségét
veszti és így a díj a várható érték közelébe kerül.
2.8. Példa. Konvolúciós eljárást alkalmazunk.
1Az X1, X2, X3 olyan független valószín¶ségi változók, amelyek eloszlását az
alábbi táblázat els® három oszlopa tartalmazza. Számoljuk ki X1 + X2 + X3 el-
oszlását.
Megoldás. A 2.1. táblázat (4)−(8) oszlopait számoljuk. F1 (x) azX1 eloszlásfüggvé-
nyét, F (2) (x) és F (3) (x) az X1 +X2 illetve az X1 +X2 +X3 valószín¶ségi változók
eloszlásfüggvényét, f (2) (x) és f (3) (x) ezek valószín¶ségeloszlását jelentik. Az els®
oszlopban az egyes valószín¶ségi változók lehetséges értékeit soroljuk fel. A számí-
tások eredményeit a táblázatban tüntetjük fel.
Pl. a (4) oszlop X = 2 -höz tartozó sorában lév® 0, 7 értéket a következ®képpen
kaptuk: F1 (2) = P (X1 < 2) = P (X1 = 0 vagy X1 = 1) = 0, 4 + 0, 3 = 0, 7.
Pl. a (7) oszlop X = 3 -hoz tartozó sorában lév® 0, 16 értéket a következ®képpen
kaptuk:
f2 (3) = P (X1 +X2 = 3)
= P (X1 = 0 & X2 = 3) + P (X1 = 1 & X2 = 2)
+P (X1 = 2 & X2 = 1) + P (X1 = 3 & X2 = 0)
= 0, 4 · 0, 1 + 0, 3 · 0, 1 + 0, 2 · 0, 2 + 0, 1 · 0, 5 = 0, 16.
Látható, hogy a konvolúciós eljárás diszkrét esetben jól automatizálható, könnyen
alkalmazható eljárás.
2.9. Példa. A momentumgeneráló függvényt alkalmazzuk.
2Az X1, X2, X3 független exponenciális eloszlású valószín¶ségi változók,
E [Xi] = i, ha i = 1, 2, 3.
1A példa Bowers, N.L., Gerber, H.U., Hickman, J.C., Jones, D.A., Nesbitt, C.J. könyvének 34.
oldalán található.
2A példa Bowers, N.L., Gerber, H.U., Hickman, J.C., Jones, D.A., Nesbitt, C.J. könyvének 43.
oldalán található.
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2.1. táblázat.
(1) (2) (3) (4) (5) (6) (7) (8)
X f1(x) f2(x) f3(x) F1(x) F (2)(x) F (3)(x) f (2)(x) f (3)(x)
0 0,4 0,5 0,6 0,20 0,120
1 0,3 0,2 0 0,4 0,20 0,120 0,23 0,138
2 0,2 0,1 0,1 0,7 0,43 0,258 0,20 0,14
3 0,1 0,1 0,1 0,9 0,63 0,398 0,16 0,139
4 0 0,1 0,1 1 0,79 0,537 0,11 0,129
5 0 0 0,1 1 0,90 0,666 0,06 0,115
6 0 0 0 1 0,96 0,781 0,03 0,088
7 0 0 0 1 0,99 0,869 0,01 0,059
8 0 0 0 1 1 0,928 0 0,036
9 0 0 0 1 1 0,964 0 0,021
10 0 0 0 1 1 0,985 0 0,010
11 0 0 0 1 1 0,995 0 0,004
12 0 0 0 1 1 0,999 0 0,001
13 1 1 1 0
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Határozzuk meg az S = X1 +X2 +X3 eloszlását
a) a momentumgeneráló függvény segítségével;
b) konvolúciós eljárással.
Megoldás.
a) Határozzuk meg az S = X1+X2+X3 eloszlását momentumgeneráló függvénye
segítségével. Felhasználjuk, hogy a β paraméter¶ exponenciális eloszlású valószín¶-
ségi változó momentumgeneráló függvénye: MX (t) = E
[
etX
]
= β
β−t , ha t < β.
Ezért
MS (t) = E
[
etS
]
= E
[
et(X1+X2+X3)
]
= E
[
etX1
]
E
[
etX2
]
E
[
etX3
]
= 1
1−t
1
2
1
2
− t
1
3
1
3
− t =
1
2
1
1−t − 4
1
2
1
2
− t + 3 ·
3
2
1
3
1
3
− t
Az eredményt a kicsit hosszadalmas, de jól ismert parciális törtekre bontással kap-
tuk. Az eljárást ismertetjük, el®bb azonban megállapítjuk, hogy S momentumge-
neráló függvénye három exponenciális eloszlású valószín¶ségi változó momentum-
generáló függvénye lineáris kombinációjának bizonyult. Ekkor S s¶r¶ségfüggvénye
e három exponenciális eloszlású valószín¶ségi változó s¶r¶ségfüggvényének lineáris
kombinációja (ld. a kevert eloszlásokról mondottakat), így írható fel:
fS (x) =

(
1
2
)
e−x + (−4) 1
2
e−
1
2
x +
(
9
2
)
1
3
e−
1
3
x
= 1
2
e−x − 2e−12x + 3
2
e−
1
3
x; ha x > 0
0; ha x ≤ 0.
Most bemutatjuk a parciális törtekre bontás menetét. Olyan törtek összegeként
keressük a szorzatot, amelyek tagjaiban a nevez®ket az egyes tényez®k nevez®i al-
kotják:
1
6
1
1− t
1
1
2
− t
1
1
3
− t =
A
1− t +
B
1
2
− t +
C
1
3
− t
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1
6
= A
(
1
2
− t) (1
3
− t)+B (1− t) (1
3
− t)+ C (1− t) (1
2
− t)
1
6
= A
(
1
6
+ t2 − 5
6
t
)
+B
(
1
3
+ t2 − 4
3
t
)
+ C
(
1
2
+ t2 − 3
2
t
)
1
6
= t2 (A+B + C) + t
(−5
6
A− 4
3
B − 3
2
C
)
+ A
6
+ B
3
+ C
2
⇒ A+B + C = 0;−5
6
A− 4
3
B − 3
2
C = 0; A
6
+ B
3
+ C
2
= 1
6
;
⇒ A = 1
2
;B = −2;C = 3
2
.
b) Határozzuk meg az S = X1 +X2 +X3 eloszlását konvolúciós eljárással. Al-
kalmazva a két független valószín¶ségi változó összegét leíró képletet azt kapjuk,
hogy
fX1+X2 (y) =
y∫
0
e−(y−v) 1
2
e−
1
2
vdv = e−y
y∫
0
1
2
e−
1
2
vdv
= e−y
[
e
1
2
v
]y
0
= e−y
(
e
1
2
y − 1
)
= e−
1
2
y − e−y, y > 0.
fX1+X2+X3 (x) =
x∫
0
(
e−
1
2
(x− v) − e−(x−v)
)
1
3
e−
1
3
vdv
= e−
1
2
x
x∫
0
e−
1
2
v 1
3
e−
1
3
vdv − e−x
x∫
0
ev 1
3
e−
1
3
vdv
= e−
1
2
x
x∫
0
1
3
e
1
6
vdv − e−x
x∫
0
1
3
e
2
3
vdv
= e−
1
2
x2
[
e
1
6
v
]x
0
−e−x 1
2
[
e
2
3
v
]x
0
= e−
1
2
x2
(
e
1
6
x − 1
)
− e−x 1
2
(
e
2
3
x − 1
)
= 3
2
e−
1
3
x − 2e−12x + 1
2
e−x, x > 0.
Természetesen a két eljárással ugyanahhoz a s¶r¶ségfüggvényhez jutunk.
2.2. KOLLEKTÍV KOCKÁZATI MODELLEK
Az egyéni kockázati modellekkel ellentétben most a teljes kárösszeg eloszlását más
szemszögb®l, az adott kötvényállomány egészére modellezzük. Az egész kötvényállo-
mány kárgyakoriságát és kárnagyságát vizsgáljuk. Jelölje N egy kötvényállomány
adott id®szak alatt bekövetkez® kárainak számát, legyen X1, X2, ..., XN az els®, má-
sodik, N -edik kár összege. Ekkor az id®szakban az állományban bekövetkez® összkár:
S = X1 +X2 + ...+XN .
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A károk száma és az eseti kárösszegek is valószín¶ségi változók. Csak olyan mo-
dellekkel foglalkozunk, amelyekben X1, X2, ..., XN azonos eloszlásúak, függetlenek
egymástól és N -t®l is. Jelölje a közös eloszlású valószín¶ségi változót: X.
2.2.1. Az S összkár összetett eloszlású
Kollektív kockázati modellekben az összkár valószín¶ségi eloszlását két eloszlással
tudjuk megadni: a kárszám eloszlásával és az eseti kár nagyságának eloszlásával.
Az összkár tehát összetett eloszlású, nevét a kárszám eloszlásról kapja. Az összkár
eloszlása, hasonlóan az egyéni kockázati modellekhez, általában normális eloszlással
közelíthet® a várható érték és variancia ismeretében, amennyiben a kárszám várható
értéke elég nagy; vagy konvolúciós eljárással illetve rekurzióval; vagy a momentumge-
neráló függvény segítségével számolható. Miel®tt e három megközelítésre rátérnénk,
vizsgáljuk meg, hogyan határozható meg az összkár várható értéke, varianciája és
momentumgeneráló függvénye az egyes károk momentumai és momentumgeneráló
függvénye segítségével.
Megállapítjuk, hogy E [S|N ] = NE [X], és mivel feltettük, hogy az N kárszám
és az X kárnagyság független valószín¶ségi változók, ezért V ar [S|N ] = NV ar [X].
Az S várható értékét és varianciáját tehát így kapjuk:
E [S] = E [E [S|N ]] = E [N ]E [X] (2.2)
V ar [S] = E
[
V ar
[
N∑
i=1
Xi|N
]]
+ V ar
[
E
[
N∑
i=1
Xi|N
]]
= E [NV ar [X]] + V ar [NE [X]] = E [N ]V ar [X] + V ar [N ]E2 [X] (2.3)
Hasonló módon származtatjuk S momentumgeneráló függvényét is:
MS (t) = E
[
etS
]
= E
[
E
[
et
∑N
i=1Xi|N
]]
= E
[
E
[
N∏
i=1
etXi|N
]]
MS (t) = E
[
MX (t)
N
]
= E
[
eN lnMX(t)
]
= MN (lnMX (t)) (2.4)
Az alábbi példákban a momentumgeneráló függvényt alkalmazzuk S eloszlásának
meghatározására. Feltesszük, hogy az N kárszám p paraméter¶ geometriai eloszlású
50 2. FEJEZET: KOCKÁZATI MODELLEK
valószín¶ségi változó, vagyis
P (N = n) = pqn, n = 0, 1, 2, ...
ahol 0 < p < 1, q = 1− p.
2.10. Példa. Határozzuk meg az összkár momentumgeneráló függvényét az egyes
károk MX (t) momentumgeneráló függvénye segítségével.
Megoldás. Mivel
MN (t) = E
[
etN
]
=
∞∑
n=0
etnpqn =
∞∑
n=0
p
(
qet
)n
=
p
1− qet
a geometriai sor összegképletét alkalmazva, ha t < ln q, ezért a (2.4) összefüggés
alapján
MS (t) =
p
1− qMX (t) .
2.11. Példa. Legyen ezen felül az egyes X kárigények nagysága exponenciális el-
oszlású 1
β
várható értékkel. Határozzuk meg az összkár eloszlását.
Megoldás. Az X eloszlásfüggvénye FX (x) = 1 − e−βx (x > 0) , ezért, mint már
láttuk, MX (t) = ββ−t , t < β. Behelyettesítve ezt MS (t)-nek az el®z® példában sze-
repl® fenti kifejezésébe, némi átalakítás után azt kapjuk, hogy
MS (t) = p+
qpβ
pβ − t .
Mivel 1 a momentumgeneráló függvénye a konstans 0 érték¶ valószín¶ségi válto-
zónak, és pβ
pβ−t a pβ paraméter¶ exponenciális eloszlásnak, ezért S eloszlása e két
valószín¶ségi változó eloszlásának p-vel illetve q-val súlyozott átlaga:
FS (x) =
 0, ha x ≤ 0,p+ q (1− e−pβx) , ha x > 0.
Az összkár eloszlása tehát kevert típusú, a teljes 1 valószín¶ségb®l p koncentrálódik
az S = 0 pontban, q pedig pβ paraméter¶ exponenciális eloszlás szerint oszlik el.
El®z® példáinkban az összkár összetett geometriai eloszlású. Az összkár eloszlását
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két paraméterrel adjuk meg, az els® a kárszám eloszlást azonosító paraméter vagy
paramétercsoport - példáinkban p -, a második az egyedi kárnagyság eloszlásának
valamilyen azonosítója: eloszlásfüggvénye vagy valószín¶ségi függvénye. Jellemz®
összetett eloszlások még az összetett binomiális eloszlás, az összetett negatív bi-
nomiális eloszlás. Leggyakrabban talán az összetett Poisson eloszlást alkalmazzák
az aktuáriusok, egyrészt statisztikai megalapozottsága miatt, másrészt pedig azért,
mert meglehet®sen jó tulajdonságokkal rendelkezik, amint ezt a következ®kben lát-
juk.
2.2.2. Az összetett Poisson eloszlás
A káresetek N számát rendszerint és itt a következ®kben λ paraméter¶ Poisson
eloszlással modellezzük, vagyis feltesszük, hogy
P (N = n) =
λn
n!
e−λ, n = 0, 1, 2, ...
Mint ismeretes, a Poisson eloszlás várható értéke és varianciája egyenl® az eloszlás
λ paraméterével:
E [N ] = λ, V ar (N) = λ,
momentumgeneráló függvénye pedig:
MN (t) = E
[
etN
]
=
∞∑
n=0
etne−λ
λn
n!
= eλ(e
t−1). (2.5)
Ezért a (2.2) és (2.3) összefüggések felhasználásával azt kapjuk, hogy
E [S] = λE [X] (2.6)
V ar [S] = λV ar [X] + λE2 [X] = λE [X2] ,
MS (t) = e
λ(MX(t)−1).
Ha a káresetek N száma Poisson eloszlású λ várható értékkel és a kárösszegek el-
oszlásfüggvénye F (x), akkor azt mondjuk, hogy az S összkár λ és F (x) paraméter¶
összetett Poisson eloszlású.3
3A valószín¶ségelméletb®l ismeretes, hogy ha a károk száma λ paraméter¶ Poisson eloszlású, ez
annyit jelent, hogy két kár bekövetkezése között eltelt id®t exponenciális eloszlásúnak tekintjük,
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Az összetett Poisson eloszlással való modellezésnek számos el®nyös tulajdonsága
van, mivel független Poisson eloszlású valószín¶ségi változók összege is Poisson elosz-
lású. A következ® állítás összetett Poisson eloszlású valószín¶ségi változók összegéröl
szól.
Állítás . Ha S1, S2, ..., Sm független valószín¶ségi változók, Si összetett Poisson
eloszlású λi és Fi(x) paraméterekkel, i = 1, ...,m, akkor az S = S1 + S2 + ... + Sm
valószín¶ségi változó ismét összetett Poisson eloszlású
λ =
m∑
i=1
λi e´s F (x) =
m∑
i=1
λi
λ
Fi (x)
paraméterekkel.
Bizonyítás . Legyen Mi(t) az Fi momentumgeneráló függvénye. Akkor az S =
S1+S2+ ...+Sm valószín¶ségi változó momentumgeneráló függvénye a függetlenség
miatt
MS (t) =
m∏
i=1
MSi (t) = e
∑
i λi(Mi(t)−1) = eλ(
∑
i
λi
λ
Mi(t)−1),
ahol λ = ∑i λi. Látható, hogy MS (t) ismét összetett Poisson eloszlás momentum-
generáló függvénye, amelynek paraméterei: λ =∑i λi és F (x) = m∑
i=1
λi
λ
Fi (x).
Ebb®l az következik, hogy ha összekapcsolunk m biztosítási állományt, ame-
lyek mindegyikében az összkárok összetett Poisson eloszlásúak és függetlenek, akkor
az összegzett biztosítási állomány összkára ismét összetett Poisson eloszlású lesz.
Ugyanúgy, ha egy biztosítási állományt megfigyelünk m éven át és az m számú
éves kárösszeg független és egyenként összetett Poisson eloszlású, akkor az m éves
id®szak teljes kárösszege is összetett Poisson eloszlású. Vegyük észre, hogy az ily
módon összekapcsolással keletkezett állomány eseti kárnagyságai már nem azonos
amelynek paramétere (a várható érték reciproka) szintén λ. Ha a kárnagyság is (β paraméter¶)
exponenciális eloszlású, akkor azt mondjuk, hogy a kockázati folyamat leírására az Erlang modellt
használjuk. Az elnevezés történelmi eredet¶. Erlang dán matematikus a 20. század elején a te-
lefonközpontok m¶ködését sorbanállási rendszernek fogta fel és a m¶ködési modellt úgy alkotta
meg, hogy mind a telefonhívások id®tartamát, mind két telefonhívás közötti id®tartamot exponen-
ciális eloszlással közelítette. Erlang modell esetén tehát az összkár momentumgeneráló függvénye
egyszer¶ alakot ölt: lnMS (t) = λ tβ−t , t < β.
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eloszlásúak, az összkár mégis úgy viselkedik, mintha azonos eloszlású valószín¶ségi
változók összege lenne.
2.12. Példa. A biztosító társaság két, egyenként n = 5000 kötvényb®l álló állományt
egyesít. Az egyikben a biztosítási összeg 1 millió Ft, a másikban 2 millió Ft. Egy
kötvénytulajdonos átlag p = 0, 04 számú kárigényt nyújt be. Milyen az egyesített
állomány káreloszlása, ha a károk számát Poisson eloszlásúnak tekintjük? Írja fel az
összkár eloszlását, momentumgeneráló függvényét, várható értékét és varianciáját.
A történet kötvényekr®l szól, tehát a helyzet egyedi kockázati modellel lenne leír-
ható, ami azt is jelenti, hogy a kötvényekre bekövetkez® károk függetlensége miatt
a kárszám mindkét állományban binomiális eloszlású λ = np = 5000 · 0, 04 várható
értékkel. Az a feltételezés, hogy a kárszám Poisson eloszlású, ténylegesen azt jelenti,
hogy a károk bekövetkezésének számát Poisson eloszlással közelítjük. E közelítés ak-
kor jogos, ha a két eloszlás várható értéke: np és variánciája: np(1−p) közeli értékek,
vagyis akkor, ha p elég kicsi. A példában ez teljesül: p = 0, 04, így 1 − p = 0, 96
közelít®leg 1-nek vehet®.
Megoldás : Az 1 millió Ft összeg¶ kötvények állományának kárszáma a feltevés
szerint Poisson eloszlású, amelynek várható értéke és egyben a Poisson eloszlás pa-
ramétere: λ1 = np = 5000 · 0, 04 = 200. Az összkár tehát összetett Poisson eloszlású
λ1 és F1 paraméterekkel, ahol
F1 (x) =
 0, ha x ≤ 1,1 ku¨lo¨nben.
A 2 millió Ft összeg¶ kötvények állományának kárszáma a feltevés szerint Pois-
son eloszlású, amelynek várható értéke és egyben a Poisson eloszlás paramétere:
λ2 = 5000 · 0, 04 = 200. Az összkár tehát összetett Poisson eloszlású λ2 és F2
paraméterekkel, ahol
F2 (x) =
 0, ha x ≤ 2,1 ku¨lo¨nben.
54 2. FEJEZET: KOCKÁZATI MODELLEK
Az egyesített állomány összkára tehát szintén összetett Poisson eloszlású λ = λ1 +
λ2 = 400 és F paraméterekkel, ahol
F (x) =

0, ha x ≤ 1,
0, 5, ha 1 < x ≤ 2,
1 ku¨lo¨nben.
Az összkár várható értékének és varianciájának kiszámításához szükségünk van az
E [X] = 0, 5 · 1 + 0, 5 · 2 = 1, 5; E [X2] = 0, 5 · 1 + 0, 5 · 4 = 2, 5 értékekre, S momen-
tumgeneráló függvényének felírásához pedig X momentumgeneráló függvényére:
MX (t) = 0, 5e
t + 0, 5e2t.
Így
E [S] = λE [X] = 400 · 1, 5 = 600,
V ar [S] = λE [X2] = 400 · 2, 5 = 1000,
MS (t) = e
400(0,5et+0,5e2t−1).
A várható érték egysége természetesen millió Ft, a variánciáé pedig ennek a négyzete.
Az E [S] és V ar [S] értékeket S momentumgeneráló függvénye segítségével is
kiszámíthatjuk:
E [S] = M ′S (0) = (400 · 0, 5e0 + 400 · 0, 5 · 2e0) e400(0,5e
0+0,5e2·0−1) = 600;
E [S2] = M ′′S (0) =
(
(400 · 0, 5et + 400 · 0, 5 · 2e2t) e400(0,5et+0,5e2t−1)
)′
|t=0
= 1000 + 6002;
V ar [S] = E [S2]− E2 [S] = 1000.
2.2.3. Összetett Poisson eloszlás közelítése normálissal
Állítás: Ha S összetett Poisson eloszlású valószín¶ségi változó λ és F (x) paramé-
terekkel, akkor a
Z =
S − λp1√
λp2
valószín¶ségi változó eloszlása tart a standard normális eloszláshoz, ha λ→∞ - itt
p1 = E [X] , p2 = E [X
2] .
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Bizonyítás. Az állítást azzal igazoljuk, hogy belátjuk, hogy
lim
λ→∞
MZ (t) = e
t2
2 ,
vagyis MZ (t) tart a standard normális eloszlás momentumgeneráló függvényéhez.
Világos, hogy
MZ (t) = E
[
e
t
S−λp1√
λp2
]
= e
− λp1t√
λp2MS
(
t√
λp2
)
= e
− λp1t√
λp2 e
λ
(
MX
(
t√
λp2
)
−1
)
.
A momentumgeneráló függvény definíciója szerint
MX (t) = 1 +
p1t
1!
+
p2t
2
2!
+ ...,
amely hatványsorba ha t helyére t√
λp2
-t helyettesítünk, azt kapjuk, hogy
MZ (t) = e
t2
2
+ p3t
3
6
√
λp32
+ ...
.
A kitev®ben az összes többi tag λ − t a nevez®ben tartalmazza. Amint λ → ∞, e
tagok 0-hoz tartanak, és így a kifejezés értéke e
t2
2 -höz. Ez az, amit belátni akartunk.
2.13. Példa. Legyen S összetett Poisson eloszlású λ = 48 paraméterrel és a (0, 1)
intervallumon egyenletes X kárnagyság-eloszlással. S eloszlását normális eloszlással
közelítve számoljuk ki a P (S < 32) valószín¶séget.
Megoldás. Az összkár várható értékét és varianciáját kell meghatároznunk. Eh-
hez szükségünk van az eseti kárnagyság els® és második momentumára:
E [X] = 0, 5;E [X2] = 1
3
;
E [S] = 0, 5 · 48 = 24;V ar [S] = 1
3
· 48 = 16.
Így P (S < 32) = Φ (32−24
4
)
= Φ(2) , Φ a standard normális eloszlás eloszlásfüggvé-
nye.
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2.2.4. Az összkár eloszlásának meghatározása konvolúcióval
Végül, amikor a kárnagyságok azonos eloszlásúak, függetlenek, de a kárszám várható
értéke kicsi, és ezért a teljes kárösszeg eloszlása normális eloszlással nem közelíthet®,
a konvolúció módszeréhez folyamodhatunk. A diszkrét esettel foglalkozunk.
Jelölje, mint eddig, fX (x) az eseti kár eloszlását: fX (x) = P (X = x) . Jelölje
f ∗kX (x) az fX (x) önmagával vett k-adik konvolúcióját; f ∗0X (x) = 1, ha x = 0 és
értéke 0 különben. Nyilvánvaló, hogy f ∗1X (x) = fX (x) . Látható, hogy
f ∗kX (x) = P (S = x|N = k) .
Ezért az összkár eloszlása a teljes valószín¶ség tétele értelmében a következ®:
fS (x) = P (S = x) =
∞∑
k=0
f ∗kX (x)P (N = k) , x ≥ 0.
2.14. Példa. Legyen S összetett Poisson eloszlású λ = 2 paraméterrel és a követ-
kez® kárnagyság-eloszlással: P (X = x) = 0, 1x;x = 1, 2, 3, 4. Számítsuk ki, hogy az
S összkár a 0, 1, 2, 3 és 4 értékeket milyen valószín¶séggel veszi fel.
Megoldás : Az összkárra és a kárszámra vonatkozó számításokat és a 0-tól különböz®
valószín¶ségeket az alábbi táblázat foglalja össze.
f ∗0X (x) f
∗1
X (x) f
∗2
X (x) f
∗3
X (x) f
∗4
X (x)
0 1
1 0,1
2 0,2 0,01
3 0,3 0,04 0,001
4 0,4 0,1 0,006 0,0001
N 0 1 2 3 4
e−2 2
n
n!
e−2 2e−2 2e−2 4
3
e−2 2
3
e−2
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A táblázat segítségével számolhatjuk az S eloszlását:
P (S = 0) = e−2;
P (S = 1) = 0, 1 · 2e−2;
P (S = 2) = 0, 2 · 2e−2 + 0, 01 · 2e−2 = 0, 42e−2;
P (S = 3) = 0, 3 · 2e−2 + 0, 04 · 2e−2 + 0, 001 · 4
3
e−2 = 0, 68e−2;
P (S = 4) = 0, 4 · 2e−2 + 0, 1 · 2e−2 + 0, 006 · 4
3
e−2 + 0, 0001 · 2
3
e−2 = 1, 00806e−2.
Megjegyezzük, hogy a konvolúciós módszer alkalmazását itt meglehet®sen egyszer¶
esetekre korlátozzuk. Sokkal szélesebb körben alkalmazható módszerként ajánljuk
azonban az érdekl®d® olvasónak a Panjer rekurziót, amelyr®l b®séges irodalmat ta-
lálhat, ld. például Kaas et al. (2001) könyvében.
2.3. Gyakorló feladatok
1. Négy kötvényre a kárigény eloszlását tartalmazza az alábbi táblázat. E károk
egymástól függetlenül következnek be. Alkalmazzuk a konvolúciós eljárást az S =
X1 +X2 +X3 +X4 kárösszeg eloszlásának meghatározására. A táblázatban f (i)(x)
jelöli az els® i valószín¶ségi változó összegének eloszlását. Tüntesse fel a táblázat
hiányzó elemeit.
2. 4 Legyen a 100 kötvényb®l álló állományban minden kötvény kárigényének
momentumgeneráló függvénye azonos:
MX (t) = (1− 2t)−9, t < 1
2
Az egyes kötvények kárigénye egymástól független. Adjon becslést annak a díjbe-
vételnek az összegére, amely 95% -os valószín¶séggel fedezi az összesen felmerül®
kárt.
3. 5Egy t¶zbiztosítással foglalkozó társaság 160 építményt biztosít. A biztosítási
4A példa Bowers, N.L., Gerber, H.U., Hickman, J.C., Jones, D.A., Nesbitt, C.J. könyv 43.
oldalán található.
5A példa a Bowers, N.L., Gerber, H.U., Hickman, J.C., Jones, D.A., Nesbitt, C.J. könyv 43.
oldalán található.
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X f1(x) f2(x) f3(x) f4(x) f (2)(x) f (3)(x) f (4)(x)
0 0,6 0,7 0,6 0,9 0,42
1 0,0 0,2 0 0 0,12
2 0,3 0,1 0 0 0,27
3 0,0 0 0,4 0 0,06
4 0,1 0 0 0,1 0,10
5 0,0 0 0 0 0,02
6 0,0 0 0 0 0,01
7 0,0 0 0 0 0
8 0,0 0 0 0 0
9 0,0 0 0 0 0
10 0 0 0 0 0
11 0 0 0 0 0
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összegeket (1000 Ft-ban) és a szerz®désszámokat az alábbi táblázat tartalmazza:
Mindegyik építménynél t¶z bekövetkezésének a valószín¶sége 0, 04. A biztosítási
Biztosítási összeg Szerz®désszám
10 80
20 35
30 25
50 15
100 5
id®szakban a biztosító legfeljebb egy t¶zeset kárát fedezi (enyhíti). A t¶zesetek
egymástól függetlenül következnek be. Ha t¶z következik be, a kárnagyság egyenletes
eloszlású a (0, biztosítási összeg) intervallumban. Jelölje N a t¶zesetek számát a
biztosítási id®szakban, S az összkárt.
a) N milyen eloszlású? Számítsuk ki N várható értékét és varianciáját. b) Szá-
mítsuk ki S várható értékét és varianciáját. c) Mekkora relatív biztonsági pótlékot
alkalmaz a biztosító, hogy a díjbevétel 95% valószín¶séggel fedezze a felmerül® kárt,
ha az S összkár eloszlását normális eloszlással közelítjük? d) Mi szól amellett és mi
szól ellene annak, hogy az S valószín¶ségi eloszlását normálissal közelítsük?
4. Egy biztosítási állomány 500 kötvényb®l áll. Annak a valószín¶sége, hogy egy
kötvényre kár következik be: 0, 15. Ha a kár bekövetkezik, a kárnagyság exponenciális
eloszlást követ 1 várható értékkel. Ha a kár nagysága több, mint 2, 5, akkor a
biztosító csak 2, 5 egységet fizet.
a) Mennyi lesz az egyes kötvények kárigényének várható értéke és varianciája? b)
Mekkora relatív biztonsági pótlékot tartalmaz a díj, ha 95% valószín¶séggel fedezi
a teljes kárigényt?
5. Legyen az N kárszám binomiális eloszlású n = 8 és p = 0, 2 paraméterekkel.
A binomiális eloszlású N momentumgeneráló függvénye, mint láttuk:
MN (t) =
(
pet + 1− p)n .
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Legyen az X eseti kárnagyság eloszlása a következ®:
P (X = 1) = 0, 4;P (X = 2) = 0, 6.
Határozzuk meg az
E [N ] , V ar [N ] , E [X] , V ar [X] , E [S] , V ar [S]
értékeket, és az S összkár momentumgeneráló függvényét.
6. Vizsgáljunk egy biztosítási portfoliót, amelyben az N kárszám eloszlása a
következ®:
P (N = 0) = 0, 1;P (N = 1) = 0, 3;P (N = 2) = 0, 4;P (N = 3) = 0, 2.
Az X eseti kárnagyság eloszlása a következ®:
P (X = 1) = 0, 5;P (X = 2) = 0, 4;P (X = 3) = 0, 1.
Számítsuk ki az S összkár eloszlását!
7. Legyen az el®z® példában N Poisson eloszlású λ = 1 paraméterrel. Az
S összkár milyen valószín¶séggel lesz 0, 1, 2 illetve 3 érték¶? Határozzuk meg az
E [S] , V ar [S] értékeket és az MS (t) függvényt!
8. Legyen S1 összetett Poisson eloszlású λ = 2 paraméterrel és a következ® X1
kárnagyság-eloszlással:
P (X1 = 1) = 0, 2;P (X1 = 2) = 0, 6;P (X1 = 3) = 0, 2.
Legyen S2 összetett Poisson eloszlású λ = 6 paraméterrel és a következ®X2 kárnagyság-
eloszlással:
P (X2 = 3) = 0, 5;P (X2 = 4) = 0, 5.
Ha S1 és S2 függetlenek, mi az eloszlása az S1 + S2 valószín¶ségi változónak?
9. Egy biztosítási állomány 10000 kötvényb®l áll. Közülük 2000 esetében a biz-
tosítási összeg egyforma valószín¶séggel 3 illetve 4 ezer Ft, 4000 esetében 5 ezer Ft
és 4000 esetében 1
3
valószín¶séggel 6 és 2
3
valószín¶séggel 7 ezer Ft. Egy kötvénytu-
lajdonos átlag 0, 02 kárigényt nyújt be. Milyen az állomány aggregált káreloszlása,
ha a károk számát mindegyik csoportban Poisson eloszlásúnak tekintjük? Mennyi
díjbevételre van a biztosítónak szüksége ahhoz, hogy 95%-os valószín¶séggel fedezze
a kárkiadásait?
3. fejezet
KOCKÁZAT HOSSZÚ TÁVON:
A CSD VALÓSZÍNSÉGE
A kollektív kockázati modellekkel kapcsolatos ismereteinket általánosítjuk azzal,
hogy a káralakulást és az ett®l és a biztosítás díjától függ® tartalékunk (többletünk)
alakulását hosszabb id®szakra követjük. Érdekl®désünk els®sorban arra irányul,
hogy megállapítsuk, mekkora kezdeti tartalék (többlet, szavatoló t®ke) szükséges
ahhoz, hogy a biztosítási állományunk (az üzletág, a biztosító társaság) m¶ködése
pénzügyi szempontból kell®en stabil legyen, az inszolvencia (cs®d, tönkremenés) va-
lószín¶ségét kell®en alacsony szinten tartsuk.
Bemutatunk két modellt, amelyek a biztosító többletének az alakulását írják le.
Többleten itt azt az összeget értjük, amellyel egy kiinduló pénzeszköz (melynek for-
rása az induló t®ke) plusz a befolyó díjak (eszközök) összege meghaladja a kifizetett
kárt (kötelezettségek). A többlet ilyen meghatározásban természetesen nem teljesen
számviteli kategória, bajt okoz azonban, ha negatívvá válik. Ha negatívvá válik,
akkor azt mondjuk, hogy cs®d (fizetésképtelenség, katasztrófa, tönkremenés) követ-
kezett be. Ez az elnevezés nem jelent jogi értelemben vett cs®döt, nem is feltétlenül
tragikus esemény, inkább jelzés a biztosítónak, hogy azonnali intézkedést igényl®
helyzet alakult ki.
A bemutatott modellek azt vizsgálják, hogy hosszabb id®szak alatt az id® függ-
vényében hogyan alakul a többlet, és hogy milyen valószín¶séggel következhet be
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cs®d, hogyan lehet ezt a valószín¶séget csökkenteni.
A folytonos modellben a többletet a kezdési id®pontot követ® minden id®pontra
leírjuk, a diszkrét modellben pedig diszkrét id®pontokban elemezzük a többlet ala-
kulását. A folytonos modellt vizsgáljuk részletesebben, észrevételeink azonban a
diszkrét modellre is érvényesek lesznek.
3.1. A folytonos modell
A biztosító többletén a következ® függvényt értjük:
U(t) = u+Dt− S(t),
ahol u: a kezdeti többlet (kezd®t®ke); D: az egységnyi id®szakra es®, de folyamato-
san fizetend® biztosítási díj; S(t): a t id®pontig bekövetkezett összkár.
Jelölje N(t) a t id®pontig bekövetkez® károk számát, X1, X2, ..., XN(t) a t id®-
pontig bekövetkezett károk nagyságát. Ekkor nyilvánvalóan
S (t) = X1 +X2 + ...+XN(t).
Feltesszük, hogy egy id®pontban legfeljebb egy kár következik be. Minthogy az
X1, X2, ..., XN(t) kárnagyságok és az N(t) kárszám valószín¶ségi változók, ezért az
S(t), U(t) függvények is valószín¶ségi változók minden nemnegatív t értékre. E
függvényeket sorra többlet folyamatnak, kárszám folyamatnak, összkár-folyamatnak
nevezzük és így jelöljük:
{U(t) : t ≥ 0} , {N(t) : t ≥ 0} , {S(t) : t ≥ 0} .
Modellünkben a biztosítási díj a bekövetkez® károk nagyságának a várható értékével
arányos, mégpedig az alábbi módon:
D = Egységnyi id®szakra es® kár várható értéke · (1 + θ) ,
ahol θ a relatív biztonsági pótlék, és a díjnak a kár várható értéke feletti része
az abszolút biztonsági pótlék.
Jelölje T azt a legkorábbi id®pontot, amikor cs®d következik be, vagyis
T = T (u) = inf {t : t ≥ 0, U (t) < 0}
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- értéke + ∞, ha nem lesz cs®d - és Ψ(u) a cs®d (fizetésképtelenség, katasztrófa)
bekövetkezésének valószín¶ségét az u kezdeti többlet függvényében:
Ψ(u) = P (T < +∞) .
Az a feladatunk, hogy Ψ(u) értékét vizsgáljuk. Ha pontos értékét nem is tudjuk fel-
tétlenül kiszámítani minden esetben, legalább alsó és/vagy fels® korlátot szeretnénk
Ψ(u) értékére adni. Ehhez lesz szükségünk a következ® fogalmakra.
3.2. Összetett Poisson folyamat
Azt mondjuk, hogy {N(t) : t ≥ 0} λ paraméter¶ Poisson folyamat, ha bármely t1
és t2 id®pontok (t1 < t2) között bekövetkez® károk száma λ(t2 − t1) paraméter¶
Poisson eloszlású valószín¶ségi változó, továbbá a kárszám-eloszlás független attól,
hogy el®z®leg hogyan alakult a károk száma:
P (N (t2)−N (t1) = k|N (s) , s ≤ t1) = e−λ(t2−t1) (λ (t2 − t1))
k
k!
∀ t2 ≥ t1 ≥ 0.
Azt mondjuk, hogy {S(t) : t ≥ 0} λ és F (x) paraméter¶ összetett Poisson folya-
mat, ha X1, X2, ..., XN(t) az F (x) eloszlásfüggvénnyel meghatározott azonos elosz-
lású, egymástól és a λ paraméter¶ Poisson {N(t) : t ≥ 0} kárszám folyamattól is
független valószín¶ségi változók - jelölje X ezt a közös valószín¶ségi változót. A
továbbiakban feltesszük, hogy X momentumai léteznek. Jelölje S az egységnyi id®-
szakra es® összkárt. Ekkor fennáll, hogy E [S] = λE [X] és
E [S (t)] = λtE [X] ; V ar [S (t)] = λtE
[
X2
]
; D = λE [X] (1 + θ) .
A józan észre hallgatva is csak olyan biztosítási díjat veszünk figyelembe, amely
meghaladja az egységnyi id®szakra es® kár várható értékét. Támasszuk alá ezt az
álláspontunkat a matematika eszközével is: Mivel V ar
[
U(t)
t
]
= 1
t
λE [X2] tart 0-hoz,
ha t tart∞-hez, ezért a nagy számok törvénye szerintU(t)
t
sztochasztikusan konvergál
D − λE [X] -hez. Ha D − λE [X] < 0, akkor U(t) negatív lesz el®bb vagy utóbb.
Ha D−λE [X] = 0, akkor a határérték 0, de Dt−S (t) varianciája igen nagy, ezért
Ψ(u) = 1 bármely u kezdeti többlet mellett, a cs®d 1 valószín¶séggel bekövetkezne.
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3.3. Az illeszkedési együttható
Az illeszkedési együttható (Lundberg együttható, korrekciós tényez®, szolvencia pa-
raméter) az alábbi egyenlet pozitív megoldása:
D · r = lnMS (r)⇐⇒ eD·r = MS (r)⇐⇒MS−D (r) = 1.
Ennek az egyenletnek nem mindig van pozitív megoldása, vagyis az illeszkedési
együttható nem mindig létezik, ha azonban van, akkor az egyértelm¶. Gondoljuk
meg, miért.
Emlékeztetünk arra, hogy tetsz®leges ξ valószín¶ségi változó Mξ (r) momentum-
generáló függvénye szigorúan konvex, ha legalább egy 0-tól különböz® lehetséges
értéke van: minden 0 ≤ λ ≤ 1 és r1 6= r2 esetén az exponenciális függvény szigorúan
konvex volta miatt
Mξ (λr1 + (1− λ) r2) = E
[
eλr1ξ+(1−λ)r2ξ
]
≤ E [λer1ξ + (1− λ) er2ξ] = λE [er1ξ]+ (1− λ)E [er2ξ]
= λMξ (r1) + (1− λ)Mξ (r2) ,
és egyenl®ség csak akkor áll fenn, ha λ = 0 vagy λ = 1 vagy ξ egyetlen lehetséges
értéke 0.
MS−D (r) tehát szigorúan konvex, ha S legalább egy D-t®l különböz® értékkel
bír. Értéke a 0 pontban: MS−D (0) = 1; kérdés, felveszi-e ismét az 1 értéket egy
pozitív pontban. (A szigorú konvexitás miatt két pontban nem veheti fel.) Ennek
szükséges feltétele, hogy a függvény a pozitív félegyenesen el®ször csökkenjen, azután
n®jön, vagyis hogy deriváltja a 0 pontban negatív legyen: E[S] < D, majd pozitívra
forduljon. Szükséges azonban az is, hogy a függvény értéke elérje az 1-et, aminek
elégséges feltétele az, hogy az MS−D (r) értelmezési tartománya nem korlátos. A
függvény deriváltja pozitívra fordul, ha az S nek van D-nél nagyobb értéke, mert
ekkor az
MS−D (r) =
∞∫
−D
erxdFS−D (x)
=
D∫
−D
erxdFS−D (x) +
∞∫
D
erxdFS−D (x)
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összefüggésben a második tag végtelenhez tart, ha r tart végtelenhez.
Vegyük észre, hogy e feltételek az illeszkedési együttható elnevezést is megma-
gyarázzák. Egy kicsit önkényes magyarázatként azt mondhatjuk, hogy összhangot
teremt a díj és az általa fedezend® kár között. Ilyen összhang nincs, ha a díj az
ésszer¶nél kevesebb és akkor sem, ha nem kisebb, mint amekkora kár legfeljebb be-
következhet. Azt mutatja, hogy a díj és a kár nem illeszkednek megfelel®en, ha
túlzottan elválnak egymástól.
3.4. Az illeszkedési együttható, ha S(t) összetett
Poisson folyamat
A továbbiakban feltesszük, hogyN(t) λ paraméter¶ Poisson eloszlású, azX1, X2, ..., XN(t)
eseti károk függetlenek és függetlenek N(t)  t®l, azonos eloszlásúak, S jelöli az egy-
ségnyi id®szakra es® kárigényt, D az egységnyi id®szakra megállapított biztosítási
díjat, X az eseti kár nagyságát. Ekkor
lnMS(t) (r) = λt (MX (r)− 1) ,
amint ezt az el®z® fejezetben beláttuk, és speciálisan, ha t = 1 :
lnMS (r) = λ (MX (r)− 1) ∀ 0 < r < γ,
ahol γ az MS értelmezési tartományának legkisebb fels® korlátja. Az R Illeszkedési
együttható meghatározására szolgáló egyenlet ezért a következ® lesz:
λ+D · r = λMX (r) , 0 < r < γ. (3.1)
Figyelembe véve, hogy E [S] = λE [X] és ezért D = λE [X] (1 + θ) , az egyenlet
tovább így alakítható:
1 + E [X] (1 + θ) r = MX (r) , 0 < r < γ. (3.2)
Látható, hogy ez esetben elegend® X momentumgeneráló függvényét ismernünk ah-
hoz, hogy az illeszkedési együtthatóra vonatkozó egyenletet felírjuk. Az egyenlet
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MX(r)
1 + (1 + θ)E[X]r
R
3.1. ábra.
megoldhatóságának: az illeszkedési együttható létezésének a feltételei is más alakot
öltenek, foglaljuk össze ®ket:
(a) {S (t) : t ≥ 0} összetett Poisson folyamat;
(b) D > λE [X], azaz θ > 0;
(c) Ha az X kárnagyság momentumgeneráló függvényének az értelmezési tarto-
mánya (−∞, γ) , akkor γ > 0 és MX (r)→∞, ha r → γ.
A (c) feltétel nem zárja ki, hogy az X momentumgeneráló függvénye az egész va-
lós egyenesen értelmezett legyen. Az (a) feltétel mellett S összetett Poisson eloszlású
valószín¶ségi változó.
Az egyenlet R megoldását mutatja az 3.1. ábra.
Mind az MX (r) görbe, mind az egyenes az 1 pontban metszik a függ®leges ten-
gelyt. Minthogy M ′X (0) = E [X] és az egyenes iránytangense (1+ θ)E[X] > E[X] a
(b) feltétel miatt, ezért létezik egyetlen pozitív R argumentum, amelyben a görbe és
az egyenes metszik egymást. Látható, hogy ha θ nullához tart, akkor, amint r → 0,
az egyenes meredeksége MX (r) iránytangenséhez tart. Így, ha θ → 0, akkor R→ 0.
3.1. Példa. (X exponenciális eloszlású) Legyen az összkár folyamat összetett
Poisson folyamat, X exponenciális eloszlású β paraméterrel. Számoljuk ki az R
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illeszkedési együtthatót.
Megoldás. Mivel E [X] = 1
β
, ezért az egyenlet (3.2) szerint így néz ki:
1 +
(1 + θ) r
β
=
β
β − r , 0 < r < β.
Ennek a megoldása:
R =
θβ
1 + θ
. (3.3)
Általában ilyen explicit alakban nem határozható meg R értéke, iterációs eljárással
azonban jól közelíthet®.
3.2. Példa. Legyen az összkár folyamat összetett Poisson folyamat, a relatív bizton-
sági pótlék: θ = 2, X eloszlása a következ®: P (X = 1) = 1
3
, P (X = 2) = 1
2
, P (X =
3) = 1
6
. Számítsuk ki az illeszkedési együtthatót.
Megoldás. E [X] = 1
3
+1+ 3
6
= 11
6
, R a következ® egyenlet megoldása (3.2) szerint:
1 + (1 + 2)
11
6
r =
1
3
er +
1
2
e2r +
1
6
e3r.
Számítsuk ki a bal oldal és a jobb oldal értékeit r különböz® választása mellett:
Ha r = 1 : 6, 5 7, 94
Ha r = 1
2
: 3, 75 2, 65
Ha r = 3
4
: 5, 125 4, 5
R = 0, 85 elfogadható közelítés.
3.5. Tétel a cs®d valószín¶ségér®l
Az alábbi tétel, amely a cs®d valószín¶ségét a kezdeti többlet függvényében fogal-
mazza meg, az olasz iskolához tartozó DeFinetti és a svéd iskolához tartozó Lundberg
és Cramer nevéhez f¶z®dik:
1. Tétel: Az (a), (b) és (c) feltételek mellett
Ψ(u) =
e−Ru
E [e−RU(T )|T < +∞] , u ≥ 0,
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ahol R az illeszkedési együttható.
A tétel bizonyítását bemutatjuk a fejezet végén. Foglaljuk össze a tétel tulaj-
donságait:
1. A Ψ(u) valószín¶séget meghatározó tört számlálója 1 -nél kisebb, mivel R > 0
véges érték.
2. A nevez® nagyobb 1-nél, hiszen U(T ) negatív, az e−RU(T ) valószín¶ségi változó
minden lehetséges értéke tehát 1-nél nagyobb.
3. Ha θ nullához tart, akkor R is nullához tart, ez pedig a tétel értelmében impli-
kálja, hogy a Ψ(u)-t meghatározó tört értéke, vagyis a cs®d bekövetkezésének
valószín¶sége 1 - hez tart.
4. Ha R > 0, akkor Ψ(u) < 1 és 1 - Ψ(u) > 0 minden u ≥ 0 mellett. Ezért, ha
valamilyen u0 ≥ 0 esetén 1 - Ψ(u0) = 0, akkor R = 0 és Ψ(u) = 1 minden
u ≥ 0 értékre.
Mivel Ψ(u) eRu = 1
E[e−RU(T )|T<+∞] ≤ 1, ezért ésszer¶ az a következtetés, hogy
limu→+∞E
[
e−RU(T )|T < +∞] = c, c ≥ 1. Az alábbi tétel ennél pontosabb állítást
tartalmaz. Ennek és a következ® tételnek a bizonyítása megtalálható Michaletzky
(1997) jegyzetében.
2. Tétel (Cramer-Lundberg approximáció): Ha R létezik és MX (r) véges
R egy környezetében, akkor
lim
u→∞
Ψ(u) eRu =
D − λE[X]
λM
′
X (R)−D
,
ahol λ az egységnyi id®szak várható kárszáma, X az eseti kár, D az egységnyi id®-
szakra es® díj.
Ez az összefüggés lehet®vé teszi, hogy elég nagy u kezdeti többlet esetén a cs®d
valószín¶ségét így közelítsük:
Ψ(u) ≈ 1
c
e−Ru.
. A következ® tétel a cs®d méretér®l szól, ha a cs®d bekövetkezik.
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3. Tétel: Legyen Ψ(u, y) = P (T < +∞ & U (T ) > −y). Ekkor
Ψ(u, y) =
λ
D
u∫
0
Ψ(u− z, y) (1− FX (z)) dz + λ
D
u+y∫
u
(1− FX (z)) dz,
ahol FX az X eseti kár eloszlásfüggvénye.
E tétel következményei önmagukban is fontos összefüggések:
3.1. Következmény: Ψ(0, y) = λ
D
y∫
0
(1− FX (z)) dz.
3.2. Következmény:
Ψ(0,∞) = Ψ (0) = λ
D
E [X] =
1
1 + θ
.
3.3. Következmény: Annak a valószín¶sége, hogy a többlet a kezdeti többlet-
nél valaha kisebb lesz, csak a biztonsági pótléktól függ:
P (∃t : U (t) < u) = 1
1 + θ
.
Ez abból adódik, hogy az az esemény, hogy a többlet a kezdeti többlet alá esik,
ekvivalens u = 0 esetén a cs®d bekövetkezésével.
3.4. Következmény: Ha U(0) = 0, akkor
P (U (T ) > −y|T < +∞) = P (T < +∞ & U (T ) > −y)
P (T < +∞) =
Ψ (0, y)
Ψ (0)
3.6. A maximális aggregált veszteség
Vizsgáljunk egy újabb valószín¶ségi változót, amely a t id®pontig bekövetkez® vesz-
teség: a kár és a befolyó díj különbségének maximuma t-ben:
L = max
t≥0
{S (t)−Dt} .
Mivel S(0) = 0, ezért L ≥ 0. Az az esemény, hogy L > 0 azt az eseményt jelenti
egyúttal, hogy van olyan véges id®pont, amelyben U(t) < u.
Megfontolásaink eredményét állítások formájában foglaljuk össze.
1. Állítás: Az L > u és T < +∞ események ekvivalensek, ezért
Ψ(u) = P (T < +∞) = P (L > u) = 1− FL (u)− P (L = u) .
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Vizsgáljuk most azokat az id®pontokat, amelyekben a többlet folyamat egy ká-
resemény bekövetkezésével mélypontot ér el: minden ezt megel®z® és ezt követ®
káresemény bekövetkeztekor is ennél nagyobb a többlet. Jelölje ezeket a mély-
pontokat t1, t2, ..., t0 = 0. Jelölje az Lj valószín¶ségi változó azt a mennyiséget,
amellyel a j. mélypontban a többlet a j - 1. mélypontbeli többletnél kisebb:
Lj = U (tj−1) − U (tj) . A 3.2. ábrán mutatjuk a többlet alakulását1. Jelölje M
a mélypontok számát. Vegyük észre, hogy a maximális aggregált veszteség:
L = L1 + L2 + ...+ LM .
2. Állítás: Minthogy a Poisson folyamat memória nélküli, ezért
- annak a valószín¶sége, hogy egy mélypont az utolsó, hogy több mélypont nem
lesz, minden mélypontra ugyanannyi;
- L1, L2, ..., LM független és azonos eloszlású valószín¶ségi változók.
Annak a valószín¶sége, hogy a tj mélypont az utolsó (j = 0, 1, . . . ), egyenl®
annak a valószín¶ségével, hogy u = 0 kezdeti többlet mellett t0 az utolsó mélypont,
azaz nem következik be cs®d: 1−Ψ(0). Az M valószín¶ségi változó tehát geometriai
eloszlású:
3. Állítás: P (M = k) = pqk, k = 0, 1, 2, ...; q = 1−p, ahol p = 1−Ψ(0) = θ
1+θ
a 3.2. Következmény szerint. Így L összetett geometriai eloszlású.
Annak a valószín¶sége, hogy u = 0 kezdeti többlet esetén legalább egy további
mélypont van, ekvivalens azzal, hogy cs®d következik be, az L1 veszteség nagysága
pedig e mélypontban megegyezik −U(T ) nagyságával. Ezért L1 (L2, L3, ...) valószí-
n¶ségi eloszlása megegyezik a −U(T ) valószín¶ségi változónak a T < +∞ feltétel
melletti eloszlásával:
P (L1 < y|T < +∞) = P (U (T ) > −y|T < +∞) .
A 3.4. Következmény szerint L1 (L2, L3, ...) eloszlását  eloszlásfüggvényét, s¶r¶-
ségfüggvényét és momentumgeneráló függvényét - így kapjuk:
1Az ábra a Bowers, N.L., Gerber, H.U., Hickman, J.C., Jones, D.A., Nesbitt, C.J. (2001) könyv
362. oldalán található.
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L
L1
L2
L3
u
t1 t2 t3
U(t)
3.2. ábra.
4. Állítás: y > 0:
FL1 (y) =
Ψ (0, y)
Ψ (0)
= (1 + θ)Ψ (0, y)
fL1 (y) =
λ (1 + θ)
λ (1 + θ)E [X]
(1− FX (y)) = 1− FX (y)
E [X]
ML1 (r) =
1
E[X]
∞∫
0
ery (1− FX (y)) dy
= 1
E[X]
{[
1
r
(ery − 1) (1− FX (y))
]∞
0
+
∞∫
0
1
r
(ery − 1)dFX (y)
}
= 1
E[X]r
(MX (r)− 1)
A 3. és 4. Állításokból következik az
5. Állítás: Az L maximális aggregált veszteség momentumgeneráló függvénye
a 2. állítás szerint a következ®:
ML (r) = MM (lnML1 (r)) =
p
1−(1−p)ML1 (r)
= θ
1+θ
1
1− 1
1+θ
1
E[X]r
(MX(r)−1)
3.3. Példa. Milyen eloszlású az az összeg, amennyivel a többlet a kezdeti többletnél
az els® alkalommal kisebb, ha minden kárigény 1 érték¶?
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Megoldás. Ekkor
FX (y) = P (X < y) =
 0, ha y ≤ 11, ha y > 1.
Ezért
fL1 (y) =

1−FX(y)
E[X]
= 1, ha 0 < y ≤ 1
0, ha y > 1 vagy y ≤ 0.
L1 tehát egyenletes eloszlású a (0, 1) intervallumon, vagyis a többlet nagysága akkor,
amikor el®ször esik a kezdeti többlet alá, egyenletes eloszlású az (u− 1, u) interval-
lumon.
3.4. Példa. Milyen eloszlású az az összeg, amennyivel a többlet a kezdeti többletnél
az els® alkalommal kisebb, ha minden kárigény 2 paraméter¶ exponenciális eloszlású
valószín¶ségi változó?
Megoldás. Ekkor
FX (y) = P (X < y) =
 1− e
−2y, ha y > 0,
0 ku¨lo¨nben.
1− FX (y) = e−2y, ha y > 0.
Ezért
fL1 (y) =

1−FX(y)
E[X]
= 2e−2y, ha y > 0
0, ha y ≤ 0.
L1 tehát szintén 2 paraméter¶ exponenciális eloszlású valószín¶ségi változó.
3.7. Lundberg egyenl®tlenség
A cs®d valószín¶ségére mindig rendelkezésre áll egy fels® korlát - ezt fejezi ki a
Lundberg egyenl®tlenség:
Ψ(u) ≤ e−Ru. (3.4)
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Mivel az 1. Tételben szerepl® hányados nevez®jének explicit kiértékelésére általá-
ban nincs mód, egy elfogadhatónak tekintett cs®dvalószín¶séggel összhangban álló
kezdeti többlet konzervatív becslésére a Lundberg egyenl®tlenséget egyenl®ség for-
májában szokták alkalmazni. Ha ε jelöli az elfogadható cs®dvalószín¶séget (értéke
jellemz®en 0, 01 és 0, 1 közötti), akkor az ε = e−Ru egyenl®ségb®l kapott
u = − ln ε
R
érték a kezdeti többlet konzervatív becslésének tekinthet®, mivel ekkor a cs®d bekö-
vetkezésének valószín¶sége biztosan nem nagyobb a megadott ε értéknél.
Ha azX kár értékkészlete korlátos, azaz van olyan pozitívm érték, hogy P (X ≤ m) =
1, akkor a cs®d bekövetkezésének valószín¶ségére alsó korlátot is tudunk adni. Ekkor
U (T ) ≥ −m, mivel az U (T ) többlet a cs®d id®pontjában negatív és a cs®d el®tti
utolsó többlet nemnegatív. Ezért e−RU(T ) ≤ eRm és
E
[
e−RU(T )|T < +∞] ≤ eRm.
Ekkor Ψ(u) = e−Ru
E[e−RU(T )|T<+∞] ≥ e
−Rue−Rm = e−R(u+m).
3.5. Példa. Legyen az összkár folyamat összetett Poisson folyamat, a relatív biz-
tonsági pótlék: θ = 2, X eloszlása a következ®: P (X = 1) = 1
3
, P (X = 2) =
1
2
, P (X = 3) = 1
6
, a kezdeti többlet: u = 2. Adjunk alsó és fels® korlátot a cs®d
bekövetkezésének a valószín¶ségére.
Megoldás. Ehhez a feladathoz meghatároztuk már az R illeszkedési együtthatót:
az R = 0, 85 értéket elfogadható közelítésnek tartottuk. Az eseti kár 3 -nál nagyobb
értéket nem vesz fel. Így
0, 0143 ≈ e−0,85(2+3) ≤ Ψ(2) < e−0,85·2 ≈ 0, 183.
3.8. Az eseti kár exponenciális eloszlású
Számoljuk ki a cs®d valószín¶ségét abban az esetben, ha a kár β paraméter¶ expo-
nenciális eloszlású valószín¶ségi változó.
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A tétel nevez®jében lév® várható érték kiszámításához szükségünk van −U(T )
eloszlására, el®ször ezt szeretnénk meghatározni.
A cs®d, ha egyáltalán bekövetkezik, akkor a T id®pontban következik be el®ször.
Közvetlenül el®tte a többlet szükségképpen nemnegatív, jelölje ezt az értéket u′.
Válasszunk egy y > 0 számot. Az az esemény, hogy U(T ) < −y vagyis −U(T ) > y,
átfogalmazható úgy, hogy a bekövetkez® X kár, amely a cs®döt okozza, nagyobb,
mint u′ + y, feltéve, hogy X cs®döt okoz, vagyis X > u′. Ezen esemény feltételes
valószín¶sége így írható fel:
P (−U (T ) > y|T < +∞) = P (X > u′ + y|X > u′)
= P (X > u
′+y & X > u′)
P (X > u′) =
P (X > u′+y)
P (X > u′) , y > 0.
Figyelembe véve, hogy a kár β paraméter¶ exponenciális eloszlású, ez azt jelenti,
hogy
P (−U (T ) > y|T < +∞) = β
∫∞
u′+y e
−βxdx
β
∫∞
u′ e
−βxdx
= e−βy, y > 0. (3.5)
Így
P (−U (T ) < y|T < +∞) = 1− P (−U (T ) ≥ y|T < +∞)
= 1− P (−U (T ) > y|T < +∞)
= 1− e−βy,
azaz −U (T ) is β paraméter¶ exponenciális eloszlású valószín¶ségi változó. (Az
utolsó el®tti egyenl®tlenség azért áll fenn, mert −U (T ) folytonos eloszlású.) Ez azt
jelenti, hogy
E
[
e−RU(T )|T < +∞] = M−U(T ) (R) = β
β −R.
Ezért az 1. Tétel a következ® formát ölti:
Ψ(u) = e−Ru
β −R
β
=
e
− θu
(1+θ)E[X]
1 + θ
. (3.6)
3.6. Példa. Mekkora u kezdeti többlet szükséges ahhoz, hogy a cs®d bekövetkezé-
sének a valószín¶sége 0, 1-nél ne legyen nagyobb, ha az összkár folyamat összetett
Poisson folyamat λ = 1 paraméterrel, az X eseti kárnagyság exponenciális elosz-
lású valószín¶ségi változó β = 1
5
paraméterrel, és ha az id®egység alatt fizetend® díj
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akkora, hogy az átlagosan bekövetkez® egyetlen eseti kárt legalább 95%-os valószín¶-
séggel fedezi?
Megoldás. El®ször megállapítjuk a fizetend® díjat. A
P (X < D) = 1− e−D5 = 0, 95
összefüggésb®l azt kapjuk, hogyD = 5 ln 20.MinthogyE [X] = 5 ésD = λE [X] (1 + θ) =
5 (1 + θ) , ezért θ = ln 20 − 1. Így az R együttható értéke: R = θβ
1+θ
= ln 20−1
5 ln 20
. Fel-
használva a (3.6) formulát, amelyet a cs®d bekövetkezésének valószín¶ségére expo-
nenciális eseti kár esetében nyertünk, fenn kell állnia a
Ψ(u) =
e
− θu
(1+θ)E[X]
1 + θ
=
e−
(ln 20−1)u
5 ln 20
ln 20
≤ 0, 1
egyenl®tlenségnek. Ebb®l u értékére ezt kapjuk: u ≥ 9, 05.
3.9. A diszkrét modell
A következ® modellben a kárt, többletet diszkrét id®pontokban vizsgáljuk. A bizto-
sító többletén a következ® függvényt értjük:
U (n) = u+ nD − S (n) ,
ahol u a kezdeti többlet, D az egyes periódusokban fizetend® díj, S (n) az els® n
periódusban összesen bejelentett károk összege:
S (n) = S1 + S2 + ....+ Sn.
Si az i. periódusban bejelentett teljes kárösszeg, S1, S2, ....Sn független, azonos el-
oszlású valószín¶ségi változók - e közös eloszlású valószín¶ségi változót jelölje S.
Jelölje:
T ′ = min {n : U (n) < 0}
a legkorábbi id®pontot, amelyben a többlet negatívvá válik és
Ψ′ (u) = P (T ′ < +∞)
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ennek bekövetkezési valószín¶ségét.
Az R′ illeszkedési együttható, ha létezik, az alábbi egyenlet egyetlen pozitív meg-
oldása:
e−D·rMS (r) = 1. (3.7)
Annak a feltételeit, hogy az R′ együttható létezzen, a fejezet elején vizsgáltuk.
E modellben a kárszám vizsgálata csak az egyes id®pontok közötti periódusokban
jelenik meg. A következ® tételben feltesszük, hogy a kárnagyság minden periódusban
azonos paraméter¶ összetett Poisson eloszlású valószín¶ségi változó.
4. Tétel: (Tétel a cs®d valószín¶ségér®l): Ha az egyes periódusok S összkárai
egymástól független összetett Poisson eloszlású valószín¶ségi változók, és ha létezik
az R′ illeszkedési együttható, akkor
Ψ′ (u) =
e−R
′u
E [e−R′U(T ′)|T ′ < +∞] , u ≥ 0.
E tételt a fejezet végén bizonyítjuk.
A tétel következményeként a cs®d valószín¶ségére a kezdeti többlet függvényében
fels® korlát adható a Lundberg egyenl®tlenség formájában:
Ψ′ (u) ≤ e−R′u. (3.8)
Álljon itt egy példa annak az illusztrálására, hogy az illeszkedési együttható nem
mindig létezik.
3.7. Példa. Legyen az S kárösszeg eloszlása: P (S = 1) = 0, 2;P (S = 2) = 0, 8.
El®ször legyen a díj: D = 2, 5. Ekkor a kárösszegnek nincs a díjnál nagyobb lehet-
séges értéke, ezért az
e−2,5·r
(
0, 2er + 0, 8e2r
)
= 1
egyenletnek r = 0 az egyetlen megoldása.
A D = 1, 5 választás mellett a díj a kár várható értékénél kisebb, ezért az
e−1,5·r
(
0, 2er + 0, 8e2r
)
= 1
egyenletnek ismét r = 0 az egyetlen megoldása.
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A D = 1, 9 választás mellett az
e−1,9·r
(
0, 2er + 0, 8e2r
)
= 1
egyenlet egyetlen pozitív megoldása: r ≈ 1, 84.
A következ® példában a θ relatív biztonsági pótlékra adunk konzervatív becslést
a Lundberg egyenl®tlenség felhasználásával.
3.8. Példa. 2Legyen az S éves kár nagysága fix a érték, bekövetkezésének valószí-
n¶sége p. Az éves D díjat az éves kár pa várható értékére építjük: D = pa (1 + θ) .
Mennyi legyen a relatív biztonsági pótlék az R illeszkedési együttható függvényében?
Megoldás. Alkalmazzuk az illeszkedési együttható meghatározására szolgáló egyen-
letet:
eRpa(1+θ) = peRa + (1− p)
Ebb®l
θ =
ln
(
peRa + (1− p))
Rpa
− 1.
Látjuk, hogy a p kárvalószín¶ség növekedésével a relatív biztonsági pótlék csökken,
hiszen az Ra (1 + θ) = ln(pe
Ra+(1−p))
p
függvény p szerinti deriváltja negatív.
3.10. Az illeszkedési együttható közelít® értéke
Az R közelít® értékének meghatározására az ekvivalens
lnMS (r)−Dr = 0
összefüggést használjuk fel, és a lnMS (r) függvényt sorba fejtve, sorának els® három
tagjával - kvadratikusan - közelítjük. Mint tudjuk
lnMS (r) = lnMS (0) +
∞∑
k=1
(lnMS(0))
(k)
k!
rk
≈ lnMS (0) + lnMS (0)′ r + 12 lnMS (0)′′ r2,
2A példa részben József Sándor: Általános aktuárius módszertan c. szakdolgozatából (2001)
(BKAE Biztosítási Oktató és Kutató Csoport, Aktuárius posztgraduális szak, 2004) származik, 16.
oldal
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lnMS (0)
(k) a lnMS (r) k-adik deriváltja az r = 0 helyen. Meghatározzuk az
els® és második deriváltakat, és felhasználjuk, hogyMS (0) = 1;M ′S (0) = E [S] ;M ′′S (0) =
E [S2]:
(lnMS (r))
′ = 1
MS(r)
M ′S (r) ;
(lnMS (r))
′′ = −1
MS(r)
2M ′S (r)
2 + 1
MS(r)
M ′′S (r) .
Így
lnMS (r) ≈ E [S] r + 12 (E [S2]− E2 [S]) r2;
lnMS (r)−Dr ≈ E [S] r + 12V ar [S] r2 −Dr.
A lnMS (r)−Dr kifejezés értékét nullává tév® R illeszkedési együttható tehát a
következ® közelítéssel kapható meg:
R ≈ 2 (D − E [S])
V ar [S]
. (3.9)
Vegyük észre, hogy ez a közelítés R pontos értékét adja, ha S normális eloszlású.
Ekkor ugyanis S momentumgeneráló függvénye: MS (r) = eE[S]r+
r2V ar[S]
2 , így a
lnMS (r)−Dr = 0 egyenlet egyenérték¶ az r = 2(D−E[S])V ar[S] egyenlettel.
3.11. A tételek bizonyításai.
Az 1. tétel bizonyítása:
Válasszuk a t > 0 és r > 0 értékeket tetsz®legesen. Írjuk fel a teljes valószín¶-
ség tételének felhasználásával −U(t) momentumgeneráló függvényének értékét az r
helyen:
E
[
e−rU(t)
]
= E
[
e−rU(t)|T ≤ t]P (T ≤ t) + E [e−rU(t)|T > t]P (T > t) .
Figyelembe véve azt, hogy −U(t) = −u − Dt + S(t), és MS(t) (r) = eλt(MX(r)−1),
mivel S (t) összetett Poisson eloszlású valószín¶ségi változó, ezért az egyenlet bal
oldala így írható fel:
E
[
e−rU(t)
]
= E
[
e−ru−rDt+rS(t)
]
= e−ru−rDtE
[
erS(t)
]
= e−ru−rDtMS(t) (r) = e−ru−rDt+λt{MX(r)−1}.
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Az egyenlet jobb oldala els® tagjában U(t) így írható fel:
U (t) = U (T ) + {U (t)− U (T )} = U (T ) +D (t− T )− {S (t)− S (T )} .
S(t)−S(T ) összetett Poisson eloszlású valószín¶ségi változó λ(t− T ) és F (x) para-
méterekkel. Ezért
er{S(t)−S(T )} = eλ(t−T ){MX(r)−1}.
Vizsgáljuk az
E
[
e−rU(t)|T ≤ t] = E [e−rU(T )e−rD(t−T )er{S(t)−S(T )}|T ≤ t]
összefüggést. Mivel t ≤ T esetén e−rU(T ), e−rD(t−T ), er{S(t)−S(T )} függetlenek a
Poisson folyamat tulajdonságai miatt, így szorzatuk várható értéke egyenl® a várható
értékek szorzatával. Ezért
E
[
e−rU(t)|T ≤ t] = E [e−rU(T )e−rD(t−T )+λ(t−T ){MX(r)−1}|T ≤ t] .
Ha r = R, akkor a λ+D ·R = λMX (R) összefüggés miatt
E
[
e−RU(t)
]
= e−Ru;
E
[
e−RU(t)|T ≤ t] = E [e−RU(T )|T ≤ t] .
Ezért azt kapjuk, hogy
e−Ru = E
[
e−RU(T )|T ≤ t]P (T ≤ t) + E [e−RU(t)|T > t]P (T > t) .
Nézzük, mi történik, ha t→∞. Ekkor T ≤ t azt jelenti, hogy T > +∞ és
lim
t→∞
P (T ≤ t) = P (T < +∞) = Ψ (u) .
A tétel bizonyításához be kell még látnunk, hogy limt→∞E
[
e−RU(t)|T > t]P (T > t) =
0. Ez következik.
A T > t eseményt U(t) értékét®l függ®en két részre osztjuk és külön vizsgáljuk
az U (t) < u0 (t) illetve U (t) ≥ u0 (t) eseteket egy alkalmasan választott u0 (t)
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függvény mellett. Megjegyezzük, hogy T > t maga után vonja, hogy U(t) ≥ 0,
vagyis e−RU(t) ≤ 1. Azt kapjuk, hogy
E
[
e−RU(t)|T > t]P (T > t)
= E
[
e−RU(t)|T > t & 0 ≤ U (t) < u0 (t)
]
P (T > t & 0 ≤ U (t) < u0 (t))
+E
[
e−RU(t)|T > t & U (t) ≥ u0 (t)
]
P (T > t & U (t) ≥ u0 (t))
≤ P (U (t) < u0 (t)) + e−Ru0(t)
Az összeg második tagja 0-hoz tart, ha limt→∞ u0 (t) = +∞. Az els® tag kiérté-
keléséhez felhasználjuk egyrészt a tétel azon feltevését, hogy a többlet minden t
id®pontra összetett Poisson eloszlású:
E [U (t)] = u+D · t− λtE [X] ;V ar [U (t)] = λtE [X2] ,
másrészt a Csebisev tételt, amely szerint
P (|U (t)− E [U (t)]| ≥ ε (t)) ≤ V ar [U (t)]
ε (t)2
minden ε(t) > 0 számra. Ez az egyenl®tlenség maga után vonja, hogy
P (U (t) < E [U (t)]− ε (t)) ≤ V ar [U (t)]
ε (t)2
.
Felhasználva, hogy D > λE[X], válasszuk az u0 (t) függvényt úgy, hogy a
limt→∞
E[U(t)]−u0(t)√
t
=∞ is teljesüljön, (pl. u0 (t) =
√
t ) és válasszuk ε(t)-t úgy,
hogy E [U (t)]− ε (t) = u0 (t) fennálljon. Azt kapjuk, hogy
P (U (t) < u0 (t)) ≤ λtE [X
2]
(E [U (t)]− u0 (t))2
=
λE [X2](
E[U(t)]−u0(t)√
t
)2
és limt→∞E
[
e−RU(t)|T > t]P (T > t) = 0. Így e−Ru = E [e−RU(T )|T < +∞]Ψ(u) ,
ami éppen az állítás.
A 4. tétel bizonyítása.
A diszkrét modellben használt fogalmakat egy  '  jelzéssel különböztettük meg
a folytonos modellben használt fogalmaktól. Itt a jelölés egyszer¶sítése érdekében
ezt elhagyjuk.
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Vizsgáljuk a következ® azonosságot:
E
[
e−RU(n)
]
=
n∑
i=0
E
[
e−RU(n)|T = i]P (T = i)+E [e−RU(n)|T > n]P (T > n) .
Vegyük észre, hogy mivel U(n) = U( n  1) + D  S, az illeszkedési együttható
választása miatt E [e−RU(n)] = E [e−RU(i)] , i = 0, 1, ..., n. Ezért az azonosság bal
oldalán e−Ru áll és, figyelembe véve, hogy U(n)  U(i) független a T = i eseményt®l,
azt kapjuk, hogy
e−Ru =
n∑
i=0
E
[
e−RU(i)|T = i]P (T = i) + E [e−RU(n)|T > n]P (T > n).
Ha n → ∞, akkor az els® tag a jobb oldalon a következ®höz konvergál:
∞∑
i=0
E
[
e−RU(i)|T = i]P (T = i) = E [e−RU(T )|T <∞]P (T <∞)
Be kell még látnunk, hogy a jobb oldal második tagja elt¶nik, ha n→∞. Ugyanazt
a megfontolást alkalmazzuk, mint az 1. tétel bizonyításában, felhasználva, hogy S
összetett Poisson eloszlású és a díj nagyobb a fedezni hivatott kár várható értékénél.
3.12. Gyakorló feladatok
1. Legyen az összkár folyamat összetett Poisson folyamat, az X kárnagyság diszkrét
eloszlású: P (X = 1) = 1
4
, P (X = 2) = 3
4
. Ha az R illeszkedési együttható értéke
ln 2, mennyi legyen a relatív biztonsági pótlék, hogy az 1. tételben szerepl® hánya-
dos számlálója a cs®d bekövetkezésének valószín¶ségére az u kezdeti többlet függ-
vényében megfelel® fels® korlátot adjon? Mennyi lesz a biztosítási díj, ha a Poisson
paraméter értéke: λ = 3?
2. 3Egy kockázati folyamatra θ = 0, 4, az eseti kár eloszlását az
f (x) =
1
2
(
3e−3x + 7e−7x
)
s¶r¶ségfüggvény írja le. Válaszoljunk a a következ® kérdésekre:
3A példa Kaas, R., Goovaerts, M., Dhaene, J., Denuit M. (2001) könyvéb®l származik, 106.
oldal
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a) A 0; 1; 6 értékek gyökei az illeszkedési együttható meghatározására szolgáló
1 + (1 + θ)E [X] r = MX (r) egyenletnek. Melyik az igazi illeszkedési együttható?
b) A következ® függvények közül az egyik a cs®dvalószín¶ség erre a folyamatra.
Melyik az, miért, és a többi miért nem lehet cs®dvalószín¶ség?
• Ψ(u) = 24
35
e−u + 1
35
e−6u;
• Ψ(u) = 24
35
e−u + 11
35
e−6u;
• Ψ(u) = 24
35
e−0,5u + 1
35
e−6,5u;
• Ψ(u) = 24
35
e−0,5u + 11
35
e−6,5u.
c) Mennyi lesz c azon értéke, amelyre fennáll, hogy limu→∞Ψ(u) eRu = 1c?
3. 4Állományunkban az éves összkár összetett Poisson eloszlású, λ = 1 a várható
kárszám, az X eseti károk β = 0, 001 paraméter¶ exponenciális eloszlásúak. Foglalja
össze táblázatban a t®ke (kezdeti többlet) és a díj (t®ke) arányának hatását a cs®d
valószín¶ségére, ha θ = 0, 2 és u = 1000 vagy u = 3000, illetve ha θ = 1 és u = 1000
vagy u = 2000 vagy u = 5000.
4A példa József Sándor szakdolgozatából (2004) származik, 20. oldal
4. fejezet
VISZONTBIZTOSÍTÁS
Ha egy kockázat túl nagy a biztosító társaság számára, vagy ha egy egész állo-
mánnyal kapcsolatos veszteség lehet®sége túl súlyos, akkor a társaság a saját és a
biztosítottak biztonsága érdekében úgy dönt, vagy éppen el®írások kötelezik arra,
hogy viszontbiztosítással védelmet vásároljon. A viszontbiztosító társaság gyakran
ugyanezt csinálja, vagyis tovább adja a viszontbiztosításba vett kockázat egy részét
vagy egészét egy harmadik társaságnak. Ezzel a folyamatban részt vev® társaságok
felosztják egymás között a kockázatot és így nagyon kedvez®tlen káralakulás sem
jár tragikus következménnyel egyik résztvev® félre nézve sem. Viszontbiztosítás-
sal általában nagy t®keer®vel, széleskör¶ technikai és adminisztratív tapasztalattal,
nemzetközi hálózattal bíró társaságok foglalkoznak.
A viszontbiztosítás is a biztosítási üzlet egy nagy ágazata, amelyben különböz®
szerepl®k vesznek részt. Mi a következ®kben ezt leegyszer¶sítjük két szerepl®re: az
egyik a direkt biztosító, amely a biztosítottal szerz®dik, a másik a viszontbiztosító,
amely a direkt biztosítóval szerz®dik.
Viszontbiztosítási megállapodások számtalan variációban és kombinációban köt-
tetnek. Hogy valamelyest tipizáljunk, három szempontot említünk. Létrejöhetnek
eseti szerz®dések, amelyek fakultatívak abban az értelemben, hogy a szerz®d® felek
egyedi megállapodásától függnek - ellentétben azokkal a szerz®désekkel, amelyeknek
megkötését-elfogadását korábban kötött keretegyezmény a felek részére el®írja. A
szerz®dések vonatkozhatnak a vállalt kárral arányos kockázatmegosztásra szemben a
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nem arányos vagy fix megtartási szint mellett történ® kockázatmegosztással, amelyet
általában nagy károk fedezetére alkalmaznak. Végül a viszontbiztosítás díja lehet a
direkt biztosítóhoz befolyó díjból a kockázatvállalással arányos, vagy azzal nem ará-
nyos részesedés. (A biztosítási díj megosztását befolyásolja a különböz® jutalékokra:
szerzési jutalék, nyereség, adminisztrációs költségek, vonatkozó megállapodás.)
Az arányos viszontbiztosítás klasszikus formái közé tartoznak a Quota Share és
Surplus, a nem-arányos viszontbiztosítás klasszikus formái közé az Excess of Loss és a
Stop Loss szerz®dések. A magyar biztosítási szóhasználatban is az angol elnevezések
jelennek meg, ezért itt nem próbálkozunk meg a fordításukkal. Ezeket a formákat
összefoglaljuk röviden és kissé leegyszer¶sítve.
4.1. A viszontbiztosítás klasszikus formái
4.1.1. Arányos viszontbiztosítás
A Quota Share esetében egy állomány minden káreseményére (kötvényére) a kár
azonos hányada a viszontbiztosító által fedezett rész. Így viszontbiztosításba kerül
Xv = αX, 0 < α ≤ 1,
ahol az X valószín¶ségi változó a bekövetkez® kár nagysága. A kár (1− α) hányada
marad saját megtartásban:
Xd = (1− α)X.
Xv, Xd a viszontbiztosító illetve a direkt biztosító eseti kárának nagyságát jelöli.
A Surplus szerz®dések lehet®vé teszik, hogy a viszontbiztosításba kerül® hányad
kockázatonként változzon. Ez a forma a direkt biztosítónak inkább lehet®vé teszi,
hogy a viszontbiztosítás révén a nagyobb károkra nagyobb védelmet kapjon.
4.1.2. Nem-arányos viszontbiztosítás
Az Excess of Loss szerz®dés keretében minden egyes kárigényre nézve a viszontbiz-
tosító a szerz®désben rögzített m megtartási szint feletti károkat fedezi. A viszont-
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biztosítási szerz®dés a megtartási szintet meghatározhatja kötvényenként, kárese-
ményenként vagy kárcsoportonként is. A viszontbiztosító illetve a direkt biztosító
kockázata a következ® valószín¶ségi változó lesz:
Xv =
 0, ha X ≤ mX −m, ha X > m;
Xd =
 X, ha X ≤ mm, ha X > m.
Stop Loss viszontbiztosítást a direkt biztosító egy üzletág kockázatának a csök-
kentése érdekében köt oly módon, hogy az id®szakban felmerül® összkárra határoz
meg megtartási szintet. Ha a direkt biztosító megtartási szintje d, a viszontbiztosító
illetve a direkt biztosító által fedezett Sv és Sd összkár a következ® valószín¶ségi
változó lesz:
Sv =
 0, ha S ≤ dS − d, ha S > d;
Sd =
 S, ha S ≤ dd, ha S > d.
A különböz® viszontbiztosítási formák közötti választásban kulcsszerepe van a
viszontbiztosítás díjának, amely pedig a viszontbiztosító által fedezett teljes kockázat
eloszlására, mindenekel®tt annak várható értékére épül. A viszontbiztosítás nettó
díja e várható érték. Bármi legyen is a kiválasztott viszontbiztosítási forma, az
eseti károkra és az összkárra egyaránt érvényes, hogy az érte vállalt kötelezettség
megoszlik a viszontbiztosító és a direkt biztosító között (kivéve az SL biztosítást,
ahol a megosztás természetesen csak az összkárra érvényes):
X = Xv +Xd; S = Sv + Sd.
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4.2. A viszontbiztosítás nettó díja
Felmerül a kérdés, vajon a biztosítási állomány tulajdonságai, f®ként az, ha az ál-
lomány aggregált kárösszege összetett Poisson eloszlású, fennmaradnak-e a viszont-
biztosítás során. Ha igen, ez megkönnyíti a viszontbiztosítás nettó díjának a ki-
számítását, hiszen akkor az eddigi számítási, kiértékelési módszereink továbbra is
alkalmazhatók.
Hogy eldönthessük, a viszontbiztosításba kerül® (ill. a direkt biztosítónál ma-
radó) teljes kárösszeg összetett Poisson eloszlású valószín¶ségi változó-e, felidézzük,
milyen tulajdonságokkal kell bírnia: a) az egyedi károk egymástól és a kárszámtól
függetlenül következnek be és azonos eloszlásúak; b) a kárszám Poisson eloszlású.
A Quota Share és az Excess of Loss biztosítási forma esetében a viszontbiz-
tosításba kerül® egyedi károk változatlanul függetlenek és azonos eloszlásúak, bár
eloszlásuk természetesen megváltozik; a kárszám pedig marad, ami volt. A Surplus
esetében az egyedi károk nem maradnak azonos eloszlásúak, hiszen a viszontbiztosí-
tásba kerül® kárhányad kockázatról kockázatra változik. Stop Loss viszontbiztosítás
esetében pedig a viszontbiztosításba kerül® kárösszeg már egyáltalán nem követi az
állományban bekövetkezett eseti károk tulajdonságait, s®t a kárszámtól sem függ
közvetlenül, ekkor tehát nem használhatjuk ki az állományunknak azt a számítások
szempontjából kényelmes tulajdonságát, hogy összkára összetett Poisson eloszlású,
ezért más megközelítést alkalmazunk.
A Stop Loss viszontbiztosítás nettó díja, vagyis a viszontbiztosításba kerül® össz-
kár várható értéke definíció szerint a következ®: E [Sv] =
∞∫
d
(x− d) dFS (x), ahol d a
megtartási szint, x az állomány S összkárának a lehetséges értékeit képviseli.
E várható érték, mint ismeretes, így is felírható: E [Sv] =
∞∫
0
(1− FSv (y)) dy.
Minthogy
FSv (y) = P (Sv < y)
= P (Sv < y|S ≤ d)P (S ≤ d) + P (Sv < y|S > d)P (S > d)
= P (S − d ≤ 0) + P (0 < S − d < y)
= P (S − d < y) = FS (y + d) ,
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FS
d x
dFS
x− d
1
4.1. ábra.
ha y > 0, ezért
E [Sv] =
∞∫
0
(1− FSv (y)) dy =
∞∫
d
(1− FS (x)) dx.
Ezt jól mutatja a 4.1. ábra1, ha S diszkrét eloszlású.
Bizonyítsuk az állítást közvetlenül, ha S folytonos eloszlású. Ekkor
E [Sv] =
∞∫
d
(x− d) fS (x) dx
= − [(x− d) (1− FS (x))]∞d +
∞∫
d
(1− FS (x)) dx
Belátjuk, hogy az els® tag 0:
x ( 1− FS (x)) = x
∞∫
x
fS (t) dt ≤
∞∫
x
tfS (t) dt→ 0,
ha x→∞, mert S várható értékér®l feltettük, hogy létezik.
A viszontbiztosító várható kárának meghatározására egy másik megközelítés
is ajánlható, amelyet diszkrét eloszlás esetében mutatunk be részletesen. Ekkor
1Az ábra a Kaas et al. (2001) könyvben található, 11.o.
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E [Sv] =
∑
x≥d
(x− d) fS (x). A formula azt mutatja, hogy szükségünk van az állo-
mány összkára eloszlásának ismeretére. Megmutatjuk, hogy elegend® ismernünk az
eloszlást csak a d megtartási szintnél kisebb lehetséges értékekre:
∞∑
x≥d
(x− d) fS (x) =
∑
x≥0
(x− d) fS (x)−
∑
x<d
(x− d) fS (x)
=
∑
x≥0
xfS (x)− d
∑
x≥0
fS (x)−
∑
x<d
(x− d) fS (x) .
Azaz
E [Sv] = E [S]− d+
∑
x<d
(d− x) fS (x) .
Folytonos eloszlású S összkárát az fS s¶r¶ségfüggvénnyel adjuk meg. Ekkor a
viszontbiztosítás nettó díja hasonlóképpen határozható meg:
E [Sv] = E [S]− d+
d∫
0
(d− x) fS (x) dx.
Mint már megállapítottuk, folytonos, diszkrét és kevert eloszlások esetén egyaránt
megkaphatjuk e várható értéket az S eloszlásfüggvénye segítségével:
E [Sv] =
∞∫
d
(1− FS (x)) dx = E [S]− d+
d∫
0
(1− FS (x)) dx
A harmadik lehet®ség az, ha a direkt biztosítónál maradó összkár eloszlásából
indulunk ki:
P (Sd = k) = P (S = k) , ha k < d;
P (Sd = d) = P (S ≥ d) = 1− P (S < d) .
Nyilvánvalóan
E [Sd] = E [S]− E [Sv] .
Vegyük észre, hogy a viszontbiztosító várható kockázatának meghatározására
alternatív formulákat kaptunk, amelyek közül konkrét esetben az alkalmasabbat
választhatjuk. A gondolatmenet Excess-of-Loss viszontbiztosítás esetén hasonló,
ekkor az S összkár szerepét a kötvény kára képviseli.
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Nézzünk egy példát a viszontbiztosító várható kockázatának vagyis a viszontbiz-
tosítás nettó díjának a meghatározására különböz® viszontbiztosítási formák eseté-
ben.
4.1. Példa. A biztosítási állományunk teljes kárösszege összetett Poisson eloszlású
valószín¶ségi változó, a kárszám várható értéke: λ = 2, az évi befolyó díj: D = 6 és
az eseti károk két értéket vehetnek fel:
P (X = 1) = 0, 3, P (X = 2) = 0, 7.
Határozzuk meg a viszontbiztosítás díját, ha a viszontbiztosító a díjmegállapításban
θ = 1 relatív biztonsági pótlékot alkalmaz, és határozzuk meg a direkt biztosítónál ma-
radó díjrésznek a direkt biztosítónál maradó várható kockázat feletti részét (várható
nyereségét), ha a társaság
a) Excess of Loss viszontbiztosítást köt m = 1 megtartási szinttel;
b) Stop Loss viszontbiztosítást köt d = 2 megtartási szinttel.
Megoldás. Állapítsuk meg, hogy
E [X] = 0, 3 + 1, 4 = 1, 7; E [S] = 2 · 1, 7 = 3, 4.
a) Az eseti kár viszontbiztosítóhoz kerül®, illetve direkt biztosítónál maradó része a
következ® eloszlású:
P (Xv = 0) = 0, 3; P (Xv = 1) = 0, 7; P (Xd = 1) = 1.
A viszontbiztosító összkára összetett Poisson eloszlású, várható értéke és egyben a
viszontbiztosító nettó díja: E [Sv] = λE [Xv] = 1, 4. A viszontbiztosítás díja tehát:
Dv = E [Sv] (1 + θ) = 2, 8. A direkt biztosítónál marad a díjból: Dd = 6−2, 8 = 3, 2,
a kárösszeg várható értékéb®l: E [Sd] = E [S] − E [Sv] = 3, 4 − 1, 4 = 2. A direkt
biztosító várható nyeresége ezért: Dd − E [Sd] = 3, 2− 2 = 1, 2.
b) A viszontbiztosítóhoz kerül® teljes kárösszeg már nem összetett Poisson elosz-
lású. Várható értékének a kiszámításához határozzuk meg az állomány S kárösszege
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els® négy lehetséges értékének a valószín¶ségét:
f (0) = P (S = 0) = e−λ = e−2 = 0, 135;
f (1) = P (S = 1) = 2e−20, 3 = 0, 081;
f (2) = P (S = 2) = 2e−20, 7 +
22
2
e−20, 32 = 0, 214;
f (3) = P (S = 3) =
23
3!
e−20, 33 + 2
22
2
e−20, 3 · 0, 7 = 0, 119.
A viszontbiztosító összkárának várható értéke és egyben a viszontbiztosító nettó
díja:
E [Sv] = E [S]− 2 +
∑
x<2
(2− x) f (x)
= 3, 4− 2 + 2 · f (0) + f (1) = 1, 751.
Ugyanezt az eredményt kapjuk, ha a direkt biztosító összkárának eloszlásából indu-
lunk ki:
P (Sd = 0) = P (S = 0) = 0, 135;
P (Sd = 1) = P (S = 1) = 0, 081;
P (Sd = 2) = 1− 0, 135− 0, 081 = 0, 784.
Így E [Sd] = 0, 081 + 2 · 0, 784 = 1, 649 és E [Sv] = 3, 4 − 1, 649 = 1, 751. A vi-
szontbiztosítás díja tehát: Dv = E [Sv] (1 + θ) = 3, 5. A direkt biztosítónál ma-
rad a díjból: Dd = 6 − 3, 5 = 2, 5. A direkt biztosító várható nyeresége ezért:
Dd − E [Sd] = 2, 5− 1, 649 = 0, 851.
4.3. Viszontbiztosítás és díjvisszatérítés.
Fordítsuk most a figyelmünket arra, milyen megfontolások alapján téríti vissza a díj
egy részét a biztosítási év eltelte után a kötvénytulajdonosoknak a biztosító abban
az esetben, ha az S összkárt a befizetett díj meghaladja. Megmutatjuk, hogy a
díjvisszatérítés és a Stop Loss viszontbiztosítás koncepciója nem csak hasonlóságot
mutat, hanem értelmezésük is összekapcsolódik.
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Jelölje D az összesen befizetett díjat: D−E [S] > 0. A díjnak az a része, amely
a kár fedezésére szolgál:
kD, 0 < k < 1.
A biztosító visszatérít a díjból G összeget, amely a következ® valószín¶ségi változó:
G =
 0, ha S ≥ kD,kD − S, ha S < kD.
A díjvisszatérítés várható értéke:
E [G] =
kD∫
0
(kD − x) fS (x) dx,
ha S folytonos és fS az S s¶r¶ségfüggvénye;
E [G] =
∑
x≤kD
(kD − x) fS (x)
ha S diszkrét és fS az S valószín¶ségi függvénye.
Írjuk fel egy kicsit részletesebben a díjvisszatérítés várható értékét a folytonos
esetben (diszkrét eloszlású S esetében ugyanígy járunk el):
E [G] =
kD∫
0
(kD − x) fS (x) dx
=
∞∫
0
(kD − x) fS (x) dx+
∞∫
kD
(x− kD) fS (x) dx
= kD
∞∫
0
fS (x) dx−
∞∫
0
xfS (x) dx+
∞∫
kD
(x− kD) fS (x) dx.
A jobb oldal els® tagja kD, a második tag a kár várható értéke, a harmadik pedig a
Stop Loss viszontbiztosítás nettó díja kD megtartási szint esetén:
E [G] = kD − E [S] + E [Sv (kD)] .
A viszontbiztosítás összkárát itt Sv (kD) -vel jelöljük, hogy hangsúlyozzuk a megtar-
tási szintet. Ez az összefüggés arra indít bennünket, hogy megvizsgáljuk, fennáll-e
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nem csak a várható értékekre, hanem a szóban forgó valószín¶ségi változókra is egy
hasonló összefüggés, fennáll-e, hogy
S +G = kD + Sv (kD) .
A válasz igen, ezt a következ®képpen igazoljuk: Ha S ≤ kD, akkor G = kD − S
és Sv (kD) = 0, vagyis az egyenl®ségjel mindkét oldalán kD lesz. Ha S > kD,
akkor Sv (kD) = S − kD és G = 0, vagyis az egyenl®ségjel mindkét oldalán S
lesz. Elemezzük ezt az azonosságot és nézzük meg, milyen összefüggést tár elénk.
Vonjunk ki az azonosság mindkét oldalából D-t:
S +G−D = Sv (kD)− (1− k)D
A bal oldalon az összes, a kárral összefügg® S + G kifizetésnek a díj feletti részét
kapjuk. Így az (1− k)D díjrészt a kD megtartási szint mellett kötött Stop Loss vi-
szontbiztosítás díjának tekinthetünk. Ez az értelmezés azt sugallja, hogy a biztosító
el®ször a díj k-ad részéb®l fedezi a kárt, azon károkra pedig, amelyekre ebb®l nem
telik, az (1− k)D díjú Stop Loss viszontbiztosítás nyújtana fedezetet. Végül, ha az
azonosságot az alábbi formában írjuk fel:
G = kD − S + Sv (kD) ,
arra a konklúzióra jutunk, hogy a díjvisszatérítést a díjnak a kár fedezésére szánt
hányadából fennmaradó rész és a Stop Loss viszontbiztosításból származó bevétel
összege alkotja.
Vegyük észre azt is, hogy az összes költséget a díjból a kárkifizetés és a díjvissza-
térítés után maradó összeg kell, hogy fedezze. Írjuk fel, hogy a tervezés id®szakában,
amikor a várható értékekre hagyatkozunk, mit mond ez az összefüggés:
E [o¨sszes ko¨ltse´g] = D − E [G]− E [S] .
4.2. Példa. Az el®z® példához kapcsolódva határozzuk meg, hogy D = 6 érték¶ díj
és k = 0, 5 kárszorzó esetén
1. mennyi a díjvisszatérítés várható értéke?
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2. várhatóan mekkora összeg marad a költségek fedezésére?
Megoldás. (a)
G =
 0, ha S ≥ 0, 5 · 6 = 3,3− S, ha S < 3.
Az el®z® példában számított valószín¶ségeket felhasználva azt kapjuk, hogy
E [G] = 3f (0) + 2f (1) + f (2)
= 3 · 0, 135 + 2 · 0, 081 + 0, 214 = 0, 781.
Természetesen az
E [G] = kD − E [S] + E [Sv (kD)] = 0, 5D − E [S] + E [Sv (3)]
összefüggésb®l ugyanezt az eredményt kapjuk.
(b) E[összes költség] = D − E [G]− E [S] = 6− 0, 781− 3, 4 = 1, 819.
4.4. Az optimális viszontbiztosítás
A viszontbiztosítási módozatok közötti választáskor a biztosító társaság különböz®
szempontokat alkalmazhat. Az els® esetben az SL (vagy XL) viszontbiztosítást ha-
sonlítjuk össze tetsz®leges más viszontbiztosítási módozattal, azt vizsgáljuk, melyik
esetében lesz a biztosítónál maradó kárrész varianciája a kisebb, ha e kárrész várható
értéke a két módozat esetében azonos.
A második esetben  azt feltételezve, hogy a viszontbiztosító a díjban érvénye-
sített biztonsági többletét a vállalt kár varianciájának arányában határozza meg
- a viszontbiztosító által vállalt kár varianciáját szeretnénk minimalizálni a direkt
biztosító kárrészének adott varianciája mellett.
Jelölje I(X) a nemnegatív X kárnak a viszontbiztosító által fedezett részét vala-
milyen viszontbiztosítási konstrukcióban. Az I függvény ésszer¶en kielégíti a követ-
kez® feltételt:
0 ≤ I(x) ≤ x minden x ≥ 0 esetén.
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Kezdjük az els® feladattal. Az állítás az, hogy ha a direkt biztosító kárának
várható értéke a két módozat esetében azonos és a biztosító a kár varianciáját akarja
minimalizálni, akkor SL (vagy XL) viszontbiztosítást érdemes kötnie.
A viszontbiztosító által fedezett kárrészt így jelöljük: (X − d)+ .
1. Állítás: Ha E[I(X)] = E[(X − d)+], akkor V ar[X − I(X)] ≥ V ar[X − (X −
d)+].
Bizonyítás: Alkalmazzuk a következ® jelölést a direkt biztosítónál maradó kár-
részre:
V (X) = X − I(X) illetve W (X) = X − (X − d)+ . Mivel E[V (X)] = E[W (X)]
a feltevés szerint, ezért
V ar[V (X)] ≥ V ar[W (X)]↔ E[V 2(X)] ≥ E[W 2(X)]
↔ E[(V (X) − d)2] ≥ E[(W (X) − d)2]. Az utóbbi egyenl®tlenség teljesül, ha
|V (X)− d| ≥ |W (X)− d|
1 valószín¶séggel. Ezt látjuk be:
Ha X ≥ d, akkor W (X) = d, vagyis az állítás teljesül.
Ha X < d, akkor W(X) = X és
V (X)− d = X − d− I(X) ≤ X − d = W (X)− d < 0. Ez az állítás.
Nézzük a második feladatot. Az állítás az, hogy a viszontbiztosító díja arányos
viszontbiztosítás mellett lesz minimális, feltéve, hogy a viszontbiztosító a díjban
érvényesített biztonsági pótlékot a vállalt kár varianciájának arányában határozza
meg és a direkt biztosítónál maradó kárrész varianciája el®írt érték.
2. Állítás: Ha Var[X  I(X)] = V, akkor Var[I(X)] ≥ Var[βX], ahol β =
1−
√
V
V ar[X]
.
Bizonyítás: Írjuk fel a következ® azonosságot:
V ar[I(X)] = V ar[X] + V ar[I(X)−X]− 2Cov[X,X − I(X)].
A jobb oldal els® két tagjának az értéke adott, a bal oldal minimális érték¶, ha
Cov[X,X  I(X)] maximális érték¶. Az X és X  I(X) valószín¶ségi változók ko-
varianciája akkor maximális, ha korrelációs együtthatója maximális, hiszen e va-
lószín¶ségi változók szórása adott. Korrelációs együtthatójuk akkor maximális, ha
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közöttük lineáris függ®ség áll fenn: I(x) = α + βx, β > 0. Mivel 0 ≤ I(x) ≤ x,
ezért 0 ≤ β ≤ 1 és α = 0, azaz I (x) = βx és I (X) = βX. A V ar[I(X)−X] = V
feltételb®l azt kapjuk, hogy (1− β)2 = V
V ar[X]
. Ebb®l az állítás következik.
4.3. Példa. Az X kárt leíró valószín¶ségi változó egyenletes a (0, 100) intervallu-
mon.
1. Tekintsünk egy arányos viszontbiztosítási szerz®dést, amelyben
I1(X) = α X, 0 < α < 1, és egy SL (vagy XL) szerz®dést
I2 (X) =
 0, ha X ≤ dX − d, ha X > d.
Határozzuk meg az α és d értékeket úgy, hogy a viszontbiztosított kár várható
értéke 12,5 legyen mindkét esetben.
2. Számoljuk ki és hasonlítsuk össze a Var[X - I1(X)] > Var[X  I2(X)] értékeket!
Megoldás. E[X] = 50;V ar[X] = 2500
3
.
(a) E[I1(X)] = α50 = 12, 5→ α = 0, 25.
E[I2(X)] =
1
2
(100− d) (1− d
100
)
= 12, 5 → d = 50.
(b) V ar[X − I1(X)] = V ar[0, 75X] = 0, 752 25003 = 468, 75.
E[X − I2(X)] = 502 +
50∫
0
x 1
100
dx = 37, 5.
V ar[X − I2(X)] = 25002 +
50∫
0
x2 1
100
dx− 37, 52 = 260, 42.
4.5. A viszontbiztosítás és a cs®d valószín¶sége
A Lundberg egyenl®tlenség szerint a cs®d bekövetkezésének a valószín¶sége a foly-
tonos modell esetén
Ψ(u) = P (∃t ≥ 0 : U (t) = u−Dt+ S (t) < 0) ≤ e−Ru,
ahol U (t) a többlet a t id®pontban, u a kezdeti többlet, D a folyamatosan fize-
tend®, egy periódusra es® díj, S (t) a t id®pontig bekövetkez® összkár, {S (t) : t ≥ 0}
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összetett Poisson folyamat. S jelöli egy periódus összkárát, amely összetett Poisson
eloszlású valószín¶ségi változó. Diszkrét modell esetén
Ψ(u) = P (∃n ∈ N : U (n) = u−Dn+ S (n) < 0) ≤ e−Ru,
ahol U (n) a többlet az n. periódusban, u a kezdeti többlet, D az egy periódusra es®
díj, S (n) az n. periódussal bezáróan bekövetkez® összkár. Diszkrét modell esetén
S (n) = S1 + S2 + ...+ Sn,
S1, S2, ..., Sn az egyes periódusok összkárát jelentik, független azonos összetett Pois-
son eloszlású valószín¶ségi változók, közös eloszlásukat S jelöli. R mindkét modell-
ben az illeszkedési együttható, amelynek értéke az alábbi egyenlet egyetlen pozitív
megoldása:
eDr = E
[
eSr
]
= MS (r) .
A folytonos modellben az egyenlet a következ® alakot ölti:
λ+Dr = λMX (r) .
Megoldás létezése az MS (r) illetve MX (r) függvények alakjától is függ, err®l koráb-
ban már szó volt. Diszkrét esetben az R illeszkedési együttható az egyes periódusok
összkárának eloszlásához, a folytonos esetben az eseti káreloszláshoz kapcsolódik.
A felidézett tétel azt mutatja, hogy adott pozitív kezdeti többlet mellett a cs®d
bekövetkezési valószín¶ségének fels® korlátja csökken, ha az illeszkedési együttható
n®. Az illeszkedési együttható nagysága így a biztonság egy mér®számának tekint-
het®, ezért szolvencia paraméternek is nevezik. A viszontbiztosítás azonban meg-
változtatja az illeszkedési együtthatót. A viszontbiztosítás módozatának illetve a
megtartási szintnek a megválasztását (arányos viszontbiztosítás esetén a biztosító
által megtartott arányt) ezért szükségképpen befolyásolja az, hogyan hat az illesz-
kedési együttható értékére.
A következ® példában a különböz® viszontbiztosítási lehet®ségeket a várható
nyereség és az illeszkedési együttható értéke alapján hasonlítjuk össze.
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4.4. Példa. Legyen az állomány egy évre es® S összkára összetett Poisson eloszlású,
amelynek paraméterei: a λ értéke és az eseti káreloszlás, amint az el®z® példában,
itt is a következ®:
λ = 2; P (X = 1) = 0, 3; P (X = 2) = 0, 7.
Az éves díj: D = 6. Határozzuk meg a direkt biztosítónál maradó díjrésznek a di-
rekt biztosítónál maradó kockázat feletti részét (várható nyereségét) és az illeszkedési
együttható értékét, ha a társaság
1. Quota Share viszontbiztosítást köt 1− α = 0, 4 megtartott kárhányaddal;
2. nem köt viszontbiztosítást;
3. Excess of Loss viszontbiztosítást köt m = 1 megtartási szinttel és a viszontbiz-
tosító a díjmegállapításban θ = 1 relatív biztonsági pótlékot alkalmaz;
4. Stop Loss viszontbiztosítást köt d = 2 vagy d = 3 megtartási szinttel és a
viszontbiztosító θ = 1, 8 relatív biztonsági pótlékot alkalmaz.
Hasonlítsuk össze a kapott alternatívákat.
Megoldás.
(a) Ha Quota Share viszontbiztosítást köt, akkor a díjat, a várható kockázatot
és a várható nyereséget a két biztosító egyformán osztja meg. Az eseti kár viszont-
biztosítóhoz kerül®, illetve a direkt biztosítónál maradó része a következ® eloszlású:
P (Xv = 0, 6) = 0, 3; P (Xv = 1, 2) = 0, 7;
P (Xd = 0, 4) = 0, 3; P (Xd = 0, 8) = 0, 7.
E [Xv] = 0, 18 + 0, 84 = 1, 02; E [Xd] = 0, 12 + 0, 56 = 0, 68.
A direkt biztosító összkára összetett Poisson eloszlású, várható értéke:
E [Sd] = λE [Xd] = 2 · 0, 68 = 1, 36.
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A várható nyereség: Dd−E [Sd] = 6·0, 4−1, 36 = 1, 04. Az R illeszkedési együtthatót
a
λ+Ddr = λMXd (r)
2 + 2, 4r = 2
(
0, 3e0,4r + 0, 7e0,8r
)
egyenlet megoldásaként kapjuk: R ≈ 1, 4.
(b) Ha a direkt biztosító nem köt viszontbiztosítást, akkor várható nyeresége:
D − E [S] = 6− 3, 4 = 2, 6. Az illeszkedési együtthatót a
2 + 6r = 2
(
0, 3er + 0, 7e2r
)
egyenlet megoldásaként kapjuk: R ≈ 0, 55.
(c) Ha Excess of Loss viszontbiztosítást köt, akkor várható nyeresége, mint lát-
tuk: Dd − E [Sd] = 1, 2. Az R illeszkedési együtthatót a λ + Ddr = λMXd (r) :
2 + 3, 2r = 2er
egyenlet megoldásaként kapjuk: R ≈ 0, 85.
(d) Ha Stop Loss viszontbiztosítást köt d = 2 megtartási szinttel és θ = 1, 8,
akkor azt kapjuk, hogy Dv = 2, 8E [Sv] = 2, 8 · 1, 751 = 4, 9; a direkt biztosítónál
maradó díjrész: Dd = 6 − 4, 9 = 1, 1. A direkt biztosító várható nyeresége ezért
Dd − E [Sd] = 1, 1− 1, 649 negatív, így ez az alternatíva nem jöhet szóba.
(e) Ha Stop Loss viszontbiztosítást köt d = 3 megtartási szinttel, akkor
E [Sv] = E [S]− d+
∑
x<d
(d− x) fS (x)
= 3, 4− 3 + 3f (0) + 2f (1) + f (2)
= 0, 4 + 3 · 0, 135 + 2 · 0, 081 + 0, 214 = 1, 181.
Ekkor, mivel θ = 1, 8,
Dv = 2, 8E [Sv] = 2, 8 · 1, 181 = 3, 3; Dd = 6− 3, 3 = 2, 7;
E [Sd] = 3, 4− 1, 181 = 2, 22.
A direkt biztosító várható nyeresége ezért Dd − E [Sd] = 2, 7 − 2, 22 = 0, 48. Az R
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illeszkedési együtthatót a
e2,7r = MSd (r) = E
[
eSdr
]
e2,7r = 0, 135 + 0, 081er + 0, 214e2r + 0, 57e3r
egyenlet megoldásaként kapjuk: R ≈ 1, 61.
Foglaljuk össze az eredményeinket:
• Quota Share: α = 0, 6: Dd − E [Sd] = 1, 04;R = 1, 4.
• Viszontbiztosítás nélkül: D − E [S] = 2, 6;R = 0, 55.
• Excess of Loss: m = 1; θ = 1: Dd − E [Sd] = 1, 2;R = 0, 85.
• Stop Loss: d = 2; θ = 1, 8 : Dd − E [Sd] < 0: elfogadhatatlan.
• Stop Loss: d = 3; θ = 1, 8 : Dd − E [Sd] = 0, 48;R = 1, 61.
Nyereség szempontjából a legkedvez®bb az, ha nem kötünk viszontbiztosítást, a
biztonság mérésére alkalmas szolvencia együttható pedig Stop Loss viszontbiztosítás
és d = 3 megtartási szint mellett a legkedvez®bb. A lehet®ségek közül csak egyet
zárhatunk ki: a Stop Loss viszontbiztosítást d = 2 megtartási szinttel. A két mu-
tató nem feltétlenül növekszik ellentétesen, de az itt kapott alternatívák közül csak
döntéshozói preferencia alapján választhatunk.
4.6. A kezdeti tartalék becslése
A tartalékot az u kezdeti tartalék, a befolyó D díj és kifizetett károk alapján az id®
függvényében írtuk fel. Egy id®szakra leegyszer¶sítve a következ® értékegyenlethez
jutunk:
U = u+D − S
ahol U az id®szak (év) végi tartalék, S pedig az id®szakban kifizetett kár nagysága.
Többletr®l beszéltünk els®sorban, de már eddig is használtuk a tartalék szót az u és
U jelentésére, jogos az is, ha u-t nyító t®kének hívjuk.
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Alkalmazzuk, mint eddig is gyakran, az
S = X1 +X2 + ...+XN
összefüggést, ahol N jelöli az id®szak alatt bekövetkez® károk számát, amelyr®l fel-
tesszük, hogy Poisson eloszlású valószín¶ségi változó λ paraméterrel. Tudjuk, hogy
ekkor E[N ] = V ar[N ] = λ. Feltesszük, hogy az X1, X2, ..., XN eseti kárnagyságok
azonos eloszlásúak - jelölje X ezt a közös eloszlású valószín¶ségi változót -, függet-
lenek egymástól és az N kárszámtól: az S összkár tehát összetett Poisson eloszlású.
Ekkor S várható értéke és varianciája a következ®: E[S] = λE[X], V ar[S] =
λE[X2], és a várható érték díj elv alkalmazása esetén a díj: D = λE[X](1 + θ), θ
a relatív biztonsági pótlék. Az S összkár normális eloszlással közelíthet®, ha λ elég
nagy.
Azt vizsgáljuk, mekkora id®szak eleji t®kére  tartalékra van szükség ahhoz,
hogy annak a valószín¶sége, hogy az id®szak alatt cs®d következik be, ne haladja meg
az el®re megadott és elfogadhatónak tekintett ε valószín¶séget u érték¶ kezd®t®ke
esetén: P(tartalék az id®szak végén ) ≤ ε Ez azt jelenti, hogy fenn kell állnia a
P (u+ λE [X] (1 + θ) < S) ≤ ε⇔
P (u+ λE [X] (1 + θ) ≥ S) ≥ 1− ε
összefüggésnek.
Ha S folytonos, akkor
P (u+ λE [X] (1 + θ) ≥ S) = P (u+ λE [X] (1 + θ) > S)
= FS (u+ λE [X] (1 + θ)) ,
ahol FS az S valószín¶ségi változó eloszlásfüggvénye. Vagyis az egyenl®tlenség így
írható fel: FS (u+ λE [X] (1 + θ)) ≥ 1− ε.
Ha λ elég nagy - és itt ezt is feltesszük -, akkor S eloszlása normális eloszlással
közelíthet®, így
FS (u+ λE [X] (1 + θ)) = Φ
(
u+ λE [X] (1 + θ)− λE [X]√
λE [X2]
)
≥ 1− ε,
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ahol Φ a standard normális eloszlás eloszlásfüggvénye. Minthogy Φ növekv® függ-
vény, ezért létezik inverze és teljesül, hogy
u+ λE [X] (1 + θ)− λE [X]√
λE [X2]
≥ Φ−1 (1− ε) ,
Azt kapjuk tehát, hogy u értéke kielégíti a következ® összefüggést:
u ≥√λE [X2]Φ−1 (1− ε)− λE [X] θ
=
√
V ar [S]Φ−1 (1− ε)− E [S] θ.
Megállapíthatjuk, hogy
• az id®szak eleji tartalék és biztonsági pótlék összefügg: minél magasabb a
biztonsági pótlék, annál kisebb id®szak eleji tartalékra van szükség és fordítva;
• ha a biztonsági pótlék 0, akkor az id®szak eleji tartalék arányos az összkár
szórásával;
• ha a jobb oldal negatív: ha
θ >
√
V ar [S]Φ−1 (1− ε)
E [S]
,
akkor nincs szükség id®szak eleji tartalékra.
Tekintsünk egy példát.
4.5. Példa. Az alábbi táblázat egy biztosítási portfólió megfigyelt kárnagyságait mu-
tatja intervallumonként (ezer Ft-ban) egy adott évben és a káresemények relatív gya-
koriságát: azon százalékát, amelyek kárnagyságai az adott intervallumba estek. (Ha
felrajzolnánk e relatív gyakoriságokat a kárnagyság függvényében, a jól ismert hisz-
togramot kapnánk). Az intervallumokat a számításokban középpontjaikkal becsüljük.
A biztosítási portfólió 1000 kötvényt tartalmaz. A biztosító év eleji tartaléka 200
(ezer Ft). A biztosítási díj várható érték elv¶, a biztonsági pótlék 5%. Annak a
valószín¶sége, hogy egy kötvényre kár következik be: 0, 035. Ha szükséges, a bizto-
sító Excess of Loss viszontbiztosítást köthet 20, 30 vagy 40 (ezer Ft) megtartási szint
mellett. Mi az a megtartási szint, amely mellett a biztosító 99%-os valószín¶ség-
gel fedezni tudja a kárkifizetési kötelezettségeit, ha az összkár becslésére az összetett
Poisson eloszlást alkalmazza?
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Megoldás. A táblázat utolsó oszlopában az intervallumok középpontjainak négy-
zeteit is feltüntettük, utolsó soraiban pedig a kárnagyság várható értékének illetve
négyzete várható értékének becslésére a középpontok illetve négyzeteik átlagát tün-
tettük fel viszontbiztosítás nélkül és 20, 30 illetve 40 (ezer Ft) megtartási szint mel-
lett.
Kárnagyság Középpont Relatív gyakoriság Középpont négyzete
[0− 10) 5 0,5 25
[10− 20) 15 0,220 225
[20− 30) 25 0,155 625
[30− 40) 35 0,094 1225
[40− 50) 45 0,031 2025
viszontbiztosítás nélkül 14,36 336,8
m = 20 11,4 174
m = 30 13,425 271,375
m = 40 14,205 323,625
Foglaljuk össze az adatainkat: A nyító t®ke: u = 200 (e Ft), θ = 0, 05; ε =
0, 01; Φ−1 (0, 99) = 2, 33. Az állományban bekövetkez® károk száma, mint err®l az
egyéni kockázati modellek vizsgálatakor már szó volt, binomiális eloszlást követ,
amelynek becsült várható értéke: 1000 · 0, 035 = 35. A binomiális eloszlást Poisson
eloszlással közelítjük, amit megtehetünk azért, mert a kár bekövetkezésének való-
szín¶sége elég kicsi. Így a várható érték és a variancia közel azonos érték¶, ez az
érték egyben a Poisson eloszlás paramétere: λ = 35.
Újabb közelítést alkalmazunk: mivel λ elég nagy, ezért az összkár eloszlását
normálisnak foghatjuk és fogjuk fel. Írjuk fel az összkár várható értékét, szórá-
sát és a szükséges kezdeti tartalékot az egyes megtartási szintek mellett: Ha nincs
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viszontbiztosítás:
E[S] = 35 · 14, 36 = 502, 6;V ar[S] = 35 · 336, 8 = 11788;
u ≥ 2, 33 · √11788− 0, 05 · 502, 6 = 227, 844.
Vegyük észre, hogy
Φ
(
200 + 35 · 14, 36 · 0, 05√
11788
)
= Φ(2, 074) = 0, 981,
vagyis a 200 érték¶ kezdeti tartalék 98, 1% biztonságot nyújt. Ha m = 20:
E[S] = 399;V ar[S] = 6090; u ≥ 161, 39.
Ha m = 30:
E[S] = 469, 875;V ar[S] = 9498, 125;u ≥ 183, 63.
Ha m = 40:
E[S] = 497, 175;V ar[S] = 11326, 875;u ≥ 223, 12.
Ha tehát a biztosító társaság e viszontbiztosítási lehet®ségek közül választ, akkor
legfeljebb 30 (ezer Ft) lehet a megtartási szintje, ennél nagyobb megtartási szint
mellett a 200 érték¶ kezdeti tartalék nem nyújt 99%-os valószín¶séggel fedezetet a
kötelezettségeire. Megjegyezzük, hogy ugyanezt a fedezetet a biztosító társaság úgy
is elérheti, hogy a 200 érték¶ nyító t®két az el®z® év végén megtoldja 27, 844 érték¶
biztosítástechnikai tartalékkal, vagy ilyen mérv¶ t®keemelést hajt végre.
4.7. Gyakorló feladatok
1. Legyen az egy évre es® kárszám Poisson eloszlású λ = 1 paraméterrel, az egyes
kárigények egymástól és a kárszámtól függetlenek, azonos eloszlásúak, eloszlásuk a
következ®: P (X = 1) = 0, 5; P (X = 2) = 0, 4;P (X = 3) = 0, 1. Az éves díj:
D = 2. Határozzuk meg a várható nyereséget (a díjnak a várható kockázat feletti
részét) és az R szolvencia paraméter értékét
- viszontbiztosítás nélkül;
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- Stop Loss viszontbiztosítás esetén, ha a megtartási szint d = 1, ha d = 2, illetve
ha d = 3, és a viszontbiztosítás díja a fedezett kár várható értékének a másfélszerese.
2. Tegyük fel, hogy a és b olyan számok, amelyekre P(a < S < b) = 0 . Mutassuk
meg, hogy mi az összefüggés E[Sv (d)] és E[Sv (a)] között, ha a < d < b.
3. Egy viszontbiztosító a d megtartási szint fölötti rész 80%-át fizeti meg, de
legfeljebb egy m maximális értéket. Fejezzük ki a viszontbiztosító által vállalt kár
várható értékét az SL viszontbiztosítás várható értéke segítségével.
4. Legyen S összetett Poisson eloszlású, paraméterei: λ = 3 és P (X = 1) =
5/6;P (X = 2) = 1/6. Határozzuk meg az fS(x), P (S ≤ x), E[Sv(x)] értékeket
x = 0, 1, 2 esetén.
5. Egy 20000 kötvényb®l álló haláleseti biztosítási állomány három csoportra
osztható a biztosítási összegek szerint, amint a táblázat mutatja. Minden biztosí-
tott esetében 0,01 annak a valószín¶sége, hogy a biztosított meghal egy éven belül.
A kötvényekre a biztosító XL viszontbiztosítást köt. A viszontbiztosító díja az általa
Biztosított összeg: Kötvények száma:
1 10000
2 5000
3 5000
vállalt kár várható értékének 120 %-a. Azután, hogy az állományból az összes díj be-
érkezett, a biztosító T érték¶ t®kével rendelkezik. A biztosító arra törekszik, hogy a
T t®ke legalább 0,95 valószín¶séggel fedezze a kárkifizetésb®l + a viszontbiztosítónak
kifizetett díjból álló összes költségét.
Mennyi legyen legalább e T t®ke, ha a h megtartási szint:
a) h = 1; b) h = 2;
c) 1 < h < 2: Írjuk fel a szükséges t®két h függvényében!
d) Milyen valószín¶séggel fedezi a költségeket a biztosító t®kéje, ha T = 405 és
h = 2,5?
5. fejezet
DÍJSZÁMÍTÁS
A biztosítási termék helyes árazása életbevágóan fontos lehet, hiszen a túl alacsony
ár veszteségbe sodorhatja a biztosító társaságot, a túl magas ár pedig kiszoríthatja
a piacról. A biztosítás díja ezenkívül politikai kérdés is lehet pl. a társadalombizto-
sítás, egészségbiztosítás, gépkocsi felel®sségbiztosítás területén. Végül a felügyelet
is különleges figyelemmel figyeli a biztosítási díjakat.
A szerz®désben megállapított biztosítási díj nyilvánvalóan magában kell hogy
foglalja a biztosítással kapcsolatosan felmerül® összes költséget és a társaság nyere-
ségét is. Mi azonban itt a költségeknek csak azt a részét vesszük figyelembe, amely
a biztosított kár nagyságához kapcsolódik szorosan. A díj a kár nagyságának a vár-
ható értékére épül, de tükrözi azt a tényt is, hogy a kár nagysága a várható értékkel
csak ritkán vagy soha nem egyezik meg, ezért a díj egy, a kárnagyság terjedelmét
kifejez® biztonsági pótlékot is magában foglal. Err®l az eddigi fejezetekben már sok
szó esett, koncepcionális újdonságot nem várhat az olvasó, egyik célunk az, hogy
összefoglaljuk és rendezzük azt, amit a biztosítási díjról eddig megtudtunk. Má-
sik célunk az, hogy bemutassuk, hogyan vehetjük figyelembe a kockázatról szerzett
múltbeli tapasztalatokat a díj megállapításában. Két modellt mutatunk be ebben a
fejezetben: a megbízhatósági díj és a kármentességi bónusz számítását.
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5.1. Díj elvek
Díj elvnek hívják gyakran azt a módszert, ahogy a díjat a vállalt kockázat alapján
a biztosító meghatározza. Felsorolunk az alábbiakban néhány gyakran alkalmazott
díj elvet, ésszer¶, de ad hoc módszert. Minthogy egységnyi id®szakra szól, a díjat
az egységnyi id®szak S kárával vetjük össze: D = D (S) .
Nettó díj elv: A díj nem tartalmaz biztonsági pótlékot:
D = E[S].
Alkalmazása arra a feltevésre épül, hogy a kár nagyságának változékonyságával kap-
csolatos kockázat elt¶nik, ha az állomány eléggé nagyszámú azonos eloszlású köt-
vényb®l áll. A kockázatelméletb®l tudjuk, hogy a díj ilyen választása miatt a cs®d 1
valószín¶séggel bekövetkezik. Mégsem irreális ez a választás egyrészt azért, mert a
tervezési horizont véges, szemben a kockázatelmélet végtelen horizontjával, másrészt
a díj indirekt módon így is magában foglal egy pótlékrészt azáltal, hogy a befizetett
díj befektetéséb®l származó kamatot figyelmen kívül hagyja. Befektetésre persze
csak akkor van mód, ha a díjat hosszabb id®szakra el®re fizetik.
Várható érték díj elv:
D = E[S](1 + θ),
θ > 0. Ez az el®z® díj elv kiegészítve egy, a vállalt kockázattal arányos biztonsági
pótlékkal.
Variancia díj elv:
D = E[S] + aV ar[S], a > 0.
Az el®z®höz hasonló, de a biztonsági pótlék a kárnagyság varianciájának egy pozitív
konstanssal való szorzata.
Szórás díj elv:
D = E[S] + b
√
V ar[S], b > 0.
A biztonsági pótlék a kárnagyság szórásának egy pozitív konstanssal való szor-
zata. Vagyonbiztosításban gyakran alkalmazzák.
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Exponenciális díj elv:
D =
1
α
lnE
[
eαS
]
, α > 0.
A egyenérték¶ hasznosság díj elvb®l is származtatható, amint ezt látni fogjuk. Pénz-
ügyi befektetések biztosítására alkalmazzák, illetve különböz® biztosítási termékek
árazására dinamikus piacokon.
Egyenérték¶ hasznosság díj elv: A D díj kielégíti a következ® egyenletet:
u(V ) = E [u(V +D − S)] ,
ahol u hasznossági függvény, növekv® és konkáv, és V a biztosító kezdeti vagyona.
Ezzel az egyenlettel találkoztunk már az 1. fejezetben. Az egyenlet megoldását
közömbösségi árnak is nevezik, hiszen ekkor a biztosító számára mindegy, hogy
ezen az áron eladja a biztosítási termékét vagy nem köt szerz®dést.
Belátható, hogy kis kockázat esetén a variancia díj elv jól közelíti az egyenérték¶
hasznosság díj elvét, ha az ott szerepl® együtthatót így választjuk:
a = −1
2
u
′′
(V )
u′ (V )
,
ahol u′ és u′′ az u hasznossági függvény deriváltjai.
Ha az u hasznossági függvény a következ®: u (v) = −e−αv valamilyen pozitív α
értékre, akkor az egyenérték¶ hasznosság díj elv éppen az exponenciális díj elvhez
vezet, amint ezt az 1. fejezetben bemutattuk.
Zéró hasznosság díj elv: Ha bevezetjük a v(x) = u(V + x) függvényt és a fenti
értékegyenletbe ezt helyettesítjük be, akkor a
v(0) = E [v(D − S)]
egyenlethez jutunk. Ennek megoldását zéró hasznosság díj elvként emlegetik, bár
nyilvánvalóan megegyezik az egyenérték¶ hasznosság díj elvvel.
A következ® két díj elv els®sorban azt illusztrálja, hogy sajátos megfontolások is
alkalmazhatók a biztosítási módozathoz illeszked®en.
Svájci díj elv: A D díj kielégíti a következ® egyenletet:
E[S − pD] = z((1− p)D),
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ahol 0 < p < 1 és z növekv® konvex függvény. Ez a zéró hasznosság elve általánosí-
tásának tekinthet®.
Holland díj elv: A díjat a következ®képpen határozzuk meg:
D = E [S] + θE
[
(S − ρE[S])+
]
,
ahol ρ ≥ 1 és 0 < θ ≤ 1, a + jel az indexben a kifejezés nemnegatív részét jelenti.
Viszontbiztosításban és a tapasztalati díjszabásban alkalmazzák.
Percentilis díj elv: A D díj el®írt p valószín¶séggel fedezi a kárt:
D = inf (z : P (S < z) ≥ p)
5.2. Az exponenciális díj elv és a cs®delmélet
Amint a 4. fejezetben láttuk, egy elfogadhatónak tekintett ε cs®dvalószín¶séggel
összhangban álló u kezdeti többlet (év eleji tartalék) konzervatív becslésére a Lund-
berg egyenl®tlenség egyenl®ség formájában alkalmazandó, vagyis a kezdeti többletet
az
u = − ln ε
R
összefüggés adja, ahol az R illeszkedési együttható a következ® egyenlet pozitív
megoldása:
E
[
erS
]
= erD.
Ha a D díj kiszámítására a biztosító társaság az exponenciális díj elvet alkalmazza
adott α > 0 paraméterrel, akkor a kirótt díj a következ® lesz:
D =
1
α
lnE
[
eαS
]
, α > 0.
Az R illeszkedési együttható tehát kielégíti az
E
[
erS
]
= er
1
α
lnE[eαS] ⇔ E [erS] = E [eαS] rα
egyenletet. Ennek az egyenletnek, mint err®l szó volt, egyetlen pozitív megoldása
van (ha egyáltalán van megoldása). Az R = α láthatóan kielégíti az egyenletet és
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α > 0, ezért arra a következtetésre jutottunk, hogy az egyenlet egyetlen pozitív
megoldása: R = α és α = − ln ε
u
. Így az exponenciális díj elv szerint számított díj az
elfogadhatónak tekintett ε cs®dvalószín¶séggel és az u kezdeti többlettel kifejezve a
következ® lesz:
D = − u
ln ε
lnE
[
e−
ln ε
u
S
]
= − u
ln ε
lnMS
(
− ln ε
u
)
.
Ha pl. az id®szakra es® teljes S kár normális eloszlású, akkor
MS (r) = e
E[S]r+
V ar[S]r2
2 ,
ezért a díj így alakul:
D = − u
ln ε
(
−E [S] ln ε
u
+
V ar [S]
2
(
ln ε
u
)2)
= E [S]− V ar [S]
2
ln ε
u
.
Látható, hogy ez a variancia díj elvnek felel meg.
Ha S összetett Poisson eloszlású és a kárszám λ várható értéke elég nagy, akkor
az S összkár, mint láttuk, normális eloszlással közelíthet®, vagyis a díjszámításra ez
a formula alkalmazható.
Ha S összetett Poisson eloszlású, akkor MS (r) = eλ(MX(r)−1) - ahol X az eseti
kár nagysága -, ezért a díj így alakul:
D = − u
ln ε
· λ
(
MX
(
− ln ε
u
)
− 1
)
.
Ha S összetett Poisson eloszlású és az X eseti kárnagyság exponenciális eloszlású
β paraméterrel (Erlang modell, ld. 1. fejezet), akkor MX (r) = ββ−r , r < β, vagyis
D = − u
ln ε
· λ
(
β
β + ln ε
u
− 1
)
=
λ
β + ln ε
u
.
Ekkor β, ε és u között fenn kell, hogy álljon a β + ln ε
u
> 0⇔ euβ > 1
ε
összefüggés.
Ha S normális eloszlású és a díj az u kezdeti többletre osztalékot is tartalmaz,
akkor
D = E [S] +
(
− ln ε
u
)
V ar [S]
2
+ i · u.
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Ha ε és i adott, vizsgáljuk meg, mekkora kezdeti többlet kell ahhoz, hogy a legala-
csonyabb (legversenyképesebb) díjat állapítsuk meg? Mekkora ez a díj?
∂D
∂u
= 0 = − ln ε
2
V ar [S]
−1
u2
+ i⇒ u =
√
V ar [S]
√
− ln ε
2i
.
A díj tehát: D = E [S] +
√
2i |ln ε|√V ar [S]
A szórás díj elvhez jutottunk.
5.3. A díj elvek tulajdonságai
Amikor egy biztosítási termék díját tervezzük, célszer¶ ellen®rizni, hogy a figye-
lembe vett díj elv rendelkezik-e bizonyos kívánatos tulajdonságokkal. Néhányat itt
felsorolunk.
Függetlenség: A díj csak a biztosítási esemény bekövetkezésének valószín¶ségét®l
és a bekövetkezhet® kár nagyságának eloszlásától függ, független a többi kártól, a
kárszámtól, stb.
Biztonság: A díj a kár várható értékénél nem lehet kevesebb.
Maximális kockázat: Ha a biztosított kockázat nagysága nem halad meg egy
bizonyos értéket, akkor a díj sem lehet ennél az értéknél nagyobb.
Eltolás invariáns: Ha a kockázatot egy fix értékkel növeljük, akkor annak a díja
ugyanazzal a fix értékkel n®:
D (S + a) = D (S) + a,
ahol D(S) az S kockázat díját jelöli.
Skála invariáns: Ha a kockázatot egy fix értékkel szorozzuk, akkor annak a díja
ugyanazzal a fix értékkel szorzódik:
D(bS) = bD(S).
Az e tulajdonsággal rokonszenvez®k azzal érvelnek, hogy ez az arbitrázsmentességet
biztosítja. Mások azonban úgy vélik, hogy a biztosítási kötvény nem olyan likvid
értékpapír, hogy akár a biztosító, akár a biztosított hasznot húzhatna abból, ha ez
a tulajdonsága a díj elvnek nem teljesül.
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Additivitás: A skála invarianciához hasonló tulajdonság:
D(S + Y ) = D(S) +D(Y ).
A szubadditivitás illetve szuperadditivitás tulajdonságokban az egyenl®ségjelet a ≤
illetve a ≥ jel helyettesíti.
5.4. Az exponenciális díj elv közelítései
A nettó díj elvet az exponenciális díj elvb®l megkapjuk, ha α→ 0:
lim
α→0
lnMS (α)
α
= lim
α→0
M
′
S (α)
MS (α)
= E [S] .
A variancia díj elv az exponenciális díj elv másodfokú közelítésének tekinthet®, ezt
mutatjuk be. Írjuk fel lnMS (α) hatványsorát:
lnMS (α) = lnMS (0) +
(lnMS(α))
′|α=0
1!
α+ (lnMS(α))
′′|α=0
2!
α2 + ......
= E [S]α+ 1
2
V ar [S]α2 + ......
Osszuk el α-val: ez a variancia díj elv α/2 paraméterrel.
5.5. Megbízhatósági díj
Amikor a biztosító egy kötvény díját meghatározza, általában a kockázat várható
értékéb®l indul ki, mégpedig nem egyedül a szóban forgó kötvényre vonatkozóan,
hanem a hasonló kötvényekkel kapcsolatos kártapasztalatokra épít.
Ésszer¶ azonban az egyes kötvény (kockázat csoport, stb.) múltbeli kártörténetét
is, amennyiben van és most feltesszük, hogy van, figyelembe venni. A megbízható-
sági díj (credibility premium) számításának hátterében általában az ún. empírikus
Bayes-i megbízhatóságelméleti modell áll. Csak annyit teszünk fel itt, hogy egy id®-
szakban (évben) valamennyi eseti kár függetlenül következik be és azonos eloszlású.
Megbízhatósági díjról beszélünk, de igazából a nettó díjról, vagy másként: a ta-
pasztalati kár várható értékér®l van szó itt is. A módszer, amit itt bemutatunk,
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ráadásul nem csak a kárnagyság várható értékének, hanem a kárszám várható érté-
kének a becslésére is alkalmazható. A továbbiakban kárnagyságokról beszélünk, de
behelyettesíthetjük a kárszám kifejezést is.
Legyen µ: a hasonló kategóriába tartozó kockázatok - szuperpopuláció - (évi)
átlagos kárnagysága és xe: a szóban forgó kockázatnak (kötvénynek, homogénnek
tekintett alállománynak, stb.) az id®szakban felmerül® (évi) átlagos kárnagysága.
Ekkor a kockázat megbízhatósági díja a két átlagkár konvex kombinációja:
D = γxe + (1− γ)µ, 0 < γ < 1.
A γ megbízhatósági tényez® annak a mértéke, hogy a biztosító társaság mennyire bí-
zik meg a szóban forgó kockázat adataiban. Jogos elvárni, hogy γ értéke növekedjék,
ha
• növekszik a kockázatról a társaság rendelkezésére álló adatok (évek) száma,
• ha csökken az egyes kockázatokon belüli szóródás a kockázatok közötti szóró-
dáshoz viszonyítva.
A számításokat egy példán mutatjuk be.
5.1. Példa. Az alábbi táblázatban a szuperpopuláció 4 kockázatból áll: n = 4 és 5
éven át tapasztalt káradatokat tüntetünk fel. Határozzuk meg a 2. kockázat megbíz-
hatósági díját!
Megoldás : A táblázat utolsó három sorában lév® adatok már a számítások ered-
ményeit tartalmazzák. A táblázatban feltüntetetteken kívül a következ® számításo-
kat végezzük el:
Az éves átlagok várható értéke:
w =
∑4
j=1 Y.j
4
=
119 + 85, 2 + 80, 8 + 75, 8
4
= 90, 2.
Az éves átlagok varianciája, amely a kockázatok közötti szóródást fejezi ki:
V =
∑4
j=1 (w − Y.j)2
4− 1
=
(90, 2− 119)2 + (90, 2− 85, 2)2 + (90, 2− 80, 8)2 + (90, 2− 75, 8)2
3
= 383, 4.
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Kockázatok: 1 2 3 4
1.e´v 122 72 87 67
2.e´v 144 78 71 105
3.e´v 99 98 88 71
4.e´v 95 88 88 68
5.e´v 135 90 70 68
A´tlagok : Y.j 119 85, 2 80, 8 75, 8∑
(Yij − Y.j)2 1866 420, 8 354, 8 1075
V ariancia´k : 466, 5 105, 2 88, 7 268, 8
Az egyes kockázatok varianciáinak átlaga, amely az egyes kockázatokon belüli,
az évek szerinti szóródást jellemzi az állomány egészére nézve:
E =
466, 5 + 105, 2 + 88, 7 + 268, 8
4
= 232, 3.
Ezután a megbízhatósági díj együtthatója így határozható meg:
γ =
n
n+ E
V
=
5
5 + 232,3
383,4
= 0, 892.
Foglaljuk össze a jelöléseket: n az évek száma, E a kockázatok évek szerinti
szórásnégyzetei becslésének az átlaga, V az egyes kockázatokra vonatkozó átlagok
varianciájának a becslése. A 2. kockázatra x(2) = 85, 2, a µ becslésére a szuperpo-
pulációra vonatkozó w szolgál, ezért a 2. kockázat megbízhatósági díja a következ®
lesz: 0, 892 · 85, 2 + 0, 108 · 90, 2 = 85, 7.
5.6. Kármentességi bónusz
A biztosító gyakran díjengedményt ad a következ® id®szakra azoknak a biztosítottak-
nak, akik az adott id®szakban nem jelentettek be kárt, illetve magasabb díjat állapít
meg a bejelentett kártól függ®en. Ez a bónusz-málusz rendszer, amelynek f® célja
az, hogy a biztosítottat érdekeltté tegye a kármentességben.
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Ha a biztosító már alkalmazza a bónusz-málusz rendszert, ez azt jelenti, hogy
már meghatározott bónusz illetve málusz osztályokba sorolta be a kötvényeket. A
következ® id®szak díjainak megállapításához tudni szeretné, várhatóan mennyien
tartoznak majd a következ® id®szakban az egyes osztályokba. Ehhez szüksége van
az úgynevezett átmeneti valószin¶ségek mátrixára, amelynek i. sorában és j. osz-
lopában álló pij szám azt mutatja meg, mennyi a valószin¶sége annak, hogy egy
kötvénytulajdonos az i. osztályból a j. osztályba lép át. Ha x1, x2, ..., xr jelenti az
els®, a második, az r. osztályban jelenleg lév® kötvények számát, akkor a következ®
id®szakban az egyes osztályokba kerül®k várható száma sorra a következ® lesz:
r∑
i=1
xipi1,
r∑
i=1
xipi2, ...,
r∑
i=1
xipir.
Amint a megfogalmazásból már kiderült, lényegében zárt állományt képzelünk el,
amelyb®l nem lépnek ki és amelyhez nem csatlakoznak biztosítottak. (Tudjuk, hogy
ez a feltétel csak korlátozott mértékben teljesülhet.) Az általánosság megszorítása
nélkül feltehetjük és fel is tesszük itt, hogy x1, x2, ..., xr az 1., 2., ..., r. osztályokban
jelenleg lév® kötvények arányát képviselik, ezért xj felfogható úgy, mint annak a va-
lószín¶sége, hogy egy véletlenszer¶en kiválasztott kötvény a j. osztályban van. Ezek
a valószín¶ségek évr®l évre változnak. Ha a biztosító már hosszú ideje alkalmazza a
bónusz-málusz rendszert, akkor általában stabilizálódik az egyes osztályokban lév®
kötvények aránya. Ez az átmeneti valószín¶ségekt®l függ ugyan, de ésszer¶ rendsze-
rekben a stabilizálódás végbe megy. E stabil x1, x2, ..., xr arányok természetszer¶leg
ki kell, hogy elégítsék a következ® egyenletrendszert:
x1 + x2 + ...+ xr = 1,
r∑
i=1
xipij = xj, j = 1, ..., r.
Feladatunk az, hogy ezeket a stabil arányokat: a stacionárius valószín¶ségeket meg-
határozzuk.
A következ® részben felhívjuk az olvasó figyelmét a kármentességi bónusz modell
szélesebb elméleti és módszertani kontextusára, majd egy példán bemutatjuk azt az
eljárást, amellyel a stacionárius valószín¶ségeket meghatározhatjuk.
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5.6.1. A kármentességi bónusz modell: Markov lánc
A t-edik évi
(
x
(t)
1 , x
(t)
2 , ..., x
(t)
r
)
valószín¶ségeloszlást a kiinduló: 0-adik évi(
x
(0)
1 , x
(0)
2 , ..., x
(0)
r
)
= (x1, x2, ..., xr) valószín¶ségeloszlás és az átmeneti valószín¶sé-
gek értékei egyértelm¶en meghatározzák.
Vezessük be a ξt valószín¶ségi változót, amely azt írja le, hogy egy véletlensze-
r¶en kiválasztott kötvény melyik osztályban van a t-edik évben. Lehetséges értékei
az 1, 2, ..., r és a hozzájuk tartozó valószín¶ségek: P (ξt = i) = x(t)i . Vegyük észre,
hogy {ξt : t > 0, t ege´sz} diszkrét idej¶ sztochasztikus folyamat, hasonlóan a
(diszkrét) kárszám folyamathoz, többlet folyamathoz, amelyekr®l korábban szó volt.
Markov folyamatot (Markov láncot) alkot, mert a következ® tulajdonságokkal ren-
delkezik: 1) A ξt -nek véges számú lehetséges értéke van: egy kötvény minden évben
véges számú állapot valamelyikében van; 2) Az, hogy egy kötvény a következ® év-
ben milyen állapotba kerül, csak attól függ, hogy jelenleg milyen állapotban van
és nem függ az el®z® évek történetét®l; 3) Az átmeneti valószín¶ségek évr®l-évre vál-
tozatlanok; 4) adott a ξ0 valószín¶ségi változó eloszlása. Ha mindegyik állapotból
minden más állapotba el®bb-utóbb el lehet jutni, akkor az átmeneti valószín¶sé-
gek mátrixát irreducibilisnek nevezzük. Ahhoz, hogy stacionárius valószín¶ségek
létezzenek, szükséges feltétel, hogy az átmeneti valószín¶ségek mátrixa irreducibilis
legyen.
5.2. Példa. Egy biztosító gépjárm¶-biztosítási kötvényeire a biztosítottak 5 szint¶
engedményt kapnak, ezek: 0%, 5%, 15%, 30%, 50%. Jelölje x1, x2, ..., x5 az egyes bó-
nusz osztályokban jelenleg lév®k arányát. Közöttük az átlépés az alábbiak szerint
történik: Egy kármentes év után a biztosított a következ® osztályba lép, vagy az
50%-os szinten marad. Ha egy kár történt, kett®vel alacsonyabb szintre lép vissza,
vagy csak eggyel, ha az 5%-os szinten volt, illetve marad, ha a 0%-os szinten volt.
Ha kett® vagy több kár történik, akkor a biztosított a 0%-os szintre lép vissza (ott
marad). Minden egyes biztosított kárszáma Poisson eloszlást követ λ várható ér-
tékkel. Az állomány nagyszámú kötvényb®l áll, a biztosító régóta alkalmazza ezt a
bónusz-málusz rendszert változatlan szabályok szerint, az egyes osztályokban lév®k,
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illetve kerül®k aránya stabilizálódott. Határozzuk meg az egyes osztályokban lév®k
arányát: a stacionárius valószín¶ségeket az állományon belül. Határozzuk meg az
egyes osztályokban lév®k arányát, ha λ = 0, 2.
Megoldás: El®ször írjuk fel az átmeneti valószín¶ségek mátrixát. Figyelembe
véve a szabályokat és a biztosítottak kárszám-eloszlását, a mátrix a következ® lesz:
0% 5% 15% 30% 50%
0% 1− e−λ e−λ 0 0 0
5% 1− e−λ 0 e−λ 0 0
15% 1− e−λ 0 0 e−λ 0
30% 1− e−λ − λe−λ λe−λ 0 0 e−λ
50% 1− e−λ − λe−λ 0 λe−λ 0 e−λ
Ha az x1, x2, ..., x5 értékek stabilak, ki kell, hogy elégítsék a következ® egyenle-
teket.
1 = x1 + x2 + x3 + x4 + x5
x1 = (x1 + x2 + x3)
(
1− e−λ)+ (x4 + x5) (1− e−λ − λe−λ)
x2 = x1e
−λ + λx4e−λ
x3 = x2e
−λ + λx5e−λ
x4 = x3e
−λ
x5 = (x4 + x5) e
−λ
Ezt az egyenletrendszert kell megoldanunk. Egy megközelítés lehet az alábbi.
Tekintetbe véve az els® és utolsó egyenletet, átalakítjuk a második egyenletet, majd
ebb®l a harmadik, negyedik és ötödik egyenletet:
x1 = 1− e−λ − λx5
x2 = e
−λ − (e−λ)2 − 2λx5e−λ + λx5
x3 =
(
e−λ
)2 − (e−λ)3 − 2λx5 (e−λ)2 + 2λx5e−λ
x4 =
(
e−λ
)3 − (e−λ)4 − 2λx5 (e−λ)3 + 2λx5 (e−λ)2
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Felhasználva, hogy az arányok összege 1, az(
e−λ
)4
= x5
(
1− 2λ (e−λ)3)
egyenletb®l x5, majd a többi egyenletb®l a többi arány kifejezhet®. Ha λ = 0, 2,
akkor x1 = 0, 066;x2 = 0, 075;x3 = 0, 1557; x4 = 0, 1275; x5 = 0, 5757.
5.6.2. A díj Loimaranta hatékonysága
Az egyes bónuszosztályokban lév®k stabil arányai a kárszám valószín¶ségeloszlásá-
tól és annak paramétereit®l, példánkban a Poisson eloszlás λ paraméterét®l függe-
nek: (x1, x2, ..., xr) = (x1 (λ) , x2 (λ) , ..., xr (λ)) . A továbbiakban feltesszük, hogy a
kárszám λ paraméter¶ Poisson eloszlású, a gondolatmenet azonban más eloszlások
esetében is alkalmazható.
Az (x1 (λ) , x2 (λ) , ..., xr (λ)) arányoknak és az egyes bónuszosztályokban lév®k
(b1, b2, ..., br) díjel®írásának ismeretében meghatározhatjuk az átlagdíjat:
b (λ) =
r∑
i=1
xi (λ) bi.
A (b1, b2, ..., br) díjel®írás hatékonyságát a b (λ) átlagdíj elaszticitásával mérhet-
jük, ami lényegében azt mutatja, hány százalékkal változik az átlagdíj, ha a kárszám
λ várható értéke 1%-kal n® - ez a Loimaranta hatékonyság 1:
e (λ) =
λ
b (λ)
db (λ)
dλ
.
A gyakorlatban, ésszer¶ díjak esetében 0 < e (λ) < 1. A (b1, b2, ..., br) díjel®írás annál
hatékonyabb, minél közelebb van 1-hez.
5.3. Példa. Határozzuk meg a fenti példában a b(λ) átlagos díjbevételt, ha λ = 0, 2
és az egyes osztályokban a díjak: (100, 95, 85, 70, 50)! Mennyi ekkor a díjel®írás
hatékonysága?
Megoldás. Ha λ = 0, 2, akkor az átlagos díjbevétel: b(0, 2) = 64, 68. Ha λ = 0, 202,
akkor az átlagos díjbevétel b(0, 202) = 64, 84173, vagyis a várható kárszám 1%-os
növekedése az átlagdíj negyedszázalékos növekedését vonja maga után.
1Ld. Kaas et al. (2001), Loimaranta (1972). A koncepciót általánosítják pl. De Pril (1978) és
Borgan et all. (1981)
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5.7. Gyakorlati feladatok
1. Gondoljuk végig, hogy a skála invariancia tulajdonság nem teljesülése miért és
hogyan tartalmazza arbitrázs lehet®ségét! Mit jelent ebb®l a szempontból a szubad-
ditivitás illetve szuperadditivitás?
2. Vegyük sorra a felsorolt díj elveket és állapítsuk meg, hogy a felsorolt tulajdon-
ságok közül melyekkel rendelkeznek!
3. A kötvények száma a portfolióban n, egy kötvényre p valószín¶séggel következik
be kár és a relatív biztonsági pótlék θ. Az egyes kötvények kárigényei egymástól
függetlenek. A kár nagysága, ha a kár bekövetkezik, β paraméter¶ exponenciális
eloszlású. A biztosító kezdeti többlete: u, a biztosító által elfogadható cs®dvalószí-
n¶ség: ε.
Legyen n = 1000; β = 0,1; θ = 0,1; p = 0,05; ε = 8 %.
a) Mennyi lesz az állomány teljes díjbevétele, ha a várható érték díj elvet alkal-
mazzuk?
b) Mennyi lesz az állomány teljes díjbevétele, ha az exponenciális díj elvet al-
kalmazzuk, a teljes kár összetett Poisson eloszlású (vagyis a kárszám binomiális
eloszlását Poisson eloszlással közelítjük) és u = 351?
c) Mennyi lesz az állomány teljes díjbevétele, ha az exponenciális díj elvet alkal-
mazzuk, a teljes kár normális eloszlású és u = 351?
d) Mennyi lesz annak a valószín¶sége, hogy az el®z® pontban megállapított díj
fedezi a kárt?
e) Mennyi lesz az állomány teljes díjbevétele és mennyi legyen a kezdeti többlet
(saját t®ke), ha az exponenciális díj elvet alkalmazzuk, a teljes kár normális eloszlású,
a kezdeti többletre 10%-os osztalékot is beépítünk a díjba, de ezen feltételek mellett
versenyképes díj megállapítására törekszünk?
6. fejezet
TARTALÉK
Nem-életbiztosításban el®fordul, hogy a teljes fizetend® kár egy kötvény esetében
jóval a díjfizetéssel lefedett id®szak után válik csak ismertté. Késedelem merülhet
fel a káresemény és annak bejelentése illetve a kárbejelentés és annak rendezése kö-
zött. A kárrendezés ráadásul több részletben is történhet. A kárbejelentés és a
kárrendezés gyakori és elkerülhetetlen késedelme miatt nem lehet mindig pontosan
meghatározni az egy kötvényre kifizetend® teljes kár nagyságát a díjfizetéssel lefe-
dett id®szak végén, ezért a biztosító meg kell, hogy becsülje a függ®ben maradt kár
nagyságát, és erre biztosítástechnikai tartalékot kell képeznie, fedezend® a még hát-
ralév® kötelezettségeit. A tartalékolás különböz® módszerekkel történhet a kockázat
természetét®l függ®en. Lehet tartalékolni kötvényenként, káreseményenként vagy
állományonként (portfoliónként).
A függ® károk tartaléka (IBNS: Incurred But Not Settled): a díjjal fedezett
biztosítási id®szak végéig nem rendezett károk tartaléka további két részre osztható:
• IBNR (Incurred But Not Reported): Már bekövetkezett, de még be nem je-
lentett: kései károk tartaléka;
• RBNS (Reported But Not Settled): Már bejelentett, de még nem teljes egé-
szében rendezett károk tartaléka.
Az aktuáriusok figyelme els®sorban az IBNR károk tartalékának meghatározására
irányul. Megjegyezzük azonban, hogy e módszerek alkalmasak az IBNS és ezen belül
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az RBNS tartalék meghatározására is.
Az IBNR tartalék meghatározására számos determinisztikus és sztochasztikus
statisztikai módszert fejlesztettek ki. E módszerek mindegyike el®ször a múltbeli
adatokat foglalja össze, rendezi és megkísérel szabályosságot feltárni a kárrendezések
(kárnagyság és kárszám) kifutásában, majd számba véve a várható változásokat (pl.
az infláció, a biztosítási döntéseket érint® törvénykezési, bírói gyakorlat változása,
makrogazdasági tényez®k, stb), a feltárt szabályosságot alkalmazza a jövend® kései
kár és tartaléka becsléséhez.
A múltbeli adatok összefoglalása és min®sítése a módszerek ésszer¶ alkalmazá-
sának igen fontos feltétele. Gyakran el®fordul, hogy egyes adatok hiányoznak vagy
láthatólag irreálisak, korrekcióra szorulnak. Minthogy az IBNR tartalékmódszerek
múltbeli trendet feltárva becsülik meg a jövend®t, ezért az adatok széls®séges érté-
keket csak nagyon indokolt esetben tartalmazhatnak. Az adatok el®készítése tehát
figyelmet és alaposságot igényel. Mint minden statisztikai módszerre, az IBNR tar-
talék módszerekre is fennáll, hogy nem vezethetnek pontos eredményre, vagyis
az eredményt min®síteni kell. Lehetnek olyan múltbeli trendek például, amelyeket
nehéz vagy lehetetlen megmagyarázni, vagy kétségek merülhetnek fel afel®l, vajon
az eddigi trend folytatódik-e a jöv®ben - ilyenkor nagy bizalommal nem lehetünk
a jöv®beni károkra kapott becslés iránt. Vagy ha a múltbeli adatok oly mértékben
szóródnak, hogy nehéz bármiféle szabályosságot feltárni, akkor akármelyik módszert
alkalmazzuk is mechanikusan, a kapott eredmény megbízhatóságában kételkednünk
kell. Bizonytalanságunkat növeli az is, hogy még akkor is, ha múltbeli adataink
megfelel®en stabil és megmagyarázható szabályosságot mutatnak, a különböz® mód-
szerek különböz® eredményekre vezetnek. Ha a biztosító társaság leteszi a voksát
egy módszer mellett, az azzal az el®nnyel jár, hogy az egyik évr®l a másikra kapott
(és adott) adatok összehasonlíthatók. Gyakori az is, hogy a társaság több módszert
alkalmaz, de az eredményeket kombinálja, pl. bizonyos súlyozott átlagukat tekinti.
A módszerek közötti választást befolyásolja például az a kérdés, hogy a képzend®
tartalék meghatározásában vajon igazítsuk-e a múltbeli adatokat és a jöv®beli be-
csült kárösszegeket a bekövetkezett illetve becsült inflációhoz, vegyük-e figyelembe
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a tartalék befektetéséb®l származható hozamot. A módszerek egy része, mindenek-
el®tt a legrégibb és máig legnépszer¶bb lánclétra módszer lehet®vé teszi ezt. Van
azonban olyan nézet, amely szerint inflációt nem kellene figyelembe venni, mert a
múltbeli adatok magukban foglalják a bekövetkezett inflációt, amelyet ezért el®re
vetítenénk. A szeparációs módszer például a kifizetett kárösszeget szorzat formá-
jában fogja fel, amelynek egyik tényez®je a káresemény naptári évét, a másik a kései
kár kifizetésének naptári évét és a harmadik a késedelem id®tartamát jellemzi. E
tényez®k a küls® hatásokra és a társaság bels® szabályozásában beállt változásokra
és ily módon a kárkifutási adatok dinamikus voltára reflektálnak. Egy másik prob-
léma az, hogy a legutóbbi években bekövetkezett káreseményekr®l még nagyon kevés
adatunk van. Kérdés, vajon az ez id® alatt bekövetkezett küls® és bels® változások
a kárkifutások alakulását mennyire változtatják meg a korábban bekövetkezett ká-
resemények kárkifutásának alakulásához képest. Ezt a problémát próbálja kezelni
a Cape Cod módszer azzal, hogy az IBNR tartalék értékét a veszteségarányra (kár-
hányadra) építve határozza meg, és ebb®l számítja ki a teljes kárösszeg értékét -
szemben a másik két módszerrel, amelyek a teljes kárösszeget határozzák meg, és
ebb®l levonva a már teljesített kifizetéseket adják meg az IBNR tartalékot. E mód-
szert itt nem ismertetjük, de az olvasónak szíves figyelmébe ajánljuk.
Bármelyik módszert alkalmazzuk is, az IBNR károk várható értékét tudjuk csak
meghatározni, a kár azonban valószín¶ségi változó, amelyet az eloszlásával tudnánk
jellemezni. Ha adataink és a meghatározandó IBNR kártartalék egy elegend®en
nagy, elegend®en homogén állományról szólnak, akkor az állomány adott naptári
évre vonatkozó összkára, benne a már kifizetett kárösszeg és a kései kár nagysága
is normális eloszlásúnak tekinthet®. Az eloszlást a várható értékével és a szórásával
tudjuk megadni. A várható értéket valamelyik IBNR tartalékmódszerrel becsülni
tudjuk. A szórás becslésére is lehet®séget nyújtanak a múltbeli adatok, de ez külön
eljárást igényel, része az adatelemzésnek  és f®ként annak, hogy az egyes években
keletkezett és az egyes kifutási években kifizetett összeg mint valószín¶ségi változó
eloszlásáról mit tételezünk fel. Ha például Poisson eloszlásúnak feltételezzük, akkor
a variancia, ha exponenciálisnak, akkor a szórás egyenl® a várható értékkel. A
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becsült várható érték és szórás birtokában választ adhatunk arra a kérdésre, legalább
mennyit kell tartalékolnunk az IBNR károkra ahhoz, hogy a tartalék ésszer¶en adott
(pl. 70%-os) valószín¶séggel fedezze a ma még nem ismert, a jöv®ben fedezend®
IBNR károkat. Minthogy egy normális eloszlású valószín¶ségi változó bármilyen
nagy lehetséges értéket felvehet, igaz, egyre csökken® valószín¶séggel, ezért ésszer¶
feltenni - és megválaszolni - azt a kérdést is, legfeljebb mennyit kell tartalékolnunk,
ha nem akarunk túlbiztosítani, azaz megelégszünk azzal, hogy a tartalék pl. 90%-
os valószín¶séggel fedezze a kárt. E két valószín¶séget a biztosító társaság bels®
szabályzatában rögzítheti is.
A következ®kben el®ször bemutatjuk az ún. kifutási háromszöget, amely vala-
mennyi függ®kártartalék-képzési módszer alapja. Ezután a két legnépszer¶bb tar-
talékképzési módszert, a lánclétra módszert és a szeparációs módszert ismertetjük.
Egységes koncepcionális keretbe foglaljuk ®ket azáltal, hogy entrópiaprogramozási
modellként fogjuk fel az IBNR tartalékolás problémáját.
A modellek különböz®ségeib®l adódóan a módszerek természetszer¶leg külön-
böz® eredményekre vezetnek. A kapott eredmények helyességét, a szóbanforgó biz-
tosítótársaság, biztosítási állomány leírására való alkalmasságát azzal tesztelhetjük
például, hogy az egyes módszerekkel visszamen®legesen becsülhet® károkat össze-
hasonlítjuk a ténylegesen bekövetkezett károkkal. Mindhárom módszer b® teret ad
az aktuáriusi megítélésnek, konkrét alkalmazásukkor számos kérdést az aktuárius
dönt el, ilyen pl. a kárkifizetési hányadosok kiválasztása ésszer¶ kereteken belül,
az eredmények kombinációja, a feltételezések ellen®rzése. A kár keletkezési évét
feltüntethetjük a keletkezés naptári évével, de a vizsgált id®szak kezd® évét feltün-
tethetjük 0-adik évként, stb. A kifutási év azt mutatja, hogy a keletkezési évhez
képest hányadik naptári évr®l beszélünk. A 0-adik kifutási évben fizetjük ki azt a
kárösszeget, amelyet a keletkezés évében fizetünk, az els® kifutási évben azt, ame-
lyet a keletkezés évét követ® évben fizetünk ki, stb. Hangsúlyozzuk, hogy a leírásban
jelzett id®szakok lehetnek évek, hónapok, negyedévek, stb., a módszerek lényegét a
választott id®egység nem érinti.
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6.1. A kifutási háromszög
Jelölések:
Ci,j : az i. évben bekövetkez® káreseményekre a j. kifutási évben kifizetett
kárösszeg, i = 0, 1, ..., n; j = 0, 1, ..., n; valószín¶ségi változó realizációja, ha i+ j ≤
n;
Xi,j =
∑j
k=0Ci,k : az i. évben bekövetkez® káreseményekre a j. kifutási évig
bezárólag kifizetett (halmozott) kárösszeg, i = 0, 1, ..., n; j = 0, 1, ..., n.
n+ 1 : az évek száma.
Xi,n−i : az i. évben bekövetkezett káreseményekre eddig, a vizsgálat id®pontjáig
bezárólag ténylegesen kifizetett kárösszeg, i = 0, 1, ..., n.
λj : a j. és j − 1. kifutási évig felhalmozott kárkifizetések hányadosa, valószín¶-
ségi változó, j = 1, ..., n.
Hj =
n∏
k=j+1
λk, j = 0, 1, ..., n − 1; Hn = 1 : kárfelhalmozási tényez® (Loss
Development Factor: LDF).
Lj =
1
Hj
: késedelmi tényez® (Lag Factor) : a j. kifutási évvel bezárólag kifizetett
kárösszegnek a teljes kárhoz mért aránya, j = 0, 1, ..., n.
Xi = limj→∞Xij : az i. id®szakban bekövetkezett káreseményekhez kapcsolódó
teljes kárösszeg, i = 0, 1, ..., n.
Pi : az i. id®szakban befolyt díj, i = 0, 1, ..., n.
Yi = Xi − Xi,n−i (i = 0, 1, ..., n) az i. id®szakban bekövetkezett károk IBNR
tartaléka.
Az IBNR tartalék becslésére szolgáló módszerek az ún. kifutási háromszögb®l
indulnak ki. Ez egy olyan n+1× n+1 méret¶ mátrixhoz tartozik, amelynek n+1
sora a káresemények 0., 1., ..., n. bekövetkezési éveit képviselik, n + 1 oszlopa pedig
a 0., 1., ..., n. kifutási éveket. A mátrix bal fels® felében, a jobb fels® sarokból a bal
alsó sarokba vezet® átlót is beleértve, a ténylegesen kifizetett kárösszegeket tüntetjük
fel, i = 0, 1, ..., n; j = 0, 1, ..., n; j ≤ n − i; a mátrix jobb alsó sarkában pedig az
egyes keletkezési évekhez tartozó és a hátralév® kifutási években kifizetend® kár
várható értékét. A {Ci,j} és {Xi,j} táblázatokat (i = 0, 1, ..., n; j = 0, 1, ..., n; j ≤
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n − i) egyaránt kifutási háromszögeknek nevezzük. Az IBNR károkat az n. évet
követ® évekre becsüljük, vagyis azt határozzuk meg, mennyi a becsült teljes kár
és az egyes években bekövetkezett károkra ténylegesen kifizetett Xi,n−i halmozott
kárösszeg különbsége.
Ha nem tételezhetjük fel, hogy a kárkifizetés kifut n+1 év alatt, bármi legyen
is a keletkezés éve, akkor a kifutási háromszög els® sorát kiegészítjük az els® évben
(id®szakban) keletkezett káreseményhez kapcsolódó ún. függ® kár-értékekkel, meg-
adjuk tehát azt, hogy az n+1. év letelte után vélelmünk szerint mennyi kár lesz még
esedékes a következ® évekre. Ha két vagy több évre is feltételezünk még függ®ben
maradó károkat, akkor a többi keletkezési évre is megadjuk a megfelel® függ®kár
feltételezésünket. Felmerülhet a kérdés, hogyan határozzuk meg, mennyi kár marad
függ®ben az n+ 1 kifutási év után. Statisztikai módszereket alkalmazhatunk ennek
a meghatározására. Pl. függvényt illesztünk az éves kifizetések összegeire, és így
tanulmányozzuk, hogyan csengenek le, a függvény alakjából következtetünk arra,
hogy még mennyi kötelezettségünk van hátra, a függ®ben maradó kötelezettségünk
a függ® kár nélkül számított teljes kárösszeg milyen arányát képviseli - a további ke-
letkezési évekre ezután ezzel az aránnyal számolunk. Megjegyezzük azonban, hogy
az aktuáriusi megítélés felülbírálhatja, akár helyettesítheti ezeket a számításokat.
A módszerek ismertetésénél erre nem térünk ki azért, hogy ne vesszünk el a
jelölések rengetegében. Ennek megfelel®en a bemutatott példák sem tartalmaznak
az n+1. kifutási év után még függ®ben lév® károk becslésére vonatkozó számításokat.
6.2. A lánclétra módszer
A módszer a következ® feltevésekre épül: (1) Két egymást követ® kifutási év hal-
mozott kárai hányadosának a várható értéke nem függ az eredet - a káresemény
bekövetkezésének - évét®l, sem pedig a szóban forgó kifutási éveket megel®z® kárki-
fizetésekt®l, csak a kifutás évét®l, vagyis a káresemény óta eltelt id®szakok számától.
E feltételes várható érték tehát így írható fel:
λj = E
[
Xij
Xi,j−1
| Xi1, ..., Xi,j−1
]
.
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(2) Különböz® keletkezési évekre vonatkozó halmozott kárkifizetések mint valószí-
n¶ségi változók vektorai függetlenek egymástól. (3) Az {Xi,j} kifutási háromszögre
fennáll, hogy ∑
i≤n−j
Xi,j−1 pozitív minden j = 1, . . . , n indexre.
Az algoritmus a következ®:
1. Lépés: Meghatározzuk a λj kárkifizetési hányadosok λj becslését a következ®
módon:
λj =
∑
i≤n−j
Xi,j∑
i≤n−j
Xi,j−1
, j = 1, ..., n
2. Lépés: Meghatározzuk a Hj kárfelhalmozási tényez®k és az Lj késedelmi tényez®k
becslését a következ® módon:
Hj =
n∏
k=j+1
λj, j = 0, 1, ..., n− 1; Hn = 1; Lj = 1
Hj
, j = 0, 1, ..., n.
3. Lépés: Meghatározzuk az egyes id®szakokban bekövetkezett káreseményekhez
kapcsolódó teljes kárösszeg és az IBNR kár becslését a következ® módon:
Xi = Xi,n−i ·Hn−i = Xi,n−i
Ln−i
; Yi = Xi −Xi,n−i =
(
1− Ln−i
) Xi,n−i
Ln−i
; i = 0, 1, ..., n.
Megjegyzések.
A kárkifizetési hányadosok λj becslésére más módszereket is alkalmaznak a gya-
korlatban, közülük a múltbeli adatok birtokában és láttán az aktuárius meggy®-
z®dése szerint választ vagy saját módszert alakít ki. Bemutatunk további négy
lehet®séget:
• csak az utolsó n− k kárkeletkezési évet vesszük figyelembe:
λj =
∑
k≤i≤n−j
Xi,j∑
k≤i≤n−j
Xi,j−1
, ha j = 0, ..., n− k; λj = 1, ha j > n− k;
• a soronkénti hányadosok átlagát képezzük: λj =
∑
i≤n−j
Xi,j
Xi,j−1
n−j+1 , j = 0, 1, ..., n;
• a soronkénti hányadosok átlagát képezzük, de csak az utolsó n − k kárkelet-
kezési évet vesszük figyelembe: λj =
∑
k≤i≤n−j
Xi,j
Xi,j−1
n−j+1−k , ha j = 0, 1, ..., n− k; λj =
1, ha j > n− k;
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• A soronkénti hányadosok átlagát képezzük, de kihagyjuk az extra nagy, vagy
extra kis kárkifizetési értékeket tartalmazó sorokat.
A lánclétra módszer el®nye az egyszer¶sége. Hátrányai is vannak azonban. Kér-
dés, hogy a feltevéseket helytállónak tekinthetjük-e az adott helyzetre. A kárfelhal-
mozási tényez®k valószín¶ségi változók hányadosai szorzatainak a várható értékei,
amelyek becslését szorzat formában: a halmozott károk hányadosai várható érté-
kei becsléseinek szorzataiként írunk fel. Ez azt implikálja, hogy a szorzat várható
értékét a várható értékek szorzataként adjuk meg, vagyis vélelmezzük a tényez®k
korrelálatlanságát, ami eléggé alaptalan feltevésnek tekinthet®. Érzékeny az adatok
kis változására is.
Az Li késedelmi tényez® jelentésére rávilágít a módszer, tekintsük a magyaráza-
tot. Az Xi teljes kárösszeg és az eddig összesen bejelentett Xi,n−i összeg illetve az
Yi IBNR tartalékár között fennáll az
Xi,n−i = Ln−i ·Xi, Yi = (1− Ln−i) ·Xi
összefüggés, ami azt mutatja, hogy a teljes kárösszeg Ln−i·100%-át jelentették be
eddig, vagyis a tartalék a teljes kár (1− Ln−i) ·100%-a kell, hogy legyen. Ez felveti
a díjtartalék problémáját, arra utal, hogy a teljes díj Ln−i·100%-át tekinthetjük
megszolgáltnak. Ez maga után vonja, hogy az Xi
Pi
végs® veszteségarány (kárhányad)
így írható fel:
Xi
Pi
=
Xi,n−i
Ln−i · Pi .
6.1. Példa. A biztosító 2010-2015 év közötti kései kár kifizetéseire vonatkozó ada-
tait tartalmazza az alábbi kifutási háromszög. A 2016. év elején vagyunk, és felté-
telezzük, hogy öt év alatt minden káreseményt rendezünk, vagyis a 2015-ben kelet-
kezetteket is legkés®bb 2020-ig. Számoljuk ki, mennyi tartalékot kell a biztosítónak
képeznie a 6.1. táblázatban foglalt adatok - tapasztalatok - alapján ahhoz, hogy a
2015. évig bekövetkezett, tehát díjfizetéssel fedezett, de még nem jelentett károkat
várhatóan fedezni tudja.
(A 6.1. táblázatban szerepl® és a továbbiakban számított értékek millió Ft-ban
értend®k. A számok természetesen csak a példa céljait szolgálják.)
6.2. A LÁNCLÉTRA MÓDSZER 127
6.1. táblázat. A kárkifizetések kifutási háromszöge
Keletkezési Kifutási évek
évek 0 1 2 3 4 5
2010 400 220 120 50 30 23
2011 500 413 193 159 64
2012 543 340 232 184
2013 652 660 310
2014 739 220
2015 752
Itt pl. a 2011. év sorában és az 1 kifutási év oszlopában található 413 szám azt
mutatja, hogy a biztosító 413 (millió Ft)-t fizetett ki olyan károkra, amelyek 2011-
ben keletkeztek, de velük kapcsolatos kötelezettségei e részének tudomására csak a
következ® évben jutott, ezért kifizetése is csak ekkor vált esedékessé. Így a bal alsó
sarokból a jobb fels® sarokba vezet® átlóban lév® számok összege: 752 + 220 + 310
+ 184 + 64 + 23 = 1553 a biztosítót 2015-ben terhel® olyan költség, amely az el®z®
5 évben és 2015-ben bekövetkezett káreseményekb®l származik.
A példa megoldásakor vegyük figyelembe az inflációt is - amennyiben ezt elha-
nyagol(hat)juk, akkor minden inflációs szorzó természetszer¶leg 1. Feltesszük, hogy
az összes kiadás minden év közepén merül fel. A táblázatban szerepl® Ft-értékeket
és az ezután következ® öt évre számítandó várható IBNR károkat egységes pénz-
ben fogjuk megadni, ez lehet az értékek bármely választott id®pontbeli jelenértéke.
Legyen ez itt a 2015. június 30-án érvényes forint.
Megoldás. Ahhoz, hogy összehasonlításra alkalmas módon egységes pénznemben
írjuk fel a kárértékeket, meg kell adnunk a múltbeli és a jöv®beli (feltételezett)
inflációt.
Az elmúlt hat év tényleges inflációját és a következ® öt évre feltételezett inflációt,
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valamint a következ® öt évre feltételezett befektetési hozamrátát a 6.2. táblázatban
foglaljuk össze. Feltüntetjük az adatoknak megfelel® inflációs szorzókat és a hozam-
rátákat is figyelembe vev® indexálási tényez®ket is. Minden adatunk kerekített
6.2. táblázat. Infláció és hozam
Inflációs
ráta
Inflációs
szorzó
Hozam-ráta Indexálási
tényez®k
(ezrelékben) (ezredekben) (ezrelékben) (ezredekben)
2010.júl.1.-2011.jún.30. 100 1 469
2011.júl.1.-2012.jún.30. 90 1 335
2012.júl.1.-2013.jún.30. 80 1 225
2013.júl.1.-2014.jún.30. 70 1 134
2014.júl.1.-2015.jún.30. 60 1 060
2015.júl.1.-2015.dec.31. 0 1 000
2016.jan.1.-2016.jún.30. 50 70 1 050
2016.júl.1.-2017.jún.30. 50 70 1 103
2017.júl.1.-2018.jún.30. 45 65 1 152
2018.júl.1.-2019.jún.30. 40 60 1 198
2019.júl.1.-2020.jún.30. 35 55 1 240
Ezeknek megfelel®en átszámoljuk a 6.1. táblázatban szerepl® kárértékeket1, és
feltüntetjük a 6.3. táblázatban, majd a 6.4. táblázatban az inflációval korrigált
halmozott kárkifizetéseket.
Azt feltételezzük, hogy a következ® évek kései kár-kifizetései megfelelnek az eddigi
1∗ Az IBNR tartalék számítására bemutatott példákban a táblázatok a Fábián Csaba által írt
EXCEL szoftverrel készültek.
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6.3. táblázat. A kifutási háromszög jelenértéken
Keletkezési Kifutási évek
évek 0 1 2 3 4 5
2010 587 294 147 57 32 23
2011 668 506 219 169 64
2012 665 386 246 184
2013 739 700 310
2014 783 220
2015 752
6.4. táblázat. A halmozott kárkifizetések kifutási háromszöge
Keletkezési Kifutási évek
évek 0 1 2 3 4 5
2010 587 881 1 028 1 085 1 117 1 140
2011 668 1 173 1 392 1 561 1 625
2012 665 1 051 1 297 1 481
2013 739 1 439 1 749
2014 783 1 003
2015 752
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tapasztalatoknak abban az értelemben, hogy a károkra a j. kifutási évvel bezárólag
és a j -1. évvel bezárólag összesen kifizetett összegek aránya stabilnak tekinthet®.
Adatainkra támaszkodva ezekre az arányokra és az ezekb®l számított kárfelhalmozási
és késedelmi tényez®kre a becsléseket az algoritmusban leírt módon számítjuk ki, és
összefoglaljuk ®ket a 6.5. táblázatban.
6.5. táblázat. Trendek
Kifutási arányok (lambda)
1, 611 1, 203 1, 110 1, 036 1, 021 1, 000
λ1 λ2 λ3 λ4 λ5
kárfelhalmozási tényez®k (H)
2, 275 1, 412 1, 174 1, 058 1, 021 1, 000
H0 H1 H2 H3 H4 H5
késedelmi tényez®k (L)
0, 439 0, 708 0, 852 0, 946 0, 980 1, 000
L0 L1 L2 L3 L4 L5
Ezen arányok segítségével készítünk becslést a 2016-2020 évekig várható károkra
2015. júniusi árakon. A halmozott kárkifizetések táblázatának eddig ki nem töltött
részét határozzuk meg ily módon (ld. 6.6. táblázat).
Példaként: várhatóan 1388 a biztosítónak az 2014. évben keletkezett kár alapján
4 éven át, azaz a 2018. évig bezáróan fizetend® kötelezettsége, ez a 2014. év sorában
és a 4. kifutási évnek megfelel® oszlopban található szám, amelyet úgy kaptunk, hogy
a 3. kifutási évre számított becslésünket: 1340-t megszoroztuk λ4 = 1, 036 - tal.
A hiányzó halmozott kárkifizetéseket, beleértve az utolsó oszlopban található
teljes kárösszegeket is, közvetlenül a Hj kárfelhalmozási tényez®k segítségével is szá-
molhatjuk. A teljes kárösszegeket, a ténylegesen eddigi felhalmozott kárkifizetéseket
és különbségüket: az IBNR tartalék becslését 2015. júniusi árakon a 6.7. táblázat
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6.6. táblázat. A halmozott kárkifizetések mátrixa
Keletkezési Kifutási évek
évek 0 1 2 3 4 5
2010 587 881 1 028 1 085 1 117 1 140
2011 668 1 173 1 392 1 561 1 625 1 658
2012 665 1 051 1 297 1 481 1 534 1 566
2013 739 1 439 1 749 1 942 2 012 2 053
2014 783 1 003 1 207 1 340 1 388 1 417
2015 752 1 212 1 458 1 618 1 677 1 711
foglalja össze.
A modell jóságának ellen®rzése érdekében készíthetünk egy másik halmozott kár-
kifizetések mátrixát, amelyben az eredeti kifutási háromszög helyén a módszerrel
becsült múltbeli értékeket tüntetjük fel, és vizsgáljuk a két kifutási háromszög: a
tényleges és a becsült értékeinek az eltérését (százalékos arányban, a különbségek
négyzetösszege vagy más eltérésfüggvény segítségével). Itt úgy kaptuk a becsült ér-
tékeket, hogy a 0. kifutási évben kifizetett értékre támaszkodtunk, és a megfelel®
kárfelhalmozási tényez®vel szoroztuk a mátrix megel®z® oszlopának elemeit.
Ha a következ® évek inflációját és befektetési lehet®ségeinket is figyelembe akar-
juk venni, akkor tovább számolunk. A halmozott kárkifizetések táblázatából megha-
tározzuk az egyes években keletkezett káreseményekb®l származó éves kötelezettsé-
geket a 2015. évet követ® évekre, el®ször 2015. júniusi árakon. Esedékes kiadásaink
azonban a kifizetéskor érvényes Ft-ban merülnek majd fel, ezért át kell ®ket szá-
molnunk a feltétezett inflációs szorzók segítségével. Amit tartalékolnunk kell, még-
sem ezek az összegek, hiszen a tartalékot befektetjük, vagyis rajta a felhasználás
id®pontjára hozam keletkezik. A 6.9. táblázat a kifizetéskor szükséges összegeket
tartalmazza az egyes keletkezési, illetve kifutási éveknek megfelel®en.
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6.7. táblázat. IBNR tartalék 2015. júniusi Ft-ban
Keletkezési
évek
Teljes kárösszeg Ténylegesen kifizetett IBNR Tartalék
2010 1 140 1 140 0
2011 1 658 1 625 33
2012 1 566 1 481 85
2013 2 053 1 749 304
2014 1 417 1 003 414
2015 1 711 752 959
Összesen: 9 545 7 750 1 795
6.8. táblázat. A kifutási háromszög becsült értékei
Keletkezési Kifutási évek
évek 0 1 2 3 4 5
2010 587 947 1 139 1 264 1 310 1 337
2011 668 1 076 1 294 1 436 1 488
2012 665 1 072 1 289 1 431
2013 739 1 192 1 433
2014 783 1 262
2015 752
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6.9. táblázat. Jövend® kárkifizetések a keletkezés éve szerint
Keletkezési Kifutási évek
évek 1 2 3 4 5 Összesen
2010
2011 35 35
2012 56 35 91
2013 202 78 48 328
2014 214 146 56 34 450
2015 483 271 185 70 43 1 052
Összesen: 1 956
Végül összefoglaljuk a következ® öt évben várható összes kifizetéseket és ezek
fedezetére a 2015. év végén képzend® tartalékokat a 6.10. táblázatban.
6.10. táblázat. Jövend® kárkifizetések és tartalék a kifizetés éve szerint
Jövend® kárkifizetések Szükséges tartalék
2016 990 925
2017 530 463
2018 288 237
2019 104 81
2020 43 31
Megjegyezzük, hogy az infláció figyelembe vétele nem kötelez®, a tartalék jöv®beli
hozama lehet a társaság eredménye. Ha a jöv®beli várható kifizetéseket az inflációval
diszkontáljuk, akkor a jelenlegi szabályozás szerint a különbözetet ki kell mutatni,
és pl. annak értékével a szavatoló t®ke fedezetet csökkenteni kell.
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Fontos, hogy a modellezett helyzetnek megfelel® inflációt vegyünk figyelembe.
T¶zbiztosításban pl. az építési árak alakulása lehet ez, személyi sérülések esetén a
kies® jövedelem (elmaradt haszon) alakulása, stb.
6.3. A szeparációs módszer
A szeparációs módszer azt feltételezi, hogy a káradatok (a halmozott kárösszegek
növekményei) olyan tényez®k szorzataként írhatók fel, amelyek a keletkezési évre, a
kifutási évre és a kifizetések naptári évére jellemz®k. További jelöléseket vezetünk
be:
rj: a teljes kárnak az a várható aránya, amelyet a j. kifutási évben jelentenek be:∑
rj = 1. Azzal a feltevéssel élünk, hogy ezek az arányok függetlenek a keletkezés
évét®l.
δi+j: a naptári évre jellemz® tényez® (ez foglalja magában pl. az inflációt, poli-
tikai, törvénykezési változásokat, stb.);
Ni : a káresemények száma az eredet évében;
Bij =
Cij
Ni
: az i. évben keletkezett káreseményekre es® kárkifizetés a j. kifutási
évben, Cij = Xij −Xi,j−1, j = 1, ..., n;
fn+j : az n. évet követ® j. évben a feltételezett éves infláció.
Az algoritmus a következ® feltevésre épül:
E [Cij] = c ·Ni · rj · δi+j ⇔
E[Cij ]
Ni
= c · rj · δi+j, i = 0, 1, ..., n; j = 0, ..., n.
Itt c arányossági tényez®, amelyet az aktuáriusi irodalomban szokásos módon fel-
tüntetünk, de a továbbiakban csak a c · δi+j szorzatban jelenik meg.
A jobb oldalon lév® szorzatot úgy foghatjuk fel i ≤ n−j indexekre, mint a kifutási
háromszög bal fels® sarkában álló múltbeli becsült adatokat szorzat formában, a
többi i indexre pedig a jöv®beli várható kifizetéseket a következ® n évre. Ha e
várható kifizetéseket meghatározzuk, akkor megkapjuk az egyes keletkezési évekre
es® teljes várható kárösszeget, az IBNR tartalékot, illetve az egyes évekre képzend®
tartalék értékeit is, amint ezt a lánclétra módszer alkalmazásánál láttuk már.
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Ha a tényleges Ni kárszám becslése rendelkezésünkre áll, és számításainkban Ni
értékére ezt használjuk, akkor a tényadatok bal fels® háromszögének egyes sorait
ezekkel a kárszámokkal osztva a számítandó rj és c · δi+j értékek becsléseit e ki-
futási háromszög diagonális összegeit felhasználva egy egyszer¶ eljárás segítségével
meghatározhatjuk. A diagonális összegek ugyanis a következ®k lesznek:
d0 = c · r0 · δ0
d1 = c · r0 · δ1 + c · r1 · δ1 = c (r0 + r1) δ1
d2 = c · r0 · δ2 + c · r1 · δ2 + c · r2 · δ2 = c (r0 + r1 + r2) δ2
....
dn−1 = c (r0 + r1 + ...+ rn−1) δn−1 = c (1− rn) δn−1
dn = c (r0 + r1 + ...+ rn) δn = c · δn
Az algoritmus ezt az egyszer¶ eljárást tartalmazza. Az algoritmus leírásában minden
számított érték becslés, amit azonban azért nem jelölünk, mert a hosszas képletek
leírását és áttekintését ezzel megnehezítenénk.
Az algoritmus.
0. Lépés: Írjuk fel a tényleges Cij kárösszegekb®l alkotott fels® kifutási három-
szöget, osszuk el a sorokat az adott Ni kárszámokkal (becslésekkel): újabb kifutási
háromszöget kapunk a Bij = CijNi értékekb®l. Határozzuk meg a
d0 = B0,0, d1 = B0,1 +B1,0, ..., dn = B0,n +B1,n−1 + ...+Bn,0
diagonális összegeket.
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1. Lépés: Végezzük el sorban a következ® számításokat:
c · δn = dn
rn =
B0n
c·δn
c · δn−1 = dn−11−rn
rn−1 =
B0,n−1+B1,n−1
c·δn+c·δn−1
c · δn−2 = dn−21−rn−rn−1
rn−2 =
B0,n−2+B1,n−2+B2,n−2
c·δn+c·δn−1+c·δn−2
.....
2. Lépés: A c·δn és az rj értékek birtokában meghatározzuk az átlagos kárkifizetések
{Bij} mátrixának alsó kifutási háromszögét a következ® módon: Az i = 1, ..., n; j =
1, ..., n, i+ j > n indexekre δi+j = δn és
Bij = c · δi+j · rj = c · δn · rj
Megszorozzuk a sorokat az adott kárszámokkal, így megkapjuk az egyes évek kárki-
fizetései {Cij} mátrixának alsó kifutási háromszögét, a becsült várható kárkifizeté-
seket.
3. Lépés: A becsült inflációs adatok segítségével az i = 1, ..., n indexekre a
becsült várható kárkifizetéseket megszorozzuk a megfelel® inflációs szorzóval, és a
{Cij} mátrix alsó háromszögének új értékeit a következ®képpen kapjuk:
Cuji,j = C
regi
i,j ·
∏
0<k≤j
(1 + fn+k) , n ≥ j > n− i.
Megállapítjuk az egyes keletkezési évekre es® IBNR tartalékokat illetve teljes ká-
rösszeget.
Megjegyzések.
Felmerülhet a kérdés, hogyan határozzuk meg az Ni kárszámokat. Nyilvántartá-
sunkból csak az eddig bejelentett károkra derül fény, miközben Ni magában foglalja
azokat a káreseményeket is, amelyekr®l a biztosítónak még nincs tudomása. Statisz-
tikai módszereket alkalmazhatunk annak a becslésére, hogy az egyes kifutási években
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a káresemények hány százalékát jelentik be. Pl. kiindulunk a leghosszabb történettel
bíró els® keletkezési év bejelentéseinek az egyes kifutási évekre es® arányaiból. Egy
függvényt illesztve e kárszámokra (vagy azok halmozott értékeire) tanulmányozzuk,
hogyan csengenek le a keletkezési évre vonatkozó károk új bejelentései (rendszerint
nagyon gyorsan). A függvény alakjából lehet következtetni arra, hogy még mennyi
van hátra. A szóban forgó keletkezési évre összesen bejelentett kárszám és a be-
csült hátralév® új bejelentés-szám összegéb®l kiszámíthatjuk, hogy egy adott évben
a keletkezett károk várhatóan hány százalékát jelentik be ugyanabban az évben, a
következ®ben, és így tovább - ezeknek az összege természetszer¶leg 100. Ezeknek
az arányoknak a birtokában a további években keletkezett károk teljes számát úgy
lehet megbecsülni, hogy összevetjük a kárszám tényleges kifutását illetve arányait a
kiszámított arányokkal. Hangsúlyozzuk ismét, hogy az aktuáriusi megítélés a szá-
mításokat helyettesítheti, illetve eredményeit felülbírálhatja.
A szeparációs módszer itt leírt és leggyakrabban alkalmazott változatában az
{rj} és {cδi+j} értékek becsléseit határozzuk meg, és ezek birtokában számoljuk
az IBNR tartalékot illetve a teljes kárkifizetést. E becsült paraméterek segítségé-
vel azonban becslést adhatunk arra is, mekkorák lennének a múltbeli kárkifizetések
az egyes keletkezési évek és kifutási évek tekintetében, ha értékük a feltételezett
szabályt követné. A következtetés, amit ebb®l levonhatunk, ismét kétirányú:
(a) Az arány módszer (ratio method) arra az elképzelésre épül, hogy ha a
múltbeli tényleges kifizetések meghaladják a múltra vonatkozó várható kifizetése-
ket, akkor a várható jövend® kifizetéseket is ennek arányában kell felfelé igazítani és
fordítva, ha kisebbek annál, akkor lefelé kell a várható jövend® kifizetéseket kiigazí-
tani.
(b) A teljes kárkifizetés módszer (total payment method) ezzel ellentétes fel-
fogást tükröz, nevezetesen azt, hogy a teljes várható kár fix, rögzített érték. Ha
tehát a múltbeli várható kifizetések meghaladják a tényleges kifizetéseket, akkor a
jöv®belieknek ugyanannyival kisebbeknek kell lenniük a becsültnél és fordítva.
6.2. Példa. Használjuk fel ismét a lánclétra módszerben bemutatott értékeket. A
6.11. táblázat 2015. júniusi millió Ft-ban tünteti fel az egyes évek kárkifizetései
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{Cij} mátrixának fels® kifutási háromszögét, és tartalmazza az egyes évek kárszámait
is.
6.11. táblázat. Kifutási háromszög (2015. júniusi millió Ft-ban) és a kárszámok
Keletkezési Kifutási évek A károk
évek 0 1 2 3 4 5 száma
2010 587 294 147 57 32 23 20
2011 668 506 219 169 64 18
2012 665 386 246 184 21
2013 739 700 310 20
2014 783 220 20
2015 752 22
A feltételezett infláció és a megfelel® inflációs szorzók, amelyeket ahhoz kell alkal-
maznunk, hogy lássuk, nominálisan milyen kötelezettségeink lesznek az adott évben,
a következ® évekre a 6.12. táblázat foglalja össze.
6.12. táblázat. Becsült infláció ezredekben és az inflációs szorzók
2015.j l.1.-2016.jún.30. 50 1,050
2016.júl.1.-2017.jún.30. 50 1,103
2017.júl.1.-2018.jún.30. 45 1,152
2018.júl.1.-2019.jún.30. 40 1,198
2019.júl.1.-2020.jún.30. 35 1,240
Határozzuk meg az IBNR tartalékot és a teljes kárösszeget az egyes keletkezési
évekre.
Mennyi lesz a teljes kárösszeg, ha
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1. az arány módszert alkalmazzuk?
2. a teljes kárkifizetés módszert alkalmazzuk?
Megoldás. A számítások során kerekített értékeket tüntetünk fel.
Kezdjük a 0. Lépéssel: Osszuk el a sorokat a kárszámokkal: a 6.13. táblázatban
megkapjuk az egy káreseményre jutó átlagos kárösszegek {Bij} mátrixát. Ebb®l
felírjuk a diagonális összegeket ezeket tartalmazza a 6.14. táblázat.
6.13. táblázat. A kifutási mátrix átlagos kárkifizetésekkel
Keletkezési Kifutási évek
évek 0 1 2 3 4 5
2010 29, 350 14, 700 7, 350 2, 850 1, 600 1, 150
2011 37, 111 28, 111 12, 167 9, 389 3, 556
2012 31, 667 18, 381 11, 714 8, 762
2013 36, 950 35, 000 15, 500
2014 39, 150 11, 000
2015 34, 182
6.14. táblázat. A kifutási mátrix átlós összegei kifizetési évenként
2010 2011 2012 2013 2014 2015
29, 350 51, 811 67, 128 70, 348 96, 853 74, 149
Az 1. Lépésben meghatározzuk az egyes kifutási évekhez tartozó ri kifutási ará-
nyok és a 2010-2015 évekhez tartozó, a küls® hatásokat kifejez® c · δi+j szorzók
becsléseit, ld. 6.15. táblázat.
Az r5 értéket például így kaptuk: r5 = B2010,5c·δ2010+5 =
1,15
74,149
, a c · δ2010+4 értéket pedig
így: c · δ2010+4 = d41−r5 =
96,853
1−0,016 .
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6.15. táblázat. A c · δi+j szorzók és az rj kifutási arányok
A küls® hatásokat kifejez® szorzók
2010 2011 2012 2013 2014 2015
64, 732 71, 480 77, 219 73, 693 98, 379 74, 149
A kifutási arányok
0 1 2 3 4 5
0, 453 0, 271 0, 144 0, 085 0, 030 0, 016
A 2. Lépésben meghatározzuk a mátrix alsó háromszögét, és egyben megszoroz-
zuk a sorokat a kárszámokkal, ld. 6.16. táblázat.
6.16. táblázat. A kifutási mátrix és a már kifizetett kár
Keletkezési Kifutási évek Összesen Kifizetve
évek 0 1 2 3 4 5 9335 7751
2010 587 294 147 57 32 23 1140 1140
2011 668 506 219 169 64 21 1647 1626
2012 665 386 246 184 47 24 1552 1481
2013 739 700 310 126 44 23 1942 1749
2014 783 220 214 126 44 23 1410 1003
2015 752 443 236 139 49 25 1644 752
A 3. Lépésben: A jövend® kárkifizetéseket igazítjuk az inflációhoz, ld. 6.17. táb-
lázat.
Összefoglaljuk az egyes keletkezési évekre es® IBNR tartalékokat és a teljes ká-
rösszeget a 6.18. és 6.19. táblázatokban.
Foglalkozzunk feladatunk második részével.
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6.17. táblázat. A jövendõ kárkifizetések inflációval korrigálva
Keletkezési Kifutási évek Összesen:
évek 0 1 2 3 4 5
2011 22 22
2012 49 27 76
2013 133 49 26 208
2014 225 139 51 28 443
2015 465 260 160 58 31 974
Összesen: 1723
6.18. táblázat. Számított IBNR tartalék a károk keletkezési éve szerint
Kifizetési év IBNR tartalék Ténylegesen kifizetve Teljes kár
2010 0 1140 1140
2011 22 1626 1648
2012 76 1481 1557
2013 208 1749 1957
2014 443 1003 1446
2015 974 752 1726
Összesen: 1723 7751 9474
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6.19. táblázat. Jövend® kárkifizetések a kifizetés éve szerint
Kifizetési év IBNR: Jövend® kárkifizetések
2016 893
2017 475
2018 238
2019 86
2020 31
Összesen: 1723
2. A teljes kárösszeg meghatározására el®ször bemutatjuk az arány módszer
alkalmazását.
Helyettesítsük a {Cij} mátrix fels® kifutási háromszögében szerepl® tényleges
értékeket azok várható értékével: a c ·δi+j és rj tényez®k és a kárszámok szorzatával.
Ekkor a 6.20. táblázatot kapjuk.
Foglaljuk össze az eredeti és ezen táblázat alapján 2015. júniusig bezárólag a
tényleges és várható kifizetések halmozott összegét az eredet évei szerint. Határoz-
zuk meg a tényleges és a várható kifizetések halmozott összegének a hányadosait,
és ezzel a hányadossal szorozzuk meg a kapott IBNR tartalékokat: így nyerjük az
arány módszer alapján számított korrigált IBNR tartalékot, amelyet a 6.21. táb-
lázat mutat be.
A teljes kárkifizetés módszer alkalmazásához vegyük ismét a várható kárkifize-
tések mátrixát. Határozzuk meg a teljes várható kárt, és ebb®l vonjuk ki a 2015.
június 30-ig ténylegesen kifizetett kárösszegeket. Így nyerjük a teljes kárkifizetés
módszer alapján számított korrigált IBNR tartalékot, amelyet a 6.22. táblázat mu-
tat be. Negatív tartalékot természetesen nem képzünk, a kapott eredmény tehát
csak információ az aktuárius számára.
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6.20. táblázat. A várható kifizetések kifutási háromszöge
Keletkezési Kifutási évek Teljes kár Várhatóan kifizetve
évek 0 1 2 3 4 5
2010 586 387 222 125 59 24 1403 1403
2011 583 377 191 151 40 22 1364 1342
2012 735 419 297 132 49 27 1659 1583
2013 668 533 214 133 49 26 1623 1415
2014 891 402 225 139 51 28 1736 1293
2015 739 465 260 160 58 31 1713 739
6.21. táblázat. Korrigált IBNR: arány módszer
Keletkezési év Számított Ténylegesen/ Korrigált IBNR:
IBNR tartalék várhatóan kifizetve Arány módszer
2010 0 1140/1403 0
2011 22 1626/1342 27
2012 76 1481/1583 71
2013 208 1749/1415 257
2014 443 1003/1293 344
2015 974 752/739 991
Összesen: 1723 1690
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6.22. táblázat. Korrigált IBNR: teljes kárkifizetés módszer
Kifizetési év Teljes várható kár Ténylegesen kifizetve Korrigált
IBNR:
teljes kárkifize-
tés
2010 1403 1140 263
2011 1364 1626 -262
2012 1659 1481 178
2013 1623 1749 -126
2014 1736 1003 733
2015 1713 752 961
Összesen: 9498 7751 1747
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6.4. Modellezés entrópiaprogramozással
Egészítsük ki a kifutási háromszöget a sor- ill. oszlopösszegekkel, ezeket tartalmazza
a 6.23. táblázat utolsó sora és oszlopa, T = ΣAi = ΣBj:
6.23. táblázat. Kifutási háromszög
Keletkezési Kifutási évek
évek 0 1 . . . n-1 n
0 C00 C01 . . . C0n A0
1 C10 C11 . . . C1,n−1 A1
. . . . . . . . . . . .
n-1 Cn−1,0 Cn−1,1 An−1
n Cn0 An
B0 B1 Bn−1 Bn T
El®fordul, hogy a kifutási háromszög tényadatai közül egyesek hiányoznak, pl.
azért, mert láthatóan megbízhatatlan némelyik adat, vagy más okból, vagy egyesek
lehetnek negatív vagy nulla érték¶ek. Nevezzük ezeket tiltott celláknak. Ilyenek
megléte módosítja a modellt, els®sorban azáltal, hogy ha ezeket a cellákat a számí-
tásokból kihagyjuk, csökkentjük a változók számát. E helyzet aprólékosabb elemzést
igényelne, az itt következ® tárgyalásban tiltott cellát nem engedünk meg. Feltesszük,
hogy a Cij, és így az Ai, Bj (i = 0, . . . , n; j = 0, . . . , n) paraméterek pozitívok.
A táblázat átlói az egyes naptári évek kifizetési adatait tartalmazzák, a bennük
szerepl® értékek összege az egyes években összesen kifizetett kárérték. Feladatunk
az, hogy e tényadatokra támaszkodva egy kifutási trendet modellezzünk, és elké-
szítsünk egy mátrixot, amelynek jobb alsó háromszögét az egyes keletkezési évekhez
illetve a hátra lév® kifutási évekhez tartozó becsült várható kárkifizetések töltik ki,
bal fels® háromszöge pedig egy olyan kifutási háromszög, amelyet a modell szerint
az elmúlt id®szakra várnánk. A táblázat szerkezete azt a feltételezést implikálja,
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hogy az elmúlt n+1 évben bekövetkezett káreseményekhez kapcsolódó kárkifizetések
a következ® n évben kifutnak. Modellezési megfontolásaink azonban akkor is ér-
vényben maradnak, ha a kifutási évek száma a keletkezési évek számánál több vagy
kevesebb.
Részben a lánclétra módszer elméleti megalapozását el®segítend® születtek olyan
módszerek, amelyek a kárértékek vagy az ezekb®l számított halmozott kárkifizetések
(rendszerint az exponenciális családhoz tartozó) valószín¶ségi eloszlására vonatkozó
feltételezéseket tartalmaznak és zömmel ún. loglineáris modellhez vezetnek. Itt
az a célunk, hogy egy más összefüggésbe: az általánosított entrópia-programozás
nyújtotta elméleti keretbe helyezzük az IBNR kár tartaléka problémát, és egyben
entrópia-programozási elméleti megalapozást is nyújtsunk a lánclétra módszerre. A
modell alkalmazása a kárértékek egy más elrendezése esetén a szeparációs módszer-
hez vezet  err®l a fejezet végén lesz szó.
Vegyük észre azt, hogy a kifutási háromszögben foglalt értékek a T egységnyi kár-
kifizetés (kárszám, stb.) egy realizált eloszlását képviselik a keletkezési év - kifutási
év cellák között, valószín¶ségi eloszlást, ha (a feltevés szerint pozitív) adatainkat
T-vel elosztjuk. Modellünkben csak a kifutási háromszög sor- és oszlopösszegeit
tekintjük adottnak, más adatot nem használunk fel.
A modell gondolatmenete
Az els® kérdés az, hogy a sor- és oszlopösszegek ismeretében ésszer¶en milyen módon
osztjuk el a szóban forgó T értéket a cellák között, mi a teljes kifizetett T összeg
igazi eloszlása. Ha erre egy modell formájában sikerül válaszolnunk, akkor az
is kiderül, mit gondolhatunk a jöv®r®l. Vegyük észre el®ször, hogy ha a sor- és
oszlopösszegeket sem ismernénk, nem lenne okunk arra, hogy különbséget tegyünk a
cellák között, vagyis minden cellába ugyanakkora értéket helyeznénk: egyenletesen
osztanánk el a T összeget. A sor- és oszlopösszegek ismeretében ezért olyan xij
eloszlást kell keresnünk (i = 0,. . . , n; j = 0 ,. . . , n; i+j ≤ n), amely ezen (diszkrét)
egyenletes eloszlástól a legkevésbé tér el.
Az eltérésfüggvényeket két tulajdonság jellemzi: (i) nemnegatívok; (ii) értékük
6.4. MODELLEZÉS ENTRÓPIAPROGRAMOZÁSSAL 147
0 akkor és csak akkor, ha a két vektor, amelynek eltérését mérjük, egyenl®. Nem
kötjük ki sem a szimmetriát, sem a tranzitivitást, sem a háromszög-egyenl®tlenséget.
Feladatunk általánosságban tehát a következ®:
n∑
i=0
∑
j:i+j≤n
d (xij, R)→ min∑
j:i+j≤n
xij = Ai, i = 0, ..., n∑
i:i+j≤n
xij = Bj, j = 0, ..., n
ahol gondolatmenetünk szerint R = 2T/(n+1)(n+2), vagyis az egyes cellákba egyen-
l®en es® értékek. A matematikai kezelhet®ség érdekében feltesszük, hogy a d eltérés-
függvény az els® változójának szigorúan konvex és differenciálható függvénye. (Az
xij ≥ 0, i = 0, ..., n, j = 0, ..., n el®írással nem élünk.)
A feladat megoldása tehát a T kárösszeg egy olyan eloszlása az (i,j) cellák között,
amelynek az egyenletest®l való eltérése a legkisebb, egy a prioritásainkat tükröz®
eltérésfüggvény alkalmazása mellett. A megoldás szerkezete iránymutató arra nézve,
hogy a már bekövetkezett, de teljes egészében még nem rendezett károk esetében
milyen lesz várhatóan a jövend® kárkifizetések eloszlása és nagysága. Kézenfekv®,
hogy a jövend® kárkifizetések becslése  jóságát is az alkalmazott célfüggvény szerinti
eltéréssel mérjük.
Megjegyezzük, hogy egy (y1, ..., ym) vektornak egy (z1, ..., zm) vektortól való elté-
rését mér® függvényeknek kiemelked® jelent®ség¶ csoportját alkotják a Csiszár féle
φ-divergencia körébe tartozók illetve az ún. Bregman függvények. Közéjük tartozik:
• a Kullback-Leibler relatív entrópia-eltérés:
m∑
i=1
(
yi ln
yi
zi
+ zi − yi
)
;
• ennek a változók fordított sorrendjét tartalmazó változata:
m∑
i=1
(
zi ln
zi
yi
+ yi − zi
)
;
•
m∑
i=1
(√
zi −√yi
)2
;
• a négyzetes eltérés:
m∑
i=1
(zi − yi)2;
• a Burg entrópia:
m∑
i=1
(
− ln zi
yi
+ yi
zi
− 1
)
.
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Különböz® eltérésfüggvények  entrópiaszer¶ függvények - alkalmazása külön-
böz® feladatokhoz és megoldásokhoz vezet. A négyzetes eltérés kivételével a felso-
rolt függvényekkel csak pozitív vektorok eltérését mérhetjük. A modellt a Kullback-
Leibler relatív entrópia alkalmazása esetén vesszük részletesen szemügyre.
A következ® konvex programozási feladatot vizsgáljuk:
n∑
i=0
∑
j:i+j≤n
(
xij ln
xij
R
+R− xij
)→ min∑
j: i+j≤n
xij = Ai, i = 0, ..., n∑
i: i+j≤n
xij = Bj, j = 0, ..., n
Nem tüntettük fel az xij ≥ 0, i = 0, ..., n, j = 0, ..., n feltételt, de látható, hogy a
célfüggvény értelmezési tartományának és a megengedett megoldások halmazának
közös része nem tartalmaz negatív komponenssel bíró elemet.
A modell tulajdonságainak az elemzéséhez a nemlineáris programozás optimali-
tásra és dualitásra vonatkozó, függelékben összefoglalt eredményeit alkalmazzuk.
Megállapítjuk, hogy a modellnek mindig van a feltételeket kielégít® pozitív meg-
engedett megoldása: a rendelkezésünkre álló Cij tényadatok által alkotott megoldás.
Vegyük észre, hogy a
n∑
i=0
∑
j: i+j≤n
(
xij ln
xij
R
+R− xij
) célfüggvény minimalizálása
egy egyszer¶bb függvény minimalizálásával ekvivalens. Bemutatjuk az átalakítást:
n∑
i=0
∑
j: i+j≤n
(
xij ln
xij
R
+R− xij
)
=
n∑
i=0
∑
j: i+j≤n
xij lnxij −
n∑
i=0
∑
j: i+j≤n
xij lnR +
n∑
i=0
∑
j: i+j≤n
R−
n∑
i=0
∑
j: i+j≤n
xij
Mivel a második és harmadik tag - a feltételek teljesülése esetén - konstanssá vá-
lik, ezért a modell célfüggvényét a
n∑
i=0
∑
j: i+j≤n
(xij lnxij − xij)célfüggvénnyel fogjuk
helyettesíteni. Megoldandó feladatunk a következ®:
(E1)
n∑
i=0
∑
j: i+j≤n
(xij lnxij − xij)→ min∑
j: i+j≤n
xij = Ai, i = 0, ..., n∑
i: i+j≤n
xij = Bj, j = 0, ..., n
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Minthogy x lnx tart 0-hoz, ha x tart 0-hoz, ezért a célfüggvényt kiterjeszthetjük a 0
érték¶ változókra is a 0ln0 = 0 alkalmazásával. Ezzel a célfüggvény értelmezési tar-
tományának és a megengedett megoldások halmazának közös része korlátos és zárt
halmazzá vált, amelyen, ha nemüres, a folytonos célfüggvény felveszi a minimumát.
A célfüggvény szigorúan konvex volta miatt a feladatnak legfeljebb egy minimum
pontja van. Mivel a feladatnak van pozitív megengedett megoldása, ezért, mint ezt
Klafszky (1974), illetve Fang, Rajasekera és Tsao (1997) bizonyították, az egyetlen
optimális megoldása pozitív. Erre épül a következ® állítás.
1. Állítás: Léteznek olyan {u∗i , v∗j ; i = 0, ..., n; j = 0, ..., n} értékek, hogy az (E1)
modell egyetlen pozitív optimális {x∗ij; i = 0, ..., n; j = 0, ..., n; i+ j ≤ n}megoldá-
sának komponenseire fennáll, hogy x∗ij = eu
∗
i ev
∗
j , illetve az α∗i = eu
∗
i , β∗j = e
v∗j helyet-
tesítést alkalmazva: x∗ij = α∗iβ∗j , α∗i > 0, β∗j > 0, i = 0, ..., n; j = 0, ..., n; i+ j ≤ n.
Bizonyítás: A modell duális feladata a következ®:
n∑
i=0
∑
j: i+j≤n
(xij lnxij − xij) +
n∑
i=0
ui
(
Ai −
∑
j: i+j≤n
xij
)
+
n∑
j=0
vj
(
Bj −
∑
i: i+j≤n
xij
)
→ max
lnxij − ui − vj = 0, i = 0, ..., n; j = 0, ..., n; i+ j ≤ n.
Wolfe dualitási tétele értelmében  amelynek feltételei teljesülnek: a modell célfügg-
vénye konvex és differenciálható az optimális {x∗ij; i = 0, ..., n; j = 0, ..., n; i+ j ≤ n}
pontban, a feladat reguláris - léteznek olyan u∗i , v∗j ; i = 0, ..., n; j = 0, ..., n értékek,
hogy u∗i , v∗j ; i = 0, ..., n; j = 0, ..., n, x∗ij; i = 0, ..., n; j = 0, ..., n; i + j ≤ n együt-
tesen megengedett és egyben optimális megoldását alkotják a duális feladatnak. A
lnxij−ui−vj = 0 egyenletet ekvivalens átalakítással és helyettesítéssel felírhatjuk az
xij = e
uievj ; illetve xij = αiβj, αi > 0, βj > 0 alakban. Ezzel az állítást beláttuk.
Az optimális megoldás tehát a következ® formákban kereshet®: x∗ij = eu
∗
i ev
∗
j
illetve x∗ij = α∗iβ∗j , α∗i > 0, β∗j > 0 , i = 0, ..., n; j = 0, ..., n; i+ j ≤ n, ahol az u∗i , v∗j ,
illetve α∗i , β∗j változók ki kell, hogy elégítsék a következ® egyenletrendszereket:
(∗) Ai
αi
=
n−i∑
j=0
βj; i = 0, ..., n;
Bj
βj
=
n−j∑
i=0
αi; j = 0, ..., n;
(∗∗) Ai = eui
n−i∑
j=0
evj ; i = 0, ..., n;Bj = e
vj
n−j∑
i=0
eui ; j = 0, ..., n.
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Modellünk megoldása tehát a két egyenletrendszer valamelyikének a megoldásával
ekvivalens. Alkalmazzuk a (*) ún. loglineáris alakot tartalmazó egyenletrendszert,
és határozzuk meg a modell megoldását az x∗ij = αiβj; i = 0, ..., n; j = 0, ..., n; i+
j ≤ n formában. Vegyük észre, hogy a 2(n + 1) változót tartalmazó 2(n + 1)
egyenlet összefügg. Alaposabb vizsgálat után beláthatjuk, hogy a feltételeket alkotó
egyenletrendszer mátrixának rangja pontosan 2n+ 1, ezért mind a (*), mind a (**)
egyenletrendszernek egy szabadságfoka van. Egy kiegészít® feltétel beiktatásával
egyértelm¶vé tehetjük a megoldást, e feltételként a következ®t választjuk:
n∑
j=0
βj = 1.
Látható, hogy ekkor {αi; i = 0, ..., n} éppen az i-edik évben bekövetkezett káre-
seményekhez kapcsolódó teljes kárkifizetést jelenti, {βj; j = 0, ..., n} pedig a teljes
kárösszegnek az egyes kifutási évekhez tartozó arányát.
A modell megoldásaként a kifutási háromszög bal fels® sarkának igazi értékeit
határozzuk meg. Ésszer¶nek t¶nik  {αi; i = 0, ..., n} és {βj; j = 0, ..., n} ismereté-
ben - a jövend® várható kárkifizetések becslésére is a modell struktúráját alkalmazni:
xij = αiβj; i+ j > n
Kérdés, ezt a megoldást kapjuk-e akkor is, ha a modell megoldásából adódó és az
egyes keletkezési évekre vonatkozó várható teljes kárértékek illetve az egyes kifutási
évekre vonatkozó várható teljes kárértékek ismeretében ismét alkalmazzuk a kiin-
duló megfontolásunkat, vagyis hogy az egyenleteshez legközelebbi eloszlást keressük
keletkezési év  kifutási év felbontásban.
Rögzítsük az (E1) feladat optimális megoldását:
u∗i , v
∗
j , α
∗
i = e
u∗i , β∗j = e
v∗j , i = 0, ..., n; j = 0, ..., n;
x∗ij = α
∗
iβ
∗
j , i = 0, ..., n; j = 0, ..., n; i+ j ≤ n,
és tekintsük a következ® optimalizálási feladatot, amelyben A′i = α∗i , i = 0, ..., n;
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és B′j = β∗j
n∑
i=0
α∗i , j = 0, ..., n :
(E2)
n∑
i=0
n∑
j=0
(xij lnxij − xij)→ min
n∑
j=0
xij = A
′
i, i = 0, ..., n
n∑
i=0
xij = B
′
j, j = 0, ..., n
A kérdés más megfogalmazásban az, vajon az (E2) feladatnak{
xij = α
∗
iβ
∗
j ; i = 0, ..., n; j = 0, ..., n
}e az optimális megoldása.
2. Állítás: Az (E1) feladat optimális {x∗ij = α∗iβ∗j , i = 0, ...n; j = 0, ..., n; i+ j ≤ n}
megoldásából számított {xij = α∗iβ∗j , i = 0, ...n; j = 0, ..., n} optimális megoldása az
(E2) feladatnak.
Bizonyítás. Írjuk fel az (E2) modell Kuhn-Tucker feladatát:
n∑
j=0
xij = A
′
i, i = 0, ..., n
n∑
i=0
xij = B
′
j, j = 0, ..., n
xij = αiβj, i = 0, ..., n; j = 0, ..., n.
Mivel
αi = α
∗
i , βj = β
∗
j , xij = α
∗
iβ
∗
j
kielégíti e feladat feltételeit, ezért  az optimalitás elégséges feltételér®l szóló Kuhn-
Tucker tétel értelmében - az állítás következik.
Algoritmus a modell megoldására.
A := jelölés jelentése a következ®: legyen egyenl®.
0. Lépés: α0 := A0; βn := Bnα0 ;Vn := 1;U0 := α0; k := 1.
1. Lépés: Vn−k := Vn−k+1 − βn−k+1
2. Lépés: αk := AkVn−k ;Uk := Uk−1 + αk
3. Lépés: βn−k := Bn−kUk
4. Lépés: Ha k = n : meghatározzuk az xij = αiβj, i = 0, ...n; j = 0, ..., n
értékeket, amelyek az olyan (i,j) indexpárokra, amelyekre i+j > n, a jöv®beli, ha
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i + j ≤ n, akkor a múltbeli várható kárkifizetések becslései. Ezzel az eljárás véget
ér. Ha k < n : k := k + 1 és folytatjuk az eljárást az 1. Lépéssel.
3. Állítás: Az itt leírt eljárás eredménye megegyezik a lánclétra módszer ered-
ményével.
Bizonyítás: Ugyanazokat a m¶veleteket hajtjuk végre, csak a sorrend különbözik.
Ennek a megfontolását az olvasóra hagyjuk.
Végül, a kapott megoldás  jóságának mérésére ismét a Kullback-Leibler relatív
entrópia-eltérést alkalmazzuk a múltbeli számított és a realizált kárkifizetések elté-
résének meghatározására:
n∑
i=0
n+1−i∑
j=0
(
αiβj ln
αiβj
Cij
+ Cij − αiβj
)
Látható, hogy csak abban az esetben alkalmazható, ha a múltbeli realizált Cij kár-
kifizetések értéke pozitív.
Arra jutottunk, hogy a modell megoldásának komponensei a káresemény bekö-
vetkezési évét®l és a kifutás évét®l függ® tényez®k szorzataként állnak el®. Az els®
feltétel csoport a kifutási háromszög soraira, a második pedig az oszlopaira vonatko-
zik, nyilvánvaló, hogy a duális változók a bekövetkezési évek illetve kifutási éveknek
a kárkifizetésre gyakorolt hatását magyarázzák. Ez további kérdéseket is felvet,
például: milyen módon érvényesülnek ezek a hatások, ha más eltérés függvényt vá-
lasztunk célfüggvényként. Ha további feltételeket is támasztunk, pl. a kárkifizetések
éveire vonatkozóan, újabb magyarázó változók jelennek meg, amelyeknek az IBNR
tartalék-képzéssel összefügg® tartalom adható.
6.5. Gyakorló feladatok
1. Mutassuk meg, hogy a bemutatott modell megoldása valóban a lánclétra mód-
szerrel kapott eredményt adja.
2. Induljunk ki a 6.1. táblázatban foglalt kifutási háromszögb®l. Azt felté-
telezzük, hogy e táblázat adatait úgy kaptuk, hogy az eredeti kifutási háromszög
sorait már elosztottuk a megfelel® keletkezési évek becsült kárszámaival, amint ezt a
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szeparációs módszer alkalmazásakor tesszük. Adatainkat most átrendezzük a követ-
kez®képen: az oszlopok változatlanul a kifutási éveket képviselik, a sorok azonban a
kifizetés éveit:
Kifizetési Kifutási évek
évek 0 1 2 3 4 5
2010 400
2011 500 220
2012 543 413 120
2013 652 340 193 50
2014 739 660 232 159 30
2015 752 220 310 184 64 23
Mutassuk meg, hogy a szeparációs módszer küls® hatásokat kifejez® szorzóihoz,
illetve a kifutási arányaihoz jutunk, ha az (E1) entrópia-programozási modellt a
feladatnak erre a formájára alkalmazzuk, e feladat sorösszegeit és oszlopösszegeit
tekintjük adottnak, és a bal alsó háromszög igazi értékeit határozzuk meg a szorzat
formájában.
3. Mutassuk meg, hogy a bemutatott (E1) modell megoldása valóban a lánclétra
módszerrel kapott eredményt adja.
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7. fejezet
ESZKÖZ-KÖTELEZETTSÉG
MENEDZSMENT (ALM)
Pénzintézetek, különösen életbiztosító társaságok befektetési stratégiájukat töreked-
nek úgy megválasztani, hogy a befektetési portfoliójukból származó jövedelmeik
minden id®szakban lehet®vé tegyék a kötelezettségeik zavartalan teljesítését. Úgy
állítják össze befektetési portfoliójukat, hogy a befektetési id®pontok és a befekte-
tett eszközökb®l származó pénzáramlás id®pontjai és nagysága is összhangban le-
gyenek a biztosítási portfoliójukkal: a biztosítottakkal szemben fennálló szerz®déses
kötelezettségeikkel - beleértve a díjfizetéseket is, amelyek eszközként: negatív kö-
telezettségként foghatók fel. Ezt az eljárást hívják eszköz-forrás menedzsmentnek,
eszköz-kötelezettség menedzsmentnek, eszköz-kötelezettség illesztésnek is, az angol
rövidítésnek megfelel®en ALM-ként (Asset-Liability Management, Asset-Liability
Matching) hivatkoznak rá. Ha a befektetési portfolióból származó jövedelmek min-
den id®pontban megegyeznek a biztosítási portfolióbeli kötelezettségekkel, akkor tel-
jes illesztésr®l beszélhetünk. Ilyen azonban gyakorlatilag nincs. Arra törekedhetünk
csak, hogy a jöv®beli pénzáramlás értéke a kamatlábak változása esetén is legyen a
két portfolióban elég közeli.
Az eszköz-kötelezettség portfólió-együttesben rejl® kockázat feltárására alkal-
mazzák a várható hátralév® futamid®- és konvexitás elemzést, illetve ennek ered-
ményeképpen a kamatlábváltozásokból adódó kockázataik csökkentése érdekében a
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biztosító társaságok összehangolják: immunizálják a befektetési portfoliójuk és
kötelezettség portfoliójuk együttesét, err®l lesz szó a következ® fejezetben. A jöv®-
beli pénzáramlás jelenértékét persze nem ismerhetjük, függ a kamatlábváltozásoktól,
amelyeket el®re csak becsülni lehet. A kötelezettségekkel való összehangolás érdeké-
ben a befektetési portfolióban rejl® piaci kockázatot is fel kell mérni. E kockázatot
azzal írhatjuk le, ha megadjuk a portfolió értékének mint valószín¶ségi változónak
az eloszlását a kérdéses jöv®beli id®pontokban (vagy minden jöv®beli id®pontban,
ekkor a portfolió értékének a folyamatát írjuk le, hasonlóan ahhoz, ahogy a kocká-
zatelméleti fejezetben a többlet folyamatról, kárszám folyamatról, stb. beszéltünk).
A kockázat és mértékének modellezésében különösen sztochasztikus programo-
zási modellekre és módszerekre támaszkodhatunk. (Függelékben összefoglaljuk a
legismertebb sztochasztikus programozási modelleket.) Az immunizációról szóló al-
fejezet után bevezetjük a kockáztatott érték: Value-at-Risk (VaR) fogalmát. Majd
bevezetjük a feltételes kockáztatott érték: Conditional-Value-at-Risk (CVaR) fogal-
mát, és felírjuk, milyen modelleket kapunk, ha a portfolió kockázatát e két mutató
valamelyikével mérjük, és ezt egyéb kikötések teljesülése mellett minimalizálni akar-
juk. Ezután a portfolió értékének maximalizálására vonatkozó szándékunkat kifejez®
modellek következnek, majd ismertetünk egy többlépcs®s sztochasztikus programo-
zási modellt annak illusztrálására, hogyan lehet a portfolió kondíciókat kiegyensú-
lyozni a pénzügyi kondíciók változásának megfelel®en. Végül valószín¶séggel korlá-
tozott lineáris programozási feladatként fogalmazunk meg egy optimális befektetési
stratégiára vonatkozó ALM modellt, amely vagyonbiztosításban alkalmazható.
7.1. Immunizáció
Az eszköz-kötelezettség portfólió-együttesben rejl® kockázatot két, a pénzügyi iro-
dalomban gyakran használt fogalommal írjuk le, ezek: a várható hátralév® futamid®
(duration) és a konvexitás. Az irodalomban sokféle formulát találhatunk ezekre, kö-
zülük négy formulát ismertetünk. Az immunizáció olyan eljárás, amely a befektetési
portfoliónak a kötelezettségek portfoliójához való illesztését segíti el®, és az illesztés
7.1. IMMUNIZÁCIÓ 157
e két jellemz® mutató szempontjából történik.
Ha két portfoliót illeszteni akarunk, kézenfekv® arra törekednünk, hogy kis ka-
matváltozás esetén legyen lényegében egyenl® az értékük: a jelenértékük. Ha a
két portfolió jelenértékeinek, mint a kamatlábváltozás függvényeinek a hatványso-
rát felírjuk, és e hatványsorok minden tagjának az együtthatója megegyezik, akkor
a kamatlábváltozás bármely értéke mellett a két portfolió értéke egyenl®. A két
portfolió értéke a kamatláb kis változása esetén közeli, ha megegyezik a hatvány-
sorok els® két tagja: vagyis jelenértékük és a jelenértéküknek a kamatláb válto-
zása szerinti deriváltjai, azaz a két hatványsor nulladfokú és els®fokú tagjai. Még
er®teljesebb a hasonlóság a két portfolió között, ha emellett jelenérték függvényük
hatványsorának másodfokú tagjai is megegyeznek. Egy portfolió hátralév® várható
futamidejét (duration) úgy kapjuk, hogy a portfolió jelenértéke hatványsorában az
els®fokú tag együtthatóját (a jelenérték deriváltját) elosztjuk a jelenértékkel és a
hányadost −1-gyel megszorozzuk. Egy portfolió konvexitását úgy kapjuk, hogy a
portfolió jelenértéke hatványsorában a másodfokú tag együtthatójának kétszeresét
(a jelenérték második deriváltját) elosztjuk a jelenértékkel. (E számításokban a jele-
nérték függvény-nek és deriváltjainak az azonnali kamatlábak mellett felvett értékét
tekintjük.)
A kötelezettségek portfoliója és egy fix jövedelmez®ség¶ befektetési portfolió ak-
kor illeszkedik tehát jól, ha a jelenértékük, hátralév® futamidejük és konvexitásuk
megegyezik. A jelenérték függvény alakjának tanulmányozása azonban arra a meg-
állapításra vezet, hogy ha a befektetési portfoliónk konvexitása meghaladja a kötele-
zettségek konvexitását, akkor a kamatlábnak a feltételezetthez képesti kis eltolódása
a társaság számára még némi nyereséget is hozhat. Az immunizáció alábbi megfogal-
mazása, amely ezt az észrevételt is tartalmazza, Redington (1952) nevéhez f¶z®dik,
az itt bemutatott általános alakját azonban kés®bb kapta.
A formulákban r1, r2, ..., rm azokat az azonnali kamater®sségeket, illetve diszkrét
kamatozás esetén kamatlábakat jelölik, amelyek a befektetési illetve a kötelezett-
ségeket magában foglaló portfolióból származó pénzáramlás t1, t2, ..., tm id®pont-
jaira érvényesek. A befektetések jelenértékét Pb, a hátralév® várható futamidejét
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Db, konvexitását Kb jelöli, a kötelezettségek portfoliójára ugyanezeket a fogalmakat
Pk, Dk, Kk jelöli. Azt mondjuk, hogy a kötelezettségek portfoliója és egy befektetési
portfolió együttese immunizált a kamatláb kis változásával szemben, ha
• a befektetések jelenértéke egyenl® a kötelezettségek jelenértékével:
Pb (r1, r2, ..., rm) = Pk (r1, r2, ..., rm) ;
• a befektetések hátralév® futamidejének várható értéke egyenl® a kötelezettsé-
gek hátralév® futamidejének várható értékével:
Db (r1, r2, ..., rm) = −P
′
b (r1, r2, ..., rm)
Pb (r1, r2, ..., rm)
= −P
′
k (r1, r2, ..., rm)
Pk (r1, r2, ..., rm)
= Dk (r1, r2, ..., rm) ;
• a kötelezettségek portfoliójának a konvexitása nem nagyobb, mint a befekte-
tések portfoliójának a konvexitása:
Kb (r1, r2, ..., rm) =
P
′′
b (r1, r2, ..., rm)
Pb (r1, r2, ..., rm)
≥ P
′′
k (r1, r2, ..., rm)
Pk (r1, r2, ..., rm)
= Kk (r1, r2, ..., rm) .
A várható hátralév® futamid®re és konvexitásra a pénzügyi irodalomban alkal-
mazott négy nevezetes formula abból adódik, hogy egy portfolió jelenértékét négy-
féle módon számoljuk: folytonos illetve diszkrét kamatozást feltételezve, és mindkét
esetben minden id®pontra ugyanaz illetve különböz® azonnali kamatlábak mellett.
Bemutatjuk, hogyan kapjuk, a négy különböz® jelenérték függvényt, mint a ka-
matváltozás (párhuzamos eltolás) függvényét sorba fejtve, a várható hátralév® fu-
tamid®nek illetve a konvexitásnak a pénzügyi irodalomban ismeretes képleteit. Az
érdekl®d®, de a jelenérték függvény sorbafejtésének részleteibe elmélyülni nem kí-
vánó olvasó kedvéért a részletes kifejtést a fejezet végére hagytuk, de a négy formulát
itt összefoglaljuk. A formulákban c1, c2, ..., cm a t1, t2, ..., tm id®pontokban esedékes
pénzáramot jelentik.
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• Folytonos kamatozás és minden id®pontra ugyanazon r azonnali kamater®sség
esetén a Macaulay duration és a hozzá tartozó konvexitás a következ®:
D =
m∑
k=1
tk
cke
−tkr
m∑
j=1
cje−tjr
; K =
m∑
k=1
t2k
cke
−tkr
m∑
j=1
cje−tjr
.
• Diszkrét kamatozás és minden id®pontra ugyanazon r azonnali kamatláb ese-
tén a módosított duration és a hozzá tartozó konvexitás a következ®:
D =
1
1 + r
m∑
k=1
tk
ck
1
(1+r)tk
m∑
j=1
cj
1
(1+r)tj
;
K =
1
(1 + r)2
m∑
k=1
tk (tk + 1)
ck
1
(1+r)tk
m∑
j=1
cj
1
(1+r)tj
.
• Folytonos kamatozás és a t1, t2, ..., tm id®pontokra r1, r2, ..., rm azonnali kama-
ter®sségek esetén a Fischer-Weil duration és a hozzá tartozó konvexitás a
következ®:
D =
m∑
k=1
tk
cke
−tkrk
m∑
j=1
cje−tjrj
; K =
m∑
k=1
t2k
cke
−tkrk
m∑
j=1
cje−tjrj
.
• Diszkrét kamatozás és a t1, t2, ..., tm id®pontokra r1, r2, ..., rm azonnali kamat-
lábak esetén a kvázi módosított duration és a hozzá tartozó konvexitás a
következ®:
D =
m∑
k=1
1
1 + rk
tk
ck
1
(1+rk)
tk
m∑
j=1
cj
1
(1+rj)
tj
;
K =
m∑
k=1
1
(1 + rk)
2 tk (tk + 1)
ck
1
(1+rk)
tk
m∑
j=1
cj
1
(1+rj)
tj
.
A várható hátralév® futamid® elnevezés még magyarázatot igényel. E magyará-
zatban folytonos kamatozást és minden id®pontra ugyanazon r azonnali kamater®s-
séget feltételezünk. Egy portfolióból származó pénzáramlás t1, t2, ..., tm id®pontjait
úgy fogjuk fel, mint a hátralév® futamid® mint valószín¶ségi változó lehetséges ér-
tékeit: realizációit, amelyek súlyai, azaz bekövetkezési valószín¶ségei azt mutatják
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meg, hogy az egyes id®pontokban esedékes jövedelmek jelenértékei milyen arányt
képviselnek az egész portfolió jelenértékében. Ekkor a hátralév® futamid® várható
értéke (duration) e valószín¶ségi változó várható értéke lesz, a hátralév® futamid®
négyzetének a várható értéke pedig a konvexitás. A többi képlet esetén kis módosí-
tásokkal, de hasonló magyarázat adható.
7.2. Kockáztatott érték: Value - at - Risk (VaR)
Ahhoz, hogy kockázatot menedzselni lehessen, valamit tudni kell róla. A VaR b¶vszó
a kockázat mérésére alkalmas valamilyen mutatót is jelent, de az eljárást is, amivel
meghatározzuk. Csak likvid eszközök esetén alkalmazható a mutató, számszer¶síti
a kockázatot. Egy VaR mutató (mérték) adott portfoliót jellemez egy jöv®beni
id®pontban, és a portfoliót jellemz® minden számszer¶ mutató: a portfolió jelenlegi
ismert értékének és a jöv®beni nem ismert, valószín¶ségi változóként leírt értékének
bármely függvénye ebbe a körbe tartozik. Egy korai példaként említhet® Markowitz
(1952), aki a hozam varianciáját alkalmazta portfolió optimalizálási modelljében.
A leggyakrabban azonban egy portfolió VaR mutatóján a portfolió értékében
beálló veszteség megadott p-kvantilisét értik (p rendszerint 0,90; 0,95 vagy 0,99)
egy adott id®pontra (VaR horizontra): lp azt a számot jelenti valamilyen megadott
pénznemben, amelyre fennáll, hogy annak a valószín¶sége, hogy a portfolió értéke
(ára) a jelenlegi P 0 értékéhez képest a szóban forgó id®pontra legfeljebb lp−vel
csökken, egyenl® p−vel. Másként fogalmazva ez azt jelenti, hogy 1 − p annak a
valószín¶sége, hogy a portfolió akkori P 1 értéke legfeljebb P 0− lp lesz. Az egynapos
95% HUF VaR például egy ma P 0 érték¶ portfolió esetében azt az l0,95 értéket jelenti
magyar forintban, amelyre fennáll, hogy 95% annak a valószín¶sége, hogy egy nap
múlva a portfolió értéke legalább P 0 − l0,95 lesz: P (P 1 ≥ P 0 − l0,95) = 0, 95.
Bármely VaR mutató a portfolió piaci értékének a valószín¶ségeloszlására épül,
amelyet a piaci kockázat minden forrása befolyásol, legalábbis elméletben. Egy VaR
mutató a portfolió értékét a szóbanforgó id®pontban leíró valószín¶ségeloszlás va-
lamilyen jellemz® értéke, pl. az l0,95, vagy pl. az eloszlás varianciája vagy szórása.
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Ha ismerjük e valószín¶ségeloszlást, akkor meg tudunk határozni bármilyen VaR
mutatót. Az els® teend® természetesen az, hogy leírjuk a portfolió P 1 értékének
a valószín¶ség eloszlását a P 0 ismeretében. Gyakran el®fordul, hogy feltételezhet-
jük, P 1 valamilyen ismert eloszlást követ: ekkor a feladatunk leegyszer¶södik arra,
hogy az eloszlás paramétereit meghatározzuk. Ha például arra a következtetésre
jutunk, hogy P 1 normális eloszlású µ1 várható értékkel és σ1 szórással, akkor a
P (P 1 ≥ P 0 − l0,95) = 0, 95 egyenlet, amely ekvivalens a
P
(
P 1 < P 0 − l0,95
)
= 0, 05
egyenlettel, így fogalmazható meg:
Φ
(
P 0 − l0,95 − µ1
σ1
)
= 0, 05⇔
P 0 − l0,95 − µ1
σ1
= −1, 645,
Φ a standard normális eloszlás eloszlásfüggvénye. Ebb®l
l0,95 = 1, 645σ
1 + P 0 − µ1
adódik. Ha ezen felül azt is reális feltételezni, hogy P 1 várható értéke a portfolió
jelenlegi P 0 értékével közelíthet®, akkor például
95% V aR = l0,95 ' 1, 645σ1;
90% V aR = l0,90 ' 1, 282σ1;
99% V aR = l0,99 ' 2, 326σ1.
Egy portfolió jövend® értékének (árának) a várható értéke és varianciája a port-
foliót alkotó vagyonelemek jövend® értékének a várható értékét®l és varianciájától,
illetve az ezek közötti korrelációs együtthatóktól függ, vizsgáljuk meg, hogyan. Te-
kintsünk egy m-féle vagyonelemb®l álló portfoliót, az egyes vagyonelemek mennyi-
ségét a portfolióban jelölje x1, ..., xm. Ekkor a portfolió P 1 ára, ha a P 11 , P 12 , ..., P 1m
valószín¶ségi változók jelölik e vagyonelemek árát egy jövend® id®pontban, a követ-
kez® valószín¶ségi változó lesz:
P 1 = x1P
1
1 + x2P
1
2 + ...+ xmP
1
m.
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P 1 várható értékét és szórását P 11 , P 12 , ..., P 1m várható értékeinek, szórásainak és kor-
relációs együtthatóinak segítségével számolhatjuk ki, amelyeket az alábbi m kom-
ponens¶ vektorokban illetve m×m méret¶ mátrixban foglaljuk össze:
m =
(
µ11, µ
1
2, ..., µ
1
m
)
;
s =
(
σ11, σ
1
2, ..., σ
1
m
)
;
r =

1 ρ12 ... ρ1m
ρij
ρm1 ρm2 ... 1

.
Itt µ1j a P 1j várható értéke, σ1j a szórása, ρij pedig a P 1i és P 1j korrelációs együtthatója
az adott id®pontban. A valószín¶ségelméletb®l ismeretes, hogy P 1 várható értéke:
µ1 = x1µ
1
1 + x2µ
1
2 + ...+ xmµ
1
m,
P 1 szórása pedig így kapható:
σ1 =
√∑m
i=1
(x1iσ
1
i )
2
+ 2
∑
j>i
(x1iσ
1
i )
(
x1jσ
1
j
)
ρij.
E képletek alkalmazásához nincs szükség P 1 valószín¶ség eloszlásának ismeretére,
csak a portfoliót alkotó vagyonelemek jövend® várható értékeire, szórásaira, korrelá-
ciós együtthatóira, amelyek múltbeli áradataik segítségével becsülhet®k. Ha azonban
jogos azt feltételeznünk, hogy a portfolióban lév® vagyonelemek jövend® árai egyen-
ként normális eloszlás szerint alakulnak, akkor a portfolió ára is normális eloszlású
lesz.
Nézzünk egy példát arra, hogyan alkalmazhatjuk az immunizációval és a kockáz-
tatott értékkel kapcsolatos fogalmakat. Megjegyezzük, hogy az alkalmazott fogal-
mak és összefüggések birtokában e kis példával illusztrált modell többféle irányban
továbbfejleszthet®.
7.1. Példa. Kötelezettségünk egyetlen, két év múlva esedékes, 100 darab egységnyi
érték¶ kifizetésb®l áll. Három befektetési lehet®ségünk van:
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• egy hároméves lejáratú, évente 5% kamatot fizet® kötvény, az egységnyi névér-
ték¶ papír ára P 01 = 0, 9 (valamilyen pénzegységben);
• egy négyéves lejáratú kötvény, amely négy év múlva a névérték 124%-át fizeti,
az egységnyi névérték¶ papír ára P 02 = 0, 94;
• egy kétéves lejáratú kötvény, amely egy év múlva 10% kamatot, két év múlva a
névértéket fizeti, az egységnyi névérték¶ papír ára P 03 = 0, 91.
A diszkonttényz®k az egyes évekre: (0, 901; 0, 826; 0, 772; 0, 735). Számításainkban
folytonos kamatozást feltételezünk.
Lehet, hogy két év múlva a portfoliót el kell adnunk azért, hogy kötelezett-ségünknek
eleget tegyünk. Kötvényeink P 11 , P 12 , P 13 árai két év múlva normális eloszlást követ®
valószín¶ségi változók, várható értékük, szórásuk és korrelációs együtthatóik a követ-
kez®k:
µ11 = 1, 15;µ
1
2 = 1, 10;µ
1
3 = 1, 20;
σ11 = 0, 01;σ
1
2 = 0, 025;σ
1
3 = 0, 02;
ρ12 = −0, 1; ρ13 = 0, 1; ρ23 = −0, 01.
Mennyit tartalmazzon a befektetési portfoliónk e három értékpapírból, ha kötelezett-
ségünkhöz legjobban illeszked® portfoliót szeretnénk összeállítani, és szeretnénk, hogy
ha erre szükség mutatkozna, eladásuk révén 90%-os valószín¶séggel ki tudnánk fizetni
kötelezettségünket. E feltételek mellett minimalizálni akarjuk a befektetési portfoliónk
jelenlegi árát.
Írjunk fel egy matematikai modellt e feladat megoldására.
Megoldás. Modellünk változói: x1, x2, x3 azt mutatják, hogy a portfolió a három
értékpapírból hányat tartalmazzon. Vegyük sorra a feltételeket.
Az x = (x1, x2, x3) vektorra teljesülnie kell a nemnegativitási feltételnek.
Határozzuk meg a modellben szerepl® együtthatókat a várható futamid®re és a kon-
vexitásra vonatkozó Redington feltételekhez.
A kötelezettségek és a szóba jöhet® befektetések pénzáramlásának id®pontjai: (t1, t2, t3, t4) =
(1, 2, 3, 4) , 0 a jelenlegi: az értékelési id®pont.
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A 2. évben esedékes 100 érték¶ kötelezettségünk jelenértéke: Pk = 100 · 0, 826 =
82, 6.
A kötelezettségünk hátralév® futamidejének várható értéke maga a futamid®, és
konvexitása: Dk = 2 és Kk = 2 · 2 = 4.
Az egyes befektetési portfolió elemek pénzáramlását és azok jelenértékeit a következ®
táblázat tartalmazza:
7.1. táblázat. A befektetési portfolió elemek pénzáramlása és jelenértékei
Hátra lév® 1. Jelen- 2. Jelen- 3. Jelen-
futamid® kötvény értéke kötvény értéke kötvény értéke
1 év 0,05 0,04505 0 0 0,1 0,0901
2 év 0,05 0,0413 0 0 1,0 0,826
3 év 1,05 0,8106 0 0 0 0
4 év 0 0 1,24 0,9114 0 0
Összesen 0,89695 0,9114 0,9161
A befektetési portfolió jelenértéke így a következ® lesz:
Pb = 0, 89695x1 + 0, 9114x2 + 0, 9161x3.
Következzék a várható hátralév® futamid® és a konvexitás elemzése. A hátralév®
futamid® mint valószín¶ségi változó - jelöljük t-vel - lehetséges értékei: 1, 2, 3 és 4.
Az egyes id®pontok bekövetkezési valószín¶ségeit úgy kapjuk, hogy a szóban forgó
id®pontbeli pénzáram jelenértékét elosztjuk az egész portfolió jelenértékével:
P (t = 1) =
0, 04505x1 + 0, 0901x3
Pb
,
P (t = 2) =
0, 0413x1 + 0, 826x3
Pb
,
P (t = 3) =
0, 8106x1
Pb
,
P (t = 4) =
0, 9114x2
Pb
.
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A befektetési portfolió várható hátralév® futamideje és konvexitása így
Db = 1P (t = 1) + 2P (t = 2) + 3P (t = 3) + 4P (t = 4) ;
Kb = 1
2P (t = 1) + 22P (t = 2) + 32P (t = 3) + 42P (t = 4) .
A számításokat automatizálhatjuk, ha táblázatba foglaljuk:
7.2. táblázat. A pénzáram jelenértékei szorozva az id®pontokkal és négyzeteikkel
Hátra lév® 1. kötvény 2. kötvény 3. kötvény
futamid® ·t ·t2 ·t ·t2 ·t ·t2
1 0,04505 0,04505 0 0 0,0901 0,0901
2 0,0826 0,1652 0 0 1,652 3,304
3 2,4318 7,2954 0 0 0 0
4 0 0 3,6456 14,5824 0 0
Összesen: 2,5601 7,50565 3,6456 14,5824 1,7421 3,3941
A befektetési portfolió hátralév® várható futamideje ebb®l a következ®:
Db =
2, 5601x1 + 3, 6456x2 + 1, 7421x3
Pb
;
és konvexitása:
Kb =
7, 5065x1 + 14, 5824x2 + 3, 3941x3
Pb
.
A befektetési portfolió jelenlegi ára így írható fel:
P 0 = 0, 9x1 + 0, 94x2 + 0, 91x3.
Következzék a 90% VaR feltétel. Szükségünk van a portfoliónk két év utáni P 1
értékének várható értékére és szórására:
µ1 = 1, 15x1 + 1, 1x2 + 1, 2x3;(
σ1
)2
= 0, 012x21 + 0, 025
2x22 + 0, 02
2x23
−2 · 0, 1 · 0, 01 · 0, 025x1x2
+2 · 0, 1 · 0, 01 · 0, 02x1x3
−2 · 0, 01 · 0, 025 · 0, 02x2x3.
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A P (P 1 ≥ 100) ≥ 0, 90 feltételünk ekvivalens a következ® feltétellel:
P 0 − l0,9 = −1, 282σ1 + µ1 ≥ 100.
Ez a következ® kvadratikus egyenl®tlenséghez vezet:
100 ≤ −1, 282 · 10−2
√
x21 + 6, 25x
2
2 + 4x
2
3 − 0, 5x1x2 + 0, 4x1x3 − 0, 1x2x3
+1, 15x1 + 1, 1x2 + 1, 2x3.
Foglaljuk össze megoldandó modellünket:
0, 9x1 + 0, 94x2 + 0, 91x3 → min
0, 8972x1 + 0, 9114x2 + 0, 9165x3 = 82, 6,
2, 5601x1 + 3, 6456x2 + 1, 7429x3 = 165, 2,
7, 5075x1 + 14, 5824x2 + 3, 3957x3 ≥ 330, 4,
−1, 282 · 10−2
√
x21 + 6, 25x
2
2 + 4x
2
3 − 0, 5x1x2 + 0, 4x1x3 − 0, 1x2x3
+1, 15x1 + 1, 1x2 + 1, 2x3 ≥ 100,
x1, x2, x3 ≥ 0.
7.3. Feltételes kockáztatott érték (CVaR)
Legyen n számú befektetési lehet®ség, az els® k számú kötvény(alap), n-k számú
részvény(alap). Vagyonunkból az egyes befektetéseink arányait foglalja magában az
x vektor: x = (x1, x2, . . . , xn ), amelynek elemei a számítandó értékek. El®írjuk,
hogy kötvényekbe kell fektetni a portfolió legalább ρ arányát, és azt is el®írjuk az
egyes befektetések (µ1, µ2, . . . , µn) várható értékeinek ismeretében, hogy a portfolió
várható értéke legalább adott µ0 legyen. Adott id®szakra a befektetési veszteségek
(= negatív hozamok) valószín¶ségi változók: ξ1, ξ2, . . . , ξn. Szeretnénk, ha (a
helyzethez igazodó feltételek mellett) az
L(x) = x1ξ1 + x2ξ2 + . . . + xnξn
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összes veszteség:a lehet® legkisebb lenne. L(x) azonban valószín¶ségi változó, speci-
fikálnunk kell, mit értünk azon, hogy legkisebb.
Az egyik lehet®ség az, hogy megkeressük a legkisebb olyan u értéket, amelynél
a veszteség α valószín¶séggel nem nagyobb: Minimalizáljuk a V aRα(x) = inf{u :
P (L(x) ≤ u) ≥ α} függvényt, ahol α általunk megadott (elég nagy) valószín¶-
ség. Nyilvánvaló, hogy P (L(x) ≤ u) = FL(x)(u) adott x esetén, ha L (x) folytonos
eloszlású. Ekkor a feladat:
(1)
V aRα(x)→ min
n∑
j=1
xj = 1,
xj ≥ 0, j = 1, ..., n
n∑
j=1
xjµj ≥ µ0,
k∑
j=1
xj ≥ ρ,
...,
ahol µj = E
[
ξj
]
, j = 1, ..., n, 0 ≤ ρ ≤ 1. Ha ξ1, ξ2, . . . , ξn normális eloszlásúak, ak-
kor V aRα(x) konvex függvény. Más esetekben, különösen, ha (ξ1, ξ2, . . ., ξn) diszkrét
eloszlású, akkor a feladat nem konvex, megoldása reménytelen vagy hosszadalmas.
A másik lehet®ség a következ®: Adott x esetén definiáljuk a Tα(x) valószín¶ségi
változót, amelynek lehetséges értékei L(x) azon lehetséges értékei, amelyek V aRα(x)
 nél nem kisebbek, eloszlásfüggvénye pedig a következ®:
FTα(x) (u) =
 0, ha u < V aRα (x)FL(x)(u)−α
1−α , ha u ≥ V aRα (x) .
Definiáljuk a CV aRα (x) = E [Tα (x)] = E [L (x) |L (x) > V aRα (x)] feltételes koc-
káztatott érték: Conditional-Value-at-Risk függvényt1.
Ekkor a feladat:
1A fogalmat Rockafellar, R.T. és Uryasev, S. (2000) vezette be.
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(2)
CV aRα(x)→ min
n∑
j=1
xj = 1
xj ≥ 0, j = 1, ..., n
n∑
j=1
xjµj ≥ µ0,
k∑
j=1
xj ≥ ρ,
...
A CVaR mérték jóval komplikáltabbnak t¶nik, mint a VaR mérték. A (2) feladat
azonban a látszat ellenére sokkal jobban kezelhet®, mint az (1) feladat, legalább is
akkor, ha L(x) olyan diszkrét valószín¶ségi változó, amely véges sok értéket vehet
fel - amint azt itt vázoljuk.
Definiáljuk a következ® függvényt:
Γα (x, u) = u+
1
1− αE
[
[L (x)− u]+
]
.
Itt [a]+ , mint eddig is, a zárójelben lév® kifejezés nemnegatív része, vagyis értéke
a, ha a ≥ 0 és 0, ha a negatív.
A következ® állítás bizonyítását az olvasó megtalálhatja a Rockafellar, R.T.,
Uryasev, S. (2000) dolgozatban.
Állítás: Γα (x, ·) véges és folytonos. CV aRα (x) = min
u∈R
Γα (x, u) .
Következmény: Ha L konvex x-ben, akkor CV aRα(x) konvex és Γα (x, u) kon-
vex (x, u) ban.
Ha L(x) diszkrét S számú lehetséges értékkel, akkor
Γα (x, u) = u+
1
1− α
S∑
s=1
ps [Ls (x)− u]+,
ahol Ls(x) az L(x) s-edik lehetséges értéke, s = 1, . . ., S. Ha

ξ1
ξ2
...
ξn

lehetséges
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értékei:
r(1) =

r
(1)
1
r
(1)
2
...
r
(1)
n

, r(2) =

r
(2)
1
r
(2)
2
...
r
(2)
n

, ..., r(S) =

r
(S)
1
r
(S)
2
...
r
(S)
n

,
és a hozzájuk tartozó valószín¶ségek: p1, p2, . . ., pS , akkor az L(x) veszteségfüggvény
s-edik lehetséges értékét így írhatjuk fel:
Ls (x) =
n∑
j=1
xjr
(s)
j = x r
(s).
Feladatunk ezzel az átalakítással a következ® alakot ölti:
(2a)
u+ 1
1−α
S∑
s=1
ps
[
xr(s) − u]
+
→ min
n∑
j=1
xj = 1,
xj ≥ 0, j = 1, ..., n
n∑
j=1
xjµj ≥ µ0,
k∑
j=1
xj ≥ ρ,
...
A feladat kétlépcs®s sztochasztikus programozási feladatnak bizonyult.
A 2. lépcs®ben minimalizáljuk u-ban a célfüggvényt, ha x = (x1, ..., xn) adott. Az
alábbi optimalizálási feladat optimális megoldásában szükségképpen ys =
[
x r(s) − u]
+
egyenl®ség teljesül.
(3)
Γα (x, u) = u+
1
1−α
S∑
s=1
psys → min
xr(s) − u− ys ≤ 0⇔ ys ≥ xr(s) − u
ys ≥ 0, s = 1, ..., S.
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Így a min
u
Γα (x, u) függvényt mint x komponenseit alkotó változók függvényét
írtuk fel egy lineáris programozási feladat optimális célfüggvényértéke formájában..
Az 1. lépcs®ben az x vektor komponenseit kell meghatároznunk úgy, hogy mini-
malizálják a min
u
Γα (x, u) függvényt az adott feltételek mellett:
Γα (x) = min
u
Γα (x, u)→ min
n∑
j=1
xj = 1
xj ≥ 0, j = 1, ..., n
n∑
j=1
xjµj ≥ µ0
k∑
j=1
xj ≥ ρ.
A min
u
Γα (x, u) függvény kiértékelését nagyon megkönnyíti, hogy a (3) feladat duális
feladata, ha a célfüggvényt (1− α) -val megszorozzuk, a következ® egyszer¶ lineáris
programozási feladat lesz:2
1
1−α
S∑
s=1
pis (xrs)→ max
0 ≤ pis ≤ ps,
∑
s
pis = 1− α
7.4. Portfolió-optimalizálás
A portfolió-választási feladatban adottak n vagyonelem jövend® értékei a ξi valószí-
n¶ségi változók formájában egy következ® id®szak végén, i = 1, . . . , n. Ismertek az i-
edik vagyonelem µi várható értéke, σi szórása és a kovarianciák: C = {σij}, σii = σ2i .
A befektet® arról dönt, hogy vagyona milyen xi arányát fektesse be az i-edik vagyon-
tárgyba. A feltételek:∑n
i=1 xi = 1, xi ≥ 0, i = 1, . . . ..., n; esetleg más feltételek.
Minden egyes x = (x1, ..., xn) döntéssel együtt jár a portfolió jövend® ξ = x1ξ1 +
x2ξ2 + ...+ xnξn értéke, amely szintén valószín¶ségi változó, várható értéke és vari-
2A feladat elemzésér®l és megoldásáról ld. Rockafellar és Uryasev cikke mellett Fábián Cs.
(2005) illetve Künzi-Bay, A. and J. Mayer (2005) dolgozatokat.
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anciája:
µ(x) = µ = E[ξ] =
∑n
i=1
xiµi,
σ2(x) = σ2 = V ar[ξ] =
∑n
j=1
∑n
i=1
xixjσij.
A befektet® azt szeretné, hogy portfoliója jövend® értéke minél nagyobb legyen.
1. modell: (Markovitz, 1952):
σ2(x) =
∑n
j=1
∑n
i=1 xixjσij → min
µ(x) =
∑n
i=1 xiµi ≥ µ0 ,∑n
i=1 xi = 1,
xi ≥ 0, i = 1, . . ., n;
esetleg más feltételek.
2. modell: (Markovitz):
µ(x) =
∑n
i=1 xiµi → max
σ2(x) =
∑n
j=1
∑n
i=1 xixjσij ≤ σ0 ,∑n
i=1 xi = 1,
xi ≥ 0, i = 1, . . ., n;
esetleg más feltételek.
A befektet®nek nyilvánvalóan az az érdeke, hogy minél nagyobb legyen a µ vár-
ható érték és minél kisebb a σ2 variancia. Markovitz szerint a befektet® úgy választ
 vagy úgy kellene választania  portfoliót, hogy választása ún. efficiens pont le-
gyen, vagyis a portfolió jövend® értékének µ várható értéke ne legyen növelhet®
anélkül, hogy a kockázatot kifejez® σ2 varianciája ne n®ne és fordítva, a variancia
csökkentése csak a várható érték csökkentése esetén valósítható meg. Efficiens pont
azonban rendszerint végtelen sok van. Kérdés, közülük hogyan válasszunk. E kér-
désre az egyik ésszer¶ válasz az, hogy súlyozzuk a két célt: minimalizáljuk a két
célfüggvény egy lineáris kombinációját a lehetséges befektetési döntések halmazán.
Legyenek α és β a befektet® szándékát kifejez® adott pozitív paraméterek:
3. modell: (Markovitz): α, β > 0:
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- α ∑ni=1 xiµi + β ∑nj=1∑ni=1 xixjσij → min∑n
i=1 xi = 1,
xi ≥ 0, i = 1, . . . , n;
esetleg más feltételek.
E célfüggvénnyel az a gond, hogy ha megváltoztatjuk az egységet, amelyben a portfo-
lió értékét mérjük, akkor ez a változtatás a második tagban négyzetesen érvényesül,
magyarán a fügyvény két tagját nem ugyanabban az egységben mérjük. Ezért szokás
a várható érték és a szórás súlyozott összegét választani célnak:
4. modell:
- α∑ni=1 xiµi + β(∑nj=1∑ni=1 xixjσij)1/2 → min∑n
i=1 xi = 1,
xi ≥ 0, i = 1, . . ., n;
esetleg más feltételek.
A következ® két modell a sztochasztikus programozási modellek körébe tartozik.
5. modell: Olyan x = (x1 , . . . , xn) porfoliót szeretnénk választani, amelyre
maximális annak a valószín¶sége, hogy a portfóliónk jövend® ξ teljes értéke az adott
feltételek mellett egy kívánatosnak tekintett d értéket elér:
P (ξ ≥ d) maximális érték¶.
Vegyük észre, hogy
P (ξ ≥ d) = P (µ− ξ ≤ µ− d) ≥ P (|µ− ξ| ≤ µ− d) ≥
≥ 1− σ2
(µ−d)2 (Csebisev egyenl®tlenség)
Mivel a P (ξ ≥ d) maximalizálása általában elég komplikált, helyette az egysze-
r¶bb feladatot választjuk:
σ2
(µ−d)2 =
∑n
j=1
∑n
i=1 xixjσij
(
∑n
i=1 xiµi−d)
2 → min
n∑
i=1
xi = 1,
xi ≥ 0, i = 1, . . ., n;
esetleg más feltételek.
7.4. PORTFOLIÓ-OPTIMALIZÁLÁS 173
6. modell (Kataoka, 1953): Tegyük fel, hogy a portfolió egy jövend® id®pont-
beli ξ = x1ξ1+x2ξ2+ ...+xnξn értéke normális eloszlású. A befektet® maximalizálni
akarja azt a d értéket, amelyet egy (elegend®en nagy) el®írt p valószín¶séggel a port-
folió értéke e jövend® id®pontban meghalad:
d → max
P (ξ ≥ d) ≥ p∑n
i=1 xi = 1,
xi ≥ 0, i = 1, . . . , n;
esetleg más feltételek.
ahol 0 < p < 1. Ekvivalens a következ®vel:
−d→ min
F−ξ (−d) = P (−ξ ≤ −d) ≥ p,
n∑
i=1
xi = 1,
xi ≥ 0, i = 1, . . ., n ;
esetleg más feltételek.
A feladat konvex, ha F−ξ kvázikonkáv - pl. ha logaritmikusan konkáv. Ez ellen®ríz-
het®:
Állítás: Egy folytonos eloszlásfüggvény logaritmikusan konkáv, ha s¶r¶ségfügg-
vénye logaritmikusan konkáv (Prékopa, 1971).
Felhívjuk a figyelmet arra, hogy ebbe a körbe tartozik a leggyakrabban alkal-
mazott többváltozós eloszlás is: a normális eloszlás. Feltesszük, hogy ξ normális
eloszlású. Ekkor a -ξ valószín¶ségi változó is normális eloszlású, paraméterei: vár-
ható értéke és szórása szintén adottak:
E [−ξ] = −∑ni=1 xiµi;σ2 = V ar [−ξ] =∑nj=1∑ni=1 xixjσij.
Az optimális d értékre P (−ξ ≤ −d) = p kell, hogy teljesüljön, hiszen ha P (−ξ ≤ −d) >
p lenne, akkor −d csökkenthet®, d növelhet® lenne a feltétel sérelme nélkül. Írjuk
fel a feltételt:
P (−ξ ≤ −d) = F−ξ (−d) = Φ
(
−d−E[−ξ]
σ
)
= Φ
(−d+µ
σ
)
= p
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Az összefüggés alkalmazásakor feltettük, hogy∑nj=1∑ni=1 xixjσij egyetlen szóba jö-
het® (x1, x2, . . ., xn) portfolió esetén sem lesz 0. Az összefüggésb®l következik, hogy
−d = −µ+ Φ−1 (p)σ = −
n∑
i=1
xiµi+Φ
−1 (p)
√√√√( n∑
j=1
n∑
i=1
xixjσij
)
.
A feladat ekvivalens a következ®vel:
−d = −
n∑
i=1
xiµi+Φ
−1 (p)
√√√√( n∑
j=1
n∑
i=1
xixjσij
)
→ min
n∑
i=1
xi = 1,
xi ≥ 0, i = 1, . . ., n ;
esetleg más feltételek.
Ha p > 0, 5, akkor Φ−1 (p) > 0, ezért a célfüggvény az x1, x2, . . ., xn változók
kvázikonvex függvénye, amelynek szinthalmazai konvex halmazt alkotnak. Így a
feladat maga is konvex. A megoldás efficiens pontja a 4. modellnek α = 1 és
β = Φ−1 (p) együtthatókkal.
7.2. Példa. Álljon a választási lehet®ségünk két vagyonelemb®l, amelyek jövend®
értékeit jelent® valószín¶ségi változók normális eloszlásúak a következ® paraméterek-
kel:
µ1 = E[ξ1] = 1,1; σ1 = 0,5 ; µ2= E[ξ2] = 1,15; σ2 = 0,4;
kovariancia együtthatójuk : σ12 = E [(ξ1 − µ1) (ξ2 − µ2)] = 0, 1 .
Olyan portfoliót szeretnénk összeállítani, hogy az az érték, amelyet portfoliónk
jövend® értéke legalább 95 %-os valószín¶séggel meghalad, a lehet® legnagyobb legyen.
Megoldás. Vegyük észre, hogy 0, 1 = ρσ1σ2, vagyis ρ = 0, 5. Tudjuk, hogy
Φ−1(0, 95) = 1, 645. Minthogy mindössze két vagyonelemb®l választhatunk, ha x =
x1 jelöli az els® vagyonelem arányát, akkor a második vagyonelem aránya: x2 =
1− x1 = 1− x . Feladatunk tehát a következ®:
−d = −1, 1x− 1, 15 (1− x) + 1, 645
√
0, 25x2 + 0, 2x (1− x) + 0, 16 (1− x)2 → min
1 ≥ x ≥ 0
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E feladatot megoldhatjuk valamilyen konvex programozási módszerrel. De meg-
próbálkozhatunk azzal is (és itt ezt tesszük), hogy elemezzük a −d függvényt. El®-
ször kicsit egyszer¶bb alakban írjuk fel −d t és deriváljuk:
−d = 0, 05x− 1, 15 + 1, 645
√
0, 16− 0, 12x+ 0, 21x2
∂ (−d)
∂x
= 0, 05 + 1, 645 · 1
2
· −0, 12 + 0, 42x√
0, 16− 0, 12x+ 0, 21x2
Megállapítjuk, hogy a derivált értéke az x = 0 pontban negatív és az x = 1 pontban
pozitív. Felveszi tehát a függvény a minimumát a (0, 1) intervallum belsejében,
határozzuk meg ezt a pontot:
∂(−d)
∂x
= 0, 05 + 1, 645 · 1
2
· −0,12+0,42x√
0,16−0,12x+0,21x2
= 0
0, 05
√
0, 16− 0, 12x+ 0, 21x2 − 0, 0987 + 0, 34545x = 0
⇒ x = 0, 23
Az optimális portfoliónk tehát a következ®: Befektetésre szánt pénzünk 0,23-szorosát
az els®, 0,77-szeresét a második vagyonelembe fektetjük. Ekkor 0,95 valószín¶séggel
portfoliónk jövend® értéke nem lesz kevesebb, mint jelenlegi befektetend® pénzünk
0,515-szöröse, és 1/2 valószín¶séggel több lesz, mint portfoliónk várható értéke: 1, 1 ·
0, 23 + 1.15 · 0, 77 = 1, 1385.
A következ® modellt az els® fejezetben már elemeztük.
7. modell: Portfolió választás várható hasznosság maximalizálással:
E[u(ξ)]→max
n∑
i=1
xi = 1, xi ≥ 0, i = 1, . . . , n; esetleg más feltételek.
7.3. Példa. Tekintsünk egy befektetést, amely 2 év múlva a befektetett összeget há-
romszorosan megtéríti, ha nagyon kedvez® feltételek állnak be, a befektet® visszakapja
a befektetett összeget közepesen kedvez® feltételek mellett, és teljes egészében elveszti,
ha rosszul alakulnak a dolgok. E három állapot valószín¶ségei sorra: 0, 3; 0, 4; 0, 3. A
befektet® másik választási lehet®sége: kockázatmentes értékpapírba fektet, amelynek
megtérülése 1,2.
Kérdés, vagyonának milyen arányát fogja a kockázatos befektetésben és mennyit koc-
kázatmentes értékpapírban tartani, ha a leírt modelleket alkalmazza.
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7.3. táblázat.
Állapotok: Valószín¶ség Kockázatos Kockázatmentes A portfolió
befektetés befektetés realizációi
Nagyon kedvez® 0,3 3 1,2 3x1 + 1,2x2
Közepesen
kedvez®
0,4 1 1,2 x1 + 1,2 x2
Kedvez®tlen 0,3 0 1,2 1,2 x2
Befektetési
arány
x1 x2
Megoldás. Az els® 6 modellben az x1, x2 ≥ 0, x1 + x2 = 1 feltételeket helyette-
sítjük a következ®vel:
x = x1, x2 = 1− x, 0 ≤ x ≤ 1.
Ekkor a portfolió várható értéke µ (x) = 1, 3x+1, 2 (1− x) = 0, 1x+1, 2, és varian-
ciája: σ2 (x) = x2 (0, 3 (3− 1, 3)2 + 0, 4 (1− 1, 3)2 + 0, 3 · 1, 32) = 1, 41x2.
1. modell: µ0 = 1, 25:
1, 41x2 → min
0, 1x+ 1, 2 ≥ 1, 25; 0 ≤ x ≤ 1
Numerikus megoldás: x1 = 0, 5; x2 = 0, 5; µ = 1, 25; σ2 = 0, 35.
2. modell: σ20 = 0, 3 :
0, 1x+ 1, 2→ max
1, 41x2 ≤ 0, 3; 0 ≤ x ≤ 1
Numerikus megoldás: x1 = 0, 463; x2 = 0, 537; µ = 1, 2463; σ2 = 0, 3.
3. modell: β > 0, α = 1:
−0, 1x− 1, 2 + β1, 41x2 → min
0 ≤ x ≤ 1.
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Numerikus megoldás: Ha β ≤ 1/28 : x1 = 1; x2 = 0; µ = 1, 3; σ2 = 1, 41. Ha β >
1/28 : x1 = 1/(28β); x2 = 1−1/(28β); µ = 1, 2+0, 1/(28β); σ2 = 1, 41{1/(28β)}2.
4. modell: β > 0, α = 1:
−0, 1x− 1, 2 + β(1, 41)0,5x→ min
0 ≤ x ≤ 1.
Numerikus megoldás: Ha β > 0, 0845, akkor a célfüggvény egy pozitív meredekség¶
egyenes, amely a 0 ≤ x ≤ 1 intervallumon a 0 -ban veszi fel a minimumát. Ekkor
µ = 1, 2, σ2 = 0. Ha β < 0, 0845 : x1 = 1; x2 = 0; µ = 1, 3; σ2 = 1, 41.
5. modell: d: változó
1,41x2
(0,1x+1,2−d)2 → min
0 ≤ x ≤ 1.
Legyen d = 1, 25:
1,41x2
(0,1x−0,05)2 → min
0 ≤ x ≤ 1.
Numerikus megoldás hiperbolikus programozási feladatként: Alkalmazzuk a t =
1
0,1x−0,05 és y = xt helyettesítést:
1, 41y2 → min; y ≥ 0; y ≤ t; 0, 1y − 0, 05t = 1
Ezt kapjuk: y = 10(1 + 0, 05t) és y ≤ t b®l: t ≥ 20. Minél kisebb a t, annál kisebb
az y. Ezért t = 20 és
y = 20, x = 1; x1 = 1; x2 = 0; µ = 1, 3; σ
2 = 1, 41.
6. modell: p = 0, 95, a két befektetésr®l azt feltételezzük, hogy normális eloszlá-
súak.
Numerikus megoldás: β = 1, 645 választás mellett (mivel β > 0, 0845) a 4.
modell megoldása: x1 = 0; x2 = 1; µ = 1, 2; σ2 = 0.
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7. modell: A befektet® hasznossági függvénye a logaritmus függvény.
E [u (x1d1 + x2d2)] =
0, 3 ln(3x1 + 1, 2x2) + 0, 4 ln(x1 + 1, 2x2) + 0, 3 ln(1, 2x2)→ max
x1 + x2 ≤ 1,
x1 ≥ 0.
E modellt az els® fejezetben már megoldottuk.
7.5. Többlépcs®s sztochasztikus modell
3Egy befektet® portfoliót akar összeállítani ismert eszközökb®l (értékpapírokból,
banki betétekb®l, stb.) Mindegyik eszközt az ára jellemez  ez valószín¶ségi változó.
A lehetséges jövend® árakat egy eseményfával lehet leírni. A befektet® célja az, hogy
az id®horizont végén: T periódus múlva portfoliójának várható értéke maximális le-
gyen. Minden periódusban eladhat és vehet, minden tranzakciónak költsége van.
Figyelembe kell vennie az egyes periódusokban felmerül® kötelezettségeit és a port-
folió értékét növel® befizetését. Dönteni akar afel®l, hogy az egyes periódusokban
mennyi eszközt adjon el, vásároljon illetve tartson meg.
Jelölések:
T : az id® periódusok száma;
t : a szóban forgó id® periódus, t = 1, .... . ., T ;
I : azon eszközfajták száma, amelyek közül a befektet® választhat;
i : eszköz, i = 1, .... . ., I;
S: szcenariók száma;
s : szcenárió, s = 1, .... . ., S.
Adott paraméterek:
árits: az i. eszköz ára a t. periódusban az si szcenárió esetében, i ∈ {1, ..., I} , t ∈
{1, ..., T} , s ∈ {1, ..., S} ;
ps: az s. szcenárió bekövetkezési valószín¶sége, s ∈ {1, ..., S};
3E modellt Di Domenica N., Birbilis G., Mitra G., Valente P (2003) mutatták be.
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Lt: a t. periódusban a befektet® kötelezettsége, t ∈ {1, ..., T};
Ft: a t. periódusban a befektet® e portfolióba történ® befektetése, t ∈ {1, ..., T};
At: a t. periódusban a portfoliónak egy el®re meghatározott célértéke, t ∈
{1, ..., T};
R: a portfolió árának (értékének) a célértékt®l való maximális relatív eltérése;
H0i: az i. eszköz mennyisége kezdetben a portfolióban, i ∈ {1, ..., I};
g: egy tranzakció költségaránya.
A döntési változók:
Hits: az i. eszköz mennyisége a t. periódusban az s. szcenárió esetében, i ∈
{1, ..., I}, t ∈ {1, ..., T}, s ∈ {1, ..., S};
Bits: az i. eszköz azon mennyisége, amelyet a t. periódusban az s. szcenárió
esetében veszünk, i ∈ {1, ..., I} , t ∈ {1, ..., T} , s ∈ {1, ..., S};
Sits: az i. eszköz azon mennyisége, amelyet a t. periódusban az s. szcenárió
esetében eladunk, i ∈ {1, ..., I} , t ∈ {1, ..., T} , s ∈ {1, ..., S}.
A célfüggvény, amit maximalizálni akarunk: a végs® portfolió várható értéke:
max
S∑
s=1
ps
I∑
i=1
a´riTsHiTs.
A feltételek:
Az eszközök mennyiségére vonatkozó feltételek:
Hi1s = H0i +Bi1s − Si1s, i ∈ {1, ..., I} , s ∈ {1, ..., S} ;
Hits = Hit−1s +Bits − Sits, i ∈ {1, ..., I} , t ∈ {2, ..., T} , s ∈ {1, ..., S} .
Az eszközök értékére vonatkozó feltételek:
(1− g)
I∑
i=1
a´ritsSits − Lt + Ft = (1 + g)
I∑
i=1
a´ritsBits, t ∈ {1, ..., T} , s ∈ {1, ...S}.
A portfolió célértékére vonatkozó feltételek:
At −
I∑
i=1
a´ritsHits ≤ AtR, t ∈ {2, ..., T} , s ∈ {1, ...S}.
A leírást kiegészíthetjük más, a jöv® eseményeit®l nem függ® feltételekkel.
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6
P (ar1 = 10 ∩ ar2 = 20) = 0.5
P (ar1 = 11 ∩ ar2 = 20) = 0.25
P (ar1 = 12 ∩ ar2 = 22) = 0.25
7.4. Példa. Legyen két eszköz, amelyb®l vásárolhatunk, az els®b®l kezdetben dara-
bonként 10 Ft-ért, a másodikból 20 Ft-ért. Összesen 5.000 Ft-unk van. A port-
foliónkra vonatkozó el®írás szerint kezdetben a másodikból legalább háromszor annyi
(darab) kell, hogy legyen, mint az els®b®l. Egy id®szakot vizsgálunk. Az id®szak során
vásárolhatunk, három szcenáriónak megfelel®en, a következ® árak valamelyikén:
• az 1. eszköz ára: 10 Ft és a 2. eszköz ára: 20 Ft,
• az 1. eszköz ára: 11 Ft és a 2. eszköz ára: 20 Ft,
• az 1. eszköz ára: 12 Ft és a 2. eszköz ára: 22 Ft.
E három lehetséges kimenetel bekövetkezési valószín¶ségei sorra: 1/2, 1/4, 1/4. Az
id®szakban a nettó kötelezettségünk (kötelezettség  id®szak közi befektetés) = 10 Ft.
A tranzakciós költség 5%.
Döntsük el, hogy mennyit adjunk, vegyünk, illetve mennyit tartsunk az egyes esz-
közökb®l a portfoliónkban úgy, hogy az id®szak végi portfolió várható értéke maximális
legyen.
Megoldás. A feladatot illusztráló eseményfa, amelynek ágai mellett az eszközeink
árai által alkotott valószín¶ségi változó vektort tüntettük fel, igen egyszer¶:
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P (a´r1 = 10 & a´r2 = 20) =
1
2
; P (a´r1 = 11 & a´r2 = 20) =
1
4
P (a´r1 = 12 & a´r2 =
22) = 1
4
. 20 változónk van, ebb®l kett® a portfolió kezdeti összetételére vonatkozik,
minden kimenetelnek 6 változó felel meg. A fenti feltételek közül értelemszer¶en
elmaradnak a portfolió célértékére vonatkozó feltételek, mert csak egy id®szak van. A
döntési változókat, az eszközök mennyiségére, illetve értékére vonatkozó feltételeket
és a célfüggvény együtthatóit a 7.4. táblázatban foglaltuk össze.
A táblázatban leírt lineáris programozási feladat optimális megoldása a következ®:
H01 = H11 = H12 = H13 = 71, 4286;
H21 = H22 = 213, 7594; H23 = 213, 8073;
H02 = 214, 2857; S21 = S22 = 0, 5263; S23 = 0, 4785.
Az optimális célfüggvény-érték: 5150,188.
7.6. ALM a vagyonbiztosításban
Egy valószín¶séggel korlátozott lineáris programozási
modell 4
Vagyonbiztosító társaságok befektetési és biztosítási politikájukat rendszerint egy
id®szakra (évre) tervezik meg. Jövedelmeik az egyes befektetések hozamából és az
egyes biztosítási tevékenységekb®l profitként származnak  ez utóbbit a biztosítási
tevékenység hozamának tekintjük. Modellünkben a biztosító társaság saját t®kéje
évi hozamának maximalizálását tekintjük célnak, ezért a társaság portfoliója befek-
tetési lehet®ségeket és biztosítási szerz®déstípusokat egyaránt tartalmaz. Ezek egy
egységéhez tartozó hozamokat normális eloszlású valószín¶ségi változóknak feltéte-
lezzük, és feltesszük, hogy a társaságnak saját t®kéje után más hozama nincsen.
A feltételek egy részét az egyes befektetés-fajták illetve biztosítási szerz®déstípu-
sok részesedésére vonatkozó korlátozások jelentik. A befektetés-fajtákra a korláto-
zások lehetnek hatósági el®írások is: a biztonság érdekében a befektetési állomány-
ban a kockázatos értékpapírok maximális arányát jogszabály írja el®. A biztosítási
4E modell Li, S. X. (1995) dolgozatában található.
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7.4. táblázat.
Kezd®
portfolió
Mennyiségekre vonatkozó feltételek Értékekre vonat-
kozó feltételek
Célfgv.
H01 10 3 -1 -1 -1
H02 20 -1 -1 -1 -1
H11 1 5
B11 -1 -
10,5
S11 1 9,5
H12 1 2,75
B12 -1 -
11,55
S12 1 10,45
H13 1 3
B13 -1 -
12,6
S13 1 11,4
H21 1 10
B21 -1 -21
S21 1 19
H22 1 5
B22 -1 -21
S22 1 19
H23 1 5,5
B23 -1 -
23,1
S23 1 20,9
≥
0
=
5000
=
0
=
0
=
0
=
0
=
0
=
0
=
0
=
10
=
10
=
10
Max
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portfolió-elemek mennyiségére is ésszer¶ el®írni korlátozásokat, hiszen széleskör¶ biz-
tosítási termékajánlattal rendelkez® társaságok egyik évr®l a másikra drasztikusan
nem növelhetik, sem csökkenthetik állományaikat lényeges piaci veszteség nélkül.
A következ® feltételt a biztosítási díjbevételek saját t®kéhez viszonyított aránya je-
lenti, amely arányra fels® korlátot, a szolvencia érdekében, szintén jogszabály mond
ki. (Magyarországon ez 16-18%.) A biztosítási díjbevételek befektethet® részaránya
illetve a szolgáltatások kifizetéséhez szükséges likvid eszközrész leírása szerepel az
utolsó feltételben.
Minthogy a hozamráták valószín¶ségi változók a modellben (és a valóságban
is), ezért a saját t®ke hozama is valószín¶ségi változó, így maximalizálni csak a
várható értékét lehet, vagy, amint a modellünkben tesszük, maximalizálni annak a
valószín¶ségét, hogy e hozam egy elfogadhatónak tartott hozamnál nem lesz kisebb.
A saját t®ke jelenlegi mennyiségét a következ®kben egy érték¶nek tekintjük. Ez
csak annyit jelent, hogy ez a pénzértékegység a modellben, a továbbiakban minden
pénzértéket ebben mérünk.
Soroljuk fel a modellben szerepl® fogalmakat és jelöléseket, és fogalmazzuk meg
a feltételeket.
• ρ1ρ2, . . ., ρn jelöli az n fajta befektetési lehet®ség évi hozamrátáját,
ρn+1, ρn+2, . . ., ρn+h jelöli a h fajta biztosítási szerz®déstípus évi hozamrátá-
ját (profitrátáját)  valószín¶ségi változók, együttes valószín¶ségi eloszlásuk
normális. Ismertek a várható értékük, varianciájuk és kovarianciájuk, az i-
edik hozamráta várható értéke: E [ρi] = ri, V ar [ρi] = σ2i , az i-edik és j-edik
kovarianciája: cov [ρi, ρj] , (i = 1, ..., n+ h, j = 1, ..., n+ h);
• x1, x2, . . ., xn az n befektetési lehet®ség mennyisége és xn+1, xn+2, . . ., xn+h a h
biztosítási szerz®déstípus díjbevételeib®l a kötelezettség teljesítésére fordított
mennyiségek (a továbbiakban díjbevételen ezt értjük) a portfolióban  egyúttal
ezek a saját t®kéhez viszonyított arányok is, hiszen a saját t®ke értéke 1. Ezek
az értékek együttesen képviselik a portfolió összetételét. A modellben ezeket
fogjuk meghatározni, ezek a modell változói.
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• x′ = (x′1, x′2, ..., x′n+h) és x” = (x”1, x”2, ..., x”n+h)
n + h komponens¶ vektorok az egyes befektetési ill. biztosítási portfolióelemek
mennyiségére - saját t®kéhez viszonyított arányára - el®írt alsó és fels® korlátok. A
portfolió összetételének tehát teljesítenie kell az alábbi feltételeket, amelyek a modell
els® feltételcsoportját alkotják:
x′i ≤ xi ≤ xi” i = 1, ..., n, n+ 1, ..., n+ h.
pi a saját t®ke éves hozama: a befektetésb®l származó hozam és a díjbevételekb®l
származó profit összege:
pi =
n∑
i=1
xiρi +
n+h∑
i=n+1
xiρi =
n+h∑
i=1
xiρi.
pi szükségképpen valószín¶ségi változó, normális eloszlású, hiszen normális eloszlású
valószín¶ségi változók összege. Várható értéke és varianciája, mint ismeretes, így
számolható:
E [pi] =
n+h∑
i=1
xiri, σ
2 = V ar [pi] =
n+h∑
i=1
n+h∑
j=1,j 6=i
xixjcov(ρi, ρj) +
n+h∑
i=1
x2iσ
2
i .
Minthogy a díjakat el®re fizetik, és lényeges id®beli eltérés lehet a kárkifizetés és a
kár bekövetkezése között, a díjtartalék egy része befektethet®. Hogy milyen része,
az függ a szóban forgó biztosítási termékt®l, a kárrendezés id®tartamától. Jelölje
γn+1, ..., γn+h az els®, a második, . . . , a h-adik biztosítási termék esetében a díjbevé-
telnek a szolgáltatás teljesítésére szánt részének  a díjtartaléknak  a befektethet®
arányát.
Fogalmazzuk meg, hogy a befektethet® alapok forrásainak és azok felhasználásá-
nak egyensúlyban kell lennie: Az összes befektetés a saját t®kének és a díjbevétel
befektethet® részének az összege:
n∑
i=1
xi = 1 +
n+h∑
i=n+1
xiγi,
az értékegyenletben 1 a saját t®ke mennyisége.
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A biztosítási díjbevételek saját t®kéhez viszonyított arányára alsó korlátot - a szol-
vencia érdekében - rendszerint jogszabály mond ki. Itt ezt az arányt δ jelöli. A
biztosító társaságnak nem lehet érdeke, hogy a szükségesnél nagyobb saját t®kével
rendelkezzen, ezért a következ® feltétel ezt az el®írást egyenl®ség formájában mondja
ki:
n+h∑
i=n+1
xi = δ.
A kárkifizetés rendszerint a beérkez® díjbevételekb®l történik. Ha ez nem elegend®,
akkor a biztosítónak készpénzzé kell tennie eszközeinek egy részét. Ezért a biztosító
társaság elég likvid eszközzel kell, hogy rendelkezzék ahhoz, hogy a készpénzfizetési
kötelezettségének eleget tehessen. Nézzük, mib®l származhat a társaságnak kész-
pénze.
• Készpénzzé teheti a likvid befektetéseit teljes egészében hozamaikkal együtt,
• nem likvid befektetéseinek likvid részét illetve azok hozamát: li és di jelöli
ezeket (i = k+1, . . . , n); és
• a biztosítási tevékenységb®l származó profitot.
Az n befektetési lehet®ség közül az els® k-t tekintjük likvid befektetésnek, a követ-
kez® n− k-t pedig nem likvid befektetésnek.
A következ® egyenl®ség ezt az összefüggést fogalmazza meg. A biztosító készpénzé-
nek és likvid eszközeinek összege valószín¶ségi változó, y jelöli:
y =
k∑
i=1
xi(1 + ρi) +
n∑
i=k+1
xi(li + di) +
n+h∑
i=n+1
xiρi.
A hozamok sztochasztikus természete miatt nem zárhatjuk ki annak a lehet®ségét,
hogy a biztosító társaság nem tud eleget tenni egy fix minimális  βval jelölt - kész-
pénzfizetési kötelezettségének. E modellben a biztosító kockázati szintjét ennek az
eseménynek a bekövetkezési valószín¶sége képviseli. Ezért olyan portfolió-összetételt
keresünk, amely azt a feltételt is kielégíti, hogy a biztosító kockázati szintje ne legyen
nagyobb egy el®re megadott α értéknél:
P (y < β) ≤ α.
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(Ez azt jelenti, hogy a biztosító társaság a minimális készpénzfizetési kötelezettsé-
gének legfeljebb α valószín¶séggel nem tud eleget tenni. )
A biztosító társaságok gyakran megállapítanak saját t®kéjükre kielégít® hozamszin-
tet, jelölje ezt pi0. Ezért a biztosító célja az, hogy maximalizálja annak a valószín¶-
ségét, hogy pi hozama ezt a kielégít® hozamszintet eléri.
Írjuk fel a kapott sztochasztikus programozási modellt:
P (pi ≥ pi0)→ max
(1) x
′
i ≤ xi ≤ xi” i = 1, ..., n, n+ 1, ..., n+ h,
(2)
n∑
i=1
xi = 1 +
n+h∑
i=n+1
xiγi,
(3)
n+h∑
i=n+1
xi = δ,
(4) y =
k∑
i=1
xi(1 + ρi) +
n∑
i=k+1
xi(li + di) +
n+h∑
i=n+1
xiρi,
(5) P (y < β) ≤ α,
(6) pi =
n+h∑
i=1
xiρi.
A szóban forgó hozamráták mint valószín¶ségi változók tulajdonságainak ismereté-
ben felírható e modell determinisztikus ekvivalens megfogalmazása is. Az átalakítás
részleteit®l megkíméljük az olvasót, de egy kis példán bemutatjuk a menetét. Megje-
gyezzük, hogy az átalakítás eredményeként kvadratikus feladathoz jutunk, amelynek
a megoldása még nagy méretek esetén sem reménytelen  abban az esetben, ha va-
lamennyi valószín¶ségi változó normális eloszlásúnak tekinthet®.
7.5. Példa. Annak a valószín¶ségét maximalizáljuk, hogy a saját t®ke hozama leg-
alább az el®re megadott pi0 értéket eléri.
Egyetlen befektetési lehet®ség van: éves ρ1 hozamrátájának várható értéke: E [ρ1] =
0, 12, varianciája: V ar [ρ1] = 0, 01. Eladható évközben.
Két biztosítási termékünk van, hozamrátájuk ρ2 és ρ3 , E [ρ2] = 0, 15, V ar [ρ2] =
0, 0025 illetve E [ρ3] = 0, 18, V ar [ρ3] = 0, 0036.
Mindhárom valószín¶ségi változó normális eloszlású és páronként függetlenek, ezért
cov(ρi, ρj) = 0, ha i 6= j (i = 1, 2, 3) .
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A további paraméterértékek legyenek a következ®k:
δ = 0, 18; α = 0,05; γ2 = 0,5; γ3 = 0,6.
β és pi0 értékét a feladatban nem specifikáljuk.
Írjuk fel a pi és y valószín¶ségi változókat  (4) és (6) feltétel -, várható értéküket
és varianciájukat:
pi = x1ρ1 + x2ρ2 + x3ρ3
y = x1 (1 + ρ1) + x2ρ2 + x3ρ3
E [pi] = 0, 12x1 + 0, 15x2 + 0, 18x3
V ar [pi] = 0, 01x21 + 0, 0025x
2
2 + 0, 0036x
2
3
E [y] = 1, 12x1 + 0, 15x2 + 0, 18x3
V ar [y] = 0, 01x21 + 0, 0025x
2
2 + 0, 0036x
2
3
Vizsgáljuk meg a feltételeket. Alsó és fels® korlátokat itt nem adtunk meg, ezért,
mivel a portfolió összetételének komponensei értelemszer¶en nemnegatívok, az (1)
feltételcsoport az x1≥ 0, x 2≥ 0, x 3≥ 0 feltételekb®l áll.
A (2) feltétel így alakul: x1 = 1 + 0, 5x2 + 0, 6x3.
A (3) feltétel: x2 + x3 = 0, 18.
Az (5) feltétel azt mondja ki, hogy annak a valószín¶sége, hogy az y valószín¶-
ségi változó értéke kisebb, mint a β minimális szint, ne legyen nagyobb 0,05-nél:
P (x1 (1 + ρ1) + x2ρ2 + x3ρ3 < β) ≤ 0, 05.
Minthogy az y = x1 (1 + ρ1) + x2ρ2 + x3ρ3 normális eloszlású valószín¶ségi változók
összege, így maga is normális eloszlású, ezért az egyenl®tlenség baloldalán lév® való-
szín¶ség a standard normális valószín¶ségi eloszlás Φ eloszlásfüggvényének az értéke
a β−E[y]√
V ar[y]
helyen. A feltétel tehát így alakul:
Φ
(
β − 1, 12x1 − 0, 15x2 − 0, 18x3√
0, 01x21 + 0, 0025x
2
2 + 0, 0036x
2
3
)
≤ 0, 05.
A Φ eloszlásfüggvény értékei táblázatokban is megtalálhatók. Az az argumentum,
amelyre Φ értéke 0,05: -1,645. Ezért az (5) feltétel így alakul:
β − 1, 12x1 − 0, 15x2 − 0, 18x3√
0, 01x21 + 0, 0025x
2
2 + 0, 0036x
2
3
≤ −1, 645,
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vagyis
−1, 645
√
0, 01x21 + 0, 0025x
2
2 + 0, 0036x
2
3 + 1, 12x1 + 0, 15x2 + 0, 18x3 ≥ β.
Végül nézzük a célfüggvényt. Annak a valószín¶ségét maximalizáljuk, hogy a saját
t®ke pi hozama legalább az el®re megadott pi0 értéket eléri:
P (x1ρ1 + x2ρ2 + x3ρ3 ≥ pi0)→ max .
Ez azonos azzal, hogy minimalizáljuk annak a valószín¶ségét, hogy a saját t®ke pi
hozama kisebb az el®re megadott pi0 értéknél:
P (x1ρ1 + x2ρ2 + x3ρ3 < pi0)→ min .
Minthogy pi normális eloszlású, a minimalizálandó célfüggvényünk értéke:
Φ
(
pi0 − (0, 12x1 + 0, 15x2 + 0, 18x3)√
0, 01x21 + 0, 0025x
2
2 + 0, 0036x
2
3
)
.
Ez pedig akkor lesz minimális, ha az argumentum minimális.
Foglaljuk össze a modellt a példabeli feladatunkra:
pi0−(0,12x1+0,15x2+0,18x3)√
0,01x21+0,0025x
2
2+0,0036x
2
3
→ min
(1) x1, x2, x3 ≥ 0,
(2) x1 = 1 + 0, 5x2 + 0, 6x3,
(3) x2 + x3 = 0, 18,
(5) − 1, 645
√
0, 01x21 + 0, 0025x
2
2 + 0, 0036x
2
3 + 1, 12x1 + 0, 15x2 + 0, 18x3 ≥ β.
Megjegyezzük, hogy ez a feladat a hiperbolikus programozás körébe tartozik. Ezért
további olyan átalakításokra is nyílik mód, amelyek a feladat megoldását meg-
könnyíthetik. Jelöljük a célfüggvény nevez®jének a reciprokát a t változóval. Szo-
rozzuk meg az egyes feltételeket t-vel és helyettesítsük txi-t yi-vel. A következ®
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feladathoz jutunk:
pi0t− 0, 12y1 − 0, 15y2 − 0, 18y3 → min
(1) y1, y2, y3, t ≥ 0,
(2) y1 − 0, 5y2 − 0, 6y3 − t = 0,
(3) y2 + y3 − 0, 18t = 0,
(5) 1, 12y1 + 0, 15y2 + 0, 18y3 − βt ≥ 1, 645.
Lineáris programozási feladatot kaptunk tehát. Ha a feladat y1, y2, y3, t optimális
megoldásában t > 0, akkor x1 = y1t , x2 = y2t , x3 = y3t eredeti feladatunknak is
optimális megoldása.
7.7. A jelenérték hatványsora
Portfolió jelenértéke, ha a pénzáramlás id®pontjai t1, t2, ..., tm és nagyságai: c1, c2, ..., cm,
és a jelenlegi id®pont t0 = 0, a következ® módokon írható fel:
(1) P (r) =
m∑
k=1
cke
−tkr,
ha r a mindegyik id®pontra azonos azonnali kamater®sség, a jelenértéket folytonos
kamatozással számoljuk;
(2) P (r) =
m∑
k=1
ck
1
(1 + r)tk
,
ha r a mindegyik id®pontra azonos azonnali kamatláb, a jelenértéket diszkrét kama-
tozással számoljuk;
(3) P (r1, ..., rm) =
m∑
k=1
cke
−tkrk ,
ha r1, r2, ..., rm az egyes id®pontokra az azonnali kamater®sség, a jelenértéket foly-
tonos kamatozással számoljuk;
(4) P (r1, ..., rm) =
m∑
k=1
ck
1
(1 + rk)
tk
,
ha r1, r2, ..., rm az egyes id®pontokra az azonnali kamatláb, a jelenértéket diszkrét
kamatozással számoljuk.
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A következ® részben az x = (x1, ..., xn) vektornak és azon n-komponens¶ vektor-
nak az összegét, amelynek minden komponense λ, x+ λ jelöli. Emlékeztetünk arra,
hogy egy m- változós f függvénynek az értéke az (x1 + λ, ..., xm + λ) helyen, azaz
f(x+λ), az f függvény és λ szerinti deriváltjainak az x = (x1, ..., xm) helyen felvett
értékeinek: f(x), f ′λ(x), f”(x), stb. ismeretében a következ®képpen írható fel:
f (x+ λ) = f(x) +
1
1!
f
′
λ(x)λ+
1
2!
f
′′
λ (x)λ
2 +
1
3!
f
′′′
λ (x)λ
3 + ...
Használjuk fel ezt az összefüggést arra, hogy felírjuk a portfolió jelenértékének a
másodfokú közelítését az r + λ = (r1 + λ, ..., rm + λ) helyen. Az els® két jelenérték-
függvényben r1 = r2 = ... = rm = r. Szükségünk van mindegyik jelenérték-függvény
λ szerinti els® és második deriváltjára és ezek értékeire a λ = 0 helyen:
(1) P
′
λ(r) =
d
dλ
m∑
k=1
cke
−tk(r+λ) |λ=0= −
m∑
k=1
tkcke
−tk(r+λ) |λ=0= −
m∑
k=1
tkcke
−tkr,
(1) P
′′
λ (r) =
d2
dλ2
m∑
k=1
cke
−tk(r+λ) |λ=0=
m∑
k=1
t2kcke
−tk(r+λ) |λ=0=
m∑
k=1
t2kcke
−tkr.
(2) P
′
λ(r) =
d
dλ
m∑
k=1
ck
(1 + r + λ)tk
|λ=0= − 1
(1 + r + λ)
m∑
k=1
tkck
(1 + r + λ)tk
|λ=0
= − 1
1 + r
m∑
k=1
tkck
(1 + r)tk
,
(2) P
′′
λ(r) =
d2
dλ2
m∑
k=1
ck
(1 + r + λ)tk
|λ=0= 1
(1 + r + λ)2
m∑
k=1
tk (tk + 1) ck
(1 + r + λ)tk
|λ=0
=
1
(1 + r)2
m∑
k=1
tk (tk + 1) ck
(1 + r)tk
.
(3) P
′
λ(r) =
d
dλ
m∑
k=1
cke
−tk(rk+λ) |λ=0= −
m∑
k=1
tkcke
−tk(rk+λ) |λ=0
= −
m∑
k=1
tkcke
−tkrk ,
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(3) P
′′
λ(r) =
d2
dλ2
m∑
k=1
cke
−tk(rk+λ) |λ=0=
m∑
k=1
t2kcke
−tk(rk+λ) |λ=0
=
m∑
k=1
t2kcke
−tkrk .
(4) P
′
λ(r) =
d
dλ
m∑
k=1
ck
(1 + rk + λ)
tk
|λ=0= −
m∑
k=1
1
(1 + rk + λ)
tkck
(1 + rk + λ)
tk
|λ=0
= −
m∑
k=1
1
1 + rk
tkck
(1 + rk)
tk
,
(4) P
′′
λ(r) =
d2
dλ2
m∑
k=1
ck
(1 + rk + λ)
tk
|λ=0=
m∑
k=1
1
(1 + rk + λ)
2
tk (tk + 1) ck
(1 + rk + λ)
tk
|λ=0
=
m∑
k=1
1
(1 + rk)
2
tk (tk + 1) ck
(1 + rk)
tk
.
Ezek segítségével írjuk fel a jelenértékek másodfokú közelítését:
(1) P (r + λ) ' P (r)− λ
m∑
k=1
tkcke
−tkr + λ2
1
2
m∑
k=1
t2kcke
−tkr;
(2) P (r + λ) ' P (r)− λ 1
1 + r
m∑
k=1
tkck
(1 + r)tk
+ λ2
1
2
1
(1 + r)2
m∑
k=1
tk (tk + 1) ck
(1 + r)tk
;
(3) P (r + λ) ' P (r)− λ
m∑
k=1
tkcke
−tkrk + λ2
1
2
m∑
k=1
t2kcke
−tkrk ;
(4) P (r + λ) ' P (r)− λ
m∑
k=1
1
1 + rk
tkck
(1 + rk)
tk
+ λ2
1
2
m∑
k=1
1
(1 + rk)
2
tk (tk + 1) ck
(1 + rk)
tk
.
A képletekb®l a várható hátralév® futamid® és konvexitás már ismertetett kép-
letei könnyen megkaphatók.
7.8. Gyakorló feladatok
1. Portfoliónk két értékpapírt tartalmaz: egy 3 éves lejáratú, évente a névértékre
5%-os kamatot fizet® kötvényt, és egy egyéves lejáratút, amely egy év múlva a névér-
ték 124%-át fizeti. Mindkett® 1 névérték¶. Tegyük fel, hogy az azonnali kamatláb 1
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évre 11 %, 2 évre 10%, 3 évre 9%. (Megjegyezzük, hogy az ezeknek megfelel® kama-
ter®sségek: ln1, 11 = 0, 10436; ln1, 1 = 0, 0953; ln1, 09 = 0, 0862.) Számításainkban
folytonos kamatozást feltételezünk. Határozzuk meg a portfolió hátralév® átlagos
futamidejét és konvexitását.
2. Portfoliónk kétféle kötvényt tartalmazhat, amelyek jelenlegi ára (értéke): P 01 =
0, 91 illetve P 02 = 1, 05 valamely pénzegységben. Egy év múlva a portfoliót el kell
adnunk azért, hogy egy 1000 Ft érték¶ kötelezettségünknek eleget tegyünk. Felté-
telezzük, hogy e két kötvény jövend® P 11 és P 12 ára normális eloszlást követ, várható
értékük, szórásuk és korrelációs együtthatójuk a következ®:
µ11 = 1, 04;µ
1
2 = 1, 12;σ
1
1 = 0, 1;σ
1
2 = 0, 025; ρ12 = −0, 2
Hányat vegyünk az egyes kötvényekb®l, ha szeretnénk, hogy eladásukkal 95% való-
szín¶séggel ki tudjuk fizetni 1000 érték¶ kötelezettségünket?
3. A 7.4. példához kapcsolódunk: Határozzuk meg, hány változónk lenne, ha két
id®szakot vizsgálnánk, és a második id®szakban az árak vektorának két lehetséges
értéke van:
P

 a´r1
a´r2
 =
 12
25

 = 13
P

 a´r1
a´r2
 =
 15
20

 = 23
Rajzoljuk fel a döntési fát! Írjuk fel a megoldandó LP feladatot táblázatos formában!
Oldjuk meg!
8. fejezet
MEGOLDÁSOK
1. fejezet
1. A várható hasznosság elvét alkalmazzuk. Írjuk fel az értékegyenletet: E [u(X)] =
E
[−e−5X] = −MX(−5) = −e(−5)5+ (−5)222 = −1;E [u(Y )] = E [−e−5Y ] = −MY (−5) =
−e(−5)6+ (−5)
22,5
2 = −e1,25. Az X valószín¶ségi változóval jellemzett lehet®séget vá-
lasztjuk tehát annak ellenére, hogy Y várható értéke nagyobb.
2. Az értékegyenlet, amelyben D a maximális fizethet® díjat jelenti, a következ®:
ln(V −D) = E [ln(V −X)] . Minthogy X s¶r¶ségfüggvényének az értéke a (0, 1) in-
tervallumban 1, azon kívül pedig 0, ezért a várható érték formula behelyettesítésével
és parciális integrálással azt kapjuk, hogy
ln(V −D) =
∫ 1
0
ln(V − x)dx
= [x ln(V − x)]10 −
∫ 1
0
−x+ V − V
V − x dx
= ln(V − 1)− 1− V ln(V − 1) + V lnV
= ln
{
(V − 1)1−V V V e−1} .
D = V − V V
e(V−1)V−1 .
3. Az értékegyenlet, amelyben D a maximális ésszer¶ díjat jelenti, a követ-
kez®: √100−D = E [√100−X] . Ez az egyenlet így írható fel: √100−D =∫ 100
0
√
100−x
100
dx.Az integrálást elvégezve kapjuk a megoldást: √100−D =
[
−2(100−x) 32
300
]100
0
=
20
3
, vagyis D = 500
9
.
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4. a) Az, hogy a biztosított vagyonában bekövetkezhet® kár exponenciális elosz-
lású valószín¶ségi változó, egyben azt is jelenti, hogy a kár - és ezzel együtt a vagyon
is, amelyben bekövetkezik - bármekkora értéket felvehet. Ez természetesen lehetet-
len, a kár nagyságának leírását mégis tekinthetjük jó közelítésnek. El kell azonban
gondolkodnunk azon, mekkora vagyon mellett fogadhatjuk el a 100 várható érték¶
exponenciális eloszlást a kár jó leírásának és így a leírt módszerrel kiszámított díj
értékeket kiinduló alapnak. Ahhoz, hogy elfogadjuk, a vagyon 100-nál nyilvánvalóan
több kell, hogy legyen. Elfogadjuk-e jó közelítésnek, ha a vagyon 700 vagy több?
Támaszkodhatunk arra a körülményre, hogy a közelít® leírás szerint 0, 1%-nál ki-
sebb annak a valószín¶sége, hogy a kár nagysága nagyobb lenne 700-nál, valóságos
szituációban azonban a válasz a döntéshozóra vár.
b) Az értékegyenlet, amelyben D a maximális ésszer¶ díjat jelenti, a következ®:
E
[
0, 75u (V −D) + 0, 25u (V −D − X
2
)]
= E [0, 75u (V ) + 0, 25u (V −X)] . A hasznossági függvényt és a várható értéket
behelyettesítve ez azt jelenti, hogy
0, 75
(−e−0,005(V−D))+ 0, 25∫ ∞
0
(
−e−0,005(V−D−x2 )
)
0, 01e−0,01xdx
= 0, 75
(−e−0,005V )+ 0, 25∫ ∞
0
(−e−0,005(V−x)) 0, 01e−0,01xdx.
Osszuk el mindkét oldalt −e−0,005V -vel:
0, 75e0,005D + 0, 25
∫ ∞
0
e0,005(D+
x
2 )0, 01e−0,01xdx
= 0, 75 + 0, 25
∫ ∞
0
e0,005x0, 01e−0,01xdx.
Tovább azt kapjuk, hogy 0, 75e0,005D+0, 25e0,005DMX(0, 0025) = 0, 75+0, 25MX(0, 005),
vagyis e0,005D (0, 75 + 1
3
)
= 0, 75 + 0, 5, amib®l D ≈ 28, 6.
c) Az értékegyenlet, amelyben DB a minimális fizetend® díjat jelenti, a következ®
(VB a biztosító vagyona):
E
[
0, 75u (VB +DB) + 0, 25u
(
VB +DB − X
2
)]
= u(VB).
A hasznossági függvényt és a várható értéket behelyettesítve ez azt jelenti, hogy
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0, 75
(−e−0,005(VB+DB))+0, 25 ∫∞
0
(
−e−0,005(VB+DB−x2 )
)
0, 01e−0,01xdx= −e−0,005VB .
Osszuk el mindkét oldalt −e−0,005VB−vel:
0, 75e−0,005DB + 0, 25
∫ ∞
0
e−0,005(DB−
x
2 )0, 01e−0,01xdx = 1.
Tovább azt kapjuk, hogy 0, 75e−0,005DB + 0, 25e−0,005DBMX(0, 0025) = 1, vagyis
e−0,005DB = 12
13
, DB ≈ 16.
d) A biztosító által vállalt kár várható értéke: 0, 25
∞∫
0
x
2
0, 01e−0,01xdx = 12, 5.
e) A szerz®dés létrejöhet, mert a minimálisan fizetend® díj kisebb, mint az a
maximális díj, amit a biztosított hajlandó fizetni ezért a szolgáltatásért.
2. fejezet
2. 1898,7
3. a) Binomiális eloszlású, E [N ] = 0, 04 ·160 = 6, 4, V ar [N ] = 0, 04 ·0, 96 ·160 =
6, 144.
b) E [S] = 70000; V ar [S] = 1706, 7.
µ (103) µ2 (106) σ2 (106) E [X] = pµ pσ2 µ2p (1− p) V ar [X]
5 25 100
12
200 0,33 0,96 1,29
10 100 400
12
400 1,33 3,84 5,17
15 225 900
12
600 3 8,64 11,64
25 625 2500
12
1000 8,33 24,00 32,33
50 2500 10000
12
2000 33,33 96,00 129,66
c) Megközelít®leg egy ezrelék.
4. a) E [X] = 0, 1377;V ar [X] = 0, 1948; b) θ = 0, 2358.
5. E [N ] = 1, 6;V ar [N ] = 1, 28;E [X] = 1, 6;V ar [X] = 0, 24;E [S] = 2, 56;
V ar [S] = 3, 6608;MS (t) = (0, 2 (0, 4e
t + 0, 6e2t) + 0, 8)
8.
6. P (S = 0) = 0, 1;P (S = 1) = 0, 15;P (S = 2) = 0, 22;
P (S = 3) = 0, 215;P (S = 4) = 0, 164;P (S = 5) = 0, 095;
P (S = 6) = 0, 0408; P (S = 7) = 0, 0126; P (S = 8) = 0, 0024; P (S = 9) =
0, 0002.
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7. P (S = 0) = 0, 368;P (S = 1) = 0, 184;P (S = 2) = 0, 193;
P (S = 3) = 0, 118. E [S] = 1, 6;V ar [S] = 3;
MS (t) = exp (0, 5e
t + 0, 4e2t + 0, 1e3t − 1) .
8. S1 + S2 összetett Poisson eloszlású, λ = 8 és P (X = 1) = 0, 05;P (X = 2) =
0, 15;P (X = 3) = 0, 425;P (X = 4) = 0, 375.
9. Az egész állomány összkára összetett Poisson eloszlású a következ® paraméte-
rekkel (az összegek 1000 Ft-ban értend®k): λ = 200;
F (x) = P (X < x) =

0, ha x ≤ 3
0, 1, ha 3 < x ≤ 4
0, 2, ha 4 < x ≤ 5
0, 6, ha 5 < x ≤ 6
0, 733, ha 6 < x ≤ 7
1, ha x > 7;
D ≥ 1201, 6.
3. fejezet
1. Az X várható értéke: E [X] = 7
4
, momentumgeneráló függvénye: MX (r) =
1
4
er + 3
4
e2r. Az R = ln 2 ki kell, hogy elégítse az 1 + E [X] (1 + θ) r = MX (r)
egyenletet. Ez azt jelenti, hogy θ kielégíti az 1
4
eln 2 + 3
4
e2 ln 2 = 1
4
· 2 + 3
4
· 4 =
1 + 7
4
(1 + θ) ln 2 egyenletet, vagyis a θ = 10
7 ln 2
− 1 ≈ 1, 061 és D = λE [X] (1 + θ) =
3 · 7
4
· 2, 061 ≈ 10, 82 megoldás adódik.
2. a) R = 1. b) Az els®. c) 35
24
.
3. Az exponenciális káreloszlás 100%-os relatív szórása az oka annak, hogy vagy
sokkal magasabb kockázati díjra, vagy sokkal magasabb t®kére van szükség ahhoz,
hogy cs®d kell®en alacsony valószín¶séggel következzék be.
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8.1. táblázat. A cs®d valószín¶sége exponenciális eseti kár mellett
T®keigény 20% ill. 100% biztonsági pótlékkal
kalkulált díj mellett az exponenciális kárelosz-
lásos modellben
θ = 0, 2 θ = 0, 2 θ = 1 θ = 1 θ = 1
t®ke (kezdeti) = u 1000 3000 1000 2000 5000
E[S] = λE[X] = 1
β
1000 1000 1000 1000 1000√
V ar[S] =√
λE[X2] =
√
2
β
1000 1000 1000 1000 1000
E[S]√
V ar[S]
1√
2
1√
2
1√
2
1√
2
1√
2
Kockázati díj = D 1200 1200 2000 2000 2000
D
E[S]
1,2 1,2 2 2 2
t®ke/díj = u
D
83% 250% 50% 100% 250%
P(cs®d)= Ψ(u) =
e−θ
u
D
1+θ
0,7054 0,5054 0,3033 0,1839 0,041
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4. fejezet
1. Viszontbiztosítás nélkül: R = 0, 225; a várható nyereség = 0, 4. Stop Loss
viszontbiztosítás esetén: d = 1 : elfogadhatatlan; d = 2 : R = 0, 35; a várható
nyereség = 0, 1402; d = 3 : R = 0, 36; a várható nyereség = 0, 2677
2. Minthogy FS (x) ≥ FS (a), ha a < x ≤ b, ezért E[Sv (d) = E[Sv (a)] −
(d− a) (1− F (a)).
3. 0, 8 · E[Sv(d)]− E[Sv(h)], ahol h = d+m/0, 8.
4.
x fS(x) P (S ≤ x) E[Sv (x)]
0 0,050 0,050 3,500
1 0,124 0,174 2,550
2 0,180 0,354 1,724
5. E[S] = 10000 · 1 · 0, 01 + 5000 · 2 · 0, 01 + 5000 · 3 · 0, 01 = 350;
a) T = 403, 14; b) T = 396, 5;
c) E[Sv(h)] = 5000(2− h)0, 01 + 5000(3− h)0, 01;
Dv(h) = E[Sv(h)] · 1, 2; E[Sd(h)] = 350− E[Sv(h)];
V ar[Sd(h)] = 10000 · 1 · 0, 01 · 0.99 + 10000 · h2 · 0, 01 · 0.99;
T (h) = 1, 645(V ar[Sd(h)])
1/2 + E[Sd(h)] +Dv(h).
d) E[Sd] = 100 + 100 + 125 = 325;Dv = 25 · 1, 2 = 30;
V ar[Sd] = 10000 · 1 · 0, 01 · 0, 99+ 5000 · 4 · 0, 01 · 0, 99+ 5000 · 6, 25 · 0, 01 · 0, 99 =
606, 375. Annak a valószín¶sége, hogy a költségeket fedezi a t®ke: Φ
(
405−30−325
24,625
)
=
Φ(2, 03).
5. fejezet
3. µ = E[ biztosító által megtérített kár ] = 1/β = 10;
σ2 = Var[ biztosító által megtérített kár ] = 1/β2 = 100;
E[ kötvény kárigénye ] = p µ = 0,5;
Var[ kötvény kárigénye ] = pσ2 + µ2p(1− p) = 9, 75;
E[S] = 500;V ar[S] = 9750.
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a) Várható érték díj: D = 550.
b) λ = 1000, p = 50. Exponenciális díj összetett Poisson eloszlású összkár esetén:
D = λ
β+ ln ε
u
= 539.
c) Exponenciális díj normális eloszlású összkár esetén: D = 535.
d) P (D ≥ S) = Φ
(
D−E[S]√
V ar[S]
)
= Φ(0, 35)
e) A díjat minimalizáló kezdeti többlet: u = √9750
√
|ln 0,08|
0,2
= 351, D = 570.
7. fejezet
1. Foglaljuk össze a pénzáramlás id®pontjait és adatait (kerekítve): A hátralév®
Pénzáramlás
Hátralév®
futamid®
Diszkont
tényez®k
1.
kötvény
2.
kötvény
∑ Jelen-
érték
Súlyok
1 év 0,8958 0,05 1,24 1,29 1,1556 0,5784
2 év 0,8187 0,05 0 0,05 0,0409 0,0205
3 év 0,7634 1,05 0 1,05 0,8015 0,4011
Összesen: 1,998 1
futamid® mint valószín¶ségi változó lehetséges realizációi példánkban: 1, 2 illetve 3;
ezek bekövetkezési valószín¶ségei az utolsó oszlopban találhatók. D = 1 · 0, 5784 +
2 · 0, 0205 + 3 · 0, 4011 = 1, 8228. A hátralév® futamid® magasabb momentumait
és egyéb tulajdonságait pontosan úgy számoljuk, ahogy a valószín¶ségi változók
esetében, beleértve a konvexitást is, amely a portfolióból származó pénzáramlás
id®pontjai négyzetének a jelenérték arányokkal súlyozott összege: K = 1 · 0, 5784 +
4 · 0, 0205 + 9 · 0, 4011 = 4, 2703.
2. Jelölje x1 és x2 a két kötvény mennyiségét a portfolióban. A portfolió P 1 ára
egy év múlva normális eloszlású valószín¶ségi változó, amelynek várható értéke és
szórása a következ®:
µ1 = 1, 04x1 + 1, 12x2; σ
1 =
√
0, 12x21 + 0, 025
2x22 − 2 · 0, 2 · 0, 1 · 0, 025x1x2.
A P (P 1 ≥ 1000) ≥ 0, 95 feltétel ekvivalens a következ® feltétellel: P 0 − l0,95 =
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−1, 645σ1 + µ1 ≥ 1000. Ez a következ® egyenl®tlenség megoldásához vezet:
1000 ≤ −1, 645
√
0, 12x21 + 0, 025
2x22 − 0, 001x1x2 + 1, 04x1 + 1, 12x2.
A feladatnak sok megoldása van, pl. x1 = 475;x2 = 520. Közülük például úgy
választhatunk, hogy minimalizáljuk a portfolió jelenlegi árát, a P 0 = 0, 91x1+1, 05x2
függvényt - ez kvadratikus programozási modellhez vezet.
A. Függelék
Valószín¶ségszámítási fogalmak és
tételek: emlékeztet®
A.1. Valószín¶ségi változó
Egy ξ valószín¶ségi változót, E [ξ] várható értékét és k−adik momentumát: E (ξk)
-t a következ®képpen adjuk meg:
Diszkrét eloszlás esetén a valószín¶ségi változót leírjuk azzal, hogy megadjuk a
lehetséges értékeit: x1, x2, ... (lehet véges számú vagy megszámlálhatóan végtelen) és
a hozzájuk tartozó valószín¶ségeket: P (ξ = x1) , P (ξ = x2) , .... Nyilvánvaló, hogy∑
j
P (ξ = xj) = 1.
A ξ valószín¶ségi változó várható értéke és k−adik momentuma következ®:
E [ξ] =
∑
j
xjP (ξ = xj) ;
E
[
ξk
]
=
∑
j
xkjP (ξ = xj) .
Folytonos eloszlás esetén a valószín¶ségi változót leírjuk azzal, hogy megadjuk
az fξ (x) s¶r¶ségfüggvényét, amelynek egy (a, b) intervallum feletti integrálja azt
mutatja meg, mennyi annak a valószín¶sége, hogy ξ az (a, b) intervallumba esik.
Nyilvánvaló, hogy
+∞∫
−∞
f (x) dx = 1
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A ξ valószín¶ségi változó várható értéke és k−adik momentuma a következ®:
E [ξ] =
+∞∫
−∞
xf (x) dx;
E
[
ξk
]
=
+∞∫
−∞
xkf (x) dx.
Kevert : folytonos és diszkrét részt egyaránt tartalmazó eloszlás esetén a ξ va-
lószín¶ségi változót leírjuk azzal, hogy megadjuk a diszkrét x1, x2, ...xk lehetséges
értékeit és a hozzájuk tartozó valószín¶ségeket: P (ξ = x1) , P (ξ = x2) , ... és a foly-
tonos szakaszokon az eloszlást s¶r¶ségfüggvénnyel írjuk le. Kevert valószín¶ségi
eloszlás jellemzi például a biztosító által megtérített kár nagyságát önrészesedés-
sel bíró kötvény esetében, hiszen annak a valószín¶sége, hogy a megtérített kár 0,
egyenl® annak a valószín¶ségével, hogy maga a kárnagyság nem haladja meg az ön-
rész mértékét: ez a valószín¶ség a 0 pontban koncentrálódik, a kárnagyság folytonos
szakaszát pedig az önrész feletti értékek jelentik. A folytonos szakasz állhat több
intervallumból, lehet korlátos és végtelen is.
Mindhárom esetben egyértelm¶en megadhatjuk a ξ valószín¶ségi változót azzal,
ha megadjuk az eloszlásfüggvényét:
Fξ (x) = P (ξ < x) .
Az alábbi képletekben az egyszer¶ség kedvéért csak egy folytonos (a, b) szakaszt
tüntetünk fel, ξ1 jelöli a diszkrét, ξ2 a folytonos és ξ a bel®lük alkotott kevert
eloszlást, H a lehetséges értékek tartományát. Nyilvánvaló, hogy
∑
j
fξ1 (xj) +
b∫
a
fξ2 (x) dx =
∫
H
dFξ = 1.
A ξ valószín¶ségi változó várható értéke és k−adik momentuma a következ®:
E [ξ] =
∑
j
xjfξ1 (xj) +
b∫
a
xfξ2 (x) dx =
∫
H
xdFξ;
E
[
ξk
]
=
∑
j
xkjfξ1 (xj) +
b∫
a
xkfξ2 (x) dx =
∫
H
xkdFξ.
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Mindhárom esetben ξ varianciája:
V ar [ξ] = E
[
ξ2
]− E2 [ξ] .
A várható értékre és varianciára fennáll:
E [ξ + η] = E [ξ] + E [η] ; E [aξ] = aE [ξ] ; V ar [aξ] = a2V ar [ξ] ,
a konstans szorzó.
A ξ és η valószín¶ségi változók függetlenek, ha
P (ξ < x e´s η < y) = P (ξ < x)P (η < y) = Fξ (x)Fη (y) .
Ha a ξ és η valószín¶ségi változók függetlenek, akkor
• szorzatuk várható értéke egyenl® a várható értékek szorzatával;
• összegük varianciája egyenl® a varianciák összegével.
A.2. Néhány nevezetes diszkrét eloszlás
Karakterisztikus eloszlás
ξ karakterisztikus eloszlású p paraméterrel (0 < p < 1), ha:
P (ξ = 0) = 1− p; P (ξ = 1) = p;
E [ξ] = p; V ar [ξ] = p (1− p) .
Binomiális eloszlás
ξ binomiális eloszlású n és p paraméterekkel (n ≥ 0 egész, 0 < p < 1), ha n
számú független azonos p paraméter¶ karakterisztikus eloszlású valószín¶ségi változó
összege:
P (ξ = k) =
(
n
k
)
pk (1− p)n−k , k = 0, 1, 2, ..., n ;
E [ξ] = np; V ar [ξ] = np (1− p) .
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Poisson eloszlás
ξ Poisson eloszlású λ paraméterrel (λ > 0), ha
P (ξ = k) =
λk
k!
e−λ, k = 0, 1, 2, ... ;
E [ξ] = λ; V ar [ξ] = λ.
Geometriai eloszlás
ξ geometriai eloszlású p paraméterrel (0 < p < 1), ha:
P (ξ = k) = (1− p)k−1 p, k = 1, 2, ...;
E [ξ] =
1
p
; V ar [ξ] =
1− p
p2
.
Negatív binomiális eloszlás
ξ negatív binomiális eloszlású n és p paraméterekkel (n ≥ 0 egész, 0 < p < 1), ha
P (ξ = k) =
(
n+ k − 1
k
)
pn (1− p)k , k = 0, 1, 2, ... ;
E [ξ] =
n (1− p)
p
; V ar [ξ] =
n (1− p)
p2
.
A.3. Néhány nevezetes folytonos eloszlás
Normális eloszlás
ξ normális eloszlású µ és σ paraméterekkel (σ > 0), ha:
f(x) =
1√
2piσ
e−
(x−µ)2
2σ2 , −∞ < x < +∞;
E [ξ] = µ; V ar [ξ] = σ2.
A normális eloszlású ξ valószín¶ségi változó eloszlásfüggvényének az értéke a stan-
dard: 0 várható érték¶ és 1 szórású normális eloszlás Φ eloszlásfüggvényével így
fejezhet® ki:
Fξ (x) = Φ
(
x− µ
σ
)
.
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Lognormális eloszlás
ξ lognormális eloszlású µ és σ paraméterekkel, ha ln ξ normális eloszlású µ és σ
paraméterekkel:
f(x) =

1√
2piσx
e−
(ln x−µ)2
2σ2 , x > 0
0, x ≤ 0.
E [ξ] = em+
σ2
2 ; V ar [ξ] = e2m+σ
2
(
eσ
2 − 1
)
.
Exponenciális eloszlás
ξ exponenciális eloszlású β paraméterrel (β > 0), ha:
f(x) =
 βe
−βx, x > 0
0, x ≤ 0.
E [ξ] =
1
β
; V ar [ξ] =
1
β2
.
Gamma eloszlás
ξ r-edrend¶ gamma eloszlású β paraméterrel (r > 0, β > 0), ha:
fr(x) =

βrxr−1
Γ(r)
e−βx, x > 0
0, x ≤ 0.
E [ξ] =
r
β
; V ar [ξ] =
r
β2
; Γ (r) =
∞∫
0
xr−1e−xdx.
Pareto eloszlás
ξ Pareto eloszlású α és β paraméterekkel (α > 0, β > 0), ha:
f(x) =

α
β
(
β
x
)α+1
, x > β
0, x ≤ β
E [ξ] =
αβ
α− 1; V ar [ξ] =
αβ2
α− 2 −
(
αβ
α− 1
)2
.
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A.4. Központi határeloszlás tétel
Legyenek ξ1, ξ2..., ξn, ... azonos eloszlású független valószín¶ségi változók, µ és σ
közös várható értékük és szórásuk. Ekkor az
Xn = ξ1 + ξ2 + ...+ ξn
valószín¶ségi változóra - amelynek a függetlenség miatt a várható értéke nµ és szó-
rása √nσ - fennáll bármely valós x szám esetén, hogy
lim
n→∞
P
(
Xn − nµ√
nσ
< x
)
= Φ(x) .
A tétel fontos következménye, hogy azXn valószín¶ségi változó eloszlása normális
eloszlással közelíthet®, ha n elég nagy.
A.5. Teljes valószín¶ség tétele
Legyenek B1, B2, ..., Bn páronként egymást kizáró események, amelyek összege a
biztos esemény, P (Bi) > 0, i = 1, ..., n; legyen A tetsz®leges esemény. Az A esemény
bekövetkezésének a valószín¶sége így írható fel:
P (A) =
n∑
i=1
P (A | Bi)P (Bi) .
P (A | Bi) : az A eseménynek a Bi feltétel melletti feltételes valószín¶sége:
P (A | Bi) = P (A _ Bi)
P (Bi)
.
B. Függelék
A nemlineáris programozás
alapfogalmai
B.1. A feladat
Tekintsük a matematikai programozási feladatot általános alakjában:
θ(x)→ min
x ∈ X = {x : x ∈ X0, g(x) ≤ 0}
ahol X0 ⊂ Rn, g(x) m-dimenziós vektorfüggvény, θ numerikus függvény az X0 hal-
mazon.
Az alábbi állítások a matematikai programozás kulcstételei. Bizonyításaik meg-
találhatók pl. Mangasarian (1969), Rapcsák (2005), de Klerk et al. (2004) könyvei-
ben. Itt csak az egyszer¶bb bizonyításokat közöljük.
1. Állítás. Ha Γ ⊂ Rn nyílt, konvex és θ differenciálható Γ-n, akkor θ konvex
Γ-n akkor és csak akkor, ha θ(x′′)−θ(x′) ≥ ∇θ(x′)(x′′−x′) fennáll minden x′ , x′′ ∈ Γ
pontpárra. Ha Γ nyílt, konvex és θ differenciálható Γ-n, akkor θ szigorúan konvex
Γ-n akkor és csak akkor, ha θ(x′′)−θ(x′) > ∇θ(x′)(x′′−x′) fennáll minden x′ , x′′ ∈ Γ
pontpárra, x′ 6= x′′ .
2. Állítás. Legyen X0 konvex, g konvex X0-n. A minimalizációs feladat lehet-
séges megoldásainak X halmaza konvex.
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Bizonyítás. Legyen x′ , x′′ két lehetséges megoldás: x′ ∈ X0, x′′ ∈ X0, g(x′) ≤
0, g(x
′′
) ≤ 0. Akkor 0 ≤ λ ≤ 1 esetén X0 konvexitása miatt λx′ + (1 − λ)x′′ ∈
X0 és g konvexitása miatt g(λx′ + (1− λ)x′′) ≤ λg(x′) + (1− λ)g(x′′) ≤ 0, vagyis
λx
′
+ (1− λ)x′′ ∈ X.
3. Állítás. Legyen X konvex, θ konvex X-en. A minimalizációs feladat opti-
mális megoldásainak halmaza konvex.
Bizonyítás. Legyen x′ , x′′ két optimális megoldás:
θ(x
′
) = θ(x
′′
) = min
x∈X
θ(x), x
′ ∈ X, x′′ ∈ X.
Válasszuk 0 ≤ λ ≤ 1-t tetsz®legesen. Ekkor
λx
′
+ (1− λ)x′′ ∈ X,
θ(λx
′
+ (1− λ)x′′) ≤ λθ(x′) + (1− λ)θ(x′′) = min
x∈X
θ(x).
Ezért λx′ + (1− λ)x′′ is optimális megoldás.
4. Állítás. Legyen X konvex, x∗ a minimalizációs feladat optimális megoldása.
Ha θ szigorúan konvex X -en, akkor x∗ a minimalizációs feladat egyetlen optimális
megoldása.
Bizonyítás. Legyen az állítással ellentétben x′ 6= x∗ egy másik optimális meg-
oldás: θ(x′) = θ(x∗), x′ ∈ X. Ekkor λx∗ + (1 − λ)x′ ∈ X is optimális megol-
dás minden 0 ≤ λ ≤ 1 mellett az el®z® tétel alapján. De 0 < λ < 1 esetén
θ(λx∗ + (1 − λ)x′) < λθ(x∗) + (1 − λ)θ(x′) fennáll a szigorú konvexitás miatt. El-
lentmondásra jutottunk.
5. Állítás. Legyen X konvex, θ nemkonstans konkáv függvény X-en. A mi-
nimalizációs feladat bármely x∗ optimális megoldása, ha létezik, az X tartomány
határpontja.
Bizonyítás. Legyen x∗ optimális megoldás. Mivel θ nemkonstans X-en, ezért
∃x ∈ X : θ(x) > θ(x∗). Legyen z tetsz®leges bels® pontja X -nek. Ekkor ∃y ∈ X és
0 ≤ λ ≤ 1, hogy z = (1− λ)x+ λy. Így θ konkáv volta miatt
θ(z) = θ [(1− λ)x+ λy] ≥ (1− λ)θ(x) + λθ(y)
> (1− λ)θ(x∗) + λθ(x∗) = θ(x∗),
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tehát θ nem veszi fel a minimumát a z bels® pontban.
A minimalizációs feladathoz kapcsolódik a következ® feladat:
B.1.1. A Kuhn-Tucker stacionárius pont probléma
Olyan x∗ ∈ X0, u∗ ∈ Rm vektorokat keresünk, amelyek kielégítik az alábbi feltétel-
rendszert:
(K − T )
∇θ(x) + u∇g(x) = 0,
g(x) ≤ 0, x ∈ X0,
ug(x) = 0, u ≥ 0.
u = (u1, . . ., um): duális változók, Lagrange szorzók. Az ug(x) = 0 az egyensúlyi
feltétel: mivel ui nemnegatív és gi(x) nempozitív (i = 1, . . .,m), ezért szorzatuk
és szorzataik összege nempozitív és 0 akkor és csak akkor, ha az összeg minden
tagja 0, azaz ui = 0, ha gi(x) < 0. Ha egyenl®tlenségi feltételek helyett egyenl®ségi
feltételek szerepelnek a minimalizációs feladatban, akkor a megfelel® ui Lagrange
szorzók el®jelkötetlenek és a megfelel® tagok az egyensúlyi feltételben 0 érték¶ek.
B.2. Optimalitási tételek
6. Kuhn-Tucker elégséges optimalitási tétel: Legyen X0 nyílt, konvex, x∗ ∈
X0, θ és g differenciálható és konvex az x∗ pontban. Ha (x∗, u∗) megoldása a (K−T )
feladatnak, akkor x∗ optimális megoldása a minimalizációs feladatnak.
Bizonyítás. Legyen x ∈ X tetsz®leges.
θ(x)− θ(x∗) ≥ ∇θ(x∗)(x− x∗) = −u∗∇g(x∗)(x− x∗)
≥ u∗ [g(x∗)− g(x)] = −u∗g(x) ≥ 0.
Mivel x∗ ∈ X, ezért θ(x∗) = minx∈X θ(x).
Regularitási feltételek. A g(x) ≤ 0, x ∈ X0 feltételrendszert regulárisnak
nevezzük, ha eleget tesz különböz® regularitási feltételek valamelyikének. E regula-
ritási feltételek közül a leggyakrabban alkalmazottak:
1◦ A feltételrendszer lineáris.
210 B. FEJEZET: A NEMLINEÁRIS PROGRAMOZÁS ALAPFOGALMAI
2◦ A feltételrendszer kielégíti a Slater feltételt, ami a következ®: LegyenX0 ⊂ Rn
konvex. Az X0-n definiált m-dimenziós g konvex vektorfüggvény kielégíti a Slater
feltételt X0-on, ha ∃x′ ∈ X0, amelyre g(x′) < 0.
7. Kuhn-Tucker szükségességre vonatkozó optimalitási tétele: Legyen x∗ a
minimalizációs feladat optimális megoldása. Legyen X0 nyílt, θ és g differenciálható
az x∗ pontban. Tegyük fel, hogy g lineáris vagy kielégíti a Slater feltételt X0-on.
Akkor létezik u∗ ∈ Rm, hogy ( x∗ , u∗) megoldása a (K − T ) feladatnak.
B.3. Dualitás.
A minimalizációs feladat duálisa a következ® feladat:
θ(x) + ug(x)→ max
(x, u) ∈ Y = {(x, u) : x ∈ X0, u ∈ Rm, u ≥ 0,∇θ(x) + u∇g(x) = 0}
8. Gyenge dualitási tétel: Legyen X0 nyílt, konvex, θ és g differenciálható és
konvex X0-on. Ha x∗ ∈ X, (x′ , u′) ∈ Y, akkor θ(x∗) ≥ θ(x′) + u′g(x′).
Bizonyítás.
θ(x∗) ≥ θ(x′) +∇θ(x′)(x∗ − x′)
= θ(x′)− u′∇g(x′)(x∗ − x′)
≥ θ(x′) + u′ [g(x′)− g(x∗)]
≥ θ(x′) + u′g(x′).
9. Wolfe dualitási tétele: Legyen X0 nyílt, konvex, θ és g differenciálható és
konvexX0-on. Legyen x∗ optimális megoldása a minimalizációs feladatnak és tegyük
fel, hogy g lineáris vagy kielégíti a Slater feltételt. Akkor ∃u∗ ∈ Rm, hogy (x∗, u∗)
optimális megoldása a duális feladatnak és a két optimális megoldáshoz tartozó
célfüggvény-érték egyenl®:
θ(x∗) = θ(x∗) + u∗g(x∗).
Bizonyítás. A Kuhn-Tucker tétel értelmében létezik olyan u∗, hogy (x∗, u∗) a
Kuhn-Tucker faladat megoldása. Ez azt jelenti, hogy (x∗, u∗) ∈ Y és u∗g(x∗) = 0.
Ezután (x∗, u∗) optimális volta a gyenge dualitási tételb®l következik.
C. Függelék
Sztochasztikus programozási
modellek
A kiindulásul szolgáló determinisztikus modell, legáltalánosabb formájában, a kö-
vetkez®:
Keresünk olyan x n-dimenziós döntési vektort, amely minimalizálja a c(x,ξ) függ-
vényt és kielégíti az alábbi feltételeket:
g1 (x, ξ) ≥ 0, g2 (x, ξ) ≥ 0, ..., gm (x, ξ) ≥ 0, x ∈ T,
ahol T ⊂ Rn rögzített, rendszerint véges számú egyenl®tlenséggel meghatározott
halmaz, g1, g2, ..., gm valós függvények, ξ jelöli azon paraméterek vektorát, amelyeket
a sztochasztikus modellekben véletlen jelleg¶nek fogunk tekinteni.
E feladat fontos speciális esete a következ® feladat, amelyben a gi függvények
lineárisak és az x ∈ T feltételt is lineáris feltételek képviselik:
c (x, ξ) → min
Ax ≥ ξ, Bx ≥ b,
ahol A és B adott m x n− illetve r x n−dimenziós mátrixok, ξ m−dimenziós
valószín¶ségi változó vektor. ξ mellett az A mátrix elemei is lehetnek valószín¶ségi
változók.
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Ha a modellben valószín¶ségi változók megjelennek, akkor jelen formájában, to-
vábbi magyarázat nélkül, matematikai szempontból értelmezhetetlenné válik. Más-
fel®l azonban a valószín¶ségi változók megjelenése olyan óhajt, szándékot fejez ki,
amit éppen leírni szeretnénk matematikailag korrekt módon. A következ® modellek
ebben nyújtanak segítséget.
C.1. Várhatóérték-programozás
Véletlen paramétereinket várható értékeikkel helyettesítjük. Ekkor feladataink a
következ®k:
c (x,E[ξ])→ min
g1 (x,E[ξ]) ≥ 0, g2 (x,E[ξ]) ≥ 0, ..., gm (x,E[ξ]) ≥ 0,
x ∈ T ,
illetve
c (x,E [ξ]) → min
Ax ≥ E [ξ] , Bx ≥ b.
Ha c(x,E[ξ]) = x E[ξ], akkor a célfüggvény lineáris.
C.2. Valószín¶ség-maximalizálás
P (g1 (x, ξ) ≥ 0, g2 (x, ξ) ≥ 0, ..., gm (x, ξ) ≥ 0)→ max
x ∈ T
illetve
P (Ax ≥ ξ)→ max
Bx ≥ b.
Ismernünk kell ξ komponenseinek együttes eloszlását.
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C.3. Valószín¶séggel korlátozott programozás
(Probabilistic constrained programming model)
c (x)→ min
P (g1 (x, ξ) ≥ 0, g2 (x, ξ) ≥ 0, ..., gm (x, ξ) ≥ 0) ≥ p,
x ∈ T ,
illetve
cx→ min
P (Ax ≥ ξ) ≥ p
Bx ≥ b.
Az el®írt p valószín¶ség a rendszer megbízhatóságának a jellemz®je, a modell
x megoldásában rejl® kockázatot tehát az 1 − p érték képviseli. Az utóbbi fela-
dat a valószín¶séggel korlátozott lineáris programozási modell. Nyilvánvaló, hogy
P (Ax ≥ ξ) = F (Ax), ahol F az m-dimenziós ξ valószín¶ségi változó vektor elosz-
lásfüggvénye, ha ξ folytonos eloszlású, amit a továbbiakban felteszünk.
A feladat megoldhatósága és megoldásának módszere els®sorban attól függ, hogy
a feladat megengedett megoldásainak halmaza konvex-e, ez pedig a ξ valószín¶ségi
változó eloszlásától függ. A P (Ax ≥ ξ) ≥ p feltétel ekvivalens az F (Ax) ≥ p fel-
tétellel, vagyis a feltételt kielégít® n-dimenziós x vektorok halmaza konvex, ha az
F eloszlásfüggvény fels® nívóhalmazai konvexek, vagyis ha F kvázikonkáv, amely
fennáll akkor, ha F egy szigorúan monoton függvénye konkáv. (Ld. pl. Manga-
sarian (1969).) Ha ez fennáll, akkor e halmaznak és a Bx ≥ b feltételt kielégít®
hipersíkoknak a közös része, vagyis a feladat megengedett megoldásainak halmaza
konvex. A következ® tétel a logaritmikusan konkáv eloszlásfüggvényekr®l Prékopa
(1971) eredménye, segít a feladat konvex voltának az eldöntésében.
Állítás: Ha ξ olyan folytonos valószín¶ségi változó vektor, amelynek s¶r¶ség-
függvénye logaritmikusan konkáv, akkor eloszlásfüggvénye is logaritmikusan konkáv.
E tétel, amelyet korábban már idéztünk, következményeként megállapítjuk, hogy
ha a többdimenziós ξ valószín¶ségi változó normális eloszlású, vagy komponensei
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függetlenek és exponenciális vagy béta vagy gamma eloszlásúak, akkor a feladat
megengedett megoldásainak halmaza és így maga a feladat konvex. Gyakorlati
problémákban a ξ valószín¶ségi változó suppF tartója (a legsz¶kebb zárt halmaz,
amelynek valószín¶ségi mértéke 1) szükségképpen korlátos. A felsorolt eloszlásokra
ugyan ez nem áll fenn, de ezek gyakran jelennek meg közelít® elméleti valószín¶sé-
geloszlásként.
A sztochasztikus programozásban gyakran alkalmazott többi modellnél a valószí-
n¶séggel korlátozott lineáris programozási feladatot  duálisát és megoldhatóságát
 itt részletesebben vizsgáljuk. A részletek iránt kevésbé érdekl®d® olvasónak azt
ajánljuk, hogy ezt hagyja ki, és folytassa a következ® modell ismertetésénél.
Látjuk, hogy lineáris célfüggvényt minimalizálunk nemlineáris feltételek mellett. Meg-
oldhatósági szempontból kedvez®bb lenne, ha lineáris feltételek mellett optimalizálnánk
nemlineáris célfüggvényt. Átalakítjuk ezért a feladatot. Vegyük észre, hogy azon x vek-
torok halmaza, amelyekre fennáll, hogy P (Ax ≥ ξ) ≥ p, megegyezik azon x vektorok
halmazával, amelyekre létezik olyan m-dimenziós y vektor, hogy a P (Ax ≥ y ≥ ξ) ≥ p fel-
tétel teljesül. Ezért a P (Ax ≥ ξ) ≥ p feltétel két feltétellel, egy lineáris és egy nemlineáris
feltétellel helyettesíthet®: Ax ≥ y, P (y ≥ ξ) = F (y) ≥ p. Az y vektort a ξ valószín¶ségi
változó vektor suppF tartójában választjuk. Így a feladat felírható a következ®képpen:
cx → min
Ax ≥ y; F (y) ≥ p, y ∈ Rm, y ∈ suppF,
Bx ≥ b.
Modellünk tehát felfogható úgy, hogy el®ször adott y mellett minimalizáljuk a cx célfügg-
vényt az Xy = {x ∈ Rn|Ax ≥ y,Bx ≥ b} halmazon, majd olyan y vektort keresünk, amely
minimalizálja a
z (y) =

minx∈Xy cx, ha Xy 6= ∅,
+∞ különben
konvex függvényt az F (y) ≥ p, y ∈ suppF feltétel mellett:
z (y)→ min, y ∈ Y = {y|F (y) ≥ p, y ∈ suppF} .
Ezt tekintjük a továbbiakban a minimalizálási feladatnak.
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A megengedett megoldások Y halmaza konvex, ha az F eloszlásfüggvény kvázikonkáv,
pl. logaritmikusan konkáv. Vizsgáljuk a célfüggvényt. A lineáris programozás dualitási
tétele szerint adott y ∈ Rm esetén
min
x∈Xy
cx = max
(u,v)∈V={(u,v)≥0|uA+vB=c}
uy + vb,
ahol u ∈ Rm, v ∈ Rr, feltéve, hogy az Xy primál és a V duális feltételi halmazok egyike
sem üres. A duális célfüggvény értékét −∞-nek értelmezzük, ha V üres. (A lineáris
programozást bemutató számtalan könyv és jegyzet közül néhányat az irodalomjegyzékben
feltüntettünk.)
Modellünk tehát a következ®képpen írható fel:
Minimalizáljuk az Y halmazon a max(u,v)∈V={(u,v)≥0|uA+vB=c} uy + vb függvényt:
max
(u,v)∈V
uy + vb→ min, y ∈ Y = {y|F (y) ≥ p, y ∈ suppF} .
Ha az uy+ vb függvénynek van nyeregpontja a V halmazon történ® maximalizálásra és az
Y halmazon történ® minimalizálásra nézve, azaz fennáll, hogy
min
y∈Y
max
(u,v)∈V
uy + vb = max
(u,v)∈V
min
y∈Y
uy + vb,
akkor a minimalizálási feladat helyett törekedhetünk megoldani a következ®, lineáris felté-
teleket és nemlineáris célfüggvényt tartalmazó, duális feladatot :
min
y∈Y
uy + vb → max
uA+ vB = c; (u, v) ≥ 0;u ∈ Rm; v ∈ Rr.
E feladat is konvex, mert a célfüggvény konkáv. Hogy az uy + vb függvénynek mikor van
nyeregpontja a V halmazon történ® maximalizálásra és az Y halmazon történ® minimalizá-
lásra nézve; hogy van-e a minimalizálási feladatnak optimális megoldása akkor is, ha ilyen
nyeregpont nem létezik; hogy az optimális megoldás meghatározására milyen módszert
alkalmazhatunk - e kérdések vizsgálatával foglalkozik Komáromi (1986).1
1Bizonyítja, hogy ha a ξ valószín¶ségi változó vektor együttes eloszlásfüggvénye szigorúan lo-
garitmikusan konkáv és suppF belsejében folytonosan differenciálható, és a duális feladatnak van
(u, v) , u 6= 0 optimális megoldása, akkor vagy y (u) = miny∈Y uy véges vektor, amely esetben
ez a minimalizálási feladat egyetlen optimális megoldása, vagy a minimalizálási feladatnak nincs
optimális megoldása. A dolgozat a megoldásra duális algoritmust mutat be.
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C.4. Véletlennel korlátozott programozási modell
(Chance constrained programming model)2
A megbízhatósági követelményt az egyes egyenl®tlenségi feltételekre egyenként
írjuk el®:
c(x) → min
P (g1(x, ξ) ≥ 0) ≥ p1,
P (g2(x, ξ) ≥ 0) ≥ p2,
...,
P (gm(x, ξ) ≥ 0) ≥ pm,
x ∈ T,
illetve
cx → min
P (Aix ≥ ξi) ≥ pi, i = 1, ...,m,
Bx ≥ b,
ahol ξ mellett a c vektor is lehet valószín¶ségi változó vektor. Csak az utóbbi
modellel foglalkozunk.
Ha c konstans, akkor lineáris programozási feladathoz jutunk:
c(x) → min
Aix ≥ ai, i = 1, ...,m,
Bx ≥ b,
ahol ai = F−1i (pi), Ai az A mátrix i-edik sora, Fi a ξ valQ'oszín¶ségi változó elosz-
lásfüggvénye, i = 1, ...,m.
Ha c valószín¶ségi változó-vektor, akkor három további modellt kapunk. Mind-
három esetben az x döntési vektort x = Dξ alakban keressük. A feltételek a követ-
2E feladatcsoportot Charnes et al. (1959) mutatták be.
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kez® alakúak:
P
(
m∑
k=1
(
n∑
j=1
aijdjk
)
ξk ≥ ξi
)
≥ pi i = 1, ...,m.
E-modell: a cDξ várható értékét minimalizáljuk:
E[cDξ]→ min
Ha c és ξ sztochasztikusan függetlenek, akkor E[cDξ] = E[c]DE[ξ].
V-modell: co és xo olyan vektorok, amelyek a c-ben foglalt valószín¶ségi változók
és az x döntési vektor bizonyos preferált értékeit foglalják magukban és a minima-
lizálandó célfüggvény a cx szorzatnak a coxo szorzattól való négyzetes eltérésének a
várható értéke:
E[(cDξ − coxo)2]→ min
P-modell: Ha az eredeti feladatban a cx célfüggvény maximalizálandó (nyereség,
stb. a jelentése), akkor értelmezésünk így szól: maximalizálandó annak a valószín¶-
sége, hogy a célfüggvényünk egy preferált értéknél nem lesz kevesebb:
P (cDξ ≥ coxo)→ max
Példa. Ez a példa azt illusztrálja, hogy a feltételek együttes teljesülésének a
megbízhatóságát és a célfüggvény értékét egyaránt befolyásolja, hogy melyik mo-
dellt alkalmazzuk. Választásunk a modellek közül attól függhet, hogy a költség és
biztonság közül melyiknek mekkora jelent®séget tulajdonítunk.
Tekintsük a következ® feladatot:
x+ y → min
2x+ y ≥ ξ1,
x+ 2y ≥ ξ2,
x, y ≥ 0,
ξ1 és ξ2 független, a (0, 2) intervallumon egyenletes eloszlású valószín¶ségi változók.
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El®ször a feladat értelmezésére válasszuk a várhatóérték-programozást: helyet-
tesítsük ξ1-et és ξ2 -t a várható értékeikkel. A következ® feladathoz jutunk:
x+ y → min
2x+ y ≥ 1,
x+ 2y ≥ 1,
x, y ≥ 0.
E feladat grafikusan is megoldható, optimális megoldása: (x, y) = (1/3, 1/3), az op-
timális célfüggvény érték: 2/3. A két feltétel együttes teljesülésének a valószín¶sége:
P (1 ≥ ξ1)P (1 ≥ ξ2) = 1/4.
Másodszor írjuk el®, hogy a feltételek együttesen 0,9 valószín¶séggel teljesüljenek.
Ekkor a következ® feladathoz jutunk:
x+ y → min
P
 2x+ y ≥ ξ1
x+ 2y ≥ ξ2
 ≥ 0, 9
x, y ≥ 0.
A két valószín¶ségi változó függetlensége miatt a valószín¶ségi feltétel baloldala
szorzattá alakul:
P
 2x+ y ≥ ξ1
x+ 2y ≥ ξ2
 = P (2x+ y ≥ ξ1)P (x+ 2y ≥ ξ2) .
A feltételek szimmetrikus voltát figyelembe véve a szorzat mindkét tényez®jének az
értéke √0, 9, optimális megoldása: (x, y) = (√0, 4,√0, 4), az optimális célfüggvény-
érték közelít®leg: 1, 26.
Harmadszor írjuk el®, hogy a feltételek biztosan teljesüljenek. Ez megtörténik,
ha ξ1 és ξ2 -t legnagyobb lehetséges értékükkel: 2 - vel helyettesítjük. Ekkor a
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feladatunk a következ® lesz:
x+ y → min
2x+ y ≥ 2,
x+ 2y ≥ 2,
x, y ≥ 0,
amelynek optimális megoldása: (x, y) = (2/3, 2/3), az optimális célfüggvény érték:
4/3, jóval nagyobb, mint az el®z® kett®.
Végül a feltételek teljesülésének valószín¶ségét egyenként írjuk el®. Ekkor a
következ® feladathoz jutunk:
x+ y → min
P (2x+ y ≥ ξ1) ≥ 0, 9
P (x+ 2y ≥ ξ2) ≥ 0, 9
x, y ≥ 0.
A két valószín¶ségi feltétel helyettesíthet® a következ® determinisztikus feltételekkel:
2x+ y ≥ F−1ξ1 (0, 9) = 1, 8
x+ 2y ≥ F−1ξ2 (0, 9) = 1, 8.
Ekkor az optimális megoldás: (x, y) = (0, 6; 0, 6), az optimális célfüggvényérték 1, 2.
A két feltétel együttes teljesülésének valószín¶sége pedig a valószín¶ségi változók
függetlensége miatt 0, 92 = 0, 81.
C.5. Büntetéses modellek
Ebben a modellben a célfüggvény csak az x vektortól függ: c(x,ξ) = c(x). A szto-
chasztikus feltételeket is a célfüggvényben jelenítjük meg oly módon, hogy egy, e
feltételek megsértésének mértékét kifejez®, büntet® függvényt adunk hozzá a c(x)
függvényhez. Csak a lineáris modellen mutatjuk be és sztochasztikus feltételeinket
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az Ax = ξ egyenletrendszer jelenti. Ekkor a sztochasztikus modell:
c(x) + E[q(ξ − Ax)] → min
Bx ≥ b.
A q a büntet®függvényre fennáll, hogy q(z) ≥ 0, z ∈ Rm, q(0) = 0. E feladat fontos
speciális esete a feltételek megsértését komponensenként bünteti. Ekkor
q (ξ − Ax) =
m∑
i=1
(
q+i (ξi − Aix)+ + q−i (Aix− ξi)+
)
,
ahol q(z) =
m∑
i=1
(q+i (zi)+ + q
−
i (−zi)+), q+i és q−i adott konstansok, (a)+ = max(a, 0).
Ekkor E[q(ξ−Ax)] =
m∑
i=1
E
[
q+i (ξi − Aix)+ + q−i (Aix− ξi)+
]
, a célfüggvény má-
sodik tagja szeparábilissá válik és ezért a numerikus megoldását illet®en egyszer¶b-
ben kezelhet®vé.
C.6. A célfüggvény valószín¶ségi változót
tartalmaz
(a) A c(x, ξ) célfüggvény E[c(x, ξ)] várható értékét minimalizáljuk:
E[c(x, ξ)]→ min
Ha speciálisan c(x, ξ) = xξ, akkor E[c(x, ξ)] = E[ξ]x lineáris lesz.
(b) Hatékony v. efficiens v. Pareto optimalizálás:
Optimális: olyan xo lehetséges döntési vektor, amelyre fennáll, hogy nincs olyan
másik x lehetséges döntési vektor, amelyre a E[c(x, ξ)] = E[c(xo, ξ)] és V ar[c(x, ξ)] <
V ar[c(xo, ξ)], vagy V ar[c(x, ξ)] = V ar[c(xo, ξ)] és E[c(x, ξ)] > E[c(xo, ξ)]. Azaz
két célfüggvényünk van: a c(x, ξ) várható értéke (maximalizálandó) és varianciája
(minimalizálandó), és e két célfüggvény szerinti optimális megoldást keresünk. Az
optimális megoldások körét lesz¶kítjük azzal, hogy a két célfüggvényt súlyozzuk.
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Ha speciálisan c(x, ξ) = xξ és ξ kovariancia mátrixa C, akkor xξ varianciája
xCx lesz, és a célfüggvény az alábbi alakú: αE(ξ)x−βxCx, ahol α és β alkalmasan
választott pozitív konstansok.
(c) Meglév® feltételeinket kiegészítjük egy újabb feltétellel, és megoldandó fela-
datnak a következ®t tekintjük:
d→min
P (c(x, ξ) ≤ d) ≥ p, x ∈ T ,
ahol p el®írt, rendszerint nagy valószín¶ség, 0 < p < 1.
Ha speciálisan c(x,ξ) = xξ, a ξ kovariancia mátrixa C és ξ többváltozós normális
eloszlású valószín¶ségi változó vektor, továbbá xξ nemdegenerált eloszlású, minden
x ∈ T mellett, akkor a feladat optimális megoldására
P (c(x, ξ) ≤ d) = p
kell, hogy teljesüljön és az optimalizálandó célfüggvény:
d = E(ξ)x+ Φ−1(p)
√
xCx,
ahol Φ a standard normális eloszlás eloszlásfüggvénye. A determinisztikus feladat
tehát a következ®:
E(ξ)x+ Φ−1(p)
√
xCx→ min; x ∈ T
C.7. Valószín¶ségeloszlás problémák
Érdekl®dhetünk
1. a véletlen optimális célfüggvényérték eloszlása ill.
2. a véletlen optimális megoldás eloszlása,
vagy az eloszlás valamilyen jellemz®i (pl. várható érték, variancia) iránt.
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C.8. Kétlépcs®s sztochasztikus programozás
A második lépcs® feladata az, hogy az els® lépcs®ben (itt és most) hozott döntést
korrigáljuk. Ez a következ® feladat megoldását jelenti:
qy → min
Tx+Wy = ξ, y ≥ 0,
ahol qy képviseli a korrekció költségét, Wy a korrekciót. Itt már adottak az x
és a ξ vektorok, amelyekt®l a második lépcs® lineáris programozási feladatának
optimális célfüggvény-értéke függ. Jelölje q(x, ξ) az optimális célfüggvény-értéket:
q(x, ξ) = min{qy|Tx +Wy = ξ, y ≥ 0} . Ekkor az x döntési vektort a modell úgy
választja ki, hogy amellett, hogy x kielégíti az eredetileg kirótt
Ax = b, x ≥ 0, x ∈ X ⊂ Rn
feltételt, minimalizálja a felmerül® összes költség várható értékét:
cx+Q (x) → min
Ax = b;x ≥ 0;x ∈ X ⊂ Rn,
ahol Q(x) = E(q(x, ξ)). x ∈ X az ún. indukált feltételeket foglalja magában.
Az indukált feltételek jelentése a következ®: Csak olyan, az els® lépcs® eredeti
feltételeinek eleget tév® x döntési vektorok alkotják a feladat megengedett megol-
dásait, amelyekre a második lépcs®ben lév® feladat megoldható (megengedett és
véges optimummal rendelkezik) a szóban forgó valószín¶ségi változó vektor minden
lehetséges értékére:
Tx+Wy = ξ, y ≥ 0
rendelkezik megengedett megoldással.
Ezen felül a második lépcs®s feladatnak a megengedett megoldások közül olyan-
nal is rendelkeznie kell, amelyre qy minimális  ennek a feltételét vizsgáljuk:
Állítás: Tegyük fel, hogy x ∈ {x : Ax = b, x ≥ 0, x ∈ X}, vagyis a
Tx+Wy = ξ, y ≥ 0
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feladatnak van megengedett megoldása ξ minden lehetséges értéke esetén. Ekkor a
második lépcs®s feladatnak van véges optimuma akkor és csak akkor, ha ∃z ∈ Rm,
amelyre
zW ≤ q.
Bizonyítás: A
(P ) qy → min
Wy = ξ − Tx, y ≥ 0
LP feladat duális feladata a következ®:
(D) (ξ − Tx)z → max
zW ≤ q
A lineáris programozás dualitási tétele szerint a (P ) feladatnak akkor és csak
akkor van véges optimuma - feltéve, hogy van megengedett megoldása -, ha a (D)
feladatnak van megengedett megoldása  és ekkor az optimális célfüggvény-értékek
egyenl®k. Ez éppen az állítás.
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