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RELATION ALGEBRAS OF SUGIHARA, BELNAP, MEYER,
CHURCH
R. L. KRAMER, R. D. MADDUX
Abstract. Many algebras that appear in the literature of relevance logic,
including lattices introduced by, or attributed to, Sugihara, Belnap, Meyer,
and Church are actually algebras of binary relations with set-theoretically
defined operations. In fact, they are definitional reducts or subreducts of
proper relation algebras.
1. Introduction
Sugihara’s lattice, introduced by Sugihara in 1955 [20], is described by Ander-
son and Belnap [1, pp. 335–6]. (We use simply “lattice” rather than “matrix” or
“matrices” or “lattice with operators”.) A smaller lattice obtained from Sugihara’s
original by deleting half the elements (only one element per integer instead of two)
is taken by Anderson and Belnap as “the” Sugihara lattice. R. K. Meyer introduced
finite Sugihara lattices for his proof that they are complete for the Dunn-McCall
logic R-mingle, or RM [1, Section 29.3.2]. Various other algebras (traditionally
called “matrices” because tables specifying a binary operations look like a ma-
trices) have appeared in the relevance logic literature. Several of these algebras,
including Sugihara lattices and perhaps many more, are actually algebras of binary
relations. Their operations are defined set-theoretically, and need not be specified
by tables. Since their operations are definable in the similarity type of relation
algebras, they are definitional reducts or subreducts of proper relation algebras.
This situation arises in group theory. Any finite group G can be specifed by
tables giving the inverses and products of all the elements, but because of Cayley’s
theorem that every group is isomorphic to a group of permutations, it is also possible
to simply describe G as the group generated by a particular list of permutations. No
6-by-6 table is needed to specify the group generated by the permutations (1, 2, 3)
and (1, 2). The description just given tells us it is the group of all permutations of
the set {1, 2, 3}. This situation also arises in the theory of Boolean algebras. Every
finite Boolean algebra can be described as the Boolean algebra of all subsets of
some particular finite set. No 8-by-8 table is needed to specify the Boolean algebra
of subsets of {1, 2, 3}. The phrase just used does the trick.
We will show that Sugihara lattices, Belnap’s M0, and lattices of Meyer and
Church are algebras of binary relations with set-theoretically defined operations.
Each may be specified by a list of relations on a set U , together with some operations
on relations selected from the list in Table 1. We start with Belnap.
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2. Belnap
Belnap’s lattice M0 was first introduced in 1960 by tables for the operations ∨,
∧, →, ∼, and two more unary operations, on an eight-element set [3]. As a lattice,
its operations ∨ and ∧ can be specified by a Hasse diagram. Tables are needed only
for → and ∼. See [1, pp. 197–8, 252–3], [7, pp. 101–2]. It is described in [14], [4, p.
117], and [15, Theorem 4.1] as an algebra
M0 = 〈M0,∪, ∩, →, ∼〉 ,
M0 = {∅, <, >, =, 6=, ≤, ≥, Q
2},
whose universeM0 consists of eight binary relations on the rational numbers Q: the
empty relation ∅, the less-than relation <, the greater-than relation >, the identity
relation =, the diversity relation 6=, less-than-or-equal ≤, greater-than-or-equal ≥,
and the universal relation Q2, i.e., the unions of subsets of {<, >, =}. The Hasse
diagram for M0 is in Figure 1. The operations of M0 are union ∪, intersection ∩,
residual →, and converse-complement ∼, defined in Table 1 with U = Q.
The logic called BM is defined by an explicit finite axiomatization [7, p. 128]. By
[7, Theorem 9.8.6] and its corollary,M0 is characteristic for the logic BM. Because
it has a single finite characteristic structure, BM is a complete decidable logic.
M0 is also closed under complement , converse
−1, and relative product |, and
contains the empty ∅, universal Q2, and identity Id relations on Q. Therefore M0
is the universe of an algebra
M0 =
〈
M0,∪, ∩, , ∅, Q
2, |, −1, Id
〉
we call Belnap’s relation algebra. From the 1980s onward there has developed
an extensive literature in whichM0 is known as thePoint Algebra, because among
its eight relations are the three ways that two points on the real number line can
be related to each other: either they are equal (=), or the first point is to the left
of the second point (<), or to the right (>). For recent work involving the Point
Algebra see Bodirsky [5].
3. Sugihara
In the definition of Sugihara lattices, recall that a chain with binary operations
of maximum ∨ and minimum ∧ happens to be a lattice, that is, ∧ and ∨ are
associative, commutative, idempotent, and the absorption laws A∧ (A∨B) = A =
A ∨ (A ∧ B) hold. A lattice is a chain if A ∧ B is always either A or B, i.e., the
ordering ≤ is linear, where A ≤ B iff A ∧B = A.
Definition 1. S = 〈S,∨,∧,→,∼〉 is a Sugihara lattice if 〈S,∨,∧〉 is a chain,
A ∨ B and A ∧ B are respectively the maximum and minimum of A,B ∈ S, ∼ is
an involution that reverses the ordering,
∼∼A = A, A ≤ B iff ∼B ≤ ∼A,
and A→ B = ∼A ∨B if A ≤ B, otherwise A→ B = ∼A ∧ B. An element A ∈ S
is said to be designated if ∼A ≤ A.
Ten examples of Sugihara lattices residing in Belnap’s M0, specified by relations
and operations:
universe operations
{<,≤} {>,≥} {∅,Q2} ∪, ∩, →, ∼
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· identity relation Id = {〈x, x〉 : x ∈ U},
· diversity relation Di = {〈x, y〉 : x, y ∈ U, x 6= y},
· relations contained in the Cartesian square of U
A, B ⊆ x2 = {〈x, y〉 : x, y ∈ U},
· union A ∪B = {〈x, y〉 : Axy or Bxy},
· intersection A ∩B = {〈x, y〉 : Axy and Bxy},
· converse A−1 = {〈x, y〉 : Ayx},
· complement A = {〈x, y〉 : x, y ∈ U, ¬Axy},
· converse-complement ∼A = {〈x, y〉 : x, y ∈ U, ¬Ayx},
· relative product A|B = {〈x, y〉 : ∃z(Axz, Bzy},
· residual A→ B = {〈x, y〉 : ∀z(Azx =⇒ Bzy)},
· relativized converse-complement
∼′A = {〈x, y〉 : x, y ∈ U, x 6= y, ¬Axy},
· relativized relative product
A|′B = {〈x, y〉 : x 6= y, ∃z ∈ U(x 6= z 6= y, Axz, Bzy)},
· relativized residual
A→′ B = {〈x, y〉 : x 6= y, ∀z ∈ U((x 6= z 6= y, Azx) =⇒ Bzy)}.
Table 1. Some relations on U and some operations on relations.
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Figure 1. Lattice of relations in M0.
{∅, <,≤,Q2} {∅, >,≥,Q2} ∪, ∩, →, ∼
{<} {>} {∅, 6=} ∪, ∩, →′, ∼′
{∅, <, 6=} {∅, >, 6=} ∪, ∩, →′, ∼′
The chains {<,≤} and {>,≥} appear in Belnap’s proof [3, p. 145] of the variable-
sharing property, that if A → B is a theorem of the logic R then A and B share
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at least one propositional variable. The proof proceeds by first noting that if the
variables of A are mapped to relations in {<,≤}, then, by the closure of this set
under the relevant operations, A must also be mapped to one of these two relations.
If the variables of B do not occur in A, they may be mapped to {>,≥}, and, by
closure, B will also be mapped into this set. But then the formula A→ B will be
mapped to the residual of something in {<,≤} with something in {>,≥}. Every
such residual is ∅, and ∅ not designated, so A→ B is not valid in M0. The axioms
of R (formulas (R1)–(R13) in Table 5) are valid in M0, and the rules of deduction
presereve validity, so A → B is not a theorem of R whenever A and B share no
variable.
For every finite cardinality there is exactly one Sugihara lattice having that
cardinality. Because ∼ is order-reversing, finite Sugihara lattices of odd cardinality
must have a fixed element under ∼ (the one in the middle). Such an element would
be assigned as a truth value to a formula that is equivalent to its own negation.
Sugihara lattices without fixed elements under negation are called “normal” by
Meyer [1, p. 400], so odd Sugihara lattices are not normal. Sugihara lattices with
even cardinality have no elements fixed by ∼ (which interchanges the top and
bottom halves while reversing their order). Sugihara lattices with even cardinality
were used by Meyer [1, p. 413, Corollary 3.1] to prove that the theorems of RM
are exactly those formulas that are valid in all finite Sugihara lattices. His result
was employed for the completeness theorem [15, Theorem 6.2(iii)], that a formula
is a theorem of RM if and only if it is valid in every finite algebra in KRM (see
Definition 5 below).
Infinite Sugihara lattices are not determined by cardinality alone. In what An-
derson and Belnap “have accordingly come to think of . . . as the Sugihara matrix”
[1, p. 337], the universe is the set Z∗ = {n : 0 6= n ∈ Z} of non-zero integers and
∼(i) = −i for every non-zero i ∈ Z∗. This Sugihara lattice was named SZ∗ by
Meyer [1, p. 414], who proved that the theorems of RM are exactly those formulas
valid in the Sugihara lattice SZ∗ [1, p. 414, Corollary 3.5]. Having described SZ∗ ,
Anderson and Belnap suggest, “Or one might insert 0 between −1 and +1, counting
it designated” [1, p. 337]. The resulting lattice was called SZ by Meyer [1, p. 414].
It has a fixed element under ∼, namely 0 = ∼0. No such fixed element occurs in
the original lattice of Sugihara [20]. In this lattice, the ordering is isomorphic to
two copies of the integers, one after the other, so we call it SZ+Z (with + denoting
ordinal addition). The Sugihara lattices SZ∗ , SZ, and SZ+Z are countably infinite
but not isomorphic.
4. Definition of SI
For an arbitrary index set I ⊆ Z of integers, SI is a set of relations on ZQ, where
ZQ be the set of functions f : Z→ Q that map the integers Z to the rationals Q. By
Theorem 1 in the next section, SI is the universe of a proper relation algebra called
SI . Belnap’s and Sugihara’s lattices occur when I is {0} or Z. Belnap’s lattice
M0 is a definitional reduct of S{0} (isomorphic to Belnap’s relation algebra), and
Sugihara’s original lattice SZ+Z is a definitional subreduct (but not a definitional
reduct) of SZ.
Definition 2. Let I ⊆ Z.
(i) If q ∈ ZQ, we say that q is eventually zero if there exists some integer
n ∈ Z such that qi = 0 for all i > n.
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(ii) UI is the set of functions, called sequences, that map Z to Q, are even-
tually zero, and are non-zero only on I:
UI = {q : q ∈
ZQ, (∃n∈Z)(∀i>n)(qi = 0), (∀i∈Z)(qi 6= 0⇒ i ∈ I)}.
(iii) Define the identity and diversity relations
IdI = {〈q, q〉 : q ∈ UI}, DiI = {〈q, r〉 : q, r ∈ UI , q 6= r},
and, for every n ∈ I,
Ln = {〈q, r〉 : q, r ∈ UI , qn < rn, and qi = ri whenever n < i},
Rn = {〈q, r〉 : q, r ∈ UI , qn > rn, and qi = ri whenever n < i}.
(iv) Define a set of relations and its set of unions
AtI = {IdI} ∪
⋃
n∈I
{Ln, Rn}, SI =
{⋃
X : X ⊆ AtI
}
.
For an example, suppose I = {0}. In this case U{0} is the set of Z-indexed
sequences of rational numbers having 0 everywhere except possibly at index 0.
There is a bijection between U{0} and Q matching q ∈ U{0} with q0 ∈ Q. Setting
I = {0} in Definition 2 gives
At{0} = {Id{0}, L0, R0},
S{0} =
{
∅, Id{0}, L0, R0, Id{0} ∪ L0, Id{0} ∪R0, L0 ∪R0, (U{0})
2
}
.
For every relation R ⊆ (U{0})
2, let f(R) = {〈q0, r0〉 : 〈q, r〉 ∈ R}. Applying f to
the relations in At{0} produces the relations in M0:
f(∅) = ∅,
f(Id{0}) = {〈x, y〉 : x, y ∈ Q, x = y},
f(L0) = {〈x, y〉 : x, y ∈ Q, x < y},
f(R0) = {〈x, y〉 : x, y ∈ Q, x > y},
f(Id{0} ∪ L0) = {〈x, y〉 : x, y ∈ Q, x ≤ y},
f(Id{0} ∪R0) = {〈x, y〉 : x, y ∈ Q, x ≥ y},
f(L0 ∪R0) = {〈x, y〉 : x, y ∈ Q, x 6= y}
f(U{0}) = Q
2.
In fact, f is an isomorphism from S{0} to Belnap’s relation algebra (so S{0} is also
called “Belnap’s relation algebra”).
When I = Z the set SZ contains far more than is needed for Sugihara’s lattice.
AtZ has countably many relations, so the cardinality of SZ is same as that of the
real numbers. By Theorem 1 in the next section, SZ is the universe of a relation
algebra SZ, called Sugihara’s relation algebra. By Theorem 2 in the section
after that, SZ contains countable chains isomorphic to SZ+Z, and Belnap’s relation
algebra S{0} has two of the Sugihara chains listed after Definition 1.
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5. Structure of SI
In this section we show SI is the universe of the complete atomic set relation
algebra SI . First we review Definition 2. For every set of integers I ⊆ Z, UI
is the set of functions from Z to Q that are eventually zero and non-zero only
on I. Then AtI = {IdI} ∪
⋃
n∈I{Ln, Rn} and SI = {
⋃
X : X ⊆ AtI}, where
IdI = {〈q, q〉 : q ∈ UI}, and for every n ∈ I,
Ln = {〈q, r〉 : q, r ∈ UI , qn < rn, and qi = ri whenever n < i},
Rn = {〈q, r〉 : q, r ∈ UI , qn > rn, and qi = ri whenever n < i}.
Theorem 1. AtI is a partition of (UI)2. AtI is the set of atoms of the complete
atomic relation algebra
SI =
〈
SI ,∪,∩, , ∅, (UI)
2, |, −1, IdI
〉
.
Proof. To see that the relations in AtI are pairwise disjoint and their union is
(UI)
2, note that any two sequences q, r ∈ UI are either equal everywhere (are in
the identity relation IdI), or differ somewhere, in which case there is a largest integer
n where they differ (since they are both eventually zero). The pair 〈q, r〉 cannot be
in Lm or Rm if n < m since q and r agree at every such m (by the choice of n), and
〈q, r〉 cannot be in Lm or Rm if n > m since q and r differ somewhere larger than
m (namely at n). Since q and r differ at n, one of them is not zero at n, so n ∈ I.
Since the ordering of the rationals is linear, either qn < rn or qn > rn but not both,
so the pair 〈q, r〉 must be in the relation Ln or Rn but not both. Therefore we have
a disjoint union:
(UI)
2 =
⋃
X∈AtI
X.
Since the relations in AtI form a partition of (UI)2, the unions of arbitrary subsets
of AtI form a complete atomic Boolean algebra whose set of atoms is AtI . Thus
SI is closed under union, intersection, complement, relative product, converse, and
contains ∅, (UI)2, and IdI . What remains is to verify that this set of relations is
closed under the formation of converses and relative products.
It follows from their definitions that Rn and Ln are converses of each other. The
converse of the identity relation is itself. Converse distributes over arbitrary unions
of relations. We therefore have the following rules. For all n ∈ I and X ⊆ AtI ,
(Ln)
−1
= Rn, Id
−1
I = IdI ,
(⋃
X
)−1
=
⋃
X∈X
X−1.(1)
From (1) it follows that {
⋃
X : X ⊆ AtI} is closed under converse.
For closure under relative product, we reason as follows. The relative product of
two unions of sets of atoms is, by distributivity, the union of the relative products
of the atoms in the two sets. More exactly, if X ,Y ⊆ AtI then⋃
X|
⋃
Y =
⋃
{X |Y : X ∈ X , Y ∈ Y}.
The relative product is again a union of atoms if the relative product of any two
atoms is a union of atoms. As we will see, the relative product of any two atoms is
an atom in every case except the product of a diversity atom and its converse, in
which case the product is the union of the identity relation and all diversity atoms
with smaller index; see (7).
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Assume q, r, and s are distinct sequences in UI . Each sequence must differ from
the other two, so the cardinality of {qn, rn, sn} cannot be 1 for every n ∈ Z. One
the other hand, since q, r, and s are all eventually zero, the number of elements
of {qn, rn, sn} will eventually be constantly 1, since {qn, rn, sn} = {0} whenever n
is large enough. Hence there is an integer n at which {qn, rn, sn} contains either
exactly three or exactly two elements (hence n ∈ I because they can’t all be zero)
and |{qi, ri, si}| = 1 for all i > n (hence q, r, and s all agree beyond n). Although
any two of q, r, and s are equal beyond n, any pair of them could also agree beyond
an integer strictly smaller than n. In the first case, when {qn, rn, sn} has exactly
three elements, those elements must form a chain under the dense linear ordering
< on the rationals, and, since q, r, and s all agree beyond n, we may choose x, y, z
so that {x, y, z} = {q, r, s} and x Ln y Ln z (and x Ln z). This is listed as case (2)
below. If there are exactly two elements in {qn, rn, sn}, then one of them differs
from the other two, and the other two coincide. Therefore, for some x, y, z such
that {x, y, z} = {q, r, s}, we have xn 6= yn = zn and 1 = |{xi, yi, zi}| for every
i > n. If xn < yn = zn then x Ln y and x Ln z, while if xn > yn = zn then
x Rn y and x Rn z. Now y and z are distinct, but they agree beyond n and also
agree at n. Hence they disagree at some j < n, and agree beyond j, in which case
y Lj z or y Rj z. We may assume x, y, z were chosen so that y Lj z. This yields
the remaining two cases (3) and (4). Thus, given any three distinct q, r, s ∈ UI ,
there are x, y, z ∈ UI and n ∈ I such that {x, y, z} = {q, r, s}, |{qn, rn, sn}| > 1,
|{qi, ri, si}| = 1 for all i > n, and one of these three cases holds:
x Ln y Ln z x Ln z(2)
x Ln y Lj z x Ln z (j < n)(3)
x Rn y Lj z x Rn z (j < n)(4)
From the fact that these are the only possible cases, we will be able to deduce the
rules for computing products of pairs of relations in AtI . First we consider the
products with the identity relation.
IdI |IdI = IdI Ln|IdI = IdI |Ln = Ln Rn|IdI = IdI |Rn = Rn(5)
We will only prove IdI |Ln = Ln. The other equations have similar proofs. Assume
〈q, r〉 ∈ IdI |Ln. Then there is some s such that 〈q, s〉 ∈ IdI and 〈s, r〉 ∈ Ln. The
latter two statements tell us that q = s and s Ln r, from which we conclude q Ln r
by congruence property of equality (equal objects have the same properties), hence
〈q, r〉 ∈ Ln, showing that IdI |Ln ⊆ Ln. For the opposite inclusion, we assume
〈q, r〉 ∈ Ln and note that by choosing s = q we get 〈q, s〉 ∈ IdI and 〈s, r〉 ∈ Ln,
i.e., 〈q, r〉 ∈ IdI |Ln. Thus IdI ⊆ IdI |Ln. Combining this with IdI |Ln ⊆ IdI , we
obtain the desired equality. Next we introduce notation for special relations in SI
that arise from relative products of diversity atoms. For any n,m ∈ I let
L[n,m] =
⋃
{Lκ : n ≤ κ ≤ m, κ ∈ I} L(−∞,n] =
⋃
{Lκ : n ≥ κ ∈ I}
L[n,∞) =
⋃
{Lκ : n ≤ κ ∈ I} L(−∞,∞) =
⋃
{Lκ : κ ∈ I}
Note that L[n,m] = ∅ if n > m, and L[n,n] = Ln. The same notation is used with
converses (change L to R in the equations above). The rules for converse (1) imply(
L[n,m]
)−1
= R[n,m]
(
L(∞,m]
)−1
= R(∞,m](
L[n,∞)
)−1
= R[n,∞)
(
L(−∞,∞)
)−1
= R(−∞,∞)
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The relative product of diversity atoms Lm, Rn ∈ AtI can be computed according
to three basic rules. The first rule, expressed in (6), says that the product of a
diversity atom with itself is itself. The second rule, expressed in (7), says that the
product of a diversity atom with its converse is the union of the identity relation
and all diversity atoms having equal or smaller index. The third rule, expressed in
(8) and (9), says that the product of two diversity atoms with distinct indices n
and m is the one with the larger index.
Ln|Ln = Ln Rn|Rn = Rn(6)
Rn|Ln = Ln|Rn = IdI ∪ L(−∞,n] ∪R(−∞,n](7)
Lm|Ln = Ln|Lm = Rm|Ln = Ln|Rm = Ln if m < n(8)
Rm|Rn = Rn|Rm = Rn|Lm = Lm|Rn = Rn if m < n(9)
To prove (6), assume 〈q, r〉 ∈ Ln|Ln, so there is some s ∈ UI such that 〈q, s〉 ∈ Ln
and 〈s, r〉 ∈ Ln. It follows that qn < sn, sn < rn, and q, r, and s all agree beyond
n. We also have qn < rn by the transitivity of the ordering < on Q, so 〈q, r〉 ∈ Ln.
This shows Ln|Ln ⊆ Ln. For the opposite inclusion, assume 〈q, r〉 ∈ Ln. Then
qn < rn, and q and r agree beyond n. By the density of <, we may choose s ∈ UI
so that s agrees with q and r beyond n and has some value sn between qn and
rn (such as the average of qn and rn) so that qn < sn < rn. (The values of s on
arguments in I and smaller than n are arbitrary.) This completes the proof of the
first equation in (6). The second has a similar proof.
To prove (7), assume 〈q, r〉 ∈ Rn|Ln. If q = r then 〈q, r〉 is in IdI , one of the
relations in the union on the right side of (7), as desired. So assume q 6= r. By
definition of | there is some s ∈ UI such that 〈q, s〉 ∈ Rn, 〈s, r〉 ∈ Ln, and q, r, and
s agree beyond n. From 〈s, q〉 ∈ Ln, 〈s, r〉 ∈ Ln, and q 6= r we conclude that we are
in case (2) or (3) with s = x and {q, r} = {y, z}. Since q 6= r and {q, r} = {y, z},
〈q, r〉 is in some diversity atom whose index must be either n, as in case (2), or
some smaller integer j < n, which occurs in case (3). In either case, depending on
how q and r match up with y and z, we have 〈q, r〉 ∈ L(−∞,n] ∪R(−∞,n]. The pair
〈q, r〉 thus belongs to one of the relations on the right, proving
Rn|Ln ⊆ IdI ∪ L(−∞,n] ∪R(−∞,n].
For the converse, assume 〈q, r〉 ∈ IdI ∪ Lm ∪ Rm and m ≤ n. We will find s ∈ UI
such that 〈q, s〉 ∈ Rn and 〈s, r〉 ∈ Ln. Since q and r agree beyond m, they agree
beyond n as well. Choose values for s ∈ UI so that s agrees with q and r beyond
n. (Values of s at arguments that are in I and smaller than n may be anything.)
At n we choose a rational sn that is strictly smaller than both qn and rn, such as
sn = (qn, rn) − 1. Here we are using the fact that the ordering of the rationals
does not have any endpoints. From sn < qn, sn < rn, and the agreement of q,
r, and s beyond n we get 〈s, q〉 ∈ Ln and 〈s, r〉 ∈ Ln, hence 〈q, s〉 ∈ Rn, hence
〈q, r〉 ∈ Rn|Ln. This shows Rn|Ln ⊇ IdI ∪L(−∞,n] ∪R(−∞,n], completing the proof
of one of the two equations in (7). The other may be proved similarly.
The proofs for (8) and (9) are somewhat simpler. We first show that if m < n
then (Lm ∪ Rm)|Ln ⊆ Ln. Assume 〈q, r〉 ∈ (Lm ∪ Rm)|Ln. Then there must
exist some s ∈ UI such that 〈q, s〉 ∈ Lm ∪ Rm and 〈s, r〉 ∈ Ln. It follows from
〈q, s〉 ∈ Lm ∪ Rm that qm 6= sm and q and s agree beyond m. Since m < n, this
tells us that qn = sn and q and s agree beyond n. From 〈s, r〉 ∈ Ln we know
sn < rn and s and r agree beyond n. We conclude that qn = sn < rn and q, r, and
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s agree beyond n, hence 〈q, r〉 ∈ Ln. Assume 〈q, r〉 ∈ Ln and m < n. Then qn < rn
and q and r agree beyond n. Let s ∈ UI have completely arbitrary entries up to
sm and agree with q beyond m. Since m < n, any such s agrees with r beyond n
and sn = qn < rn, so 〈s, r〉 ∈ Ln. Since q and s agree beyond m, their relationship
depends on the relation between qm and sm. If qm > sm then 〈q, s〉 ∈ Rm, and if
qm < sm then 〈q, s〉 ∈ Lm. Both kinds of s exists, so Ln ⊆ Rm|Ln ∩ Lm|Ln. From
the two inclusions we have proved, it follows that Ln = Rm|Ln = Lm|Ln. The
other equations in (8) and (9) can be proved similarly.
The rules (1), (5), (6), (7), (8), and (9) show relative products of atoms are
unions of atoms, hence the set of unions of sets of atoms is closed under relative
product, completing the proof of Theorem 1. 
Corollary 1. SI is commutative.
Proof. Relative product distributes over arbitrary unions, so if X ,Y ⊆ AtI then⋃
X|
⋃
Y =
⋃
{X |Y : X ∈ X , Y ∈ Y}
=
⋃
{Y |X : X ∈ X , Y ∈ Y} (5), (7)–(9)
=
⋃
Y|
⋃
X .

Chains constructed in the next section will be shown in Theorem 2 to be Sugihara
lattices by means of the following computational rules.
Lemma 1. Let I ⊆ Z. For all n,m ∈ I,
L(−∞,n]|L(−∞,m] = L(−∞,n] ∪ L(−∞,m](10)
R(−∞,n]|R(−∞,m] = R(−∞,n] ∪R(−∞,m](11)
L[n,∞)|L[m,∞) = L[n,∞) ∩ L[m,∞)(12)
R[n,∞)|R[m,∞) = R[n,∞) ∩R[m,∞)(13)
R(−∞,∞)|R[m,∞) = R[m,∞)(14)
R(−∞,∞)|L(−∞,m] = R(−∞,∞) ∪ IdI ∪ L(−∞,m](15)
if n < m then L(−∞,n]|R[m,∞) = R[m,∞)(16)
if n ≥ m then L(−∞,n]|Rm = R(−∞,m] ∪ IdI ∪ L(−∞,n](17)
L(−∞,n]|R[m,∞) =
{
R[m,∞) if n < m
R(−∞,∞) ∪ IdI ∪ L(−∞,n] if n ≥ m
(18)
Proof. In the computations proving (10)–(18) we use rules (1), (5)–(9), our nota-
tion for special elements of SI , and the fact that relative product distributes over
arbitrary unions of relations. (10) holds because
L(−∞,n]|L(−∞,m] =
⋃
{Lκ|Lλ : n ≥ κ ∈ I, m ≥ λ ∈ I}
=
⋃
{Lmax(κ,λ) : n ≥ κ ∈ I, m ≥ λ ∈ I} (8)
= L(−∞,max(n,m)]
= L(−∞,n] ∪ L(−∞,m]
10 R. L. KRAMER, R. D. MADDUX
Taking converses of both sides in (10) gives (11). For (12),
L[n,∞)|L[m,∞) =
⋃
{Lκ|Lλ : n ≤ κ ∈ I, m ≤ λ ∈ I}
=
⋃
{Lmax(κ,λ) : n ≤ κ ∈ I, m ≤ λ ∈ I} (8)
= L[max(n,m),∞)
= L[n,∞) ∩ L[m,∞)
Applying converse to (12) gives (13). For (14),
R(−∞,∞)|R[m,∞) =
⋃
{Rκ|Rλ : κ ∈ I, m ≤ λ ∈ I}
=
⋃
{Rmax(κ,λ) : κ ∈ I, m ≤ λ ∈ I} (9)
= R[m,∞)
For (15), we have, by our notational definitions and distributivity,
R(−∞,∞)|L(−∞,m] =
⋃
{Rκ|Lλ : κ ∈ I, m ≥ λ ∈ I}.(19)
Assume κ ∈ I and m ≥ λ ∈ I. If κ 6= λ then
Rκ|Lλ ⊆ Rκ ∪ Lλ (8), (9)
⊆ R(−∞,∞) ∪ IdI ∪ L(−∞,m]
while if κ = λ ≤ m then
Rκ|Lλ = Rκ|Lκ
= R(−∞,κ] ∪ IdI ∪ L(−∞,κ] (7)
⊆ R(−∞,∞) ∪ IdI ∪ L(−∞,m]
Along with (19), this shows
R(−∞,∞)|L(−∞,m] ⊆ R(−∞,∞) ∪ IdI ∪ L(−∞,m].(20)
For the other direction, note that Rm ⊆ R(−∞,∞) and Lm ⊆ L(−∞,m] since m ∈ I,
hence, by (7),
R(−∞,∞)|L(−∞,m] ⊇ Rm|Lm = R(−∞,m] ∪ IdI ∪ L(−∞,m].
What remains is to show R(−∞,∞)|L(−∞,m] ⊇ Rκ whenever κ ∈ I and κ > m.
From κ,m ∈ I we get Rκ ⊆ R(−∞,∞) and Lm ⊆ L(−∞,m], so
Rκ = Rκ|Lm κ > m
⊆ R(−∞,∞)|L(−∞,m],
completing the proof of (15). For (16), if n < m then
L(−∞,n]|R[m,∞) =
⋃
{Lκ|Rλ : κ ∈ I, κ ≤ n < m ≤ λ ∈ I}
=
⋃
{Rλ : κ ∈ I, κ ≤ n < m ≤ λ ∈ I} (9)
= R[m,∞)
For (17), if n ≥ m then, by (7), (8), and (9),
L(−∞,n]|Rm =
⋃
n≥κ∈I
Lκ|Rm
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=

 ⋃
n≥κ∈I, κ<m
Lκ|Rm

 ∪ (Lm|Rm) ∪

 ⋃
n≥κ∈I, κ>m
Lκ|Rm


=

 ⋃
n≥κ∈I, κ<m
Rm

 ∪ (R(−∞,m] ∪ IdI ∪ L(−∞,m]) ∪

 ⋃
n≥κ∈I, κ>m
Lκ


= R(−∞,m] ∪ IdI ∪ L(−∞,n].
Finally we prove (18). The first case, in which n < m, holds by (16). If n ≥ m then
L(−∞,n]|R[m,∞) = L(−∞,n]|R[m,n] ∪ L(−∞,n]|R[n+1,∞)
= L(−∞,n]|R[m,n] ∪R[n+1,∞) (16)
=

 ⋃
m≤λ≤n, λ∈I
L(−∞,n]|Rλ

 ∪R[n+1,∞)
=
⋃
m≤λ≤n, λ∈I
(
IdI ∪ L(−∞,n] ∪R(−∞,λ]
)
∪R[n+1,∞) (17)
= L(−∞,n] ∪ IdI ∪R(−∞,n] ∪R[n+1,∞)
= R(−∞,∞) ∪ IdI ∪ L(−∞,n]

6. Sugihara chains
Definition 3. For every I ⊆ Z,
CI = {S
I
n : − n ∈ I} ∪ {T
I
n : n ∈ I},
C′I = {S
I
n : − n ∈ I} ∪ {Tˆ
I
n : n ∈ I},
where, for every n ∈ Z,
SIn = R[−n,∞), T
I
n = R(−∞,∞) ∪ IdI ∪ L(−∞,n−1],
Tˆ In = R(−∞,∞) ∪ L(−∞,n−1].
The relations in CI and C′I form chains under inclusion:
CI : · · · ⊆ S
I
−1 ⊆ S
I
0 ⊆ S
I
1 ⊆ · · · · · · ⊆ T
I
−1 ⊆ T
I
0 ⊆ T
I
1 ⊆ · · · ,
C′I : · · · ⊆ S
I
−1 ⊆ S
I
0 ⊆ S
I
1 ⊆ · · · · · · ⊆ Tˆ
I
−1 ⊆ Tˆ
I
0 ⊆ Tˆ
I
1 ⊆ · · · .
By Theorem 2 below, these chains are universes of Sugihara lattices because CI is
closed under ∩, ∪, →, and ∼, while C′I is closed under ∩, ∪, →
′, and ∼′.
At one extreme, if I = ∅ then U∅ is a singleton containing just the function that
is constantly zero, and C∅ = C
′
∅ = ∅.
At the other extreme, when I = Z, the order types of CZ and C′Z are the same
as Sugihara’s original lattice SZ+Z. The designated elements in SZ+Z are the ones
corresponding to the second larger copy of Z. The set of designated elements for
CZ is {T Zn : n ∈ Z}, i.e., the relations in CZ containing the identity relation.
If I = {0}, then S{0} is isomorphic to Belnap’s relation algebra, and
C{0} = {S
{0}
0 , T
{0}
0 }, C
′
{0} = {S
{0}
0 },
S
{0}
0 = R0 = Tˆ
{0}
0 , T
{0}
0 = R0 ∪ Id{0}.
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The Sugihara chains {R0, R0 ∪ Id{0}} and {R0} match up (under the isomorphism
f defined after Definition 2) with the Sugihara chains {<,≤} and {<} mentioned
after Definition 1.
For a final example, if I = {0, 1}, then
C{0,1} = {S
{0,1}
−1 , S
{0,1}
0 , T
{0,1}
0 , T
{0,1}
1 }, C
′
{0,1} = {S
{0,1}
−1 , S
{0,1}
0 , Tˆ
{0,1}
1 },
S
{0,1}
−1 = R1,
S
{0,1}
0 = R0 ∪R1 = Tˆ
{0,1}
0 , T
{0,1}
0 = R0 ∪R1 ∪ Id{0,1},
T
{0,1}
1 = L0 ∪R0 ∪R1 ∪ Id{0,1}, Tˆ
{0,1}
1 = L0 ∪R0 ∪R1.
Note that C{0,1} and C
′
{0,1} can be extended by adding the empty relation at one
end and either the universal or diversity relation at the other, creating Sugihara
chains of sizes 5 and 6. There are four relations in S{0,1} that are fixed under ∼
′,
namely L0 ∪L1, R0 ∪L1, L0 ∪R1, and R0 ∪R1. Two of them appear in the middle
of two Sugihara chains of length 5 whose union forms a definitional reduct of S{0,1}
isomorphic to the crystal lattice in Section 8.
Theorem 2. For every I ⊆ Z, 〈CI ,∪,∩,→,∼〉 and 〈C
′
I ,∪,∩,→
′,∼′〉 are Sugihara
lattices. In particular, 〈CZ,∪,∩,→,∼〉 is isomorphic to the original Sugihara lattice
SZ+Z.
Proof. First, note that
∼SIn = (S
I
n)
−1
=
(
R[−n,∞)
)−1
= L[−n,∞)
= R(−∞,∞) ∪ IdI ∪ L(−∞,−n−1] = T
I
−n,
so
∼′SIn = ∼S
I
n ∩ DiI = T
I
−n ∩ DiI = Tˆ
I
−n.
It is straightforward to verify that ∼ is an order-reversing involution on all relations,
and ∼′ is an order-reversing involution on relations included in DiI . Therefore we
have∼T I−n = S
I
n, and ∼
′(Tˆ I−n) = S
I
n since S
I
n∪Tˆ
I
−n ⊆ DiI . It follows that CI and C
′
I
are closed under converse-complement ∼ and relativized converse-complement ∼′,
respectively. Since∼∅ = (UI)2 and∼′∅ = DiI , converse-complement and relativized
converse-complement are also order-reversing involutions on CI ∪ {∅, (UI)2} and
C′I ∪ {∅,DiI} respectively. Turning to products, we show for all n,m ∈ I,
SIn|S
I
m = S
I
n ∩ S
I
m,(21)
SIn|T
I
m = T
I
m|S
I
n =
{
SIn if n ≤ −m,
T Im if n > −m,
(22)
T Im|T
I
n = T
I
m ∪ T
I
n ,(23)
SIn|Tˆ
I
m = Tˆ
I
m|S
I
n =
{
SIn if n ≤ −m,
Tˆ Im ∪ IdI if n > −m,
(24)
Tˆ Im|Tˆ
I
n = Tˆ
I
m ∪ Tˆ
I
n ∪ IdI .(25)
For (21) and (22) we have
SIn|S
I
m = R[−n,∞)|R[−m,∞)
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= R[−n,∞) ∩R[−m,∞) (13)
= SIn ∩ S
I
m
T Im|S
I
n =
(
R(−∞,∞) ∪ IdI ∪ L(−∞,m−1]
)
|R[−n,∞)
= R(−∞,∞)|R[−n,∞) ∪ IdI |R[−n,∞) ∪ L(−∞,m−1]|R[−n,∞)
= R[−n,∞) ∪R[−n,∞) ∪ L(−∞,m−1]|R[−n,∞) (14), (5)
=
{
R[−n,∞) if m− 1 < −n
R(−∞,∞) ∪ IdI ∪ L(−∞,m−1] if m− 1 ≥ −n
(18)
=
{
SIn if n ≤ −m
T Im if n > −m
For (23) we start with the observation that
T Im|T
I
n =
(
R(−∞,∞) ∪ IdI ∪ L(−∞,m−1]
)
|
(
R(−∞,∞) ∪ IdI ∪ L(−∞,n−1]
)
.
Multiplying this out yields these nine products.
R(−∞,∞)|R(−∞,∞) = R(−∞,∞) (6)
R(−∞,∞)|IdI = R(−∞,∞) (5)
R(−∞,∞)|L(−∞,n−1] = R(−∞,∞) ∪ IdI ∪ L(−∞,n−1] (15)
IdI |R(−∞,∞) = R(−∞,∞) (5)
IdI |IdI = IdI (5)
IdI |L(−∞,n−1] = L(−∞,n−1] (5)
L(−∞,m−1]|R(−∞,∞) = R(−∞,∞) ∪ IdI ∪ L(−∞,m−1] (15), Corollary 1
L(−∞,m−1]|IdI = L(−∞,m−1] (5)
L(−∞,m−1]|L(−∞,n−1] = L(−∞,m−1] ∪ L(−∞,n−1] (10)
Taking the union of the relations on the right gives us
T Im|T
I
n = R(−∞,∞) ∪ IdI ∪ L(−∞,m−1] ∪ L(−∞,n−1] = T
I
m ∪ T
I
n ,
so (23) holds. The proofs of (24) and (25) are somewhat simpler. They can be
obtained from the computations just given by deleting references to IdI on the left
sides of the equations, and expressing the results on the right in terms of IdI and
the elements of C′I . In a Sugihara lattice, → is defined by
A→ B =
{
∼A ∨B if A ≤ B,
∼A ∧B if A > B.
Substitute ∼B for B and apply ∼ to both sides. The double negation and De
Morgan laws for ∧, ∨, and ∼ hold in every Sugihara lattice, so
∼(A→ ∼B) =
{
A ∧B if A ≤ ∼B,
A ∨B if A > ∼B.
To show residual (and relativized residual) acts like Sugihara’s →, we will use the
latter equation. By some elementary calculations starting from the definitions in
Table 1 of relative product, converse-complement, residual and their relativized
counterparts, we get
∼(A→ ∼B) = B|A, ∼′(A→′ ∼′B) = B|′A,
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hence all we need to show, for any A,B ∈ CI , is
B|A =
{
A ∩B if A ⊆ ∼B,
A ∪B if A ⊃ ∼B,
(26)
and, for any A,B ∈ C′I ,
B|′A =
{
A ∩B if A ⊆ ∼′B,
A ∪B if A ⊃ ∼′B.
(27)
Proof of (26). Because of commutativity, there are just three cases that arise by
substituting into (26) when n,m ∈ I, A ∈ {SIn, T
I
n}, and B ∈ {S
I
m, T
I
m}.
Case 1. A = SIn, B = S
I
m, ∼B = T
I
−m. The first case in (26) applies because
SIn ⊆ T
I
−m. By (21), B|A = S
I
m|S
I
n = S
I
n ∩S
I
m = A∩B. This agrees with (26), and
shows that it holds.
Case 2. A = T In , B = T
I
m, ∼B = S
I
−m. The second case in (26) applies since
T In ⊃ S
I
−m. By (23) we have B|A = T
I
m|T
I
n = T
I
n ∪ T
I
m = A ∪ B, as required for
(26) to hold.
Case 3. A = SIn, B = T
I
m, ∼B = S
I
−m. Since A ⊂ B in this case, (26) simplifies
into the form proved below.
B|A = T Im|S
I
n =
{
SIn if n ≤ −m
T Im if n > −m
(22)
=
{
SIn if S
I
n ⊆ S
I
−m
T Im if S
I
n ⊃ S
I
−m
=
{
A if A ⊆ ∼B,
B if A ⊃ ∼B.
Proof of (27). Again there are three cases.
Case 1. A = SIn, B = S
I
m, ∼
′B = Tˆ I−m. The first case in (27) applies because
SIn ⊆ Tˆ
I
−m. By (21) and S
I
n ∪ S
I
m ⊆ DiI , B|
′A = SIm|S
I
n ∩DiI = S
I
n ∩ S
I
m = A ∩B,
which agrees with (27).
Case 2. A = Tˆ In , B = Tˆ
I
m, ∼
′B = SI−m. By Tˆ
I
n ⊃ S
I
−m, the second case in (27)
applies. By (23) and Tˆ In ∪ Tˆ
I
m ⊆ DiI , B|
′A = Tˆ Im|Tˆ
I
n ∩ DiI = Tˆ
I
n ∪ Tˆ
I
m = A ∪B, so
(27) holds.
Case 3. A = SIn, B = Tˆ
I
m, ∼
′B = SI−m. In this case A ⊂ B, so for (27) we need
only show
B|′A = Tˆ Im|S
I
n ∩ DiI =
{
SIn if n ≤ −m
Tˆ Im if n > −m
(24), Tˆ Im ∪ S
I
n ⊆ DiI
=
{
A if A = SIn ⊆ S
I
−m = ∼
′B,
B if A = SIn ⊃ S
I
−m = ∼
′B.
This completes the proof of Theorem 2. 
The set of converses of a Sugihara chain is another Sugihara chain. Applying
this observation to CI , we let
S˘In = L[−n,∞),
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T˘ In = L(−∞,∞) ∪ IdI ∪R(−∞,n−1],
C˘I = {S˘
I
n : − n ∈ I} ∪ {T˘
I
n : n ∈ I}.
Then C˘I is the other copy of the Sugihara chain CI in SI . Observe that
XI = CI ∪ C˘I ∪ {IdI ,DiI , ∅, U
2}
is closed under union, intersection, converse-complement, and residual. XI is also
closed and commutative under relative product. All the relations in XI are dense.
The only non-transitive relation in XI is DiI . When I = {0}, X{0} coincides with
the entire universe of S{0}, reflecting the fact that the diversity relation 6= is the
only non-transitive relation in M0.
7. Subreducts
Definition 4. A definitional reduct of an algebra A is obtained by omitting
some of the fundamental operations of A and adding some operations that are term-
definable in A. A definitional subreduct is a subalgebra of a definitional reduct.
If we start with an algebra A, add some defined operations, and delete some
operations, then we obtain a definitional reduct of A. If we then pass to a subalgebra
(with respect to the operations of the definitional reduct), we get a definitional
subreduct. For example, Belnap’s lattice M0 is definitional reduct of Belnap’s
relation algebra S{0}, but not conversely. They both have the same universe, but
S{0} has operations not definable from the operations of M0.
We use two methods to obtain definitional subreducts. In both methods we start
with (possibly a proper subalgebra of)
Re(U) =
〈
℘(U2), ∪, ∩, , ∅, U2, |,−1, IdU
〉
,
the relation algebra of all binary relations on a set U , and delete complement , ∅,
U2, relative product |, converse −1, and the identity relation IdU = {〈u, u〉 : u ∈ U}.
In the First Method we add residual → and converse-complement ∼, and take
a subalgebra with respect to union ∪, intersection ∩, residual →, and converse-
complement ∼. In the Second Method, we add relativized residual →′ and
relativized converse-complement ∼′, and take a subalgebra with respect to union ∪,
intersection ∩, relativized residual→′, and relativized converse-complement∼′. For
example, M0 is a definitional reduct of S{0} by the First Method.
Part of the following corollary, that every finite Sugihara lattice of even cardi-
nality is a definitional subreduct of a proper relation algebra, was already proved
in [15, Theorem 6.2].
Corollary 2. For every I ⊆ Z, 〈CI ,∪,∩,→,∼〉 is a definitional subreduct of SI by
the First Method. Sugihara’s original lattice SZ+Z and every finite Sugihara lattice
of even cardinality is a definitional subreduct of SZ by the First Method.
Proof. By Theorem 1, AtI is the set of atoms of the complete atomic relation
algebra
SI =
〈
SI ,∪,∩, , ∅, (UI)
2, |, −1, IdI
〉
,
so SI is closed under ∪, ∩, , |, −1, and the defined operations → and ∼. By
Theorem 2, CI ⊆ SI and 〈CI ,∪,∩,→,∼〉 is a Sugihara lattice, so CI is closed under
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∪, ∩,→, and ∼. Thus 〈CI ,∪,∩,→,∼〉 is a definitional subreduct of SI by the First
Method. Also, by Theorem 2,
〈CZ,∪,∩,→,∼〉 ∼= SZ+Z,
so Sugihara’s original lattice SZ+Z is a definitional subreduct of SZ by the First
Method. In CZ, ∼ interchanges two disjoint sets, so every finite subalgebra of SZ+Z
has even cardinality and is a Sugihara lattice. There is a subalgebra of SZ+Z of every
even cardinality. The structure of a finite Sugihara lattice is entirely determined
by its cardinality, as is apparent from Definition 1, so all normal Sugihara lattices
are definitional reducts of SZ by the First method. 
As an application of Corollary 2, suppose I = Z+ = {n : : 0 < n ∈ Z} is the set
of positive integers. Then SZ∗ (“the Sugihara matrix” of Anderson and Belnap) is
a definitional subreduct of SZ+ by the First Method. In [4] there is a computation
intended to show that this is not possible. On [4, p. 123],
“Figure 5 shows some components of the canonical embedding al-
gebra of the Sugihara matrix SZ∗ . . . Unfortunately, this Boolean
algebra is not a relation algebra, let alone a transitive or a rep-
resentable one. To show that (r6) is not true, we give a concrete
counterexample.”
The ensuing computation at the bottom of [4, p. 122], ends with {[i) : i ≤ −2},
but should end with {[i) : i ≥ −2}. When corrected, it confirms an instance of
relation algebra axiom (r6), which is (x;y)˘ = y˘ ;x˘. It was reasonable to suspect
this equation may not hold, because it corresponds to a property (identified and
called “tagging” by Dunn [10]) of atom structures of relation algebras not shared
by the model structures of R. We now know that the canonical embedding algebra
of the Sugihara matrix SZ∗ is, in fact, isomorphic to the complete atomic relation
algebra SZ+ . SZ+ satisfies tagging and (r6), its elements are binary relations,
and its operations are defined in Table 1, so it is representable (because it is a “set
relation algebra” or “proper relation algebra”). SZ+ is also commutative and dense.
Not all its elements are transitive, though. For example, the diversity relation DiZ+
is not transitive. However, SZ+ does have subsets that contain only transitive (and
dense) elements and are closed under the relevant operations. As we have seen, (a
copy of) the Sugihara matrix SZ∗ is among them.
Corollary 3. For every I ⊆ Z, 〈C′I ,∪,∩,→
′,∼′〉 is a definitional subreduct of SI
by the Second Method. If a Sugihara lattice is either SZ, SZ∗ , SZ+Z, or finite, then
it is a definitional subreduct of SZ by the Second Method.
Proof. By Theorem 1, SI is a complete atomic proper relation algebra whose uni-
verse SI is therefore closed under ∪, ∩, , |, −1, and under the defined operations
→′ and ∼′. By Theorem 2, C′I ⊆ SI and 〈C
′
I ,∪,∩,→
′,∼′〉 is a Sugihara lattice,
so C′I is closed under ∪, ∩, →
′, and ∼′. Thus 〈C′I ,∪,∩,→
′,∼′〉 is a definitional
subreduct of SI by the Second Method.
In particular, SZ+Z is a definitional subreduct of SZ by the Second Method.
All the subalgebras of SZ+Z are also definitional subreducts of SZ by the Second
Method. This includes all finite even Sugihara lattices plus SZ∗ (already shown
in Corollary 2 to be definitional reducts by the First Method). Suppose I has a
smallest element m ∈ I ⊆ Z. Then
SI−m = R[m,∞) = R(−∞,∞) ∪ L(−∞,m−1] = Tˆ
I
m,
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so this element is fixed under ∼′. If I is also infinite, then 〈C′I ,∪,∩,→
′,∼′〉 is
isomorphic to SZ, by an isomorphism sending the fixed element S
I
−m = Tˆ
I
m to 0. If
I is also finite, then 〈C′I ,∪,∩,→
′,∼′〉 is a finite Sugihara chain of odd cardinality. By
deleting the element in the middle we obtained a subalgebra having even cardinality.
Thus the Second Method applies to SZ, SZ∗ , SZ+Z, and all finite Sugihara lattices.

Corollaries 2 and 3 show that every finite Sugihara lattice S is isomorphic to
a chain of binary relations closed under the relevant operations. If the identity
relation is included in the relations occurring in the top half of this chain (this is
the First Method), then there cannot be a fixed relation under ∼ and S has even
cardinality.
If S is odd it can be represented by the Second Method purely with diversity
relations. The element in the middle of S is mapped to a relation that is its own
relativized converse-complement. For example, Belnap’s relation algebra S{0} has
two Sugihara chains of length 3, namely {∅, <, 6=} and {∅, >, 6=} (see Figure 1).
Note how the relations in the middle, namely < and >, are fixed under ∼′. The
Sugihara chains of length 3 are isomorphic to RM3, described in [1, p. 470] and
[18, p. 92]. Sugihara lattices of even cardinality are subalgebras of those with odd
cardinality, hence they are also definitional reducts of SZ by the Second Method.
Thus the even Sugihara lattices are definitional subreducts by both the First and
Second Methods, while odd ones need the Second Method.
8. Crystal, Church, and Meyer
8.1. The crystal lattice. We present the crystal lattice as a definitional subreduct
of S{0,1} by the Second Method. To get (a copy of) the crystal lattice in S{0,1},
let
Cr = {∅, L1, L0 ∪ L1, R0 ∪ L1, L0 ∪R0 ∪ L1, Di{0,1}},
Cr = 〈Cr, ∪, ∩, →′, ∼′〉 .
The crystal lattice first appears in Routley [17], where it is attributed to R. K.
Meyer; see [18, p. 250], [6, pp. 65–6], and [7, pp. 95–7]. By [7, Theorems 9.8.1,
9.8.3], the crystal lattice Cr is characteristic for the finitely axiomatized logic CL
[7, p. 114].
Inspection shows Cr is closed under union, intersection, relativized residual, and
relativized converse-complement. Comparison with [18, p. 250] or [7, pp. 95–7]
shows Cr is the crystal lattice. The Hasse diagram and the action of ∼′ are shown
in Figure 2, while →′ is given in Table 2. (In Figures 2 and 3, and Tables 2 and 3
we have suppressed occurrences of “∪” in expressions denoting relations, expressing
union by juxtaposition.)
Cr is the union of two Sugihara chains of length 5 that intersect in all but one
relation. To get them, delete either L0 ∪L1 or R0 ∪L1 from Cr. Cr is also a set of
generators for S{0,1} (since converse and complement are allowed). Table 2 shows
the relativized relative products of the diversity atoms of S{0,1}.
Cr is used in [18, Theorem 3.22] for a simpler proof of the variable-sharing
property. A smaller algebra is used, with only six elements instead of eight, and
the 2-element chains {<,≤} and {>,≥} in Belnap’s proof (following Definition 1)
are replaced by singletons {L0 ∪ L1} and {R0 ∪ L1}.
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✉Di{0,1} = ∼
′∅
✉ L0R0L1 = ∼′(L1)
✉∼′(L0L1) = L0L1 ✉R0L1 = ∼′(R0L1)
✉
L1 = ∼′(L0R0L1)
✉
∼′(Di{0,1}) = ∅
✟
✟
✟
✟
✟
✟
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
✟
✟
✟
✟
✟
✟
Figure 2. The crystal lattice
X →′ Y Di{0,1} L0R0L1 L0L1 R0L1 L1 ∅
Di{0,1} Di{0,1} ∅ ∅ ∅ ∅ ∅
L0R0L1 Di{0,1} L1 ∅ ∅ ∅ ∅
L0L1 Di{0,1} L0L1 L0L1 ∅ ∅ ∅
R0L1 Di{0,1} R0L1 ∅ R0L1 ∅ ∅
L1 Di{0,1} L0R0L1 L0L1 R0L1 L1 ∅
0 Di{0,1} Di{0,1} Di{0,1} Di{0,1} Di{0,1} Di{0,1}
X |′Y L0 R0 L1 R1
L0 L0 L0R0 L1 R1
R0 L0R0 R0 L1 R1
L1 L1 L1 L1 L0R0L1R1
R1 R1 R1 L0R0L1R1 R1
Table 2. Tables for the crystal lattice and S{0,1}
8.2. Church’s lattice. Church’s lattice [18, p. 379] is also called Church’s diamond
[19, p. 277]. We obtain Church’s lattice as a definitional reduct of a proper relation
algebra on a set with 9 or more elements by the Second Method. Assume V1, V2,
and V3 are pairwise disjoint 3-element sets (arranged in three columns as in Figure
4). Let
U = V1 ∪ V2 ∪ V3,
Id = {〈u, u〉 : u ∈ U},
Di = {〈u, v〉 : u, v ∈ U, u 6= v},
A = ((V1)
2 ∪ (V2)
2 ∪ (V3)
2) ∩ Di ,
B = (V1 × V2) ∪ (V2 × V1) ∪ (V2 × V3) ∪ (V3 × V2) ∪ (V1 × V3) ∪ (V3 × V1).
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Figure 3. The Church diamond
✉ ✉ ✉
✉ ✉ ✉
✉ ✉ ✉
A
B
Figure 4. Atoms of Church’s algebra: Id = spots, A = solid, B = dotted
Then {Id, A,B} is a partition of U2 into relations that are symmetric (equal to
their converses). The eight unions of subsets of {Id, A,B} form a proper relation
algebra Ch with {Id , A,B} as its set of atoms. The relative products of atoms are
shown in Table 3. Unions of symmetric relations are symmetric, so Ch satisfies
X−1 = X , i.e., it is a symmetric proper relation algebra. Symmetric proper
relation algebras are commutative because, by the symmetry of both the factors
and the relative product, X |Y = (X |Y )−1 = Y −1|X−1 = Y |X . Not all symmetric
proper relation algebras are dense, i.e., satisfy X ⊆ X |X , but Ch does so.
The four diversity relations form Church’s diamond,
Ch = {A ∪B,A,B, ∅},
Ch = 〈Ch, ∪, ∩, →′, ∼′〉 ,
with a Hasse diagram in Figure 3. Tables for→′ and ∼′ are in Table 3. The Church
lattice Ch validatesKR, whereKR is axiomatized by axioms (R1)–(R13) in Table
5 along with X ∧ ∼X → Y . The Lindenbaum algebra of KR is a relation algebra
[4, Lemma 6.7]. Ch shows that the logic KR is “crypto-relevant” [18, p. 379], i.e.,
the variable sharing property holds for a formula X → Y if the only connective
appearing is →. To show this, assign the variables in X to A∪B and the variables
in Y to A. Then X and Y are mapped to A ∪ B and A (since these are fixed by
the operation →′), but (A∪B)→′ A = ∅ and the designated values are A∪B and
A, so X → Y is not valid in Ch.
8.3. Meyer’s RM84. Anderson and Belnap [1, p. 334] present Meyer’s lattice, but
they do not give it a name. Instead, “RM84” is their name for Meyer’s theorem [1,
p. 417] that if A → B is a theorem of RM then either A and B share a variable
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X →′ Y A ∪B A B ∅ ∼′
A ∪B A ∪B ∅ ∅ ∅ ∅
A A ∪B A B ∅ B
B A ∪B ∅ A ∅ A
∅ A ∪B A ∪B A ∪B A ∪B A ∪B
X |Y Id A B
Id Id A B
A A Id ∪A B
B B B Id ∪ A ∪B
Table 3. Tables for Church
or both ∼A and B are theorems of RM. When Routley, Plumwood, Meyer, and
Brady [18, p. 253] present Meyer’s lattice, they call it “RM84”, as is done here. In
[18, Theorem 3.26] they show RM84 verifies all theorems of R, but fails to satisfy
any of eight particular formulas that happen to be theorems of RM.
The proper relation algebra Rm, described here by subsets of the cyclic group of
order 7, has RM84 as a definitional reduct by the First Method [15, Theorem 4.2].
Let U = {0, 1, 2, 3, 4, 5, 6}, D = {1, 2, 3, 4, 5, 6}, and
R = {U,D, {0, 1, 2, 4}, {0, 3, 5, 6}, {1, 2, 4}, {3, 5, 6}, {0}, ∅}.
R is used as an index set for eight binary relations on U . For x, y ∈ U , let x ≡7 y
mean y − x is divisible by 7, and for every X ⊆ U , define a relation on U by
ρ(X) = {〈y, z〉 : y, z ∈ U, z + x ≡7 y for some x ∈ X}.
Then {ρ(X) : X ∈ R} is the universe of a proper relation algebra Rm, an 8-relation
subalgebra of Re(U). Figure 5 shows the Hasse diagram for sets in R (and their
images under ρ). The images of {0}, {1, 2, 4}, and {3, 5, 6} are atoms of Rm. The
converse-complements and relative products in Table 4 are stated in terms of sets
in R. The entry for X,Y ∈ R is the set Z ∈ R such that ρ(Z) = ρ(X)|ρ(Y ).
Converse-complements and products can also be computed directly by the rules
∼X = {0−7 x : x /∈ X, x ∈ U} and X |Y = {x+7 y : x ∈ X, y ∈ Y }, where −7 and
+7 are subtraction and addition modulo 7. RM84 is a definitional reduct (not just
a subreduct) of Rm.
9. R-mingle
The logic R-mingle, or RM, was created by Dunn and McCall from Anderson
and Belnap’s relevance logic R by adding the mingle axiom A → (A → A) [1,
Section 8.15, Section 27.1.1]. The rules of deduction for both R and RM are
Adjunction (infer A ∧ B from A and B) and modus ponens (infer B from A → B
and A). An axiom set for RM from [1, p. 341] is shown in Table 5.
If S is a Sugihara lattice and the connectives of RM are interpreted as the
corresponding operations (with the same name) in S, then any function from the
propositional variables of RM to elements of S extends uniquely to a map from
formulas to elements of S. A formula is valid in S if it is sent to a designated
value by every such mapping. Meyer [1, pp. 413–4, Corollaries 3.1 and 3.5] proved
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✉{0, 1, 2, 3, 4, 5, 6}
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Figure 5. Hasse diagram for RM84
X ∼X
∅ U
{3, 5, 6} {0, 3, 5, 6}
{1, 2, 4} {0, 1, 2, 4}
D = {1, 2, 3, 4, 5, 6} {0}
{0} D
{0, 1, 2, 4} {1, 2, 4}
{0, 3, 5, 6} {3, 5, 6}
U = {0, 1, 2, 3, 4, 5, 6} ∅
X |Y {0} {1, 2, 4} {3, 5, 6}
{0} {0} {1, 2, 4} {3, 5, 6}
{1, 2, 4} {1, 2, 4} D U
{3, 5, 6} {3, 5, 6} U D
X → Y ∅ {3, 5, 6} {1, 2, 4} D {0} {0, 1, 2, 4} {0, 3, 5, 6} U
∅ U U U U U U U U
{3, 5, 6} ∅ {0} ∅ {0, 3, 5, 6} ∅ ∅ {0} U
{1, 2, 4} ∅ ∅ {0} {0, 1, 2, 4} ∅ {0} ∅ U
D ∅ ∅ ∅ {0} ∅ ∅ ∅ U
{0} ∅ {3, 5, 6} {1, 2, 4} D {0} {0, 1, 2, 4} {0, 3, 5, 6} U
{0, 1, 2, 4} ∅ ∅ ∅ {1, 2, 4} ∅ {0} ∅ U
{0, 3, 5, 6} ∅ ∅ ∅ {3, 5, 6} ∅ ∅ {0} U
U ∅ ∅ ∅ ∅ ∅ ∅ ∅ U
Table 4. Tables for RM84
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A→ A(R1)
(A→ B)→ ((B → C)→ (A→ C))(R2)
A→ ((A→ B)→ B)(R3)
(A→ (A→ B))→ (A→ B)(R4)
A ∧B → A(R5)
A ∧B → B(R6)
(A→ B) ∧ (A→ C)→ (A→ B ∧ C)(R7)
A→ A ∨B(R8)
B → A ∨B(R9)
(A→ C) ∧ (B → C)→ (A ∨B → C)(R10)
A ∧ (B ∨C)→ (A ∧B) ∨ C(R11)
(A→ ∼B)→ (B → ∼A)(R12)
∼∼A→ A(R13)
A→ (A→ A)(R14)
Table 5. Axioms of RM
that the theorems of RM are the formulas valid in all finite Sugihara lattices, and
that the theorems of RM are the formulas valid in SZ∗ . These results, together
with Theorem 2, imply that RM is complete with respect to the following class of
algebras.
Definition 5. Let KRM be the class of algebras
K = 〈K,∪,∩,→,∼〉 ,
where
(i) K is a set of binary relations on a set U , called the base of K,
(ii) K is closed under ∪, ∩, →, ∼, and also |, since A|B = ∼(B → ∼A),
(iii) A|A = A for every A ∈ K, i.e., A is dense and transitive,
(iv) A|B = B|A for all A,B ∈ K, i.e., K is commutative under |.
A formula A is valid in the algebra K ∈ KRM if, for every homomorphism h from
the algebra of formulas to K, h(A) contains the identity relation on the base of K.
A formula is valid in KRM if it is valid in every algebra in KRM.
From Theorem 2 and Meyer’s results we get the completeness theorem.
Theorem 3 ([15, Theorem 6.2(iii)]). The theorems of RM are exactly the formulas
valid in KRM.
Proof. The validity of the axioms of RM in KRM is explored in detail in Section
9 and Theorem 4. Validity is preserved by Adjunction, for if Id ⊆ A and Id ⊆ B
then Id ⊆ A ∩ B, and validity is preserved by modus ponens, for if Id ⊆ A → B
and Id ⊆ A, then Id = Id |Id ⊆ A|(A → B) ⊆ B by Lemma 3 in the next section.
Therefore all theorems of RM are valid in KRM. For the converse, suppose A not a
theorem of RM. By Meyer’s results, A fails in SZ∗ , SZ+Z, and in every sufficiently
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large finite Sugihara lattice. By Theorem 2, these are algebras in KRM in which A
is not valid. 
Routley-Meyer semantics are called “relational” because the central part of a
relevant model structure is a ternary relation. Instead of a ternary relation, theRM
model structures of Dunn [8] have a binary accessibility relation (that corresponds
to the inclusion relation in the Sugihara chain CI [8, Section 7]). In both cases, the
elements of the model structures are objects with no further structure. Formulas
are interpreted as sets of unstructured objects. In our analysis these objects have
structure. Each object is a binary relation. A set of objects becomes a union
of a set of binary relations, i.e., another binary relation. This analysis is called
“formulas as relations”. Theorem 3 says that a formula is a theorem of RM if and
only if it contains the identity relation when regarded as belonging to a set of dense
transitive relations that commute under relative product.
We assume throughout this section that U is a set and K ⊆ ℘(U2) is a set of
binary relations on U closed under ∪, ∩, →, and ∼, as defined in Table 1. In
each formula, interpret the connectives ∨, ∧, →, and ∼ as the operations ∪, ∩, →,
and ∼, respectively. Then every formula denotes a relation that depends on the
interpretation of its variables. A formula is valid in K if the relation it denotes
contains the identity relation on U no matter how its variables are interpreted.
Implications are analyzed as inclusions because of the following lemma.
Lemma 2 ([15, Theorem 5.1(17)]). If A,B ⊆ U2 then
Id ⊆ A→ B ⇐⇒ A ⊆ B.
According to Lemma 2, the validity of each axiom of RM can be equivalently
expressed as an inclusion between binary relations. For example, (R1) is valid in
K just because the inclusion A ⊆ A always holds. Evidently (R1), (R5), (R6),
(R8), (R9), and (R11) are true under the set-theoretical meanings assigned to the
connectives; see [15, Theorem 5.1(32), (33), (34), (36), (37), (39)], respectively. To
analyze the remaining eight formulas we recall some lemmas from [15].
Lemma 3 ([15, Theorem 5.1(17)]). For all A,B ⊆ U2,
A|(A→ B) ⊆ B.
Lemma 4 ([15, Theorem 5.1(18)]). For all A,B,C ⊆ U2,
A→ (B → C) = (B|A)→ C.
Lemma 5 ([15, Theorem 5.1(21), (22)]). For all A,B ⊆ U2,
A ⊆ B =⇒ B → C ⊆ A→ C,
A ⊆ B =⇒ C → A ⊆ C → B.
By the next lemma, (R7) and (R10) are true for all binary relations.
Lemma 6 ([15, Theorem 5.1(35), (38)]). For all A,B,C ⊆ U2,
(A→ B) ∩ (A→ C) ⊆ A→ B ∩ C,
(A→ C) ∩ (B → C) ⊆ A ∪B → C.
Up to this point we have only encountered RM formulas that are valid for all
binary relations, namely, (R1), (R5)–(R11), and (R13). The remaining five formulas
do not hold for all relations, but will hold under conditions on the relations that
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occur in them, and in some cases are equivalent to those conditions. We will now
analyze (R2), (R3), (R4), (R12), and (R14).
By [15, Theorem 5.1(55)], (R2) holds whenever B → C and A → B commute,
but (R2) also holds under the weaker hypothesis of Lemma 7 below (inclusion
in only one direction is needed). (R2) holds if K is commutative under relative
product, but fails in some non-commutative examples that have 16 relations. On
the other hand, (R2) is valid when recast as a rule of inference, i.e., if A → B is
valid (contains Id) then (B → C) → (A → C) is also valid [15, Theorem 5.1(29)].
This follows immediately from Lemma 2 and Lemma 5.
Lemma 7. For all A,B,C ⊆ U2, if (B → C)|(A→ B) ⊆ (A→ B)|(B → C) then
A→ B ⊆ (B → C)→ (A→ C),
but the converse does not always hold.
Proof. From the assumption we get
A|(B → C)|(A→ B) ⊆ A|(A→ B)|(B → C)
by the monotonicity and associativity of |, so
⊆ B|(B → C) Lemma 3, | is monotonic
⊆ C Lemma 3
and
C → C ⊆ A|(B → C)|(A→ B)→ C Lemma 5
= (A→ B)→ (A|(B → C)→ C) Lemma 4
= (A→ B)→ ((B → C)→ (A→ C)) Lemma 4
so, since Id ⊆ C → C, it follows that
Id ⊆ (A→ B)→ ((B → C)→ (A→ C)),
hence, by Lemma 2,
A→ B ⊆ (B → C)→ (A→ C).
The assumption and conclusion of Lemma 7 are not equivalent. To see this, let
C = U2. Then A→ C = U2, hence
(B → C)→ (A→ C) = (B → C)→ U2 = U2,
so the conclusion holds for all A,B. Since A→ C = U2, the hypothesis becomes
U2| (A→ B) ⊆ (A→ B) |U2.
But this inclusion will fail whenever A→ B is not empty and has a domain that is
not all of U . 
By [15, Theorem 5.1(54)], (R3) holds whenever A and A→ B commute. In fact,
it holds under a weaker hypothesis to which it is not equivalent.
Lemma 8. For all A,B ⊆ U2, if (A→ B)|A ⊆ A|(A→ B) then
A ⊆ (A→ B)→ B,
but the converse does not always hold.
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Proof. We have (A→ B)|A ⊆ B by the hypothesis and Lemma 3. Let C = A→ B,
so that C|A ⊆ B. This formula can be rewritten as B∩C|A = ∅. This is equivalent
to C−1|B ∩A = ∅, which is a alternative form of the inclusion A ⊆ C → B. Hence
A ⊆ (A → B) → B. This conclusion does not imply the hypothesis. Set B = U2.
Then A → B = U2, so the hypothesis is equivalent to U2|A ⊆ A|U2, which fails
if A is a relation on U whose domain is not all of U . The conclusion of Lemma 8
always holds, however, since (A→ B)→ B = U2. 
By [15, Theorem 5.1(56)], (R4) holds whenever A is a dense relation, i.e., if
A ⊆ A|A then A → (A → B) ⊆ A → B. On the other hand, if (R4) holds when
B = ∼Id , then A is dense and (R4) takes the form (A → ∼A) → ∼A, which is
valid if and only if A→ ∼A ⊆ ∼A. This last inclusion can be transformed via the
definitions of ∼ and→ into A ⊆ A|A, i.e., A is dense. Thus, assuming (R4) is valid
for all relations implies that A is dense.
Axiom (R12) is Contraposition. By [15, Theorem 5.1(53)], (R12) holds whenever
A|B = B|A, but it is actually equivalent to A|B ⊆ B|A.
Lemma 9. For all A,B ⊆ U2, A→ ∼B ⊆ B → ∼A if and only if A|B ⊆ B|A.
By [15, Theorem 5.1(63)], (R14) holds if A is a transitive relation, but (R14) is
actually equivalent to the transitivity of A.
Lemma 10. For all A ⊆ U2, A is transitive if and only if A ⊆ A→ A.
Proof. It is straightforward to check that the inclusions A ⊆ A→ A and A|A ⊆ A
are equivalent. 
We gather together the observations above.
Theorem 4. The formulas in Table 5 have the following meanings as axioms about
a set K of binary relations that is closed under ∪, ∩, →, |, and ∼.
(i) (R1), (R5), (R6), (R7), (R8), (R9), (R10), (R11), and (R13) hold for all
binary relations.
(ii) (R2) and (R3) hold if the relations in K commute under |, but neither of
them is equivalent to the commutativity of K under |.
(iii) (R4) is equivalent to the density of all relations in K.
(iv) (R12) is equivalent to the commutativity of K under |.
(v) (R14) is equivalent to the transitivity of all relations in K.
This theorem suggests an alternative approach to RM. Instead of adopting 14
axioms and 2 rules, assume that K is a set of relations on U , and K is closed under
the relevant operations ∪, ∩, →, |, and ∼. Then 8 axioms of RM hold by the
first item in Theorem 4, the two rules of Adjunction and modus ponens preserve
validity, and much more. For example, A∪∼A always contains the identity relation
on U , and therefore the formula A ∨ ∼A holds. The rule of Disjunctive Syllogism
also preserves validity, as do several other rules. Let us assume, as additional
axioms, that (R4), (R12), and (R14) hold. By the last three items in Theorem 4,
all relations in K are both dense and transitive, and K is commutative under |.
Therefore K = 〈K,∪,∩,→,∼〉 ∈ KRM, so by Theorem 3 the theorems of RM are
all valid in K. But, of course, every non-theorem of RM is invalidated by some K.
This reduction in the axiomatization of RM from 14 axioms and 2 rules to just 3
axioms is possible because of the set-theoretical relational infrastructure.
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Method Name Type PRA ⊆ Full PRA
First Belnap reduct S{0} Re(U{0})
First Sugihara SZ+Z, finite even subreduct SZ Re(UZ)
Second Sugihara SZ+Z, SZ, SZ∗ , finite subreduct SZ Re(UZ)
Second crystal subreduct S{0,1} Re(U{0,1})
Second Church reduct Ch Re(9)
First RM84 reduct Rm Re(7)
Table 6. Definitional reducts of proper relation algebras (PRAs)
10. Conclusion and problems
Table 6 summarizes our results that some finite lattices and all (finite or infinite)
subalgebras of three countably infinite Sugihara lattices are definitional subreducts
of proper relation algebras.
Problem 1. What other algebras in the relevance logic literature are definitional
subreducts of proper relation algebras? Are all Sugihara lattices definitional sub-
reducts of proper relation algebras?
Each of the logics CL, BM, and RM is characterized by a single lattice.
• The crystal lattice Cr is characteristic for CL,
• Belnap’s lattice M0 is characteristic for BM, and
• Sugihara lattices SZ∗ , SZ, and SZ+Z are characteristic for RM.
In each of these cases the lattice can be reconstructed as an algebra of subsets of a
relevant model structure. This was done for CL by two relevant model structures
[7, pp. 95–100], one with 45 triples of elements of {T,T∗, a, a∗}, and the other with
49 triples (49 is largest possible). Both structures produce the table on [7, p. 97].
The relevant model structure used here for the tables in Table 2 is〈
{L0, R0, L1, R1}, C,
−1, L1
〉
where
C = {〈X,Y, Z〉 : X,Y, Z ∈ {L0, R0, L1, R1}, X |
′Y ⊇ Z}.
It has 24 triples. The table for →′ in Table 2 coincides with the table on [7, p. 97]
when T = L1, T
∗ = R1, a = L0, and a
∗ = R0. Other numbers of triples besides
24, 45, and 49 work, but the choice made here has the feature that the ternary
relation holds among binary relations (not unstructured objects called “situations”
or “worlds” or “points”), the ternary relation is set-theoretically defined as “the
relativized relative product of the first two contains the third”, and the Routley
star ∗ is converse −1.
Similarly, BM was characterized in [7, pp. 100–104] by a single finite relevant
model structure with 13 triples of elements of {T, a, a∗}. In the notation of Sections
2–3, that structure is 〈
{<,>,=}, C,−1,=
〉
where
C = {〈X,Y, Z〉 : X,Y, Z ∈ {<,>,=}, X |Y ⊇ Z}.
The points T, a, and a∗ match up with the binary relations (on the rationals) =,
<, and >, the Routley-Meyer ternary relation is “the relative product of the first
two contains the third”, and the Routley star is converse.
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Finally, the atom structure of the complete atomic proper relation algebra SZ
is a relevant model structure characteristic for RM:〈
AtZ, C,
−1, IdZ
〉
where
C = {〈X,Y, Z〉 : X,Y, Z ∈ AtZ, X |Y ⊇ Z}.
In these examples, the ternary relation of Routley-Meyer semantics is the product-
inclusion relation (possibly relativized). KR is different. The atom structure of
the canonical extension of the free symmetric dense relation algebra on countably
many generators is a relevant model structure characteristic for KR. The same
structure can be constructed by letting the atoms be maximal KR-theories. In
both cases the atoms are not binary relations, nor can they be, because there are
symmetric dense relation algebras that are not representable (not isomorphic to any
proper relation algebra). For example, there are three non-representable symmet-
ric dense relation algebras with four atoms, but none smaller. The 65 symmetric
relation algebras with four atoms are numbered 165–6565 in [13]. The three that
are non-representable and dense are 3665, 4265, and 5065.
Other symmetric dense relation algebras are representable, such as Church’s
proper 3-atom relation algebra Ch. The atom structure of Ch is a relevant model
structure verifying KR, and its ternary relation is the relativized product-inclusion
relation. It is always relevant to ask for a given relevance model structure whether
it is representable, i.e., whether its algebra of subsets is a subreduct of a proper
relation algebra.
That the Routley-Meyer ternary relation turns out to be “product of the first
two contains the third” in these cases suggests regarding the latter notion as the
target of the former, and viewing “formulas as relations”. This is one step up
from “formulas as sets”, one of the classic interpretations of propositional calculus.
When confronted with a formula, understand what it means for binary relations
(as in Section 9), and when confronted with a relevant model structure, consider
whether its ternary relation could have the form “product of the first two relations
contains the third”, as we saw for relevant model structures characteristic for the
logics CL, BM, and RM.
A general analysis of ternary relations as in [2] could be applied to the ternary
product-inclusion on relations containing a single ordered pair. Consider the absence-
of-counterexample pattern
“x |= A → B iff there’s no y, z such that Rxyz, y |= A and
z 6|= B.” [2, p. 601]
Let R be the set of triples of the form 〈〈a, b〉 , 〈c, a〉 , 〈c, b〉〉, and let x = 〈a, b〉,
y = 〈c, a〉, and z = 〈c, b〉. Then Rxyz holds (so “Rxyz” may be deleted), and the
phrase “there’s no 〈c, a〉 , 〈c, b〉 such that” can be replaced by simply “there’s no c
such that”. The result is
“〈a, b〉 |= A→ B iff there’s no c such that 〈c, a〉 |= A and 〈c, b〉 6|=
B,”
Consider this passage:
“There is a counterexample to A→ B in x iff there is a point pair
〈yz〉 that realizes the informational links of x but y |= A and z 6|=
B. Thus, contrary to initial appearances, the ternary semantics
fully exhibits the absence-of-counterexample pattern. What the
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semantics calls for is recognition of ‘pair points’ in addition to our
‘old’ points.” [2, p. 603]
When x = 〈a, b〉, y = 〈c, a〉, and z = 〈c, b〉, the phrase “point pair 〈yz〉 that realizes
the informational links of x” means that y and z have the same first component,
while the second components of y and z, in that order, form x. This gives an explicit
mathematical meaning to “informational link” in case the unstructured “points”
are replaced with ordered pairs (of unstructured objects).
Problem 2. Analyze the product-inclusion relations A|B ⊇ C and A|′B ⊇ C on
binary relations A,B,C with respect to the concepts of “relevance” and “condition-
ality”. Analyze the residuals →′ and → with respect to the concept of “entailment”.
Compare and contrast De Morgan negations ∼ and ∼′ with Boolean negation ,
and relative product with fusion.
There are three relation algebras with five atoms that contain the crystal lattice.
Two are commutative, one is not, and we know the two commutative ones are
representable. In fact, one of those two is isomorphic to S{0,1}. What about the
non-commutative one? This is an instance of the following problem.
Problem 3. If a relation algebra is finite, integral, possibly commutative, and every
one of its diversity atoms is dense and transitive and distinct from its converse,
must that algebra be representable?
Sugihara lattices are in KRM, and KRM is clearly closed under subalgebras.
What else is in KRM? Is KRM equationally axiomatizable?
Problem 4. Explore the structure of algebras in KRM. Does the traditional ax-
iomatic approach to RM yield an equational axiomatization of KRM?
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