However, publication in a reputable journal takes time. Faster methods by electronic publishing, whether on the Internet, in an electronic journal or in some kind of electronic library, are, or may, become available. Information about the progress of competitive products may not become available until after the product reaches the market or until a patent is published. People working on the product are less concerned about the aspects mentioned above.
The time-honoured method of searching a journal database provides information about a specialty -as up to date as literature publishing and processing practices permit. Newspapers, news magazines and the World Wide Web are available for finding completely current information. Information about speech recognition as described here was obtained by both database searching and current reading.
Speech recognition: introduction
That entertaining movie 2001: A Space Odyssey, in which members of a spaceship conversed with their computer, seemed almost plausible. Back in 1990, I wrote a short article entitled 'The annual arrival of speech recognition' -a title related to the ability of the topic to attract hype. The hype followed speculation in the previous year, when the possibilities extended to an advertisement in Byte magazine in which it was modestly claimed that a machine called 'The Voice' would recognise anybody's speech, regardless of dialect, working '100,000 times faster than an IBM PC'. The price was $2,000. Alternatively, readers might like to consider another announcement about a 'voice card', priced at $39,000, with a 40,000-word vocabulary capable of speaker-independent voice recognition. I do not recall any favourable reports about these remarkable devices.
James Flanagan worked at Bell Laboratories. The quotation above comes from an article he wrote in Proceedings of the IEEE in 1976, mainly about speech recognition over the telephone system. His forecast was rather good -far better than is implied by the much later incredible offers mentioned in the last paragraph. His article concluded with the words: 'Our horizons are limited only by our abilities to conceive bold and innovative techniques for communication'. That such techniques were indeed conceived is evident from a headline in a recent issue of Computer Weekly: 'EC voices guidelines for buying recognition gear'. A kind of 'Which?' buying guide to voice recognition systems is about to be published (as at September 1998).
Speech recognition methods used today
Development of speech recognition machines designed to work on isolated words ('discrete speech') was followed by much more useful continuous speech recognising machines. In both types, speech variations are converted into analogue signals when a person speaks into a microphone. Specialised microphones which cut down extraneous noise are often used. The analogue signals are digitised and broken down into patterns in order to identify the basic sound elements called phonemes from which words are formed. Thus, the word 'services' is formed from phonemes sounding like 'sir', 'viss' and 'is'. Data which does not contribute to the formation of distinct phonemes is removed. The system then decides on the best match between the speaker's phoneme patterns and the patterns representing English words stored in its vocabulary.
The speaker's words are reproduced on a display, often having been stored in a file in a word processing system. To accustom the machine to a speaker's pronunciation of words which it will be called upon to recognise, the speaker is usually required to 'train' it for about an hour, by reciting a series of sentences.
In continuous speech recognising machines, a further stage of processing takes place called 'language modelling', which considers context. Longer patterns received after first-stage processing are best-matched against stored patterns, during which the machine considers whether the candidate word is the word actually intended by the speaker. It does this by looking at stored patterns of word usage and context -a process which should reject wrong choices. For instance, a candidate phrase first identified as 'their rat home tokay' would be reconsidered and changed to 'they're at home today'. Continuous speech recognition is significantly more difficult than is isolated word recognition. Its complexity is the result of three innate properties of continuous speech. First, word boundaries are difficult to locate. Second, co-articulatory effects are much stronger in continuous speech, causing the same sound to appear differently in various contexts. Third, content words (nouns, verbs, adjectives etc.) are emphasised, while function words (articles, prepositions, pronouns, short verbs etc.) are poorly articulated.
For the sake of simplicity, the explanation provided above glosses over the complexities described by Lee et al., to which 30 years of intense research have been devoted. A major part of that research has been concerned with investigating stochastic processes (the mathematics of random variables) called Hidden Markov Modelling (HMM). A Markov process has been defined as 'a stochastic process which assumes that in a series of random events the probability of each event depends only on the immediately preceding outcome'. 'Hidden' means that a sequence of phonemes, revealed as being the most likely sequence after processing using a Markov model, was hidden before processing.
HMM requires that the most probable block be chosen out of a number in which the phoneme sequences are different. Ways of doing this are described in dozens of articles which continue to be published in specialised journals. For example, in July 1998, a piece about 'robust estimation of discrete hidden Markov model parameters using the entropy-based feature parameter weighting and source-quantization modelling' was published in Artificial Intelligence in Engineering. No doubt this will be avidly digested by those who can understand it.
The very large, inexpensive memories and processing power available in today's computers make it possible to process the large volumes of data needed for language modelling so quickly that the short delay is hardly noticeable.
Early work
The mechanism of speech production was researched by Von Kempelin in the eighteenth century. He constructed a model of the human vocal organs, consisting of a bellows and flaps which the operator controlled to admit air to resonating chambers. Rayleigh describes a number of other similar early experiments [3] . One of the first machines built for creating synthetic speech was the Vocoder [4] , an electrically controlled machine simulating the human voice tract.
In 1970, a research effort on speech systems was encouraged by Larry Roberts of the Advanced Research Projects Agency (ARPA), who recommended building 'speech understanding systems'. The effort was duly made by MIT Lincoln Laboratories; Stanford Research Institute; Bolt, Beranek and Newman; Carnegie-Mellon University and the Systems Development Corporation. The results were reported in 1978 [5] .
A machine called Harpy, built at Carnegie-Mellon, was adjudged to be the most successful [6] . The machine could handle a vocabulary of about 1,000 words used in computer technology and 15,000 likely combinations of these words. It took about 48 seconds to interpret a sentence spoken into a microphone by any of three men and two women, after it had been 'trained' to their voices.
Voice recognising machine designers had to decide whether to go for a very limited vocabulary and the recognition of connected speech from any user, or a larger vocabulary with the recognition of isolated word speech from a user who had participated in training the machine to his or her voice. Of course, a system could be designed to perform somewhere between these limits.
With Flanagan's system for telephone speech, prior machine training was not possible. Recognition had to be accurate. His system was able to recognise eleven spoken numbers in the presence of telephone noiseits vocabulary was eleven words -with an accuracy of 99.6%. Contemporary non-telephone systems for isolated speech with larger vocabularies of several thousand words and machine training had an accuracy of around 95%.
One of the best, made by Kurzweil, cost $19,000, had a vocabulary of 20,000 words and claimed 98% accuracy. 'Dragon Dictate', at $9,000, was featured in The Daily Telegraph as: 'Typewriters awake to voice orders that end mis-prints'. It was reported that 'text appears on a video screen at 35 words a minute'.
Research progress
There do not seem to have been any recent breakthroughs in recognition methods. Unless you are a specialist, as opposed to a mere 'interested person' such as myself, it is not easy to deduce which recently published articles are reporting substantial progress. Immediately recognisable breakthroughs, if any, are not obvious. In the database search, insufficient time has elapsed for their impact in terms of citation recognition to have become evident. For example, what is or will be the impact of a 1998 article by Choi et al. about 'Robust estimation of discrete Markov model parameters using the entropy-based feature-parameter weighting and source quantization modelling'?
Some of the papers published during the course of researching speech recognition systems from the 1970s to 1998 are shown. They were found by using the Web of Science (WoS) database, with procedures already described [7] . The search principle used here is to identify well-cited earlier articles and then locate later articles which cite them. The WoS 'Related Records' facility is used to identify a collection of current relevant articles. Once a single relevant citing article is found, 'related records' are those articles which have a number of references in common with that article. Thus, in Fig. 1 , Huo 1998, found because it cites Rabiner, is likely to cover a similar subject area to Gales 1998 because Huo and Gales have five references in common.
In the subject described here, well-cited 'pioneering articles' were first identified. For example, Baum (1972) is credited with introducing the possible general application of Markov processes. In 1975, Jim Baker from IBM described the Dragon system, which included some ideas which led to the development of today's systems. Jelinek described further developments in Markov processes, while Lee et al. published a paper, with others, in 1990, describing the SPHINX speech recognition system. Rabiner's heavily cited 1989 paper describes hidden Markov models and brings together progress on the subject in an article containing 66 references. These five papers report major steps in the progress of word recognition systems.
Voice recognition is a very popular research topic. In the words of Joseph Piccone, a professor in the USA: 'I always tell my students that speech recognition is a good career. We'll still be researching speech 50 years from now'. Related basic research, for instance Chomsky's work, is not included in the search results reported in Fig. 1 . The figure lists articles of two kinds: those about complete systems and those about hidden Markov models.
It appears that the claims now made for the performance of commercially available systems are feasible in the light of current research about the subject. Of course, such research may take two years or more to be incorporated into actual products. It seems that falling costs, increasing computer power and enlargement of memories have been mainly responsible for recent improvements in performance.
Authors sometimes list more than one affiliation in their articles; those listed in Fig. 1 worked at the places listed in Table 1 at the time their articles were written.
Automatic voice recognition systems currently available
The IBM 'Voice Type Dictation' software package became available in the UK in mid-1994. IBM claimed that it would accommodate a vocabulary of up to 32,000 words, plus up to 2,000 words added as the user's 'personal vocabulary'. It required a 486SX 25 MHz machine. The software consumed eight Mbytes of memory and 32 Mbytes of hard disc and ran on an OS/2 or a Windows/DOS operating system. The outfit consisted of a headset, card and software at a price of up to £855 (excluding VAT), depending on the details of the host machine.
The display was presented as two windows: the upper displaying sentences as dictated; the lower displaying the same sentences after the user's corrections, who was by then satisfied that the text was ready for printing. The system recognised words such as 'comma', 'period', 'new paragraph', etc, and acted accordingly. Trigger words could be used to retrieve and display previously stored paragraphs.
When dictating, the machine needed a little timeperhaps up to one second, after the speaker completed a phrase -to deliver its best guess about the speaker's intention. When clicking on an erroneous word, a list of similar words was offered for selection.
Today, the software is called 'Via Voice' and is supplied with similar accessories to its predecessor. It now has a 56,000-word dictionary (to which 64,000 chosen words may be added) backed by a 240,000-word back-up dictionary. It requires a machine with a 166 MHz processor, 42 Mbytes of memory when used with Microsoft Word, 250 Mbytes of disc space and runs on Windows 95, 98 or NT. It is said to use 'three-word context checking' to improve recognition accuracy. The price (including VAT) is £139 for the 'Executive' version or £50 for the 'Home' version which has a similar performance, but without the executive command structure. Less expensive, separate word recognisers are also available.
In the space of three years, IBM voice recognition software has been reduced in price by a factor of between about seven and fifteen times, according to the version purchased. At the same time, the required processor speed has increased by nearly seven times, memory by five times and disc space by eight times. The price of machines having the requisite increased processing power and storage capacity may also cost less than before.
comparison tests between Dragon Dictate, IBM Dictation 3.0 and Kurzweil Voice 2.0 [8] . At that time, IBM's software performance was rather better than its competitors, but these tests are out of date. More recently, the consensus seems to be that Dragon's software offers the best performance. Dragon has included something called 'BestMatch technology' in its version 3.0, with no information about how it works. It is claimed to be 25% more accurate than version 2.0 and reported as providing accuracies of between 95% and 98%. This kind of performance implies that mass implementation cannot be far off.
How did Dragon manage to approach and surpass IBM? IBM has a long history of research and development in this area, as is shown in Fig. 1 . The 1975 paper by Jim Baker about the Dragon system counts as an IBM article because Baker was working there at the time. Later, he left and formed his own company, now employing 300 people and specialising in voice recognition products, which he runs today. Apart from his heavily cited paper in IEEE Transactions on Acoustics, Speech and Signal Processing, according to the WoS, he published five papers in Journal of the Acoustical Society of America -the leading journal in that field. One was written jointly with Jelinek, who also features in Fig. 1 . All are about aspects of speech and speech modelling, but none has been cited.
Baker, originally at Carnegie-Mellon, has published nothing since 1979. He soon started his own company. 'End products' from IBM have always been academic papers as well as computer products. Evidently, after leaving IBM, Baker had no time to bother about writing articles. In any case, the pace of progress in speech recognition would mean that anything published in conventional journals would be overtaken by events. It is not known whether he maintained connections with his alma mater, well known for its work on speech recognition, whether the improved performance of Dragon's software is due to incorporating the result of some new research or whether existing methods have been refined with full advantage being taken of microcomputer hardware improvements and price reductions.
