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3Abstract
Multi-atlas propagation and label fusion techniques have recently been developed for seg-
menting the human brain into multiple anatomical regions. In this thesis, I investigate
possible adaptations of these current state-of-the-art methods. The aim is to study age-
ing on the one hand, and on the other hand temporal lobe epilepsy as an example for a
neurological disease.
Overall effects are a confounding factor in such anatomical analyses. Intracranial volume
(ICV) is often preferred to normalize for global effects as it allows to normalize for esti-
mated maximum brain size and is hence independent of global brain volume loss, as seen
in ageing and disease. I describe systematic differences in ICV measures obtained at 1.5T
versus 3T, and present an automated method of measuring intracranial volume, Reverse
MNI Brain Masking (RBM), based on tissue probability maps in MNI standard space. I
show that this is comparable to manual measurements and robust against field strength
differences.
Correct and robust segmentation of target brains which show gross abnormalities, such as
ventriculomegaly, is important for the study of ageing and disease. We achieved this with
incorporating tissue classification information into the image registration process. The
best results in elderly subjects, patients with TLE and healthy controls were achieved us-
ing a new approach using multi-atlas propagation with enhanced registration (MAPER).
I then applied MAPER to the problem of automatically distinguishing patients with TLE
with (TLE-HA) and without (TLE-N) hippocampal atrophy on MRI from controls, and
determine the side of seizure onset. MAPER-derived structural volumes were used for
a classification step consisting of selecting a set of discriminatory structures and apply-
ing support vector machine on the structural volumes as well as morphological similarity
information such as volume difference obtained with spectral analysis. Acccuracies were
91-100 %, indicating that the method might be clinically useful.
Finally, I used the methods developed in the previous chapters to investigate brain re-
gional volume changes across the human lifespan in over 500 healthy subjects between 20
to 90 years of age, using data from three different scanners (2x 1.5T, 1x 3T), using the IXI
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database. We were able to confirm several known changes, indicating the veracity of the
method. In addition, we describe the first multi-region, whole-brain database of normal
ageing.
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Chapter 1
Introduction
1.1 Medical imaging and its applications
Various medical imaging modalities, developed for decades, have become an indispensable
part of medical diagnosis, medical treatment and clinical research. The medical imaging
techniques employed can be mainly divided into two categories: anatomical and func-
tional. Anatomical modalities, i.e., depicting primarily morphology, include X-ray, CT
(computed tomography), structural MRI (magnetic resonance imaging), US (ultrasound).
Functional modalities, i.e., depicting information on the metabolism, blood flow or neu-
rotransmitter fluxes of the underlying anatomy, include SPECT (single photon emission
computed tomography), PET (positron emission tomography) , fMRI (functional MRI),
pMRI (perfusion MRI), fCT (functional CT), EIT (electrical impedance tomography) and
MRE (magnetic resonance elastography).
MRI is a noninvasive medical imaging technique which provides detailed images
of the inside of the body, including the soft tissues of the brain and spinal cord, in any
plane. One advantage of an MRI scan is that it is a non-invasive technique. It uses
strong magnetic fields and non-ionizing radiation in the radio frequency range, unlike CT
scans and traditional X-rays which both use ionizing radiation. MRI has much greater
soft tissue contrast than CT, making the former useful especially for neurological diseases.
These advantages of MRI among other medical diagnostic techniques, such as non-invasive
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nature, versatility, excellent tissue contrast and sensitivity to flow and diffusion, result
in using this imaging technique as the basis of the present PhD thesis. In addition to
conventional MRI, a relatively recent MRI technique, Diffusion Tensor Imaging (DTI)
has been considered as a prospective study for the quantitative measurement of white
matter integrity in normal aging and temporal lobe epilepsy. The ability to image brain
functions is substantially enhanced if functional images presented by PET are combined
with underlying morphologic information visible on MRI. In the following, I will focus on
those modalities used in this thesis.
1.1.1 Structural Magnetic Resonance Imaging (MRI)
When performing a MR scan, the subject is placed in a strong homogeneous magnetic field,
B0, which usually ranges from 0.5T to 7T. A sequence of magnetic fields systematically
alters the alignment of this magnetization, causing the hydrogen nuclei to produce a
rotating magnetic field detectable by the scanner. There are many intrinsic contrast
mechanisms that one can use in MRI for example, T1 recovery time, and T2 decay time.
T1 recovery is the “longitudinal” relaxation time. It indicates the time required for a
substance to regain longitudinal magnetization following an radiofrequency (RF) pulse.
The rate of recovery is an exponential process, with a recovery time constant called T1
relaxation time. This is the time it takes 63% of the longitudinal magnetization to recover
in the tissue (Figure 1.1).
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Figure 1.1: The T1 recovery curve
T2 is the “transverse” relaxation time. It is a measure of how long transverse
magnetization would last in a uniform external magnetic field. The rate of decay is also
an exponential process, so that the T2 relaxation time of a tissue is its time constant of
decay. It is the time it takes 63% of the transverse magnetization to be lost (Figure 1.2).
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Figure 1.2: The T2 decay curve
MR imaging allows the distinction of different tissue types in the brain, e.g. white
matter (WM), grey matter (GM) and cerebro-spinal fluid (CSF), based on their intensities.
In T1-weighted MR images the intensity distributions of the tissues in the normal adult
brain are as follows: WM has the highest intensity, GM has a medium intensity and
CSF has the lowest intensity. In T2-weighted MR images the intensity distributions are
inverted with CSF having the highest intensity and WM the lowest intensity. Figures 1.3
and 1.4 show T1 recovery curves and T2 decay curves for different tissue classes [1]. More
information on the principles of MRI can be found in [2].
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Figure 1.3: Longitudinal magnetization recovery curves for WM, GM and CSF.
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Figure 1.4: Transverse magnetization decay curves for WM, GM and CSF.
Conventional and modern structural MRI techniques have been extensively used to
study brain structures. The measurements of in vivo human brain volumes provides novel
insights into normal and abnormal neuroanatomy. Techniques that enable the in vivo MRI-
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derived quantitative characterization of the human brain demonstrate important potential
applications in basic and clinical neuroscience. Alterations in brain structures are manifest
in normal aging [3–6], epilepsy [7–9], Alzheimer’s disease [10–12], schizophrenia [13,14] and
multiple sclerosis [15], amongst others.
1.1.2 Diffusion Tensor Imaging (DTI)
DTI has become one of the most popular MRI techniques in brain research and clinical
practice. This MRI-based methodology, originally presented in 1994 [16], takes advan-
tage of the macroscopic geometrical arrangement of white matter bundles that becomes
apparent through diffusion MRI measurements [16,17].
1.1.2.1 Diffusion basics and human brain white mater
Diffusion tensor imaging provides a framework for acquisition, analysis, and quantification
of the diffusion properties of white matter. Basically, magnetic field variations of the MRI
magnet are applied in at least six different directions, which makes it possible to calculate
a tensor for each voxel that shows the three dimensional shape of the diffusion pattern.
These measurements in multiple directions and using tensor decomposition extract the
diffusivities parallel and perpendicular to the fibers (also termed principal diffusivities,
λ// and λ⊥) [16]. These diffusivities are used for calculation of summation indices, such
as the trace apparent diffusion coefficient (trADC, the mean of the diffusivities (MD)) or
the fractional anisotropy (FA, the normalized standard deviation of the diffusivities). The
eigenvectors and eigenvalues of the tensor matrix reveal the diffusivity of water in each
direction. The diffusion tensor can be diagonalized, leaving only three non-zero elements
along the main diagonal of the tensor, the eigenvalues (λ1, λ2, λ3). The eigenvector cor-
responding to the largest eigenvalues is the direction of fastest diffusion and indicates the
main fiber direction in white matter regions. The FA index is the most widely used param-
eter of DTI for representing the motional anisotropy of water molecules, being sensitive
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to the presence and integrity of white matter fibers (Figure 1.5)):
FA =
√
3
2
√
(λ1 − λ¯)2 + (λ2 − λ¯)2 + (λ3 − λ¯)2
λ21 + λ
2
2 + λ
2
3
. (1.1)
This measure ranges from zero, representing diffusion that is equal in all directions, to 1.0,
representing complete directional dependence. MD is the overall mean-squared displace-
ment of molecules (Figure 1.5)):
λ¯ =
λ1 + λ2 + λ3
3
. (1.2)
(a) (b) (c)
Figure 1.5: Common types of axial DT images.(a) Mean diffusivity maps, (b) fractional
anisotropy maps, and (c) color-encoded maps of the principal eigenvector (red: left to
right; green: anterior to posterior; and blue: cranial to caudal).
1.1.2.2 Diffusion tractography
Diffusion tractography relies on the alignment in white matter, between the dominant
orientation of local water diffusion and the mean orientation of white matter fibers [18].
Based on this information, tractography methods can deduce in vivo continuity of fibers
from voxel to voxel, and reconstruct an entire white matter pathway [19]. The three major
groups of white matter pathways include projection, commissural and association fibers.
Projection fibers are long ascending and descending fibers that connect the spinal cord,
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diencephalic, and mesencephalic structures with the cortex. Projection pathways include
ascending pathway from thalamus and basal ganglia to the cortex, and descending path-
ways from cortex to subcortical structures. Commissural fibers connect the two cerebral
hemispheres and the largest bundle of such fibers is the corpus callosum [20]. Association
fibers connect regions within the same hemisphere.
White matter tractography is generally categorized into two different groups; either
with a method known as “deterministic” tractography [21, 22], or with a “probabilistic”
tractography method [23–25]. With deterministic tractography, seeds are placed in voxels
with FA greater than some threshold, e.g. 0.15, to include only white matter voxels and
then grown in both directions along the dominant diffusion orientation into fiber tracks
or streamlines. As a track is extended into a neighboring voxel, the dominant diffusion
orientation in that voxel determines where to next extend the track (Figure 1.6 (b,e)). A
track is terminated when it reaches a voxel with sub-threshold FA, or when the turning
angle exceeds some threshold (e.g. 50◦). Manually drawn ROIs are used to select tracks
that pass through one or more regions, as well as to exclude tracks that stray into undesired
locations because of crossing fibers or measurement noise [26]. It is necessary to use or
develop an ROI selection strategy for each fiber tract of interest, guided by anatomical
knowledge of the trajectory of known fiber tracts [27].
Probabilistic tractography methods probe the fiber orientation probability distri-
butions at each voxel, assessing the likelihood of a fiber following a particular path based
on the diffusion data (Figure 1.6 (c, f)). Advantage of this method over the deterministic
method is the ability to explicitly represent uncertainty in the data. The probabilistic ap-
proaches are particularly more attractive than the deterministic approach, because they
generate probabilistic maps of fibre connectivity between brain regions and can trace path-
ways into grey matter, which can be used to develop connectivity indices that are sensitive
to structural changes contributing to clinical disability. This map can be used along with
FA in clinical studies and provide some additional features, such as tract geometry and
length [29]. A disadvantage, however, is that it requires thousands of iterations, and is
thus computationally intensive. Like the deterministic tracking method, prior knowledge
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Figure 1.6: Different tractography methods, (a) Representation of tensors in a 5 × 5
grid, with two regions of interest (ROIs) (red and green). Strongly anisotropic voxels are
dark blue, whereas weakly anisotropic voxels are light blue. (b) Streamline tractography
propagates a fiber tract in the direction of principal eigenvector, preserving voxel-to-voxel
directional information. (c) Probabilistic tractography produces a likelihood map of the
diffusion path between two ROIs. Rather than delineate a single best path, the likelihood
map shows the probability that a particle diffusing between ROIs traverses each voxel.
Coronal images of internal capsule in healthy adults demonstrate (d) diffusion ellipsoid
maps (principal eigenvector is denoted by color: red, left to right; blue, cranial to caudal;
green, anterior to posterior), (e) streamline tractography of corticospinal tract (red), and
(f) probabilistic tractography of corticospinal tract (color denotes index of probability that
voxel is included in tract) [28].
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of the anatomy of fiber tracts is important for distinguishing between fiber tracts of interest
and streamline tracks that follow improbable routes or suggest non-existent connections
between brain areas.
The interpretation of diffusion imaging data is relatively well understood for volume
elements (voxels) in which a single fiber direction prevails. Unfortunately, voxels are
much larger than the individual nerve cells that make up the fiber bundles. Thus, in
areas where fibers touch or cross, many voxels can contain two or more distinct fiber
populations. DTI is most notably limited in regions of complex fiber crossings. This
becomes a significant constraint when trying to map areas of the brain with complex
internal structures. A number of models of diffusion have been developed for the purpose
of elucidating the orientations of multiple fiber populations within a voxel. Some of these
are direct extensions of simpler models, while others were designed from the outset to work
with crossing fibers. Overcoming the limitations of the DTI model and recovering fiber-
crossing information is essential for constructing high-resolution maps of the human brain.
To do so, high angular resolution diffusion imaging (HARDI) reconstruction techniques [30]
have been used to measure DW images along several directions, capturing multiple fiber
routes within the same imaging voxel. Specifically, local q-ball reconstruction [31], fiber-
bundle segmentation, and fiber tractography are all techniques that rely on HARDI data
and together give a more accurate picture of white-matter geometries within the human
brain.
The number of brain studies with DTI has been growing steadily over the last
decade. Diffusion tensor imaging enables visualization and characterization of white mat-
ter architecture and integrity of normal and diseased brains ( e.g. in aging [32], temporal
lobe epilepsy [33,34], Alzheimer’s disease [35], schizophrenia [36], etc.).
1.1.3 Positron Emission Tomography (PET)
PET is a useful imaging technique that provides information regarding brain function
in human brain. This imaging technique allows to represent the cerebral structures and
measurement of local tissue concentration of injected radiolabeled biologically active com-
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pounds (tracers) [37]. Many in vivo studies on ischemia, oncology, pharmacology and
physiology have been conducted using this imaging modality in the last 25 years.
1.1.3.1 Data acquisition
The positron tomograph essentially consists of a cylinder of detectors arranged in rings.
The subject is positioned in the tomograph. A chemical labelled with a positron emitting
isotope is introduced into the subject, either intravenously or by inhalation of a gas.
The radioisotope decays, each decay event resulting in the emission of a positron.
The positron loses kinetic energy as it travels through the surrounding tissue. After a
short distance the positron interacts with a electron. This results in the annihilation of
both particles, their mass being conserved as energy by the emission of two photons of
gamma radiation, each with an energy of 511keV. Conservation of momentum causes that
the two photons will be emitted in almost opposite directions [38].
These two photons of gamma radiation then travel through the tissue and air and
are detected by the tomogrpah. The volume of response will be defined in the location
where the electron annihilation takes place. The tomograph computer counts the number
of times the two detectors defining each volume of response are hit simultaneously during
the scanning period [38,39].
1.1.3.2 PET image quantification
For absolute quantification of brain imaging data obtained from PET, region-based anal-
ysis is used to obtain quantitative information on anatomically relevant volumes of in-
terest [40,41]. The strengths of MRI include high-resolution, high-contrast morphological
imaging of soft tissues; and the ability to image physiological parameters such as diffusion.
PET depicts the distribution of biologically targeted radiotracers with high sensitivity,
but images generally lack anatomic information and have lower spatial resolution. Cross-
modality registration of MRI and PET brain images [42] combine or fuse the structural
and functional image information together.
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1.2 Medical Image Segmentation
MR images of brain (usually T1-weighted) are employed for measuring brain morphology.
Fundamental components of structural MRI analysis include segmentation of voxels into
a specific brain tissue compartment (e.g. GM, WM and CSF) and identification and
description of specific brain structures or regions of interest. Anatomical segmentation
plays an increasingly important role in information extraction from medical images. In
the human brain, for example, a growing number of studies show correlations between
clinical parameters and morphometric descriptors derived through segmentation of MR
images [9, 43,44].
Brain image analysis can be performed automatically or manually. Usually, com-
putational image analysis involves brain extraction, registration or spatial normalization
and (tissue or structure) segmentation.
1.2.1 Manual delineation and its drawbacks
Manual delineation has been used in several research studies for many years. This can
apply both for tissue classification [45] and anatomical structures [46]. Although it has
resulted in many research findings, factors such as substantial time commitments, expert
dependency, demands on the observer, limited number of regions that can be analyzed
simultaneously, and reproducibility can make this technique less attractive for analyzing
large data sets. However, manual delineation is the “gold standard” in terms of segmen-
tation accuracy and can be used in evaluation of automatic segmentation methods.
1.2.2 Automatic image segmentation
To date, a considerable number of whole brain (semi-) automated techniques have been
suggested evolving with the improved resolution of structural MRI scans and the develop-
ment of sophisticated image processing methods using for example seed points or bounding
boxes [47,48], voxel-based morphometry (VBM) [49], shape models [50] or atlas-based seg-
mentation [9,41,51]. These approaches include registration-based [51], intensity-based [52],
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and surface-based methods such as level set and active contour/deformable models [53].
During registration-based segmentation, a deformable atlas with attached labelling
is warped to an image by non-rigid registration and the labels are then transferred. The
main advantage of these methods is the possibility to propagate any brain structure avail-
able in the atlas without any additional cost. The performance of the registration-based
methods is directly dependent on quality of the registration used. In contrast, intensity-
based methods classify intensities of individual voxels usually only into WM, GM and
CSF. To segment more brain structures, spatial priors have to be included in the classifi-
cation process, as the intensity distributions of the different brain structures overlap. Even
the separation of the three main tissue classes based on intensity is non-trivial problem
due to artefacts such as intensity inhomogeneity and natural intensity variation within
the three main tissue classes. Intensity-based and registration-based methods are often
complementary in succeeding or failing in certain areas of the brain. For example, while
intensity-based methods are flexible enough to segment complicated cortical WM and GM
regions, registration-based techniques are limited by the type of transformation and the
degrees of freedom of the transformation used and therefore often not flexible enough to
capture complex cortical folding. On the other hand, the natural tissue intensity variation
in different areas of the brain as well as the overlap of intensity distributions of different
tissue classes are significant sources of error in intensity-based methods.
Voxel-based morphometry (VBM) is a whole-brain in vivo semiautomated tech-
nique for characterizing structural brain differences [54]. Many investigators use VBM
within statistical parametric mapping (SPM) to characterize grey matter concentration
on MR images [49,55,56]. This method has been useful in identifying subtle group differ-
ences in brain structure in a variety of diseases associated with neurological and psychiatric
dysfunction.
The best results are currently achieved with atlas based methods [51]. Atlas prop-
agation is a method that can be used as a segmentation method in its own right [51, 57]
or as a way of providing prior information for a further segmentation step [58,59].
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1.2.3 Measure of segmentation success
To date, there is no universally accepted segmentation technique that can produce satis-
factory results in a broad range of neuroimage processing applications. The evaluation of
the segmentation remains a challenging problem in brain image analysis. This problem
is the consequence of the difficulty in defining the performance coefficients and statistics,
and difficulty in establishing gold standards. Zhang et al. suggested desirable properties
of an evaluation method that include the generality for studying different segmentation
algorithms, the ability for quantitative measurement, and the capacity of evaluation on
an objective basis [60]. A good evaluation method should be able to detect small varia-
tions in segmented images. The evaluation schemes are usually determined with respect
to the goal of segmentation. If the purpose of segmentation is to measure the volume
of neuroanatomical structures, a volumetric error analysis may satisfy the needs [61].
For analytical and systematical evaluation, more sophisticated approaches are required.
Zhang et al. divided the systematic evaluation methods into two categories: the analytical
and empirical methods [60] . The analytical methods directly examine and analyze the
segmentation algorithms based upon their principles and properties, while the empirical
ones adopt indirect judgments that apply the segmentation algorithms to test images and
measure the quality of the results.
Accuracy, robustness, and efficiency for characterizing the performance of image
segmentation algorithms have been suggested by [62,63]. Accuracy refers to the degree to
which the segmentation results compare with the reference standards that represent the
true segmentation. Robustness is the ability of the segmentation method to cope with
noises and artifacts in the dataset. Efficiency provides information on the practical use of
the algorithm, e.g., computational complexity and processing time.
The accuracy evaluation can be broadly classified into distance-based coefficients,
region-based coefficients, and statistical analyses of the entire images [61,62]. The distance-
based coefficients [e.g., the Hausdorff distance [64]], based on the measure of the distance
between the segmentation contour and the true boundary, are used when the delineation
of the boundary is critical. On the other hand, the region-based coefficients are used
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when the size and location measurement of the area (or volume) of the object is the aim
of the segmentation. Among a number of region-based coefficients based on measuring
spatial overlap, the Jaccard [65] and Dice [66] coefficients have been extensively used
for the performance evaluation of segmentation methods in brain images due to their
simplicity [9, 51, 67] . The Jaccard coefficient, JC, measures the ratio of the intersection
area of two sets (Ω1 and Ω2) divided by the area of their union,
JC =
|Ω1 ∩ Ω2|
|Ω1 ∪ Ω2| × 100%, (1.3)
while the Dice coefficient, DC computes the ratio of the intersection area divided by the
mean sum of each individual area,
DC =
2 |Ω1 ∩ Ω2|
|Ω1|+ |Ω2| × 100%, (1.4)
These two globally measured performance coefficients are often associated with the Sen-
sitivity and Specificity coefficients that characterize how many pixels (or voxels) in the
object are correctly segmented and how many pixels (or voxels) outside the object are
correctly excluded, respectively. JC can be converted to DC by the following formula:
DC =
2JC
1 + JC
(1.5)
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1.3 Medical Image Registration
Image registration involves finding the deformation or transformation of images taken, for
example, at different times [68], from different imaging modalities [41], or from different
subjects [51]. This technique requires identifying corresponding features in the image pair
and applying a linear, or non-linear registration to transform the source into the coordinate
system of the target. A registration algorithm requires four major components:
1. The transformation model;
2. The similarity measure;
3. The interpolation strategy;
4. The optimization technique.
1.3.1 Transformation model
A transformation is called global if it applies to the entire image, and local if subsections of
the image each have their own transformations defined [69]. The alignment of the images
is usually initialized using global linear registration, which can be rigid or affine.
1.3.1.1 Rigid and affine registration
A rigid transformation is a 6-parameter transformation which consists of only translation
and rotation (Figure 1.7).
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Figure 1.7: Rigid registration steps. Left panel: overlay of a source image (green) on a
target image (grayscale). Middle panel: the result of the rigid registration. Right panel:
the rigid registration steps, containing translation and rotation.
Introducing scaling and skewing in the transformation will produce an 12-parameter
affine transformation (Figure 1.8). A rigid registration is sufficient for the alignment of
images of the same subject (intrasubject registration) if the organ under study does not
deform. This is a reasonable assumption for images of the brain if these are acquired
at the same time point. However, if the task is to match images belonging to either
different subjects (intersubject registration) or the same subject at different stages of
brain development (e.g. growth in children, changes related to aging, or atrophy due to
disease), a global registration of the images is not sufficient to obtain satisfactory results.
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Figure 1.8: Affine registration steps. Left panel: a source image (green) overlaid on a
target image (grayscale). Middle panel: the result of the affine registration. Right panel:
the affine registration steps, which contain translation, rotation, zooming and shear.
1.3.1.2 Non-rigid registration
In order to capture local changes of volume or shape, the registration must be non-linear.
Analysis of regional changes can be categorized into intensity-based or feature-based ap-
proaches. In intensity-based analysis, information on local volume differences is derived
from intensity changes in each voxel which is considered for registration. This is based
on the assumption that two images to be matched have similar signal characteristics. For
this method to be successful, there should be correspondence in the grey levels of the dif-
ferent tissue types between the source and target. This method is based on the automatic
determination of a large number of parameters [70].
Feature-based approaches involve extraction of distinct anatomical features from
the images, e.g. the boundaries of brain structures. These techniques require homologous
features in the pair of images and find the transformations that best describe them. These
identifiable features can be points, lines, curves, or surfaces [71, 72]. Feature-based tech-
niques provide a good solution to normalize and analyze a region of interest with fewer
parameters compared with intensity-based approaches.
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The non-rigid registration algorithms are typically based either on physical mod-
els for transformation (such as elastic [73] or fluid deformation models [74]), or a linear
combination of smooth basis functions [75] or free-form deformations [76]. One of the
most important transformations is the family of splines (e.g. the thin plate spline [77],
elastic-body splines [78] and B-splines [76]). A general review of registration techniques
can be found in [79].
An example of a free-form deformation (FFD) based non-rigid registration is the
B-spline registration algorithm by Rueckert et al. [76]. The basic idea of the FFD model,
based on B-splines, is to deform an object by manipulating an underlying mesh of control
points. The resulting deformation controls the shape of the 3-D object and produces
a smooth and continuous transformation. In contrast to thin-plate splines or elastic-
body splines, B-splines are locally controlled, which makes them computationally efficient
even for a large number of control points [76]. The control points act as parameters of
the B-spline FFD and the degree of nonrigid deformation which can be modeled depends
essentially on the resolution of the mesh of control points. A large spacing of control points
allows modeling of global nonrigid deformations, while a small spacing of control points
allows modeling of highly local nonrigid deformations. At the same time, the resolution
of the control point mesh defines the number of degrees of freedom and, consequently, the
computational complexity.
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Figure 1.9: Non-rigid registration based on the B-spline FFD. The overlay of the mesh
grid of the control points of the source image on the target image is shown in yellow.
Left panel: control point spacing of 20mm. Middle panel: control point spacing of 10mm.
Right panel: control point spacing of 5mm.
Comparing various registration algorithms, Klein et al. showed that segmentation
accuracy is correlated with the number of degrees of freedom [80]. Moreover, the study
showed that free-form deformation based registration using B-splines and normalized mu-
tual information as implemented in the Image Registration Toolkit (IRTK) [76] was among
the best-performing registration methods for this purpose.
1.3.2 Similarity measure
Similarity measures can be categorized into sum of squared differences (SSD), the cross-
correlation (CC), joint entropy, mutual information (MI) and label consistency (LC). Sim-
ilarity based on SSD assumes that the images have the same intensity distributions and
is therefore suitable only when the same image acquisition protocol has been used. Let
us denote (t1, · · · , tn), ti = IT (vi) the n voxels of the target image IT , and (s1, · · · , sn),
si = IS(T(vi)) the n voxels of the aligned source image IS◦T. The SSD measure can be
expressed as:
CSSD = − 1
n
n∑
i=1
(ti − si)2 (1.6)
1.3 Medical Image Registration 40
where C is the similarity measure. If linear changes of the intensities in the two images
are assumed, the cross-correlation can be used as a similarity measure:
CCC =
∑n
i=1(ti − t)(si − s)√∑n
i=1(ti − t)2
∑n
i=1(si − s)2
(1.7)
where s and t denote the mean voxel intensity in the source and target images.
When different image acquisition parameters or even different image modalities are
considered as the target and source image, the intensity relationship is generally not linear.
In these cases it is possible to use an information-theoretical approach. The entropy H of
the image IT can be calculated as:
H(IT ) = −
∑
t∈Ψ
P (t) logP (t) (1.8)
where Ψ is the set of intensity values occurring in image IT . The probability P (t) denotes
the probability of observing intensity t in image IT and can be estimated from the his-
togram of the image. Similarly, the joint entropy H of images IT and IS can be calculated
as:
H(IT , IS) = −
∑
(t,s)∈Ψ)
P (t, s) logP (t, s) (1.9)
where P (t, s) is the joint probability of observing intensity t in the target image and
intensity s at the corresponding location in the source image. This joint probability can
be estimated from the joint histogram of images IT and IS . Using these definitions, a
similarity measure called mutual information (MI) can be defined [81].
CMI = H(IT ) +H(IS)−H(IT , IS) (1.10)
If both images are aligned, the mutual information is maximized. Mutual information
itself is dependent of the overlap between two images [82]. To avoid any dependency on
the amount of image overlap, normalized mutual information (NMI) as a measure of image
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alignment can be used [82,83]:
CNMI(IT , IS) =
H(IT ) +H(IS)
H(IT , IS)
(1.11)
In contrast to most of the similarity indices which work on the grey-level images,
label consistency is used to match labeled images, i.e., image segmentations where each
voxel value indicates the type of structure this voxel belongs to. The label consistency
measure is defined as [84]:
CLC =
l∑
i=1
PIT IS (i, i). (1.12)
where PIT IS (i, j) is the joint probability of labels i and j in the source (IS) and target (IT )
shapes, respectively. This can be estimated as the number of voxels with label i in image
(IS) and label j in image (IT ) divided by the total number of voxels in the overlap region
of both images. Label consistency is a measure of how many labels of all the labels in
the source shape are correctly mapped onto the target shape. When the label consistency
measure is zero, none of the source labels has been correctly mapped into the target shape.
If all reference labels are correctly matched, the label consistency measure yields a value
of one [84].
1.3.3 Interpolation method
Interpolation plays a crucial role in medical image processing. It transforms a discrete
matrix into a continuous image. Interpolation is required for discrete image manipulations,
such as geometric alignment and registration. Several methods for interpolation exist,
varying in quality and speed, including nearest neighbour, linear and N-th order B-spline
interpolation [85,86].
1.3.3.1 Nearest Neighbour
Nearest neighbour interpolation determines the grey level from the closest pixel to the
specified input coordinates, and assigns that value to the output coordinates. This method
is considered the most efficient in terms of computation time. Because it does not alter
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the grey level value, a nearest neighbour interpolation is preferred if subtle variations in
the grey levels need to be retained and also useful for labeled images.
1.3.3.2 Linear interpolation
Linear interpolation is a method of curve fitting using linear polynomials. For two spatial
dimensions, the extension of linear interpolation is called bilinear interpolation, and in
three dimensions, trilinear interpolation. Bilinear interpolation determines the value of a
new pixel based on a weighted average of the four pixels in the nearest 2 × 2 neighborhood
of the pixel in the original image. Trilinear interpolation requires eight adjacent pre-defined
values surrounding the interpolation point.
1.3.3.3 Cubic interpolation
Cubic interpolation is a method which offers continuity of the interpolation surface and its
derivatives over the boundaries. The condition imposed by the continuity of the deriva-
tives, makes the interpolation surface smoother in comparison with the linear and nearest
neighbourhood techniques, however, it increases the computational time. In 2D images
cubic interpolation determines the grey level from the 16 closest pixels to the specified
input coordinates, and assigns that value to the output coordinates whereas in the 3D
context the 64 nearest points determine the value to the output coordinates.
1.3.3.4 Sinc interpolation
The nearest neighbor and linear interpolation methods correspond to zero and first order
spline models, respectively. Following the sampling theorem in the signal processing lit-
erature, the Fourier transformation of an ideal interpolator is an appropriate rectangular
prism. A prism in the frequency domain corresponds to the sinc function in the time
(space) domain which is non-zero over an infinite length of time. This ideal interpolator
preserves the frequency properties of the original signal and avoids unnecessary smoothing.
A good survey of different interpolation techniques is given by [83,86].
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1.3.4 Optimization technique
In the registration of pairs of images, the source image is deformed to fit the target image
(Section 1.3.1). The quality of alignment is defined by a cost function C, which measures
the similarity of the target image and the deformed source image. A high similarity leads
to a low cost function and vice versa. The coordinate transformation that relates the target
and source image is estimated by iteratively minimizing the cost function. This means
that image registration is an optimization problem. The fact that image registration is
mathematically formulated as an optimization problem has one advantage: there is a vast
amount of literature on the topic of optimization methods. Well-known examples are
gradient descent [81], Powell [83] and evolutionary strategies. To guide the optimization
towards the desired local minimum of the cost function, multiresolution strategies are
often employed [76, 87]. For example, during nonrigid registration, a hierarchical effect
can be realized by starting with a coarse B-spline control point resolution and gradually
refining the grid in subsequent resolutions, thereby introducing the capability to recover
more fine-scale deformations [76].
1.4 Machine learning techniques in brain imaging
Currently most diagnostic and classification approaches of neurological disease based on
MRI are still those in which the user (radiologist) rather than the computer has to do
most of the learning, and this usually takes many weeks or months in practice. If machine
learning (ML) algorithms can be integrated effectively into such systems that extract
accurate information from MR imaging that is invisible to the human eye, they can offer
improvement in the diagnostic procedures and support radiologists. Thus ML has the
potential to reduce the training time from several weeks or months to a few days or
hours. Most ML techniques require a data collection phase and algorithms like Support
Vector Machines (SVMs) [88] or Fisher Linear Discriminant (FLD) [89] can be applied
to classify structural or functional brain images into two groups (e.g. male/female or
patient/control) [90, 91]. A classification methodology based on Principal Component
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Analysis (PCA) and linear discrimination analysis (LDA) has been used to identify the
lateralization of the seizure focus in TLE patients with and without hippocampal atrophy,
based on cuboid shaped ROIs centred on the medial temporal lobes [92].
More specifically pattern recognition methods consist of three components: feature
extraction, feature selection and feature based classification.
1.4.1 Feature extraction
Transforming the input data into the set of features is called feature extraction. In the
context of neuroimaging this consists of transforming the 3D brain scan into a long vector
of features or voxels within the brain or applying a segmentation technique (Section 1.2).
If the features extracted are carefully chosen it is expected that the feature set will extract
the relevant information from the input data in order to perform the desired classification
task.
1.4.2 Feature selection
Feature selection is a technique commonly used in machine learning, consisting of select-
ing a subset of relevant features for building robust learning models. In the context of
neuroimaging this technique could consist of selecting regions of interest or using a mask
to select a subset of voxels based on previous analysis. By removing the most irrelevant
and redundant features from the data, feature selection may improve the performance of
learning models.
1.4.3 Feature based classification
Feature based classification is the procedure in which individual examples are placed into
groups based on quantitative information on one or more features in the example and
based on a training set of previously labeled items. In the context of neuroimaging the
task of classifying the images into two classes (e.g. patients vs. controls) can be viewed as a
task of finding a separating hyperplane or decision boundary. The classification procedure
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consists of two phases: training and testing. During the training phase, the algorithm finds
a hyperplane that separates the examples in the input space according to their class labels.
The classifier is trained by providing examples of the form {P,L}, where P represents a
spatial pattern (e.g. brain scan) and L is the class label (e.g. patient or control). Once
the decision function is learned from the training data it can be used to predict the class of
a new test example. Depending on the machine learning method applied, there are many
possible decision boundaries or hyperplanes (e.g. linear discriminant analysis, support
vector machine, Gaussian processes, etc). However, some classifiers that correctly classify
a training set fail for unseen examples and therefore generalize poorly.
SVM is one of the most actively developed classifiers in the machine learning com-
munity, and has been successfully applied to a number of medical problems [91,93,94]. For
example, SVMs can build classifiers for diseases from history data, and use them to diag-
nose a new patient. SVM is an example of a supervised binary classification method. The
SVM algorithm [88] finds the largest margin hyperplane. The margin is the distance from
the separating hyperplane to the closest training examples. A more detailed description
of the SVM can be found in appendix A.
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1.5 Thesis overview and contribution of the thesis
All of these medical imaging techniques and image analysis methods are available in prin-
ciple. In this thesis, possible adaptations of current methods for the study of ageing and
a neurological disease like epilepsy will be investigated alongside with proposing novel
solutions.
The remainder of this thesis is organized as follows: the second chapter provides
an investigation on differences in intracranial volume calculated for two types of scanner
(1.5T and 3T). An automated method of measuring intracranial volume, Reverse MNI
Brain Masking (RBM), based on tissue probability maps in MNI standard space is de-
scribed. The third chapter reviews multi-atlas based segmentation as a popular method
for dealing with the variability of brain anatomy across subjects, and describes the prob-
lems encountered when segmenting the images of subjects with Alzheimer’s disease, in
whom ventriculomegaly can cause mis-registration between white matter and ventricular
CSF. An improved atlas-based segmentation method, “MAPER”, is introduced, which
achieves the best segmentation results in elderly subjects, patients with TLE and healthy
controls. Chapter 4 presents a method to automatically distinguish patients with TLE
with (TLE-HA) and without (TLE-N) hippocampal atrophy on MRI from controls, and
determine the side of seizure onset. Chapter 5 investigates brain regional volume changes
across the human lifespan in over 500 healthy subjects between 20 to 90 years of age, using
data from three different scanners (2 × 1.5T, 1 × 3T), using the IXI database. Chapter 6
summarizes the contributions and results presented in this thesis and discusses directions
for future work.
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Chapter 2
Intracranial volume (ICV) mea-
surement
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(Keihaninejad S, Heckemann RA, Fagiolo G, Symms MR, Hajnal JV, Hammers A;
Alzheimer’s Disease Neuroimaging Initiative. A robust method to estimate the intracranial
volume across MRI field strengths (1.5T and 3T). Neuroimage 2010;50(4):1427-37.)
2.1 Overview
Science may be described as the art of systematic over-simplification.
Karl Popper
In this chapter, I investigate differences in intracranial volume (ICV) calculated for two
types of scanner (1.5T and 3T). The primary objective was to assess the comparability
of ICV measurements based on different methods on images of subjects who had been
scanned at both field strengths. To reduce the difference between ICV measurements in
datasets obtained from scanners with different field strengths, three different bias correc-
tion methods were applied. I implemented an automated method of measuring intracranial
volume, Reverse MNI Brain Masking (RBM), based on tissue probability maps in MNI
standard space. The new method was validated by comparison with ICV measurements
obtained by manual outlining on 15 healthy subjects and 22 subjects with Alzheimer’s dis-
ease (AD). I found systematic differences in ICV estimation, tested in a cohort of healthy
subjects (n=5) that had been imaged using 1.5T and 3T scanners, and confirmed in two
independent cohorts. The findings motivated an investigation into the causes of the phe-
nomenon. Measurements of signal intensity in different CSF spaces showed a pronounced
intensity difference between intraventricular CSF and subarachnoid CSF in images ob-
tained from 3T scanners but not 1.5T scanners. The RBM method was equivalent to
manual ICV measurement for both scanners (ICC = 0.99) and achieved high accuracy
in healthy controls as well as in patients with AD. RBM was consistent and reliable for
estimating ICV for images obtained at different field strengths (1.5T and 3T).
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2.2 Materials and methods
2.2.1 Experiment overview
An overview of the analysis strategy is shown in Figure 2.1. For the example of Group 1,
ten T1-weighted image volumes were acquired from five subjects on 1.5T and 3T scanners.
Each image volume was then processed in 2 steps: (1) non-uniformity correction and (2)
ICV measurement. Three publicly available algorithms were used for Step 1. Three
publicly available algorithms were used in Step 2, where parameter sets were varied with a
view to improving the accuracy of the resulting ICV measurement. The proposed robust
method, RBM, was used as a fourth option in the second step.
SIENAXSPMA
(in native space)
Input Image
N3SPMFSL
BET
Bias Correction
ICV measurementSPMB RBM
Figure 2.1: Overview of the analysis strategy of the ICV measurement. The data process-
ing protocol is exemplified for one input image (the same protocol was used for each of
the ten images acquired from Group 1). Each volume was processed with three bias field
correction algorithms (FAST, SPM5, N3) and three ICV measurement algorithms (two
parameter sets for SPM, one for BET and sienax). See text for further details.
For each image volume, the intracranial portion identified through each acquisi-
tion/analysis pathway was assessed using the manually segmented intracranial portion as
a gold-standard reference. Metrics used for the comparison were the relative volume dif-
ference and its magnitude, expressed as a percentage of the average intracranial volume,
and spatial overlap, expressed as the Dice coefficient (Section 1.2.3 Equation (1.4)) [66].
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Finally, the influence of scanner field strength on CSF intensities as a potential reason for
ICV variations was studied.
2.2.2 Subjects
Sets of T1-weighted images from five different groups were used in this study.
Group 1: Five healthy volunteers (mean ± SD age of 66 ± 11 years) from the Neu-
roGrid project. Each subject was scanned on two different magnets, a Philips Achieva 3T
unit (Philips Healthcare, Best, The Netherlands) located in the Robert Steiner Unit, Ham-
mersmith Hospital, London, UK, and a GE Signa 1.5T unit (GE Healthcare, Milwaukee,
WI, USA) located at the Institute of Neurology, University College London, Queen Square,
London, UK. Both scans were acquired within two weeks of each other. 3T images were
acquired sagittally using magnetization prepared fast gradient echo (MP-RAGE), TE/TR
4.6 ms /9.6 ms, time of inversion (TI) 1250 ms, flip angle 8o, yielding 150 slices of 1.2 mm
thickness with a field of view of 24 × 24 cm for a 208 × 208 matrix, covering the whole
brain with voxels of 1.2 × 1.2 × 1.2 mm3. In the case of the 1.5T scanner, a coronal
T1-weighted 3D volume was obtained with a birdcage receiver coil using an inversion re-
covery prepared fast gradient echo, TE/TR 4.2 ms/13 ms, time of inversion (TI) 450 ms,
flip angle 15o, yielding 124 slices of 1.5 mm thickness with a field of view of 28 × 28 cm
for a 192 × 192 matrix, covering the whole brain with voxel sizes of 1.2 × 1.2 × 1.5 mm3.
Group 2: Five subjects diagnosed with Alzheimer’s disease (mean ± SD age of 71
± 11 years) and 10 subjects with mild cognitive impairment (MCI) (mean ± SD age of
67 ± 7 years) from the NeuroGrid project scanned at both field strengths with the same
acquisition parameters as Group 1.
Group 3: 10 subjects studied as part of the IXI project, including five subjects
scanned at 3T (Philips scanner, as above), and five different subjects scanned at 1.5T
(Philips scanner at Guy’s Hospital).
Group 4: Five subjects from the ADNI project1, who were imaged with various
1The ADNI was launched in 2003 by the National Institute on Aging (NIA), the National Institute
of Biomedical Imaging and Bioengineering (NIBIB), the Food and Drug Administration (FDA), private
pharmaceutical companies and non-profit organizations, as a $60 million, 5-year public-private partnership.
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1.5T (2 × GE, 1 × Philips and 2 × Siemens) and 3T scanners (2 × Philips, 1 × GE,
2 × Siemens); all had one dataset acquired at 1.5T as well as one acquired at 3T. All
images were obtained in pre-processed form (GradWarp, B1 non-uniformity correction
and N3 [95] applied).
Group 5: 30 subjects from the MIRIAD (Minimum Interval Resonance Imaging in
AD) data set, generated at the Dementia Research Centre, based at the National Hospital
for Neurology and Neurosurgery which is one of the UK’s leading centres for clinical
research into dementia, comprises 20 patients with AD and 10 age-matched controls. The
mean age of the subjects in both groups was 70 years (± 7 years). T1-weighted MR scans
were acquired coronally on a 1.5T GE Signa scanner. Imaging parameters were as follows:
TE/TI/TR 6.4/650/3000 ms; 256 × 256 × 124 matrix; 240 × 240 × 186 mm field of
view; 0.94 × 0.94 × 1.5 mm3 voxels. All images were obtained in pre-processed form (bias
corrected using N3 [95]). The manually measured intracranial volumes had been obtained
according to a published protocol [96] in the Dementia Research Center and I used them
for the assessment of the automatic ICV measurement methods used in this thesis.
2.2.3 Non-uniformity correction
MR images are usually degraded by a smooth, spatially varying artifact due to hardware,
such as radio frequency (RF) coil non-uniformities, that modulate the intensity of the
images. Although these artifacts do not usually interfere with visual inspection, they can
adversely affect the performance of downstream processing, such as skull stripping and
tissue class segmentation [97, 98]. Three different algorithms designed to perform bias
correction (BC) were used in this study:
FMRIB’s Automated Segmentation Tool v.4.1 (FAST): FAST uses a hidden Markov
random field model and an associated expectation-maximization (EM) algorithm to clas-
sify the brain into different tissue types and to correct for intensity nonuniformities [99].
The Principal Investigator of this initiative is Michael W. Weiner, M.D., VA Medical Center and University
of California – San Francisco. ADNI is the result of efforts of many co-investigators from a broad range of
academic institutions and private corporations, and subjects have been recruited from over 50 sites across
the U.S. and Canada.
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SPM5 bias correction: “Unified Segmentation” is a tool that performs simultaneous
spatial normalisation, tissue classification and bias correction [100].
Nonparametric nonuniformity normalization v.1.05 (N3): N3 corrects intensity
nonuniformities without requiring a tissue class model. It employs a deconvolution kernel
to sharpen the intensity histogram plots that have been smoothed by the bias field [95].
It is well known that N3 and FAST are more accurate when the brain has previously
been segmented from background [95,99]. Nevertheless, these two bias correction methods
were applied directly on the original MR image without applying brain extraction because
the main purpose was to measure intracranial volume. Skull stripping may remove parts
of the intracranial portion, leading to falsely small ICV results. However, I applied FAST
on brain extracted images to check whether this bias correction method is capable of
eliminating signal intensity difference in different CSF spaces (intraventricular CSF and
subarachnoid CSF) in images obtained from 3T scanners.
2.2.4 Manual delineation of ICV
Manual measurements as the gold standard were performed on T1-weighted images from
five healthy controls (Group 1) and two patients with AD (Group 2) using ANALYZE
AVW 8.1 software (Biomedical Imaging Resource, Mayo Clinic, Rochester, MN, USA).
I did all delineations which were then reviewed by my supervisor (A. Hammers). The
recorded time taken to estimate the ICV was approximately 30 min per scan, but no time
limit was imposed. Volumetric analysis was performed based on the manual estimation
method described in [101,102]. The measurements in Group 1 were performed twice at an
interval of one month to assess the intra-rater reliability. Details of the measurement of
the ICV are illustrated in Figure 2.2. In brief, the original slices were reformatted into the
sagittal plane. Realigning the original slices to correct for head tilt was not necessary due
to the large size of the intracranial cavity [102]. The brightness of the image was increased
to improve the visual clarity of the boundary of the dura mater [101]. In each case, starting
from the left-hand side of the head, the slice in which the brain initially appeared was
selected as the starting slice (Figure 2.3) and then every tenth slice was included, based on
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the sampling and accuracy results of [102]. The intracranial volume contains the cerebral
compartments white matter, grey matter, inner and outer cerebralspinal fluid spaces. The
cerebrum, cerebellum and midbrain were included in the measurement. The ICV was then
estimated for each volume by adding the traced volumes from the segmented slices and
multiplying by 10 to obtain the ICV.
Figure 2.2: Manual measurement of the intracranial volume (ICV) for a subject from
Group 1 scanned with the 1.5T (a) and 3T (b) scanner. For each group, the original
image was reformatted to sagittal sections, which were then magnified by a factor of two.
The boundary of the dura mater can not be shown clearly in the initial sagittal image
(left). To improve the clarity of the boundary of the dura mater, the brightness of the
image was increased (middle). The outer edge of the dura mater was traced by the rater
manually. The caudal boundary of the cerebellum was considered the caudal boundary of
the intracranial cavity (right).
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Figure 2.3: Manual measurement of the intracranial volume of slice 21 (the most left-hand
side slice of the head). a, skin; b, layer of subcutaneous fat; c, skull; d, bone marrow; e,
dura; f, CSF; g, brain. The skull fat, skull, bone marrow and dura are all easily visible on
this slice. The ICV includes only brain and CSF so the boundary must be drawn around
the dura (shown by the red border), not including any bone marrow.
Manual editing was completed using the axial and coronal views (Figure 2.4). The
red lines show which slices have been segmented (every 10th slices).
(a) (b)
Figure 2.4: Final manual delineation in axial (a) and coronal slices (b). Every 10th slices
have been segmented (shown in red).
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In Group 5, measurements of ICV were calculated using MIDAS (Medical Image
Display and Analysis Software) [48] on the T1-weighted images. The inner boundary of
the calvarium, which includes the brain, meninges, and cerebrospinal fluid, was outlined
using a semiautomatic interactive grey level thresholding technique [96].
2.2.5 Automated ICV estimation methods
2.2.5.1 SPM-tissue class based method
An estimation of the intracranial portion of an image can be obtained as the sum of three
tissue compartments which are provided by SPM5 [103,104]. The aim is the accurate ICV
measurement as the normalization factor, a hard cut-off was used in order to exclude any
voxel whose probability of belonging to any of the three classes was less than an iteratively
determined threshold. In order to calculate the ICV with the SPM-tissue class method,
the number of surviving voxels was obtained and multiplied by the volume of a single
voxel.
This procedure was applied with two different settings in SPM5: 1) using SPM5
with the default parameters (SPMA), 2) using four Gaussians for CSF classification
(SPMB). The rationale for the parameter change in SPMB was the expectation that
CSF intensity in 3T images would be better modeled than with the default setting of two
Gaussians2.
Previous studies suggested that SPM5 is more accurate if it does not attempt
to estimate bias fields when nonuniformities are not present [100], therefore in all the
experiments in the second step the bias correction was disabled by providing parameter
settings that caused a negligible effect over the volume of interest: bias regularisation
was set to 10 and bias FWHM was set to 150-mm cut-off [105]. Defining the threshold
value is an important issue. It should 1) produce a result as close as possible to manual
2Since a tissue probability map may be shared by several clusters, the number of Gaussians used to
represent the intensity distribution for each tissue classes can be greater than one. Default numbers of
Gaussians used in SPM5 are two for grey matter, two for white matter, two for CSF, and four for everything
else [100]. We hypothesized that because of the intensity differences in intraventricular and cisternal CSF
we found in 3T scanner data, the CSF intensity would be too variable to be well modeled by only two
Gaussians.
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measurement and 2) be compatible and applicable for both scanners with different field
strengths. Experiments in this study showed that a suitable threshold value for both
scanners using FAST and SPM in the bias correction step and SPMA and SPMB in the
ICV measurement step was 90%. In the case of N3 for bias correction we used a threshold
value of 50%.
2.2.5.2 Brain Extraction Tool (BET) in FSL
I also performed BET (FMRIB library3, Oxford, UK) [106]. In brief, this method uses
a surface model approach that starts by finding the centre of gravity and tessellates the
brain surface using connected triangles [107]. When applying BET to the raw images, the
results were unsatisfactory due to inclusion of peri-orbital fat, eyes and other non-brain
structures in some cases. While other authors have corrected such errors manually [108], I
avoided user intervention by applying standard-space masking (standard space roi in FSL
4.1), which removed eye and neck tissue. BET was then applied to the masked image,
setting the intensity threshold (’-f’ parameter) to 0.2 and the vertical gradient of the
intensity threshold (’-g’ parameter) to 0 (flat gradient). These settings were determined
by “hand-tuning” using a subset of subjects, then applied to all subjects and the results
visually checked. BET2 (brain extraction tool v.2) [109, 110] was also applied as a ICV
measurement method. However, the results was similar to BET and I just reported the
BET results.
2.2.5.3 SIENAX in FSL
SIENAX gives a fully automated analysis of brain volume, normalized for head size [111].
SIENAX starts by extracting brain and skull images from the single whole-head input
data. The brain image is then affine-registered to MNI152 space (using the skull image to
determine the registration scaling); this is primarily in order to obtain a volumetric scaling
factor, to be used as a normalization for head size. Next, tissue-type segmentation with
partial volume estimation is carried out, in order to calculate total volume of brain tissue,
3www.fmrib.ox.ac.uk/fsl
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as well as separate estimates of grey and white matter volumes. Finally, standard space
masks are used to also provide estimates of ventricular CSF and “peripheral” grey matter
volumes [112]. All volumetric outputs are provided both normalized for head size and
unnormalized. The primary output is referred to as total normalized brain volume. For
this study, SIENAX was used with the default settings and ’-r’ option to give peripheral
cortex GM volume and ventricular CSF volume, apart from using the “bet robust” brain
estimation. As this program automatically corrects for bias field using FAST, sienax was
applied on the original images without correction for the bias field using SPM and N3.
2.2.5.4 Reverse MNI brain mask method
All subjects’ scans were segmented into tissue classes with SPM5 [100]. The RBM method
used the sum of the three prior tissue probability maps without any thresholding to esti-
mate the ICV probabilistic mask in standard space. In SPM5, the probability maps are
estimated using a modified version of the ICBM Tissue Probability Maps4. The tissue
probability maps are originally derived from 452 T1-weighted scans, which were aligned
with an atlas space, corrected for scan inhomogeneities, and classified into GM, WM and
CSF. These data were then affine registered to the MNI space and downsampled to 2mm
resolution.
The inverted deformation from standard space to subject native space, derived
from SPM5’s unified segmentation [100], was used to warp the ICV probabilistic mask in
standard space to each image in native space with nearest neighbour interpolation. The
inverse normalization was done using SPM5 (Normalise option) and setting the bounding
box and voxel sizes to non-finite values. As the aim is the accurate ICV measurement as
the normalization factor, the resulting image was thresholded at 90% probability and the
volume of ICV was measured as the number of resulting voxels multiplied by the volume
of a single voxel. The processing flow diagram of the RBM method is shown in Figure 2.5.
4www.loni.ucla.edu
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2 Matlab files:
prior tissue probability
maps.
SPM5
Normalisation
and 
Thresholding
3 tissue classes (WM, GM, CSF)
Seg_inv_sn: Warping from MNI space
Seg_sn: Warping to MNI space
Summing up the three
Figure 2.5: RBM diagram. A simplified diagram of the RBM method showing the data
flow from a raw MRI to a completed brain mask. The steps involved in this method
are tissue class segmentation with SPM5, and warping the sum of the three prior tissue
probability maps using the inverted deformation from standard space to subject native
space. The Matlab files, seg sn and seg inv sn, contain the information of the spatial
normalization and inverse spatial normalisation.
2.2.6 Influence of field strength on ICV measurement
The volume of the intracranial portion of the head identified by the established methods
was too small to serve as a reasonable approximation of ICV for the images obtained from
the 3T scanner (see Results section and Figure 2.8). I noted a discrepancy in intensities
between intraventricular and cisternal CSF at 3T (Figure 2.6), a difference that was not
seen at 1.5T and could be at the root of the underestimation of ICV on 3T images with
SPM5. To investigate whether this intensity variation is field-strength specific rather than
scanner-specific, CSF sampling was performed on images from all scanners described in
the Subject section. For this procedure, a grey matter-white matter (GMWM) probability
map was obtained as the sum of grey matter and white matter probability maps produced
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by SPM5. ICV was measured with the RBM method described above. The brain CSF
mask, intraventricular CSF, and CSF in the subarachnoid space were estimated by sub-
tracting the GMWM mask, thresholded at 90%, from the ICV mask. I used the inverted
registration of the standard space to the individual subject scan to warp a linearly gener-
ated MNI152 template brain mask which is included in FSL. The resulting conservative
mask identifies the brain voxels in standard space where the brain was located 50% or more
of the time for the aligned subjects used in MNI152. The purpose of this mask was to
estimate the intraventricular CSF in an individual scan. A sequence of morphological op-
erations along with the CSF probability map as prior knowledge was used to separate the
intraventricular CSF from the CSF in the subarachnoid space. In neuroanatomy, cisterns
refer to any of the openings in the subarachnoid space of the brain filled with cerebrospinal
fluid. However, some of the major subarachnoid cisterns (e.g., pontine cistern, interpe-
duncular cistern, ambient cistern, and so on) are located in a central part of the brain.
Therefore, what I measured as the “peripheral” CSF is a combination of the peripheral
and some parts of central CSF. I used a Monte Carlo simulation and 10 trials sampling of
270 voxels. This sampling size was based on 90% confidence and acceptance of an error
of 10% in the CSF intensity standard deviation from intraventricular and cisternal CSF.
Figure 2.6: Coronal view of T1-weighted images of a subject from Group 1 scanned at
1.5T (a) and 3T (b). a: The 1.5T image has a uniform image appearance, b: The 3T
image displays a central brightening artifact.
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2.2.7 Statistical analysis
The reliability of manual ICV determination was assessed using a test-retest strategy. I
determined the intracranial portion twice with an interval of one month. Relative volume
differences between the test-retest pair were measured as a percentage:
%DIFFV2−V1 =
(
V2 − V1
(V2 + V1) /2
)
× 100 (2.1)
where V2 and V1 are retest and test volume measurement, respectively. Although relative
volume difference may highlight systematic over- or underestimation, it might mask ran-
dom (non-systematic) error. For example, a more noisy, (and therefore less robust) method
might generate values that either over- or underestimate ICV across different subjects. The
mean of these measurements can be misleadingly close to zero because underestimations in
some subjects will be canceled out by overestimations in others. Therefore, the magnitude
of the absolute differences was also measured using:
%ADIFFV2−V1 =
( |V2 − V1|
(V2 + V1) /2
)
× 100 (2.2)
where |.| is the absolute operator. This measure shows the robustness of a method without
any indication of the over- or under- estimation of the ICV.
Reliability assessments based on volume differences alone are insufficient, as the
measure is insensitive to segmentation errors that compensate for each other (positive
error balancing out negative error). An additional measure, the Dice coefficient [66] was
therefore used to assess the overlap between the test and retest segmentation (Section
1.2.3).
The result of the ICV measurement using three different methods of bias correction
along with different ICV measurement methods, ICV BET, ICV SPMA, ICV SPMB and
ICV RBM was evaluated in terms of the relative volume differences and its magnitude,
Dice coefficient and intraclass correlation coefficient (ICC) with the manual ICV measure-
ment (ICV MANUAL). The result of SIENAX was evaluated in terms of relative volume
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difference and its magnitude with the manual ICV measurement (ICV MANUAL). Sta-
tistical analysis was performed using SPSS Version 16 for Microsoft Windows (SPSS Inc.,
Chicago, IL, USA).
Finally, the performance of each automated ICV measurement method, ICV BET,
ICV SPMA, ICV SPMB, ICV RBM and ICV SIENAX, was assessed as the normalization
factor comparing with ICV MANUAL for all the 42 images (five subjects in Group 1 which
were scanned on two different scanners (1.5T, 3T), two subjects with AD in Group 2 and
30 subjects in Group 5).
To assess the influence of scanner field strength on the accuracy of ICV measure-
ment, the positive and negative error for the automated methods was calculated as follows.
For each manually delineated slice, we defined the false-positive area (or “positive error”)
as the area that the automated method incorrectly segmented as intracranial tissue com-
pared to the manually delineated slice. The false-negative area was defined (“negative
error”) as the area that the automated tool incorrectly segmented as non-intracranial
tissue compared to the manually delineated slice.
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2.3 Results
2.3.1 Manual test-retest reliability
The average relative volume difference from first to second manual measurement of ICV
in the five subjects was −0.4±0.7% (range, −1.2—0.8%) for the images obtained from the
1.5T scanner and 0.3± 0.5% (range, −0.2—0.6%) for those scanned with the 3T scanner.
Average DC were 0.94± 0.01 and 0.96± 0.02 for subjects scanned with the 1.5T and 3T
scanner, respectively.
2.3.2 ICV measurement
I performed four different analyses of accuracy based on the five subjects in Group 1:
1. Relative volume differences and its magnitude between manually and automatically
calculated ICV : The relative volume differences between manual measurement and
automated ICV measurements were calculated as described in 4.2.6 (Table 2.1, 2.2
and 2.3), where in Equation (1) V2 and V1 are ICV MANUAL and ICV measured
with automated methods (ICV BET, ICV SPMA, ICV SPMB and ICV RBM) for
each of the bias correction methods (FAST, SPM and N3), respectively. In addition,
the magnitude of the relative volume differences were calculated as a measure of
robustness.
2. Overlap between ICV MANUAL and the other automated methods : Overlap mea-
sures expressed as Dice coefficients (Table 2.1, 2.2 and 2.3).
3. Correlation between manually and automatically calculated ICV (ICC): Table 2.1, 2.2
and 2.3 show the degree of correlation between ICV MANUAL and the automated
methods.
4. Association between scanner field strength and method accuracy : The measurement
of the total false-positive and false-negative error shows that the SPM-tissue class
method and BET resulted in more negative error than RBM on the images obtained
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from the 3T scanner (Figure 2.8 (d,f)), and the SPM-tissue class method had more
positive error than RBM on images obtained at 1.5T (Figure 2.8, 2.7).
Table 2.1 shows that FAST+SPM (A and B) does not perform well in comparison with
FAST+BET or FAST+RBM, and the resulting ICVs are smaller than the gold standard in
images obtained from the 3T scanner. Both FAST+RBM and FAST+BET perform well
on 3T images. However, the performance of FAST+BET is not as good as FAST+RBM
in the case of the 1.5T scanner.
Table 2.1: Relative (DIFF), magnitude (ADIFF) volume difference, DC (Dice coefficient)
and ICC using FAST bias correction along with four ICV measurement methods. Positive
differences mean that the manual estimation was larger.
FAST-SPMA FAST-SPMB FAST-BET FAST-RBM
1.5T
%DIFF -3.0±8.8 -5.0±9.3 -4.2±2.4∗ -0.9±3.3
%ADIFF 6.5±6.1 8.0±6.1 4.2±2.4 2.1±1.7
DC 0.88±0.02 0.88±0.02 0.91±0.01 0.92±0.01
ICC 0.88 0.86 0.95 0.98
3T
%DIFF 9.5±2.0∗∗ 9.5±1.7∗∗ 0.5± 2.4 0.4±1.7
%ADIFF 9.5±2.0 9.5±1.7 2.1±0.9 0.7±1.3
DC 0.84±0.01 0.84±0.01 0.93±0.01 0.94±0.01
ICC 0.82 0.83 0.99 0.99
∗p < .05,∗∗p < .001.
When SPM is used for bias correction, it can be seen that in the 3T scanner SPMB
performs better than SPMA in computing ICV, while in the 1.5T scanner SPMA yields
better results than SPMB (Table 2.2). The results obtained by BET and RBM methods
in both scanners are comparable, but the relative volume difference and its magnitude is
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smaller for RBM than for BET in the 1.5T scanner.
Table 2.2: Relative (DIFF), magnitude (ADIFF) volume difference, DC (Dice coefficient)
and ICC using SPM bias correction along with four ICV measurement methods. Positive
differences mean that the manual estimation was larger.
SPM-SPMA SPM-SPMB SPM-BET SPM-RBM
1.5T
%DIFF -4.5±7.4 -12.4±7.2∗∗ -2.9±1.9∗ -0.7±1.4
%ADIFF 7.1±4.0 12.4±7.2 2.9±1.9 1.2±0.8
DC 0.87±0.01 0.89±0.01 0.91±0.01 0.91±0.01
ICC 0.81 0.67 0.98 0.98
3T
%DIFF 10.2±1.3∗∗ 3.0±2.5 1.7±2.1 1.6±1.1
%ADIFF 10.2±1.3 3.3±1.6 1.7±2.1 1.6±1.1
DC 0.90±0.01 0.84±0.03 0.93±0.02 0.93±0.01
ICC 0.73 0.97 0.98 0.99
∗p < .05, ∗∗p < .001.
When N3 is used for bias correction, ICV results on 1.5T images are too large,
while ICV results on 3T images are closer to the manual reference. Table 2.3 shows that
the N3+RBM pipeline performs nominally better than any other pipeline.
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Table 2.3: Relative (DIFF), magnitude (ADIFF) volume difference, DC (Dice coefficient)
and ICC using N3 bias correction along with four ICV measurement methods. Positive
differences mean that the manual estimation was larger.
N3-SPMA N3-SPMB N3-BET N3-RBM
1.5T
%DIFF -11.4±8.2∗∗ -10.0±8.0∗∗ -3.2±2.3∗ -0.8±3.6
%ADIFF 11.4±8.2 10.0±8.0 3.2±2.3 2.0±1.9
DC 0.70±0.04 0.72±0.03 0.91±0.02 0.91±0.01
ICC 0.48 0.50 0.97 0.98
3T
%DIFF 0.3±3.8 0.4±3.3 1.6±2.4 -0.0±1.7
%ADIFF 2.9±1.9 2.3±2.1 2.2±1.8 0.5±0.7
DC 0.92±0.02 0.91±0.02 0.93±0.02 0.94±0.01
ICC 0.98 0.98 0.98 0.99
∗p < .05.
When SIENAX is used for measuring ICV, ICV results on both scanners are large
(Table 2.4)
Table 2.4: Relative (DIFF) and magnitude (ADIFF) volume difference using SIENAX
ICV measurement methods.
%DIFF %ADIFF
1.5T 12.4±16.7 16.8±10.8
3T 26.1±5.8∗∗ 26.1±5.8
∗∗p < .001.
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Figure 2.7: Average positive and negative error by slice (n = 12) between manually seg-
mented ICV and BET, SPM-tissue class, and RBM method results (Slice 19 is the leftmost
slice in the brain, Slice 129 is the rightmost) in five subjects scanned at 1.5T and 3T.
Tables 2.1, 2.2 and 2.3 show that RBM is the most robust and accurate method
for the ICV measurement for images obtained from scanners with different field strengths,
regardless of which bias correction method is used. Using automated methods (SPM or
BET) to estimate ICV yielded acceptable intraclass correlation coefficients between 1.5T
and 3T images, but both show a larger systematic bias (relative volume difference) than
the RBM method. Both SPMA and SPMB consistently overestimated ICV on 1.5T im-
ages and underestimated ICV on images obtained from 3T scanners. RBM performs better
than other ICV measurement methods because of two reasons, (i) the reverse mapping
is obtained as the inverse of the forward mapping from individual MRI to MNI space.
Therefore, it is less dependent on the segmentation results; (ii) this method is less de-
pendent on the intensity values of the peripheral CSF. The result is heavily constrained
by more than just peripheral CSF, because the priors will be inflated to 46% bigger than
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the normal brain size [46, 113]; (iii) the SPM-style normalization to MNI space is robust.
Despite the low number of degrees of freedom, global features are aligned well, and hence
the inverse transformation works well.
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Figure 2.8: Automated methods error on an MRI sagittal slice of a typical subject imaged
at 1.5T (left) and 3T (right). Areas of negative error (estimate smaller than the manual
reference) are shown in green, areas of positive error in red. Areas identified as intracranial
by both the gold standard and the automated method are shown in white. Top panel: MR
images with isolines of the manual delineation. Second panel: SPM-tissue class method
(default setting) output; Third panel: BET output; Bottom panel: RBM output.
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The relative volume difference, its magnitude and DC were calculated between
manual measurement and automated ICV measurements for two subjects in Group 2,
after applying SPM’s bias correction method (Table 2.5). Table 2.5 confirms that RBM
is the most robust and accurate method for ICV measurement even in patients with
AD for images obtained from scanners with different field strengths. When different
ICV measurement methods were applied to all the subjects in Group 2, RBM was more
consistent between different field strengths (ICC = 0.97) in comparison with the other
methods, BET (ICC = 0.96), SPMA (ICC = 0.65) and SPMB (ICC = 0.70).
Table 2.5: Relative (DIFF), magnitude (ADIFF) volume difference with manual ground
truth, DC (Dice coefficient) and ICC using four ICV measurement methods for two sub-
jects with AD. Positive differences mean that the manual estimation was larger.
SPMA SPMB BET RBM
1.5T
%DIFF -2.4±5.5 -2.5±5.6 -0.2±2.3 -0.2±0.0
%ADIFF 3.9±3.4 3.9±3.5 1.6±0.3 0.2±0.0
DC 0.88±0.01 0.89±0.03 0.90±0.01 0.94±0.03
3T
%DIFF 4.3±0.5 -0.2±6.7 1.1±0.6 -0.5±0.2
%ADIFF 4.3±0.5 4.7±0.3 1.1±0.6 0.5±0.2
DC 0.81±0.03 0.81±0.02 0.88±0.02 0.95±0.01
For further analysis, I used RBM to obtain ICV measurements on images of Group
4. Measurements obtained on 1.5T images tended to be smaller compared to 3T images
(relative difference −0.1± 2.5%).
Figure 2.9 plots the ICV obtained with different automatic methods against man-
ual ICV for the 42 individuals (30 images in Group 5, 10 images in Group 1 and two
images in Group 2). Table 2.6 shows the Pearson correlation coefficient, median-absolute-
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difference and the ratio between ICV MANUAL and the automated measurement methods
(ICV RBM, ICV BET, ICV SPM and ICV SIENAX). It also shows the coefficient of vari-
ation of the ICV ratio (CV = (standard deviation of the ICV ratio/mean )× 100%). Linear
regression between manual and automated methods was assessed based on adjusted-R2.
Table 2.6: Pearson correlation coefficient, median-absolute-difference, the ratio, CV of
the ICV ratio and adjusted-R2 of the linear relation between ICV MANUAL and the
automated measurement methods (ICV RBM, ICV BET, ICV SPM and ICV SIENAX).
r median ratio CV adjusted-R2
absolute-difference of the ICV ratio
ICV RBM 0.95 ∗∗∗ -0.08% 0.99 ± 0.02 2.87% 0.90
ICV BET 0.90 ∗∗∗ 9.41% 1.10 ± 0.04 4.41% 0.81
ICV SPM 0.62 ∗∗∗ -1.61% 0.96 ± 0.09 9.38% 0.37
ICV SIENAX 0.55 ∗∗ 30.83% 1.35 ± 0.13 9.64% 0.30
(un-normalized for head size)
r: Pearson correlation coefficient, CV: Coefficient of variation, ∗∗∗p < .0001, ∗∗p < .001
Table 2.6 and Figure 2.9 show that the RBM method is in excellent agreement with
the manual measurement and it can be used as a proxy for manual measurement of ICV
as a normalization factor. Furthermore, RBM was more consistent between the subjects
and Figure 2.9 shows that normalizing by RBM reduced the scatter of data.
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Figure 2.9: Relation between manually segmented ICV (x) and the ICV obtained by
different automated methods (y) in 40 subjects including controls and patients with AD.
The solid black line shows ideal agreement of y=x.
2.3.3 Influence of field strength on ICV measurement
The intensity of intraventricular and cisternal CSF was measured with the sampling
method described above (see 2.2.6) in the ten MR scans of Group 1. The average CSF
intensity difference between intraventricular and cisternal CSF was 16 ± 6% in images
obtained at 1.5T and 32 ± 5% in images obtained at 3T, with higher intensity in the in-
traventricular region than in the cisternal region before applying bias correction. Means,
standard deviations, and ranges of the intraventricular and cisternal CSF intensity dif-
ference were calculated for all images after application of the different non-uniformity
correction methods (FAST, SPM5 and N3) (Table 2.7). FAST and SPM bias correction
achieved greater uniformity of CSF signal than N3. These demonstrated greater unifor-
mity for corrected 1.5T images (smaller relative difference) than for 3T images. I tried
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FAST on the brain extracted images. The non-uniformity (intraventricular and cisternal
CSF intensity difference) was less than the results of applying FAST on the whole image
(11± 8).
Table 2.7: Descriptive statistics of intra-ventricular and cisternal CSF intensity difference
in Group 1 for three bias correction methods. Positive values indicate higher intensity in
the intraventricular CSF.
Scanner FAST SPM5 N3
mean±sd mean±sd mean±sd
range range range
1.5T 1±18 3±18 10±12
-54 — 44 -40 — 67 -51 — 60
3T 14±12 12±15 26±16
-38 — 46 -28 — 63 -10 — 66
%Differences of V2–V1, [(V2-V1)/((V2+V1) /2)]×100:V1=Cisternal CSF intensity and V2=Ventricular CSF intensity
Figure 2.10 shows that none of the bias correction methods was able to eliminate
the problem of CSF intensity in the cisternal region being lower than that in the intra-
ventricular region in images obtained at 3T.
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Figure 2.10: Average CSF intensity of intraventricular and cisternal CSF in five subjects
(ten MRIs) obtained at 1.5T and 3T with different bias correction methods. a) FAST, b)
SPM, c) N3. Horizontal lines: median; boxes: interquartile ranges; whiskers: range; circle:
outlier. Blue: cisternal; red: intraventricular CSF intensity. For each scanner, average
CSF intensity in ventricle is shown first, followed by the average cisternal CSF intensity.
N3’s performance was poor in reducing the CSF intensity difference between the
abovementioned regions as shown in Table 2.7. The imperfect result of N3 in comparison
with the other two methods may have been a consequence of applying this method on the
full volume instead of a skull-stripped image. SPM and FAST were able to reduce this
discrepancy to an acceptable level in 1.5T and 3T images.
Both the intraventricular and cisternal CSF of 3T and 1.5T scanners showed Gaus-
sian distributions, somewhat skewed, which could be substantially normalized by using
the log transform. Therefore, log intensity was used for determining the difference be-
tween intraventricular and cisternal CSF in images obtained at different field strengths. A
Kolmogorov-Smirnov test (KS) indicated that the intensity difference between intraven-
tricular and cisternal CSF measures within 1.5T scanners was normally distributed (p >
0.1), whereas this intensity difference measured at 3T was significantly different from a
normal distribution (p < 0.05). Paired t-tests showed a significant difference between the
two regions for the 3T scanner (p < 0.04), and a smaller difference for the 1.5T scanner
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(p>0.07) (Figure 2.11).
Figure 2.11: Histograms of the subtraction distribution for a single subject scanned with
(a) 1.5T and (b) 3T.
It is conceivable that the CSF intensity difference which was found could be due
to the specific scanners, coils and acquisition parameters used in Group 1. I therefore
performed the CSF sampling method on the subjects of Group 3 and Group 4 obtained
with different scanners. On average, the CSF intensity in the intraventricular region
was 11 ± 9% higher than CSF intensity in the cisternal region after applying SPM bias
correction to images obtained at 3T in Group 3, while the observed intensity difference in
1.5T images was smaller, 2 ± 16%. In Group 4, even after the multi-step pre-processing
corrections applied as part of the ADNI pre-processing (Gradwarp, B1 correction and
using N3), while this difference was not consistent, three out of five subjects showed the
abovementioned difference. However, the relative difference was smaller than for subjects
in Group 1 and Group 3. For subjects in Group 4, the observed intensity difference in
1.5T images was 2± 4% and for images obtained at 3T this difference was 7± 5%.
The total CSF volume of the brain, combination of the CSF in the intraventricular
and the subarachnoid spaces, and the cisternal CSF volume were estimated with the
method described in Section 2.6 in the ten MR scans of Group 1. The total CSF volume
obtained from the 1.5T scanner was 14.3 ± 6.2% larger than that obtained from the 3T
scanner. Furthermore, the estimated volume of the cisternal CSF obtained from 1.5T
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images was 16.8± 7.9% larger compared to 3T images. This difference implies systematic
differences in ICV measurements, particularly peripherally, using established methods.
Means and standard deviations of the total, intraventricular and cisternal CSF volume
were calculated for all images (Table 2.8).
Table 2.8: Descriptive statistics of total, intra-ventricular and cisternal CSF volumes in
Group 1.
Scanner Total CSF Intra-ventricular CSF Cisternal CSF
mean±sd mean±sd mean±sd
1.5T 276.1±125.3 312.9±21.8 244.8±98.8
3T 237.3±105.7 318.6±24.3 205.4±95.4
Values are in units of cm3
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2.4 ICV measurements: Discussion
Intracranial volume has been recognized as a suitable constant for normalizing the size
of individual brain structures [102, 114]. Compared to other commonly used constants,
in particular total brain volume, ICV is less vulnerable to pathological changes. In this
work, I used MR images from scanners with two types of field strength (1.5T and 3T) to
address the important issue of differences in ICV estimates that are attributable to the
difference in field strengths. I found that ICV measurements using established methods
are not comparable, and that the estimated intracranial portion of 3T images typically
excludes cisternal CSF due to systematically different intensities between cisternal and
intraventricular fluid spaces. I showed that the cisternal CSF space that surrounds the
brain (subarachnoid space) showed intensity values close to those of CSF inside the brain
(ventricular system) in images obtained at 1.5T, while the CSF intensity in these two areas
was different in 3T images. Some of the subarachnoid cisternal CSF is located centrally
in the image space, but I only distinguished between ventricular and cisternal CSF. The
measurement is therefore likely to underestimate the real intensity difference between these
locations.
The phenomenon appears to be closely related to central brightening artifacts which
manifest themselves as high signal intensity in the center of head images. It is not unusual
to observe central brightening of 30% at 3T, compared with 5% at 1.5T [115]. The
central brightening effect can be reduced when using array coils for signal reception [115].
Most commonly post-processing methods are applied to achieve intensity nonuniformity
correction (bias correction) using methods such as N3 [95], SPM [100] or FSL (FAST) [99].
Although receiver array coils were used in Group1 and 2 and we tried three different bias
correction algorithms in this study, the effect of this phenomenon on the 3T images was
still observed. The investigation in this study showed some tissues, specifically CSF and
dura mater, have signal intensities that are similar in 3T images.
A number of other studies have contrasted the performance of different bias cor-
rection methods and their effects on voxel-based morphometry [105] or tissue segmenta-
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tion [107, 116]. However, most of the studies were based on 1.5T scanners and none of
them examined and compared scanners with different field strengths.
I found that, with common tissue segmentation techniques such as SPM5 on T1-
weighted images, a considerable portion of CSF may be excluded and this constitutes a
source of systematic error in the ICV estimation. I applied different settings based on
several studies that compared different automated ICV measurement methods [105, 117,
118].
Pengas et al. reported that either proton density (PD) or T2-weighted images were
least susceptible to atrophy in semantic dementia in the ICV estimation [118]. However,
there are two reasons which limit the use of these methods for measuring intracranial
volume: (i) most MR image processing methods developed so far are based on the T1-
weighted sequence; (ii) PD and T2-weighted images are not available in all databases, and
the T1-weighted sequence is the most commonly available image acquisition, particularly
when MRI was mainly acquired to provide higher anatomical resolution for co-registration
with PET or SPECT images. The comparisons of conventional methods for estimating
ICV showed that none of them yielded consistent results across different scanners. For
example, the intracranial mask could extend into dura mater and bone, include the orbital
fat or eyeballs or exclude portions of cerebellum.
Reverse template brain masking methods have been used in other studies of data
acquired at one field strength only [119–122]. To address the problems described in this
study, I propose an automated measure of ICV using a standard mask in MNI space
derived from MNI’s tissue probability maps, and inverse transformations to warp the
standard-space brain mask to each image in native space. Automated measures of ICV
with the proposed method are highly consistent with manual total intracranial volume
(ICC = 0.99).
The delineation of the intracranial portion of a brain image as provided by the
RBM method has two uses in MR images analysis. The first use is as an efficient, robust
estimate of ICV for serving as a covariate or normalization factor in morphometric analyses
of regional and whole brain volumes, much in the same manner as a manually measured
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ICV but obtained rapidly and without user intervention. In addition, this method has
the potential to be used as a skull stripping method during pre-processing for image
registration in brain morphometry [51].
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Chapter 3
Multi-atlas based anatomical seg-
mentation
3.1 Overview 80
(Heckemann RA, Keihaninejad S, Aljabar P, Rueckert D, Hajnal JV, Hammers A.
Improving intersubject image registration using tissue-class information benefits robustness
and accuracy of multi-atlas based anatomical segmentation. Neuroimage 2010; 51(1): 221-
227
3.1 Overview
It is a mistake to think you can solve any major problems just with potatoes.
Douglas Adams
Atlas-based approaches are among the most popular methods for dealing with the variabil-
ity of brain anatomy across subjects which can undergo significant change, either during
aging or through disease progression. Combining a registration method based on image
intensity with multi-atlas segmentation has shown gross segmentation failures in target
subjects showing a strong degree of ventriculomegaly. In very old subjects or subjects
with Alzheimer’s disease, ventriculomegaly can cause the registration algorithm to align
white matter in the atlases with ventricular CSF in the target. Out of the methods ini-
tially tested, those performed best that used additional information from segmentation
into tissue classes (GM, WM and CSF) to initialize the warping from atlas to target. The
resulting tissue-class aligning transformations were used as an input to the NMI-based
non-rigid registration, when registering MR grey scale images at a high level of detail. In
this chapter I describe a subset of the implementations which were created and tested to
achieve the best segmentation results in elderly subjects, patients with TLE and healthy
controls. Designing and testing this study has been done in collaboration with Rolf A.
Heckemann within our group and my results were integrated in the above paper.
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3.2 Methods
3.2.1 Subjects
The dataset from thirty healthy volunteers from the database at the National Society for
Epilepsy MRI Unit, Chalfont St. Peter, Buckinghamshire, U.K., were available as part
of a larger project on probabilistic atlases [46]. The cohort included 15 women. The
median age of all subjects was 31 years (range 20-54) and all but five of the 30 subjects
were strongly right handed as determined by routine prescanning screening. All of the
MRI scans were acquired on the 1.5 Tesla GE Signa Echospeed scanner at the National
Society for Epilepsy. A coronal T1-weighted 3D volume was acquired using an inversion
recovery prepared fast spoiled gradient recall sequence (GE), TE/TR/NEX 4.2msec (fat
and water in phase)/15.5msec/1, time of inversion (TI) 450msec, flip angle 20◦, yielding
124 slices of 1.5mm thickness with a field view of 18 × 24cm for a 192 × 256 matrix,
covering the whole brain with voxel sizes of 0.9375 × 0.9375 × 1.5 mm. Each data set was
accompanied by a set of labels in the form of an annotated image volume, where every
voxel was coded as one of 83 anatomical structures. These labels had been prepared using
a protocol for manually outlining anatomical structures on two-dimensional sections from
the image volume. The protocols for the manual delineation of 49 structures are described
in [46], with the remaining 34 described in [123]. These atlases were used as label sources
and as gold-standard references for assessing the quality of automatic segmentations.
The test group consists of the following five images:
1. Two subjects were selected from the OPTIMA (Oxford Project to Investigate Mem-
ory and Ageing). The total number of scans available was 88, acquired from 37
subjects with a median age of 75 years (range, 56-86 years). One subject fulfilled
NINCDS criteria of probable Alzheimer’s disease. The other subject was clinically
normal, but among the oldest subjects in the cohort (85 years at the time of scan-
ning).
2. One subject affected by temporal lobe epilepsy with left hippocampal sclerosis which
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has previously been used in [9]. T1-weighted MRIs had been acquired at the Na-
tional Society for Epilepsy in Chalfont St Peter, UK. Manual segmentations of both
hippocampi were available for the image. Heckemann et al. investigated all nine
images of subjects with TLE in [124].
3. Two images from the IXI (Information Extraction from Images) project, a publicly
available database of images from normal adult volunteers. These images were ac-
quired on two different scanners with different field strengths; one at 1.5 Tesla, the
second at 3 Tesla.
The investigations on these five images led us to the complete study on the above men-
tioned groups in [124].
3.2.2 Pre-processing
MR images were preprocessed using tools from the FSL suite [125]. Preprocessing of the
images consisted of brain extraction and bias correction and is described in more detail
below.
3.2.2.1 Brain extraction of the MR image
A coarse brain extraction was performed with FSL’s BET using “standard space roi”
with the ’-b’ option for transforming a dilated brain mask from MNI standard space to
the subject image from the FSL suite. The coarsely extracted brain image was subjected
to ’BET’ processing with the ’-R’ parameter for robust centre estimation, the ’-m’ option
for obtaining a binary mask and setting the intensity threshold (’-f’ parameter) to 0.3
to reduce the incidence of false-negative voxels compared to the default of 0.5, and the
vertical gradient of the intensity threshold (’-g’ parameter) to 0 (flat gradient) (Figure
3.1).
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Figure 3.1: The result of the brain extraction steps using FSL on one MR image overlaid
on the MR image. Top panel: output from applying “bet” on the raw T1-weighted image.
Second panel: result of the premasking step. Third panel: output of applying “bet” on
the result of the second panel.
3.2.2.2 Bias correction and tissue classification
Tissue classification and bias correction were performed on the brain extracted images
using the FAST tool from the FSL [99]. The output is a volume image for each class
GM, WM and CSF, where each voxel contains a value in the range 0-1 that represents the
proportion of that tissue class present in that voxel (Figure 3.2).
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White Matter CSF Grey Matter
Figure 3.2: The results of the tissue classification using FSL on one MR image.
The binary mask provided above (3.2.2.1) was dilated three times with a 3 × 3 ×
3 kernel. The dilated brain mask was added to the brain-extracted, bias corrected image
in order to obtain a volume that contained a layer of voxels with a value of 1 around the
brain and values of zero beyond.
3.2.3 Image Registration
After pre-processing, every target subject was paired with every atlas subject for image
registration, resulting in 30 image pairs for each target image. All pairs were aligned
using 3D voxel-based registration in three steps: rigid and affine, and finally non-rigid
registration (Section 1.3). All registrations were carried out using the Image Registration
Toolkit (IRTK) [76], running on Intel dual processor servers with quadruple core Xeon
processors with 16 GBytes of RAM per server, which are part of a cluster installation
maintained by Imperial College’s High Performance Computing Service1. Registration
times were reduced by ignoring zero voxels during optimization and the presence of the
layer of value 1 voxels prevented boundary artifacts at the brain surfaces allowing their
correct matching.
1www3.imperial.ac.uk/ict/services/teachingandresearchservices/highperformancecomputing
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3.2.4 Registration based on signal intensity
To align the atlas with the target, the corresponding pairs of grey scale MR images were
registered using rigid followed by affine registration, maximizing normalized mutual infor-
mation (NMI). This voxel–based similarity measure is based on the concept of information
theory and expresses the amount of information that one image contains about the second
image [126] and described in Section 1.3.2. Following this global alignment, matching of
anatomical detail was achieved by subsequent nonrigid registration. Displacements were
applied to the atlas image via a lattice of control points and blended using B-spline basis
functions, again maximizing NMI [76]. A hierarchical approach was used with control
point spacings of 20 mm, 10 mm, 5mm and 2.5 mm as described in Section 1.3.1.2. At
each stage, the output transformation of the previous step was used as an input and start-
ing point. The stopping condition for the optimization was either no further improvement
in NMI between the latest two iterations (ǫ = 0) or the reaching of a maximum number
of iterations (defined manually and separately for each level) [51].
3.2.5 Integrated registration based on tissue classification and signal
intensity
We addressed the problem of ventricular mislabeling by designing a modified approach,
where an initial, coarse registration was based on data derived from tissue classification,
not on the MR grey scale data. The resulting tissue-class aligning transformations were
used as starting points when registering MR grey scale images at a high level of detail.
This experiment contains three different registration implementations.
3.2.5.1 Label consistency as the similarity measure (FASTLC)
One output of the FAST tissue classification process is a single image, the “hard” (binary)
segmentation, where each voxel is classified into only one class. A single image contains
all the necessary information, with the CSF, GM and WM classes taking intensity value
1, 2 and 3 in the image, respectively (Figure 3.3). Every target tissue class segmented
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image was paired with every atlas tissue class segmented image for image registration
step. All pairs were aligned globally (rigid and affine registration) and coarse non-rigid
(20mm) using label consistency [84] as similarity measure for the initial steps. The label
consistency measure as defined in Section 1.3.2 is based on the joint probability of labels
in the source and target images. The output transformation was used as the starting
point for detailed registration (10, 5 and 2.5mm control point spacing), which was run
with parameters identical to those of the approach in Section 3.2.4, using signal intensity
image pairs and NMI as the similarity measure.
Figure 3.3: An extracted brain image with deterministic labels for each tissue class.
3.2.5.2 Sum of squared differences as the similarity measure
(FASTSSD AVE)
In this method, probability maps for each tissue class (CSF, GM and WM) generated
with FAST were used. Individual rigid, affine, and coarse nonrigid (20mm) registra-
tions were performed for each paired tissue class (GMtarget/GMatlas; WMtarget/WMatlas;
CSFtarget/CSFatlas) minimizing the sum of squared differences as defined in Section 1.3.2.
The three resulting transformations (one from each tissue class registration) were com-
bined using averaging of the deformation vectors, and the average was used as the starting
point for the detailed MR grey scale based nonrigid steps.
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3.2.5.3 Multi-atlas propagation with enhanced registration (MAPER)
In this method, FAST tissue probability maps were combined into a multi-spectral im-
age volume using “fslmerge” tool, with each of the three channels of the image repre-
senting partial volume estimates for one tissue class. The atlas-target pairs where then
aligned using rigid, affine and coarse nonrigid (20mm) registration, maximizing the cross-
correlation (as defined in Section 1.3.2) across all channels of the multi-spectral image
volume. Meaning, in the multichannel case, a single transformation aimed to get the best
cross-correlation similarity over all three tissues (channels) simultaneously (GM,WM,CSF
⇒ GM,WM,CSF). In this case, the optimization had to loop over all three images. As
before, the output transformation was used as the starting point for detailed registration
(10, 5 and 2.5mm control point spacing) of the MR image pairs using NMI as a similarity
measure. In addition to the NMI-based stopping criterion (ǫ = 0) and the iterations limit,
a third stopping criterion (γ) was introduced, based on the maximum amount of displace-
ment across all control points in the most recent iteration. It was set to 1/10th of the
control point spacing. This modification enabled a higher setting of the maximum number
of iterations. The reason for considering an extra criterion was to decrease the number of
iterations and hence computation time when only very small control point displacements
were achieved, often oscillating between two values and probably meaningless for the final
result.
3.2.6 Anatomical segmentation
The existence of prior labeled images can enable the labeling of new unlabeled images.
If the non-rigid registration can achieve good correspondence of structurally equivalent
regions between the source and the target image, then the propagation of the labels from
the source to the target is feasible.
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3.2.6.1 Label Propagation
The result of the registration was a transformation, which maps each adult atlas to each
target image. These transformations were then applied to the adult atlases using nearest-
neighbour interpolation, resulting in the “projection” of each label volume of the adult
atlas on the corresponding target brain. This led to 30 individualized propagated atlases
for each of the target image, or 29 in the case of leave-one-out validation.
3.2.6.2 Decision Fusion
Each resulting label image assigned a structure label to every voxel in the corresponding
MR image volume. In order to combine the information from the multiple individualized
propagated atlases and the 83 incorporated label volumes into the most representative
segmentation we used decision fusion. The consensus class of each voxel was defined using
vote rule decision fusion as described by [127], and used by [51]. Vote-rule decision fusion
consists in assigning to each voxel the modal value of the individual label assignments.
Occasionally, the modal value for a voxel is non-unique (there is a tie between labels).
To break the tie, the fusion algorithm chooses randomly between the modal values. This
approach has a disadvantage in that repeating the label fusion process will not lead to
an identical result. Other approaches to arbitration would affect reproducibility less, but
would introduce bias (for example, systematically assigning the label that has the high-
est or the lowest number as the identifier) or be more complex (for example, assigning
a label based on the voxel neighborhood). Since the occurrence of such equivocal label
assignments is rare (typically 1% of the total labelled voxels have ties when fusing 30
segmentations; most of these are located near arbitrarily defined boundaries), the sim-
plest approach that avoided bias at the cost of very slightly reduced reproducibility was
preferred. Multi-atlas segmentation can be parallelized by carrying out each atlas-target
registrations independently with no interprocess communication.
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3.3 Anatomical segmentation assessment
To assess the accuracy of automatic segmentation in normal brain images, we used the first
data set (30 normal subjects) and performed leave-one-out cross-comparisons. For each
test subject, 29 individual segmentations resulting from propagating the other subjects
labels into the test subject’s anatomical space were combined into one using vote-rule
decision fusion. The overlap of the output label set with the manual label set of the
respective target is used to express registration accuracy (manual segmentation was used
as the gold standard). Mean DC values from all 83 segmented regions were used as
summary measures (DCm) [124].
The accuracy of fused segmentations on the two abnormal brains selected from
the OPTIMA cohort was assessed visually. In addition, Heckemann et al. [124] created
reference labels of ventricular CSF semi-automatically for the OPTIMA subjects. This
was achieved by taking the binary CSF label generated by FAST as a starting point and
separating ventricular from cisternal and sulcal CSF: a binary brain mask was eroded until
it visually matched mainly central CSF; the CSF label was masked with the eroded brain
mask; finally the ventricular label was “cleaned” by retaining only the largest connected
component [124] .
I manually segmented three anatomical structures (right hippocampus, left caudate,
and left precentral gyrus) of the subjects from the IXI dataset, following the same protocol
as [46]. These regions were used to assess the registration methods in this cohort. In the
case of the subject with epilepsy, I also compared volume estimations based on manual
and automatic hippocampus segmentation.
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3.4 Results
Table 3.1 shows a list of all anatomical regions with corresponding numbers [123]. The
result of the anatomical segmentation including 83 ROIs is shown in Figure 3.4.
Figure 3.4: The result of target segmentation into 83 ROIs in a healthy control.
3.4.1 ATLAS group: healthy controls
Leave-one-out cross-comparisons in the normal adults (atlas images) using the four differ-
ent approaches of three structures that were manually segmented for the subjects from the
IXI dataset are summarized in Table 3.2. The complete cross-comparison results for all
the 83 structures were reported in [124]. The simple intensity-based approach required six
hours per atlas-target pair and resulted in a median DCm of 0.81. The FASTLC approach
achieved overlaps that were slightly lower (0.80, p < 0.05 on Welch’s two-tailed paired
t-test comparing 30 pairs of DCm values) after an equal amount of processing time. The
FASTSSD AVE approach performed worse than the intensity-based method (DCm of 0.79,
p < 0.05), and in addition required nearly 15 hours of running time per pair. The final
method, MAPER, required nearly four hours but achieved a median DCm of 0.82 , a sig-
nificant improvement over the intensity-based approach (p < 0.001). In [124], we reported
that for most of the individual structures, no significant difference could be observed.
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Table 3.1: List of 83 ROIs of the atlas, odd numbers: Right structures; even numbers:
Left structures
Number in Atlas Name of Structure
Temporal Lobe
1; 2 Hippocampus
3; 4 Amygdala
5; 6 Anterior temporal lobe, medial part
7; 8 Anterior temporal lobe, lateral part
9; 10 Parahippocampal and ambient gyri
11; 12 Superior temporal gyrus, posterior part
13; 14 Middle and inferior temporal gyrus
15; 16 Fusiform gyrus
30; 31 Posterior temporal lobe
82; 83 Superior temporal gyrus, anterior part
Posterior Fossa
17; 18 Cerebellum
19 Brainstem
Insula and Cingulate gyri
20; 21 Insula
24; 25 Cingulate gyrus, anterior part
26; 27 Cingulate gyrus, posterior part
Frontal Lobe
28; 29 Middle frontal gyrus
50; 51 Precentral gyrus
54; 55 Anterior orbital gyrus
56; 57 Inferior frontal gyrus
58; 59 Superior frontal gyrus
68; 69 Medial orbital gyrus
70; 71 Lateral orbital gyrus
72; 73 Posterior orbital gyrus
76; 77 Subgenual frontal cortex
78; 79 Subcallosal area
80; 81 Pre-subgenual frontal cortex
Occipital Lobe
64; 65 Lingual gyrus
66; 67 Cuneus
22; 23 Lateral remainder of occipital lobe
Parietal Lobe
52; 53 Straight gyrus
60; 61 Postcentral gyrus
62; 63 Superior parietal gyrus
32; 33 Inferiolateral remainder of parietal lobe
Central Structures
34; 35 Caudate nucleus
36; 37 Nucleus accumbens
38; 39 Putamen
40; 41 Thalamus
42; 43 Pallidum
44 Corpus callosum
74; 75 Substantia nigra
Ventricles
45; 46 Lateral ventricle (excluding temporal horn)
47; 48 Lateral ventricle, temporal horn
49 Third ventricle
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Welch t-tests showed that MAPER was significantly better in 11/83 structures, while in
5/83 the MAPER overlap was worse, but none of these individual structure differences
were still significant after correction for multiple comparisons [124].
Table 3.2: Leave-one-out cross-comparison results for different implementations of multi-
atlas segmentation in healthy young adults (atlas group). Median DC results are shown
for selected structures as well as the median DCm for all 83 structures (n = 30).
Structure intensity-based FASTLC FASTSSD AVE MAPER
Hippocampus 0.841 0.844 0.822 0.838
Caudate nucleus 0.898 0.896 0.896 0.899
Precentral gyrus 0.843 0.839 0.819 0.845
Lateral ventricle main part 0.911 0.907 0.910 0.913
DCm 0.810 0.808 0.795 0.818
3.4.2 Subjects from OPTIMA dataset: ventriculomegaly
The first ventricular segmentation failures based on intensity-based procedure [51] were
observed in the two images of OPTIMA group when processing this cohort(Figure 3.5).
In the remaining 86 images, the ventricles had been segmented successfully as judged
by visual assessment. Figure 3.5 illustrates the performance of the registration based on
intensity-based procedure on one of the atlas images. It shows an example of a target
brain with atrophy which has led to extension of the fluid spaces.
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Figure 3.5: The result of the simple intensity-based approach in one of the OPTIMA
subjects. (a) T1-weighted image of a subject from the OPTIMA dataset, (b) T1-weighted
image of one of the atlas images, (c) the performance of the intensity-based method: when
atrophy had led to massive distension of the fluid spaces, the registration algorithm tended
to align white matter areas in the atlas brain with the enlarged lateral ventricles of the
target brain.
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The segmentations resulting from individual pairings of atlases with the abnormal
targets for the combined volume (left and right ventricle) underestimated the ventricle vol-
ume. I visually assessed the lateral ventricles (left and right, excluding temporal horns) of
subjects in this group. It showed that 24 and 20 atlases out of 30 underestimated the ven-
tricle volume of Subject 1 and 2, respectively. In addition, Heckemann et al. [124] reported
that based on measurements of individual segmentations 24/30 atlases underestimated the
ventricle volume of Subject 1 by 75% or more, and 20/30 atlases underestimated the ven-
tricle volume of Subject 2 by 50% or more (fused segmentations obtained with the MAPER
method served as volume references). The results of different registration methods on one
example of a single propagation out of 30 atlases is shown in Figure 3.6.
Figure 3.6: The results of four different registration approaches illustrated on one atlas
image registered individually to the target. (a) MRI of a subject from OPTIMA dataset.
(b) MRI of one of the atlas images. Representation of the results of the last step non-
rigid registration (2.5mm control point spacing) on the labeled atlas image based on the
(c) simple intensity-based method, (d) FASTLC, (e) FASTSSD AVE and (f) MAPER
method.
Figure 3.7 shows the final segmentation results for combined left and right ventricles
of a subject from the OPTIMA dataset. Visual review of segmentations generated with
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the modified procedures (FASTLC and FASTSSD AVE) showed that integrating tissue
class information at the registration stage resulted in improved segmentations (Figure 3.7
(b,c)). After further refinement of the method (MAPER), segmentation performance in
the ventriculomegaly cases did show slight further improvement (Figure 3.7 (d)). Overall,
the last three methods show improvement of ventricle segmentation in subjects from the
OPTIMA dataset.
Figure 3.7: MRI of a patient from OPTIMA dataset. Of the 83 structures segmented,
the lateral ventricle labels are worst affected by disease-related changes and are there-
fore shown selectively as an outline superimposed on this transverse section. The simple
intensity-based approach (a) fails to segment the distended lateral ventricles. The modified
approaches (b,c) provide a reasonable outline with slight overestimation. The MAPER
implementation (d) is similarly successful.
3.4.3 Subject with TLE: hippocampal sclerosis
In the patient with temporal lobe epilepsy, the approaches based on integrated registration
using tissue classes yielded larger overlaps for hippocampi. The overlap of labels obtained
using the intensity-based approach with manual ones was reduced in the presence of hip-
pocampal sclerosis [9]. I found that for the subject with TLE, automatic hippocampus
labels obtained with the FASTLC approach results in slightly smaller volume differences
(compared with manual) for both sides (affected and unaffected). However, all the auto-
matic approaches estimate hippocampus volume correctly on the unaffected side. On the
side affected by hippocampal sclerosis, the simple intensity-based method overestimates
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hippocampal volume by 31%. The MAPER method overestimates volume by 23%. Heck-
mann et al. applied the simple intensity and MAPER method on all nine patients with
TLE used in [9] study and reported that the intensity-based and MAPER approaches
yielded near identical overlap results for hippocampi (mean DC for right and left hip-
pocampi: intensity-based 0.783, MAPER 0.784).
Table 3.3: Grey matter hippocampal percentage volume differences, and measures of over-
lap of four automatic segmentation methods with manual segmentation for a subject with
TLE and left hippocampal sclerosis.
Right hippocampus Left hippocampus
% Difference DC % Difference DC
intensity-based 4.14 0.858 31.01 0.776
FASTLC 2.50 0.853 19.70 0.811
FASTSSD AVE 4.21 0.859 20.28 0.809
MAPER 4.13 0.858 23.81 0.810
%Differences of manual–automatic, [(automatic-manual)/((automatic+manual) /2)]×100
3.4.4 Subject from the IXI dataset: healthy controls scanned on differ-
ent scanners
Table 3.4 shows results obtained from the images of the IXI dataset. Overlaps with the
three manually segmented regions are substantially smaller than for the larger set of normal
adults. The MAPER approach appeared to perform better than the other methods on the
hippocampus in this data set. For the caudate nucleus, it was somewhat worse, while the
accuracy of the methods was close to equal for the precentral gyrus.
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Table 3.4: Four automatic segmentation methods of subjects from the IXI cohort, DC
overlap with manual segmentations.
intensity-based FASTLC FASTSSD AVE MAPER
1.5T
Hippocampus 0.76 0.79 0.78 0.79
Caudate nucleus 0.81 0.76 0.80 0.78
Precentral gyrus 0.80 0.79 0.79 0.79
3T
Hippocampus 0.75 0.79 0.78 0.79
Caudate nucleus 0.81 0.79 0.80 0.79
Precentral gyrus 0.80 0.80 0.80 0.80
3.5 Atlas based segmentation: Discussion
This work was motivated by the observation that an automatic segmentation procedure
based on image registration (relying only on the intensity of the images and using NMI
as the similarity measure) failed spectacularly in subjects with grossly distended lateral
ventricles. The registration procedure aligned white matter in the MRIs associated to the
atlases with ventricular CSF in these cases. To address the problem, we decided to modify
the segmentation procedure in such a way that an improved starting estimate for high-
dimensional registration would be achieved by using tissue class information to coarsely
pre-align the atlas image with the target image. The initial implementations of a segmen-
tation algorithm that considers tissue-class information (FASTLC and FASTSSD AVE)
was encouraging in that it showed increased robustness towards ventriculomegaly (Figure
3.7 (b,c)). Furthermore, these methods performed slightly better than the simple intensity-
based method in a subject with TLE and two subjects from the IXI dataset (Tables 3.3
and 3.4). However, when these methods were applied to normal brains (atlas dataset) and
segmentation was assessed using a leave-one-out approach, we found that segmentation
accuracy was reduced compared to the simple intensity based method (Table 3.2). This
may have been due to imperfect alignment of the tissue classes when using a discrete
segmentation. Unfortunately, one of these approaches (FASTSSD AVE) required an un-
reasonable amount of processing time and yielded even poorer overlaps for normal brains.
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We therefore developed a further implementation, MAPER. This was based on probability
maps for each individual tissue class, which were aligned using cross-correlation as the sim-
ilarity measure. The results showed this approach to be robust against ventriculomegaly.
In addition, accuracy results on normal brains were better than the other methods. Ap-
plying this method to a cohort of patients with temporal lobe epilepsy, I found that it
overestimates volumes of hippocampi affected by sclerosis, but by a significantly smaller
amount than the intensity-based segmentation method. I reported the results of one sub-
ject and Heckemann et al. reported the results for all nine subjects in this cohort [124].
The results for the two subjects from the IXI cohort were worse than expected and worse
than for the atlas cohort. This may have been due to differences in the interpretation of
the manual segmentation protocol.
In related work, Khan et al. have found that deformable registrations can be im-
proved through initialization using Freesurfer [128,129]. Their approach requires individual
setup for each ROI. Therefore, only the results of a small number of regions on a spec-
trum of pathologies are reported. For patients with Alzheimer’s disease, only hippocampal
segmentations are reported. Comparisons were made with manual segmentations and re-
sults provided as DC (MAPER DC results for healthy subjects are shown in brackets):
right caudate nucleus 0.81 (0.90), putamen 0.83 (0.90), pallidum 0.74 (0.77), thalamus
0.86 (0.89), hippocampus 0.75 (0.83; for TLE subjects: 0.78). We conclude that MAPER
should be preferred over the approach of Khan et al. if simultaneous segmentation of
multiple regions at high levels of accuracy are required [124]. Another anatomical seg-
mentation method that considers tissue class information is HAMMER [130]. To obtain
adequate segmentation results with HAMMER, an input volume is needed that distin-
guishes between ventricles and other CSF spaces.
MAPER also led to a reduction in processing time, this is merely an unexpected
side effect, as the focus has been on increasing robustness before optimizing the speed
of the segmentation process. In conclusion, the MAPER method is suitable for creating
accurate atlas-based segmentations, while being more robust and accurate in the presence
of pathology than previous approaches.
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Temporal lobe epilepsy: segmenta-
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4.1 Overview
If we knew what we were doing, it wouldn’t be called research!
Albert Einstein
In this chapter, I used the “MAPER” method (Chapter 3) [124] that yields 83 anatomically
distinct structure labels on two groups of subjects with temporal lobe epilepsy and a group
of control subjects to develop an automatic classification method. The volume of these la-
bels is normalized by the intracranial volume, which is determined independently using the
RBMmethod (Chapter 2) [131]. A structure selection1 technique using a kernel based class
separability criterion is performed to identify the structures that most readily discriminate
between different groups of subjects (patient/control; TLE-HA/TLE-N; left/right TLE).
By inference, these structures should be those that are affected by TLE. Once the most
1In this study the term “structure selection” is equivalent to “feature selection” in the context of pattern
recognition, where the features are the ICV-adjusted volumes of the structures.
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relevant structures have been ranked and selected, classification is completed using a suit-
able machine learning method. Two different classification schemes were compared: first,
the structural volumes were used and support vector machine (SVM) classification was
applied to the normalized volumes in order to differentiate patients from normal subjects.
Second, volume differences using a spectral analysis technique applied in [132] were ex-
ploited for classification. The analysis pipeline has three stages, an overview of which is
shown in Figure 4.1. To assess the classification accuracy of the proposed methods, five
experiments were performed:
• Experiment 1– TLE-HA vs. control: classification of TLE-HA subjects versus control
subjects.
• Experiment 2– TLE-HA R vs. TLE-HA L: lateralization of the pathological side in
the TLE-HA group.
• Experiment 3– TLE-HA vs. TLE-N: classification of TLE-HA subjects versus TLE-
N subjects.
• Experiment 4– TLE-N vs. control: classification of TLE-N subjects versus control
subjects.
• Experiment 5– TLE-N R vs. TLE-N L: lateralization of the pathological side in the
TLE-N group.
To the best of our knowledge this is the first study that uses morphometry of selected
regions of the brain after analyzing the regions covering the entire brain in order to attempt
classification of TLE patients and healthy controls.
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Figure 4.1: The analysis pipeline of the proposed classification scheme. MAPER: multi-
atlas propagation with enhanced registration; RBF: radial basis function; SVM: support
vector machine.
4.2 Materials and methods
4.2.1 Subjects
Demographic features of the population and details of image acquisition are summarized
in Table 4.1. The patient group in this study consisted of 80 subjects with clinical and
neurophysiological characteristics of TLE, whose MR images and clinical details were
obtained from the database of the National Society for Epilepsy. Visual assessment of the
MR images had been performed by two qualified neuroradiologists with a special interest
in epileptology. The radiological diagnosis recorded in the database had been based on
consensus between these two radiologists. They were divided into the following groups:
Group 1: 60 patients had visually defined HA (TLE-HA) (median age of 39 years, 39
± 12 years [mean age ± SD], 29 women). All patients had unilateral HA on visual
review, ipsilateral to the side of seizure origin as determined by varying combinations
of history, seizure semiology, interictal and ictal electroencephalography and results from
neuropsychological assessment. 27 patients had right HA, and 33 had left HA.
Group 2: 20 patients had normal MRI scans (TLE-N) (median age of 38 years, 36 ± 10
years, 9 women).
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Atlases: 30 subjects (median age of 31 years, 31 ± 8 years, 15 women) whose MRIs had
been manually segmented into 83 anatomical structures (Section 3.2.1) [46, 123].
Additionally, 28 healthy individuals (median age of 31 years, 32 ± 11 years, 14 women),
scanned on the same 3T scanner as the patients, were included in this study.
Atlas images were acquired on a 1.5 Tesla scanner that has previously been de-
scribed in detail (Section 3.2.1). MRI data for patients and control subjects were collected
with a T1-weighted MRI protocol on a 3T GE scanner using FSPGR, TE/TR/NEX 3
ms/8 ms/1, time of inversion (TI) 450 ms, flip angle 20◦, yielding 170 slices of 1.1 mm
thickness with a field of view of 18 × 24 cm for a 256 × 256 matrix, covering the whole
brain with voxel sizes of 0.9375 × 0.9375 × 1.1 mm3.
Table 4.1: Demographic features of patients with temporal lobe epilepsy (TLE), controls
and atlas images.
Group 1 (TLE-HA) Group 2 (TLE-N) Controls Atlases
No 60 20 28 30
Sex(female %) 48% 45% 48% 50%
Age (year) 39 ± 12 35 ± 9 32 ± 11 31 ± 8
Right 27 9
Left 33 11
Field strength (T) 3 3 3 1.5
TLE-HA: TLE patients with visually defined hippocampal atrophy, TLE-N: TLE patients MRI negative
4.2.2 Automatic segmentation
MAPER approach (Chapter 3) was used to automatically derive 83 regions of interest
(ROI) in every brain. Sixteen of these paired structures are located in the temporal lobes;
22 in the frontal lobes; eight in the parietal lobes; six in the occipital lobes; three in the
posterior fossa; six in the insula and cingulate gyri. Thirteen are central structures and
there are five ventricular regions. A full list of ROIs is available in (Table 3.1). The au-
tomatically obtained results were evaluated by comparing them to manual segmentations
of hippocampi in five subjects.
As a correction factor for inter-individual variations of head size, the total intracra-
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nial volume (ICV) was measured using Reverse MNI Brain Mask (RBM) method (Chapter
2) [131].
To identify each region’s grey matter portion, probabilistic GM maps were thresh-
olded at 50% probability for each subject. Voxels above the threshold are counted for
estimating the volume of grey matter within the identified structures. Structures that
consist of voxels that typically have a GM probability of 50% or less are excepted from
this masking procedure (ventricles, pallidum, caudate nucleus, nucleus accumbens, puta-
men, corpus callosum and substantia nigra). All volume measurements (18 full structures
plus 65 grey-matter portions) were normalized by ICV, yielding unitless numbers. The
remaining steps of the proposed method are applied on the ICV-adjusted volumes.
4.2.3 Structure selection
By extracting a set of 83 structural volumes from each MR image, the brain morphology
of each subject can be efficiently described. Some structures will be affected by TLE to
a lesser extent, or not at all, and will thus be redundant for classification. Therefore, it
is important to select a subset of the most affected structures, in order to improve the
performance of the final classifier. As the final classification is based on the volumes of
structures, volume was employed as a feature for identifying the structures which are most
affected by the TLE pathology. Next, a class separability criterion to rank the structures
was used. The higher the value of the class separability criterion of a structure, the more
the structure contributes to discriminating the two classes.
In this study, a kernel-based class separability criterion as proposed in [133] was
employed. The advantage of this criterion over conventional criteria such as the Bhat-
tacharya distance, Kullback-Leibler divergence, and Matsuita distance [134] is that no
assumption is made regarding the conditional probability densities of features (volumes of
structures). Furthermore, it is applicable to linearly nonseparable data and is informative
when there is a small number of samples in a class.
Let Xi denote the set of features from the ith class. In this application i = 1, 2 as
it is a two-class problem. X = {x1, · · · , xn} is defined as X = ∪2i=1Xi. In addition, ni and
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n denote the number of samples in Xi and X , respectively. A simple class separability
measure in which no assumption is made explicitly over the class conditional probabilities,
can be derived from the within- and between-class scatter matrices, SW and SB which are
defined as:
SW =
2∑
i=1
∑
xj∈Xi
(xij −mi) (xij −mi)T ,
SB =
2∑
i=1
ni (mi −m) (mi −m)T . (4.1)
where mi is the mean vector associated with the i
th class and m is the mean vector of
the entire dataset. A large class separability means small within-class scattering but large
between-class scattering. A commonly used measure for class separability using these two
matrices is tr(SB)/tr(SW ).
Although, in this measure no assumption is made over the class conditional prob-
abilities, the scattering of data is evaluated via the mean and variance. This implicitly
assumes a Gaussian distribution for each class. Thus, this measure cannot correctly eval-
uate the class separability when the data has a non-Gaussian structure. To solve this
problem, in [133], it is proposed to transform the data to the kernel space. In ker-
nel space, K denotes the kernel matrix, which is a square matrix of size n × n with
{K}i,j = kθ (i, j) = exp
(
−‖xi−xj‖
2θ2
)
. KA,B is a kernel matrix with constraints xi ∈ A and
xj ∈ B. As it was shown in [133], the class separability measure can be derived as:
Jφ =
tr(SφB)
tr(SφW )
,
tr(SφB) =
2∑
i=1
Sum (KXi,Xi)
ni
− Sum (KX ,X )
n
,
tr(SφW ) = tr(KX ,X )−
2∑
i=1
Sum (KXi,Xi)
ni
. (4.2)
where the operator Sum(.) denotes the summation of all elements of a matrix. The kernel
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based class separability criterion of the feature set X proposed in [133] is:
Jφ(X ) = tr(SφB). (4.3)
As shown in Figure 4.2, Jφ is dependent on the kernel parameter θ, and an inac-
curate setting of θ can reduce the effectiveness of this criterion. To address this problem,
the maximum of Jφ over the kernel parameter θ is considered as the class separability
criterion, i.e.:
Jφθ∗(X ) = maxθ J
φ
θ (X ). (4.4)
The maximization of Jθ over θ can be efficiently solved by gradient-based optimization.
For selecting D structures out of M (M = 83), D ≤M , I used the Best Individual
N (BIN) technique [133]. In BIN, the class separability criterion is individually applied
to each of the features. Those D structures giving the largest values for the criterion are
selected.
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Figure 4.2: The effect of kernel parameter on the class separability criterion.
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4.2.4 Spectral clustering approach for classification
The morphological similarity of corresponding structures between pairs of subjects can be
used for group classification.
Spectral analysis is a technique which converts pairwise measures of similarity be-
tween subjects into per-subject features to which standard classification or clustering tech-
niques can be applied.
4.2.4.1 Similarity graph
Given a set of data points x1, · · · , xn and some notion of similarity sij ≥ 0 between
all pairs of data points xi and xj , the intuitive goal of clustering is to divide the data
points into several groups such that points in the same group are similar and points in
different groups are dissimilar to each other. The data can be represented in form of the
similarity graph G = (V,E). Each vertex vi of the graph represents a data point xi. If
the similarity sij between the corresponding data points xi and xj is positive or larger
than a certain threshold, these two vertices are connected and the edge is weighted by sij .
With introducing this graph the problem of clustering can now be reformulated to find a
partition of the graph such that the edges between different groups have very low weights
and the edges within a group have high weights [135].
There are several constructions to transform a given set x1, · · · , xn of data points
with pairwise similarities sij or pairwise distances dij into a graph, e.g. the ǫ-neighborhood
graph, k-nearest neighbor graphs and fully connected graph. In this study, the fully con-
nected graph was used. All points with positive similarity with each other were con-
nected, and all edges were weighted by sij . As the graph should represent the local
neighborhood relationships, this construction is only useful if the similarity function itself
models local neighborhoods. Gaussian similarity function was used as a similarity func-
tion, W (i, j) = exp(−(xi − xj)2/2c2), where the parameter c controls the width of the
neighborhoods and variables xi and xj correspond to the volumes of a particular structure
in subjects i and j, respectively. For a general description on this use of the Gaussian form
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as a neighborhood or similarity function, see [135,136]. The volumes of corresponding se-
lected structures over N subjects were transformed to z-scores, z
′
1, · · · , z
′
N by subtracting
the mean and dividing by the standard deviation.
4.2.4.2 Graph Laplacians
In graph theory a Laplacian matrix is a matrix representation of a graph (adjacecny matrix
is another type of matrix representation of a graph). For spectral clustering the properties
of a graph is studied via the eigenvalues and eigenvectors of its associated Laplacian
matrix. There exists a whole field dedicated to the literature of the Laplacian matrices
(Graph Laplacians) and their mathematical properties [135,137] which is not in the scope
of this study. For representing a graph, in this study we used the normalised Laplacian
matrix defined by [137]:
L = I −D−1/2WD−1/2, (4.5)
where L denotes the Laplacian matrix. Matrix W is the weighted adjacency matrix of a
graph and D denotes the degree matrix of a graph. In the following the weighted adjacency
matrix, W , and degree matrix, D, are described in more details.
An undirected weighted graph (G) can be described by vertex set V = {v1, · · · , vn} and
non-negative weights wij ≥ 0 that encodes the similarity between vertices vi and vj .
If wij = 0 this means that the vertices vi and vj are not connected by an edge. As
G is undirected wij = wji. The weighted adjacency matrix of a graph is the matrix
W = (wij)i,j=1,··· ,n.
The degree of a vertex vi ∈ V is defined as:
di =
n∑
j=1
wij . (4.6)
This sum only runs over all vertices adjacent to vi, as for all other vertices vj the weight
wij = 0. The degree matrix D is defined as the diagonal matrix with the degrees d1, · · · , dn
on the diagonal [135].
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4.2.4.3 Spectral Clustering Algorithm
Spectral analysis constructs the N × k matrix (in our application N is the number of
subjects) V = [v1, · · · , vk] from the eigenvectors vi corresponding to the first k ordered
non-zero eigenvalues of L. Separate Laplacian matrices L1, · · · , LD are constructed for the
D structures identified by structure selection (see Section 4.2.3). The feature data from
separate Laplacian matrices are then combined to create the N ×kD feature matrix, with
each row corresponding to a feature extracted for a subject.
Since ours is a two class problem, k = 2 was chosen as suggested in [135]. The
features are clustered using conventional algorithms to assign group membership to each
subject. In this study a linear SVM model for learning to classify the constructed feature
space was employed.
4.2.5 Automatic Classification
Recent progress in machine learning has promoted computer-based approaches to solve
medical problems, e.g. computer-aided diagnosis and prognostic studies. Support vector
machines (SVMs) [88], one of the most actively developed classifiers in the machine learn-
ing community, have been successfully applied to a number of medical problems [91,93,94].
For example, SVMs can build classifiers for diseases from history data, and use them to
diagnose a new patient.
As described in Section 1.4.3 and Appendix A, SVMs are trained using a specific
algorithm on well-characterised data (e.g. patients and healthy subjects). New subjects
can be tested against trained sets and in turn categorised as members of a particular
group (e.g. patients or healthy). Such categorisation methods fulfill the requirements
of a diagnostic tool. SVMs were used in two ways in this work: first, a nonlinear SVM
using a radial basis function (RBF) was applied to the ranked selected structural volumes
directly (see Section 4.2.3). Second, a linear SVM was applied to feature data derived
from spectral analysis of similarities derived from volume differences (see Section 4.2.4).
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4.2.5.1 Cross-validation and Grid-search
There are two concerns in the first case. First, the RBF kernel parameter is not known
beforehand, consequently a model selection or a parameter search process must be per-
formed [138]. The goal is to identify the parameters such that the classifier can accurately
predict unknown data (i.e. testing data). Second, there is no prior information about the
optimal number of structures that grant the best average correct classification rate. A com-
mon way to identify the optimal RBF kernel and number of structures is cross-validation.
Therefore, a grid-search on RBF kernel parameters using leave-one-out cross-validation is
set. This means that a set of possible parameters alongside different numbers of top-ranked
structures is used to determine the best leave-one-out accuracy.
4.2.6 Statistical analysis
Intra-rater reliability of the manual method was assessed by performing delineations twice
at an interval of one month and measuring overlap and volume differences (2.1) between
the first and second instance of manual delineation [9]. The Dice coefficient (DC), Section
1.2.3 (Equation (1.4)) [66] was used to assess the morphological measurements.
I then compared the relative volume difference and measures of overlap of auto-
matically versus the first of the manually obtained segmentations.
Multivariate analysis of variance (MANOVA) was used to assess the effect of sex
and age in different groups. The performance of the classifiers was evaluated using 10-
fold cross validation. Pearson correlation coefficients were used to evaluate relationships
between hippocampal volumes and ICV. The data were analyzed by using SPSS Version
16 for Microsoft Windows (SPSS Inc., Chicago, IL, USA).
In this study, 10% of subjects were randomly selected as the test set and the
remaining subjects were used as the training set. This was repeated 10 times. The
average accuracy, sensitivity and specificity of classification were reported.
The statistical significance of the classification rates was estimated using permu-
tation testing. This assesses the statistical significance of the classifier by estimating the
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probability of obtaining the observed classification performance under the null hypothesis
that the classifier cannot learn to predict labels based on the given training set [139]. In
this approach, the clinical labels for the subjects are permuted and a full leave-one-out
cross validation is carried out using a classifier based on the top ranked structures. The
classification rate associated with the permutation is then calculated. The permutation
procedure was repeated 10,000 times to estimate the distribution of classification rates.
This distribution was then used to estimate the significance of the classification rate ob-
served with the original unpermuted labels. For each experiment described in Section 4.1
a separate permutation test was carried out.
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4.3 Results
4.3.1 Manual test-retest reliability
The average relative volume difference between the first and second manual measurements
of left hippocampal volume in the five randomly selected patients on the side ipsilateral
to the epileptogenic focus was 2.5 ± 7.0% (range, -4.5% to 10.1%). The average overlap
(DC) was 0.83± 0.03 (0.80–0.90).
4.3.2 Automatic anatomical segmentation, evaluation with manual mea-
surements and regional brain volume analysis
The DCs measuring overlap between automatically and manually segmented left hip-
pocampi in left TLE patients were 0.78± 0.04 (TLE-HA) and 0.85± 0.03 (TLE-N).
The means and standard deviations of the intracranial volume (p value as compared
with controls), in cm3 for the control group were 1483 ± 160, for the TLE-HA group
1387± 128 (p < 0.05), and for the TLE-N group 1423± 150 (p > 0.1).
Hippocampal volumes were correlated with ICV in all subjects, and a significant
correlation was present in all subgroups (TLE-HA: rright = 0.34, rleft = 0.44, TLE-N:
rright = 0.76, rleft = 0.72, control: rright = 0.7, rleft = 0.7, p < 0.001).
Age had a narrow range in the two groups. Therefore, there was no overall corre-
lation between hippocampal volumes and age. There was no significant effect of gender
on ICV-adjusted hippocampal volumes (p > 0.7). Figure 4.3 shows the normalized, grey-
matter masked ipsilateral and contralateral hippocampal volumes of the TLE-HA, TLE-N
and control groups. Any outliers are marked with a circle and extreme cases with an
asterisk. Extreme values are defined as a point that is either greater than three halves the
interquartile range above the upper interquartile or less than three halves the interquartile
range below the lower interquartile [140]. Circles represent outliers that are between one
and a half and three halves the interquartile range from either end of the box.
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Figure 4.3: Hippocampal volumes in patients and controls. Horizontal lines show the
medians, boxes indicate interquartile ranges, whiskers show the minimal and maximal
values inside the main data, circles show outliers and asterisks represent extreme data.
Blue, right hippocampi; red, left hippocampi. TLE-HA, TLE with hippocampal atrophy;
TLE-N; TLE with normal MRI on visual inspection. Suffixes L and R denote left and
right sided seizure focus, respectively.
4.3.3 Structure selection
I applied the structure selection method to the volume data from 83 regions, which included
the volumes ipsilateral and contralateral to seizure onset. Table 4.2 summarizes the top-
ranked structures after applying the structure selection method and the ability of each
individual structure to separate the TLE-HA group from the control group assessed on a
leave-one-out basis using SVM-RBF. It also shows the effect of combining these top-ranked
structures. It shows that by introducing other structures, e.g. amygdala, anterior orbital
gyrus, anterior temporal lobe lateral part, all TLE-HA subjects with left sided seizure
focus, can be separated correctly from the control subjects. All TLE-HA subjects with a
right sided seizure focus are separated from controls by including parahippocampal gyrus,
thalamus, and anterior orbital gyrus. Table 4.2 shows that the discrimination ability of
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the individual structures ipsilateral to the epileptogenic focus is smaller than that of the
hippocampus in both groups. However, aggregating nine top-ranked structures ipsilateral
to the epileptogenic focus achieved 100% sensitivity and 97% accuracy.
Table 4.2: Top structures ranked by ability to separate TLE-HA patients from controls.
TLE-HA L TLE-HA R
Structure Individual Combined Structure Individual Combined
Sensitivity(%) Sensitivity(%) Sensitivity(%) Sensitivity(%)
HippocampusL 93 93 HippocampusR 92 92
AmygdalaL 75.0 96 Parahippoc GR 74 92
Ant orbital GL 75.0 96 ThalamusR 74 96
Ant tmp L lat,midL 72 100 Ant orbital GR 70 96
Fusiform GL 72 100 Fusiform GR 66 100
ThalamusL 69 100 AmygdalaR 66 100
CerebellumL 66 100 CerebellumR 62 100
Parahippoc GL 63 100 Subcallosal AR 62 100
Med orbital GL 63 100 Ant tmp L lat,midR 62 100
Subscript L/R: Left/Right. A: area, G: gyrus, L: lobe, Ant: anterior, lat: lateral, med: medial, parahippoc:
parahippocamapl, tmp: temporal.
Table 4.3 summarizes the top structures selected and ranked using the structure
selection method, and the ability of each individual structure and combined structures to
separate the TLE-N group from the control group assessed on a leave-one-out basis us-
ing SVM-RBF. The automatically selected structures in the TLE-N group are distributed
throughout the brain with some predilection for the frontal lobes, but no clear lateraliza-
tion. Table 4.3 shows that the discrimination ability of individual structures ipsilateral
or contralateral to the epileptogenic focus is smaller than that of combinations of selected
structures in both groups.
4.3.3.1 Atrophic structures in TLE-N
In a leave-one-out approach using the SVM classifier, the following were identified as at-
rophic structures in the 11 subjects with TLE-N L: amygdala (left; five patients), cerebel-
lum (left; five patients), anterior orbital gyrus (left; seven patients), lingual gyrus (right;
six patients), substantia nigra (left; eight patients), subgenual frontal cortex (left; six
patients), subcallosal area (right; five patients) and anterior temporal lobe, lateral part
(right; six patients) (some subjects showed atrophy in more than one structure). In the
nine subjects in the TLE-N R group, the following structures were identified: seven ante-
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Table 4.3: Top structures ranked by ability to separate TLE-N patients from controls.
TLE-N L TLE-N R
Structure Individual Combined Structure Individual Combined
Sensitivity(%) Sensitivity(%) Sensitivity(%) Sensitivity(%)
Substantia nigraL 72 72 Ant tmp LR 77 77
Ant orbital GL 63 72 Ant orbital GR 77 77
Straight gyrusR 63 72 Med front GR 66 77
Med orbital GL 54 81 Subgenual fr CL 66 77
Subgenual fr CL 54 81 Substantia nigraR 66 88
Lingual GR 54 81 Straight gyrusR 66 88
Ant tmp L latL 54 90 Inf lat parietal LR 55 88
Subcallosal AR 45 90 Ant orbital GL 55 88
AmygdalaL 45 90 CerebellumR 55 88
CerebellumL 45 90 Lingual GR 55 88
Subscript L/R: Left/Right. A: area, C: cortex, G: gyrus, L: lobe, Ant: anterior, fr: frontal, inf: inferior, lat:
lateral, med: medial, tmp: temporal.
rior temporal lobes, lateral part (right), five/seven anterior orbital gyrus (left/right), five
lingual gyrus (right), five cerebellum (right), six substantia nigra (right), six subgenual
frontal cortex (right) and six straight gyrus were identified as the atrophic structures. In
the TLE-N group, the absence of hippocampal atrophy is the most obvious structural
difference compared with TLE-HA.
4.3.3.2 Atrophic structures in TLE-HA
Hippocampal atrophy was correctly identified in 56 out of 60 TLE-HA subjects. However,
by introducing structures including amygdala, parahippocampal gyrus, anterior orbital
gyrus, anterior temporal lobe lateral part, fusiform gyrus, thalamus and cerebellum into
the classifier, all the TLE-HA subjects with left and right sided seizure focus can be
separated from the controls.
Hippocampus (right and left) were the most discriminative structures to define the
lateralization of the epileptogenic zone in the TLE-HA group, sufficient to achieve cor-
rect classification in 98% (one patient with TLE-HA R was not correctly lateralized using
hippocampal volumes alone, with right/left hippocampal volumes of 1610/1586 mm3).
However, by adding the volumes of the parahippocampal gyrus to the hippocampal vol-
umes, 100% accuracy in the lateralization was achieved. Descriptive statistics of the
hippocampus (p value compared with contralateral TLE-HA) are shown in Table 4.4.
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Table 4.4: Top-ranked structures for lateralization of the epileptogenic side in TLE-HA.
MRI volume TLE-HA L TLE-HA R
(n=33) (n=27)
Hippocampus Right 1623± 200 1150± 160∗∗∗
Hippocampus Left 1084± 230∗∗∗ 1504± 112
TLE-HA L, TLE-HA R: TLE-HA patient with left, right seizure onset; ∗∗∗p < .001 compared with contralateral
TLE-HA
Table 4.5: Sensitivity (Sens), specificity (Spec), accuracy rate (Rate) (all as percentages)
and number of selected structures (D) for different experiments. Key results are shown in
bold typeface.
Experiment Volumetric Study Spectral Clustering
D Spec Sens Rate D Spec Sens Rate
TLE-HA vs. Control 9 93 100 96 12 93 100 96
TLE-HA R vs. TLE-HA L 4 100 100 100 4 100 100 100
TLE-HA vs. TLE-N 11 80 98 93 12 93 96 96
TLE-N vs. Control 10 97 70 86 10 94 87 91
TLE-N R vs. TLE-N L 17 84 87 85 8 98 88 94
The eight top-ranked structures for identifying the side of the seizure focus in the
TLE-N group were: anterior temporal lobe (middle part, right), anterior temporal lobe
(lateral part, left), lingual gyrus (right), substantia nigra (right and left), caudate nucleus
(left), middle frontal gyrus (left) and nucleus accumbens (left). The lateralization accuracy
achieved with this ensemble was 94%.
A response curve of model accuracy of the 10-fold cross validation was built based
on total number of structures included in the classification procedures for Experiment
1 and 4 (Figure 4.4). When all the feature set is input to the SVM (baseline case) for
separating TLE-HA group from controls, the overall accuracy is measured as 88.66%.
As shown in Figure 4.4, choosing the nine and 12 top-ranked structures yields the best
average correct classification rate for distinguishing TLE-HA subjects from controls, using
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classification based on structural volumes and spectral analysis, respectively. On the other
hand, with attribute selection we reach accuracy levels (96.6%) comparable to the baseline
case with only about 9-12 features out of possible 83. In the case of separating the TLE-N
group from controls, baseline accuracy is measured as 80.9% (all-features case). Figure
4.4 shows aggregation of 10 top-ranked structures resulted in the best classification rate
when using spectral analysis for separating TLE-N subjects from controls.
Figure 4.4: Model response curves for Experiment 1 and 4 for two classification schemes.
The classifier accuracy was presented using 83 ranked structures, for each classification
experiment.
4.3.4 Classification Accuracy
The results of the 10-fold cross validation of the various experiments using two different
classification procedures along with the optimal number of structures presented to each
classification scheme are reported in Table 4.5. As shown in Figure 4.4, classification
based on structure volumes produces classification rates that are comparable with clas-
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Table 4.6: T-statistic and P-value results of the permutation test
Experiment Volumetric Study Spectral Clustering
T-statistic p− value T-statistic p− value
TLE-HA vs. Control 5.4381 < 10−8 6.0353 < 10−8
TLE-HA vs. TLE-N 2.3824 0.0063 4.7691 < 10−6
TLE-N vs. Control 2.4071 0.0153 3.7025 0.0012
sification based on spectral analysis in the case of Experiment 1 (TLE-HA vs Control).
For Experiment 4, classification based on the spectral clustering scheme outperforms the
structural-volume based classification. The most important results in Table 4.5 are the
91% correct classification rate for Experiment 4 (TLE-N vs controls) and the 94% accuracy
for Experiment 5 (lateralization of TLE-N patients).
Table 4.6 also shows discrimination results obtained using permutation tests on
different classification procedures on Experiment 1, 3 and 4. The classification rates
obtained using morphological similarity (spectral analysis) show greater significance.
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4.4 TLE segmentation and classification: Discussion
For many neurological diseases such as TLE, the traditional approach for computer-aided
diagnosis is focused on analysing single structures such as hippocampal volume [141–144].
The hippocampus is a critical structure of the human limbic system involved in learning
and memory processing. In a recent study, [9] used an automated method for segmenting
the hippocampus and detecting hippocampal atrophy in a few subjects with TLE-HA.
They indicated high sensitivity, specificity, test-retest reliability, and strong convergence
between the automated segmentation and manual tracings of the hippocampus. How-
ever, this single volumetry approach is neither sufficiently specific nor sensitive in TLE
subjects with normal MRI. Studies of TLE also illustrated that damage and volume loss
are not confined to the hippocampus but also involve structures such as amygdala and
parahippocampal gyrus, and often extend to extratemporal cortical regions and subcorti-
cal structures as well [145,146]. Changes in regions other than the hippocampus are subtle
and complex, and are not easily detectable with standard MRI techniques.
Compared with a manual segmentation, the proposed method yielded average DCs
of 0.78±0.04 (TLE-HA) and 0.85±0.03 (TLE-N) for hippocampi ipsilateral to the seizure
onset. There are two factors contributing to the difference in hippocampal overlaps, both
related to the fact that hippocampi in TLE-HA are smaller than those in TLE-N: one is
that the segmentation method has a central bias, leading to overestimation of atrophic
structures; the second is a numerical effect, as structures with a large surface-to-volume
ratio (such as atrophic hippocampi) show disproportionately low DC values, even when
the absolute amount of mismatch is small [57].
The specificity and classification rate improvement in Experiment 4 and 5 indicate
that a morphological criterion, such as volume difference, can distinguish groups of patients
whose visual MR findings are normal. In addition, TLE-N patients with no or weak
electroclinical lateralizing features pose an important clinical problem. The ability of the
proposed methods to correctly lateralize the side of seizure onset in the vast majority of
TLE-N patients (94%) is promising for a clinical usefulness of automatic MRI analysis,
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potentially reducing the need for invasive intracranial exploration. From these results I
conclude that the combination of spectral analysis and a linear SVM yields higher accuracy
for discriminating healthy subjects from patients than RBF-based SVMs.
In this study, the accuracy of separation of patients with hippocampal atrophy
ipsilateral to the seizure focus (TLE-HA) from controls was 96% in both classification
schemes. Hippocampal volume reduction is typically the most relevant measure of later-
alization, as it is associated with ipsilateral seizure focus. The accuracy of lateralization
in TLE patients with hippocampal atrophy is at least 80% [147] or 90% when including
structures other than the hippocampus [147,148]. The classification method in my study
identified the lateralization of the seizure focus in the TLE-HA group with 100% accu-
racy using hippocampal and parahippocampal gyri volume. Further, 94% classification
accuracy was achieved in lateralization of the seizure focus in the TLE-N group based on
spectral analysis using volume difference and SVM.
Duchesne et al. reported a maximum of 100% accuracy for lateralization via T1-
weighted MR signal intensity and registration metrics in a cuboid-shaped ROI centred on
the temporal lobes [92]. This result could be taken to indicate that most of the relevant
information is contained in the temporal lobes. However, by taking the whole brain into
account I was able to additionally distinguish TLE-N patients from controls with high
accuracy (91%). McDonald et al. performed a linear discriminant function analysis to
distinguish patients with mesial temporal lobe epilepsy (TLE-HA) from controls based on
hippocampal volumetry, hippocampal asymmetry and a combination of structural volumes
(right hippocampus, left hippocampus, left amygdala, and left thalamic volumes) [149].
They achieved their best results using a combination of structural volumes with accuracy
rates of 90% of the participants (100% of the controls, 82% of the TLE-HA). They also
correctly identified the side of the seizure focus 91% of the TLE-HA patients.
I performed an automatic segmentation technique and classification method on
patients with TLE as a test case for the proposed methodology. I believe that the pro-
posed automated segmentation and classification methodology of MRIs of TLE patients
is sufficiently accurate and robust to merit an exploration of its utility in clinical routine.
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The proposed method based on the volume changes still has room for improve-
ment by introducing shape or appearance analysis as the possible features in the classi-
fication section. Structural changes at specific locations are not sufficiently reflected in
volume measurements. Quantitative models for the three-dimensional shape of the brain
structures might allow an alternative approach for the statistical analysis of their dis-
tinct characteristics. In fact, there has been significant progress in the development of
such methods for use in computational anatomy, as described by several articles in [150].
Using MRI-based large-deformation high-dimensional mapping (HDM-LD), which allows
structural evaluation of regions of the hippocampus, Hogan et al. documented the HDM-
LD-defined pattern of hippocampal deformation in TLE patients compared with matched
controls [151, 152]. Hippocampal sclerosis can be detected on MR images where it is as-
sociated with increased signal on T2 weighted and FLAIR images [9, 153–155]. Another
potential improvement is using T2-weighted images and voxel-based relaxometry for a
specific structure e.g. hippocampus [156] or whole brain [157,158].
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5.1 Overview
Forty is the old age of youth; fifty is the youth of old age.
Victor Hugo
In chapters 3 and 4, I introduced the atlas-based segmentation method “MAPER” and
showed its application in anatomical segmentation and automatically distinguishing pa-
tients with temporal lobe epilepsy with and without hippocampal atrophy on MRI from
controls, and determining the side of seizure onset. In this chapter, I use the “MAPER”
method (Chapter 3) that yields 83 anatomically distinct structure labels to study the
brain regional volume changes across the human lifespan. I investigate 83 ROIs in over
500 healthy subjects between 20 to 86 years of age, using data from three different scan-
ners (2 × 1.5T, 1 × 3T), using the IXI database. I address the following major questions.
First, does the scanner type influence the apparent age-related changes of brain ROIs?
Second, how do the 83 brain ROIs change with ageing, i.e. which regression model is
suitable for describing the patterns? Third, is there a gender effect on the trajectory of
ageing? Fourth, is there a clear lateralized pattern of brain ageing?
The objective of this chapter is to address the question of differential ageing of the
brain directly, within a unified framework of an in vivo investigation in a relatively large
sample with a balanced gender composition.
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5.2 Materials and methods
5.2.1 Subjects
T1-weighted MR images of healthy subjects from the publicly available IXI database
(www.brain-development.org) were analyzed. The IXI database contains T1/T2/PD/DTI
images from 581 normal subjects aged 20-86 years, which were collected on three different
scanners. Of these, 23 were rejected due to less than optimal scan quality, or lack of
demographic information e.g. age and gender, bringing the number down to 558 (age
20-86, mean 48, SD 17, 310 female/248 male). Data have been acquired on two 1.5 T
MRI machines (General Electric 1.5T at Institute of Psychiatry; Philips 1.5T at Guy’s
Hospital) and one Philips 3T MRI machine (Hammersmith Hospital). The characteristics
of the datasets are given in Table 5.1.
Table 5.1: Characteristics of the subjects collected from the IXI database utilizing three
different scanners.
Age range (years) 3T (HH) 1.5T (Guy’s) 1.5T (IoP)
19-30 21/42 22/42 12/17
30-40 9/27 21/50 10/20
40-50 13/25 29/52 6/11
50-60 15/31 42/64 3/3
60-70 26/40 40/70 5/7
70-86 11/15 20/35 5/6
HH: Hammersmith Hospital, Guy’s: Guy’s Hospital, IoP: Institute of Psychiatry, A/B: female/all subjects
5.2.2 Automatic anatomical segmentation
The MAPER approach (Chapter 3) was used to automatically derive 83 regions of interest
(ROIs) in every brain. The whole brain segmentation was checked visually on ten randomly
chosen subjects obtained with different scanners.
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5.2.2.1 The role of an overall size correction factor
One approach to compensating for individual variation in volume of brain structures is to
normalize brain structure volume measurements to the total intracranial volume or body
size of each subject. To control for brain size differences I used total intracranial volume.
The reasoning was that when one is concerned with gender differences in brain volumes, a
measure more closely related to maximum brain size than other measures as for example
total body size or height should be chosen. The total intracranial volume (ICV) was
measured using the Reverse MNI Brain Mask (RBM) method (Chapter 2) [131] to correct
the volumetric data. I analyzed the data while employing both raw volumes and volumes
corrected for ICV.
5.2.2.2 Masking for grey matter portion
Each region’s grey matter portion was measured using probabilistic GM maps obtained
using SPM5 tissue classification results thresholded at 50% probability for each subject,
except for ventricles, pallidum, caudate nucleus, nucleus accumbens, putamen, corpus
callosum and substantia nigra. All volume measurements (18 unmasked structures plus
65 grey-matter portions) were normalized by ICV.
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5.3 Statistical analysis
Parametric regression models, i.e. polynomial regression models which consist of perform-
ing multiple regression with variables age, age2 were applied to describe volume changes
with age. Once a regression model has been constructed, the goodness of fit of the model
and the statistical significance of the estimated parameters were investigated. The non-
parametric model was used to explain volume changes with ageing for those structures
for which the parametric model did not provide a good fit. Age, gender, scanner and
their interaction were examined in the framework of a mixed general linear model. In
the model, gender and scanner type were two-level and three-level categorical variables,
respectively. Age was a continuous variable and ROIs (summed values of the left and right
hemisphere) and ICV were dependent measures. Independent samples t tests were used
to compare means. Effect sizes (absolute difference of means/ pooled standard deviation)
and 95% confidence intervals were used to calculate the magnitude of volume differences
between genders. Effect sizes (standardized mean difference) of 0.20, 0.50, and 0.80 were
considered small, medium, and large, respectively [159]. Hemispheric asymmetries were
examined with pair-wise t tests and a conventional asymmetry index, (L−R)/[(L+R)/2].
Pearson’s correlation coefficient was used to investigate the interactions among right and
left structures. One-way repeated measure ANOVAs to compare the differences between
left and right hemispheres was used in all the structures. Pearson’s correlation coefficient
was used to analyze the interaction between right/left structures which showed a linear
relationship with ageing. The strength of association of ageing and volume of structures
which were modeled with kernel smoothing was measured using the Spearman correlation
coefficient.
5.3.1 Parametric model: linear regression analysis
Regression analyses were performed with all measures separately as the criteria variables
and age as the predictor variable (volume= β0+β1age+ǫ). The analyses were repeated with
age2 as an additional predictor variable in order to assess possible quadratic components
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(volume= β0 + β1age+ β2age
2 + ǫ).
The goodness of fit of first- and second- order polynomial expansions was assessed.
Furthermore, Akaike’s information criterion (AIC) [160] was used as a measure of the
goodness of fit of an estimated statistical model. Given a data set, the models can be
ranked according to their AIC, with the one having the lowest AIC being the best. AIC
is defined as:
AIC = 2n+N [ln(
2πSSE
N
) + 1], (5.1)
where n is the number of parameters in the statistical model, N is the number of obser-
vations and sum of squared errors (SSE) is the residual sum of squares:
SSE =
N∑
i=1
(yi − yˆi)2, (5.2)
where yi and yˆi are the observed value and predicted value, respectively. Increasing the
number of free parameters to be estimated may improve the goodness of fit, regardless
of the number of free parameters in the data generating process. AIC not only rewards
goodness of fit, but also includes a penalty that is an increasing function of the number
of estimated parameters. This penalty discourages overfitting. The AIC methodology
attempts to find the model that best explains the data with a minimum of free parameters
[161].
5.3.2 Nonparametric model: kernel regression analysis
A nonparametric kernel regression model was used to describe volume changes with age
for the structures for which the parametric model did not describe their changing with
age well. The path of the average trajectory yˆ(t) is parameterised by the target age, t ,
and given by [162,163]:
yˆ(t) =
∑N
i=1K(ti, t)yi∑N
i=1K(ti, t)
, (5.3)
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where N is the size of the population, K(u) is a decreasing function of |u|. K(u), the
kernel function, may be taken to be a probability density function such as a Gaussian:
K(ti, t) =
1√
2π
e
−(ti−t)
2
2σ2 , (5.4)
where ti is the age of subject i and yi is the brain region volume associated with subject i.
In the Gaussian kernel function the parameter σ describes the width of the kernel. This
parameter is determined by the size of the input dataset and its distribution. Smaller val-
ues (close to zero) tend to introduce noise into the regression since it becomes influenced by
individual examples. The point of prediction itself possesses most of the weight with only
the closest observations to this point receiving the remainder of the weight (the weights
do sum to unity). Under such a scenario, the resulting fit would essentially “connect the
dots” formed by the observed data points and is said to be undersmoothed, or overfit, and
possesses high variance [164]. In other words, instead of obtaining a robust underlying
fit for the process, different samples would yield much different fits due to sampling vari-
ability and the over-dependence of the fits on the respective individual data sets. On the
other hand, values that are too large (equal to or close to the entire range in t-values) will
tend to smooth out the variation in which we are interested and instead of concentrating
the weights on a single point or small range of data, the weight is fairly evenly distributed
across all the observations. Such a fit is considered oversmoothed, or underfit [164]. The
delicate balance between underfitting and overfitting is determined via bandwidth selec-
tion and is usually done by trial and error. The selection can also be achieved by selection
criteria such as cross validation and generalized cross validation [165, 166]. These classi-
cal selectors have two undesirable properties when used with local polynomial and kernel
estimators: they tend to undersmooth and tend to be non-robust in the sense that small
variations of the input data can change the choice of smoothing parameter value signif-
icantly [161]. I used an improved version of AIC, AICC , proposed by Hurvich et al. to
select the kernel width of the Gaussian kernel function [161].
General kernel fit models are given by yˆ
(ker)
i =
∑N
j=1 h
(ker)
ij yj . This fit may be
expressed as yˆker = H
(ker)y, where H(ker) = [h
(ker)
ij ] is denoted as the kernel “hat” matrix.
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Nadaraya-Watson kernel weights were used, which is a common method of determining
the weights by defining [167,168]:
h
(ker)
ij = K
(
ti − tj
b
)
/
N∑
j=1
K
(
ti − tj
b
)
(5.5)
where the kernel function K(u) is a Gaussian function in our study, and b > 0 is the
bandwidth (smoothing) parameter. AICC is defined as:
AICC = log(
SSE
N
) + 1 +
2tr(H) + 1
N − tr(H)− 2 (5.6)
This criterion is a function ofH only through its trace [161]. The use of AICC to determine
the level of smoothing provides a way of preventing the need for arbitrary selection of
the smoothing parameter. Figure 5.1 shows an example of the dependency of AICC on
the smoothing parameter for the hippocampal volume. The age where the expression
−d2f(age)
dage2
was largest or lowest was also calculated, i.e. the point where the slope of the
kernel smoothing curve changed the most (the second derivative).
Figure 5.1: Aikake’s Information Criterion (AIC) as a function of the smoothing parameter
(sigma). Apparent goodness of fit will increase with lower levels of smoothing, and so
AICC takes degrees of freedom into account. A low AICC is desirable.
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5.3.3 Outlier analyses
The assumption of normal distribution for all the regional volumes was tested by the
Kolmogorov-Smirnov test. For the structures that showed non-normal distribution, the
outliers were detected. The volumes of selected structures with non-normal distribution
were first transformed to Z scores, by subtracting the mean and dividing by the stan-
dard deviation. Thus, an outlier in the data set was identified if its Z score exceeded
±2.0 standard deviations. The regression analysis was repeated without the outliers. If
the regression model without the outlier showed a marked increase of nearly 10% of the
adjusted-R2 from the prior regression model, then this case is possibly an outlier because
its exclusion changed the regression equation. For the structures the age-related changes
of which were described with a linear regression model the goodness of fit criterion (e.g.
adjusted-R2) and AIC values were used to analyze the improvement or deterioration of
the regression model when the outlier was deleted. The AICC value along with the best
smoothing parameter was used to analyze the effect of outliers for those structures which
were modeled with kernel smoothing.
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5.4 Results
5.4.1 ICV analysis
There was no significant effect of age on the ICV considering all the subjects together
(different scanners and genders). Gender showed a significant effect on the ICV, with larger
intracranial volume in men (1521 ± 118 cm3 versus 1330 ±116 cm3, p < 0.001) (Figure
5.2). For both male and female subjects there was a statistically significant correlation
between ICV and each of the other volume measures. There was no significant interaction
between gender and scanner type (gender × scanner). Using ANOVA showed the scanner
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Figure 5.2: Scatter plot of the intracranial volume. Observations for women (red circles)
and men (blue circles).
effect on ICV measurement was not negligeable (p = 0.06). When considering all the
scanners with age as the covariate, there was a significant effect of scanner on the ICV
measurement which showed scanner type (i.e. field strengths) as a confounding factor.
This means that there was no linear effect of age on the ICV measurement, but because
of the interaction between age and scanner (age × scanner) there was a non-linear effect
of age. Therefore, I analyzed the scanners two by two. Considering images scanned
with 1.5T (Guy’s hospital) and 3T (Hammersmith hospital), showed that there was no
difference between the ICV measures in scanners. However, the shape of change with age
was different between scanners. Further analysis showed that the dissimilar distribution
of the number of subjects in the oldest age group (over 70 years old) caused the differences
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in the interaction with age. Comparing the two 1.5T scanners, and also comparing the 3T
scanner with the second 1.5T scanner (IoP) showed that there was a significant difference
between scanners which could be explained with a linear scaling factor (Table 5.2). Both
Guy’s and HH scanners showed bigger ICVs in comparison with the IoP scanner. This
scaling factor will not be used in the remainder of this chapter because every subject was
normalized to its own ICV. This difference may be caused by two effects, i) the number of
subjects in the IoP group is smaller than the other two groups and ii) the quality of the
images in the IoP group is not as good as the other two scanners (Figure 5.3).
Table 5.2: Effect of scanner (field strengths) on the ICV measurement.
Crude Adjusted†
HH vs. Guy’s
HH -18.46 (-45.90 to 8.96) 63.22 (-21.14 to 147.10)
Guy’s⋄ 1.00 1.00
Guy’s vs. IoP
Guy’s 45.27∗ (5.01 to 85.37) 116.43∗ (2.42 to 230.45)
IoP⋄ 1.00 1.00
HH vs. IoP
HH 26.80 (-15.18 to 68.80) 179.66∗ (64.50 to 294.83)
IoP⋄ 1.00 1.00
Guy’s: 1.5T scanner (Guy’s Hospital), HH: 3T scanner (Hammersmith Hospital), IoP: 1.5T scanner (Institute of
Psychiatry),† Adjusted for age. Values are in units of cm3, ⋄ Baseline group for univariate comparisons, ∗p < .05
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Figure 5.3: Typical examples of three subjects scanned with three MR scanners. (a) 3T
(Hammersmith hospital), (b) 1.5T (Guy’s hospital) and (c) IoP (Institute of Psychiatry).
5.4.2 Influence of different scanners
Table 5.3 summarizes the list of structures where scanners emerged as a significant con-
founding factor in an age-adjusted analysis. The affected structures in Table 5.3 were
classified into different groups of scanner combinations, e.g. the column Guy’s vs. HH
shows the structures which showed significant size differences between these two scan-
ners (1.5T and 3T). While the assumption of no real differences of gender-adjusted ICVs
between scanners is reasonable and has allowed the investigation of scanner differences
above, such an assumption would be much more likely to be violated for individual brain
structures where interindividual differences and interactions between the exact image ac-
quisition and the object to be imaged (e.g. susceptibility artefacts) are more likely to
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be important. Due to the effect of the IoP scanner on more ROIs and the fact that this
group contains a smaller number of subjects, I only considered images obtained with Guy’s
(1.5T) and HH (3T) scanners in the following sections of this thesis (493 subjects, 269
female).
Table 5.3: List of the brain structures affected by type of scanners in an age-adjusted
volumetric analysis.
All scanners Guy’s vs. HH Guy’s vs. IoP HH vs. IoP
Amygdala Ant tmp L (med) Amygdala Amygdala
Ant tmp L (med/lat) Parahippoc G Ant tmp L (med/lat) Parahippoc G
Parahippoc G Med inf tmp G Med inf tmp G Brainstem
Med inf tmp G Frontal G (med) Fusiform G Insula
Fusiform G Putamen Brainstem N accumbens
Brainstem Thalamus Insula Putamen
Insula Pallidum Frontal G (med/sup) Thalamus
N accumbens Orbital G (med/ant) Putamen Pallidum
Putamen Straight G Pallidum Straight G
Thalamus Postcentral G Orbital G (med/ant) Substantia nigra
Pallidum Substantia nigra Substantia nigra
Orbital G (med/ant)
Frontal G (med/sup)
Straight G
Postcentral G
Substantia nigra
Guy’s: 1.5T scanner (Guy’s Hospital), HH: 3T scanner (Hammersmith Hospital), IoP: 1.5T scanner (Institute
of Psychiatry). The affected structures with scanner as a three-level factor (Column 1 all scanners), a two-level
factor with Guy’s and HH scanners (Column 2), a two-level factor with Guy’s and IoP scanners (Column 3) and a
two-level factor with HH and IoP scanners (Column 4) in age-adjusted analysis, G: gyrus, L: lobe, ant: anterior,
inf: inferior, lat: lateral, med: medial, sup: superior, Parahippoc: parahippocampal, tmp: temporal, N: Nucleus,
Cing: Cingulate.
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5.4.3 Relationships between age and regional brain volumes
All the ICV adjusted structures showed significant changes with ageing with the exception
of corpus callosum, temporal horn of lateral ventricle and subcallosal area. Table 5.4
shows the regression equations for the structures listed in Table 5.3 when images from
both scanners (Guy’s and HH) are considered together with the prediction of structural
volume by age and age2, as well as the adjusted-R2 and AIC when age was included as a
single regressor. The AIC difference between two regression models (linear and quadratic)
was measured as (AICQ-AICL)/[(AICQ+AICL)/2]. Tables 5.4 and 5.5 summarize this
difference as T (true) when the difference is greater than 0.5% AICQ < AICL and nd (no
difference) when those differences are less than 0.5%. The threshold value (0.5%) was
chosen based on the AIC values.
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Table 5.4: Regression equations with each volume as a function of age, age2 when entered
as a regressor for those structures for which there were no systematic differences between
scanners (see Table 5.3).
Structure Linear polynomial Quadratic polynomial
β1 Adjusted-R2 Adjusted-R2 AICQ < AICL
Hippocampus -4.37 0.04 0.12 T
Amygdala -4.62 0.11 0.17 T
Ant tmp L (lat) -18.03 0.32 0.33 nd
Sup tmp G (post) -45.57 0.33 0.34 nd
Fusiform G -19.17 0.23 0.27 T
Cerebellum -236.36 0.27 0.28 nd
Brainstem 12.85 0.15 0.16 nd
Insula -38.62 0.31 0.31 nd
Cing G (ant) -34.86 0.26 0.26 nd
Cing G (post) -34.03 0.43 0.44 nd
Post tmp L -136.90 0.44 0.44 nd
Caudate nucleus -5.45 0.01 0.04 nd
N accumbens -2.27 0.13 0.14 nd
Corpus callosum -5.77 0.00 — —
Lat ventricle (without tmp horn) 261.84 0.31 0.36 T
Lat ventricle (tmp horn) 0.55 0.00 — —
3rd ventricle 12.00 0.36 0.40 nd
Precentral G -115.00 0.50 0.50 nd
Inf frontal G -78.27 0.51 0.51 nd
Frontal G (sup) -213.34 0.58 0.58 nd
Parietal G (sup) -146.82 0.50 0.50 nd
Lingual G -36.68 0.20 0.22 nd
Cuneus -38.67 0.24 0.24 nd
Orbital G (lat) -15.46 0.39 0.38 nd
Orbital G (post) -19.37 0.30 0.30 nd
Subg frontal C -1.40 0.02 0.02 nd
Subcallosal A -0.22 0.00 — —
sup: superior, post: posterior, inf: inferior, tmp: temporal, Cing: Cingulate, G: gyrus, lat: lateral, A: area, L:
lobe, Subg: Subgenual, C: cortex, β1: regression coefficient of a linear model, β2,β1: regression coefficients of a
quadratic model, AICL: AIC of linear polynomial, AICQ: AIC of quadratic polynomial, nd: no difference (greater
than 0.5%), T: True
In addition, Table 5.5 reports the regression analysis for the affected structures by
the type of scanner (Guy’s, 1.5T, and Hammersmith, 3T).
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Table 5.5: Regression equations (for each scanner separately) for those structures which
showed systematic differences between scanners.
Structure Linear polynomial Quadratic polynomial
β1 Adjusted-R2 Adjusted-R2 AICQ < AICL
Guy’s
Ant tmp L (med) -32.66 0.29 0.30 nd
Parahippoc G -8.31 0.06 0.08 nd
Med inf tmp G -77.86 0.43 0.44 nd
Frontal G (med) -186.39 0.57 0.57 nd
Putamen -27.94 0.27 0.28 nd
Thalamus -25.70 0.15 0.22 T
Pallidum -2.90 0.06 0.06 nd
Straight G -21.46 0.38 0.38 nd
Orbital G (ant) -27.58 0.41 0.42 nd
Postcentral G -93.56 0.47 0.47 nd
Orbital G (med) -30.25 0.47 0.48 nd
substantia nigra -1.30 0.17 0.18 nd
HH
Ant tmp L (med) -18.16 0.09 0.16 nd
Parahippoc G -15.00 0.19 0.24 T
Med inf tmp G -54.97 0.32 0.35 nd
Frontal G (med) -139.52 0.49 0.48 nd
Putamen -17.43 0.13 0.14 nd
Thalamus -19.98 0.13 0.17 nd
Pallidum -3.99 0.10 0.09 nd
Straight G -11.92 0.21 0.21 nd
Orbital G (ant) -15.68 0.19 0.19 nd
Postcentral G -74.40 0.40 0.42 nd
Orbital G (med) -16.06 0.28 0.27 nd
substantia nigra -0.44 0.00 0.01 nd
sup: superior, post: posterior, inf: inferior, Sub: subgenual, tmp: temporal, G: gyrus, lat: lateral, Parahippoc:
parahippocampal, β1: regression coefficient of a linear model, β2,β1: regression coefficients of a quadratic model,
AICL: AIC of linear polynomial, AICQ: AIC of quadratic polynomial, nd: no difference (greater than 0.5%), T:
True
The significance value corresponding to the F statistic was less than 0.05 for all the
structures in Tables 5.4 and 5.5, which means that the variation explained by the model
is not due to chance, with the exception of corpus callosum, temporal horn of lateral
ventricle and subcallosal area. A linear model best described the relationship between age
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and nearly all of the regions with a negative sign, whereas the brainstem volumes were
best described by a linear model with a positive sign (Figures 5.4, 5.5, 5.6, 5.7 and 5.8).
Significant quadratic components were found for fusiform gyrus (Figure 5.4). Based on
the goodness of fit criterion (adjusted-R2) the relationship between age and hippocampus,
amygdala, parahippocampal gyrus, thalamus and medial part of anterior temporal lobe
could not be best described by adding a quadratic age component i.e. these structures
showed a complex, non-linear pattern of age-related change (Figure 5.4, 5.7, 5.8). The
volumes of the lateral and 3rd ventricles were positively related to age, but the relationship
between the temporal horn of lateral ventricle and age did not reach significance (Figure
5.8). Although there was a significant age-related change in pallidum, substantia nigra,
subgenual frontal cortex and caudate nucleus, there was a weak linear relation between
age and the volume of these structures (based on goodness of fit criterion) (Figure 5.7
and 5.8). Table 5.6 shows the best fitting model for all the ROIs based on Tables 5.4
and 5.5. Those structures for which there were no systematic differences between scanners
(based on Table 5.4) were considered across scanners and for the structures which showed
systematic difference between scanners (based on Table 5.5) the regression model for the
data from the scanner at Guy’s hospital is reported in Table 5.6. Figures 5.4, 5.5, 5.6, 5.7
and 5.8 show the regression plots for different brain structures.
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Table 5.6: Linear, quadratic and kernel smoothing modeling for 83
ROIs (summed values for right and left side)
Name of Structure Linear model Quadratic model Kernel smoothing
Slope Stationary point (year)◦ Sigma Break point (year)•
Temporal Lobe
Hippocampus – – 3 53
Amygdala – – 3.5 52
Anterior tmp L (med) – – 2.5 50
Anterior tmp L (lat) -18.03 – –
Parahippocampal G – – 3 56
Superior tmp G (post) -45.57 – –
Med inf tmp G -77.86 – –
Fusiform G – 30 –
Posterior tmp L -136.90 – –
Superior tmp G (ant) -19.36 – –
Posterior Fossa
Cerebellum -236.36 – –
Brainstem 12.85 – –
Insula and Cingulate gyri
Insula -38.62 – –
Cingulate G (ant) -34.86 – –
Cingulate G (post) -34.03 – –
Frontal Lobe
Middle frontal G -186.39
Precentral G -115.00 – –
Anterior orbital G -27.58– –
Inferior frontal G -78.27 – –
Superior frontal G -213.34 – –
Medial orbital G -30.25 – –
Lateral orbital G -15.46 – –
Posterior orbital G -19.37 – –
Subgenual frontal C -1.40 – –
Subcallosal area – – –
Pre-subgenual frontal C -3.77 – –
Occipital Lobe
Lingual G -36.68 – –
Cuneus -38.67 – –
Lateral remainder of occip-
ital L
-128.86 – –
Parietal Lobe
Straight G -21.46 – –
Postcentral G -93.56 – –
◦: The age at which the highest y-value was obtained, •: The age where the expression −
d2f(age)
dage2
was
largest, post: posterior, inf: inferior, tmp: temporal, G: gyrus, lat: lateral, ant: anterior, L: lobe.
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Name of Structure Linear model Quadratic model Kernel smoothing
Slope Stationary point (year)◦ Sigma Break point (year)•
Superior parietal G -146.82 – –
Inferiolateral remainder of
parietal L
-151.34 – –
Central Structures
Caudate nucleus -5.45 – –
Nucleus accumbens -2.27 – –
Putamen -27.94 – –
Thalamus – – 3.5 49
Pallidum -2.90
Corpus callosum – – –
Substantia nigra -1.30
Ventricles
Lateral ventricle (not tmp
horn)
– – 3 52
Lateral ventricle, tmp horn – – –
Third ventricle 12.00 – –
◦: The age at which the highest y-value was obtained, •: The age where the expression −
d2f(age)
dage2
was
largest, post: posterior, inf: inferior, tmp: temporal, G: gyrus, lat: lateral, ant: anterior, L: lobe.
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Figure 5.4: Regression plots showing the relationships between age and the volume of
structures in temporal lobe including hippocampus, amygdala, anterior temporal lobe,
lateral part, parahippocampal gyrus, middle and inferior temporal gyrus, fusiform gyrus,
cerebellum and brainstem. Middle line in each set of three lines represent the fitting
model. Upper and lower dash lines represent upper and lower 95% confidence intervals.
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Figure 5.5: Regression plots showing the relationships between age and the volume of
structures in posterior fossa including cerebellum and brainstem, insula and cingulate
gyri. Middle line in each set of three lines represent the fitting model. Upper and lower
dash lines represent upper and lower 95% confidence intervals.
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Figure 5.6: Regression plots showing the relationships between age and the volume of
structures in frontal lobe including anterior orbital gyrus, middle frontal gyrus and sub-
callosal area, occipital lobe including lingual gyrus, cuneus and straight gyrus in parietal
lobe. Middle line in each set of three lines represent the fitting model. Upper and lower
dash lines represent upper and lower 95% confidence intervals.
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Figure 5.7: Regression plots showing the relationships between age and the volume of
central structures including caudate nucleus, nucleus accumbens, putamen, thalamus, pal-
lidum, corpus callosum. Middle line in each set of three lines represent the fitting model.
Upper and lower dash lines represent upper and lower 95% confidence intervals.
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Figure 5.8: Regression plots showing the relationships between age and the volume of
substantia nigra, lateral ventricle (excluding temporal horn), lateral ventricle (temporal
horn), third ventricle. Upper and lower dash lines represent upper and lower 95% confi-
dence intervals.
The volumes of the structures the evolution of which was best modeled with a
kernel smoothing model (except lateral ventricle) were constant or increased until a certain
age (circa 50) followed by an age-related acceleration of shrinkage. Table 5.7 shows the
mean volume difference between two age groups (younger and older than 50 years) and
correlation with ageing for structures which showed a nonlinear relationship with ageing.
I analyzed the effect of deleted outliers detected in Section 5.3.3 in the regression
model. The number of outliers differed between regions. In general, the changes were
not dramatic. However, a decrease in AIC values of lateral ventricle for both genders was
achieved when outliers were excluded.
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Table 5.7: Mean volume difference between two age groups (under and over 50 years) and
correlation with age for these two age groups for the structures that were best described
with kernel smoothing.
Structure Mean volume difference Correlation with age
(95% confidence interval) Age < 50 years Age > 50 years
Hippocampus 100 (47.20 to 151.07) 0.06 -0.45∗∗
Amygdala 76 (37.54 to 114.04) 0.00 -0.47∗∗
Ant tmp L (med) 665 (513.23 to 818.11) -0.09 0.47∗∗
Parahippocampus G 337 (248.21 to 425.32) -0.09 -0.47∗∗
Thalamus 581 (417.80 to 744.31) -0.03 -0.50∗∗
Lat ventricle -6928 (-8095 to -5761) 0.27∗ 0.53∗∗
Values are unitless (ICV-adjusted), tmp: temporal, G: gyrus, lat: lateral, L: lobe, med: medial, ∗p < .05,
∗∗p < .001
Table 5.8 shows the relative volume difference between atlas dataset and IXI dataset
for the age-matched group (20-40 years) for each scanner type (Guy’s and HH) separately.
Subjects scanned with Guy’s scanner (1.5T) shows lower difference with the atlas dataset
in both age groups (20-30 years and 30-40 years) in comparison with subjects scanned
with HH scanner (3T).
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Table 5.8: Relative volume difference between atlas dataset and age-matched group of IXI
dataset. Negative differences mean that the manual estimation was bigger.
Atlas—IXI Guy’s Atlas—IXI HH
Number of subjects 12—41 12—42 16—50 16—27
Age 20-30 years 30-40 years 20-30 years 30-40 years
Hippocampus 5.14 3.92 8.20∗ 6.32
Amygdala -5.05 6.05∗ -0.03 10.02∗∗
Anterior tmp L (med) 5.09 1.27 10.61∗ 4.63
Anterior tmp L (lat) -0.16 -5.32 1.64 -10.51∗∗
Parahippocampal G -1.40 -0.21 1.93 3.25
Superior tmp G (post) 6.14∗ 5.63 9.45∗ 6.55
Med inf tmp G 1.56 1.70 5.18 6.48∗
Fusiform G 1.06 3.18 -4.69 6.88
Posterior tmp L -1.43 -1.11 -2.35 -5.97∗
Superior tmp G (ant) -3.26 -5.98 -9.29∗ -9.77∗
Cerebellum -1.22 -1.08 -4.08 -1.64
Brainstem -7.34∗ -6.20 -10.37∗ -7.23
Insula 0.57 0.77 -2.64 -2.63
Cingulate G (ant) 1.33 -2.26 -1.76 -3.52
Cingulate G (post) 3.86 -1.44 4.08 -1.70
Middle frontal G -1.36 -6.05 -4.90 -8.60∗
Precentral G 2.44 0.06 5.12 -1.23
Anterior orbital G -4.52 -6.65 -8.74∗ -8.50∗
Inferior frontal G -5.80 -3.24 -7.05∗ -5.48
Superior frontal G -3.50 -3.34 -5.32 -3.80
Medial orbital G 1.65 -3.15 9.91 -9.02
Lateral orbital G -8.13 -8.23 -9.42∗ -9.50∗
Posterior orbital G 2.45 0.43 2.09 -1.14
Subgenual frontal C -7.51 -7.65 -9.32 -9.25
Subcallosal area 5.40 5.90 9.50∗ 8.59
Pre-subgenual frontal C -6.03 -6.86 -8.10 -8.83∗
Lingual G -3.14 -2.32 -7.11 -5.59
Cuneus -7.20 -7.45 -9.67∗ -8.10∗
Straight G 5.52 7.97∗ 10.30∗ 9.27∗
Postcentral G -4.98 -5.22 -8.94∗∗ -6.77∗
Superior parietal G -3.13 -9.70∗∗ -9.11∗∗ -8.14∗∗
Caudate nucleus 5.95 4.55 7.29∗ 8.12∗
Nucleus accumbens 5.66 8.26 7.71∗ 8.21∗
Putamen 4.07 3.93 6.01 7.15∗
Thalamus -0.15 -0.90 -6.47∗ 6.03∗
Pallidum -2.30 -2.85 -5.34 -4.60
Corpus callosum -6.80 5.70 -7.18 5.46
Substantia nigra -4.17 -2.54 -7.47∗ -5.71
Lateral ventricle (not tmp horn) 5.52 5.71 -8.55 7.47
Lateral ventricle, tmp horn 1.81 -2.68 2.81 -7.00∗
Third ventricle -8.24 -2.48 -12.26∗ 10.12
%Differences of V2–V1, [(V2-V1)/((V2+V1) /2)]×100:V1=regional volume of IXI dataset for the specific age group
and V2=regional volume of atlas dataset, tmp: temporal, G: gyrus, lat: lateral, L: lobe, med: medial, ∗p < .05,
∗∗p < .001
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5.4.4 Gender effect on age-specific changes
I analyzed the gender effect on age-specific structural changes based on Tables 5.4, 5.5
and 5.6 (i.e. structures were classified and studied based on the scanner effect). When
raw volumes were analyzed and the results compared to the findings with ICV-corrected
data, the correlations between age and brain volumes were slightly lower. Differences,
both uncorrected and corrected for intracranial volume, were obtained for all subjects and
are presented by gender.
Table 5.9 illustrates age and gender differences in measurements uncorrected for
ICV for most of the structures. Uncorrected measurements for male subjects were larger
than for female subjects in all regions. However, the gender differences in the age-related
changes (i.e. age × gender interaction) were not significant in the majority of ROIs.
Exceptions were hippocampus, amygdala, pallidum, lateral ventricle and third ventricle
with men exhibiting steeper age-related declines.
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Table 5.9: Mean volume difference inmm3 (95% confidence interval) of all brain structures
uncorrected for ICV, and significance of the age × gender interaction.
Name of Structure Mean difference (95% CI) age × gender
Hippocampus 395 (307 to 483) 0.03
Amygdala 336 (277 to 395) <0.01
Ant temp L, (med) 1388 (1124 to 1651) ns
Ant temp L, (lat) 698 (555 to 841) ns
Parahippocampal G 804 (653 to 955) ns
Sup temp G, (post) 2020 (1643 to 2398) ns
Mid and inf temp G 2413 (1882 to 2944) ns
Fusiform G 907 (728 to 1087) ns
Post temp L 5954 (4860 to 7048) ns
Sup temp G, (ant) 824 (661 to 987) ns
Cerebellum 9925 (7850 to 12001) ns
Brainstem 502 (371 to 633) ns
Insula 1634 (1301 to 1966) ns
Cingulate G (ant) 905 (579 to 1231) ns
Cingulate G (post) 1155 (894 to 14157) ns
Frontal G (med) 4710 (3611 to 5810) ns
Precentral G 3044 (2328 to 3759) ns
Orbital G (ant) 834 (637 to 1031) ns
Inf frontal G 2249 (1736 to 2762) ns
Sup frontal G 5575 (4220 to 6929) ns
Orbital G (med) 623 (438 to 807) ns
Orbital G (lat) 534 (418 to 651) ns
Orbital G (post) 828 (665 to 990) ns
Subg frontal C 160 (120 to 198) ns
Subcallosal A 80 (59 to 101) ns
Lingual G 1963 (1570 to 2357) ns
Cuneus 1365 (998 to 1731) ns
Straight G 542 (386 to 698) ns
Postcentral G 2244 (1641 to 2847) ns
Sup parietal G 4568 (3518 to 5618) ns
Caudate nucleus 982 (752 to 1212) ns
N accumbens 87 (61 to 113) ns
Putamen 1077(850 to 1305) 0.05
Thalamus 1202 (924 to 1480) ns
Pallidum 225 (174 to 275) 0.04
Corpus callosum 2944 (2473 to 3416) ns
Substantia nigra 87 (71 to102) ns
Lat ventricle 4237 (2113 to 6362) <0.01
Lat ventricle, tmp horn 152 (115 to 189) ns
3rd ventricle 229 (142 to 316) 0.01
CI: confidence interval, ns: not significant, sup: superior; post: posterior;inf: inferior; tmp: temporal; G: gyrus;
lat: lateral, N: Nucleus, L: lobe, Subg: Subgenual, C: cortex. Positive mean differences indicate larger structures
in males.
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Most gender differences were eliminated by correction for differences in intracra-
nial volume. However, after correction for ICV, differences between male and female
subjects were observed in some structures. The corrected measures showed significantly
larger structural volumes for female subjects than for males, for example hippocampus,
amygdala, parahippocampal gyrus, insula, cerebellum, caudate nucleus, postcentral gyrus,
putamen, thalamus, pallidum and straight gyrus (Table 5.10). After correction, the trend
for larger lateral ventricle in male than female subjects was still present; however, statisti-
cally significant differences were present only for the third ventricle volume for which males
had larger volume than females. Figure 5.9 shows examples of the gender differences in the
age-related changes (i.e. age × gender interaction) in hippocampus and lateral ventricle
which evidenced a significantly stronger negative and positive age trend in men than in
women, respectively.
Table 5.10: Mean volume difference (95% confidence interval) of structures with siginificant
effect (difference) corrected for ICV, male-female differences (effects size and t test p value)
and significances of age × gender interaction. Negative values indicate smaller volumes in
males.
Structure Mean difference (95% CI) Effect size t test p value age × gender
Hippocampus -147 (-202 to -93) 0.46 < 0.01 0.02
Amygdala -37 (-76 to 1) 0.17 ns < 0.01
Parahippocampal G -125 (-222 to -29) 0.23 0.01 ns
Insula -337 (-533 to -141) 0.302 < 0.01 ns
Cerebellum -2380 (-3654 to -1106) 0.32 < 0.01 ns
Caudate nucleus -225 (-338 to -117) 0.27 < 0.01 ns
Lateral ventricle (without tmp horn) 457 (-604 to 1518) 0.10 ns < 0.01
3rd ventricle 53.73(6.510 to 100) 0.22 0.03 ns
Postcentral G -341 (-667 to -15) 0.28 0.04 ns
Putamen -182 (-325 to -38) 0.22 0.01 ns
Thalamus -448 (-626 to -271) 0.43 < 0.01 ns
Pallidum -36 (-70 to -3.116) 0.19 0.03 ns
Straight G -130 (-220 to -41) 0.25 < 0.01 ns
Values are unitless (ICV-adjusted), ns: not significant, G: gyrus.tmp: temporal, G: gyrus.
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Figure 5.9: Regression plots showing the relationships between age and the ICV-corrected
volume of hippocampus and lateral ventricle for males (blue) and females (red).The re-
gression curves shown were calculated using kernel smoothing. Upper and lower dash lines
represent upper and lower 95% confidence intervals.
Individual regression analysis on male and female subjects showed that in most of
the regions males exhibited steeper negative age-related trends than females. However,
some of the ROIs in the frontal lobe and parietal lobe, insula and cingulate gyrus showed
steeper ageing trends in females.
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5.4.5 Hemispheric asymmetry
In most of the structures the magnitude of correlation between right and left structures
was > 0.7. All of these values were highly significant (p < 0.001). Table 5.11 shows the
parametric Pearson’s correlation coefficient (for the structures which showed parametric
regression), Spearman correlation coefficient (for hippocampus, amygdala, medial part of
anterior temporal lobe, thalamus and lateral ventricle), percentage volume difference be-
tween structures in right and left hemispheres, and the correlation with age. The pair-wise
t tests indicate asymmetries in nearly all structures. The magnitude and the direction of
hemispheric asymmetry varied across the ROIs. Some of the differences were substantial,
e.g. in favour of the right for the hippocampus (7.44 ± 5.81%), lateral part of the anterior
temporal lobe (7.62 ± 11.30%) and orbital gyrus (10.17 ± 11.45%), anterior part of the
orbital gyrus (5.17 ± 8.47%), middle temporal (9.02 ± 8.43%) and frontal gyri (5.02 ±
5.84%) and straight gyrus (7.62 ± 7.85%); in favour of the left for the amygdala (6.82
± 7.52%), parahippocampal (5.60 ± 9.01%) and fusiform gyri (5.52 ± 7.74%), subgen-
ual frontal cortex (11.78 ± 14.76%), subcallosal area (8.08 ± 11.88%), postcentral gyrus
(6.67 ± 8.11%), nucleus accumbens (17.31±13.40%), putamen (6.18±4.08%) and lateral
ventricle (including temporal horn) (12.17 ± 14.06%). Others (medial part of anterior
temporal lobe, cerebellum, insula, inferior and superior part of the frontal gyrus, lingual
gyrus, cuneus, thalamus and lateral ventricle) showed mild asymmetry, whereas no or lit-
tle was found in the posterior temporal lobe, anterior part of cingulate gyrus, precentral
and superior parietal gyrus, pallidum and substantia nigra. The differences between right
and left structures were significant in the majority of ROIs. Exceptions were anterior
part of cingulate and superior parietal gyrus, and pallidum. The pattern of global hemi-
spheric asymmetry appeared throughout the age range. Only 5 out of 83 ROIs showed
significant age-related changes of the asymmetry index, including cerebellum, putamen,
thalamus, anterior part of orbital gyrus and superior parital gyrus. In these structures
except putamen asymmetry decreased with ageing.
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Table 5.11: Hemispheric asymmetry of regional volumes.
Name of Structure %DIFFR L Right-left volume correlation Correlation with age
R L
Temporal Lobe
Hippocampus∗∗ 7.44±5.81 0.84 -0.20 -0.21
Amygdala∗∗ -6.82±7.52 0.78 -0.29 -0.33
Ant temp L, (med)∗∗ 3.16±10.56 0.72 -0.42 -0.44
Ant temp L, (lat)∗∗ 7.62±11.30 0.66 -0.45 -0.50
Parahippocampal G∗∗ -5.60±9.01 0.70 -0.35 -0.35
Sup temp G, (post)∗∗ 7.34±8.78 0.73 -0.53 -0.52
Mid and inf temp G∗∗ 9.02±8.43 0.79 -0.52 -0.56
Fusiform G∗∗ -5.52±7.74 0.72 -0.42 -0.42
Post temp L ∗∗ -1.83±4.37 0.89 -0.64 -0.61
Posterior Fossa
Cerebellum∗∗ -2.14±2.47 0.97 -0.54 -0.53
Brainstem – – 0.21
Insula and Cingulate gyri
Insula∗∗ -3.93±4.11 0.92 -0.56 -0.56
Cing G, (ant) -0.16±18.03 0.44 -0.42 -0.41
Cing G, (post)∗ -1.43±8.61 0.76 -0.60 -0.62
Frontal Lobe
Frontal G, (mid)∗∗ 5.02±5.84 0.90 -0.70 -0.71
Precentral G∗ -1.51±7.28 0.87 -0.67 -0.67
Orbital G (ant)∗∗ 5.17±8.47 0.74 -0.47 -0.51
Frontal G (inf)∗∗ -3.57±9.09 0.78 -0.66 -0.67
Frontal G (sup)∗∗ 2.07±5.88 0.90 -0.71 -0.74
Orbital G (med)∗∗ 0.55±7.30 0.85 -0.56 -0.57
Orbital G (lat)∗∗ 10.17±11.45 0.70 -0.57 -0.55
Orbital G (post)∗∗ -2.60±9.40 0.74 -0.50 -0.50
Subg frontal C∗∗ -11.78±14.76 0.42 -0.12 -0.12
Subcallosal area∗∗ -8.08±11.88 0.71 -0.08 -0.07
Occipital Lobe
Lingual G∗∗ -3.86±8.96 0.74 -0.41 -0.45
Cuneus∗∗ -4.80±10.37 0.80 -0.47 -0.44
Parietal Lobe
Straight G∗∗ 7.62±7.85 0.84 -0.56 -0.53
Postcentral G∗∗ -6.67±8.11 0.81 -0.61 -0.63
Sup parietal G -0.72±5.67 0.90 -0.67 -0.66
Central Structures
Caudate nucleus∗∗ 1.94±5.60 0.85 -0.09 -0.14
Nucleus accumbens∗∗ -17.31±13.40 0.77 -0.34 -0.36
Putamen∗∗ -6.18±4.08 0.94 -0.45 -0.49
Thalamus∗∗ -3.84±3.87 0.93 -0.34 -0.32
Pallidum -0.64±7.21 0.86 -0.28 -0.31
Corpus callosum – – – -0.06
Substantia nigra∗∗ -1.53±8.41 0.77 -0.26 -0.30
Ventricles
Lat ventricle, (without tmp horn)∗∗ -3.42±13.13 0.90 0.57 0.58
Lat ventricle, (tmp horn)∗∗ -12.17±14.06 0.50 0.04 0.07
Third ventricle – – 0.60
sup: superior, post: posterior, inf: inferior, Sub: subgenual, tmp: temporal, G: gyrus, lat: lateral, Subg:
Subgenual, C: cortex, R: right, L: left, %DIFFR L=100 ×(R− L)/[(L+R)/2], Positive values indicate larger
structures in right hemisphere, parametric Pearson’s correlation coefficient for the structures showed parametric
regression), Spearman correlation coefficient for hippocampus, amygdala, medial part of anterior temporal lobe,
thalamus and lateral ventricle. ∗p < .01, ∗∗p < .001
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There was no effect of scanner type in the asymmetry analysis. No gender differ-
ences were noted in the structural asymmetry analysis. The one-way repeated-measure
ANOVA revealed that there was a statistically significant difference between age related
changes of the right and left hemispheres only for amygdala, cerebellum, lateral part of the
orbital gyrus, straight gyrus, superior part of the parietal lobe, nucleus accumbens, puta-
men and substantia nigra. Table 5.12 reports the regression coefficient of a linear model
(β1) for the above mentioned regions (i.e. those with significant differences in shrinkage
between the right and left hemisphere). In most regions (except putamen and substantia
nigra), the right hemisphere exhibited a steeper negative age-related trend than the left.
Table 5.12: Comparison of ageing patterns between right and left hemispheres for those
structures with significant differences between hemispheres.
Name of Structure β1
R L
Cerebellum -120.87 -115
Orbital G (lat) -8.38 -7.08
Straight G -9.26 -7.99
Parietal G (sup) -75.98 -70.84
N accumbens -1.05 -1.28
Putamen -11.03 -13.10
Substantia nigra -0.44 -0.54
Values are unitless (ICV-adjusted), sup: superior, lat: lateral, G: gyrus, N: Nucleus
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5.5 Brain ageing: Discussion
To our knowledge, this is the first complete study of the ageing investigating the whole
brain segmented into multiple ROIs in a large number of subjects (over 500), scanned
with different scanners. In summary, the data for 83 brain measures suggest almost glob-
ally smaller neuroanatomical volumes and larger CSF compartments in older, relative
to younger persons. The present results indicate significant age differences in all neu-
roanatomical volumes, with the exception of corpus callosum, temporal horn of the lateral
ventricle and subcallosal area, which followed the same trend, but showed marginally non-
significant differences, consistent with earlier studies [169,170]. Modest age-related volume
loss in the caudate nucleus, pallidum and substantia nigra was observed which was com-
patible with previous findings [170,171]. However, some studies showed greater shrinkage
of caudate nucleus with ageing [170,172] than the result reported here.
Hippocampus shows a marked nonlinear pattern of change throughout the life
span [170, 171, 173, 174]. Very often, non-linearity of age relationships is tested using
quadratic or other polynomial models. A non-linear relationship does not necessarily im-
ply that this relationship is quadratic. Nonlinear trends can be constructed which are
non-quadratic, and the choice when testing for non-linearity should not only be the ad-
dition of quadratic terms to the model. Fjell et al. demonstrated that when quadratic
functions are used, the age at which one starts to sample has a systematic effect on the
slope of the curve at all subsequent ages, fundamentally changing the interpretation of the
age changes [174]. They tested age-functions and compared the results to the outputs of a
nonparametric local smoothing model, the smoothing spline. The nonparametric smooth-
ing spline was less vulnerable to variations in sampling range, and yielded a more realistic
description of age-trajectories [174]. Jernigan et al. used kernel smoothing to produce a
nonparametric estimate of the monotone regression function of volume on age [171]. A
cost of nonparametric techniques is that many degrees of freedom are lost in the process
of controlling for curves of an a priori very unlikely shape. Jernigan et al. did not give
any information on choosing the smoothing parameter. I used an algorithm that selects
the smoothing level that minimized AIC, thus alleviating the need for arbitrary choices of
smoothing level.
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Age-related volume loss is typically seen in the form of increased CSF spaces,
and expansion of ventricular spaces has been found in healthy elderly persons [170, 171,
175–177]. The curvilinear relationships between age and volumes of the lateral ventricle,
inferior lateral ventricle and 3rd ventricle is reported in [170]. I showed the relationship
between age and lateral ventricle was also best described by a kernel smoothing model.
The association between age and lateral ventricle volumes was strong (rspearman > 0.57,
p < .001).
The effect of normal ageing on amygdala remains controversial in many studies
using MRI (e.g. decline [170,175,178,179], no or little decline [171,180]). However, these
studies modeled the amygdala age-related changes with linear models. I showed that this
relation can bedescribed with a kernel model. There is a significant difference between
right and left amygdala and this finding is consistent with [179]. The fate of hippocampus
with normal aging is controversial (e.g. (number of subjects, age range) decline [174] (434
subjects, 8–85 years), [171] (78 subjects, 30–99 years), [170] (73 subjects, 20–88), [175]
(619 subjects, 40–90 years) [181] (54 subjects, 26–82 years), no or little decline [182]
(92 subjects, 18–83 years), [183] (72 subjects, 21–70 years), [184] (148 subjects, 18–77
years), [185] (128 subjects, 20–85 years), for review, see [186]). This controversy of age-
related changes was also reported for other regions, e.g. parahippocamapl gyrus, decline
[187–189], little decline [184]; thalamus, decline [170,184,190,191], absence of change [171].
Differences such as these may at least partly be attributed to varying sample characteristics
in particular, whether the full age range is sampled, including persons above 70 years and
older. Besides age variations in the studied samples, an other possible explanation for this
discrepancy could be the analysis methods used, and applied segmentation and labeling
techniques.
The intracranial volume difference between genders, with males having larger vol-
ume than females, has been reported in previous studies [5,192,193]. Gender differences in
age trends were observed in some regions, e.g. hippocampus, amygdala, parahippocampal
gyrus, insula, cerebellum, caudate nucleus, postcentral gyrus, putamen, thalamus, pal-
lidum and straight gyrus, for which the corrected measures for ICV showed significantly
larger structural volumes for female subjects than for males. Some studies show that
females actually have increased total gray matter compared with males after controlling
for the overall greater male brain size [194–197]; whereas others report no sex difference
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in total gray matter volume in adults after controlling for brain size [55, 193, 198, 199];
yet others show decreased gray matter in females relative to males after brain size cor-
rection [176, 200]. Whereas there is no clear consensus about sex differences in total grey
matter volume, studies have consistently found regional volumetric and grey matter distri-
bution patterns with larger relative volumes in females in certain regions [201]. Raz et al.
studied the gender effect on the age related changes of the caudate, cerebellum, hippocam-
pus, entorhinal cortices, the inferior temporal cortex and the frontal white matter of 72
healthy controls with an age range from 20 to 77 years [5]. However, no gender differences
except for the caudate were observed [5]. Blatter et al. reported the significant larger
total and third ventricle volumes for male subjects than for females [193]. The structural
changes with ageing were greater and more highly correlated with age for male than fe-
male subjects [193]. Curiati et al. [202] used the conventional VBM approach to conduct
a voxelwise search for significant linear correlations between GM volumes and age and
subsequently, used regional brain-volume estimates obtained with anatomically defined
region-of-interest masks, on 102 subjects (67-75 years of age). VBM and ROI analyses
revealed selective foci of accelerated regional GM loss exclusively in men, involving the
temporal neocortex, frontal cortex, and medial temporal region. The left amygdala and the
right parahippocampal gyrus had a linear profile of brain aging in men, with significantly
accelerated GM decline compared to women. Fjell et al. analyzed cross-sectional MR
scans from 1143 healthy controls (676 women, 467 men, age range 18-94 years) from seven
subsamples provided by four independent research groups using FreeSurfer to estimate
cortical thickness as well as volume of 17 subcortical structures [203]. No differences in
ageing slopes between genders were found in any part of the cortex and only pallidum cor-
rected for intracranial volume showed slightly stronger correlations with age for men [203].
Thus, it is likely that besides age variations in the studied samples and applied segmen-
tation and labeling techniques, the observed discrepancies across studies may reflect the
heterogeneity of aging. Such individual variability may partly be reflected in brain mor-
phology. Given a magnitude of normal individual differences, different MR studies may
incidentally capture different versions of normal age changes. A wide range of normal vari-
ation in any measure causes challenges for the use of that measure in clinical settings. It
is perhaps more likely that studies not observing relationships are more prone to inciden-
tal variations than studies that do observe strong and consistent relationships [170]. The
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fact that such relationships can be identified by the use of automated and cost-efficient
labeling gives hope that volumetric measurement of neuroanatomical structures may be a
fruitful approach in delineating normal as well as abnormal age changes, and ultimately
may be applied clinically for screening and diagnosis of abnormal ageing patterns. This
study was based on volumetric measurements. However, pure shape variables can also
be extracted and studied in ageing. Shape deformations of selected brain structures can
show the biological changes in ageing and can provide information about the differences
between ageing and Alzheimer’s disease.
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Chapter 6
Conclusion
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Our knowledge can only be finite, while our ignorance must necessarily be infinite.
Karl Popper
In this chapter I will summarize the main contributions of this thesis. I will also discuss
the limitations of the work presented here and point to directions for future research.
6.1 Contributions
The contributions of this thesis can be divided into four main categories:
1. Estimating the intracranial volume across MRI field strengths (1.5T and
3T):
I found systematic differences in ICV estimation, tested in a cohort of healthy sub-
jects that had been imaged using 1.5T and 3T scanners, and confirmed in two inde-
pendent cohorts. This was related to systematic differences in the intensity of CSF,
with higher intensities for CSF located in the ventricles compared with CSF in the
cisterns, at 3T versus 1.5T which could not be removed with three different applied
bias correction algorithms. I developed a method based on tissue probability maps in
MNI space and reverse normalization (reverse brain mask, RBM). RBM achieved the
best combination of precision and reliability in a group of healthy subjects, a group
of patients with Alzheimer’s disease (AD) and mild cognitive impairment (MCI).
This can be used as a common normalization framework.
2. Improving intersubject image registration using tissue-class information
in a multi-atlas based anatomical segmentation method:
To achieve correct and robust segmentation of target which shows gross abnormal-
ities, such as ventriculomegaly, I incorporated tissue classification information into
the image registration process. In this method an initial, coarse registration was
based not on the grey scale MR image, but on the data derived from tissue clas-
sification. The resulting tissue-class aligning transformations were used as starting
points when registering MR grey scale images at a high level of detail. Several
approaches were investigated for the incorporation step, and the best and most ac-
curate results in elderly subjects i.e. subjects with ventriculomegaly, patients with
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TLE and healthy controls were achieved using the MAPER approach (multi-atlas
propagation with enhanced registration). FAST tissue probability maps were com-
bined into a multi-spectral image volume. The atlas and target images were then
aligned using rigid, affine and coarse nonrigid (20 mm) registration, maximizing the
summed cross-correlation across all channels of the multi-spectral image volume.
The resulting transformation was then used as a starting point for detailed (10, 5
and 2.5 mm) registration using signal intensity image pairs and NMI as the similarity
measure.
3. Classification and lateralization of patients with temporal lobe epilepsy
with and without hippocampal atrophy based on whole-brain automatic
segmentation of MR images
In Chapter 4, I presented a method to automatically distinguish patients with tempo-
ral lobe epilepsy (TLE) with (TLE-HA) and without (TLE-N) hippocampal atrophy
on MRI from controls, and determine the side of seizure onset. The framework was
based on the automated segmentation approach described in Chapter 3 to derive
volumes of 83 brain structures independent of global brain changes. For classifica-
tion first a set of discriminatory structures (in terms of volume) were selected using
a kernel based class separability criterion. Next, a classification based on structural
volumes, as well as morphological similarities such as volume difference was applied
to the selected structures using support vector machines (SVM). A spectral analysis
step was used to convert the pairwise measures of similarity between subjects into
per-subject features. SVM was then applied to these feature data. All the TLE-HA
patients (n=60) were correctly separated from controls using up to 12 structural
brain volumes. The automated classification method based on spectral analysis was
91% accurate at separating TLE-N patients (n=20) from controls. In the TLE-HA
group mainly ipsilateral structures were identified predominantly in the temporal
lobe. In contrast, in the TLE-N group distinguishing structures were distributed
throughout the brain, with a frontotemporal preponderance that might be expected,
but also showing differences in structures that are rarely investigated (e.g. substan-
tia nigra) but might conceivably play a role in TLE with normal MRI [204]. The
lateralization of the seizure focus in the TLE-HA and TLE-N groups achieved 100%
and 94% accuracy, respectively. One of the most important aspects of this study is
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that optimised multi-atlas propagation and decision fusion, combined with machine
learning techniques, was able to extract information from imaging data that was
invisible to the human eye. The techniques lend themselves to application in other
epilepsy types and other conditions.
4. Investigation on age and gender effects on human brain anatomy in
healthy subjects
The study described in chapter 5 was designed to investigate the effects of age, gen-
der and scanner type on whole brain structures (83 ROIs) achieved with the MAPER
approach of over 500 healthy subjects aged 20-86 years, data from three different
scanners (2 × 1.5T, 1 × 3T), using the IXI database. We were able to confirm several
known changes, and in addition describe the first multi-region, whole-brain database
of normal ageing. Several novel findings include the description of nonlinear ageing
patterns via kernel smoothing, confirming among others a slight volume increase of
the hippocampus until middle age.
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6.2 Discussion
MRI has become the method of choice for the examination and study of neuroanatomy
in vivo due to excellent levels of image resolution and between tissue contrast. As with
many theses in the field of biomedical image analysis, the most important contributions
in terms of research are the ones that can be transferred to solve other problems. In this
thesis, I showed four different applications of T1-weighted MRI: measuring intracranial
volume; improvement on automatic segmentation of subjects with gross abnormalities,
such as ventriculomegaly; automatic classification and lateralization of patients with TLE
with and without hippocampal atrophy; and age-related whole brain changes in normal
adult brain considering gender and scanner effects.
A reliable procedure for volumetric analysis of brain structures must control for
confounding effects of other dependent variables that may bias the results. A problem
common to many volumetric studies stems from the inadequacy of the methods employed
to accurately correct volumes for non-pathological, inter-subject differences. These “nor-
mal” differences arise as factors like body, height, head and intracranial size and result
in a large normal variation of the size of many brain structures [114, 205–207]. In order
to study volumetric changes caused by neurological disorders, these non-pathological dif-
ferences must first be taken into account. There are a few studies on using either proton
density (PD) or T2-weighted images for ICV estimation [96,117,118]. Although large scale
datasets such as IXI or ADNI include different MR sequences (T1/T2/PD), most smaller
datasets (for research/clinical studies) only include an T1-weighted sequence and methods
based on PD or T2-weighted images therefore have limited availability. Therefore, I tried
to develop a robust method for ICV measurement based on T1-weighted MRI. Since the
proposed method in Chapter 2 was based on SPM which requires commercial software,
MATLAB 7, I aimed to replicate the procedure within freely available software, i.e. Im-
age Registration Toolkit (IRTK) [76] or FSL (FMRIB Software Library). I replicated the
method using IRTK and validated against manual ICV measurement. It achieved results
consistent with the SPM method and manual measurements. Therefore, the algorithm is
imported to an open source environment.
We found that the MAPER approach increases the robustness of the segmentation
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method when applied to images of subjects with ventriculomegaly, without sacrificing
accuracy. This advantage was shown in different applications, for example hippocampus
segmentation in subjects with TLE. It is also shown for regions beyond the ventricles in
the leave-one-out cross comparison based on atlases of normal subjects where MAPER
results in a small improvement. This method can be used as a way of providing prior
information for a further segmentation step [59]. Wolz et al. used the results of MAPER
for hippocampal segmentation in combination with graph cuts and also chose intermediate
subjects based on intersubject similarity of the hippocampal region (“LEAP”, [59]). LEAP
is designed with a view to improving the segmentation of one structure (hippocampus),
while MAPER improves the quality of whole-brain segmentations.
6.2.1 Applications of the methods developed in this thesis
MAPER application in PET studies
The MAPER approach is also being used as a way of providing prior information for
analyzing PET data. In this application, T1-weighted images are anatomically segmented
using MAPER. Subsequently, the grey matter tissue class images are thresholded at 50%
probability and multiplied with the MAPER delineation to yield 83 grey matter only
regions. The volumes-of-interest (VOIs) resulting from multiplying the MAPER output
atlas in PET space with the grey matter probability map thresholded at 50% probability
is used for sampling motion corrected dynamic PET images in PET space using Analyze
8.1.
In the research study “Investigation of the novel alpha5 GABAA receptor PET
ligand [11C]Ro15 4513” (Daniela Riano Barros, Alexander Hammers et al. currently on-
going); [11C]Ro15 4513 binding per unit of grey matter was quantified in probable epilep-
togenic foci in patients with temporal lobe epilepsy using ROIs such as hippocampus,
parahippocampal gyrus, inferior frontal gyrus and thalamus. Utilization of this tracer
may allow to investigate the functional integrity of the encoding (memory) system. Fur-
thermore, it can be a promising tool to allow the development of alpha5 GABAA receptor
manipulation in TLE as patients with TLE generally have reduced GABAA receptors,
best quantified for alpha1 subunits. However, alpha5 subunits are upregulated in some
animal models of epilepsy. Inverse agonists at alpha5 subunits are promnestic, and TLE
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patients often have poor memory performance. Riano Barros et al. investigated whether
there were areas of abnormally increased alpha5 binding in TLE patients with normal
MRI (TLE-N) using the novel PET tracer [11C]Ro15 4513, an inverse agonist at alpha5,
and correlated its binding with memory performance on six controls and twelve TLE-N
patients. No significant correlation was found between memory scores and hippocampal
volumes-of-distribution (VD) in this small sample [208].
In another research study “Quantification of opioid receptor availability follow-
ing spontaneous epileptic seizures; correction of [11C]diprenorphine PET data for partial-
volume effect” (Colm McGinnity, Alexander Hammers et al., currently ongoing); MAPER
has been used to produce accurate 83–region object maps as a starting point for partial
volume effect correction using a new method [209] and for sampling of [11C]diprenorphine
VD images that have been corrected for intensity diffusion due to the partial volume
effect. PET studies in this field have been limited by the partial–volume effect, which
describes the tendency of signal from regions with a high VD to “spill in” to surrounding
low–VD regions, and vice versa. This is a particular problem in small ROIs, such as the
hippocampus, as spill–in from nearby high–VD regions can cause significant perturba-
tion of the mean VD, causing erroneous quantification of binding in structures of known
relevance to (temporal lobe) epilepsy. McGinnity et al. used wavelet–based denoising
and partial–volume effect correction methods [209], along with anatomical segmentation
through MAPER, and quantified [11C]diprenorphine VD in eight post–ictal/interictal TLE
datasets [210]. A novel finding compared to a prior study without correction for partial
volume effect [211] was a post–ictal increase in opioid peptide receptor availability in the
ipsilateral parahippocampal gyrus. This finding provides direct human in vivo evidence for
post–ictal alterations of opioid receptor availability in TLE. The finding also demonstrates
that precise anatomical segmentation (as with MAPER) can extract valuable information
from PET studies that would be missed with conventional post–processing procedures.
Hammers et al. investigated [18F]MPPF as an in vivo tool for the study of
mechanism of pharmacoresistance in patients with TLE, based on the hypothesis that
Cyclosporine A, a blocker of the multidrug resistance protein P-Glycoprotein, will de-
crease hippocampal asymmetries of [18F]MPPF binding potential [212]. They showed
that the concurrent infusion of Cyclosporine A is associated with: a significant reduc-
tion of [18F]MPPF k2 (eﬄux) in the majority of brain regions ; a significantly increased
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[18F]MPPF binding potential in fewer regions, excluding most temporolimbic regions; no
overall impact on [18F]MPPF binding potential and k2 asymmetry index, but in the mesial
temporal pole due a bigger variation of ipsilateral k2. Altogether, these data suggested
that cyclosporine has a significant impact on the brain eﬄux of [18F]MPPF [212]. The
studied ROIs were also provided using MAPER.
The application of MAPER for multiple-region brain segmentation is not limited
to epilepsy. Politis et al. investigated microglial activation in patients with secondary
progressive MS and relapsing-remitting MS and its relationship with levels of disability
using the Expanded Disability Status Scale and Multiple Sclerosis Impact Scale using
[11C]PK11195 (PK) positron emission tomography [213]. MAPER enabled first to cor-
rectly locate the cortical grey matter regions on an MRI and second to sample for PK
signal on these regions only. There were patients with secondary progressive MS with
extreme atrophy in whom the MAPER approach accurately segmented the brain into 83
ROIs (Figure 6.1).
Figure 6.1: The result of target segmentation into 83 ROIs in a subject with MS.
Rizzo et al. aimed to improve the generation of parametric maps, through a multi
scale hierarchical approach, whereas the information obtained at ROI level using MAPER
is used as a priori information for the analysis at pixel level [214]. They validated the
algorithm on test-retest data-sets of [11C]diprenorphine, which represents a challenge to
estimation given its slow equilibration in tissue. They further offered internal validation
by comparing resulting parametric maps generated from the anatomical and functional a
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priori segmentation.
MAPER application in DTI study
Robinson et al. presented a machine learning based approach to classify subjects
according to their approximated structural connectivity patterns and to identify features
which represent the key differences between groups [215]. Connections were tracked
between 83 ROIs automatically extracted by MAPER. Tracts between these regions were
propagated by probabilistic tracking, and mean anisotropy measurements along these
connections provided the feature vectors for combined principal component analysis and
maximum uncertainty linear discriminant analysis. They tested the approach on two
populations with different age distributions: 20-30 and 60-90 years. They showed that
subjects can be classified successfully (with 87% accuracy) and that the features extracted
from the discriminant analysis agree with current consensus on the neurological impact
of aging.
The disturbed connectivity or the disconnection hypothesis with ageing has been
reported in both post-mortem and in vivo studies [32, 216–218] which posits disturbed
interaction between several cortical and subcortical nodes of interconnected networks.
There is evidence for disturbed connectivity between frontal cortices [219, 220] and the
medial temporal lobe (MTL) [221, 222]. The MTL plays an important role in memory
encoding and includes a system of anatomically related structures, the hippocampal region
(CA fields, dentate gyrus, and subicular complex) and the adjacent perirhinal, entorhinal,
and parahippocampal cortices [223]. The perforant pathway is a large neuronal projection
that carries input to the hippocampal formation from sensory-specific and multimodal
association cortices as well as from the limbic cortices. It is formed by axons that originate
in the anterior part of the parahippocampal gyrus (the entorhinal cortex) and “perforate”
the grey matter of the subiculum on their way to termination sites in the hippocampal
formation (Figure 6.2) [224].
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Figure 6.2: Line depiction of a cross-section through the hippocampal formation and
anterior parahippocampal gyrus, showing the location of origin for the perforant pathway
(PP), its initial diffuse course into the angular bundle (AB), and its distribution to the
granule cells of the dentate gyrus (DG) and pyramidal cells or stratum pyramidale (SP) of
the hippocampus and subiculum. The right side of the illustration depicts the perforant
pathway terminal zone relative to the dendrites of these major cellular components of the
hippocampal formation. The area labeled terminal zone of perforant pathway corresponds
to the outer two thirds of the molecular layer of the dentate gyrus and to the distal
dendrites of the subicular-CA1 zone. (FF = fimbria-fornix; HF = hippocampal fissure;
LD = lamina dissecans.) [224]
The vulnerability of this pathway has been shown in neurodegenerative diseases
such as Alzheimer’s disease [224, 225]. However, there has been no systematic investiga-
tion combining both volumetry and connectivity of human brain to assess the disturbed
connectivity hypothesis between hippocampus and parahippocampal gyrus with aging.
I performed an initial probabilistic tractography analysis between hippocampus and
parahippocamapl gyrus on DTI images of the IXI dataset including 173 and 197 images
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obtained at 3T (HH) and 1.5T (Guy’s), respectively. Single shot echo planar imaging was
acquired in 15 non-collinear directions. After pre-processing steps (eddy current correc-
tion, brain extraction, transforming T1-w MR images along with labeled images obtained
with MAPER to the diffusion space) probabalistic streamlines from a specified seed re-
gion (which could either be hippocampus or parahippocampal gyrus) were generated us-
ing FSL’s “ProbTrack” [226]. Processing was carried out independently for each cerebral
hemisphere, with connections from hippocampus to the ipsilateral cortical target region
(parahippocampal gyri). Because of differences in “tractability” across subjects, and also
differences in seed mask size, the connectivity map of each seed mask to target region for
each individual subject was normalized by “waytotal” (the total number of samples which
made their way from seed to target) and thresholded at the 85th percentile of the highest
connection probability value. There was a significant correlation between age and connec-
tivity of these two structures (r = -0.32, p < 0.05). The structural connectivity depends
on the source and target mask size even after normalization, as “waytotal” itself depends
on seed masks size. Therefore, the age-related changes of the white matter integrity be-
tween the brain structures might be affected by the age-related decline in grey matter
volume. Knowledge about the age-dependency and variability of hippocampal changes is
helpful to our understanding of aging of the human brain. It can also improve the diagnos-
tic sensitivity and specificity of structural imaging of hippocampal pathology associated
with dementia (Alzheimer’s disease) and age-related memory impairment, schizophrenia,
epilepsy and other disorders.
In this thesis, two commonly used ratios, Jaccard and Dice coefficients, for mea-
suring the overlap of the output label set with the manual label set of a target was used.
Although the Jaccard and Dice coefficients differentiated the performance of segmentation
algorithms, it was possible that the evaluation scores were statistically alike with a narrow
score range. Consequently, it was not easy to rigorously distinguish the performance of
different segmentation algorithms. Chang et. al. explored the properties of the Dice and
Jaccard coefficients and their relationship, and also proposed a new performance mea-
sure coefficient, Conformity, for characterizing the global error with respect to a correct
(ground truth) segmentation [61]. Mathematically, the Conformity coefficient provides a
much wider score range than the Jaccard and Dice coefficients for assessing segmentation
results. This recent interesting performance measurement method has been published too
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late to be taken into account in this thesis but will be used in future work.
In addition to distinguishing TLE-HA patients from controls and lateralising them
correctly, by taking the whole brain into account distinguishing TLE-N patients from con-
trols with high accuracy (91%) and lateralization of the seizure focus (94%) was achieved.
A recent atlas selection method based on greyscale similarity in a dilated hippocampal
ROI achieved much lower lateralization accuracy (74%) [227], as expected for a single-
atlas method [51] and a mixed cohort of TLE-HA and TLE-N. Other automatic hip-
pocampal segmentation methods have been developed in the fields of epilepsy and de-
mentia. Some have good or excellent performance even on severely atrophic hippocampi
(e.g. [12,58,59,228–230]); these methods are not, however, geared for the specific challenges
posed in the diagnosis and lateralization of TLE-N.
The present brain ageing study includes a broad age range which represent nearly
the entire adult lifespan. It is evident that more or less global age reductions were found
across the studied brain structures in the present sample. A main difference between this
and most studies is that an automatic segmentation and labeling technique was employed
, which enables us to study the whole brain ageing. This may have influenced the results.
However, the automatic labeling procedure has been shown to be of comparable accuracy
to manual labeling. The present data also emphasize heterogenic age responses of various
brain volumes, in that most structures, e.g. cerebellum, brainstem, insula, cingulate
gyrus, frontal and orbital gyrus, lingual gyrus, nucleus accumbens and third ventricle
show linear relationships, while other structures, i.e. hippocampus, amygdala, medial
part of the anterior temporal lobe, parahippocampal gyrus, thalamus and lateral ventricle
show relationships which are best described with the non-parametric model and show
different changing pattern in the adult lifespan. Since normal age change in the latter
volumes is normally steeper over some parts of the life span, it may be more difficult
to delineate what an observed accelerated volume reduction means, and whether it is a
sign of normal aging or pathology. The data presented here show differences between
genders in ageing of different brain structures. This study along with previous studies
[5, 55, 170, 171, 175, 179, 207, 231] show that brain development and healthy aging follow
a specific pattern. The early identification of brain anatomy deviating from the normal
pattern of growth and atrophy, such as in Alzheimer’s disease, has the potential to improve
clinical outcomes through early intervention. Recently, [232] supported the hypothesis
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that pathologic atrophy in AD is an accelerated aging process, implying accelerated brain
atrophy. In order to recognize faster brain atrophy, a model of healthy brain aging is needed
first. Therefore the present study has the potential to introduce an efficient framework
which can be used to investigate whether a subject shows a healthy ageing or pathologic
atrophy by investigating the whole brain structural volumes. Furthermore, it can be used
to estimate the age of healthy subjects from their T1-weighted MRI scans using a kernel
method for regression.
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6.3 Future work
There is ample potential in the current work that gives opportunity for future research to
improve application, performance and robustness of the methods developed in this thesis.
These can be categorized as follows:
6.3.1 Intracranial volume measurement
In Chapter 2, RBM has shown its robustness and accuracy in measuring ICV of images
scanned at different field strengths (1.5T and 3T) and subjects with AD and MCI. This
is showing that this method has the potential to be used as an accurate normalization
factor and skull stripping method during pre-processing for image registration in brain
morphometry. In the future, we aim to use this method in research studies as a brain
extraction tool. The realization that this may be due to the acquisition details, this work
has led to work on this aspect with Prof. Hajnal at Robert Steiner MR Unit.
6.3.2 MAPER performance improvement and application
The potential of combining LEAP and MAPER will be investigated in future work to
improve whole brain segmentation.
There are still some possible ways to improve the results from anatomical discrep-
ancies between the atlas population and the target subjects. For example, Aljabar et al.
presented and compared different strategies for classifier selection that should help towards
reducing the computational burden associated with the use of large atlas databases [233].
The results suggested that image and demographic based classifier selection can perform
well in terms of segmentation accuracy and the best matching atlas segmentations can be
identified and merged using decision fusion. This enables retention and fusion of labels
in such a way that every voxel gets classified according to the brain region it has the
greatest probability of belonging to. Van der Lijn et al. showed by incorporating inten-
sity information from the unseen image into the segmentation process, errors done with
conventional multi-atlas segmentation can be overcome [58]. While the MAPER study
provides evidence in support of the principle of combining different input data at different
stages in the registration process, it is not clear whether the MAPER method presented
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is optimal. Further improvement may be gained by integrating tissue class information
with grey-scale MRI information in a more principled approach. It might, for example,
be beneficial to enable registrations that consider different similarity measures simultane-
ously on different input channels and weight the resulting forces on the transformation
intelligently.
The computational cost is the major limitation of the MAPER method (currently
some 4x30h per target brain). The proposed improvements of the automated methodology
in view of routine application can be achieved by speeding up the process substantially. We
aim to reduce the computing time to less than one hour by applying more efficient code,
e.g. Fast Free-From Deformation software developed at UCL [234]; Graphic processing
unit (GPU) based implementation; and finally High performance parallel computation
systems.
6.3.3 TLE classification
While this study provides an accurate classification and lateralization method with the
specific application in temporal lobe epilepsy, several limitations should be noted in the
present study which can be improved in the future. First, I have implemented our meth-
ods on MRIs data (controls/patients) obtained on a 3T scanner from one source. In order
to construct a robust system, capable of dealing with multi-centre data, the impact of
image acquisition variables such as scan session, MRI sequence, scanner upgrades, vendor
and field strengths need to be quantified and taken into account. Second, our database
contains only 20 TLE patients without hippocampal atrophy. This small sample size is
an issue in accuracy evaluation of the proposed method. We aim to collaborate with
other epilepsy research groups in centres routinely acquiring MR images of patients with
confirmed or suspected epilepsy, namely King’s College London (1.5T and 3T); UCL in-
cluding the National Society for Epilepsy’s MRI Unit and the Institute of Neurology (3T
and historical 1.5T datasets); Imperial College London’s Academic Health Sciences Cen-
tre (3T) and the Neurological Hospital Pierre Wertheimer, Lyons, France (3T) to test the
robustness of the method. Third, I used SVM because of its considerable potential for
supervised classification analyses, but the binary nature has been a constraint on its use
in this study where there were more than two classes. This multiclass analysis required
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to be broken down into a series of binary classifications, following the one-against-one
strategy. However, the binary SVM can be extended for either one-against-all or a one-
shot multiclass classification needing a single optimization operation [235, 236]. We will
consider the multiclass classification method. Fourth, we can improve the accuracy and
robustness of the classification step by introducing shape or appearance analysis as the
possible features. As structural changes at specific locations are not sufficiently reflected
in volume measurements, quantitative models for the shape of the brain structures might
allow an alternative approach for the statistical analysis of their distinct characteristics.
Finally, we can combine T1-w and T2-w images for further investigation on the patients
with temporal lobe epilepsy.
6.3.4 Human whole brain ageing
In this thesis, I conducted the complete study on images obtained at 1.5T (Guy’s Hospital)
and 3T (Hammersmith Hospital). I will do further analyses to include the images obtained
at the Institute of Psychiatry (1.5T). I also aim to include more elderly subjects (60 >
years) from other datasets such as the Open Access Series of Imaging Studies (OASIS)
database1, and the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database2. More
datasets of that age range will improve our modeling analysis.
Functional asymmetries such as lateralized hand and foot preferences might be ex-
pected to correlate with brain structure [237]. I can investigate the correlation between
handedness, as a habitual lifelong manual behavior, and human brain asymmetry. Fur-
thermore, the effect of handedness on brain structures can be investigated.
Following the initial discussion on hippocampal connectivity and ageing explaind in
6.2, to investigate the association between age related decline in grey matter volume and
structural connectivity and reduce the dependency of them from each other I performed a
preliminary experiment. The connectivity-based parcellation of hippocampus and parahip-
pocampal gyrus was performed using the “Classification targets” option in “probtrackx” in
FSL. This procedure was performed twice ipsilaterally, seed mask:hippocampus and target
mask: parahippocampal gyri and vice versa. The output is a volume, where the value of
each voxel within the seed mask is the number of samples seeded from that voxel reaching
1www.oasis-brains.org
2www.loni.ucla.edu/ADNI
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the relevant target mask. The value of all voxels outside the seed mask will be zero. This
output was used to find the most connected voxels in each region to the other region of
interest ipsilaterally. A new mask in each region was created based on the voxels with a
high number of samples (higher probability of connection) and identical size for all the
subjects. Therefore, an identically sized hippocampal mask was used as the seed and an
identically sized parahippocampal mask was used as the target for all the subjects in the
second run of probabilistic tractography. This approach can be a good start for the type
of investigation that we aim to do. Powell et al. demonstrated for the first time noninva-
sively direct connectivity between the parahippocampal gyrus and the hippocampus [238]
using DTI and the fast marching tractography algorithm. However, there is a risk in my
study as the tract between hippocampus and parahippocampal gyrus is very small and
short and the DTI resolution may cause problems for connectivity studies on this tract.
I will study the connectivity between hippocampus and fornix, posterior cingulate gyrus
and its correlation with ageing and age-related changes of structural volume.
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Appendix A
Support Vector Machines
Given a linearly seprable training data set which comprises N input vectors
x1, . . . ,xN , and corresponding target values t1, . . . , tN , where tn ∈ {−1, 1}. The purpose
of a two-class classification problem using a linear model of the form:
y(x) = wTφ(x) + b, (A.1)
where φ(x) denotes a feature-space transformation, is to estimate parameters w and b
such that a function of the form A.1 satifies y(xn) < 0 for points having tn = −1 and
y(xn) > 0 for points having tn = 1. In other words, tny(xn) > 0 for all training data
points.
There may be multiple solutions for w and b all of which classify the training data set
exactly. Geometrically, these solutions constitute the parameters of a set of decision-
making surfaces. A decision-making surface which classifies new examples (test data that
differ from those used for training) more correctly is more desirable as it yields smaller
generalization error (test error).
The support vector machine approaches this problem through the concept of the margin,
which is defined to be the smallest distance between the decision boundary and any of the
samples as shown in Figure (A.1) for a 2-dimensional example. In Figure (A.1), the blue
lines parallel to the separating line mark the distance between the dividing line and the
closest vectors to the line. The vectors (points) that constrains the width of the margin are
the support vectors. Conceptually, they are the most difficult data points to classify, and
therefore they define the decision boundary or hyperplane. The perpendicular distance of
A. Support Vector Machines 177
Figure A.1: Illustration of the concept of margin used in support vector machines. The
algorithm tries to find a boundary that maximizes the margin. The margin is defined
as the perpendicular distance between the decision boundary and the closest of the data
points, as shown on the left figure. Maximizing the margin leads to a particular choice of
decision boundary, as shown on the right. The location of this boundary is determined by
support vectors, which are indicated by the circles.
a point x from a hyperplane defined by y(x) = 0 where y(x) takes the form (A.1) is given
by |y(x)|/ ‖w‖. As we are only interested in solutions for which all of the training data
points are correctly classified, then the distance of a point xn to the decision surface can
be written as:
tny (xn)
‖w‖ =
tn
(
wTφ (xn) + b
)
‖w‖ . (A.2)
The margin is given by the perpendicular distance to the closest point xn from the data
set, and we want to optimize the parameters w and b in order to maximize this distance.
Thus, the maximum margin solution is found by solving:
argmax
w,b
{
1
‖w‖ minn [tn(w
Tφ(xn) + b]
}
. (A.3)
where the 1‖w‖ is factored outside the optimization over n because w does not depend
on n. The direct solution to this optimization would be very complex. Therefore, the
direct optimization of (A.3) is transformed into a constraint optimization (details are
given in chapter 7 of [239]). In other words, optimizing (A.3) becomes equivalent to the
optimization problem
argmin
w,b
1
2
‖w‖ (A.4)
subject to the following constrains:
tn(w
Tφ(xn) + b) ≥ 1, n = 1, . . . , N. (A.5)
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In this optimization, it appears that the bias parameter b has disappeared from the opti-
mization. However, it is determined implicitly via the constraints, because these require
that changes to ‖w‖ be compensated by changes to b. A good general description on other
maximum margin classifiers and the optimization technique subject to a set of inequality
constraints for estimating the parameters can be found in chapter 7 of [239] .
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