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Abstract
In this paper we characterize the existence and uniqueness of periodic solutions of inhomogeneous ab-
stract delay equations and establish maximal regularity results for strong solutions. The conditions are
obtained in terms of R-boundedness of linear operators determined by the equations and Lp- Fourier mul-
tipliers. Periodic mild solutions are also studied and characterized.
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1. Introduction
The aim of this paper is the study of the equation
u′(t) = Au(t) + Fut + f (t), t ∈ R, (1.1)
where (A,D(A)) is a (unbounded) linear operator on a Banach space X, ut (·) = u(t + ·) on
[−r,0], r > 0, and the delay operator F is supposed to belong to B(Lp([−r,0],X),X) for some
1  p < ∞. The state space Lp([−r,0],X) is a typical choice with regards to certain applica-
tions (e.g., to control theory, or to numerical methods, see [12]).
First studies on Eq. (1.1) goes back to J. Hale [10] and G. Webb [20]. Recent references on
partial differential equations with delay can be found in [22]. The problem to find conditions
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(almost) periodic solutions of evolution equations, see, e.g., [17,18].
Recently, a significant progress has been made in finding sufficient conditions for operator val-
ued functions to be Lp-Fourier multipliers, see [3,21], the monograph [8] and literature therein.
In particular, in [4] the theory of operator-valued Fourier multipliers is applied to obtain results
on the hyperbolicity of delay equations and in [16] to obtain stability of linear control systems in
Banach spaces.
On the other hand, various connections of periodicity for differential equations and Fourier
multipliers were recently noticed in the work by Arendt and Bu [3,13,14].
In this paper we are able to give necessary and sufficient conditions in order to obtain exis-
tence and uniqueness of periodic solutions for Eq. (1.1) in the space Lp(T,X). In contrast with
above papers on the subject, we do not assume that A generates a C0-semigroup. Instead, our
results involves UMD-spaces and R-boundedness, which are not too restrictive conditions for
applications concerning nonlinear problems (cf. [8,15] ). We remark that the Fourier multiplier
approach used here allows to give a direct treatment of the equation, in contrast with the approach
using the correspondence between (1.1) and the solutions of the abstract Cauchy problem
U ′(t) =AU(t) +F(t), t  0,
where A= (A F0 d/dσ ); see [5,19] and references therein.
In the second part, we study mild solutions for Eq. (1.1). Our main result shows a characteri-
zation of periodic mild solutions in terms of Lp-Fourier multipliers when the operator A involved
is the generator of a strongly continuous semigroup.
2. Preliminaries
We denote by T the group defined as the quotient R/2πZ. There is an obvious identification
between functions on T and 2π -periodic functions on R. We consider the interval [0,2π) as a
model for T.
Given 1  p < ∞, we denote by Lp(T,X) the space of all Bochner measurable vector-
valued, p-integrable functions on T.
For a function f ∈ L1(T;X), we denote by fˆ (k), k ∈ Z, the kth Fourier coefficient of f :
fˆ (k) = 1
2π
2π∫
0
e−iktf (t) dt,
for all k ∈ Z and t ∈ R.
Denote fτ (t) := f (t + τ), τ ∈ T; then it follows from the definition that fˆτ (k) = eikτ fˆ (k).
Let f ∈ Lp(T,X). Then by Fejér’s theorem, one has
f = lim
n→∞σn(f ) (2.1)
in Lp(T,X) where
σn(f ) := 1
n + 1
n∑
m=0
m∑
k=−m
ekfˆ (k)
with ek(t) := eikt .
C. Lizama / J. Math. Anal. Appl. 324 (2006) 921–933 923A Banach space X is said to be UMD, if the Hilbert transform is bounded on Lp(R,X) for
some (and then all) p ∈ (1,∞). Here the Hilbert transform H of a function f ∈ S(R,X), the
Schwartz space of rapidly decreasing X-valued functions, is defined by
Hf := 1
π
PV
(
1
t
)
∗ f.
These spaces are also calledHT spaces. It is a well-known theorem that the set of Banach spaces
of class HT coincides with the class of UMD spaces. This has been shown by Bourgain [6] and
Burkholder [7].
Let X,Y be Banach spaces. We denote by B(X,Y ) the space of all bounded linear operators
from X to Y . When X = Y , we write simply B(X). For a linear operator A on X, we denote
the domain by D(A) and its resolvent set by ρ(A), and for λ ∈ ρ(A), we write R(λ,A) =
(λI − A)−1. By [D(A)] we denote the domain of A equipped with the graph norm.
Definition 2.1. Let X and Y be Banach spaces. A family of operators T ⊂ B(X,Y ) is called
R-bounded, if there is a constant C > 0 and p ∈ [1,∞) such that for each N ∈ N, Tj ∈ T , xj ∈ X
and for all independent, symmetric, {−1,1}-valued random variables rj on a probability space
(Ω,M,μ) the inequality∥∥∥∥∥
N∑
j=1
rjTj xj
∥∥∥∥∥
Lp(Ω,Y )
C
∥∥∥∥∥
N∑
j=1
rj xj
∥∥∥∥∥
Lp(Ω,X)
(2.2)
is valid. The smallest such C is called R-bound of T , we denote it by Rp(T ).
We remark that large classes of classical operators are R-bounded (cf. [9] and references
therein). Hence, this assumption is not too restrictive for the applications that we consider in this
article.
Remark 2.2. Several properties of R-bounded families can be found in the recent monograph
of Denk et al. [8]. For the reader’s convenience, we summarize here from [8, Section 3] some
results.
(a) If T ⊂ B(X,Y ) is R-bounded then it is uniformly bounded, with
sup
{‖T ‖: T ∈ T }Rp(T ).
(b) The definition of R-boundedness is independent of p ∈ [1,∞).
(c) When X and Y are Hilbert spaces, T ⊂ B(X,Y ) is R-bounded if and only if T is uniformly
bounded.
(d) Let X,Y be Banach spaces and T ,S ⊂ B(X,Y ) be R-bounded. Then
T + S = {T + S: T ∈ T , S ∈ S}
is R-bounded as well, and Rp(T + S)Rp(T ) + Rp(S).
(e) Let X,Y,Z be Banach spaces, and T ⊂ B(X,Y ) and S ⊂ B(Y,Z) be R-bounded. Then
ST = {ST : T ∈ T , S ∈ S}
is R-bounded, and Rp(ST )Rp(S)Rp(T ).
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which we state as a lemma. A proof can be found in [8, Lemma 3.5].
Lemma 2.3. Let X be a Banach space, n ∈ N, xj ∈ X,rj independent, symmetric, {−1,1}-
valued random variables on a probability space (Ω,M,μ), and αj ,βj ∈ C such that
|αj | |βj |, for each j = 1, . . . ,N . Then∥∥∥∥∥
N∑
j=1
αj rj xj
∥∥∥∥∥
Lp(Ω,X)
 2
∥∥∥∥∥
N∑
j=1
βj rj xj
∥∥∥∥∥
Lp(Ω,X)
.
The constant 2 can be omitted in case where αj and βj are real.
Definition 2.4. For 1 p < ∞, we say that a sequence {Mk}k∈Z ⊂ B(X,Y ) is an Lp-multiplier
if, for each f ∈ Lp(T,X), there exists u ∈ Lp(T, Y ) such that
uˆ(k) = Mkfˆ (k) for all k ∈ Z.
The following theorem, due to Arendt and Bu [3, Theorem 1.3], is the discrete analogue of
the operator-valued version of Mikhlin’s theorem due to Weis [21] and plays an important role
in our investigations.
Theorem 2.5. Let X,Y be UMD spaces and let {Mk}k∈Z ⊆ B(X,Y ). If the sets {Mk}k∈Z and
{k(Mk+1 − Mk)}k∈Z are R-bounded, then {Mk}k∈Z is an Lp-multiplier for 1 < p < ∞.
3. A criterion for periodic solutions
We consider in this section the equation
u′(t) = Au(t) + Fut + f (t), t ∈ T, (3.1)
where A :D(A) ⊆ X → X is a linear, closed operator; f ∈ Lp(T,X), p  1; for r2π := 2πN
(some N ∈ N) F :Lp([−r2π ,0],X) → X is a linear, bounded operator and ut is an element of
Lp([−r2π ,0],X) which is defined as ut (θ) = u(t + θ) for −r2π  θ  0. Note that we identify
the space Lp(T,X) of vector-valued functions defined on [0,2π) to their periodic extension
to R.
We denote
H 1,p(T;X) = {u ∈ Lp(T;X): ∃v ∈ Lp(T;X), vˆ(k) = ikuˆ(k) for all k ∈ Z}.
As shown in [3, pp. 226–227], for every u ∈ H 1,p(T;X) there exists a unique v ∈ H 1,p(T;X)
such that
u(t) = u(0) +
t∫
0
v(ξ) dξ, a.a. t ∈ [0,2π],
and u(0) = u(2π). We will identify u with this continuous representative.
Definition 3.1. We say that a function u ∈ H 1,p(T;X) is a strong Lp-solution of (3.1) if u(t) ∈
D(A) and Eq. (3.1) holds for a.a. t ∈ [0,2π).
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Bλx = F(eλx), for all λ ∈ R and x ∈ X. (3.2)
Defining the real spectrum of (3.1) by
σ() = {s ∈ R: isI − A − Bs ∈ B(D(A),X) is not invertible},
we prove the following result.
Proposition 3.2. Let A be a closed linear operator defined on a UMD space X. Suppose that
Z ∩ σ() = ∅. Then the following assertions are equivalent:
(i) {ik(ikI − A − Bk)−1}k∈Z is an Lp-multiplier for 1 < p < ∞.
(ii) {ik(ikI − A − Bk)−1}k∈Z is R-bounded.
Proof. By [3, Proposition 1.11] it follows that (i) implies (ii). Conversely, define Mk =
ik(Ck − A)−1, where Ck := ikI − Bk . By Theorem 2.5 is sufficient to prove that the set
{k(Mk+1 − Mk)}k∈Z is R-bounded. In fact, we claim first that the set {Bk}k∈Z is R-bounded
since given xj ∈ D(A) we have∥∥∥∥∥
N∑
j=1
rjBjxj
∥∥∥∥∥
p
Lp(0,1,X)
=
1∫
0
∥∥∥∥∥
N∑
j=1
rj (t)F (ej xj )
∥∥∥∥∥
p
X
dt
=
1∫
0
∥∥∥∥∥F
(
N∑
j=1
rj (t)ej xj
)∥∥∥∥∥
p
X
dt
 ‖F‖p
1∫
0
∥∥∥∥∥
N∑
j=1
rj (t)ej xj
∥∥∥∥∥
p
Lp(−r2π ,0,X)
dt
= ‖F‖p
1∫
0
0∫
−r2π
∥∥∥∥∥
N∑
j=1
rj (t)ej (s)xj
∥∥∥∥∥
p
X
ds dt
= ‖F‖p
0∫
−r2π
1∫
0
∥∥∥∥∥
N∑
j=1
rj (t)ej (s)xj
∥∥∥∥∥
p
X
dt ds
= ‖F‖p
0∫
−r2π
∥∥∥∥∥
N∑
j=1
rj ej (s)xj
∥∥∥∥∥
p
Lp(0,1,X)
ds.
By Kahane’s contraction principle (Lemma 2.3) we obtain∥∥∥∥∥
N∑
j=1
rjBjxj
∥∥∥∥∥
p
Lp(0,1,X)
 2‖F‖p
0∫
−r2π
∥∥∥∥∥
N∑
j=1
rj xj
∥∥∥∥∥
p
Lp(0,1,X)
ds
= 2r2π‖F‖p
∥∥∥∥∥
N∑
rj xj
∥∥∥∥∥
p
p
.j=1 L (0,1,X)
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Rp
({Bk}k∈Z) (2r2π )1/p‖F‖ (3.3)
and the claim is proved. Next we note the following identities:
k[Mk+1 − Mk] = k
[
i(k + 1)(Ck+1 − A)−1 − ik(Ck − A)−1
]
= k(Ck+1 − A)−1
[
i(k + 1)(Ck − A) − ik(Ck+1 − A)
]
(Ck − A)−1
= k(Ck+1 − A)−1
[
ik(Ck − Ck+1) + i(Ck − A)
]
(Ck − A)−1
= k(Ck+1 − A)−1(Ck − Ck+1)ik(Ck − A)−1 + ik(Ck+1 − A)−1
= k(Ck+1 − A)−1(Bk+1 − Bk − iI )ik(Ck − A)−1 + ik(Ck+1 − A)−1.
Since products and sums of R-bounded sequences are R-bounded (cf. Remark 2.2), the proof is
finished. 
Proposition 3.3. Let X be a Banach space and let A :D(A) ⊂ X → X be a closed linear
operator. Suppose that for every f ∈ Lp(T,X), there exists a unique strong Lp-solution of (3.1)
for 1 < p < ∞. Then
(i) Z ∩ σ() = ∅,
(ii) {ik(ikI − A − Bk)−1}k∈Z is R-bounded.
Proof. (i) Follows the same lines of [3, Theorem 2.3]. We give the proof for the sake of complete-
ness. Let k ∈ Z and y ∈ X. Define f (t) = ek(t)y. By hypothesis, there exists u ∈ H 1,p(T,X)
such that u(t) ∈ D(A) and u′(t) = Au(t)+Fut + f (t). Taking Fourier transform on both sides,
we have uˆ(k) ∈ D(A) and, since F is linear and bounded, we obtain (cf. (3.2))
ikuˆ(k) = Auˆ(k) + F (ekuˆ(k))+ fˆ (k) = Auˆ(k) + Bkuˆ(k) + fˆ (k) = Auˆ(k) + Bkuˆ(k) + y.
Thus ikI − A − Bk is surjective for all k ∈ Z. Let x ∈ D(A). If (ik − A − Bk)x = 0, that is
Ax + Bkx = ikx, then u(t) = ek(t)y defines a periodic solution of (3.1). In fact, since ut (θ) =
eikθu(t) we obtain ut = eku(t) and then F(ut ) = F(eku(t)) = Bku(t). Hence
Au(t) + Fut = eiktAx + eiktBkx = ikeikt x = u′(t).
Hence u ≡ 0 by the assumption of uniqueness, and thus x = 0.
(ii) By Proposition 3.2 is sufficient to show that the set {ik(ikI − A − Bk)−1}k∈Z is an
Lp-multiplier. Let f ∈ Lp(T,X). By hypothesis, there exists a unique u ∈ H 1,p(T,X) such
that u(t) ∈ D(A) and Eq. (3.1) is valid. Taking Fourier transforms, we deduce that uˆ(k) ∈ D(A)
and (ik − A − Bk)uˆ(k) = fˆ (k) for all k ∈ Z. Hence
ikuˆ(k) = ik(ik − A − Bk)−1fˆ (k)
for all k ∈ Z. On the other hand, since u ∈ H 1,p(T,X), there exists v ∈ Lp(T,X) such that
vˆ(k) = ikuˆ(k). This proves the claim. 
Our main result in this section establishes that the converse of Proposition 3.3 is true, provided
X is an UMD space.
Theorem 3.4. Let X be a UMD space and let A :D(A) ⊂ X → X be a closed linear operator.
Then the following assertions are equivalent for 1 < p < ∞:
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(ii) Z ∩ σ() = ∅ and {ik(ikI − A − Bk)−1}k∈Z is R-bounded.
Proof. Let f ∈ Lp(T,X). Define Nk = (ikI − A − Bk)−1. By Proposition 3.2, the family
{Mk := ikNk}k∈Z is an Lp-multiplier. By [3, Lemma 2.2], this is equivalent to the fact that
the family {Nk}k∈Z is an Lp-multiplier that maps Lp(T,X) into H 1,p(T,X), i.e., there exists
u ∈ H 1,p(T,X) such that
uˆ(k) = Nkfˆ (k) = (ikI − A − Bk)−1fˆ (k). (3.4)
In particular, u ∈ Lp(T,X) and there exists v ∈ Lp(T,X) such that
uˆ′(k) := vˆ(k) = ikuˆ(k). (3.5)
We claim that the family {BkNk}k∈Z is an Lp-multiplier. In fact, it is clear that {BkNk}k∈Z is
R-bounded. On the other hand, since {Bk}k∈Z is R-bounded (cf. the proof of Proposition 3.2) the
identity
k(Bk+1Nk+1 − BkNk) = Bk+1(kNk+1) − Bk(kNk)
shows that {k(Bk+1Nk+1 − BkNk)}k∈Z is also R-bounded. Then the claim follows from Theo-
rem 2.5.
By Fejer’s theorem (cf. (2.1)) one has in Lp([−r2π ,0],X),
ut (θ) = u(t + θ) = lim
n→∞
1
n + 1
n∑
m=0
m∑
k=−m
eikt eikθ uˆ(k).
Hence in Lp(T,X) we obtain
ut = lim
n→∞
1
n + 1
n∑
m=0
m∑
k=−m
eikt ekuˆ(k).
Then, since F is linear and bounded
Fut = lim
n→∞
1
n + 1
n∑
m=0
m∑
k=−m
eiktF
(
ekuˆ(k)
)= lim
n→∞
1
n + 1
n∑
m=0
m∑
k=−m
eiktBkuˆ(k).
By (3.4) and (3.5) we have
uˆ′(k) = ikuˆ(k) = Auˆ(k) + Bkuˆ(k) + fˆ (k)
for all k ∈ Z. Then using that A is closed we conclude that u(t) ∈ D(A) (cf. [3, Lemma 3.1])
and, from the uniqueness theorem of Fourier coefficients, that (3.1) is valid for a.a. t ∈ T.
To show uniqueness, let u ∈ Lp(T,D(A)) ∩ H 1,p(T,X) be such that u′(t) = Au(t) + Fut ,
t ∈ T, then uˆ(k) ∈ D(A) and ikuˆ(k) = Auˆ(k) + Bkuˆ(k). Since Z ∩ σ() = ∅ this implies that
uˆ(k) = 0 for all k ∈ Z and thus u = 0. 
The solution u(·) given in Theorem 3.4 actually satisfies the following maximal regularity
property.
Corollary 3.5. In the context of Theorem 3.4, if condition (ii) is fulfilled, we have u′,Au,Fu(·) ∈
Lp(T,X). Moreover, there exists a constant C > 0 independent of f ∈ Lp(T,X) such that
‖u′‖Lp(T,X) + ‖Au‖Lp(T,X) + ‖Fu(·)‖Lp(T,X)  C‖f ‖Lp(T,X). (3.6)
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Eq. (3.4) we have uˆ(k) = (ikI − A − Bk)−1fˆ (k); hence
Auˆ(k) = ikNkfˆ (k) − BkNkfˆ (k) − fˆ (k).
Since g ∈ Lp(T,X) and {ikNk}, {BkNk} are Lp-multipliers, the claim follows. On the other
hand, Fut = u′(t) − Au(t) − f (t), which implies that Fu(·) ∈ Lp(T,X). The second statement
is a consequence of the closed graph theorem. 
Remark 3.6. From the inequality (3.6) we deduce that the operator L defined by
D(L) = H 1,p(T;X) ∩ Lp(T, [D(A)]), (3.7)
(Lu)(t) = u′(t) − Au(t) − Fut (3.8)
is an isomorphism onto. Indeed, since A is closed, the space H 1,p(T;X) ∩ Lp(T, [D(A)]) be-
comes a Banach space under the norm
|‖u|‖ := ‖u‖p + ‖u′‖p + ‖Au‖p.
We remark that such isomorphisms are crucial for the handling of nonlinear evolution equations
(see [1]).
In the case of a Hilbert space, Theorem 3.4 takes a particularly simple form. It is remarkable
that it corresponds essentially to the case where X = C.
Corollary 3.7. Let H be Hilbert space and let A :D(A) ⊂ X → X be a closed linear operator.
Then the following assertions are equivalent for 1 < p < ∞:
(i) For every f ∈ Lp(T,X), there exists a unique strong Lp-solution of (3.1).
(ii) Z ∩ σ() = ∅ and
sup
k∈Z
∥∥k(ikI − A − Bk)−1∥∥< ∞. (3.9)
Proof. This is a consequence of Plancherel’s theorem. 
Example 3.8. Let A be a closed linear operator defined on a Hilbert space H and suppose that
iZ ⊂ ρ(A) and supk ‖A(ik − A)−1‖ =: M < ∞. From the identity
ikI − A − Bk = (ik − A)
(
I − Bk(ik − A)−1
)
it follows that ikI − A − Bk is invertible whenever ‖Bk(ik − A)−1‖ < 1.
Next observe that
‖Bk‖ r2π 1/p‖F‖.
Hence∥∥Bk(ik − A)−1∥∥= ∥∥BkA−1A(ik − A)−1∥∥ r2π 1/p‖F‖‖A−1‖M =: α.
Therefore, under the condition
‖F‖ < 1−1 1/p (3.10)‖A ‖Mr2π
C. Lizama / J. Math. Anal. Appl. 324 (2006) 921–933 929we obtain that Z ∩ σ(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(ikI − A − Bk)−1 = (ik − A)−1
(
I − Bk(ik − A)−1
)
= (ik − A)−1
∞∑
n=0
[
Bk(ik − A)−1
]n
. (3.11)
It follows that∥∥k(ikI − A − Bk)−1∥∥ ∥∥ik(ik − A)−1∥∥ ∞∑
n=0
∥∥Bk(ik − A)−1∥∥n  1 + M1 − α ,
and hence condition (ii) in Corollary 3.7 is satisfied.
The above example can be adapted to obtain the following criterion in case of UMD spaces.
Theorem 3.9. Let X be a UMD space and let A :D(A) ⊂ X → X be a closed linear operator
such that iZ ⊂ ρ(A) and Rp({A(ik − A)−1}k∈Z) =: M < ∞. Suppose that
‖F‖ < 1
(2r2π )1/p‖A−1‖M . (3.12)
Then for every f ∈ Lp(T,X), there exists a unique strong Lp-solution of (3.1).
Proof. Since R-boundedness implies uniform boundedness by Remark 2.2(a), we obtain
supk ‖A(ik − A)−1‖  Rp(A(ik − A)−1) = M . Also note that (3.12) implies (3.10). Then we
obtain that ikI − A − Bk is invertible for all k ∈ Z and the identity (3.11) is valid.
Using Remark 2.2, and induction we have
Rp
(
ik(ik − A)−1[Bk(ik − A)−1]n)
Rp
(
ik(ik − A)−1)[Rp(BkA−1A(ik − A)−1)]n
Rp
(
ik(ik − A)−1)[Rp(BkA−1)]n[Rp(A(ik − A)−1)]n
Rp
(
ik(ik − A)−1)∥∥A−1∥∥n[Rp(Bk)]n[Rp(A(ik − A)−1)]n.
By (3.3) we obtain
Rp
(
ik(ik − A)−1[Bk(ik − A)−1]n)Rp(ik(ik − A)−1)∥∥A−1∥∥n((2r2π )1/p‖F‖)nMn
= Rp
(
ik(ik − A)−1)αn,
where α := ‖A−1‖(2r2π )1/p‖F‖M . Finally by (3.12), Remark 2.2, and taking into account that
R-boundedness is preserved by convergence in the strong operator topology, one has
Rp
(
(ikI − A − Bk)−1
)
Rp
(
ik(ik − A)−1) 1
1 − α 
M + 1
1 − α . (3.13)
This proves that {(ikI − A − Bk)−1} is R-bounded and the conclusion follows from Theo-
rem 3.4. 
To close this section, and as an application, we want to compare the periodic problem
u′(t) = Au(t) + f (t), t ∈ T, (3.14)
with the delay equation (3.1). As a direct consequence of Theorem 3.9 and [3, Theorem 2.3] we
have the following result.
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there is a unique strong Lp-solution of Eq. (3.14) and condition (3.12) is satisfied, then for all
f ∈ Lp(T,X) there is a unique strong Lp-solution of Eq. (3.1).
4. Periodic mild solutions
In this section we consider mild solutions of Eq. (3.1) in the following sense.
Definition 4.1. Let A be a closed linear operator on X. A function u ∈ C(T,X) is called a
2π -periodic mild solution of the problem (3.1) if⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
t∫
0
u(s) ds ∈ D(A),
u(t) = A
t∫
0
u(s) ds +
t∫
0
Fus ds +
t∫
0
f (s) ds + u(0),
(4.1)
for all 0 t  2π .
Lemma 4.2. Let u ∈ C(T,X). Then
F̂ (us)(k) = Bkuˆ(k).
Proof. Follows easily taking into account that for all θ ∈ [−r2π ,0] we have
(
ekuˆ(k)
)
(θ) = 1
2π
2π∫
0
eik(θ−s)u(s) ds = 1
2π
2π∫
0
e−iksus(θ) ds,
and hence, since F is bounded,
Bkuˆ(k) = F
(
ekuˆ(k)
)= F
(
1
2π
2π∫
0
e−iksus ds
)
= 1
2π
2π∫
0
e−iksFus ds. 
From the above lemma and following the same lines as in the proof of [3, Proposition 3.2] we
can prove the following result.
Proposition 4.3. Let u ∈ C(T,X) be given. Assume that D(A) = X. Then u is a 2π -periodic
mild solution of (3.1) if and only if
uˆ(k) ∈ D(A) and (ik − A − Bk)uˆ(k) = fˆ (k) for all k ∈ Z. (4.2)
Proof. Suppose u is a 2π -periodic mild solution. Letting t = 2π , we obtain uˆ(0) ∈ D(A) and
by Lemma 4.2:
Auˆ(0) + B0uˆ(0) + fˆ (0) = 0. (4.3)
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v(t) =
t∫
0
u(s) ds and g(t) = u(t) − u(0) −
t∫
0
f (s) ds −
t∫
0
Fus ds.
Then by [3, Lemma 3.1], vˆ(k) ∈ D(A) and Avˆ(k) = gˆ(k) for all k ∈ Z, k = 0. But, for k = 0 we
have
vˆ(k) = −1
ik
uˆ(0) + 1
ik
uˆ(k)
and
gˆ(k) = uˆ(k) −
[
1
ik
fˆ (k) − 1
ik
fˆ (0)
]
−
[
1
ik
Bkuˆ(k) − 1
ik
B0uˆ(0)
]
= uˆ(k) − 1
ik
fˆ (k) − 1
ik
Bkuˆ(k) + 1
ik
fˆ (0) + 1
ik
B0uˆ(0).
Then by (4.3), 1
ik
Auˆ(k) = uˆ(k) − 1
ik
fˆ (k) − 1
ik
Bkuˆ(k) and hence (4.2) is satisfied for all k = 0.
Conversely, suppose (4.2) is valid and let x∗ ∈ D(A∗). Define
w(s) = 〈u(s),A∗x∗〉+ 〈f (s), x∗〉+ 〈Fus, x∗〉 and g(t) =
t∫
0
w(s) − 〈u(t), x∗〉.
Then, by Lemma 4.2 and hypothesis we obtain
wˆ(k) = 〈uˆ(k),A∗x∗〉+ 〈fˆ (k), x∗〉+ 〈Bkuˆ(k), x∗〉= ik〈uˆ(k), x∗〉,
for all k ∈ Z. In particular, wˆ(0) = 0 and therefore
gˆ(k) = −1
ik
wˆ(0) + 1
ik
wˆ(k) − 〈uˆ(k), x∗〉= 0
for all k = 0. We conclude that g is constant. Then g(t) = g(0) = −〈u(0), x∗〉. We have proved
that u is a weak∗ mild solution. It follows from [2, Proposition B.10] that u is a mild solution
of (3.1) and the proof is finished. 
The following result is an immediate consequence.
Proposition 4.4. Suppose D(A) = X. Let 1  p < ∞ and assume that for all f ∈ Lp(T,X)
there exists a unique mild solution of (3.1). Then Z∩ σ() = ∅ and {(ik −A−Bk)−1}k∈Z is an
Lp -multiplier.
Proof. As in the proof of Proposition 3.3 we obtain that Z ∩ σ() = ∅. Let f ∈ Lp(T,X) and
u be the mild solution of (3.1). It follows from (4.2) that
uˆ(k) = (ik − A − Bk)−1fˆ (k)
for all k ∈ Z. The claim follows. 
The main result in this section shows that if A generates a C0-semigroup then the converse of
the above proposition is true.
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following assertions are equivalent:
(i) For all f ∈ Lp(T,X) there exists a unique 2π -periodic mild solution u of (3.1).
(ii) Z ∩ σ() = ∅ and {(ik − A − Bk)−1}k∈Z is an Lp -multiplier.
Proof. Let f ∈ Lp(T,X) and define
fN(t) = 1
N + 1
N∑
m=0
m∑
k=−m
eikt fˆ (k).
Then f = limN→∞ fN in Lp(T,X). Define
uN(t) = 1
N + 1
N∑
m=0
m∑
k=−m
eikt (ik − A − Bk)−1fˆ (k), (4.4)
then uN ∈ C1(T,X) and satisfies
uN(t) = T (t)uN(0) +
t∫
0
T (t − s)fN(s) ds +
t∫
0
T (t − s)(uN)s ds, (4.5)
and uN is even a strong solution of (3.1). Now by hypothesis, u = limN→∞ uN exists
in Lp(T,X).
Since uN(0) = uN(2π) we obtain taking t = 2π in (4.5),
(
I − T (2π))uN(0) =
2π∫
0
T (2π − s)fN(s) ds +
2π∫
0
T (2π − s)(uN)s ds,
where the right-hand side converges as N → ∞. On the other hand, multiplication of (4.5) by
T (2π − t) and integration over T yields
T (2π)uN(0) =
2π∫
0
T (2π − t)uN(t) dt −
2π∫
0
T (2π − s)
t∫
0
T (t − s)fN(s) ds dt
−
2π∫
0
T (2π − s)
t∫
0
T (t − s)(uN)s ds dt
and the right-hand side of this equality also converges as N → ∞. This shows that uN(0) =
(I − T (2π))uN(0) + T (2π)uN(0) tends to some x ∈ X. Hence (4.5) implies that u satisfies
u(t) = T (t)x +
t∫
0
T (t − s)f (s) ds +
t∫
0
T (t − s)us ds, (4.6)
and u(0) = u(2π). Finally, by [11, Lemma 2.11] this condition is equivalent to saying that u is a
mild solution. Uniqueness of the solution follows from (4.2). The proof is complete. 
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