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Abstract 
 
In this work, we present the Simultaneous Target and Multipath Positioning (STAMP) 
technique to jointly estimate the unknown target position and uncertain multipath 
channel parameters. We illustrate the applications of STAMP for target 
tracking/geolocation problems using single-station hybrid TOA/AOA system, 
monostatic MIMO radar and multistatic range-based/AOA based localization systems. 
The STAMP algorithm is derived using a recursive Bayesian framework by including 
the target state and multipath channel parameters as a single random vector, and the 
unknown correspondence between observations and signal propagation channels is 
solved using the multi-scan multi-hypothesis data association. In the presence of the 
unknown time-varying number of multipath propagation modes, the STAMP algorithm 
is modified based on the single-cluster PHD filtering by modeling the multipath 
parameter state as a random finite set. In this case, the target state is defined as the 
parent process, which is updated by using a particle filter or multi-hypothesis Kalman 
filter. The multipath channel parameter is defined as the daughter process and updated 
based on an explicit Gaussian mixture PHD filter. Moreover, the idenfiability analysis of 
the joint estimation problem is provided in terms of Cramér–Rao lower bound (CRLB). 
The Fisher information contributed by each propagation mode is investigated, and the 
  
v 
effect of Fisher information loss caused by the measurement origin uncertainty is also 
studied. The proposed STAMP algorithms are evaluated based on a set of illustrative 
numeric simulations and real data experiments with an indoor multi-channel radar 
testbed. Substantial improvement in target localization accuracy is observed.     
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1 
Overview 
 
Remote sensing techniques have historically considered signals arriving via direct-path 
or line-of-sight (LOS) propagation. For localization purposes, target positions can be 
extracted from observations as Time of Arrival (TOA) [1], Time Difference of Arrival 
(TDOA) [2], Angle of Arrival (AOA) [3] or the Received Signal Strength (RSS) [4] based 
on various positioning systems, such as Radar [5], wireless LAN 802.1x infrastructures 
[6] or other distributed/collocated sensor platforms [7-10]. One of the biggest challenges 
faced by both non-cooperative and cooperative methods for RF geolocation of objects in 
complex terrain, such as indoor or urban environments, is the presence of multipath 
propagation. In such environments, reflections and scattering of RF energy from the 
target along different paths have largely precluded accurate geolocation without 
extensive training data (e.g. detailed environmental modeling) which is usually 
impractical to obtain. This work concerns the exploitation of multipath signals in 
uncertain multipath environments by considering how and when joint estimation of 
target location and channel parameters is possible. Previous work on the problem of 
non-cooperative target localization in multipath channels using varying amounts of a 
 2 
priori channel modeling has addressed a variety of applications such urban GMTI radar 
[11], over-the-horizon radar (OTHR) [16], urban through-the-wall radar sensing [17] and 
underwater acoustic source localization [15]. For cooperative subjects, multipath has 
been exploited for navigation in GPS-denied indoor/urban environments [12-13] given 
accurate environmental modeling. 
The type of multipath channel modeling varies significantly depending on the 
specific geolocation application [16-20]. For example, in Over-The-Horizon-Radar 
(OTHR) applications, the spatially-varying plasma frequency profile of ionosphere is 
measured using extensive ionospheric sounders; for indoor/urban radar synthetic 
aperture sensing, knowledge of the reflective geometry from building floor plans/local 
maps are used to obtain detailed physical models of multipath observations [17-20]. 
While in some situations, considerable environmental data is available, numerical 
multipath models are often both computationally intensive and sensitive to model 
mismatch. Alternatively, pattern classification-based approaches have been proposed 
based on matching received signals to templates obtained as a function of hypothesized 
source locations [21-22]. These methods, however, require extensive training data from 
measurements taken over a dense grid of possible source locations. 
In more recent work, to avoid the need for high fidelity channel modeling, the 
dynamics of the target position have been included in the geolocation process to obtain 
estimates of both moving target positions and multipath parameters [24-26]. In [24], the 
 3 
problem of indoor GPS using multiple, surrounding transmitters was treated by 
modeling only specular reflections from surfaces of uncertain position and using a 
probabilistic data association filter (PDAF) to link detected arrivals with multipath 
raymodes. In [25], a localization algorithm was developed to jointly estimate mobile 
transmitter positions and random scatter positions with angle-of-arrival (AOA), angle-
of-departure (AOD), and time-of-arrival (TOA) measurements. Two serious issues, 
however, have limited the application of conventional tracking solutions to geolocation 
in complex environments for both non-cooperative (e.g. indoor radar) and cooperative 
(e.g. indoor GPS) applications. The first is the presence of false tracks due to multipath 
reflections from the same target which can be easily mistaken as multiple “ghost” 
targets. In particular, traditional single-scan data association approaches, such as the 
PDAF, are unable to associate multipath returns which can be widely separated in delay, 
Doppler, and/or angle. The second issue, more fundamental than the first, concerns the 
question of when there is sufficient information in the observed data to perform 
geolocation in presence of channel uncertainty. 
In this paper, we derive a multi-scan geolocation method for both non-
cooperative and cooperative target tracking in uncertain multipath environments, which 
we refer to as Simultaneous Target and Multipath Positioning (STAMP). STAMP is 
inspired by methods for Simultaneous Localization and Mapping (SLAM) used in 
robotics [17] where simultaneous navigation and mapping is performed. The general 
 4 
framework for STAMP [16] uses a state vector which contains both the target position 
and multipath channel parameters. As in other recent approaches, STAMP requires: 1) a 
stochastic model for the dynamics of the targets and multipath channels parameters, and 
2) a set of observations (e.g., TOA and AOA) which over time can be used to infer the 
underlying state sequence. STAMP, however, simultaneously tracks moving targets over 
an entire history of observation intervals which enables the algorithm to resolve 
ambiguities caused by “ghost” targets and learn the physical environmental parameters, 
e.g. wall locations, associated with each multipath, which are assumed to be stationary 
relative to the target dynamics. By using these environmental parameter estimates, 
STAMP can geo-locate targets even when they move into non-line-of-sight (NLOS) 
regions but have returns which reflect off the same multipath scattering centers. 
The new approach for multi-dwell data association of multipath returns 
presented here is based on multi-hypothesis data association. In our previous related 
work [26], Viterbi Data Association (VDA) was proposed as a multi-scan method 
offering improved performance in clutter over the conventional single-dwell nearest 
neighbor (NN), joint probabilistic data association filter (JPDAF) [30, 40] and 2-D 
assignment methods [31-33], which was originally developed for tracking line-of-sight 
targets in high levels of backscatter clutter from the ground [28, 29]. This application of 
VDA can be interpreted as a dynamic programing approach to the multiple hypothesis 
tracking (MHT) problem with a specific “Viterbi Pruning scheme”. Although dynamic 
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programming yields a suboptimal solution, the speed of VDA makes it computationally 
efficient [29]. In this paper, we present a VDA-liked multi-hypothesis data association 
method tailored to the STAMP problem using the framework given in [26, 34] to obtain 
a new pruning scheme derived as an H-best assignment. In addition, a multi-hypothesis 
extended Kalman Filter (EKF) based algorithm is proposed for STAMP. Finally, practical 
issues of track and multipath propagation ray mode initialization are also addressed to 
minimize the a priori information required.  
In Chapter 2 of this work, the multiple-hypothesis based STAMP technique is 
initially applied to a single station hybrid TOA/AOA RF source tracking problem. 
Firstly, the question of identifiability can be tractably explored by evaluating the 
Cramer-Rao Lower Bound (CRLB) for joint target and multipath parameter estimation 
with TOA/AOA observations. Although prior studies have addressed line-of-sight (LOS) 
and non-line-of-sight (NLOS) localization accuracies in terms of the mean-square-error 
based CRLB [38, 39] and a binary-error-metric based information theoretic bound [44], 
this work focuses on the question of how each propagation modes contributes to the 
Fisher information and when the target and multipath propagation parameters are 
identifiable as a function of available observations. Simulation and real data 
experimental results are presented using an S-band low-power bi-static radar testbed 
[36, 37] to track a mobile transmitter using the proposed multi-hypothesis STAMP 
algorithm. As an extension of the single station hybrid TOA/AOA problem, the STAMP 
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concept is also applied to a non-cooperative target tracking using a collocated two-way 
multi-input multi-output (MIMO) radar system in Chapter 3. The utilization of MIMO 
processing provides the extra degree of transmit diversity which permits angle of 
departure (AOD) measurements. This provides additional geometrical information that 
can be used to resolve the uncertain propagation model.  
As applications of STAMP for one-way simplex RF source tracking and non-
cooperative monostatic radar target tracking problem were studied, Chapter 4 of this 
work also considers a multistatic range-based localization scenario: a Mobile Station 
(MS) is self-localizing using a Base Station (BS) network. Each node within the BS 
network shares the same system clock but is asynchronized with the MS, which makes 
the localization scenario equivalent to a Time-Difference-Of-Arrival (TDOA) problem. 
The multipath observations are modeled by single-bounce reflections from point-liked 
scatters within the area of interest, such as buildings, vehicles and other man-made 
structures. The scatters are assumed to be stationary, however, both the number of 
scatters and their associated ground positions are unknown. The previous multiple-
hypothesis based STAMP implementation stacked the target position and multipath 
channel parameters as a single random vector. However, since the number of multipath 
modes (or the number of scatters in our case) is unknown and time-varying, mode 
validation steps must be performed over multiple successive dwells in order to obtain 
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an estimate of the number of modes, which results in fluctuating state dimensions of the 
STAMP state vector.  
For this reason, we model states of all scatter positions by a random finite set [45], 
characterizing both the number of scatters and associated ground coordinates at a single 
time interval. Using range observations from each BS node, the multipath parameter 
state, conditioned on the MS position, is estimated using the first moment 
approximation of the Bayesian multi-target filter, known as the probability hypothesis 
density (PHD) filter [46].  The above formation yields the concept of single-cluster PHD 
filter, which has been applied to Simultaneous Localization and Mapping (SLAM) [48, 
49], extend/group target tracking [50, 51] and sensor registration and calibration [47, 52]. 
The single-cluster PHD filter explores a hierarchical point process model. For the 
STAMP problem, we define the MS state the clock difference between the MS and the BS 
network as a parent process, whose probability distribution is approximated using a 
particle representation. Conditioning on each particle of the parent process, the random 
finite set of the scatter state is denoted as the daughter process, and its PHD intensity is 
represented using a Gaussian Mixture structure. Therefore, the distribution of parent 
process is updated using a particle filter; and for each particle, the associated PHD 
surface is updated via a multi-sensor iterated Gaussian Mixture PHD filter [47, 53]. The 
Single-Cluster PHD filter based STAMP algorithm is evaluated via a set of simulations 
and an illustrative real-data indoor RF source tracking experiment. 
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Similar to the multi-static range-based setup, Chapter 5 explores the application 
of STAMP in a multi-static AOA-only target localization scenario. Using AOA 
observation from a single non-cooperative target collected by a distributed Uniform 
Linear Array (ULA) network, the multipath parameter state and the target state are 
jointly estimated using the Single-Cluster PHD filter concept. As an alternative of the 
previous particle filter based implementation, the target state (i.e., the parent process) is 
modeled as a single Gaussian distribution. We incorporate the multi-dwell multi-
hypothesis data association in order to obtain a more accurate target position estimate. 
In this case, the multi-dwell multi-component likelihood is evaluated conditioned on a 
single association hypothesis between each observation and multipath channel, which 
can be evaluated recursively through time. Using previously estimated PHD of 
multipath channels, the Gaussian target state is then updated via conventional EKF. For 
the daughter process, the GM-PHD filtering of multipath parameters solely depends on 
the given estimate of target position, and avoids data association based on Finite Set 
Statistics (FISST). After obtaining a set of accurate estimate of target state based on various 
data association hypotheses, the PHD(s) of multipath parameters can be updated via 
GM-PHD filter framework.  
As a summary, the organization of this thesis is as follows:  
Chapter 2 formulates the STAMP recursive estimation problem for single station 
hybrid TOA/AOA target tracking. The multi-hypothesis data association algorithm is 
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derived and the CRLB analysis is provided. Demonstrations of practical 
implementations of the STAMP for indoor target tracking problem are also illustrated.  
Chapter 3, the STAMP concept is extended to a mono-static Multiple-Input and 
Multiple-Output (MIMO) radar target tracking problem by using the multi-hypothesis 
based STAMP algorithm.  
Chapter 4 extends the STAMP concept to a multi-static range-based geolocation 
problem. A Single-Cluster PHD filter framework is formulated and evaluated based on 
simulation and real data experiments. CRLB based identfifiability analysis is also 
provided.  
Chapter 5 applies the STAMP technique to a multi-static AOA-only geolocation 
problem. The Single-Cluster PHD filter is modified by assuming that the target state 
follows a single Gaussian distribution. The proposed recursive Bayesian algorithm 
employs a multi-hypothesis tracker to obtain enhanced target state estimation.  
Chapter 6 provides the conclusion and future work of the STAMP technique. 
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 2 
Single Station Hybrid TOA/AOA 
STAMP 
 
In this chapter, we concentrate on applying the STAMP concept to a single station 
hybrid TOA/AOA geolocation problem. Fundamental analysis of the identifiability of 
unknown parameters is provided based on closed-from estimation-theoretic Cramer-
Rao Lower Bound (CRLB). Although prior studies have addressed NLOS localization 
accuracy in terms of the CRLB, this work focuses on answering questions such as: how 
does each propagation mode contribute to the Fisher information and what is the 
identifiability of target and multipath channel as a function of the availability of 
LOS/multipath observations changes. 
The framework of STAMP of dynamic target tracking is then formulated.  We 
model the multipath measurements based on geometric optics in a 2D plane, where flat 
plane reflectors and point scatters are considered. The STAMP algorithm is derived 
based on the multi-dwell multi-hypothesis data association algorithm and the Extended 
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Kalman Filter, which is evaluated based on a set of simulation and real data 
experiments.  
2.1 Identifiability of Hybrid AOA/TOA STAMP 
We consider a single base station (BS) case for tracking a moving source with 
time of arrival (TOA) and angle of arrival (AOA) observations by a uniform linear 
receiver array (ULA) located at origin. This section discusses identifiability by examining 
the boundedness of the Cramer-Rao Lower Bound (CRLB) on joint target and multipath 
estimation. Under the assumptions of perfect detections and data associations, 𝑁 + 1 
observations are obtained at a single time instance, corresponding to one direct-path 
observation and N multipath observations from N different multipath propagation 
modes. Each propagation mode 𝑖  is modeled with a L × 1 parameter vector 𝛉𝑖 , 𝑖 =
1,2,…𝑁, and among these 𝑁 modes. The observation set 𝑍 is then defined as  
 𝑍 = {𝐳𝑑 , 𝐳1, … , 𝐳𝑁}   with   𝐳𝑖 = [𝜌𝑖, 𝜁𝑖]
𝑇 (2.1) 
where 2 × 1 observation vector 𝐳𝑖  contains both TOA observation 𝜌𝑖  and sine AOA 
observation 𝜁𝑖 . Denoting the target position vector as 𝐩 = [𝑥, 𝑦]
𝑇 , TOA and AOA 
observations for LOS observation (i.e., 𝑖 = 𝑑) are given by:   
 𝐳𝑑 = [
𝜌𝑑
𝜁𝑑
] = [
√𝑥2 + 𝑦2
𝑥/√𝑥2 + 𝑦2
] + 𝛜𝑑 (2.2) 
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(a)                                                     (b)      
 
(c) 
Figure 2.1: (a) L = 1: specular reflection produced by horizontal or vertical walls, θ 
represents the distances between walls and Rx; (b) L = 2: diffuse reflection by random 
scatters, θ represents the coordinates of the scatters; (c) L>2: multiple-bounce 
reflection, probably with both specular and diffuse reflections 
 
where 𝛜𝑑  is zero-mean Gaussian observation noises with covariance matrix 𝐑𝑑 . For 
multipath observations (i.e., 𝑖 = 1,…𝑁), 𝐳𝑖 is given as: 
 𝐳𝑖 = [
𝜌𝑖
𝜁𝑖
] = 𝐡𝑖(𝐩, 𝛉𝑖) + 𝛜𝑖 (2.3) 
where 𝐡𝑖(𝐩, 𝛉𝑖)  is the multipath observation function and similarly 𝛜𝑖  is zero-mean 
Gaussian with covariance 𝐑𝑖. The purpose of STAMP is to jointly estimate the target 
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position 𝐩 and multipath parameters 𝛉𝑖, 𝑖 = 1, . . , 𝑁, and the (2 + NL) × 1 STAMP state 
vector x is then defined by:  
 𝐱 = [𝐩𝑇, 𝛉1
𝑇, … , 𝛉𝑁
𝑇 ]𝑇 (2.4)  
Note that in addition to the observation set 𝑍, supplementary observations of 𝐱, denoted 
as ?̃?, may also be available. For example, other sensing scheme may provide additional 
target position observations ?̃?, and wireless channel probing may obtain the channel 
parameter observation ?̃?𝑖  which could provide additional measurements on these 
parameters. 
2.1.1 Derivation of Cramer-Rao Bound for STAMP 
The CRLB provides lower limits for the variance (or covariance matrix) of 
unbiased estimation error of an unknown parameter vector 𝐱. Denoting ?̂? as an unbiased 
estimate of 𝐱, the CRLB is provide the lower performance bound of ?̂? as:  
 𝐸𝐱[(?̂? − 𝐱)(?̂? − 𝐱)
𝑇] ≥ 𝐉(𝐱)−𝟏 (2.5) 
where A ≥ B denotes that matrix A - B is positive semidefinite, and 𝐉(𝐱)  is the 
nonsingular information matrix. In the STAMP case, 𝐉(𝐱) consists two components: 
 𝐉(𝐱) = 𝐉𝑙(𝐱) + 𝐉𝑠(𝐱) (2.6) 
The first term 𝐉𝑙 refers for the likelihood information as: 
 𝐉𝑙(𝐱) ≜ 𝐸𝑍[∇𝐱 ln 𝑓(𝑍|𝐱) (∇𝐱 ln 𝑓(𝑍|𝐱))
𝑇] (2.7) 
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where 𝑓(𝑍|𝐱) stands for the likelihood function of observation set Z. The second term 𝐉𝑠 
represents the supplementary observations on 𝐱 given as:  
 𝐉𝑝(𝐱) ≜ 𝐸?̃?[∇𝐱 ln 𝑓(?̃?|𝐱) (∇𝐱 ln 𝑓(?̃?|𝐱))
𝑇] (2.8) 
In the STAMP context, the log-likelihood is given as:  
ln 𝑓(𝑍|𝐱) ∝ [
√𝑥2 + 𝑦2 − 𝜌𝑑
𝑥 √𝑥2 + 𝑦2⁄ − 𝜁𝑑
]
𝑇
𝐑𝑑
−1 [
√𝑥2 + 𝑦2 − 𝜌𝑑
𝑥 √𝑥2 + 𝑦2⁄ − 𝜁𝑑
] 
 +∑ (𝐡𝑖(𝐩, 𝛉𝑖) − [
𝜌𝑖
𝜁𝑖
])
𝑇
𝐑𝑖
−1 (𝐡𝑖(𝐩, 𝛉𝑖) − [
𝜌𝑖
𝜁𝑖
])𝑁𝑖=1  (2.9) 
In the case when direct-path is not present, 𝐑𝑑
−1 → 0, and the first term in (2.9) is gone. 
We also assume Gaussian distributions of ?̃? as ?̃?~𝒩(𝐩, 𝚪𝐩) and ?̃?𝑖~𝒩(𝛉𝑖, 𝚪𝑖), given by:  
 ln 𝑝(?̃?|𝐱) ∝ (𝐩 − ?̃?)𝑇𝚪𝐩
−1(𝐩 − ?̃?) + ∑ (𝛉𝑖 − ?̃?𝑖)
𝑇
𝚪𝑖
−1(𝛉𝑖 − ?̃?𝑖)
𝑁
𝑖=1  (2.10) 
If no supplementary observations is available, 𝚪−1 becomes all zero matrix and has no 
contribution to 𝐉(𝐱). The CRLB is asymptotically obtained by the maximum likelihood 
estimator defined as:  
 ?̂?𝑀𝐴𝑃 = argmax
𝐱
{ln 𝑓(𝑍|𝐱) + ln 𝑝(?̃?|𝐱)} (2.11) 
The asymptotic behavior is efficient when the signal-to-noise ratio is sufficiently large 
(i.e., observation noises are sufficiently small). With (2.5) to (2.11), the information 
matrix 𝐉(𝐱) can be given in the form of 
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 𝐉(𝐱) =
[
 
 
 
 
 
𝐋𝑑 + ∑ 𝐋𝑖𝑖 + 𝚪𝐩
−1 𝐂1,𝐩 𝐂2,𝐩 … 𝐂𝑁,𝐩
𝐂1,𝐩
𝑇 𝚲1 + 𝚪1
−1 0 … 0
𝐂2,𝐩
𝑇 0 𝚲2 + 𝚪2
−1 ⋮
⋮ ⋮ ⋱ 0
𝐂𝑁,𝐩
𝑇 0 … 0 𝚲𝑁 + 𝚪𝑁
−1]
 
 
 
 
 
 (2.12) 
where  
 𝐋𝑖 = ∇𝐩𝐡𝑖|(𝐩,𝛉𝑖)
𝑇
𝐑𝑖
−1∇𝐩𝐡𝑖|(𝐩,𝛉𝑖)
 (2.13) 
 𝐂𝑖,𝐩 = ∇𝐩𝐡𝑖|(𝐩,𝛉𝑖)
𝑇
𝐑𝑖
−1∇𝛉𝑖𝐡𝑖|(𝐩,𝛉𝑖)
 (2.14) 
 𝚲𝑖 = ∇𝛉𝑖𝐡𝑖|(𝐩,𝛉𝑖)
𝑇
𝐑𝑖
−1∇𝛉𝑖𝐡𝑖|(𝐩,𝛉𝑖)
 (2.15) 
 𝐋𝑑 = [
𝑥
√𝑥2+𝑦2
𝑦2
(𝑥2+𝑦2)3/2
𝑦
√𝑥2+𝑦2
−𝑥𝑦
(𝑥2+𝑦2)3/2
]
𝑇
𝐑𝑑
−1 [
𝑥
√𝑥2+𝑦2
𝑦2
(𝑥2+𝑦2)3/2
𝑦
√𝑥2+𝑦2
−𝑥𝑦
(𝑥2+𝑦2)3/2
] (2.16) 
where all elements in 𝐉(𝐱) are evaluated at the true 𝐱. Based on the special structure of 
𝐉(𝐱), the CRLB on target position estimates ?̂? yields the form of:  
 [𝐉(𝐱)−1]𝐩 = (𝐋𝑑 + 𝚪𝐩
−1 + ∑ 𝐋𝑖 − 𝐂𝑖,𝐩(𝚲𝑖 + 𝚪𝑖
−1)−1𝐂𝑖,𝐩
𝑇
⏟                
≜ Δ𝐋𝑖
𝑖 )
−1 (2.17) 
When neither direct path nor supplementary observation of target position is available, 
𝐋𝑑 + 𝚪𝐩
−1 → 0, and the CRLB given in (2.17) only depends on multipath observations. 
Similarly, the CRLB on multipath parameter estimates ?̂?𝑘 is given by:  
 [𝐉(𝐱)−1]𝛉𝑘 = (𝚪𝑘
−1 + 𝚲𝑘 − 𝐂1,𝐩
𝑇 𝐋𝑘
−1𝐂1,𝐩 + 𝐂𝑘,𝐩
𝑇 𝐋𝑘
−1(𝐋𝑘
−1 + [𝐉(𝐱)−1]𝐩
(𝑘))−1𝐋𝑘
−1𝐂𝑘,𝐩)
−1 ≤ 𝚪𝑘  
(2.18) 
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where [𝐉(𝐱)−1]𝐩
(𝑘) denotes the CRLB on ?̂? excluded the contribution from mode k. The 
derivation of (2.17) and (2.18) will be given in Appendix A. 
The 2 × 2 non-negative definite matrix Δ𝐋𝑖 carries out the information obtained 
from propagation mode i, and as the number of modes 𝑁 increase, the CRLB on ?̂? 
decreases with the total information increasing. We can also derive the following 
bounds for Δ𝐋𝑖: 
 𝐋𝑖 − 𝐂𝑖,𝐩𝚲𝑖
−1𝐂𝑖,𝐩
𝑇 ≤ Δ𝐋𝑖 ≤ 𝐋𝑖 (2.19) 
The upper bound of Δ𝐋𝑖 is obtained when 𝛉𝑖 is known exactly (i.e., 𝚪𝑖
−1 → ∞), so 
that the uncertainty on 𝛉𝑖 is eliminated and the CRLB on target position decreases.  The 
lower bound is attained when no supplementary observation on 𝛉𝑖  is available (i.e., 
𝚪𝑖
−1 → 0), resulting in Fisher information reductions and increases of the CRLB on target 
position. Therefore, the more accurate ?̃?𝑖  is (i.e., increase in 𝚲𝑖
−1  ), the more Fisher 
information Δ𝐋𝑖 can contribute, and lower the CRLB on ?̂? can be achieved. Note that, for 
𝐿 = 2, 𝐋𝑖 can be expanded as 
 𝐋𝑖 = 𝐂𝑖,𝐩𝚲𝑖
−1𝐂𝑖,𝐩
𝑇  (2.20) 
providing that the upper bound of Δ𝐋𝑖 is 0; while for 𝐿 > 2, the L × L matrix 𝚲𝑖 is not 
invertible, so that Δ𝐋𝑖 does not exist in this case. Therefore, non-zero Fisher information 
could be extracted only if ?̃?𝑖 is available for 𝐿 ≥ 2.             
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2.1.2 Blind NLOS Initiation 
We are interesting in the case when the neither direct-path observation nor the 
supplementary observation is available, referring as blind NLOS initiation (BNI). The 
analysis of this problem depends on the property of Δ𝐋𝑖 and the dimension of 𝛉𝑘, 𝐿, the 
following part will explore the CRLB on different value of 𝐿.For 𝐿 = 1, we have 𝛉𝑖 = 𝜃𝑖 
and 𝚪𝑖 = 𝜂𝜃𝑖
2 , In the case 𝐋𝑑 + 𝚪𝐩
−1 → 0 , the singularity of information matrix 𝐉(𝐱)  is 
determined by Δ𝐋𝑖, with the determinant given by: 
 det(Δ𝐋𝑖) = det(𝐋𝑖) (𝜂𝜃𝑖
2 𝚲𝑖 + 1)⁄  (2.21) 
It suggests that as 𝜂𝜃𝑖 → ∞  (i.e., supplementary observation on 𝜃𝑖  is unavailable), 
det(Δ𝐋𝑖) → 0 and therefore: 
 𝑟𝑎𝑛𝑘(Δ𝐋𝑖) → 1  𝑎𝑠  𝜂𝜃𝑖 → ∞  
resulting in singular 𝐉(𝐱) and CRLB trends to infinity. In order to guarantee that 𝐉(𝐱) is 
invertible and the solvability of BNI problem, observations from two or more multipath 
modes must be obtained, i.e., 𝑁 ≥ 2. (This intuitively makes sense, since solving 2 + 𝑁 
unknowns with 2𝑁 equations must satisfy 2𝑁 ≥ 2 + 𝑁 or 𝑁 ≥ 2.) 
In the case of 𝐿 = 2, utilizing the matrix inversion lemma: 
 (𝚲𝑖 + 𝚪𝑖
−1)−1 = 𝚲𝑖
−1 − (𝐈2 + 𝚲𝑖
−1𝚪𝑖
−1)−1𝚲𝑖
−1𝚪𝑖
−1𝚲𝑖
−1 (2.22) 
where 𝐈2 is a 2 × 2 identity matrix, Δ𝐋𝑖 is rewritten as 
 Δ𝐋𝑖 = 𝐂𝑖,𝐩(𝐈2 + 𝚲𝑖
−1𝚪𝑖
−1)−1𝚲𝑖
−1𝚪𝑖
−1𝚲𝑖
−1𝐂𝑖,𝐩
𝑇  (2.23) 
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Figure 2.2: Essentially, the direct-path and complementary observations are regards as 
“diagonal loading” matrix term, which makes J(x) invertible; similarly, if the channels 
are time-invariant, we can use the Fisher information in time 2 to diagonal loading 
time 1, so that the J(x) is non-singular. 
 
When supplementary observation on ?̃?  is unavailable, 𝚪𝑖
−1 → 0  and 
consequently Δ𝐋𝑖 → 0. Therefore, CRLB on target position estimate only depends on and 
observations from direct-path, while observation from first-time observed multipath 
modes are all rejected, which yields the same intuition as discussed in [25]. 
 [𝐉𝑙(𝐩1:2, 𝛉1:𝑁)
−1]𝐩1:2 = (∑ [
𝐋𝑖,𝐩1 0
0 𝐋𝑖,𝐩2
] − [
𝐂𝑖,𝐩1
𝐂𝑖,𝐩2
] (𝚲𝑖,𝐩1 +𝚲𝑖,𝐩2)
−1
[𝐂𝑖,𝐩1
𝑇 𝐂𝑖,𝐩2
𝑇 ]
⏟                                
≜ Δ𝐋𝑖,𝐩1:2
𝑖 )
−1 (2.24) 
Given the relationship in (2.21), it can be shown that the 4 by 4 positive-semidefinite 
matrix Δ𝐋𝑖,𝐩1,2 satisfies: 
 𝑟𝑎𝑛𝑘(Δ𝐋𝑖,𝐩1:2) ≤ 2 (2.25) 
 19 
which implies a minimal two to four first-observed multipath modes are required to 
obtain a finite CRLB in order to solve the BNI problem, depending on the specific 
multipath observation function 𝐡𝑖(𝐩, 𝛉𝑖). For example, linear propagation models can be 
viewed as benchmark cases, which require only two modes. As for the nonlinear 
𝐡𝑖(𝐩, 𝛉𝑖) , more than two modes need to be presented simultaneously to solve the 
problem.  
In more complicated cases where 𝐿 > 2, 𝚲𝑖  is singular according to (2.15), 
suggesting that only the modes with complementary observation have contributions to 
the target position estimate. Consequently, it may be inferred that the BNI is doable if 
and only if 2𝑇 > 𝐿 where T is the number of dwells observed, and the factor 2 refers to 
the number of degrees of freedom of observations (i.e., AOA and TOA). 
Note that although regularized by complementary observation, the above analysis 
essentially describes an identifiability analysis driven by of the singularity of FIM. 
Although “global” Bayesian bounds could be computed, they involve computing the 
expected FIM J(x) with respect to the prior distribution of the STAMP state vector x. This 
averaging often “regularizes” the FIM such that an average of singular matrices becomes 
non-singular. This limits the use of Bayesian bounds for studying identifiability of the 
joint estimation problem. 
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2.1.3 Multipath Propagations Modeling 
Two types of stationary geometric features are considered: flat plane and point 
scatters as shown in Fig 5, each of which is represented by the parameter vector 𝜽.  
      
(a)                                                                        (b) 
Figure 2.3: Example of geometric multipath features as (a) flat planes and (b) point 
scatters 
In this work, we consider physical optics based multipath propagating models 
including both specular reflections and point-scattering centers. In the case of 𝛉 ∈ ℝ2, 
two types of reflectors are considered to produce multipath observations: flat planes and 
point scatters, shown in Figure 2.3. Flat planes reflectors are defined as straight lines 
based on Hessian normal form: 𝑥 cos𝜓 + 𝑦 sin𝜓 + 𝜌 = 0 , with parameter vector 𝛉 =
[𝜓, 𝜌]𝑇. The planes are assumed to be specular reflectors and are able to produce images 
source with a delay (aka “slant” range) and bearing depending on the position of the 
incident source as shown in Figure 2.3 (a). Point scatters are modeled as discrete points 
in a 2-D map defined by their location parameter vector 𝛉 = [𝓍, 𝓎]𝑇, where 𝓍 and 𝓎 are 
(𝑥, 𝑦) coordinates of the scattering point. The point scatters can be convex/concave edges 
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or irregular shaped objects, which produce diffusive reflections. Since angle-of-arrival 
(AOA) observations are constant for the point scatters, the multipath returns from point 
scatters provides only range information of target as illustrated in Figure 2.3 (b).  
Denoting the number of reflector as 𝑁𝑡 , the total number of possible propagation 
modes received by the ULA is then 1 + Nt including the direct path. The Gaussian TOA 
and sine AOA observation noise introduced in Section II is modeled based on the CRLB 
model with covariance matrix 
 𝐑 = 𝑆𝑁𝑅−1 [
𝑐2𝐵𝑊−2 0
0 4𝑁𝑎
−2] (2.28) 
where c and BW denote speed of light and signal bandwidth respectively, and 𝑁𝑎 
represents the number of array elements.  
 𝐡𝑖(𝐩(t), 𝛉𝑖) = [
√𝑥𝑖
′(𝑡)2 + 𝑦𝑖
′(𝑡)2
𝑥𝑖
′(𝑡)/√𝑥𝑖
′(𝑡)2 + 𝑦𝑖
′(𝑡)2
] (2.29) 
Collaborating with (2.3), the nonlinear multipath observation equation is given by 
For flat plane reflectors, we have  
 𝑥′(𝑡) = −𝑥(𝑡) 𝑐𝑜𝑠 2𝜓 − 𝑦(𝑡) 𝑠𝑖𝑛 2𝜓 − 2𝜌 𝑐𝑜𝑠𝜓 (2.30) 
 𝑦′(𝑡) = −𝑥(𝑡) 𝑠𝑖𝑛 2𝜓 + 𝑦(𝑡) 𝑐𝑜𝑠 2𝜓 − 2𝜌 𝑠𝑖𝑛𝜓 (2.31) 
while for point scatters: 
 𝑥′(𝑡) = 𝓍 + 𝓍√(𝓍 − 𝑥(𝑡))2 + (𝓎 − 𝑦(𝑡))2 √𝓍2 +𝓎2⁄  (2.32) 
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 𝑦′(𝑡) = 𝓎 + 𝓎√(𝓍 − 𝑥(𝑡))2 + (𝓎 − 𝑦(𝑡))2 √𝓍2 +𝓎2⁄  (2.33) 
In order to numerically evaluate the BNI result given in Proposition 2 for the model of 
flat reflectors and point scatters, consider the case that target locations at time dwell 1 
and 2 are 𝐩(1) = [0,10]𝑇  and 𝐩(2) = [2,13]𝑇  respectively. Five plane reflectors are 
defined with parameters  [0,20]𝑇 ,  [π 4,20⁄ ]𝑇 ,  [π/2,20]𝑇 , [3π/4,20]𝑇  and [π, 20]𝑇 ; while 
five points scatters are defined at [3,15]𝑇, [−3,15]𝑇, [2,5]𝑇, [−2,5]𝑇  and [0,20]𝑇. Since we 
assume the LOS path is always absent, to guarantee an invertible FIM, we assume 
Gaussian supplementary observations of targets at two time instances as 
 ?̃?(𝑡)~𝑁(𝐩(𝑡), 1002𝐈2), for 𝑡 = 1, 2. The root-mean-square error (RMSE) predicted by the 
CRLBs for the position estimates ?̂?(1) and ?̂?(2) are shown in Figure 2.4 as function of 
SNR and the number of reflectors N. When BNI is not solvable, the resulting CRLB on p 
is determined by the supplementary observation which is constant independent of SNR. 
Figure 2.4 (a) illustrates the characteristics of flat plane reflectors and indicates that a 
minimum of three reflectors are required for the CRLB to decrease with SNR. Similarly, 
Figure 2.4 (b) illustrates the characteristics of scatter-induced multipath and suggests 
that a minimum of four point scatters are required to obtain a CRLB which improves 
with SNR. From this analysis we can infer that the BNI problem can be solved for both 
multipath scenarios in this example. 
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(b) 
Figure 2.4: CRLB of target positions estimate for 𝐩(𝟏) and 𝐩(𝟐) for varying number of 
propagating modes N, a) flat plane reflectors and b) point scatters. 
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2.2 Hybrid TOA/AOA STAP Formulation 
Denoting 𝒑(𝑡) = [𝑥(𝑡), 𝑦(𝑡)]𝑇  as the target x-y ground coordinates 𝒗(𝑡) =
[?̇?(𝑡), ?̇?(𝑡)]𝑇 as the x-y vector velocity at scan 𝑡, the non-manoeuvring dynamics of the 
target is modeled as a simple linear discrete-time difference equation as:  
 [
𝐩(t + 1)
𝐯(t + 1)
] = 𝐅 ∙ [
𝐩(t)
𝐯(t)
] + 𝐆 ∙ 𝛚(t) (2.34) 
with  
 𝐅 = [
𝐈2 Δt ∙ 𝐈2
𝟎 𝐈2
] , 𝐆 = [
Δt2
2⁄ ∙ 𝐈2
Δt ∙ 𝐈2
] (2.35) 
where 𝛚(t) is zero-mean Gaussian process noise representing the random acceleration 
of target movement, and  Δt is the sampling interval between adjacent time instances. 
We utilize the multipath modeling introduced in 2.1.3: flat planar reflector and 
point-like scatter. Under the assumption that all reflectors are invariant during the 
tracking period, we have  
  𝛉(t + 1) = 𝐈2 ∙ 𝛉(t) = 𝛉 (2.36) 
Denoting the number of reflectors at t as 𝑁𝑡, the complete system state transition 
model of STAMP, analogous to the SLAM problem, is now given by 
 
[
 
 
 
 
𝐩(t + 1)
𝐯(t + 1)
𝛉1
⋮
𝛉𝑁𝑡 ]
 
 
 
 
= [
𝐅 0 … 0
0 𝐈2 ⋮
⋮ ⋱ 0
0 … 0 𝐈2
]
[
 
 
 
 
𝐩(t)
𝐯(t)
𝛉1
⋮
𝛉𝑁𝑡 ]
 
 
 
 
+ [
𝐆 ∙ 𝛚(t)
𝟎
⋮
𝟎
] (2.37) 
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The system error covariance matrix is given by 
 𝐏(𝑡) =
[
 
 
 
 
𝚺𝑡(𝑡) 𝑪𝑡1(𝑡) … 𝑪𝑡𝑁𝑡(𝑡)
𝑪𝑡1
𝑇 (𝑡) 𝚪1(𝑡) … 𝑪1𝑁𝑡(𝑡)
⋮ ⋮ ⋱ ⋮
𝑪𝑡𝑁𝑡
𝑇 (𝑡) 𝑪1𝑁𝑡
𝑇 (𝑡) … 𝚪𝑁𝑡(𝑡) ]
 
 
 
 
 (2.38) 
The structure of STAMP system has some similarity to the SLAM set-up [23], where 
Dissanayake et al. provided convergence properties of SLAM for linear Gaussian system, so that 
the uncertainty of the time invariant multipath parameter 𝛉 estimate decreases monotonically as 
successive observations are obtained. In our problem, however, the challenge is to handle 
multipath propagation paths, which are not considered in modeling for SLAM. 
 
Figure 2.5: Block Diagram for STAMP Concept 
2.3 The Simultaneous Target and Multipath Positioning (STAMP) Algorithm 
The STAMP algorithm combines target tracking, data association, and multipath 
modeling within a recursive Bayesian estimation framework. An overview block 
diagram of STAMP is shown in Figure 2.5. Defining 𝑍1:𝑡 = {𝑍1, … , 𝑍𝑡}  and 𝑋1:𝑡 =
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{𝐱(1), … , 𝐱(𝑡)} as the set of measurements (e.g. scans or dwells) and STAMP states up to 
dwell t, and 𝐻1:𝑡 as a data association sequence for the total of 𝑡 dwells, the STAMP 
algorithm maximizes the posterior probability  𝑝(𝑋1:𝑡, 𝐻1:𝑡|𝑍1:𝑡) with respect to the state 
vectors and data associations, given the set of observations up to time t. In order to 
obtain computational tractable maximum a posteriori (MAP) estimates, STAMP 
decomposes the problem into two components: 1) data association to solve the unknown 
observation-to-mode correspondence, shown as gray blocks in Figure 2.5, and 2) a 
tracker to update the target position and multipath parameter estimates, shown as the 
white blocks in Figure 2.5. As new observations 𝑍𝑡 are obtained, a tree of hypothesized 
data associations 𝐻1:𝑡 is updated based on previous associations. The multi-dwell data 
association updates the cumulative joint-likelihood and finds the best association(s). 
Updating and prediction of target track and channel parameters 𝑋1:𝑡 are achieved by the 
extended Kalman filter (EKF), although alternative recursive Bayesian methods such as 
particle filters could be employed. In the following subsections, details of each STAMP 
component are presented.  
 
2.3.1 Multi-Hypothesis Data Association  
 
We utilize a multi-hypothesis algorithm where a sequence of detected 
observations is linked across multiple dwells in the presence of false alarms and the 
birth/death of multipath propagation modes. The multi-hypothesis algorithm is 
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essentially a multi-dwell batch algorithm employing a sequence of observations in 
contrast to conventional single-dwell methods (e.g., nearest neighbor association or 
probabilistic data association methods). Suppose at time t, the number of two-way 
propagation modes is (𝑁𝑡 + 1)
2, and define the observation set as 𝑍𝑡 = {𝐳𝑖(𝑡)}𝑖=1
𝑀𝑡  where 
𝑀𝑡  is the number of observations obtained. Let ℎ𝑡  represent the temporal data 
association hypothesis at time t, which can be interpreted as the association between the 
(𝑁𝑡 + 1)
2  modes and the 𝑀𝑡  observations, e.g., ith observation originates from jth 
propagation mode. Let 𝐻1:𝑡: {ℎ1, ℎ2, … ℎ𝑡} define a data association hypotheses sequence 
up to t. A hypothesis tree could then be constructed whose width (i.e. number of 
branches) expands exponentially with depth (i.e., time step t). Multi-hypothesis data 
association seeks to find the optimal hypothesis sequence by minimizing the negative 
logarithm joint likelihood function of the cumulative observation set 𝑍1:𝑡  given 
cumulative target state 𝑋1:𝑡 as 
 ℋ1:𝑡
∗ = argmin
ℋ1:𝑡
− lnp(𝑍1:𝑡|𝐻1:𝑡, 𝑋1:𝑡)                      (2.39) 
where 𝐻1:𝑡
∗  is the most likely association hypothesis sequence. Since, in general, the 
computational complexity grows exponentially with the number of dwells, (2.39) is 
simplified by assuming: 
ln p(𝑍1:𝑡|𝐻1:𝑡, 𝑋1:𝑡) ≅ ∑ lnp(𝑍𝑢|?̂?(𝑢), 𝐻1:𝑢)
𝑡
𝑢=0              (2.40) 
where p(𝑍𝑡|?̂?(𝑡), 𝐻1:𝑡) is denoted as the transition likelihood at time t. The decomposition 
in (2.40) would be exact if the state sequence, 𝑋1:𝑡  , were known exactly. The 
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approximation arises from the fact that a state sequence estimate, ?̂?(𝑡), is used which 
violates the strictly Markov model but facilitates computationally efficient optimization 
of (2.39) to be performed recursively at each time step.  
The computation of transition likelihood p(𝑍𝑢|?̂?(𝑢),ℋ1:𝑢)  is solved as a 0-1 
integer programming problem [43]. We assume that each measurement 𝐳𝑖(𝑡), 𝑖 =
1,… ,𝑀𝑡 , from 𝑍𝑡  can be 1) originated from one of the (𝑁𝑡 + 1)
2 existing propagation 
modes, 2) from a new propagation mode or 3) be a false alarm. In addition, some of the 
previously estimated propagation modes may not be detected or presented at the 
current dwell t. Therefore, we can define a binary assignment variable,𝑐𝑖,𝑗(𝑡) = {0,1}, 𝑖 =
0,1,… ,𝑀𝑡, 𝑗 = 0,1,… , (𝑁𝑡 + 1)
2 , based on a given association hypothesis  ℎ𝑡 such that 
𝑐𝑖,𝑗(𝑡) = 1 represents that ith observation corresponding to jth propagation mode, and 
𝑐𝑖,𝑗(𝑡) = 0 otherwise. In particular, for  𝑗 > 0, 𝑐0,𝑗 = 1  implies that the jth propagation 
mode is not observed at time t, while for 𝑖 > 0, 𝑐𝑖,0(𝑡) denotes ith observation originates 
from a false-alarm or a new propagation raymode. Under the assumption of the one-to-
one correspondence between propagation modes and observations, each propagation 
mode can produce at most one observation and vice versa. Therefore, the following 
constraints can be derived for the binary assignment variable: 
∑ 𝑐𝑖,𝑗(𝑡)
𝑀𝑡
𝑖=0 = 1,         𝑗 = 1,2… , (𝑁𝑡 + 1)
2              (2.41) 
∑ 𝑐𝑖,𝑗(𝑡)
𝑁𝑡+1
𝑗=0 = 1,              𝑖 = 1,2,… ,𝑀𝑡                      (2.42) 
Assuming the unassociated measurements are uniformly distributed in a total 
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surveillance area V, the log transition likelihood, ln p(𝑍𝑡 , ℎ𝑡|?̂?(𝑡), 𝐻1:𝑡−1) , can be then 
formulated as a two-dimensional assignment problem [31] as, 
 ln p(𝑍𝑡|?̂?(𝑡), 𝐻1:𝑡) =∑ ∑ 𝑐𝑖,𝑗(𝑡)𝐿𝑖,𝑗(𝑡) 
(𝑁𝑡+1)
2 
𝑗=0
𝑀𝑡
𝑖=0    (2.43)  
with 
𝐿𝑖𝑗(𝑡) =
{
 
 
 
 ln (𝑃𝑗(𝑡)𝑁 (𝐳𝑖(𝑡); ?̂?𝑗(𝑡|𝑡 − 1), 𝐒𝑗(𝑡|𝑡 − 1))) , 𝑖, 𝑗 > 0
 ln (1 − 𝑃𝑗(𝑡)) ,           𝑖 = 0                                   
 −ln𝑉 ,             𝑗 = 0                                      
   (2.44) 
where 𝐿𝑖𝑗(𝑡) is negative logarithm likelihood probability measuring the probabilistic 
correspondence between ith observation and jth mode, where ?̂?𝑗(𝑡|𝑡 − 1) and 𝐒𝑗(𝑡|𝑡 − 1) 
denote the predicted measurement and innovation matrix. 𝐿0𝑗(𝑡) and 𝐿𝑖0(𝑡) represent 
the probabilities that raymode j is not presented at time t and observation i has no 
existing propagation mode to associate with respectively. Probability 𝑃𝑗(𝑡) denotes the 
probability that mode j can be observed at t. 
The gating process described in [29] is utilized to reduce the increasing 
computational cost due to large 𝑀𝑡 and 𝑁𝑡. At time t, observation 𝒛𝑖(𝑡) is defined as a 
valid measurement for jth mode given hypothesis parent 𝐻1:𝑡−1, if it falls in the three 
dimensional validation region as, 
          [𝒛𝑖(𝑡) − ?̂?𝑗(𝑡|𝑡 − 1)]
𝑇
× 𝑺𝑗(𝑡|𝑡 − 1)
−1[𝒛𝑖(𝑡) − ?̂?𝑗(𝑡|𝑡 − 1)] ≤ 𝛾      (2.45) 
where 𝛾  is Chi-squared distributed associated with the gate probability 𝑃𝐺 , i.e., the 
probability that the validation region contains the true measurement. If an observation 
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falls outside the validation region, the log likelihood 𝐿𝑖𝑗(𝑡) is assigned as −∞, and all 
temporal hypotheses ℎ𝑡 with 𝑐𝑖𝑗 = 1 will be eliminated. Furthermore, we can also utilize 
physical constraints of the propagation model to eliminate impossible associations. For 
example, the TOA of the direct path must be shorter than any of the multipath TOAs, 
and the receiver and target must be on the same side of the planar reflectors.   
Gating and mode validation can significantly reduce the number of child 
hypotheses ℎ𝑡  from each parent 𝐻1:𝑡−1. However, the total number of 𝐻1:𝑡  still grows 
exponentially as the hypothesis tree expands with depth. Further pruning in breath is 
thus required to facilitate real time processing in the presence of longer observation 
sequences. In this work, instead of brute-force computation of all hypothesis sequences, 
𝐻1:𝑡 , only the H-best hypothesis sequences are kept at each time 𝑡  while others are 
pruned. This is performed by, 1) computing the H-best temporal hypothesis ℎ𝑡  from 
each hypothesis parent 𝐻1:𝑡−1 , corresponding to the H largest values in (2.44) using 
dynamic programing or Murty's ranking algorithm [31, 35], and 2) selecting the H best 
𝐻1:𝑡 sequences from the total 𝐻
2 candidates and prune the rest 𝐻(𝐻 − 1). This procedure 
ensures the number of hypothesis sequences remaining at each time step is made 
constant at each time which ensures the computational feasibility of this method. 
2.3.2 Recursive Bayesian Estimation   
Geolocation estimates may be obtained using the H-best raymode-to-data 
associations by employing a recursive Bayesian tracker to update the target position and 
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channel parameter estimates for all the H associations. In this work, for the sake of its 
computational efficiency, the EKF [40] is selected to deal with the nonlinear observation 
equations. A brief description of the tracking component of STAMP is given below 
State Prediction: Let 𝐏(𝑎|𝑏) = 𝐸𝐱[(?̂?(𝑎|𝑏) − 𝐱(𝑎)) × (?̂?(𝑎|𝑏) − 𝐱(𝑎))
𝑇] represent the error 
covariance matrix of the state estimate ?̂?(𝑎|𝑏)  for 𝑎 ≥ 𝑏 . Given ?̂?(𝑡 − 1|𝑡 − 1)  and 
𝐏(𝑡 − 1|𝑡 − 1), the state prediction step computes the means and covariance matrix of 
the Gaussian prior distribution of 𝐱(𝑡) as  
?̂?(𝑡|𝑡 − 1) = 𝐅?̂?(𝑡 − 1|𝑡 − 1)                      (2.46) 
𝐏(𝑡|𝑡 − 1) = 𝐅𝐏(𝑡 − 1|𝑡 − 1)𝐅𝑇 + 𝐐(𝑡)                             (2.47) 
Observation Prediction: Following state prediction, the observation from jth mode can 
be is predicted as:  
?̂?𝑗(𝑡|𝑡 − 1) = 𝐡𝑗(?̂?(𝑡|𝑡 − 1))                             (2.48) 
The system innovation and its covariance matrix of a specific association ℎ𝑡 are then 
given by:  
𝐲(𝑡) = ⊕
𝑐𝑖,𝑗(𝑡)=1
(𝐳𝑖(𝑡) − ?̂?𝑗(𝑡|𝑡 − 1))            (2.49) 
𝐒(𝑡) = 𝐇(𝑡)𝐏(𝑡|𝑡 − 1)𝐇(𝑡)𝑇 + 𝐑(𝑡)                                   (2.50) 
𝐇(𝑡) = ⊕
𝑐𝑖,𝑗(𝑡)=1
𝐇𝑗(𝑡), 𝐑(𝑡) = DIAG 
𝑐𝑖,𝑗(𝑡)=1
𝐑𝑖(𝑡)                                (2.51) 
where ⊕ and DIAG denote vertical and diagonal concatenation operations respectively 
when 𝑐𝑖,𝑗(𝑡) = 1, and 𝐇𝑗(𝑡) is the linearized observation matrix for jth mode. 
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State Update: Given the prior and likelihood distribution of 𝐱(𝑡) above, the posterior 
mean can be computed in terms of the state estimate and corresponding error covariance 
matrix as: 
 ?̂?(𝑡|𝑡) = ?̂?(𝑡|𝑡 − 1) + 𝐊(𝑡)𝐲(𝑡)  (2.52) 
 𝐏(𝑡|𝑡) = 𝐏(𝑡|𝑡 − 1) − 𝐊(𝑡)𝐇(𝑡)𝐏(𝑡|𝑡 − 1) (2.53) 
where the Kalman gain matrix 𝐊(𝑡) is given by 
𝐊(𝑡)  = 𝐏(𝑡|𝑡 − 1)𝐇(𝑡)𝑇𝐒(𝑡)𝑇                                            (2.54) 
The above recursion estimation algorithm requires initialization of the multipath 
parameters and target position, which must be addressed in practice. For multipath 
channels in particular, the total number of ray modes is often unknown. This 
necessitates an approach for new reflector or scatterer initiation and validation. 
Furthermore, the track initialization of target position is also a well-known challenge 
due to the uncertainty and difficulty of LOS ray mode identification. If the LOS path 
observation is present, the target position can be directly initialized from the LOS 
observation. If the LOS path is absent, however, the target position and multipath 
parameters are jointly initialized until STAMP identifiability requirements (as discussed 
in the sequel) are achieved, or until the first LOS observation appears. Typically it is not 
known a priori whether the LOS path is present, nor which observation corresponds to 
the LOS path. To address this issue, multiple hypotheses of the initial target position are 
utilized at the first dwell 𝑡 = 1. As successive measurements are obtained, incorrect 
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initial hypotheses are eliminated using the proposed multi-hypothesis data association. 
At time t, all unassociated observations are viewed as newly observed propagation ray 
modes. A validation process is performed in the next few time dwells, so that the newly 
initiated ray modes with low recurrence frequencies are also be eliminated.  An visual 
example of the pruning scheme is described in Figure 2.6 for 𝐻 = 3. 
 
Figure 2.6. Example of the proposed pruning scheme for 𝑯 = 𝟑. Firstly project H-best 
hypothesis child 𝒉𝒕 from parents, then keep the H best 𝓗
𝒕 sequence and prune the 
rest 𝑯(𝑯− 𝟏) sequences 
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2.3.3. Track and New Reflector Initiation 
We consider a multi-hypothesis track initiation of STAMP with minimum track latency. 
Given an initial guess of the x-y coordinate for target position with large uncertainty, we 
uniformly select a number of initial guesses of the target location ?̂?(1) from the x-y 
space, and each location refers as an individual hypothesis ℎ1. It is also possible that the 
direct path observation is included in the first set of observations 𝑍1, hence, each of the 
observations 𝑧𝑖(𝑡)  can be assumed as direct-path, so that ?̂?(1) and its error covariance 
matrix 𝐏𝐩(1) are given by 
?̂?(1) = [
𝜌𝑖(1) ∙ 𝜁𝑖(1)
𝜌𝑖(1) ∙ √1 − 𝜁𝑖
2(1)
]                           (2.55) 
𝐏𝐩(1) = 𝐆𝑖(1)𝐑𝑖𝐆𝑖
𝑇(1)                         (2.56) 
with 
𝐆𝑖 = [
𝜌𝑖(1) 𝜁𝑖(1)
(1 − 𝜁𝑖
2(1))
1 2⁄
−𝜌𝑖(1)𝜁𝑖(1) (1 − 𝜁𝑖
2(1))
−1 2⁄ ]      (2.57) 
Based on each of the initial guess, reflectors also can be initiated from 𝑍1. Since the BNI 
guarantees unique solution of target position, as successive observations are obtained 
and processed, false initiation hypothesis will be eliminated.  
Given a hypothesis sequence, all unassociated observations 𝐳𝑖(𝑡) are considered 
as a new reflector as 
𝛉?̂?(𝑡) = 𝐡𝑖
−1(?̂?(𝑡), 𝐳𝑖(𝑡))                     (2.58) 
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𝐏𝛉𝑖(𝑡) = [
∇𝐳𝐡𝑖
−1|
(?̂?(𝑡),𝐳𝑖(𝑡))
𝑇
∇𝐩𝐡𝑖
−1|
(?̂?(𝑡),𝐳𝑖(𝑡))
𝑇 ]
𝑇
[
𝐑𝑖 0
0 𝐏𝐩(𝑡)
] [
∇𝐳𝐡𝑖
−1|(?̂?(𝑡),𝐳𝑖(𝑡))
𝑇
∇𝐩𝐡𝑖
−1|
(?̂?(𝑡),𝐳𝑖(𝑡))
𝑇 ]     (2.59) 
where 𝐡𝑖
−1(?̂?(𝑡), 𝐳𝑖(𝑡)) is the inverse observation function to initialize parameter vector 𝛉 
given target position estimate ?̂?(𝑡) and observation 𝐳𝑖(𝑡). A newly initiated reflector will 
be denoted as a valid reflector if it appears T times in the next T+T’ dwells, and 
otherwise deleted. In addition, since it is also difficult to distinguish the types of 
reflector for a single time dwell, we can then initialize all types of reflectors on a single 
hypothesis, and eliminate the false initiation guess during the validation step. 
2.4. Experimental Evaluation 
This section describes the results of applying STAMP to real data from an 
experiment conducted on the first floor atrium of an engineering building at Duke 
University. An indoor S-band radar testbed was used [41, 42] to track the bistatic 
transmitter with a linear frequency modulated waveform sweeping from 2.1 to 2.7 GHz 
shown in Figure 2.7 (a). The 600 MHz swept bandwidth of the system provides 
approximately 0.5 meter range resolution. The receiver array contains 16 array elements 
and both transmit and receive antennas were omnidirectional. Figure 2.7 (b) provides 
views of the experiment environment with red line as the measured trajectory of the 
transmitter that was used as the target in this experiment. No information about the 
building floor plan was used by the geolocation algorithm. 
 36 
 
 
   
 
(a) 
 
 
 
 
(b) 
 
Figure 2.7:   (a) The radar testbed utilized for the experiment: the receiver array and (b) 
Illustration of the experimental environment with red line as the target path 
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We implemented the multi-hypothesis tracking algorithm with the number of 
hypothesis per dwell as 𝐻 = 100. All detected TOA/AOA observations, transformed into 
Cartesian coordinates as if they were LOS observations, are shown in Figure 2.8, where 
target-observations are marked as red dots as obtained by employing our multi-
hypothesis data association algorithm. The estimated target path and reflector positions 
are shown in Figure 2.9, with the measured path ground truth (black solid line) and the 
actual floor plan. The NLOS areas are given in the gray regions due to the blockage of 
two large reinforced concrete pillars. Although both plane reflectors and point scatters 
are considered, the data association output suggests that mainly specular reflectors are 
 
 
Figure 2.8:  All observations in Cartesian coordinates. Red asterisks refer to the target 
oriented measurements 
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useful for geolocation in this environment. The red solid lines refer to the position of the 
five estimated plane reflectors as being numbered from 1 to 5, all of which correspond to 
real planar wall locations as indicated on the floor plan. 
 
 
 
 
Figure 2.9: Estimation result for the proposed STAMP: red lines refer to estimated 
reflectors; the black solid line represents the path ground truth and red asterisks 
refer to target position estimates. The gray areas refer to the NLOS regions  
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The difference between the target position estimates and the ground truth versus time is 
plotted in Figure 2.10. Assuming the   measured ground truth has RMS error of 0.1 m in 
both x and y directions, the 95% (2𝜎 ) confidence intervals of the estimate error 
(computed from the EKF posterior error covariance matrix), incorporating the ground 
truth uncertainties, are also illustrated in this figure as dashed lines. Note that when the 
target is in a NLOS region (i.e., time dwells 18-25 and 35-51 marked in gray), the 
positioning errors are larger compared to the LOS regions. However, using the 
multipath observations with estimated multipath parameters, STAMP is able to 
maintain the target localization errors to within ±1.5 m. For comparison, target 
localization errors using LOS observations only are shown in Figure 2.11 with 95% error 
bounds. The data association is solved using the same multi-hypothesis STAMP 
algorithm, but only LOS observations are utilized for localization. In this case, observe 
that the estimation error in the LOS region approximates that of STAMP. However, since 
no observation is present in the NLOS regions, the location error and bounds diverge 
rapidly with time compared the STAMP results in Fig. 11 (i.e., over ±5 m in both x and y 
directions). Overall, these results suggest that the STAMP algorithm is able to perform 
indoor geolocation in a real environment by exploiting both LOS and NLOS 
observations. 
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Figure 2.10:  Target location estimate error via STAMP in x and y (solid line), with 95% 
confidence bounds (dotted lines). The reduction in the estimated location accuracy 
during the intervals 18 to 25 and 35 to 50 is due to NLOS propagation (gray area). 
 
 
 
 
Figure 2.11:  Target location estimate error based on direct path observations only in x 
and y (solid line), with 95% confidence bounds (dotted lines).  
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In addition to target geolocation, Figure 2.12 and 2.13 illustrate errors between 
the estimated multipath parameters for planar reflectors, 𝜓 and 𝜌, and the measured 
ground truth for reflector 1 and 5 respectively. Reflector 1 appears at the first dwell and 
reflector 5 appears at dwell 20. The 95% confidence intervals of error bounds are also 
shown as dashed lines representing the uncertainty of the estimate error. Since the 
reflectors are assumed to be time-invariant, the error bounds decrease monotonically as 
successive observations obtained.  
2.5. Summary 
In this chapter, joint target and multipath position estimation has been presented 
for single-station hybrid TOA/AOA target tracking in complex terrain. A recursive 
Bayesian algorithm, including multi-scan multi-hypothesis data association, has been 
presented for estimating target position without detailed knowledge of multipath 
channel parameters. The approach has been evaluated via a real data experiment using 
an indoor S-band bi-static radar testbed. The experimental results demonstrate that 
accurate target localization is possible even when line-of-sight propagation is absent 
over a significant fraction of the observation interval. The identifiability of both target 
position and multipath parameters was analyzed by studying the singularity of the 
Fisher information matrix associated with source location and channel parameter 
estimates for the one-way cooperative source scenario.  
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Fig. 2.12:  Multipath parameters estimate error for reflector 1 with 95% confidence 
bounds (dotted lines).  
 
 
 
 
Figure 2.13:  Multipath parameters estimate error for reflector 5 with 95% 
confidence bounds (dotted lines).  
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3 
STAMP for Mono-static MIMO 
Radar 
 
 
 
In this Chapter, STAMP is formulated for target tracking based on a collocated two-way 
MIMO radar system. According to Chapter 2, multipath propagation measurements are 
modeled based on specular reflections produced by flat plane reflectors and non-
specular returns from point scatters. The utilization of MIMO processing provides the 
extra degree of transmit diversity which permits angle of departure (AOD) 
measurements. This provides additional geometrical information that can be used to 
resolve the uncertain propagation model. The multi-hypothesis data association can be 
directly applied to the new observation system and an illustrative simulation is 
presented in the later section. 
3.1 Two-Way MIMO Radar Observation Model 
Suppose a monostatic MIMO radar system, locating at known position 
(𝑥(𝑟), 𝑦(𝑟)), transmits and receives RF radar echoes with time of arrival (TOA), angle of 
arrival (AOA) and angle of departure (AOD) observations. The target is assumed to be 
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essentially non-manoeuvring and the multipath channels are modeled with stationary 
geometric features as flat plane reflectors and point scatters according to Chapter 2.  
The MIMO radar is able to produce a 3 x 1 observation vector 𝒛𝑡 with TOA, AOA 
and AOD measurements for a two-way radar echo consisting of different transmit and 
receive paths. Denoting the number of reflector as 𝑁𝑡, the total number of possible two-
way propagation modes received by radar is (1 + 𝑁𝑡)
2 including the direct path. In the 
absolute NLOS situation (i.e., neither transmit nor receive path is direct path), an echo 
includes two one-way indirect paths from the same or two different reflectors as 
illustrated in Figure 3.1. The nonlinear observation function is then given by  
  𝒉(𝐩𝑡 , 𝛉𝑡𝑥, 𝛉𝑟𝑥) = [
∑ √𝑥𝑖
′(𝑡)2 + 𝑦𝑖
′(𝑡)2𝑖=𝑡𝑥,𝑟𝑥
𝑥𝑟𝑥
′ (𝑡)/∑ √𝑥𝑖
′(𝑡)2 + 𝑦𝑖
′(𝑡)2𝑖=𝑡𝑥,𝑟𝑥  
𝑥𝑡𝑥
′ (𝑡)/∑ √𝑥𝑖
′(𝑡)2 + 𝑦𝑖
′(𝑡)2𝑖=𝑡𝑥,𝑟𝑥
] (3.1) 
where 𝑥𝑖
′(𝑡) and 𝑦𝑖
′(𝑡) are referred (2.30) to (2.33). The observation noise term is modeled 
as zero-mean Gaussian based on the Cramer-Rao Lower Bound model with covariance 
matrix 
  𝐑 = 𝑆𝑁𝑅−1 [
𝑐2𝐵𝑊−2 0 0
0 4𝑁𝑟𝑥
−2 0
0 0 4𝑁𝑡𝑥
−2
] (3.2) 
where 𝑆𝑁𝑅 refers to the signal to noise ratio at radar receiver, c and BW denote speed of 
light and signal bandwidth respectively and 𝑁𝑡𝑥/ 𝑁𝑟𝑥 represent the numbers of Tx/Rx 
elements.   
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Figure 3.1: Illustration of the two way propagation Radar case. 
 
3.2 Simulation Evaluation 
Consider a target tracking problem in an uncertain urban environment shown in 
Figure 3.2. A MIMO radar is located at the origin with 𝑁𝑡 = 𝑁𝑟 = 8 and 𝐵𝑊 = 600𝑀𝐻𝑧. 
The environment is constructed with 3 plane reflectors and 2 point reflectors. The point 
target starts from the LOS region in the upper- right corner of the figure, moves along 
the red trajectory to enter the NLOS area where the direct path is unobservable due to 
the obstructions (grey area in Figure 3.2), and eventually returns to LOS area. The total 
number of radar observation dwells is 120. Target detectability is considered as a 
realistic case that the probability of detection varies with positions. Assuming a Swerling 
1 model [35] for the target SNR fluctuation, we have  
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Figure 3.2:  Illustration of the simulated scenario 
 
 
Figure 3.3:  Observations bubble plots for 𝑺𝑵𝑹𝟎 = 𝟏𝟎 𝒅𝑩 :  the inner face color 
represents AOA, outer ring color as AOD; yellow line denotes the direct path and 
black lines as multipath observations 
 
 47 
 𝑃𝑑 = 𝑃𝑓𝑎
1/(1+𝑆𝑁𝑅)
 (6.3) 
where              
 𝑆𝑁𝑅 = (𝑟0/𝑟)
4𝑆𝑁𝑅0 × 𝑅𝐿 (6.4) 
𝑟 denotes the two way propagating distance, and 𝑟0 and 𝑆𝑁𝑅0 refer to initial target slat 
range and SNR in LOS situation. RL represents SNR loss due to reflections; in particular, 
we assume specular reflections produce -4 dB loss per bounce and -8 dB for point 
reflectors. The total number of reflectors is assumed to be known a priori (i.e., 𝑁𝑡 ≡ 5) 
and the multipath parameters are assumed to be initialized with large uncertainties. In 
the simulation 𝑆𝑁𝑅0 is assumed to be known, however, the detection probability and 
measurement noise is estimated from state vectors while the true state noise covariance 
matrix 𝐐 of the target is known exactly. A constant false alarm rate detector is utilized 
with 𝑃𝑓𝑎 = 0.001.  
To illustrate the concept of the STAMP algorithm, the data association is 
assumed be known exactly for the first few tests. Figure 3.3 illustrates all observations in 
the detection space for a single realization for 𝑆𝑁𝑅0 = 10 𝑑𝐵. Each bubble in the graph 
represents a single observation: the inner face color represents the AOA, the outer ring 
color denotes the AOD and the y coordinate as the slant range (TOA). The yellow line 
marks the direct path which is intermittent from 𝑡 = 33 to 𝑡 = 71. The black lines denote 
the multipath observations and the remaining bubbles are false alarms. One can observe 
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that when the target approaches to the radar, the detection performance is highly 
improved compared with the earlier stages. Since the certain multipath observations are 
still present inside the NLOS region, information of target positions can be extracted 
from multipath returns.  
The convergence and consistence properties of STAMP estimates are shown in 
 
                             (a) 𝑡 =  1                                            (b) 𝑡 = 33 
 
                  (c) 𝑡 = 71                                            (d) 𝑡 = 120 
Figure 3.4:   Convergence and Consistency properties for the STAMP algorithm at 4 
time instance: (a) track is initialized; (b) target enters the NLOS region; (c) target 
reenters LOS region and (d) track is terminated 
 
NLOS
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Figure 3.4 with four different time instances also for 𝑆𝑁𝑅0 = 10 𝑑𝐵. The red solid lines 
denote the ground truth of the target trajectory and the reflector positions. The blue 
solid lines are the estimates with the dashed lines as the 2𝜎 confident boundaries (for 
plane reflector, the correlation between 𝜓 and  𝜌  are ignored for visible simplicity).  
Figure 3.4 (a) illustrates the initial condition for each estimate, exhibiting large biases 
and uncertainties.  At 𝑡 = 33, Figure 3.4 (b), the target enters the NLOS region, and at 
this moment, the target position and reflector estimates approach the ground truth and 
the error variance reduced dramatically.  Figure 3.4 (c) shows the instance when the 
target return to the LOS region at 𝑡 = 71. During the NLOS interval, the estimate error of 
target position increases with the error covariance ellipse increases compared with 
Figure 3.4 (b). The estimate error covariance matrices of the reflectors still decrease 
monotonically since they are stationary. For 𝑡 > 71, when the direct path is observable 
again, the target position estimate error significantly reduces compared with the NLOS 
period visually, and all estimates converge to the ground truth when the track is 
terminated.    
To evaluate the effectiveness of the data association algorithm, Monte Carlo 
simulations are utilized to compare it with the perfect data association case as the 
performance bound and some alternatives as local nearest neighbour (LNN) and joint 
nearest neighbour (JNN) data associations which are both single scan hard decision 
association schemes. LNN is the simplest association method which computes the 
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distance between each propagation mode and observation pair in the scene and 
associates the closest pairs independently. JNN is generally a modified version of LNN 
which estimates the most likely temporal association hypothesis at each time step. In 
other words, JNN is a special case for the proposed semi-batched algorithm with 𝐻 = 1. 
The parameters assumed for the simulation are 𝑃𝐺 = 0.99 with 𝛾 = 11.3 and the mode 
presence transition probability 𝛼 and 𝛽 are assumed to be both 0.9 for all modes. For the 
proposed method, The number of hypotheses kept for each time step 𝐻 is selected to 
be 20 . Figure 3.5 illustrates the off-track rate (i.e., percentage of the number of 
realizations whose instantaneous target position estimation error is greater 3 meter at 
any time instance) as a function of 𝑆𝑁𝑅0 for 100 independent runs. At 𝑆𝑁𝑅0 = 10 𝑑𝐵, 
due to the low detectability even perfect data association produces a 40% off-track rate 
and no data association method provides satisfactory results. When   𝑆𝑁𝑅0 increases to 
15 𝑑𝐵, the proposed multi-hypothesis algorithm only produces a 10% off-track rate 
while the JNN and LNN are both greater than 50%. The proposed method approaches to 
0% off-track rate at 𝑆𝑁𝑅0 = 20 𝑑𝐵 which is approximately 10 dB leading the other two.  
The second metric utilized to quantify the data association accuracy, as in Figure 
3.6, is the cumulative probability distribution function (CDF) of the cumulative joint 
negative log likelihood function which is minimized over the 100 runs. We assume 𝑆𝑁𝑅0 
as 15 𝑑𝐵, and the perfect data association is marked as the red curve as an upper bound 
of performance. Compared to the JNN method, the proposed multi-hypothesis 
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algorithm is much closer to the upper bound. The “step jump”, which appears when 
CDF is greater than 0.8, is due to missing reflectors (i.e., one or more reflectors are 
missed associating during the whole tracking process, even though the target and other 
reflectors can be simultaneously estimated, the resulting likelihood is far off the upper 
bound).  
 
3.3 Summary 
This paper has presented the MIMO radar application of STAMP for the 
problem of jointly estimating target positions and geometric based multipath channels 
for flat planes reflectors and point-like scatters. The data association uncertainty in 
presence of imperfect detections was solved via a computational feasible multi-
 
 
Figure 3.5:   Data association off-track rate test as a function of 𝑺𝑵𝑹𝟎 
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hypothesis association algorithm. An illustrative simulation of a single target tracking 
problem in a dense multipath urban environment was presented which demonstrates 
that both multipath parameters and target positions can be jointly estimated even when 
the direct path propagation is not always present.  
 
 
 
 
 
 
Figure 3.6:    CDF of cumulative negative log-likelihood for 𝑺𝑵𝑹𝟎 = 𝟏𝟓 𝒅𝑩 
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4 
Multi-static AOA STAMP 
 
 
 
 
This chapter considers the problem of range-based self-localization of a mobile station 
(MS) using multi-static base station (BS) signal beacons in dense multipath 
environments with low Line-Of-Sight availability. The multipath propagation is 
modeled as single-bounce reflections from a set of unknown random scatters. STAMP 
problem is formulated by jointly estimating the MS state and the uncertain scatter 
multipath parameters. Since the number of multipath channels is unknown and time 
varying, a single cluster process is formulated using a recursive Bayesian estimation 
framework: the MS state and the MS-BS clock difference are together defined as a parent 
process and the scatter state is defined as the daughter process, which can be 
implemented based on particle/Gaussian mixture filtering.  The Cramer-Rao Lower 
Bound (CRLB) is derived for the STAMP method and analyzed to establish the 
identifiability of this joint estimation problem. The CRLB is also extended to the case of 
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data association uncertainty in term of the Fisher Information Reduction Matrix, 
analogous to the problem of multi-sensor/multi-target tracking in clutter [62, 63]. 
Simulation and experimental results using real data for an indoor target positioning 
problem demonstrates substantial improvements in localization accuracy with the 
proposed method.  
4.1 Problem Formulation 
  In this work, a mobile station (MS, aka, the target of interest) is considered in a 
two-dimensional space, and the target state vector is defined by 𝐩𝑘 = [𝑥𝑘 , 𝑦𝑘 , ?̇?𝑘 , ?̇?𝑘]
𝑇 
including the target x-y ground coordinates and vector velocities at discrete time 𝑘. 
Assuming a linear constant velocity target dynamics with white Gaussian process noise, 
the Markov probability density function of a state transition is given as 
𝑓(𝐩𝑘+1|𝐩𝑘) = 𝒩(𝐩𝑘+1; 𝐅𝐩𝑘, 𝐃𝐐𝑘𝐃
𝑇)          (4.1) 
where 𝒩( . ;𝐦, 𝐏)  denotes a Gaussian density function with mean vector 𝐦  and 
covariance matrix 𝐏 . For a non-maneuvering target, the state transition function is 
defined: 
𝐅 = [
𝐈2 Δ𝑡 ∙ 𝐈2
𝟎 𝐈2
] ,   𝐃 = [
Δ𝑡2
2⁄ ∙ 𝐈2
Δ𝑡 ∙ 𝐈2
]    (4.2) 
and 𝐐𝑘  is the 2 × 2 covariance matrix representing random target accelerations, 𝐈𝑁 
denotes a N × N identity matrix, and Δt is the temporal sampling interval.  
  The multi-static localization system is constituted with S base stations (BS), with 
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an overlapping coverage, whose x-y ground coordinates are defined by a 2 × 1 vector  𝐫𝑖, 
i = 1,…,N. Assuming the transmitting waveform is known exactly, all nodes are able to 
produce a set of range observations through the match filtering process. Additional to 
the LOS propagation, multipath propagations are also considered. In this work, we 
consider a number of random scatters located in the area of interest, and the scatter x-y 
coordinates are defined by a 2 × 1 vector  𝐬𝑗, j = 1,…,𝑆𝑘, where 𝑆𝑘 refers to the number of 
scatters at time k. Since all scatters are assumed to be static, 𝐬𝑗 is time invariant and 
independent of the time index k. The geolocation scenario is illustrated in Figure 3.1. 
 
We also assume that all BS’s share the same oscillator clock time, however, the 
MS and the BS network are asynchronized. Let 𝑏𝑘 refer to a time varying unknown 
range offset between the MS and BS network, and the MS localization formulation is 
 
 
Figure 4.1: Illustration of the Mobile Station (MS) geolocation problem in a dense 
multipath environment, where MS locations and Scatter locations are both uncertain 
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then equivalent to a TDOA case. In real world RF geolocation system, the bias 𝑏𝑘 is time 
varying due to the effect of clock drifts. Therefore, we model the fluctuation of  𝑏𝑘 as a 
random walk process, i.e.,  
𝑓(𝑏𝑘|𝑏𝑘−1) = 𝒩(𝑏𝑘; 𝑏𝑘−1, σ𝑏
2)        (4.3) 
 Since at each time k, only one MS or target is presented, we define the MS state 
and the range offset as a single system random vector:  
𝐱𝑘  =  [𝐩𝑘
𝑇, 𝑏𝑘]
𝑇 ∈ ℝ5           (4.4) 
Based on the above assumptions, the LOS Gaussian observation noise model of ith BS at 
time k is given by: 
𝜋𝑖
0(𝑧|𝐱𝑘) = 𝒩(𝑧; 𝑔𝑖
0(𝐱𝑘), 𝜎𝑖
2)      (4.5) 
with 
𝑔𝑖
0(𝐱𝑘) = ‖𝐩𝑘 − 𝐫𝑗‖ + 𝑏𝑘     (4.6) 
While for multipath measurement, the observation noise model is given by 
𝜋𝑖(𝑧|𝐱𝑘, 𝐬) = 𝒩(𝑧; 𝑔𝑖(𝐱𝑘, 𝐬), 𝜎𝑖
2)    (4.7) 
with 
𝑔𝑖(𝐱𝑘, 𝐬) = ‖𝐩𝑘 − 𝐬‖ + ‖𝐬 − 𝐫𝑗‖ + 𝑏𝑘    (4.8) 
where the model 𝑔𝑖
0(𝐱𝑘) and 𝑔𝑖(𝐱𝑘, 𝐬) denote nonlinear observation models for LOS path 
and multipath propagation respectively, and the operator ‖ 𝐚‖ defines the euclidean 
norm of vector a. 
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For MS localization in an uncertain multipath environment, the number of 
scatters (i.e., number of multipath propagation modes) 𝑆𝑘  is a time-varying random 
unknown variable. Therefore, the scatter, or multipath channel state can be modeled as a 
random finite set (RFS) on 𝒮 ∈ ℝ2.  
𝐒𝑘 = {𝐬1, … , 𝐬𝑁𝑘} ∈ ℱ(𝒮)          (4.9) 
where ℱ(𝒮) denotes collections of all finite subsets of 𝒮  [45]. An RFS is a finite-set-
valued random variable, whose cardinality is characterizes by a discrete probability 
distribution, and each element of a RFS is followed by a family of joint probability 
densities for a given cardinality. Similarly, in the presence of imperfect detection, the 
observation set at time k is also modeled as a RFS on space  𝒵 ∈ ℝ 
𝐙𝑖,𝑘 = {𝑧𝑖,𝑘
(1), 𝑧𝑖,𝑘
(2), … , 𝑧
𝑖,𝑘
(|𝐙𝑖,𝑘|)} = 𝑍𝑖,0(𝐱𝑘)⋃𝑍𝑖(𝐱𝑘, 𝐒𝑘)⋃𝐶𝑖,𝑘 ∈ ℱ(𝒵), 𝑖 = 1,… ,𝑁   (4.10) 
where 𝑍0(𝐱𝑘) denotes the LOS path observation, 𝑍(𝐱𝑘, 𝐒𝑘) represents the observation set 
of multipath from random scatters, and 𝐶𝑖,𝑘 denotes the set of false alarms detected at 
time k. In order to estimate the joint STAMP state 𝕏𝑘 = {𝐱1:𝑘, 𝐒1:𝑘}, a single-cluster point 
process is modeled, where the MS and range bias state x represents the parent state 
vector and the multipath mode parameter 𝐒 represent its daughter process. Letting 𝐙𝑘 =
𝐙1,𝑘⋃𝐙2,𝑘…⋃𝐙𝑆,𝑘, the Bayesian recursion of the posterior density for 𝕏 can be written as 
𝑝(𝕏𝑘|𝐙1:𝑘) =
𝑓(𝐙𝑘|𝕏𝑘)𝑝(𝕏𝑘|𝐙1:𝑘−1)
∫𝑓(𝐙𝑘|𝕏𝑘)𝑝(𝕏𝑘|𝐙1:𝑘−1)𝛿𝕏𝑘
         (4.11) 
where 
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𝑝(𝕏𝑘|𝐙1:𝑘−1) = ∫𝑓(𝕏𝑘|𝕏𝑘−1)𝑝(𝕏𝑘−1|𝐙1:𝑘−1)𝛿𝕏𝑘−1       (4.12) 
Note that the above recursions are evaluated via set integration which are taken over all 
sets of all possible cardinalities of 𝕏. Since the closed form solutions of (4.11) and (4.12) 
are computational intractable, only the first moment of the posterior density is 
propagated. Therefore, the so called probability hypothesis density (PHD) filter can 
formulated for the STAMP problem as:  
𝐷(𝐱𝑘, 𝐒𝑘|𝐙1:𝑘) ∝ 𝑝(𝐱𝑘|𝐙1:𝑘−1)𝐿(𝐙𝑘|𝐱𝑘, 𝐙𝑘−1)𝐷(𝐒𝑘|𝐱𝑘, 𝐙1:𝑘)       (4.13) 
where 𝐷(𝐒𝑘|𝐱𝑘, 𝐙1:𝑘) is the measurement updated PHD intensity of the daughter process 
conditioned on 𝐱𝑘 . According to [47, 53, 55], the multi-sensor representation of the 
𝐷(𝐒𝑘|𝐱𝑘, 𝐙1:𝑘) can be written as 
𝐷(𝐒𝑘|𝐱𝑘, 𝐙1:𝑘) ∝ 𝐷(𝐒𝑘|𝐱𝑘−1, 𝐙1:𝑘−1) × ∏ 𝑉𝑖(𝐙𝑖,𝑘|𝐱𝑘, 𝐙1:𝑘−1)𝑖=1,…,𝑁     (4.14) 
where 
𝐿𝑖(𝐙𝑖,𝑘|𝐱𝑘, 𝐙1:𝑘−1) = (1 − 𝑃𝑑𝑖(𝐒𝑘|𝐱𝑘)) + ∑
𝑃𝑑𝑖(𝐒𝑘|𝐱𝑘)𝜋𝑖(𝑧|𝐱𝑘, 𝐒𝑘)
𝜂𝑖,𝑧(𝐱𝑘|𝐙1:𝑘−1)
𝑧𝜖𝐙𝑖,𝑘   
 (4.15) 
𝐷(𝐒𝑘|𝐱𝑘−1, 𝐙1:𝑘−1) = ∫𝐷(𝐒𝑘−1|𝐙1:𝑘−1) 𝛿(𝐒𝑘 − 𝐒𝑘−1)𝑑𝐒𝑘−1 + 𝛾(𝐒𝑘|𝐒𝑘−1)  (4.16) 
𝜂𝑖,𝑧(𝐱𝑘|𝐙1:𝑘−1) = 𝜅𝑖(𝑧) + 𝑃𝑑𝑖
0(𝐱𝑘)𝜋𝑖
0(𝑧|𝐱𝑘) + ∫𝑃𝑑𝑖(𝐒𝑘|𝐱𝑘)𝐷(𝐒𝑘|𝐱𝑘 , 𝐙1:𝑘−1)𝜋𝑖(𝑧|𝐱𝑘 , 𝐒𝑘)𝑑𝐒𝑘
 (4.17) 
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where 𝑃𝑑𝑖
0(𝐱𝑘) and 𝑃𝑑𝑖(𝐒𝑘|𝐱𝑘) are the probabilities of detection of LOS and multipath 
respectively and 𝛾(𝐒𝑘|𝐒𝑘−1) is the density of newly appearing scatters at time k. The first 
term of 𝜂𝑖,𝑧(𝐱𝑘|𝐙1:𝑘−1) refer to likelihood of false alarm, the second term refers to the 
direct path, and the last integration term refers to all multipath modes based on the 
predicted intensity 𝐷(𝐒𝑘|𝐱𝑘, 𝐙1:𝑘−1). The multi-sensor likelihood of the measurement set 
𝐙𝑘 conditioned on target state 𝐱𝑘 can be inferred as 
𝐿(𝐙𝑘|𝐱𝑘, 𝐙1:𝑘−1) = ∏ 𝐿(𝐙𝑖,𝑘|𝐱𝑘, 𝐙1:𝑘−1)𝑖=1,…,𝑁 = ∏
∏ 𝜂𝑖,𝑧(𝐱𝑘|𝐙𝑠,1:𝑘−1)𝑧𝜖𝐙𝑖,𝑘
exp{∫𝑃𝑑𝑖(𝐒𝑘|𝐱𝑘)𝐷(𝐒𝑘|𝐱𝑘 , 𝐙1:𝑘−1)𝑑𝐒𝑘}𝑖=1,…,𝑁
  (4.18) 
The above PHD recursions of scatters positions, or multipath channel parameters, 
can be implemented through particle filtering based Sequential Monte Carlo (SMC) and 
Gaussian Mixture (GM) methods. Due to the Gaussian observation assumption, we 
utilize the GM-PHD as a more efficient implementation of the proposed STAMP 
algorithm. The proof of fundamental convergent property of the GM-PHD filter can be 
found in [26]. 
4.2. Single-Cluster PHD Filtering For STAMP 
The proposed implementations of STAMP algorithm combines a particle 
representation of the parent process, or the system state vector x, and a Gaussian 
mixture model of the daughter process of scatters multipath state S, which is recursively 
updated based on Finite Set Statistics (FISST) [45] as given in (4.11). The particle 
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approximation of the probability distribution function of the parent process 𝐱𝑘 at time k 
is given by  
𝑝(𝐱𝑘|𝐙1:𝑘) =∑ ℓ𝑘
(𝑚)𝛿(𝐱𝑘 − 𝐱𝑘
(𝑚)
)
𝑀
𝑚=1
     (4.19) 
The Gaussian mixture intensity functions of the daughter process 𝐒𝑘 conditioned on the 
mth particle of 𝑝(𝐱𝑘) is given by 
𝐷(𝑚)(𝐒𝑘|𝐱𝑘
(𝑚), 𝐙1:𝑘) =∑ 𝓌𝑘
(𝑚,𝑛)𝒩(𝐒𝑘; 𝛍𝑘
(𝑚,𝑛), 𝐂𝑘
(𝑚,𝑛))
𝐽𝑘
(𝑚)
𝑛=1
, 𝑚 = 1,… ,𝑀  (4.20) 
 
 
 
 
Figure 4.2: Visual illustration of the single-cluster process, where each particle in a 
parent process of target state is associated with a Gaussian Mixture daughter process 
of multipath parameters. 
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In (4.20), each Gaussian component of 𝐷(𝑚)(𝐒𝑘|𝐱𝑘 , 𝐙1:𝑘)  is represented by a 
hypothesized scatter, and the weight  𝓌𝑘
(𝑚,𝑛) ∈ (0, 1) refers to the associated confidence 
factor. The estimate of the number of scatter multipath channels in 𝐒𝑘 is given by 
?̂?𝑘
(𝑚)
=∑ 𝓌𝑘
(𝑚,𝑛)
𝐽𝑘
(𝑖)
𝑛=1
      (4.21) 
The main recursion process of the Single-Cluster PHD filtering can be 
summarized as three steps: prediction of density functions of both parent and daughter 
process, update of the posterior probability distribution of parent process and iterated 
update of the posterior PHD surface of daughter process across all BSs. The above three 
steps will be discussed in detail in the following subsections.  
4.2.1 Prediction Step   
Based on the Markov transition models of the MS target state and the range bias 
given in (4.1) and (4.3), the predicted particles of the parent process are drawn as 
𝐱𝑘
(𝑚)~𝑓(𝐱𝑘|𝐱𝑘−1
(𝑚)), 𝑚 = 1,… ,𝑀     (4.22) 
Assume the PHD intensity of the birth of scatter multipath channels are also Gaussian 
mixture in the form of: 
𝛾(𝐒𝑘) = ∑ 𝑤𝛾
(𝑛)𝒩(𝐒𝑘|𝛍𝛾
(𝑛), 𝐂𝛾
(𝑛))
𝐽𝛾
𝑛=1      (4.23) 
According to (4.16), the predicted scatter PHD surface is the sum of the new birth PHD 
intensity in (4.23) and the intensity of persisting scatters, given by 
𝐷(𝑚)(𝐒𝑘|𝐱𝑘
(𝑚), 𝐙1:𝑘−1) = ∫𝐷
(𝑚)(𝐒𝑘−1|𝐙1:𝑘−1) 𝛿(𝐒𝑘 − 𝐒𝑘−1)𝑑𝐒𝑘−1 + 𝛾(𝐒𝑘) 
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=∑ 𝓌𝑘−1
(𝑚,𝑛)𝒩(𝐒𝑘; 𝛍𝑘−1
(𝑚,𝑛′)
, 𝐂𝑘−1
(𝑚,𝑛′))
𝐽𝑘−1
(𝑚)
𝑛′=1
+ ∑ 𝓌𝛾
(𝑛′′)
𝒩(𝐒𝑘|𝛍𝛾
(𝑛′′)
, 𝐂𝛾
(𝑛′′))
𝐽𝛾
𝑛′′=1
   
=∑ 𝓌0,𝑘
(𝑚,𝑛)𝒩(𝐒𝑘; 𝛍0,𝑘
(𝑚,𝑛), 𝐂0,𝑘
(𝑚,𝑛))
𝐽0,𝑘
(𝑚)
𝑛=1
,   with   𝐽0,𝑘
(𝑚) = 𝐽𝑘−1
(𝑚) + 𝐽𝛾          
(4.24) 
Note that since all scatters are stationary, the dynamic of persisting scatters are 
simply identity, which is represented as a delta function 𝛿(𝐒𝑘 − 𝐒𝑘−1) in (4.24). 
4.2.2 Update of Parent Process   
Before preceding to the update of PHD intensity of scatter state, the probability 
distribution of the parent process can be primarily computed. According to (4.18), the 
weights associated to each particle of the parents process is updated as 
ℓ𝑘
(𝑚) =
𝐿(𝐙𝑘|𝐱𝑘
(𝑚), 𝐙1:𝑘−1)ℓ𝑘−1
(𝑚)
∑ 𝐿(𝐙𝑘|𝐱𝑘
(𝑚′), 𝐙1:𝑘−1)ℓ𝑘−1
(𝑚′)
𝑀
𝑚′=1
, 𝑚 = 1,… ,𝑀   (4.25) 
where 
𝐿(𝐙𝑘|𝐱𝑘
(𝑚), 𝐙1:𝑘−1) = ∏
∏ 𝜂𝑖,𝑧(𝐱𝑘
(𝑚)
|𝐙𝑠,1:𝑘−1)𝑧𝜖𝐙𝑖,𝑘
exp{∑ 𝑃𝑑𝑖(𝐒𝑘|𝐱𝑘
(𝑚)
)𝓌0,𝑘
(𝑚,𝑛)𝐽0,𝑘
(𝑚)
𝑛=1 }
𝑖=1,…,𝑁     (4.26) 
𝜂𝑖,𝑧 (𝐱𝑘
(𝑚)|𝐙1:𝑘−1) = 𝜅𝑖(𝑧) + 𝑃𝑑𝑖
0 (𝐱𝑘
(𝑚))𝜋𝑖
0 (𝑧|𝐱𝑘
(𝑚)) 
+∑ 𝑃𝑑𝑖(𝐒𝑘|𝐱𝑘
(𝑚))𝜋𝑖(𝑧|𝐱𝑘
(𝑚), 𝐒𝑘)𝓌0,𝑘
(𝑚,𝑛)𝐽0,𝑘
(𝑚)
𝑛=1        (4.27) 
Note that the posterior weight ℓ𝑘
(𝑚) is computed based on the predicted PHD intensity 
𝐷(𝑚)(𝐒𝑘|𝐱𝑘
(𝑚), 𝐙1:𝑘−1)  given in (4.24). This provides availability to perform particle 
management schemes, such as particle resampling [57] and progressive correction [58], 
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to improve the accuracy of the important sample prorogations. In order to increase the 
fidelity of the range bias estimate, for each particle, P samples of range bias realizations 
are drawn, and the sample with highest likelihood 𝐿(𝐙𝑘|𝐱𝑘
(𝑚), 𝐙1:𝑘−1) is kept, i.e.,  
𝑏𝑘
(𝑚)
= argmax
𝑏∈{𝑏(1),…,𝑏(𝑃)}
𝐿(𝐙𝑘|𝐩𝑘
(𝑚), 𝑏, 𝐙1:𝑘−1)  with {𝑏
(1), … , 𝑏(𝑃)}~𝑓(𝑏|𝑏𝑘−1
(𝑚)) (4.28) 
As shown in (4.26), the likelihood 𝐿(𝐙𝑘|𝐩𝑘
(𝑚), 𝑏, 𝐙1:𝑘−1)  is represented by a 
Gaussian mixture structure and non-concave as a function of b. However, in the 
presence of small clock fluctuation, we can approximate the likelihood is locally 
concave, so that maximum likelihood formation in (4.28) is valid. The weighted mean 
MS target location estimate is then given by 
?̂?𝑘 =∑ ℓ𝑘
(𝑚)𝐩𝑘
(𝑚)
𝑀
𝑚=1
     (4.29) 
Alternatively, the particle associated with largest weight can be utilized as the 
output MS position estimate. 
4.2.3 Update of Daughter Process   
Since multiple BS nodes (or equivalently multi-sensor) are considered for the 
proposed STAMP problem, the single-sensor PHD update process is inappropriate. In 
this work, an iterated multi-sensor implementation, referring to the iterated-corrector 
PHD update, is utilized as in [47, 53]. Starting with the predicted PHD intensity 
𝐷(𝑚)(𝐒𝑘|𝐱𝑘−1
(𝑚) , 𝐙1:𝑘−1) in (4.24), the posterior PHD is updated by using the observation 
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from the first sensor, the second sensor through the last sensor sequentially. In this case, 
the updated PHD intensity after the ith sensor is given by: 
𝐷(𝑚)(𝐒𝑘|𝐱𝑘
(𝑚), 𝐙1:𝑖,𝑘, 𝐙1:𝑘−1)
= (1 − 𝑃𝑑𝑖(𝐒𝑘|𝐱𝑘
(𝑚)))𝐷(𝑚) (𝐒𝑘|𝐱𝑘
(𝑚), 𝐙1:𝑖−1,𝑘, 𝐙1:𝑘−1)
+ ∑ ∑ 𝓌𝑖,𝑘
(𝑚,𝑛)𝒩(𝐒𝑘; 𝛍𝑖,𝑘
(𝑚,𝑛), 𝐂𝑖,𝑘
(𝑚,𝑛))
𝐽𝑖−1,𝑘
(𝑚)
𝑛=1𝑧𝜖𝐙𝑖,𝑘
 
(4.30) 
where 
𝓌𝑖,𝑘
(𝑚,𝑛) =
𝑃𝑑𝑖(𝐒𝑘|𝐱𝑘
(𝑚)
)𝜋𝑖(𝑧|𝐱𝑘
(𝑚), 𝐒𝑘)𝓌𝑖−1,𝑘
(𝑚,𝑛)
𝜂𝑖,𝑧(𝐱𝑘
(𝑚)
|𝐙1:𝑖−1,𝑘, 𝐙1:𝑘−1)
    (4.31) 
𝛍𝑖,𝑘
(𝑚,𝑛) = 𝛍𝑖−1,𝑘
(𝑚,𝑛) +
𝐂𝑖−1,𝑘
(𝑚,𝑛)(𝐠𝑠,𝑘
(𝑚,𝑛))𝑇(𝑧−𝑔𝑖(𝐱𝑘,𝛍𝑠−1,𝑘
(𝑚,𝑛)
))
ϵ𝑖,𝑘
(𝑚,𝑛)    (4.32) 
𝐂𝑖,𝑘
(𝑚,𝑛) = (𝐈2 −
𝐂𝑖−1,𝑘
(𝑚,𝑛)
𝐠𝑠,𝑘
(𝑚,𝑛)(𝐠𝑠,𝑘
(𝑚,𝑛))𝑇
ϵ𝑖,𝑘
(𝑚,𝑛) )𝐂𝑖−1,𝑘
(𝑚,𝑛)    (4.33) 
ϵ𝑖,𝑘
(𝑚,𝑛) = (𝐠𝑠,𝑘
(𝑚,𝑛))𝑇𝐂𝑖−1,𝑘
(𝑚,𝑛)𝐠𝑠,𝑘
(𝑚,𝑛) + 𝜎𝑖
2    (4.34) 
𝐠𝑠,𝑘
(𝑚,𝑛) = ∇𝐬𝑔𝑖(𝐱𝑘
(𝑚), 𝐬)|
𝒔=𝛍𝑠−1,𝑘
(𝑚,𝑛) = [
𝐬−𝐩
‖𝐩−𝐬‖
+
𝐬−r𝑖
‖𝐬−r𝑖‖
]
𝒔=𝛍𝑠−1,𝑘
(𝑚,𝑛)
,𝐩=𝐩𝑘
(𝑚)
   (4.35) 
Therefore, the multi-sensor PHD update is iteratively performed over N stages, referring 
to total N BS nodes. The number of Gaussian components at each stage increases 
geometrically is given by 𝐽𝑖,𝑘
(𝑚) = (|𝐙𝑖,𝑘| + 1)𝐽𝑖−1,𝑘
(𝑚) . In order to limit the exponential growth 
of 𝐽𝑖,𝑘
(𝑚)  over stages and time, Gaussian component pruning and clustering steps 
described in [59] are employed (in our work, the pruning and merging thresholds are as 
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0 and 4 respectively, and the maximum number of Gaussian components is limited to 
100).  
Despite of its implementation simplicity, the major limitation of the iterated 
multi-sensor PHD filter is the impact of the sensor ordering. It is shown that the PHD 
estimation performance differs significantly with different permutations of sensor 
ordering, and the sensor with the lower detectability should be updated in earlier stages 
[53]. As an alternative implementation, the product multi-sensor PHD filter provides 
more robust estimation performance against sensor ordering [55]. On the other hand, the 
probability of detection 𝑃𝑑𝑖
0(𝐱)  and 𝑃𝑑𝑖(𝐬|𝐱)  is a function of both scatter and target 
locations and the received signal SNR. Unfortunately, these probabilities are difficult to 
parameterize and mismatched detection probability would result in false association 
and over/under-estimated Gaussian component weights, which may cause a scatter 
multipath channel component being falsely pruned. More sophisticated modeling of 
target detection profile can be found [60]. 
The target state has to be initialized at the first scan. In this work, we assume the 
initial state of MS location is known a priori. Otherwise, different particles of initial 
guesses of the parent process 𝐱0 can be uniformly drawn from the space of the parent 
process. As successive observations obtained, incorrect initializations will be eliminated 
through particle resampling process. 
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4.3 Localization Identifiability in a NLOS Environment 
In this section, the fundamental identifiability of the proposed STAMP problem 
is studied using the boundedness of the Cramer-Rao Lower Bound (CRLB) on joint 
target and multipath estimation. Instead of a dynamic tracking problem, we consider a 
single snapshot of observation interval at particular time k (so that the time index k is 
omitted for notational simplicity). We also concentrate on the absolute NLOS scenario: 
all LOS observations of all BSs are miss detected. This worst localization case usually 
happened during track initiation or lost-track recovery process, which limits the 
applications of the proposed STAMP scheme.  Let the notations consist with the earlier 
parts of this work, we refresh the assumptions utilized in this section: 
1. A MS target receives known wideband RF signals at an unknown position 𝐩 ∈ ℝ2 
from a BS beacon network.  
2. The BS beacon network has 𝑁 nodes at known locations𝐫𝑖 ∈ ℝ
2, 𝑖 = 1,… ,𝑁, and all 
nodes share the same local oscillator clock but are asynchronized with the MS. 
3. Performance under the worst case is considered: the light of sight (LOS) signal is 
not presented while only reflected signals from S unknown random scatters located 
at 𝐬𝑗 ∈ ℝ
2, 𝑗 = 1,… , 𝑆, are observed at the MS. 
4. The statistical property of additive observation noise from each BS node and each 
path is assumed to be known a priori. 
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    The objective of the proposed STAMP problem is to jointly estimate the 
(3 + 2𝑆) ×1 system parameter vector 
𝛉 ≝ [𝐩𝑇, 𝑏, 𝒔1
𝑇, … , 𝒔𝑁
𝑇 ]                             (4.36) 
As introduced in Chapter 2, the CRLB provides lower limits for the covariance 
matrix of any unbiased estimate of unknown parameter vector 𝛉 . Defining 𝑍 =
{𝑧1,1, 𝑧1,2, … , 𝑧𝑁,𝑆} as the entire observation set of all nodes and all scatters at a single time 
instance, and denoting ?̂? as an unbiased estimate of 𝛉, the CRLB provides the lower 
performance bound of ?̂? as: 
          𝔼 {(𝛉 − ?̂?)(𝛉 − ?̂?)
𝑇
} ≥ [𝐉(𝛉)]−1 = [𝔼{−∇𝛉∇𝛉
𝑇 ln 𝑝(𝑍|𝛉)}]
−1
  (4.37)  
where 𝐉(𝛉) is the nonsingular Fisher Information matrix (FIM) based on the STAMP 
likelihood 𝑝(𝑍|𝛉), and A ≥ B denotes that matrix A - B is positive semidefinite. The 
expectation is taken over the ℝ𝑆𝑁 observation space conditioned on 𝛉. For notational 
simplification, we define vector 𝐮𝒊,𝒋 and 𝐯𝒊,𝒋 for 𝑖 = 1,… ,𝑁 and 𝑗 = 1,… , 𝑆 
𝐮𝑖,𝑗 = 𝜎𝑖,𝑗
−1∇𝐩𝑔𝑖(𝐩, 𝐬𝑗, 𝑏) =
𝐩−𝐬𝑗
𝜎𝑖,𝑗‖𝐩−𝐬𝑗‖
     (4.38) 
𝐯𝑖,𝑗 = 𝜎𝑖,𝑗
−1∇𝐩𝑔𝑖(𝐩, 𝐬𝑗, 𝑏) =
𝐬𝑗−𝐩
𝜎𝑖,𝑗‖𝐩−𝐬𝑗‖
+
𝐬𝑗−𝐫𝑖
𝜎𝑖,𝑗‖𝐬𝑗−𝐫𝑖‖
    (4.39) 
4.3.1 CRLB with Known Data Association  
Under the assumption of perfect detection with known data association, the 
STAMP likelihood 𝑝(𝑍|𝛉)is a single Gaussian written as: 
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𝑝(𝑍|𝛉) ∝ ∏ ∏ exp {−
1
2𝜎𝑖,𝑗
2 (𝑧𝑖,𝑗 − 𝑔𝑖(𝐩, 𝐬𝑗, 𝑏))
2
}𝑆𝑗=1
𝑁
𝑖=1     (4.40) 
where the multipath observation model 𝑔𝑖(𝐩, 𝐬𝑗, 𝑏) shares the same expression given in 
(4.8). Therefore, the (3 + 2𝑆) × (3 + 2𝑆) FIM for STAMP problem can be written as: 
      𝐉(𝛉) = ∑ ∑ 𝜎𝑖,𝑗
−2∇𝛉∇𝛉
𝑇𝑔𝑖(𝐩,𝐬𝑗,𝑏)
𝑆
𝑗=1
𝑁
𝑖=1  =
[
 
 
 
 
 
∑ 𝐔𝑗𝐔𝑗
𝑇𝑆
𝑗=1 ∑ 𝐔𝑗𝐞𝑗
𝑆
𝑗=1 𝐔1𝐕1
𝑇 … 𝐔𝑆𝐕𝑆
𝑇
∑ 𝐞𝑗
𝑇𝐔𝑗
𝑇𝑆
𝑗=1 ∑ 𝐞𝑗
𝑇𝐞𝑗
𝑆
𝑗=1 𝐞1
𝑇𝐕1
𝑇 … 𝐞𝑆
𝑇𝐕𝑆
𝑇
𝐕1𝐔1
𝑇 𝐕1𝐞1 𝐕1𝐕1
𝑇 𝟎 ⋮
⋮ ⋮ 𝟎 ⋱ 𝟎
𝐕𝑆𝐔𝑆
𝑇 𝐕𝑆𝐞𝑆 … 𝟎 𝐕𝑆𝐕𝑆
𝑇 ]
 
 
 
 
 
  (4.41)  
where  
𝑼𝒋 ≝ [𝒖𝟏,𝒋, … , 𝒖𝑵,𝒋 ]     (4.42) 
𝑽𝒋 ≝ [𝒗𝟏,𝒋, … , 𝒗𝑵,𝒋 ]     (4.43) 
𝒆𝒋 ≝ [𝝈𝟏,𝒋
−𝟏, … , 𝝈𝑵,𝒋
−𝟏]
𝑻
     (4.44) 
Based on the matrix inversion lemma, the 2 × 2 CRLB on the target position estimate ?̂? 
yields the form of  
𝐶𝑅𝐿𝐵(𝐩) = [ 𝐉(𝐩)]−1 = [∑ 𝐔𝑗(𝐈𝑁 − 𝐏𝒋
⊥)𝐔𝑗
𝑇 − 𝐁𝑆𝑗=1 ]
−1
     (4.45)  
where  
𝑷𝒋
⊥ ≝ 𝑽𝒋(𝑽𝒋
𝑻𝑽𝒋)
−𝟏
𝑽𝒋
𝑻     (4.46) 
𝑩 ≝
(∑ 𝑼𝒋(𝑰𝑵−𝑷𝒋
⊥)𝒆𝒋
𝑺
𝒋=𝟏 )(∑ 𝑼𝒋(𝑰𝑵−𝑷𝒋
⊥)𝒆𝒋
𝑺
𝒋=𝟏 )
𝑻
∑ 𝒆𝒋
𝑻(𝑰𝑵−𝑷𝒋
⊥)𝒆𝒋
𝑺
𝒋=𝟏
      (4.47) 
𝐔𝑗(𝐈𝑁 − 𝐏𝒋
⊥)𝐔𝑗
𝑇 represents the Fisher information component carried from the jth scatter 
for MS position estimate, B represents the Fisher information due to the unknown range 
offset 𝑏. Note that P𝒋
⊥ stands for the N × N orthogonal projection matrix onto the range 
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space of 𝐕𝑗, and 𝐈𝑁 − 𝐏𝒋
⊥ represents its orthogonal complement. Clearly, 𝐏𝒋
⊥ is a rank-2 
matrix, and the rank of matrix 𝐈 − 𝐏𝒋
⊥ is 𝑁 − 2. Therefore, the non-zero 𝐈𝑁 − 𝐏𝒋
⊥ can be 
achieved only if 𝑁 ≥ 3 (we define scatters satisfies this requirement as valid scatters). On 
the other hand, it can be seen that each row of the 2 × N matrix 𝐔𝑗 is linearly dependent 
and proportional to ej
T, hence 𝐔𝑗(𝐈𝑁 − 𝐏𝒋
⊥)𝐔𝑗
𝑇 is a rank-1 matrix for any 𝑁 satisfies N ≥ 3.  
  In order to investigate the singularity of the FIM given in (4.48), we express its 
determinant as 
det(∑ 𝐔𝑗(𝐈𝑁 − 𝐏𝒋
⊥)𝐔𝑗
𝑇 − 𝐅𝑆𝑗=1 ) ∝ 𝟏
𝑻𝚲
𝟏
𝟐(𝐈 − 𝐏𝑠𝑡𝑎𝑐𝑘
⊥ )𝚲
𝟏
𝟐𝟏      (4.48)  
where 
𝐏𝑠𝑡𝑎𝑐𝑘
⊥ = 𝚲
1
2𝐓𝑇(𝐓𝚲𝐓𝑇)−1𝐓𝚲
1
2                       (4.49) 
𝚲 ≝ diag{𝐞1
𝑇(𝐈 − 𝐏1
⊥)𝐞1, … , 𝐞𝑆
𝑇(𝐈 − 𝐏𝑆
⊥)𝐞𝑆}         (4.50) 
𝐓 ≝ [
𝐩−𝐬1
‖𝐩−𝐬1‖
,
𝐩−𝐬2
‖𝐩−𝐬2‖
, … ,
𝐩−𝐬𝑆
‖𝐩−𝐬𝑆‖
]           (4.51) 
and 𝟏 ≝ [1,… ,1]𝑇 is a 𝑆 ×1 all 1’s vector. For invertible 2 × 2 matrix 𝐓𝚲𝐓𝑇, at least two 
scatters are required, and 𝐩 − 𝐬𝑗1 and 𝐩 − 𝐬𝑗2 must be linearly independent for any 𝑗1 ≠
𝑗2  (i.e., all scatters and target do not lie in a straight line). Since the rank of the 
orthogonal complement matrix 𝐈 − 𝐏𝒔𝒕𝒂𝒄𝒌
⊥  is 𝑆 − 2, the determinant given in (4.48) is non-
zero only if 𝑆 ≥ 3.   
  As a summary of the above analysis, the 2 × 2 rank-1 matrix 𝐔𝑗(𝐈𝑁 − 𝐏𝐣
⊥)𝐔𝑗
T 
exists only if signals of three or more nodes contains the reflections from scatter j (i.e., 
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𝑁 ≥ 3). In this case, at least three scatters are required for invertible FIM on 𝛉 (i.e., S ≥
3). This result accords with the fundamental intuition: three or more nodes are needed to 
identify the position of a single scatter (i.e., three equations to solve three unknown 
parameters: 2×1 vector 𝐬𝑗 and ‖𝐩 − 𝐬𝑗‖ + 𝑏); and at least three scatters are essential to 
find the target position (i.e., three equations to solve three unknown parameters: 2×1 
vector 𝐩 and b). For the 3D case, since the z coordinate is now included in 𝐩 and 𝐬𝑗, one 
more node is required for each scatter (𝑁 ≥ 4) and one more scatter has to be presented 
to identify the target position (𝑆 ≥ 4). 
   If we relax Assumption 3, both LOS path and multipath from the S scatters are 
observed, and extra Fisher information component contributed by the LOS path will be 
added to the FIM given in (4.41). Let 𝑗 = 0 denotes the LOS path, and the FIM for p can 
be rewritten as 
𝐉′(𝐩) = ∑ 𝐔𝑗(𝐈𝑁 − 𝐏𝒋
⊥)𝐔𝑗
𝑇𝑆
𝑗=0 −𝐁
′     (4.52)  
where 
B′ ≝
(∑ U𝑗(I𝑁−P𝑗
⊥)E𝑗
𝑆
𝑗=0 )(∑ U𝑗(I𝑁−P𝑗
⊥)E𝑗
𝑆
𝑗=0 )
𝑇
∑ E𝑗
𝑇(I𝑁−P𝑗
⊥)E𝑗
𝑆
𝑗=0
    (4.53) 
  𝐮𝑖,0 =
𝐩−𝐫𝑖
𝜎𝑖,0‖𝐩−𝐫𝑖‖
, P0
⊥ = 𝟎      (4.54) 
In this case, P0
⊥ = 𝟎 means there is no Fisher information loss due to the uncertainty of 
propagation channel. When signal from one node includes the LOS path, the total 
number of scatter required to invert (4.52) is then reduced by one, and when three or 
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more nodes include LOS path, (4.52) is always invertible regardless the number of 
scatter presented.  
4.3.2 CRLB with Data Association Uncertainty 
  In this section, we derive the CRLB in the presence of data association 
uncertainty. The uncertainty we address in this work contains is from two causes: 1) the 
occurrence of missed detections and false alarms, and 2) the ambiguity in associating 
scatters (modes) with observations. In order to capture these uncertainties, the CRLB has 
to integrate all possible association hypotheses, and the STAMP likelihood function 
𝑝(𝑍|𝛉) in this case is the marginal distribution over all observations and association 
events, which has Gaussian mixture characteristics.  
  Let 𝑍𝑖 ≝ {𝑧𝑖,𝑙}𝑙=1
𝑚𝑖  denotes the TOA measurement set obtained at ith node, with a 
random number of observations 𝑚𝑖. The likelihood 𝑝(𝑍𝑖|𝛉) is then given by: 
𝑝(𝑍𝑖|𝛉) = ∑ 𝑝(𝑍𝑖, 𝑚𝑖|𝛉)
∞
𝑚𝑖=1 = ∑ ∑ 𝑝(𝑍𝑖 , ℰ𝑚𝑖
𝑘 ,𝑚𝑖|𝛉)
|ℰ𝑚𝑖|
𝑘=1
∞
𝑚𝑖=1    (4.55)  
where ℰ𝑚𝑖
𝑘 , 𝑘 = 1, . . , |ℰ𝑚𝑖|, is defined  as an association event conditioned on the number 
of observation 𝑚𝑖. Intuitively, each of the association event  ℰ𝑚𝑖
𝑘  can be viewed as a 𝑆 × 1 
vector: ℰ𝑚𝑖
𝑘 = [𝑙𝑚𝑖
𝑘,1, … , 𝑙𝑚𝑖
𝑘,𝑆] , where non-zero 𝑙𝑚𝑖
𝑘,𝑗 = {1,… ,𝑚𝑖}  denotes the measurement 
index associated with scatter j, and 𝑙𝑚𝑖
𝑘,𝑗 = 0  refers to the event that scatter j is not 
detected. Thus, the joint likelihood 𝑝(𝑍𝑖 , ℰ𝑚𝑖
𝑘 , 𝑚𝑖|𝛉) is in the form of 
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𝑝(𝑍𝑖 , ℰ𝑚𝑖
𝑘 ,𝑚𝑖|𝛉) =
𝑃(ℰ𝑚𝑖
𝑘 ,𝑚𝑖|𝛉)
𝑉𝑓𝑘
×∏ 𝑵(𝑧
𝑖,𝑙𝑚𝑖
𝑘,𝑗 − 𝑔𝑖(𝐩, 𝐬𝑗, 𝑏), 𝜎𝑖,𝑗
2 )𝑆
𝑗:𝑙𝑚𝑖
𝑘,𝑗
>0
        (4.56) 
where 
𝑃(ℰ𝑚𝑖
𝑘 , 𝑚𝑖|𝛉) =
𝑓𝑘!𝜇(𝑓𝑘)𝑃𝑑
𝑚𝑖−𝑓𝑘
𝑚𝑖!(1−𝑃𝑑)
𝑚𝑖−𝑓𝑘−𝑆
                         (4.57)      
𝑉 is the volume of detection space (i.e., maximum detectable range minus minimum 
detectable range), 𝑃𝑑  is the probability of detection, 𝑓𝑘  is the number of false alarm 
assumed by ℰ𝑚𝑖
𝑘  and 𝜇(∙) is its probabilistic mass function which is modeled as a Poisson 
distribution.  
  Assuming all BS nodes are independent with each other, the overall STAMP 
FIM is then given by 
𝐉(𝛉) =∑𝐉𝑖(𝛉)
𝑁
𝑖=1
=∑𝔼{−∇𝛉∇𝛉
𝑇 log 𝑝(𝑍𝑖|𝛉)}
𝑁
𝑖=1
=∑ ∑ 𝔼{−∇𝛉∇𝛉
𝑇 log 𝑝(𝑍𝑖 , 𝑚𝑖|𝛉)}
∞
𝑚𝑖=1
𝑁
𝑖=1
=∑𝐇𝑖
𝑁
𝑖=1
𝚪𝑖𝐇𝑖
𝑇      
(4.58)  
where 
𝐇𝑖 ≝ [𝜎𝑖,1
−1∇𝛉𝑔𝑖(𝐩, 𝐬1),… , 𝜎𝑖,𝑆
−1∇𝛉𝑔𝑖(𝐩, 𝐬𝑆) ]                      (4.59)  
[𝚪𝑖]𝑗1,𝑗2 ≝ ∑ 𝔼{𝛼𝑖,𝑗1(𝑚𝑖)𝛼𝑖,𝑗2(𝑚𝑖)}
∞
𝑚𝑖=1                     (4.60) 
   𝛼𝑖,𝑗(𝑚𝑖) ≝ 𝜎𝑖,𝑗
𝑑 log𝑝(𝑍𝑖 , 𝑚𝑖|𝛉)
𝑑𝑔𝑖(𝐩,𝐬𝑗)
= ∑ 𝛼𝑖,𝑗
𝑙 (𝑚𝑖)
𝑚𝑖
𝑙=1              (4.61)  
𝛼𝑖,𝑗
𝑙 (𝑚𝑖) =
𝑔𝑖(𝐩,𝐬𝑗)−𝑧𝑖,𝑙
𝜎𝑖,𝑗
 ∙
∑ 𝑝(𝑍𝑖 , ℰ𝑚𝑖
𝑘 , 𝑚𝑖|𝛉)ℰ𝑚𝑖
𝑘 :𝒍𝒎𝒊
𝒌,𝒋
=𝑙
𝑝(𝑍𝑖 , 𝑚𝑖|𝛉)
     (4.62) 
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Note that the summation in (4.62) sums over all association events ℰ𝑚𝑖
𝑘  with 𝑙𝑚𝑖
𝑘,𝑗 =
𝑙 . The expectation in (4.60) refers to a 𝑚𝑖  dimensional integration over the whole 
observation space 𝑧𝑖,1, 𝑧𝑖,2…𝑧𝑖,𝑚𝑖. The 𝑆 × 𝑆 positive semidefinite symmetric matrix 𝚪𝑖 is 
defined as the Information Reduction Matrix (IRM) due to the data association uncertainty 
at ith node. In the case of perfect detection with known data association, 𝚪𝑖 is an identity 
matrix, and (4.58) is reduced to (4.41). 
  Since the likelihood function 𝑝(𝑍𝑖 , 𝑚𝑖|𝛉) is in a form of Gaussian mixture, the 
expectation of cross terms in IRM 𝔼{𝛼𝑖,𝑗1(𝑚𝑖)𝛼𝑖,𝑗2(𝑚𝑖)} for 𝑗1 ≠ 𝑗2 is not necessary to be 
zero. Therefore it is complicated to analytically quantify the information loss.  However, 
we may exploit the asymptotic behavior of the IRM. For sufficiently large SNR, the 
observation noise variance 𝜎𝑖,𝑗
2  would then become sufficiently small, so that Gaussian 
density functions approach delta functions. As a result, it can be shown that 
 𝔼 {𝛼𝑖,𝑗1
𝑙1 (𝑚𝑖) ∙ 𝛼𝑖,𝑗2
𝑙2 (𝑚𝑖)} → 0                             (4.63) 
and all cross terms in 𝚪𝑖 trend to zeros. In addition, for any 𝑃𝑑 < 1 at high SNR, the false 
alarm rate 𝑃𝑓 ≅ 0  and 𝜇(0) ≅ 1, therefore all of the observations are target oriented. As a 
result, the diagonal elements of IRM is then 
       [𝚪𝑖]𝑗,𝑗 ≅  ∑ ∫∑(
𝑔𝑖(𝐩, 𝐬𝑗) − 𝑧𝑖,𝑙
𝜎𝑖,𝑗
)
2𝑚𝑖
𝑙=1
 
𝑆
𝑚𝑖=1
× ∑ 𝑝(𝑍𝑖 , ℰ𝑘 ,𝑚𝑖|𝜽)
ℰ𝑘:𝑙𝑗=𝑙
𝑑𝑧𝑖,1…𝑑𝑧𝑖,𝑚𝑖 
= ∑ (
𝑆 − 1
𝑚𝑖 − 1
)
𝑃𝑑
𝑚𝑖
(1−𝑃𝑑)
𝑚𝑖−𝑆
 𝑆𝑚𝑖=1 = 𝑃𝑑                         (4.64) 
This yields the same CRLB with perfect data associations in (4.45) expect the scaling 
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factor 𝑃𝑑.  
It can be inferred that 𝚪𝑖 ≤ 𝑃𝑑𝐈, with equality asymptotically if SNR is sufficiently large 
as shown above. Although in [62], the author provides the proof of 𝛾𝑖 ≤ 𝑃𝑑 when the 
FIM 𝚪𝑖 is a scalar factor 𝛾𝑖, a more general proof of this property for matrices such that 
𝚪𝑖 ≤ 𝑃𝑑𝐈  is beyond this work. On the other hand, due to the Gaussian mixture 
characteristics of 𝑝(𝑍𝑖|𝛉), Fisher information reduction always exists even in a false 
alarm free situation. This is due to the unknown correspondence between propagation 
modes, especially when scatter positions are closely spaced.  
Practically, the number of scatters S is an unknown random variable. To incorporate 
this randomness, the joint likelihood in (4.55) can be modeled as a function of S and its 
distribution 𝜇𝑆(𝑠).  However, due to the huge computational complexity, we only 
consider the case that S is known and deterministic in the simulation section. 
4.4 Simulation Result 
4.4.1 Numeric Result of CRLB-based Identifiability Analysis 
Consider a distributed receiver array with total three BS nodes located at (-200, -
200), (200, -200) and (0, 200). The unknown target is located at (30, 50), and three 
unknown scatters are placed at (-100, 10), (-50, 50) and (90, -100) respectively as shown in 
Figure 4.3(a). We assume the noise variances are the same for all path and all nodes as: 
𝜎2 =
𝑐2
𝐵2𝑆𝑁𝑅
             (4.65) 
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where c denotes the speed of light, and B refers to RF signal bandwidth assumed to be 
20MHz. To illustrate the identifiability of STAMP given in Section IV, we compute the 
CRLB for p in (4.45) as a function of number scatters 𝑆 and number of nodes 𝑁. For 
illustrative convenience, we diagonal load the FIM J(p) with 10−6𝐈2, therefore, when J(p) 
given in (4.45) is singular, the resulting CRLB will be a constant independent with SNR. 
The simulated result is shown in Figure 4.3 (b), and as discussed in section IV, only the 
case N = 3 and S = 3 provides a CRLB as a linear function of SNR in logarithm scale, so 
that the target and scatter positions can be jointly estimated.  
The second phase of simulation incorporate the data association uncertainty 
discussed in Section III. We assume the signal detection profile follows the model as  
𝑃𝑑 = 𝑃𝑓𝑎
1/(1+𝑆𝑁𝑅)
     (4.66) 
where 𝑃𝑓𝑎 is the probability of false alarm of given SNR and 𝑃𝑑. Regarding to the 𝑚𝑖 
dimensional integration for computing CRLB in (4.58), Monte Carlo integration method 
is utilized, and the number of observation for each node is summed from 𝑚𝑖 = 1 to 𝑚𝑖 =
30. The CRLB of p is illustrated in Figure 4.3 (c) for probability of detection 𝑃𝑑 =
0.9, 0.8, 0.7 and 0.6. The known data association case for 𝑃𝑑 = 0.9 is also plotted as a 
reference for performance bound. Unlike the linear relationship with SNR for known 
data association, the bounds with data association uncertainty exhibit the nonlinear 
properties as SNR decreases. This property may be result from the exponential growth 
of the number of false alarms at low SNR and the increasing ambiguity between each 
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Figure 4.3: (a) Illustration of simulated scenario (b) CRLB under known data association and 
(c) CRLB with data association uncertainty  
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scatter. For high SNR, the bounds trend to linear functions of SNR in logarithm scale 
and achieve performance comparable to perfect data association case, which is 
consistent with the discussion in [62]. 
 
4.4.2 Numeric Result of the Single-Cluster PHD filter based STAMP Algorithm 
This section illustrates the proposed STAMP algorithm derived in Section III for 
the application of tracking a MS target in a multipath-rich outdoor environment. We 
consider a 40 × 40 m2 area of interest, where three BS nodes locate at (0, 45), (-30, -15) and 
(30, -15). The BS sensor network shares an overlapping area of surveillance, and produce 
a set of range Gaussian noisy observations in the presence of imperfect detection. For all 
BSs, the observation noise variance is assume to be 0.1 𝑚2. The target starts from the 
origin of the coordinate system, moves according to the dynamic model in a 2D scenario 
given in (4.1) and (4.2) over the total 60 time steps. The dynamics of the MS-BS range 
bias is represented by a random walk process given in (4.3) with variance 0.1 𝑚2. We 
assume multipath scatters are uniformly distributed over the area of interest. The 
number of scatters randomly selected from 3 to 10, so that the localization idenfiability 
of the absolute NLOS situation is guaranteed.  
In the first phase of simulation, both the probability of detection of direct path 
observation and multipath observation from each scatters are assumed to be 0.5. The 
probability of false alarm is assumed to be 0.05. With 100 meter range detection interval, 
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the false detections are modeled by a Poisson point process with the mean number of 
false detection 𝜇 = 5 at each time instant.The total number of particles is set to 600, and a 
resampling scheme described in [57] is utilized. Figure 4.4 (a) illustrates a realization of 
the estimated target paths over the true target trajectory (black solid lines) using the 
LOS-only method (blue solid lines) and proposed STAMP algorithm (red solid lines). In 
this realization, the LOS-only method failed due to the low probability of detection of 
the LOS observations, while the proposed STAMP algorithm continuously maintained 
relative small localization error by exploiting the multipath observations (almost overlap 
with the ground truth). Extracting the Gaussian components with weights greater than 
0.25 from the estimated PHD intensity, the estimates of the scatter positions (red plus 
signs) are marked with the ground truth (black circles). The logarithm of the estimated 
PHD surface is also plotted in Figure 4.4 (b), with a dynamic range from -15 to 5. 
Although several “false peaks” are presented, all of the eight scatters can be correctly 
identified on both figures.  
In the second phase of the simulation, Monte Carlo (MC) simulations were 
performed to evaluate the localization performance in the presence of different LOS 
detection profiles of the proposed STAMP algorithm. We set the probability of detection 
of LOS path to 0, 0.3 and 0.5 respectively, while maintaining the probability of detection 
of multipath to 0.5 for all BSs. By randomly generating MS trajectories and scatter 
distributions, 100 independent MC simulations are performed with other parameters 
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utilized in the first phase. The curves of mean squared localization error of both the 
STAMP and the LOS-only methods are plotted as a function of time index in Figure 4.5 
(a). The cumulative density function of the localization error over the total 60 time 
intervals and 100 MC runs are also shown in Figure 4.5 (b). As the probability of 
detection of LOS path decreases, the performance of LOS-only method decreases 
significantly, while the localization error of STAMP method almost maintains within 2 
meters for all of the three LOS detectabilities. Note that the scenario with probability of 
detection of LOS path equal to 0 corresponds to the absolute NLOS case as discussed in 
Section 3.3. In this case, the proposed STAMP method is still able to jointly estimate the 
MS state and the scatter positions, since the number of BS nodes and scatters are both 
greater than three, which guarantees the STAMP identifiability.  
In addition, the estimation performance of scatter position, or multipath channel 
was qualified by using the Optimal SubPattern Assignment (OSPA) metric [61]. In 
Figure 4.6(a), the OSPA distances are shown with the three different LOS detection 
profiles, which measures the differences in both localization and cardinality, and in 
Figure 4.6 (b) and (c), the localization error and cardinality error of OSPA metric are also 
plotted respectively. For all of the three metrics, the error curves decrease as a function 
of time since all scatters are assumed to be stationary. Also, as the probability of 
detection for LOS path increases, the scatter localization performance also enhanced. 
 
 80 
 
 
 
(a) 
 
(b) 
 
Figure 4.4: (a) Illustration of the simulated scenario: three BS nodes (triangles) and eight 
scatters (circles) and the true MS trajectory; the estimation results of STAMP and LOS-only 
method are both shown. (b) Logarithm of the estimated PHD surface of scatters, with ground 
truth marked as red crosses. 
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(a) 
 
 
(b) 
 
Figure 4.5: MC simulation for probability of detection of LOS path equal to 0, 0.3 and 0.5. 
Plots contains (a) mean squared MS localization error over time and (b) cumulative 
density function of MS localization error over all time interval and MC runs 
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Figure 4.6: OSPA metric of scatter localization performance over time with (a) OSPA 
distance, (b) localization error and (c) cardinality error 
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4.5 Real-data Experiment Result 
    This section describes the results of applying STAMP to real data from an 
experiment conducted on the first floor atrium of an engineering building at Duke 
University. We consider an equivalent RF sources tracking problem by using a 
multistatic receiver BS nodes. A multi-channel S-band radar testbed system [41, 42] was 
utilized to track a RF transmitter. Figure 4.7 provides views of the experiment 
environment with the actual floor plan and the measured trajectory (black solid line) of 
the transmitter that was used as the target in this experiment. Three omnidirectional 
receiver antenna locating at (7.4, 1.7), (0, 3.18) and (4.5, -1.8) respectively. The NLOS 
areas are given in the gray regions due to the blockage of two large reinforced concrete 
pillars. The information about the building floor plan was assumed to be unavailable. 
However, since an indoor environment is considered, instead of the point scattering 
model utilized earlier, we explore the specular reflection model from flat planes 
reflectors as discussed in earlier chapters: the planes reflectors are essentially straight 
lines based on Hessian normal form: 𝑥 cos𝜓 + 𝑦 sin𝜓 + 𝜌 = 0, with parameter vector 𝐬 =
[𝜓, 𝜌]𝑇. The reflective surfaces are assumed to be smooth enough and are able to produce 
images sources with a distance depending on the position of the incident source. 
Therefore, the multipath range observation model in (4.8) is modified as 
𝑔𝑖(𝐱𝑘, 𝐬) = ‖𝐩𝑘
𝑖𝑚𝑔 − 𝐫𝑗‖ + 𝑏𝑘     (4.67) 
where 
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𝐩𝑘
𝑖𝑚𝑔 = [
−𝑥𝑘 cos 2𝜓 − 𝑦𝑘 sin 2𝜓 − 2𝜌 cos𝜓
−𝑥𝑘 sin 2𝜓 + 𝑦𝑘 cos 2𝜓 − 2𝜌 sin𝜓
]    (4.68) 
The proof of identifiability of the specular reflection model is similar as the point 
scattering model analyzed in Section IV, which is not included in this work.  
We implemented the Single-Cluster PHD filter based STAMP algorithm with the 
number of particles equal to M = 100. The estimated target path (red solid line) are 
shown in Figure 4.7, which visually overlaps with the measured path ground truth 
(black solid line). The localization error of STAMP algorithm and LOS-only method are 
shown in Figure 4.8. Note that when the target is in a NLOS region (i.e., gray areas of 
Figure 4.8), the positioning errors are larger compared to the LOS regions. However, by 
exploiting the multipath observations with estimated multipath parameters, STAMP is 
able to maintain the target localization errors to within ±1 m for both x and y dimensions. 
On the other hand, estimation error of the LOS-only method in the LOS region 
approximates that of STAMP, however, since no observation is present in the NLOS 
regions, the location estimates diverge rapidly with time compared the STAMP results.  
The logarithm of estimated GM-PHD surfaces of multipath parameter at four 
time instances (i.e., scan t = 11, 31, 61 and 85) are shown in Figure 4.9. The ground truth 
positions of the five walls (as denoted in Figure 4.7) are marked as red dots in Figure 4.9. 
For the given indoor scene, four planar reflectors of the area of interest, corresponding to 
four dominant Gaussian components, can be identified on estimated PHD surfaces, 
which are closed to the true values as marked by red dots. 
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Figure 4.7: Illustration of the experiment scenario: three BSs are denoted by 
squares, the target trajectory are marked with solid lines and five plane reflectors 
are noted in circled numbers; the gray areas represent NLOS regions. Estimated 
target trajectory with the STAMP algorithm is marked in red line.  
 
 
Figure 4.8: Localization error (Euclidean distance) of the STAMP method and LOS-
only method.  
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The residual Guassian components in the estimated PHD surfaces may be caused by 
false alarms or other unmolded multipath propagations, e.g., 3D or multiple bounces 
reflections. 
 
4.6 Summary 
This chapter proposed a single-cluster PHD filter implementation of the 
simultaneous target and multipath positioning (STAMP) problem. The multipath 
            (a)                                                                      (b) 
 
            (c)                                                                      (d) 
 
Figure 4.9: Estimated PHD intensity of multipath channels parameters at (a) t = 11, (b) 
t = 31, (c) t = 61 and (d) t = 85. The true values of plane reflectors are marked with red 
dots.  
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propagation was modeled with single bounce reflections from unknown random 
scatters. The proposed recursive Bayesian algorithm coupled a particle filter to obtain 
posterior probability distribution of mobile station (MS) position and MS-BS oscillator 
clock bias, which defined the parent process. By modeling the scatter state as a random 
finite set, a multi-sensor iterated Gaussian mixture PHD filter, defined as a daughter 
process, was utilized to estimate the PHD intensity of the scatter locations conditioned 
on the each particle of parent process. The CRLB based identifiability analysis has 
shown that, at least three BS nodes for each scatter and at least three scatters, were 
required to provide a finite CRLB on target position estimates. We also extended the 
CRLB in the case of data association uncertainty. Ambiguities due to the probability of 
erroneous propagation modes association hypotheses was discussed in terms of the 
information reduction matrix. A set of simulations and an illustrative real-data 
experiment for indoor target tracking problem were implemented using the proposed 
method; and improved target localization accuracy has been achieved even when the 
LOS propagation was not present over the course of the track.  
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5  
Multi-static AOA STAMP 
 
 
 
 
 
This chapter extends the application of STAMP to the problem of tracking a RF source 
(target) in complex multipath environments using Angle-of-Arrival (AOA) observations 
produced by a multi-static sensor array network. In the presence of time-varying 
number of multipath modes, the single cluster process, as introduced in Chapter 4, is 
formulated using a recursive Bayesian estimation framework: the target state is defined 
as the parent process and the multipath parameter state is defined as the daughter 
process. Instead of using particle presentations for the distribution of parent process, a 
multi-hypothesis data association method is used with Probability Hypothesis Density 
(PHD) filtering to improve the accuracy of the target state estimate.  The Gaussian target 
state is updated based on classic multiple-scan maximum likelihood data association, 
and the update of multipath channel parameters is solved by a Gaussian Mixture PHD 
filtering conditioned on the target state estimate. Simulation and experimental results 
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using real data for an indoor target positioning problem demonstrates substantial 
improvements in localization accuracy with this method.  
5.1 Problem Formulation 
Consider the problem of tracking a moving RF source (target) in a two-
dimensional space. Let target state vector 𝐱𝑘 = [𝑥𝑘 , 𝑦𝑘 , ?̇?𝑘 , ?̇?𝑘]
𝑇, be the target x-y ground 
coordinates and vector velocity at scan 𝑘. The linear target dynamics with Gaussian 
process noise is given in (4.1) and (4.2).  
The localization system is constituted with S multi-static sensor arrays with 
overlapping coverage. All sensors, with different locations and array orientations, 
produce a set of angle-of-arrival (AOA) observations. Let 𝑧𝑘,𝑠 denote a single AOA 
observation from sth sensor array at time k, the Gaussian observation noise model is 
given by: 
𝑓(𝑧|𝚯𝑠, 𝐱𝑘) = {
𝒩(𝑧𝑠,𝑘; ℎ𝑠
𝑑(𝐱𝑘), σ
2),           direct-path
𝒩(𝑧𝑠,𝑘; ℎ𝑠(𝐱𝑘 , 𝛉𝑠), σ
2),      multipath
  ,    (5.1) 
where the model ℎ𝑠
𝑑(𝐱𝑘) and ℎ𝑠(𝐱𝑘 , 𝛉𝑠) denote nonlinear observation models for the LOS 
path and the multipath propagation respectively. Instead of using common multipath 
parameter for all sensors (e.g., the point scatter model as utilized in Chapter 4), this 
chapter assumes that each ULA observes independent multipath channel parameters, so 
that the L × 1 vector  𝛉𝑠 denotes the time invariant multipath parameters associated to 
the sth sensor array. 
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  At each time k, there is only one source or target presented. However, the 
number of multipath propagation modes at each sensor array 𝑁𝑘,𝑠  is a time-varying 
random variable. Previous solution of multi-hypothesis data association based STAMP 
algorithm estimates the stacked state vector [𝐱𝑘
𝑇, 𝛉1,1
𝑇 , … , 𝛉1,𝑁𝑘,1
𝑇 , 𝛉2,1
𝑇 , … , 𝛉𝑆,𝑁𝑘,𝑆
𝑇 ]𝑇, where the 
number of multipath channels 𝑁𝑘,𝑠, 𝑠 = 1,… , 𝑆 are estimated via a channel initiation and 
validation process. In this chapter, we represent the multipath channel parameter state 
as a random finite set (RFS) on 𝒫 ∈ ℝ𝐿.  
𝚯𝑠 = {𝛉𝑠,1, … , 𝛉𝑠,𝑁𝑘} ∈ ℱ(𝒫)      (5.2) 
Similarly, in the presence of imperfect detection, the observation set at time k is also 
modeled as a random finite set on space  𝒵 ∈ ℝ2 
𝐙𝑠,𝑘 = {𝑧𝑠,𝑘,1, … , 𝑧𝑠,𝑘,|𝑍𝑘|} = 𝑍𝑑(𝐱𝑘)⋃𝑍(𝐱𝑘, 𝚯𝑠)⋃𝐶𝑠,𝑘 ∈ ℱ(𝒵)     (5.3) 
where 𝑍𝑑(𝐱𝑘) denotes the direct path observation, 𝑍(𝐱𝑘, 𝚯𝑠) represents the observation 
set of multipath, and 𝐶𝑠,𝑘 denotes the set of false alarms detected at time k. In order to 
estimate the joint STAMP state 𝕏𝑘 = {𝐱1:𝑘, 𝚯1, … , 𝚯𝑆} , single-cluster point process is 
modeled, where the target state 𝐱 represents the parent state vector and the multipath 
mode parameter 𝚯𝑠, 𝑠 = 1,… , 𝑆  represent its daughter process. Therefore, the single 
cluster PHD recursion is written as:  
𝐷(𝐱𝑘, 𝚯1, … , 𝚯𝑆|𝐙1:𝑘) = 𝛼𝑓(𝐱𝑘|𝐙1:𝑘−1)𝐿(𝐙𝑘|𝐱𝑘, 𝐙𝑘−1)⏟                  
𝑓(𝐱𝑘|𝐙1:𝑘)
∏ 𝐷(𝚯𝑠|𝐱𝑘, 𝐙𝑠,1:𝑘)
𝑆
𝑠=1      (5.4) 
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where 𝛼  is a normalized coefficient.  𝐷(𝚯𝑠|𝐱𝑘, 𝐙𝑠,1:𝑘), 𝑠 = 1,… , 𝑆  is the measurement 
updated PHD intensity the of daughter process conditioned on 𝐱𝑘  
𝐷(𝚯𝑠|𝐱𝑘, 𝐙𝑠,1:𝑘) = [1 − 𝑃𝑑(𝚯𝑠|𝐱𝑘) + ∑
𝑃𝑑(𝚯𝑠|𝐱𝑘)𝑓(𝑧|𝚯𝑠, 𝐱𝑘)
𝜂𝑧(𝐱𝑘|𝐙𝑠,1:𝑘−1)
𝑧𝜖𝐙𝑠,𝑘 ] × [𝐷(𝚯𝑠|𝐱𝑘, 𝐙𝑠,1:𝑘−1)]  
(5.5) 
𝜂𝑧(𝐱𝑘|𝐙𝑠,1:𝑘−1) = 𝜅(𝑧) + 𝑃𝑑
(𝑑)(𝐱𝑘)𝑔(𝑧|𝐱𝑘) + ∫𝑃𝑑(𝚯𝑠|𝐱𝑘)𝐷(𝚯𝑠|𝐱𝑘 , 𝐙𝑠,1:𝑘−1)𝑓(𝑧|𝐱𝑘 , 𝚯𝑠)𝑑𝚯𝑠 
(5.6) 
where 𝑃𝑑(𝚯|𝐱𝑘) is the probability of detection. The first term of 𝜂𝑧(𝐱𝑘|𝐙1:𝑘−1) refer to 
likelihood of false alarm, the second term refers to the direct path, and the last term 
refers to all multipath modes based on intensity 𝐷(𝚯𝑠|𝐱𝑘, 𝐙𝑠,1:𝑘−1). Similar to (4.18), the 
multi-component likelihood of the measurement set 𝐙𝑘 conditioned on target state 𝐱𝑘 is 
given by 
𝐿(𝐙𝑠,𝑘|𝐱𝑘, 𝐙𝑠,1:𝑘−1) =
∏ 𝜂𝑧(𝐱𝑘|𝐙𝑠,1:𝑘−1)𝑧𝜖𝐙𝑘
exp{∫𝑃𝑑(𝚯𝑠|𝐱𝑘)𝐷(𝚯𝑠|𝐱𝑘 , 𝐙𝑠,1:𝑘−1)𝑑𝚯𝑠}
  (5.7) 
5.2 Multi-Hypothesis Single-Cluster PHD filtering for STAMP 
The STAMP problem is divided into two stages to update the target state and 
multipath parameters successively. A single-cluster PHD filter is used to update the 
multipath parameters based on Finite Set Statistics (FISST), while an explicit multi-
hypothesis EKF is introduced to update the target state. Therefore, instead of using 
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particle representations, the parent process 𝐱𝑘 (i.e., target state) at time k is modeled a 
single Gaussian distribution,  
𝑓(𝐱𝑘|𝒽1:𝑘, 𝐙1:𝑘) = 𝒩(𝐱𝑘; ?̂?𝑘, 𝐏𝑘)    (5.8) 
and the intensity functions of the daughter process, 𝚯𝑠, 𝑠 = 1, . . . , 𝑆, are modeled as a 
Gaussian mixture distribution conditioned on 𝐱𝑘 as 
𝐷(𝚯𝑠|𝐱𝑘 , 𝐙𝑠,1:𝑘) =∑ 𝑤𝑠,𝑘
(𝑗)𝒩(𝚯𝑠; 𝛍𝑠,𝑘
(𝑗), 𝐂𝑠,𝑘
(𝑗))
𝐽𝑠,𝑘
𝑗=1
,     𝑠 = 1, . . . , 𝑆  (5.9) 
In (4.8), 𝒽1:𝑘 = {𝒽1, 𝒽2, … , 𝒽𝑘} is defined as a data association hypothesis sequence up to time 
k. At each time k, the classic maximum likelihood data association (i.e., 2D assignment) is 
performed to find the optimal correspondence 𝒽𝑘 between observations 𝑧ϵ𝐙𝑠,𝑘 and the 
direct path, false alarm and multipath modes. In this case, the mean vector 𝛍𝑠,𝑘
(𝑗)
 of each 
Gaussian component of 𝐷(𝚯𝑠|𝐱𝑘−1, 𝐙𝑠,1:𝑘−1) is represented by a hypothesized multipath 
channel, and the weight  𝑤𝑠,𝑘
(𝑗) ∈ (0, 1) refers to the associated confidence factor. The 
estimated number of multipath channels in 𝚯𝑠 is given by 
𝑛𝑘,𝑠 =∑ 𝑤𝑠,𝑘
(𝑗)
𝐽𝑠,𝑘
𝑗=1
     (5.10) 
The principle idea of Multi-Hypothesis Single-Cluster PHD filtering is to obtain an 
enhanced estimate of the parent distribution 𝑓(𝐱𝑘|𝒽1:𝑘, 𝐙1:𝑘) by applying the multi-dwell 
data association via the joint association likelihood optimization up to time k. The 
estimated 𝑓(𝐱𝑘|𝒽1:𝑘, 𝐙1:𝑘) is then utilized to update the daughter process 𝐷(𝚯𝑠|𝐱𝑘 , 𝐙1:𝑘) 
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via conventional GM-PHD update steps. Note that the multi-dwell data association 𝒽1:𝑘 
is only utilized to update 𝑓(𝐱𝑘|𝒽1:𝑘, 𝐙1:𝑘), while the update of 𝐷(𝚯𝑠|𝐱𝑘 , 𝐙1:𝑘) is solely 
conditioned on  𝐱𝑘 independent of any data association but via FISST. The general flow 
chart of the proposed STAMP algorithm is shown in Figure 5.2. 
 
By incorporating the multi-hypothesis framework, the recursion in (5.4) can be 
modified as: 
𝐷(𝐱𝑘 , 𝚯1, … , 𝚯𝑆|𝒽1:𝑘, 𝐙1:𝑘) = 𝛼 𝑓(𝐱𝑘|𝒽1:𝑘−1, 𝐙1:𝑘−1)𝐿(𝐙1:𝑘|𝐱1:𝑘, 𝒽1:𝑘, )⏟                        
𝑓(x𝑘|𝐙1:𝑘, 𝒽1:𝑘)
∏𝐷(𝚯𝑠|𝐱𝑘, 𝐙𝑠,1:𝑘)
𝑆
𝑠=1
 
 (5.11) 
 
 
 
Figure 5.1: Visual illustration of the multi-hypothesis based cluster process. Each data 
association produces a parent process of target state, and the associated daughter 
process of multipath parameters is conditioned on the given parent process. 
Hypothesis #1        Hypothesis #2       Hypothesis #3
Parent Space 
(Target)
Daughter Space 
(Multipath 
parameters)
AOA observation space
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where 𝐿(𝐙1:𝑘|𝐱𝑘 , 𝒽1:𝑘, )  is the joint association likelihood to be evaluated. Multi-
hypothesis data association, as introduced in Chapter 2 and 3, seeks to find the optimal 
hypothesis sequence by maximizing the joint association likelihood function of the 
cumulative observation set 𝐙1:𝑘 given cumulative target state 𝐱1:𝑘, so that the optimal 
association sequence 𝒽1:𝑘
∗  could be obtained by,  
𝒽1:𝑘
∗ = argmax
𝒽1:𝑘
𝐿(𝐙1:𝑘|𝐱1:𝑘, 𝒽1:𝑘)    (5.12) 
Therefore, each association sequence 𝒽1:𝑘  includes its own pair of parent process 
𝑓(𝐱𝑘|𝐙1:𝑘, 𝒽1:𝑘) and daughter process 𝐷(𝚯𝒔|𝐱𝑘 , 𝐙1:𝑘). In order to recursively estimate the 
optimal 𝒽1:𝑘
∗ , the joint association likelihood can be decomposed as: 
𝐿(𝐙1:𝑘|𝐱𝑘 , 𝒽1:𝑘) ∝ ∏ 𝐿(𝐙𝑠,𝑘, 𝒽𝑠,𝑘|𝐱𝑘 , 𝒽1:𝑘−1, 𝐙1:𝑘−1)
𝑆
𝑠=1⏟                      
𝐿(𝐙𝑘, 𝒽𝑘|𝐱𝑘 , 𝒽1:𝑘−1, 𝐙1:𝑘−1)
× 𝐿(𝐙1:𝑘−1|𝒽1:𝑘−1)  (5.13) 
 
 
 
Figure 5.2: General flow-chart of the proposed multi-hypothesis single cluster PHD 
filter for STAMP. 
Update parent process 
based on 
Multi-Hypothesis 
Data Association
for target state x
(seek for optimal )
Update daughter process 
Conditioned on 
State predictionNew observation
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where 𝒽𝑠,𝑘 represents the temporal data hypothesis for sth sensor array only, i.e., 𝒽𝑘 =
{𝒽1,𝑘, … , 𝒽𝑆,𝑘}. According to the target dynamics model given in (4.1) and (4.2), the 
predicted distribution density of the parent process from time index k-1 to k is given as 
𝑓(𝐱𝑘|𝒽1:𝑘−1, 𝐙1:𝑘−1) = 𝒩(𝐱𝑘; 𝐅𝑡?̅?𝑘−1, 𝐅𝑡𝐏𝑘−1𝐅𝑡
𝑇 + 𝐃𝐐𝑘𝐃
𝑇) = 𝒩(𝐱𝑘; ?̅?𝑘|𝑘−1, 𝐏𝑘|𝑘−1) (5.14) 
 Denote the observation set 𝐙𝑠,𝑘 = {𝑧𝑠,𝑘,1, 𝑧𝑠,𝑘,2, … , 𝑧𝑠,𝑘,|𝐙𝑠,𝑘|}, where |𝐙𝑠,𝑘| is the total number 
of observations for sth sensor array at time k. Under the assumption of stationary 
multipath channel parameters, i.e., 𝚯𝑠  is time-invariant, the temporal likelihood 
𝐿(𝐙𝑠,𝑘, 𝒽𝑠,𝑘|𝐱𝑘 , 𝒽1:𝑘−1, 𝐙1:𝑘−1) in (17) can be computed by  
𝐿(𝐙𝑠,𝑘, 𝒽𝑠,𝑘|𝐱𝑘 , 𝒽1:𝑘−1, 𝐙1:𝑘−1) =
∏ ∑ 𝐶𝑖,𝑗(𝒽𝑠,𝑘)𝑙𝑠,𝑗(𝑧𝑠,𝑘,𝑖|?̅?𝑘|𝑘−1)
𝐽𝑠,𝑘−1
𝑗=−1
|𝐙𝑠,𝑘|
𝑖=1
exp{∑ 𝑃𝑑
(𝑗)
𝑤𝑠,𝑘−1
(𝑗)𝐽𝑠,𝑘−1
𝑗=1
}
         (5.15) 
with  
𝑙𝑠,𝑗(𝑧|?̅?𝑘|𝑘−1) = {
𝑤𝑠,𝑘−1
(𝑗)
𝑃𝑑
(𝑗)𝒩(𝑧; ℎ𝑠,𝑘
(𝑗), ϵ𝑠,𝑘
(𝑗)),    𝑗 ≥ 0
 𝜅(𝐳) + 𝑤0
𝛾 , 𝑗 = −1 
          (5.16) 
ℎ𝑠,𝑘
(𝑗) = {
ℎs(?̅?𝑘|𝑘−1, 𝛍𝑠,𝑘−1
(𝑗) ),    𝑗 ≥ 1
 ℎ𝑠
𝑑(?̅?𝑘|𝑘−1),      𝑗 = 0 
              (5.17) 
ϵ𝑠,𝑘
(𝑗) = {
(𝐡𝑠,𝑘
(𝑗))𝑇𝐏𝑘|𝑘−1𝐡𝑠,𝑘
(𝑗) + (𝐠𝑠,𝑘
(𝑗))𝑇𝐂𝑠,𝑘−1
(𝑗) 𝐠𝑠,𝑘
(𝑗) + 𝜎2, 𝑗 ≥ 1
 (𝐡𝑘
(𝑑))𝑇𝐏𝑘|𝑘−1𝐡𝑘
(𝑑) + 𝜎2,      𝑗 = 0 
  (5.18) 
where 4×1 vector 𝐡 and L×1 vector 𝐠 are gradient vectors of the observation function 
with respect to target state x and multipath parameter 𝛉 evaluated using ?̅?𝑘|𝑘−1  and 
𝛍𝑠,𝑘−1
(𝑗)
. The binary assignment variable 𝐶𝑖,𝑗(𝒽𝑠,𝑘) = {0,1} is based on a given association 
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hypothesis  𝒽𝑠,𝑘 : for sth sensor array, 𝐶𝑖,𝑗(𝒽𝑠,𝑘) = 1  represents that ith observation 
corresponds to jth component, and 𝐶𝑖,𝑗(𝒽𝑠,𝑘) = 0 otherwise. In particular, 𝐶𝑖,0(𝒽𝑠,𝑘) = 1 
implies that ith observation corresponds to LOS observation, while 𝐶𝑖,−1(𝒽𝑠,𝑘) = 1 
denotes ith observation corresponds to false alarm or a new birthed mode. Under the 
assumption of one-to-one correspondence between components and observations, each 
multipath propagation channel can produce at most one observation and vice versa, 
which can be expressed as following constraints: 
∑ 𝐶𝑖,𝑗(𝒽𝑠,𝑘)
|𝑍𝑘|
𝑖=0 = 1,   𝑗 = 0,1, … , 𝐽𝑘−1     ∑ 𝐶𝑖,𝑗(𝒽𝑠,𝑘)
𝐽𝑘−1
𝑗=−1 = 1,   𝑖 = 1,… , |𝒁𝑘| (5.19) 
where 𝑖 = 0 corresponds to a pseudo-observation state for unassociated components 
(i.e., the raymode is not detected). It can be seen that 𝐿(𝐙𝑠,𝑘, 𝒽𝑠,𝑘|𝐱𝑘 , 𝒽1:𝑘−1, 𝐙1:𝑘−1) is in a 
Gaussian distributed form. If we sum over all possible 𝒽𝑠,𝑘 for a given 𝒽1:𝑘−1, the multi-
component likelihood (13) will be yielded which integrates all possible data associations 
ℎ𝑘 , and a Gaussian mixture multi-component likelihood distribution 
𝐿(𝐙𝑠,𝑘|𝐱𝑘 , 𝒽1:𝑘−1, 𝐙1:𝑘−1) is obtained. 
  Since the number of 𝒽𝑘  grows exponentially as k increases, only the H-best 
sequences are kept at each time instance in order to ensures the computational feasibility 
of the multi-hypothesis method. Therefore, for given 𝒽𝑘−1, we firstly compute the H-best 
temporal association 𝒽𝑘  for each association parent ℎ1:𝑘−1  based on (5.13) and (5.15). 
Then from the total 𝐻2 candidates for all parents 𝒽1:𝑘−1, only H-best 𝒽1:𝑘 sequences are 
kept while the rest 𝐻(𝐻 − 1) are pruned (i.e., the H largest values in (5.13) for all 𝒽1:𝑘−1). 
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Hence, the number of hypothesis sequence kept at each time step is maintained as H, 
which ensures real-time computational feasibility.  
  After the H-best hypotheses are obtained, the posterior of the parent process can 
be updated for a given data association sequence 𝒽1:𝑘 as 
𝑓(𝐱𝑘|𝒽1:𝑘, 𝐙1:𝑘) = 𝒩(𝐱𝑘; ?̅?𝑘 , 𝐏𝑘)                  (5.20) 
where 
?̅?𝑘 = ?̅?𝑘|𝑘−1 + 𝐏𝑘|𝑘−1𝐇𝒽𝑘𝐒𝒽𝑘
−1𝐲𝒽𝑘                  (5.21) 
𝐏𝑘 = (𝐈4 − 𝐏𝑘|𝑘−1𝐇𝒽𝑘
𝑇 𝐒𝒽𝑘
−1𝐇𝒽𝑘)𝐏𝑘|𝑘−1                  (5.22) 
𝐲𝒽𝑘 = ⊕
𝐶𝑖,𝑗(𝒽𝑠,𝑘)=1
𝑠=1,…,𝑆
(𝑧𝑠,𝑘,𝑖 − ℎ𝑠,𝑘
(𝑗) ),        𝐇𝒽𝑘 = ⊕
𝐶𝑖,𝑗(𝒽𝑠,𝑘)=1
𝑠=1,…,𝑆
(𝐡𝑠,𝑘
(𝑗))
𝑇
,         𝐒𝒽𝑘 = 𝐷𝑖𝑎𝑔
𝐶𝑖,𝑗(𝒽𝑠,𝑘)=1
𝑠=1,…,𝑆
𝜖𝑠,𝑘
(𝑗)
     
 (5.23) 
and ⊕  and 𝐷𝑖𝑎𝑔  denote vertical and diagonal concatenation operation when the 
observation-raymode pair is valid 𝐶𝑖,𝑗(𝒽𝑠,𝑘) = 1 according to 𝒽𝑠,𝑘.  
      Once the posterior distribution of the parent process 𝑓(𝐱𝑘|𝒽1:𝑘, 𝐙1:𝑘)  is 
obtained, the conditional daughter process for multipath channel parameter 𝚯s is then 
updated according to (5.5) and (5.6). As mentioned in the last section, the posterior 
intensity 𝐷(𝚯𝑠|𝐱𝑘 , 𝐙1:𝑘) is the sum of three terms: the detected pre-observed channels, the 
miss-detected pre-observed channels and newly appearing channels. Assume the PHD 
intensity of the birth of multipath channels are also Gaussian mixture in the form of: 
𝛾(𝚯𝑠) = ∑ 𝑤𝛾,𝑠
(𝑗)𝒩(𝚯𝑠|𝛍𝛾,𝑠
(𝑗), 𝐂𝛾,𝑠
(𝑗))
𝐽𝛾
𝑗=1                    (5.24) 
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where 𝐽𝛾 , 𝑤𝛾,𝑠
(𝑗)
, 𝛍𝛾,𝑠
(𝑗) and 𝐂𝛾,𝑠
(𝑗), 𝑗 = 1,… , 𝐽𝛾  characterize the shape of the birth intensity. 
Therefore, the GM-PHD solution of (5.5) for the sth sensor array can be written as: 
𝐷(𝚯s|𝐱𝑘 , 𝐙1:𝑘) = ∑ (1 − 𝑃𝑑
(𝑗))𝑤𝑠,𝑘−1
(𝑗) 𝒩(𝚯𝑠|𝛍𝑠,𝑘−1
(𝑗) , 𝐂𝑠,𝑘−1
(𝑗) )
𝐽𝑠,𝑘−1
𝑗=1
 
+ ∑ [
∑ 𝑙𝑠,𝑗(𝑧𝑠,𝑘,𝑖|?̅?𝑘)𝒩(𝚯|𝛍𝑠,𝑘
(𝑖,𝑗), 𝐂𝑠,𝑘
(𝑖,𝑗))
𝐽𝑠,𝑘−1
𝑗=1 + ∑ 𝑙𝑠,𝑗′(𝑧𝑠,𝑘,𝑖|?̅?𝑘)𝒩 (𝚯|𝛍𝑠,𝑘
(𝑖,𝑗′), 𝐂𝑠,𝑘
(𝑖,𝑗′))
𝐽𝛾
𝑗′=1
∑ 𝑙𝑗(𝑧𝑠,𝑘,𝑖|?̅?𝑘)
𝐽𝑠,𝑘−1
𝑗=−1 + ∑ 𝑙𝑠,𝑗′(𝑧𝑠,𝑘,𝑖|?̅?𝑘)
𝐽𝛾
𝑗′=1
]
|𝑍𝑠,𝑘|
𝑖=1
 
                (5.25) 
Here 𝑙𝑗(𝑧𝑠,𝑘,𝑖|?̅?𝑘) is with the same form as (5.15) except it is evaluated with the 
posterior distribution 𝑓(𝐱𝑘|ℎ1:𝑘, 𝐙1:𝑘) , or 𝒩(𝐱𝑘; ?̅?𝑘 , 𝐏𝑘) , given in (5.20). The updated 
Gaussian mean and covariance matrix in (5.9) are given by: 
𝛍𝑠,𝑘
(𝑖,𝑗) = 𝛍𝑠,𝑘−1
(𝑗) +
𝐂𝑠,𝑘−1
(𝑗) (𝐠𝑠,𝑘
(𝑗))𝑇(𝑧𝑠,𝑘,𝑖−ℎ𝑠,𝑘
(𝑗)
)
ϵ𝑠,𝑘
(𝑗)           (5.26) 
𝐂𝑠,𝑘
(𝑖,𝑗) = (𝐈𝐿 −
𝐂𝑠,𝑘−1
(𝑗)
𝐠𝑠,𝑘
(𝑗)(𝐠𝑠,𝑘
(𝑗))𝑇
ϵ𝑠,𝑘
(𝑗) )𝐂𝑠,𝑘−1
(𝑗)
             (5.27) 
In order to limit the exponential growth of 𝐽𝑠,𝑘 over time, Gaussian component pruning 
and clustering steps described in [59] are employed (in our work, the pruning and 
merging thresholds are 0.001 and 4 respectively). Note that, for computational efficiency, 
we decouple the correlation between target process and the reflector parameters to yield 
a suboptimal solution. This decoupling provides satisfactory estimation results as shown 
in the next section. However if necessary, the correlation can be recovered as discussed 
in [64]. 
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5.3 Simulation Evaluation 
This section illustrates the proposed STAMP algorithm for the application of 
multi-sensor AOA target tracking problem in an indoor environment. Two sensor arrays 
operate asynchronously and produce a set of AOA observations at each dwell in the 
presence of imperfect detection.  The target dynamic model in a 2D scenario is given in 
(4.1) and (4.2). Since indoor environment is considered, physical optics based multipath 
propagating models of specular reflections from flat planes reflectors, which are defined 
as straight lines based on Hessian normal form: 𝑥 cos𝜓 + 𝑦 sin𝜓 + 𝜌 = 0 , with 
parameter vector 𝛉 = [𝜓, 𝜌]𝑇. The planes are assumed to be specular reflectors and are 
able to produce images source with a bearing depending on the position of the incident 
source. The AOA observation model for a direct path measurement is given by 
ℎ𝑠
𝑑(𝐱𝑘) =
cos𝜃𝑠(𝑥𝑘−𝑥𝑠)+sin𝜃𝑠(𝑦𝑘−𝑦𝑠)
√(𝑥𝑘−𝑥𝑠)2+(𝑦𝑘−𝑦𝑠)2
    (5.28) 
and for multipath measurements: 
ℎ𝑠(𝐱𝑘, 𝛉) =
cos𝜃𝑠(𝑥𝑘,𝑠
′ −𝑥𝑠)+sin𝜃𝑠(𝑦𝑘,𝑠
′ −𝑦𝑠)
√(𝑥𝑘,𝑠
′ −𝑥𝑠)2+(𝑦𝑘,𝑠
′ −𝑦𝑠)2
    (5.29) 
𝑥𝑘,𝑠
′ = −𝑥𝑘 cos2𝜓 − 𝑦𝑘 sin2𝜓 − 2𝜌 cos𝜓    (5.30) 
𝑦𝑘,𝑠
′ = −𝑥𝑘 sin2𝜓 + 𝑦𝑘 cos 2𝜓 − 2𝜌 sin𝜓    (5.31) 
where (𝑥𝑠, 𝑦𝑠) and 𝜃𝑠 are x-y coordinate and orientation of sth sensor array.  
The simulation scenario is illustrated in Figure 5.3(a). Two static sensor arrays, 
with an overlapping area of surveillance, locate at (0, 8) and (8, 0) with orientation 0 and 
𝜋/2 respectively. Each array produces zero-mean Gaussian observation noise with AOA 
error standard deviation σ = 0.005 . The probability of detection of direct path 
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observation is assumed to be 0.95, and probability of detection of multipath observation 
is assumed to be 0.8. The probability of false alarm is assumed to be 0.1. With 20 array 
elements for both arrays, the false detections are modeled by a Poisson point process 
with the mean number of false detection 𝜇 = 2 at each time instant. The two arrays 
locate at two sides of a square room, where the direct path observations are occasionally 
undetectable due to blockage, as shown in Figure 5.3(a). Six planar reflector (i.e., walls of 
the room) are indicated from ① to ⑥ with parameter vectors (0, 1.2), (π/2, 1.2), (0, 15.2), 
(π/2, 5.2), (0, 5) and (π/2, 15.2). The target starts from lower-left corner (3.7, 4.9), moves 
along the black solid line based on a constant velocity dynamic model and ends in (3, 8). 
The total number of observation dwells is K = 95. The NLOS area for each array is 
represented by the gray region: for array 𝑠1, the target NLOS stays in NLOS from k = 53 
to 94,   and for array 𝑠2, the target moves in NLOS from k = 21 to 81.  
    Letting the number of hypothesis 𝒽1:𝑘 at each dwell H = 100, Figure 5.3(b) 
illustrates the estimated target path over the true target trajectory using the proposed 
STAMP algorithm. It can be observed that the localization error is small for both LOS 
and NLOS situation by exploiting the multipath observations. The estimation of the GM-
PHD surfaces of multipath parameter for both arrays are shown in Figure 5.4. All of the 
planar reflectors can be correctly identified on estimated PHD surfaces: reflector 1, 3 and 
4 are observed by array 𝑠1 and reflector 1, 3 and 4 are observed by array 𝑠2. Several 
additional reflectors (Gaussian components) with can be also observed on the PHD 
surfaces, which are due to the false AOA measurements.  
To evaluate the effectiveness of multi-hypothesis data association, Monte Carlo 
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simulations were performed to compare the tracking performance for different values of 
H, i.e., the number of hypothesis sequence kept at each dwell. The performance metric 
utilized is the offtrack rate at each dwell, i.e., the percentage of the number of 
realizations with an instantaneous target position estimation error greater 1 meter. 
Figure 5.5 illustrates the off-track error rate as a function of time for 100 independent 
runs for the values of H as 1, 10, 30 and 100 (when H = 1, the multi-hypothesis data 
association yields the single dwell nearest-neighbor method). Moving from LOS 
condition to NLOS, the off-track error rate generally increases with time. As the value of 
H increases, lower off-track rates, or improved tracking performances, can be obtained. 
For the scene of simulation, the case when H = 100, the maximum off-track rate at the 
end of the track is approximately 50%, representing half of the realizations could 
maintain a maximum localization error within 1 m for both LOS and NLOS situation.  
5.4 Real data Experiment 
   This section describes the results of applying STAMP to real data from an 
experiment conducted on the first floor atrium of an engineering building at Duke 
University. A multi-static indoor S-band radar testbed system [36, 37] was used to track 
a RF transmitter, where the two receiver array locate at (5, 0) and (0, 5) with orientation 0 
and π/2 respectively. Each receiver array contains 16 array elements and both transmit 
and receive antennas were omnidirectional. Figure 5.6(a) provides views of the 
experiment environment with black solid line as the measured trajectory of the 
transmitter which was used as the target in this experiment. The NLOS areas are given 
in the gray regions due to the blockage of two large reinforced concrete pillars. The 
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   (a)                                                                          (b) 
 
Figure 5.3: (a) illustration of the simulated scenario: two sensor arrays are denoted by 
squares, the target trajectory are marked with dashed lines and six plane reflectors are 
noted in circled numbers; the gray areas represent NLOS regions (b) Estimated target 
trajectory is marked in red line with the ground truth in the black solid line. 
 
        (a)                                                               (b) 
 
Figure 5.4: Estimated PHD intensities of multipath channels parameters (i.e., positions 
of planar reflectors in the room) with (a) array 1 and (b) array 2. The true values of plane 
reflectors are marked with white circles, and marked by circled numbers. 
 
0 2 4 6 8 10 12 14 16
0
2
4
6
8
10
12
14
16
x [m]
y
 [
m
]
①
②
③
④
⑤
⑥
0 2 4 6 8 10 12 14 16
0
2
4
6
8
10
12
14
16
X (m)
Y
 (
m
)
y
 [
m
]
x [m]
0 0.5 1 1.5
0
5
10
15
20
[m
]
①
③
④
[rads]
0 0.5 1 1.5
0
5
10
15
20
⑤
②
⑥
[m
]
[rads]
 103 
specular reflection based multipath model is utilized, and no information about the 
building floor plan was used by the geolocation algorithm.  
We implemented the multi-hypothesis tracking algorithm with the number of 
hypothesis per dwell as 𝐻 = 100. The estimated target path are shown in Figure 5.6(b), 
with the measured path ground truth (black solid line) and the actual floor plan. The 
result using the proposed STAMP algorithm is marked as red line, while the estimated 
path using LOS observations only is represented by the red line. The difference between 
the target position estimates and the ground truth versus time is plotted in Figure 5.7. 
Assuming the measured ground truth has RMS error of 0.1 m in both x and y directions, 
the 95% (2𝜎 ) confidence intervals of the estimate error (computed from the EKF 
 
 
Figure 5.5: Off-track rate (i.e., probability of that instantaneous target position 
estimation error greater 1 meter) as a function of time index for different values of H 
(number of hypothesis kept at each time dwell). The result is generated by averaging 
100 independent Monte Carlo runs. 
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posterior error covariance matrix), incorporating the ground truth uncertainties, are also 
illustrated in this figure as dashed lines. Note that when the target is in a NLOS region 
(i.e., time dwells 62-71 and 90-100 for sensor s1, and time dwells 72-93 for sensor s2), the 
positioning errors are larger compared to the LOS regions. However, using the 
multipath observations with estimated multipath parameters, STAMP is able to 
maintain the target localization errors to within ±1.5 m for both x and y dimensions as 
shown in Figure 5.7(a). For comparison, target localization errors using LOS 
observations only are shown in Figure 5.7(b) with 95% error bounds. In this case, the 
estimation error in the LOS region approximates that of STAMP, however, since no 
observation is present in the NLOS regions, the location error and bounds diverge 
rapidly with time compared the STAMP results in Figure 5.7(a).  
     The estimated GM-PHD surface of multipath parameter is shown in Figure 5.8, 
which is the sum of the PHDs from both sensor  𝑠1 and  𝑠2. For the given scene, two 
planar reflectors of the building (i.e., strong Gaussian components) can be identified on 
estimated PHD surfaces with parameter vectors (0.04, 0.3) and (-0.01, 7.32), which are 
closed to the true values (0, 0.1) and (0, 7.4) as marked by 1 and 2 in Figure 5.6(a) 
respectively. Notice that the roughness of the building wall surface would result in 
slowly varying estimates of multipath from dwell to dwell. Fortunately, this effect is 
empirically negligible, so that the support of the estimated posterior PHD, 
𝐷(𝚯𝑠|𝐱𝑘 , 𝐙𝑠,1:𝑘), always contains the true values of the multipath parameters.  
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(a)                                                                           (b) 
Figure 5.6: (a) Illustration of the experiment scenario: two sensor arrays are 
denoted by squares, the target trajectory are marked with solid lines and two plane 
reflectors are noted in circled numbers; the gray areas represent NLOS regions (b) 
Estimated target trajectory with proposed STAMP algorithm is marked in red line, 
estimated target trajectory with LOS-only is marked in blue line. 
 
   
 (a)                                                              (b) 
Figure 5.7:  Target location estimate error in x and y (solid line), with 95% 
confidence bounds (dotted lines) via (a) via STAMP and (b) direct path 
observations only 
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5.5 Summary 
    In this chapter, we propose a multi-hypothesis single-cluster PHD filtering 
method for the simultaneous target and multipath positioning (STAMP) problem. 
Assuming the target state follows a single Gaussian process, the proposed recursive 
Bayesian algorithm employs a multi-hypothesis tracker to obtain an enhanced target 
state estimate, which defines the parent process. By modeling the multipath channel 
state as a random finite set, a Gaussian mixture PHD filter is utilized to estimate the 
 
 
 
Figure 5.8: Estimated PHD intensity of multipath channels parameters (i.e., positions 
of planar reflectors in the room) by summing PHDs of the two arrays. The true values 
of plane reflectors are marked with white circles, and marked by circled numbers with 
respect to Figure 5.6(a).  
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PHD intensity of the multipath channels parameters conditioned on the target state 
estimate. A set of illustrative simulation and real-data experiment for indoor target 
tracking problem are implemented using the proposed method, and enhanced target 
localization accuracy has been achieved even when LOS propagation is not present over 
the course of the track.  
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6 
Conclusions and Future Work 
 
 
 
 
 
For conventional geolocation system such as radar and Global Positioning System (GPS), 
both of the availability of the Line-Of-Sight (LOS) observations and the intensity of 
multipath observations impact the localization performance. For the GPS network, 
target position information is extracted based on LOS distances from a set of RF signal 
beacons to the mobile terminal. In urban or indoor environments, the received signal 
strength via LOS paths is often much weaker than multipath signals or even 
undetectable. In such cases, conventional LOS based positioning methods are 
inappropriate to apply. A number of works have been proposed to explore multipath 
observations as information sources when the LOS path is denied. Theses NLOS 
localization schemes typically require accurate priori information of the multipath 
propagation channel. For example, in order to predict detailed physical models of 
multipath observations, knowledge of the reflective geometry from meticulous building 
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floor plans and local maps are utilized, which is unfortunately difficult to obtain due to 
expensive labor and time costs. 
In order to avoid the need for high fidelity multipath channel pre-probing, this 
work proposed the concept of Simultaneous Target and Multipath Positioning (STAMP), 
where the estimation of multipath parameters was included in the geolocation process 
with the dynamics of the target position. The STAMP state vector coupled both the 
target position and multipath channel parameters, which were jointly estimated based 
on the recursive Bayesian framework. In Chapter 2 and 3, the STAMP technique was 
applied to the target positioning problem by using a single-station hybrid TOA/AOA 
system and a monostatic MIMO radar system respectively. Assuming the multipath 
channels were stationary and time-invariant, the multi-hypothesis STAMP algorithm 
tracked the moving object and learned the physical multipath environmental parameters 
along an entire historical set of observation intervals. This method employed a multi-
hypothesis data association to resolve fundamental ambiguities caused by the unknown 
correspondence between multipath channels and observed data in the presence of high 
observation noise levels and false alarms. Moreover, fundamental identifiability analysis 
of STAMP was provided based the Cramer-Rao Lower Bound (CRLB) for joint target 
and multipath parameter estimation. The estimation theoretic CRLB, or Fisher 
Information Matrix (FIM), could be regarded as a measure to qualify how each 
propagation modes contributes to the Fisher information and when the target and 
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multipath propagation parameters are identifiable as a function of available 
observations. The multi-hypothesis STAMP algorithm was evaluated based on a set of 
illustrative simulations and real data experiments by using an indoor multi-channel 
radar testbed, and substantial improvement in localization accuracy was observed.    
              In practice, the number of multipath propagation modes (e.g., the number of 
scatters in the scene of interest) is an unknown time-varying random variable. The 
multiple-hypothesis based STAMP algorithm modeled the target state and multipath 
parameter state as a single system state vector, and mode validation process was utilized 
over successive dwells in order to obtain an estimate of the number of modes. 
Alternatively, the multipath channel state could be modeled as a random finite set, 
characterizing both the cardinality and associated parameters of the entire multipath 
channel space, which was estimated using the first moment approximation of the 
Bayesian multi-target filter, or the probability hypothesis density (PHD) filter. The 
single-cluster PHD filter, exploring a hierarchical point process model, was extended to 
the STAMP problem: the target state was defined as a parent process; the random finite 
set of the multipath channel state was defined as the daughter process conditioning on 
the parent process. In Chapter 4 and 5, the single-cluster PHD filter STAMP algorithm 
was applied to multistatic range-based and AOA-based localization systems 
respectively. In Chapter 4, the propagation of the distribution of parent process was 
updated by using a particle filter, while in Chapter 5, the parent process was modeled 
 111 
by a single Gaussian distribution and updated by a multi-hypothesis EKF. For both 
cases, the PHD intensity of the daughter process was represented by a Gaussian mixture 
model conditioned on the distribution of the parent process, and a GM-PHD filter was 
employed. The Single-Cluster PHD filter based STAMP algorithm was evaluated via a 
set of simulations and an illustrative real-data indoor RF source tracking experiment.  
Future works of the STAMP problem include methodology to enhance the 
feasibility of real world multipath exploration. In complex indoor/urban multipath 
environments, the multipath propagations model of single bounce reflections from 
planar/point reflectors may be inappropriate. Sophisticated multipath modeling, such as 
the multiple reflections model, should be explored. Beside the discrete and resolved 
multipath returns, unresolvable multipath components and diffusely scattered energy 
will also be present. Alternative approaches for geolocation using a statistical model of 
the RF propagation has been proposed in [21, 44]. On the other hand, more robust and 
computational efficient particle filtering and data association algorithms will also be 
studied in the presence of large scale data, imperfect detections and highly frequented 
mode birth/death process. More realistic real data experiment will be also conducted in 
various multipath environments. Other possible extensions, for example, include the 
combination between the STAMP algorithm and the track-before-detection method in 
presence of low received signal SNR. Based on the CRLB analysis, optimal sensor 
management/selection problem for large distributed sensor network can be also studied. 
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In addition, partially STAMP that incorporates prior multipath channel information 
such as local maps and floor plans of building) is also a potential extension for real 
world implementation of STAMP concept. 
In summary, this work has shown that the STAMP technique can be used to 
obtain enhanced target tracking/geolocation accuracies in dense and uncertain 
multipath environment such as indoor and urban areas. The mathematical identifiability 
analysis and the derivation of STAMP algorithm create a framework for many potential 
applications for joint multipath exploiting and target positioning. The STAMP concept 
has been proofed based on a set of numerical simulations and real data experiment. In 
some of these new applications, multipath will play a significant role, and the proposed 
STAMP can be utilized to solve the problems that arise.  
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Appendix A 
 
 
This appendix provides the full derivation of equations (2.17) and (2.18), i.e., the 
CRLB for target position estimate ?̂? and the multipath parameter vector ?̂?𝑘 for mode k, 
from the information matrix 𝐉(𝐱) given in (2.12). Recall that the matrix inverse identity is 
given by: 
 [
𝐴 𝐵
𝐶 𝐷
]
−1
= [
𝐸 𝐹
𝐺 𝐻
] (A.1) 
where 
 𝐸 = (𝐴 − 𝐵 ∙ 𝐷−1 ∙ 𝐶)−1 (A.2) 
 𝐻 = (𝐷 − 𝐶 ∙ 𝐴−1 ∙ 𝐵)−1 (A.3) 
The CRLB for ?̂? is the upper 2 by 2 sub-matrix of the inverse of 𝐉(𝐱) given by 
[𝐉(𝐱)−1]𝐩 =
(
 
 
𝐋𝑑 +∑𝐋𝑖
𝑖
+ 𝚪𝐩
−1 −
[
 
 
 
𝐂1,𝐩
𝑇
𝐂2,𝐩
𝑇
⋮
𝐂𝑁,𝐩
𝑇 ]
 
 
 
𝑇
[
 
 
 
𝚲1 + 𝚪1
−1 0 … 0
0 𝚲2 + 𝚪2
−1 ⋮
⋮ ⋱ 0
0 … 0 𝚲𝑁 + 𝚪𝑁
−1]
 
 
 
−1
[
 
 
 
𝐂1,𝐩
𝑇
𝐂2,𝐩
𝑇
⋮
𝐂𝑁,𝐩
𝑇 ]
 
 
 
)
 
 
−1
 
= (𝐋𝑑 +∑𝐋𝑖
𝑖
+ 𝚪𝐩
−1 −∑𝐂1,𝐩(𝚲1 + 𝚪1
−1)
𝑖
𝐂1,𝐩
𝑇 )
−1
 
 = (𝐋𝑑 + 𝚪𝐩
−1 + ∑ 𝐋𝑖 − 𝐂𝑖,𝐩(𝚲𝑖 + 𝚪𝑖
−1)−1𝐂𝑖,𝐩
𝑇
𝑖 )
−1
 (A.4) 
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This is the derivation of (2.17). For the CRLB on multipath parameter estimates ?̂?𝑘, we 
first let the lower right sub-matrix D as 𝚲𝑘 + 𝚪𝑘
−1, and thus 𝐻 as  [𝐉(𝐱)−1]𝛉𝑘 
[𝐉(𝐱)−1]𝛉𝑘 =
(
 
 
 
𝚪𝑘
−1 + 𝚲𝑘 − [
𝐂𝑘,𝐩
𝑇
0
⋮
0
]
[
 
 
 
 
 𝐋𝑑 +∑𝐋𝑖
𝑖
+ 𝚪𝐩
−1 𝐂1,𝐩 … 𝐂𝑁,𝐩
𝐂1,𝐩
𝑇 𝚲1 + 𝚪1
−1 … 0
⋮ ⋮ ⋱ 0
𝐂𝑁,𝐩
𝑇 0 0 𝚲𝑁 + 𝚪𝑁
−1]
 
 
 
 
 
−1
[
𝐂𝑘,𝐩
𝑇
0
⋮
0
]
𝑇
)
 
 
 
−1
 
=
(
 
 
 
 
𝚪𝑘
−1 + 𝚲𝑘 − 𝐂1,𝐩
𝑇 (𝚪𝑘
−1 + 𝐋𝑑 + 𝚪𝐩
−1 +∑𝐋𝑖 − 𝐂𝑖,𝐩(𝚲𝑖 + 𝚪𝑖
−1)−1𝐂𝑖,𝐩
𝑇
𝑖≠𝑘⏟                          
≜ ([𝐉(𝐱)−1]𝐩
(𝑘))
−1
)−1𝐂1,𝐩
)
 
 
 
 
−1
 
= (𝚪𝑘
−1 + 𝚲𝑘 − 𝐂1,𝐩
𝑇 (𝚪𝑘
−1 − 𝚪𝑘
−1(𝚪𝑘
−1 + [𝐉(𝐱)−1]𝐩
(𝑘))−1𝚪𝑘
−1)𝐂1,𝐩)
−1
 
 = (𝚪𝑘
−1 + 𝚲𝑘 − 𝐂1,𝐩
𝑇 𝐋𝑘
−1𝐂1,𝐩 + 𝐂𝑘,𝐩
𝑇 𝐋𝑘
−1(𝐋𝑘
−1 + [𝐉(𝐱)−1]𝐩
(𝑘))−1𝐋𝑘
−1𝐂𝑘,𝐩)
−1
 (A.5) 
The term [𝐉(𝐱)−1]𝐩
(𝑘)  denotes the CRLB on ?̂? excluded the contribution from mode k. 
Thus the derivation of (2.17) and (2.18) is done.  
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