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１．まえがき
近年，ＮＰ困難のクラスに属する組合せ最適化問題に対して，効率的に良好な解を算出
可能な解法の重要性が増している。つまり，現実的側面において，組合せ最適化問題は今
後ますます大規模化すると考えられており，そのような組合せ最適化問題に対して，実用
的に許容される時間内に最適解に近い解（近似解）を算出可能な解法の必要性が高まって
いる。
組合せ最適化問題に対する解法はさまざま存在するが，一般に厳密解法と近似解法に大
きく区分される。厳密解法を利用する場合には最適解を算出することを目的とするが，大
規模な問題に対しては膨大な計算時間を必要とし，現実的でないことが知られている。ま
た，近似解法を利用する場合は，比較的短時間に良質な解を算出可能であるが，最適解を
保証するものではない。
一般に，近似解法の研究においては多種多様なアプローチが試みられている。そのよう
な近似解法における最も基本的な戦略は，局所探索法（LocalSearch）がベースに置かれ
ている。局所探索法は，与えられた解ｚに対して，ある近傍操作を加えることでその近傍
Ｍｚ)から新しい解jU'を生成し,その生成された解工'が,与えられていた解jrよりも良い
評価値を有すれば(つまり，／(z')＜／(")の場合)，その解勿'をｚとみなし，再び近傍操
作を施すことで近傍Mjr)から新しい解を生成および評価する改善処理を繰り返すものであ
る｡この局所探索法によって最終的に得られる解ｚは,MjU)の中に改善解が存在しなくな
った時とされ，このＺは近傍｣Ｖのもとで局所的に最適な解(局所解）となる。つまりこの
局所解の質は，局所探索法で使用される近傍操作に大きく依存するものの，そこで使用さ
れる近傍操作では，これ以上に評価値の良い解は存在しないことを意味する。そのような
ことから，この局所探索法によって得られる解は，しばしば満足のゆく上質な解ではない
ことがある。それは最適解の算出を保証する方法ではないため，最適解から離れ過ぎる解
を算出してしまう傾向が否定できないからである。そこで，この局所探索法を用いてより
良好な解を得るための最も簡単な方法としては，この局所探索法を与えられた時間内，繰
り返し実行する方法がある。この方法の実装は極めて簡潔でありながら，比較的満足のい
く解が得られ，実用上有効なアプローチの一つとされている。一般にこの方法はランダム
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多点局所探索法（RandomMulti-startLocalSearch,MSLS）と呼ばれる。ＭＳＬＳはラ
ンダムな解から探索が行なわれ，局所解を得たならば，再びランダムな解を生成し，局所
探索法を繰り返し実行する方法で，ある与えられた時間または繰り返し回数に到達した時
を処理の終了条件とし，最終的に複数回実行された局所探索法で得られた解の中で最良の
解を算出するものである。そこで，MSLＳよりも更に進んだアイデアを導入することが可
能になる。比較的良好な解の近くには，更により良い解があるかも知れないという経験か
ら，MSLＳのようにランダムな解を用いて，再び局所解を探索するのではなく，得られた
局所解から局所探索法で使用された近傍操作とは異なる近傍操作を利用して局所解からの
脱出を図り，再び探索を繰り返し行なうアプローチが有効とされることがある。このアプ
ローチは，反復局所探索法（IteratedLocalSearch,ILS）と呼ばれ，巡回セールスマン
問題においては，ある近傍操作を用いて，局所解からの脱出を行ない，再び，２－Opt近傍
や3-Opt近傍，Lin-Kernighanの近傍などを利用した局所探索法（これらを２－Opt法，
3-Opt法，ＬＫ法5)と呼ぶ）を繰り返す方法で，1990年代初期以来，最も有効な－アプロー
チとして君臨している。このILSにおいて,局所解から脱出するための近傍操作としては，
double-bridge技法があり，その有効'性が多く報告されている。
本論文では，double-bridge技法や他の局所解脱出技法を利用したILS，および極めて
有効な遺伝的アルゴリズムについて簡単に紹介すると共に，我々の提案した局所解脱出技
法を有したILS'4,15)について記述する｡提案法は,遺伝的アルゴリズムの研究分野で開発さ
れた交叉法を用いて，局所解から脱出を行なうＩＬＳである。我々のＩＬＳでは，さまざま
な交叉法を利用することができるが，ここでは，FreislebenとＭｅｒｚによって開発された
"distancepreservingcrossover，，（DＰＸ)3)を用いる。我々の方法では，現在までに算出さ
れた最良の局所解と，現在算出された局所解を用いて交叉を行なう。その生成された局所
解でない解からＬＳを行ない，任意に定められた回数，または，時間，この過程を繰り返
すものである。
２．ＴＳＰに対する有効なアプローチとその周辺
巡回セールスマン問題（TravelingSalesmanProblem,TSP）とは，与えられた卯個
の点を有する無向完全グラフにおいて，各点の距離が与えられた時，必ず一度だけ各点を
通るHamilton閉路でその総距離が最小になるものを求める問題である。
ＴＳＰを解くための代表的な解法として，ランダム多点局所探索法,simulatedannealing，
tabusearch,antcolony,neuralnetworksなどの多種多様なアプローチが今までに提案さ
れてきた。特に優れたものとして，ここでは反復局所探索法(ILS)および遺伝的アルゴリ
ズム（GA）を基本にした解法について最近の動向をそれぞれ記述する。
まずＩＬＳの基本形を以下に示す。
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UsuallteratedLocalSearch
lGenerateaninitialsolutionS(improvedbyalocalsearchfromarandom
solution)．
２Ｄｏｔｈｅｆｏｌｌｏｗｉｎｇｆｏｒａｇｉｖｅｎｎｕｍｂｅｒｏfiterations、
２．１Performan“escapetechnique，，ｏｎＳ，obtainingS'、
２．２Ｒｕｎａ“localsearch，，ｏｎＳ'・obtainingS"、
２．３１ｆＣｏｓ/(S")＜ＣＯＳ#(S),thensetS＝Ｓ"、
３ReturnS．
ILSでは，Ｓｔｅｐ２．１で使用する局所探索法とＳｔｅｐ２．３の局所解脱出技法によって得
られる解の質が異なることが知られている7)。ＴＳＰでの代表的なILSとして，Johnsonは
局所探索法にＬＫ法5)を使用し，局所解脱出技法として４つの枝をランダムに入れ替える
double-bridge技法を用いた。このＩＬＳはIteratedLin-Kernighan（ILK）法と呼ばれ，
優れた結果を報告している2'1)。更にMartinらも同様にdouble-bridge技法を利用し，
Large-StepMarkovChainと呼ばれる解法を提案した`)。これはsimulatedannealingの
アイデアを導入したＩＬＳで，ＩＬＫと同様に優れた解法として知られている。また，この
Large-StepMarkovChainの改良版をＨｏｎｇらは提案している9)。更にＨｏｎｇらは，有
効な局所解脱出技法は４つの枝を入れ替えるdouble-bridge技法(４－changedouble-bridge）
ではなく，ＩＬＳにおいて使用する局所探索法および与えられる問題のタイプによって，入
れ替えるべき最良な枝数が存在することに関して報告した｡そこでは,入れ替える枝数ｋを
２から50までのルーchangeについて，ＴＳＰで頻繁に利用される局所探索法に組み込み検討
している。その結果，２－Optや３－Opt法では３－changeから８－changeが有効であり，ＬＫ
法に対しては更に多くの枝数（８－changeから50-change）を使用した方が優れた結果を得
られると報告している。また，Codenottiらは従来の４－changedouble-bridge技法と，彼
らの提案するｅ－ｍｏｖｅおよびルーｍｏｖｅと呼ばれる技法を，ＴＳＰの２－Opt，３－Opt，ＬＫ法
の局所探索法にそれぞれ組み込むことでそれらの性能を比較検討した7)。その結果,彼らの
提案した技法は，従来のdouble-bridge技法よりも優れた性能を示すと報告している。
一方，ＧＡに属する解法として，Miihlenbeinは，局所探索法を組み込んだＧＡ(genetic
localsearch，GLS，遺伝的局所探索法）の枠組みを利用し，maximumpreservative
crossover（ＭＰＸ）と呼ばれる交叉法を提案した'6)。このＭＰＸを利用したＧＬＳの有効
`性を確認するために，UlderらはＧＬＳの局所探索法にLin-Kernighanアルゴリズムを組
み込むことで,simulatedannealingなどの解法よりも優れた解が得られることを示した'9)。
更にGorges-Schleuterは，ＭＰＸと２－Opt法に類似した２－repair法を施したＧＬＳの並
列処理を検討した'7)。この並列ＧＬＳは，以前提案されていたAsparagosの改良版で
Asparagos96と呼ばれ，突然変異にdouble-bridge技法が使用されている。Asparagos96
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の性能は２－repair法を使用しているにもかかわらず，比較的良好な結果が得られている。
更にＧＡに関する最近の研究報告から，FreislebenとＭｅｒｚは，交叉法にdistance
preservingcrossover（ＤＰＸ)，局所探索法にＬＫ法を有したＧＬＳの枠組みを利用し，突
然変異にdOuble-bridge技法を導入することで，今までに報告されていたＴＳＰに対する
他のアプローチ`性能を上回る極めて優れた結果を報告した3,4)。なお，彼らのＧＬＳは，交
叉確率を０，突然変異確率を１にする場合には，ＩＬＫとほぼ同等の実装になることも言及
されている。つまり，彼らのＧＬＳで得られた結果は，使用したＤＰＸが大きな効果をも
たらしたと解釈できる。同様に，NagataとKobayashiも優れた結果を報告した'０)。彼ら
はＧＡのみの枠組みを利用し，強力なＧＡの交叉法として，edgeassemblycrossover
（ＥＡＸ）を提案した。ＥＡＸではヒューリスティックな方法を導入しているが，得られる
解はFreislebenらのＧＬＳで算出される解とほぼ同程度であり，大規模な問題例に対して
も高い頻度で最適解を算出可能である。
ＴＳＰに対するこれらの解法のほとんどは,極めて優れた解を算出することに成功してい
る。これは，ＴＳＰに対して優れた局所探索法を使用すると共に，ＴＳＰとＴＳＰを解くた
めの局所探索法に関して，実験的または経験的に得られた知識をアルゴリズム中に取り入
れているためと考えられる。Miihlenbeinは，ＧＬＳにおいて，２－Opt法で導かれた良好な
解に存在する各点の枝は，２－Opt法で導かれた他の良好な解に存在する枝に類似した枝が
多く含まれることを観測した。つまり，これらの二つの解を組み合わせることで，更に良
い解を得る可能性が増大することを示唆している。従って，彼の提案した交叉法ＭＰＸは，
この種の観測を利用して子孫を生成するので,ＧＬＳにおいてうまく動作すると文献'6)にお
いて結んでいる。また，BoeseらはＴＳＰの局所解に関する観測を行なった（詳細につい
ては文献8,18)を参照)。
上述したILSやＧＡなどの解法は，いずれもＴＳＰに対して優れた結果をもたらしてい
る。しかしながら，ＧＡに属する解法においては，複数の解を常に保持しつつ探索を進め
るという基本方針がある。つまり，前述したように組合せ最適化問題が大規模化しつつあ
る「状況」において，計算機を使用する以上，これら複数の解を保持するためには物理的
に記憶容量の限界を現時点においては否定できない。そこで考えられる－つの方向'性とし
て，ＧＡのように複数個の解を保持するのではなく，ＩＬＳのように単一の解（もしくは小
数の候補解）を利用し探索する解法の方が，そのような「状況」に答えられるのではない
かと考えられる。現に，ＧＡに関する解法によって扱われたＴＳＰの問題規模は，最大で
も数千都市程度しか報告されていないが3'4,10)，ＩＬＳによって扱われた問題規模は，１０万都
市以上のレベルにある1,7)，従って，我々は基本的に単一の解を利用し，ＧＡで開発された
交叉法を局所解脱出技法として利用するＩＬＳ（本論文では，geneticiteratedlocalsearch，
ＧＩＬＳと呼ぶ）を提案した'4,1s)。
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３．ＧＬＳ：遺伝的反復局所探索法
従来のＩＬＳでは，局所探索法によって得られた局所解からの脱出にdouble-bridge技
法を利用して行なった｡一方，ＧILS（遺伝的反復局所探索法）ではＧＡで開発された交
叉法を利用することを基本に置いている。しかしながら，さまざまな交叉法が提案されて
いる今日において，一点交叉や二点交叉などの交叉法を使用する場合には，ランダム探索
的なILSしか実現できないと考えられる｡つまり,交叉法を利用する前提には,Miihlenbein16）
やBoese8)が報告した知識を何らかの形で利用した交叉法の使用が賢明であると考える。
従って,ＧILSではFreislebenとＭｅｒｚによって開発された“distancepreservingcrossover，，
（DＰＸ)3)を用いる｡このＤＰＸは,片山らによって提案された,completesubtourexchange
crossover（CSEX)'2,13)に類似している。ＤＰＸとＣＳＥＸの大きな類似点は，方向性の全
く同じサブツア(完全サブツア'3))を利用して子孫を生成する点である。文献'2,13)によれば，
CSEXを使用する場合，利用する完全サブツアの数に関して注意が必要であると言及され
ている。つまり，ＣSEXでは二つの解を利用して子孫を生成するが，その二つの解が全く
異なる場合(つまり，ランダムに生成された解)，または非常に良く似た解の場合には，完
全サブツアが全く存在しないか，または，その数が極めて少なくなるということを報告し
ている。また，ＤＰＸを開発したFreislebenらも，片山らと類似の見解を簡単に記述して
いる3)。この観点から，確実に完全サブツアの数を確保するため，ＤＰＸを局所解脱出技法
として使用する前に，ランダムに４つの枝を入れ替える，ランダム４－changeを適用する。
また，ＤＰＸで利用する二つの解は，現在までに算出された最良解と局所探索法によって算
出された現在の解とする。すなわち，これら二つの解は上述したMiihlenbein16)の観測報告
に対して妥当であると考えられる。従って，最良解が有する優れた形質（完全サブツア）
は決して破壊されることなく，局所解ではない新たな解が生成される。
次にＧＩＬＳの流れを示す。
GeneticlteratedLocalSearch
lGeneratetwodifferentsolutionsSandT(improvedbyalocalsearchfrom
tworandomsolutions,respectively)．
２Ｄｏｔｈｅｆｏｌｌｏｗｉｎｇｆｏｒａｇｉｖｅｎｎｕｍｂｅｒｏfiterations，
２．１Performarandom4-changemoveonS,obtainingS',andthenperform
D及Ｘ(S'，Ｔ),obtainingS"、
２．２ＲｕｎａｌｏｃａｌｓｅａｒｃｈｏｎＳ",obtainingS"'、
２．３１ｆＣｏｓｔ(Ｓ")＜ＣＯＳノ（Ｔ),thensetT＝Ｓ"',ａｎｄｓｅｔＳ＝Ｓ'"、
３ReturnT．
ＧILSのＳｔｅｐ２．１では，前述した理由からランダムな４－changeを施す。この処理に
より，完全サブツアの数が確実に保たれ，次に実施されるＤＰＸ関数が有効に処理される。
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次にＧＩＬＳのＳｔｅｐ２．１におけるＤＰＸ関数の流れを示す。
FunctionDPX（Ｓ'，Ｔ）
１Enumerateallcompletesubtoursontwosolutions，Ｓ'ａｎｄＴ、
２Chooseastartingcityノrandomlyfromthesubtoursandothers・
３ＤothefollowinguntilgeneratingasolutionS"、
３．１Makeatourfragmentswithoutusedcitiesforacandidatecityノconnect‐
ｉｎｇｔｏｊ．
３．２Findanearestcandidatecityノinthefragments、
３．３Connectthecityノｔｏ４ａｎｄｓｅｔノーノ．
４ReturnＳ"．
ＤＰＸ関数のＳｔｅｐｌにおいて，文献'3)で示されたＯ(")時間で二つの解に含まれる完全
サブツアを列挙するアルゴリズムを利用する｡Ｓｔｅｐ２では,ランダムにある点を選び,Ｓｔｅｐ
３からはＳｔｅｐｌで列挙された完全サブツアと列挙されなかった他の点とを賞欲的につな
ぎ合わせ，実行可能な解（子孫）を生成する。
４．実験結果
ＧILSの有効性を明らかにするために，ＴＳＰのベンチマーク問題集TSPLIB9511)から
いくつかの問題例に対して数値実験を行なう｡ＧILS内部で使用する局所探索法は２－Opt法
とＬＫ法とし，両法を使用するＧILSの結果をそれぞれ示す。
まず，ＴＳＰにおいて最も古典的な局所探索法である２－Opt法をＧＩＬＳに施した。ＧILS
の有効性を示すために，ランダム多点局所探索法（MSLS）と従来のILSとの比較を行な
う。表１，表２，表３は，各問題例に対して10回の試行を行った，MSLS，ILS，ＧＩＬＳの
結果である'5)。これらの表では，２－Opt法の繰り返し回数が100回，500回，1000回の時点
での結果をそれぞれ示している｡なお,２－Opt法をベースにした遺伝的アルゴリズムやsimulated
annealing法との比較において，我々のＧＩＬＳは更に良好な解が算出可能であることを確
認している'5)。
次に，ＬＫ法を有したＧILSの結果を表４に示めす。この表では更に大規模な問題例ま
でを対象にした。なお，処理を終了する繰り返し回数は，Johnsonらの実施要領')を参考に
問題サイズ分までとし，試行回数はそれぞれの問題例に対して10回行った。計算時間は平‘
均値（秒）を示した。この結果から２－Opt法を有したＧILSより少ない繰り返し回数で更
に良好な解が算出可能であることが確認された。よって,ＧILSに使用する局所探索法の性
能によって，得られる解の質は大きく依存することが明らかである。
近年の極めて強力な解法との比較を行なう。まず，JohnsonらのiteratedLK（ILK）
は,1990年代前半以来,ＴＳＰに対して最も効率的な一解法として知られる近似解法である2)。
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表１ Best，average，andworstpercentageexcessovertheoptimaltourdistancefortherandom
multi-startlocalsearch（MSLS）with2-OptheuristicafterlOO，５００，andlOOOiterations，
respectively．
ＭＳＬＳ ｌＯＯ
ｂｅｓｔａｖｇ(ｓｄ）worst
５００
bestavg.(Ｓｄ.）worst
l000
avg.(ｓｄ.）
0.962（0.267）
1.009（0.367）
2２１０（0.364）
4.886（0.354）
6.582（0.245）
ｂｅｓｔ
0.469
0.474
1.584
4.487
6.231
ｗｏｒｓｔ
1.408
1.564
2.807
5.677
7.050
eil51
kroA100
dl98
1in318
att532
1.643
1.081
2.465
4.684
6.249
2.207
1.788
2.883
5.962
7.404
(0.548）
(0.604）
(0.219）
(0.604）
(0.626）
3.286
2.871
3.181
6.679
8.578
0.704
0.474
1.584
4.684
6.231
1.080
1.259
2.487
5.162
6.791
(0.301）
(0.357）
(0.431）
(0.420）
(0.427）
1.643
1.874
3.093
6.024
7.448
表２ Best,average,andworstpercentageexcessovertheoptimaltourdistancefortheiteratedlocal
search(ILS)with2-OptheuristicafterlOO,500,andlOOOiterations,respectively．
IＬＳ lOO
bestavg.(ｓｄ.）worst
５００
bestavg.(ｓｄ.）worst
１０００
avg.(s､ｄ）
0.469（0.433）
0.119（0.148）
0.719（0.248）
1.804（0.494）
3.424（0.522）
ｂｅｓｔ
0.000
0.000
0.444
0.959
2.810
ｗｏｒｓｔ
1.643
0.348
1280
2.470
4.533
eil51
kroA100
dl98
1in318
att532
0.469
0.066
0.843
3.103
4.562
(0.679）
(0.644）
(0.466）
(0.782）
(0.434）
1.221
0.863
1660
4.434
5.107
2.817
2.481
2.484
5.663
5.764
0.000
0.000
0.596
1.359
3.424
0.634
0.155
1.060
2.318
4.094
(0.394）
(0.146）
(0336）
(0.654）
(0.652）
1.643
0.348
1.686
3.766
5.764
表３ Best，average，andworstpercentageexcessovertheoptimaltourdistanceforthegenetic
iteratedlocalsearch(GILS)with2-OptheuristicafterlOO,500,andlOOOiterations,respectively．
ＧIＬＳ lOO
bestavg.(ｓｄ.）worst
５００
bestavg.(ｓｄ.）worst
l000
avg.(ｓ､..）
0.211（0.070）
0.005（0.014）
0260（0.136）
1.261（0.373）
1.549（0.405）
ｂｅｓｔ
0.000
0.000
0.019
0.638
1073
worst
0.235
0.047
0.544
1844
2.362
eil51
kroA100
dl98
1in318
att532
(0.335）
(0.350）
(0.304）
(0.557）
(0.801）
0.235
0.000
0.349
1.575
1.614
0.845
0.519
0.877
2.799
3.182
1.408
1.386
1.514
3.738
4.331
0.000
0.000
0.019
0.838
1.144
(0.164）
(0.112）
(0.177）
(0.532）
(0.340）
0.258
0.053
0.386
1.572
1.776
0.704
0.348
0.640
2.524
2.362
文献')でのILKの結果から，我々のＧＩＬＳの方が更に良好な解を算出していることが確認
される。しかしながら，計算時間の比較ではJohnsonらのＩＬＫの方が若干高速に処理さ
れている。また，高性能な遺伝的アルゴリズムとの比較として，Nagataらのアプローチ
を取り上げる'０)。彼らの提案したedgeassemblycrossover（EAX）を有するＧＡは，極
めて良好な結果が得られており，大規模な問題例に対しても高い頻度で最適解を算出可能
である。しかしながら，計算時間の面では我々のＧＩＬＳやJohnsonらのILKの方がＥＡＸ
よりも高速である。また，ＬＫ法とＤＰＸを有したFreislebenらの遺伝的局所探索法との
比較において,ＧILSは得られる解で若干劣るものの,中規模程度の問題例までに対しては
計算時間の面で高速に処理可能であった。次に，我々のアプローチに類似したものとして，
M6biusらは，Iterativepartialtranscription（IPT）を提案している22)。彼らのアプロー
チはBradyの交叉法２０）（類似法としてＹａｍａｍｕｒａらのsubtourexchangecrossover21）
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表４ Bestandaveragepercentageexcessovertheoptimaltourdistanceforthegeneticiteratedlocal
search(GILS)withLin-Kemighanheuristicafter〃/10,〃/100.5,ａｎｄ〃iterations,respectively．
att48 〃＝4８ rat783 〃＝783
ｂｅｓｔ ａｖｅｒａｇｅ ｂｅｓｔ ａｖｅｒａｇｅiterations
"/10
"/100.5
〃
time(s）
＜１
＜１
１
iterations
"/1ｏ
"/lo｡.ｓ
〃
time(s）
二
１００
0.156（10644.6）
0094(10638.0）
0.000(10628.0）
0.068(8812）
0.011(8807）
0.000(8806）
0.229(88262）
0.092(8814.1）
0.032(88088）
eillO1 pcbll73〃＝１０１ 〃＝１１７３
ｂｅｓｔ ａｖｅｒａｇｅ ｂｅｓｔ ａｖｅｒａｇｅiterations
"/１０
"/100.5
〃
time(s）
＜ｌ
＜１
２
iterations
"/１０
"/１００．５
〃
time(s）
４６
１３２
３６３
0.302(630.9）
0.000(629.0）
0.000(629.0）
0.134(56968）
0.011(56898）
0.004(56894）
0.249(57033.5）
0.133(56967.5）
0.012(56899.0）
kroA200 fll577〃＝２００ 〃＝1577
ｂｅｓｔ ａｖｅｒａｇｅ ｂｅｓｔ ａｖｅｒａｇｅiterations
"/１０
"/100.5
〃
time(s）
１
４
１０
iterations
"/１０
"/10..5
〃
time(s）
１３９
１零F
0000(29368）
0.000(29368）
0000(29368）
0.164(29416.2）
００００(29368.0）
0.000(20368.0）
0.180(22289）
0.135(22279）
0081(22267）
0.358(22328.6）
0.258(22306.3）
0209(22295.6）
pcb442 〃＝442 pcb2392 〃＝２３９２
bｅｓｔ ａｖｅｒａｇｅ ｂｅｓｔ ａｖｅｒａｇｅiterations
"/１０
"/loo､5
,2
time(s）
９
２５
６９
iterations
"/１０
"/100.6
〃
time(s）
２０９
６５１
１８８７
0.207(50883.0）
0.087(50822.0）
0.009(50782.8）
0.011(378074）
0.010(378068）
０．００６(378054）
0.139(378556.8）
0.084(378349.2）
0.049(378217.8）
p654 pcb3038〃＝654 〃＝3038
ｂｅｓｔ ａｖｅｒａｇｅ ｂｅｓｔ ａｖｅｒａｇｅtime(s）
菫
２４６
iterations
"/1ｏ
"/1CO､５
〃
iterations
"/10
"/loo､５
〃
time(s）
４１２
１２１０
３４４８
0.000(34643）
０．０００(34643）
0.000(34643）
0.029(34653.0）
0011(34646.8）
０００３(34644.1）
0.181（137943）
0.137(137883）
0.073(137794）
0.316(138128.8）
0.218(137994.7）
0.157(137910.7）
がある）を利用し，局所探索法で得られた解に対して繰り返し適用するものである。ＴＳＰ
に対して報告されている結果によれば，Drillingタイプの問題例(例えばfll577問題など）
に対して特に高い頻度で最適解を算出可能である。なお，ＧILSの場合では，pr2392など
の問題例に対して，M6biusらのアプローチより極めて良好な結果が得られている。
以上の比較結果より，ＧILSはＴＳＰに対して極めて強力なアプローチと十分に肩を並
べられる有効な近似解法であることを確認した。
５．むすぴ
本論文では，巡回セールスマン問題（TSP）に対して極めて有効とされるいくつかのア
プローチを紹介すると共に，我々の提案した遺伝的反復局所探索法(ＧILS）に関して記述
した。遺伝的アルゴリズムの分野で開発された交叉法を局所解脱出技法として有した我々
のアプローチは，比較的有効なものであることが確認できた。
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Variousapproximatealgorithmsforsolvingthetravelingsalesmanproblem(TSP）
havebeenproposedAsseveraltypicalheuristicsfortheTSP,２－Opt,３－Opt,Or-Opt，
Lin-KernighanalgorithmsarewellknownFurthermore,simulatedannealing,genetic
algorithms,tabusearch,iteratedlocalsearch,ｅｔｃ,whichareachievedincludingthese
typicalheuristics,areknownasefficientapproachesthatcanobtainbettersolutions・
Generally,theiteratedlocalsearchalgorithmisoneofmostefficientonesforthｅＴＳＰ・
Whenusingthisalgorithm,thedouble-bridgemoveisusuallyemployedasatechnique
toescapefromlocaloptimalsolutionslnthispaper,wedescribetheeffectivenessof
theiteratedlocalsearchalgorithmanditsvariants，andalsointroduceproposed
approachesusinggeneticcrossoverasanewtechniquetoescapefromlocaloptimal
solutions．
