Abstract. We study ε 2ü = f (u, x) = A u (1−u) (φ−u), where A = A(u, x) > 0, φ = φ(x) ∈ (0, 1), and ε > 0 is sufficiently small, on an interval [0, L] with boundary conditionsu = 0 at x = 0, L. All solutions with an ε independent number of oscillations are analyzed. Existence of complicated patterns of layers and spikes is proved, and their Morse index is determined. It is observed that the results extend to f = A(u, x) (u − φ − ) (u − φ) (u − φ + ) with φ − (x) < φ(x) < φ + (x) and also to an infinite interval.
Introduction
In this paper we are concerned with the existence and stability of equilibrium solutions for reaction diffusion equations of the form
on an interval (a, b) with Neumann boundary conditions u x (t, a) = u x (t, b) = 0. Such problems have a considerable history since they arise in a variety of physical contexts, as can be seen by consulting the citations in [FR2] . An early mathematical reference is the paper [AMPP] , which studied all of the stable solutions in the case where f = u(1 − u) (φ − u) . Subsequent results on "single layer" unstable solutions were obtained in [HS] . In [AH] the problem was studied with f (u, x) = u 3 − λu + cos x, λ > 3/ 3 √ 4; [AH] includes some of the conclusions on existence in this paper for the special case considered there. However here we consider a more general nonlinearity, obtaining an even richer collection of solutions since the "multiple spikes" found below are not present for the model in [AH] . Similar results were studied in [A] and [HM] , although in both of these cases the nonlinearities were quadratic rather than cubic in nature. Other related papers include [CP] , [FR1] , [HASL] , [HSG] , [KU] and [RO] .
The main focus of this paper, however, is the Morse index of unstable solutions. An early related result is in [ABF] , where solutions with arbitrary given Morse index are shown to exist for arbitrarily small . Here, after constructing layer and spike type solutions by a shooting method, we are able to determine all of their Morse indices. The first paper to do this for models of this kind was by Nakashima [N] , who considered the "balanced" case f = A(x)u(1 − u)( 1 2 − u). Her methods were variational (and so very different from ours). Our results do not apply to her model. Subsequently she again used variational methods to study layers in the unbalanced case, obtaining results similar to some of ours (Nakashima, private communication) . As far as we know, variational methods have not been successfully applied to study the Morse index of spike solutions. We mention as well that many of the results in our paper were independently conjectured by Matano (private communication). We will see below that the computations needed to determine the Morse indices of layers and spikes in this problem are quite delicate.
To obtain steady state solutions, we consider the boundary value problem At the end of the paper we will show that a transformation takes
where A > 0 and φ − < φ < φ + , to a slight extension of the standard form (2), the difference being that the new function f depends as well on ε. Our results extend to the type of functions obtained by such a transformation.
Solutions to (1) correspond to critical points of the energy functional where U (y) := u(ξ + εy) and ξ ∈ (a, b). We are only interested in solutions that have an ε independent bounded number of oscillations in any bounded interval, namely, solutions in the set S N,ε = {u | u solves (1),u = 0 has at most N roots in any interval of length ≤ 1}.
With such a definition, we can allow the length b − a to be arbitrarily large.
To study solutions in S N,ε , we introduce potential energy density F (1, x 0 ) and F (0, x 0 ) of the two phases are different. In our definition, φ 0 (x 0 ) is the non-minimal potential energy phase, whereas the other (0 if φ 0 = 1 and 1 if φ 0 = 0) is the minimal energy phase.
J(x)
On the phase plane, all the trajectories are given by U 2 − 2F (U, x 0 ) = C. Since we are only interested in solutions to (1) that have finitely many (independent of ε) oscillations, only the trajectories corresponding to C = 0 will be relevant (cf. Lemma 2.1 below).
If J(x 0 ) = 0, the trajectory U 2 = 2F (U, x 0 ) gives a heteroclinic orbit connecting 0 and 1, which will be called a (phase transition) layer or an interface. The interfacial energy associated with a layer is
2F (s, x 0 ) ds .
To study layered solutions to (1), we will assume that all roots of J = 0 are nondegenerate, namely,
Suppose that J(x 0 ) = 0 >J(x 0 ). Then the minimal potential energy phase switches from 0 to 1 as x passes the position x 0 . Hence if U (−∞) = 0 and U (∞) = 1, the phase transition is from the minimal energy phase before x 0 to the minimal energy phase after x 0 . On the other hand, if U (−∞) = 1 and U (∞) = 0, the transition is from the non-minimal energy phase to the non-minimal energy phase.
When J(x 0 ) = 0, the trajectory U 2 = 2F (U, x 0 ) gives a homoclinic orbit which we will call a spike, with base φ 0 (x 0 ) and peak φ * (x 0 ). Regarding a spike as two layers, the excess energy a spike adds to a ground constant state u = φ 0 (x) is then twice E(x 0 ), defined in (3). It turns out that spikes can only appear near those points where S = 0, e.g. near the critical point of E(x) or near the boundaries. To study these solutions, we assume that zeros of S are non-degenerate, i.e.,
For an illustration of the functions J and S, one can calculate that when f = u(u − 1)(u − φ),
Hence, for this particular non-linearity, the set where S = 0 is the set of all critical points of φ. Any solution to (1) is necessarily bounded between 0 and 1. Hence, it is concave in the set {u > φ} and convex in {u < φ}. An oscillation will then be referred to as a root to u = φ. This paper is divided into three parts. In Part I, we investigate the location of oscillations of solutions in S N,ε . We show that oscillations are either layers or spikes. Layers appear only near Z J and spikes only near Z S where
Multiple layers can exist, but only in transitions from a non-minimal potential energy phase to a non-minimal energy phase (i.e., from φ 0 (x 0 −) to φ 0 (x 0 +)). Multiple spikes can exist, but only at those interior points where
In Part II, we show that there exist solutions with arbitrarily prescribed numbers of oscillations at places allowed by the italicized sentences in the previous paragraph.
In Part III, we study the dimension of the unstable manifold, i.e., the Morse index, of an arbitrary solution in S N,ε . We show that the Morse index is equal to n − n sl − n ss , where n is the total number of oscillations, n sl is the number of minimal energy phase to minimal energy phase transitions, and n ss is the number of interior spikes near which JṠ < 0.
Our analysis would have been much simpler if boundary oscillations were not addressed. For simplicity, the reader can skip the analysis for boundary oscillations.
Throughout this paper, we always assume (2), (4), and (5). For simplicity, we consider only the case that a, b, and f are independent of ε. Nevertheless, when a, b, and f depend on ε, all the proofs remain unchanged, provided that f is uniformly smooth, and that φ, 1−φ, S 2 +Ṡ 2 and J 2 +J 2 are uniformly positive. For boundary layers or spikes, we need to assume that either a
Finally, we remark that assumption (2) implies, for all x ∈Ī, the following:
, where K is a positive constant and N,ε In this part we study a general solution in S N,ε . When needed, the following even (about a and b) and periodic (with period 2(b − a)) extensions are implicitly assumed:
Part I: Solutions in S
With such an extension, f is continuous and piecewise smooth, and u solves ε 2ü = f on R.
Locations of oscillations
Lemma 2.1. Let N ≥ 1 be a given integer. Then
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Proof. By a maximum principle, if u ≡ 0 and u ≡ 1, then 0 < u < 1 inĪ. Suppose that the assertion is not true. Then there exist δ > 0 and a sequence
such that lim i→∞ ε i = 0 and for each i ≥ 1, there holds ε i > 0, u i ∈ S N,ε i , and |ε
By taking a subsequence if necessary, we can assume that lim i→∞ x i = x * ∈Ī.
is a bounded family in C 2 , and, by taking a subsequence if necessary, there exists U ∈ C 2 (R) such that lim i→∞ (U i , U i ) = (U, U ) uniformly in any compact subset of R. In addition U = f (U, x * ), so that U 2 = 2F (U, x * ) + C for some C. One notes that if C > 0, then the solution is unbounded on R, and if C < 0, then the solution is periodic. But both are impossible, since U i is bounded and can have at most 2N + 1 oscil-
This completes the proof.
We remark that if b − a is not bounded, then the subsequence is taken such that lim i→∞ F (·, x i ) = F * (·) for some smooth bistable potential F * .
Lemma 2.2. For each integer
, there are an integer n ≥ 1 and points τ 0 , · · · , τ n and
Hence the number of roots of u(x) = φ(x) is finite. In addition, between each pair of neighboring roots of u = φ, ε 2ü = f = 0, so u is either convex or concave, and hence there is a unique local extreme, i.e., a unique τ such thatu(τ ) = 0. The assertion of the lemma thus follows.
In the sequel, N ≥ 1 is a fixed integer and u ∈ S N,ε with ε sufficiently small. We use the notation in Lemma 2.2. With the even and periodic extension, τ i , z i+1/2 are well defined for all integers i.
Definition 1. Let l and k be integers satisfying
We call (τ l , τ k ) an interval with a cluster of oscillations if
A cluster is referred to as interior if 0 ≤ l < k ≤ n. Otherwise it is called a boundary cluster.
An interior cluster is called a cluster of spikes if k − l is even, and layers if k − l is odd.
A boundary cluster is called a boundary cluster of layers if J = 0 at the boundary point; otherwise it is called a boundary cluster of spikes.
A cluster of spikes is called multiple if k − l ≥ 4 and single if k − l = 2. Similarly, a cluster of layers is called multiple if k − l ≥ 2 and single if k − l = 1.
Note that for boundary clusters, either k + l = 0 or k + l = 2n, so that k − l is always even. Consequently, boundary layers are always multiple. Restricted to the interval [a, b] , a single boundary spike will be called a half boundary spike. (In this terminology, a half boundary layer exists only for Dirichlet boundary conditions.)
If we define an equivalence relation
i=l can be regarded as a cluster, and belongs to an interval (τ l , τ k ) with a cluster. In this manner, the decomposition is unique. Also, each cluster is either of spikes or of transition layers. Theorem 1. Assume that f satisfies (2), (4) and (5) , that N is a fixed positive integer and ε > 0 is sufficiently small. Define Z J and Z S as in (6).
Let u ∈ S N,ε be arbitrary and let
Hence, transition layers appear only near Z J and spikes only near Z S .
(
, multiple layers exist only in transitions from non-minimal phase to non-minimal phase.
(4) From (iii), multiple spikes exist only near those z
Hence, for some positive δ depending only on f ,
Later on, we shall provide accurate estimates on the location of oscillations, as well as the potential energy density at points of local minimum and maximum. The following lemma plays a key role in our estimates. We use the notation and (13) holds.
and relations analogous to (13) hold.
Remark 3.1. The estimates (11) or (13) imply that the minima and maxima of u a, b] are monotonic, which is a key observation used in [AH] .
Spikes
Theorem 2 implies that if (τ l , τ k ) is an interval with a cluster, then either
In this section, we consider the latter case, i.e., an interval (τ l , τ k ) of a cluster such that
Note that there exists a positive constant η which is independent of ε ∈ (0,
For definiteness, we shall assume that (15) follows from (9). It remains to prove (16).
Integrating
. It then follows that
To estimate
We first note that, for t ∈
and then (17) since
The cases for F i − F i+1 and for J > η can be similarly derived. This completes the proof.
We now study a generic cluster away from Z J .
Interior single spike. Suppose 0 ≤ l and k
Therefore, we must have
This implies that there exists z
. In addition, since u is even about a and b, we must have z * ∈ (a, b).
Interior multiple spikes.
Next we consider the case 0 ≤ l and l +2 < k ≤ n. One can proceed step by step to derive the following:
]. This implies, by an induction, that F (τ l+2m+i ) > ε 3/2 and τ l+2m+i+1 − τ l+2m+i ≤ Cε| ln ε| for i = 1, 2, · · · all the way up to τ l+2m+i+1 − τ l+2m > ε 3/4 . Hence, u will have at least ε 3/4 /(Cε| ln ε|) oscillations, contradicting our assumption that u ∈ S N,ε . Similarly, we can exclude the case S(τ l+2m−1 ) < −2 √ ε. Hence, we must have
For definiteness, we assume that J(z
3) From
Step 2 and (16), we see that
From this, we conclude thatṠ(z
. 6) From step 5), we see that
Boundary spikes. Finally we consider the case
is C 1 in a neighborhood of a since S is an odd function. Hence, the same conclusion as for the interior spikes holds.
Suppose S(a) = 0. From Lemma 4.1 and
In summary, we have the following theorem. 
, and (18) and (18) and Clearly, Theorem 1 follows from Theorems 2 and 3.
Part II: Existence
Existence of solutions with the properties above, specifically, solutions in S N,ε with arbitrarily prescribed numbers of layers and spikes at the places allowed by Theorem 1, will be proved using a shooting technique and induction. We will start with an interval [0, L] and then observe that the technique can be extended to a function f (u, x) with appropriate properties defined on (−∞, ∞). This is possible because all of the estimates used in the proof of Theorem 1 are local.
For convenience, we assume that, for some positive constant M ,
In the sequel, an oscillation refers to a critical point ofu (roots to u = φ). There are two types of oscillations: layers and spikes. A spike contains two oscillations. If boundary oscillations at ξ 0 := 0 are required, we shall assume that ξ 1 > 6δ. Similarly, if boundary oscillations at L are required, we assume that either L ∈ Z or dist(L, Z) ≥ 6δ. We now state our existence theorem. 
0)) will have a limit. Taking this limit as the initial value, we then obtain the desired solution.
A shooting argument
5.1. The shooting argument. We use ideas from [A, AH, HM] by considering the initial value problem
where α is the shooting parameter. Since the desired solutions take values in (0, 1), f for large |u| can be modified to be uniformly bounded. Hence, (22) admits a unique solution for all x ∈ R. If necessary, we write the solution as u(·, α).
A critical point of u is a point at whichu = 0; it is called non-degenerate if u = 0 at the point. Similarly, sinceü = 0 ⇔ u = φ, a critical point ofu is a point at which u = φ (i.e.,ü = 0); it is called non-degenerate if at the pointu =φ. Note that ifτ is a non-degenerate critical point of u(·,α), then by the Implicit Function Theorem,u(τ, α) = 0 has a unique smooth solution τ = τ (α) withτ = τ (α) for all α close toα. A similar property holds also for solutions to u(z, α) − φ(z) = 0.
We Proof. From the formula
we see that the change in F (u, x) between any two critical points of u in [0, X] tends to zero as X → 0. This means that we can choose δ 1 > 0 (independent of ε) so small that if X ≤ δ 1 , then the conclusion of the lemma follows. If X > δ 1 , then the result is implied by Lemma 2.1.
In the sequel, τ 0 = 0 and the ith critical point of u(·, α) in (0, ∞), if it exists, is denoted by τ i (α), whereas the ith critical point ofu is denoted by z i−1/2 (α).
A crucial result in proving existence is the following extension of Lemma 4.1.
Lemma 5.2. Assume that u solves ε 2ü = f (u, x) on R and z and τ are points such thatu
Then the following hold: Proof. The condition dist(z, Z) ≥ δ implies that J(z) and S(z) are bounded away from 0, uniformly in ε. We set
Following the proof of (8) in Lemma 2.3, we obtain
. Thus, by a continuous dependence argument,
where U is the unique solution to
ds, U (T ) = 0 and U < 0 on (−∞, T ]. It then follows from (23) that for some
This proves the assertion (c). Next, we consider the case J(z) > 0. In this case, we have 0 < φ
, and U is even about y = T 1 . From (23), there exists
Now we define
Then eitheru(τ 2 ) = 0 or u(τ 2 ) = 1. Since U (y) = 1 − O(e −ν|y| ) and U (y) > e
−Ky
for y 1, we see from (23) that
Recall that F (u(τ ), τ) = O(e −νδ/ε ). Also, using (23) we have z+εT z−εT
In a similar manner, we can estimate
Now suppose, in addition to J(z) > 0, that S(z) > 0. Then the right-hand side of (24) is positive. As eitheru(τ 2 ) = 0 or F (u(τ 2 ), τ 2 ) = 0, we conclude that τ 2 < ∞,u(τ 2 ) > 0, and u(τ 2 ) = 1. This proves assertion (b) of the lemma.
Finally we consider the case J(z) > 0 > S(z). Then the right-hand side of (24) is negative. From the definition of τ 2 , we then conclude that τ 2 < ∞,u(τ 2 ) = 0 and u(τ 2 ) < 1. Once we know the existence of τ 2 , we can then use the estimates (16) and (15) to conclude that F (u(τ 2 ), τ 2 ) = −2εS(z) + O(ε 2 | ln ε|) and τ 2 = z + O(ε| ln ε|). Following the same argument, we can show that for each i = 3, · · · , N, there is a
. This proves assertion (a), and also completes the proof of the lemma. 
Here the √ ε neighborhood of ξ 0 means the interval [0, √ ε]. Note that by Lemma 5.1, the hypothesis implies that all τ i (α) and z i+1/2 for i = 0, · · · , m are continuous functions of α ∈ I k . In addition, τ m (α) approaches ∞ as α approaches one of the boundary points of I k and approaches τ m = ξ k + 2δ at the other boundary point. Also, taking α ∈Ī k such that L = τ m (α) we obtain the assertion of the theorem, without the boundary oscillation at L.
To start the induction, we need to distinguish two different cases: (i) σ 0 > 0, so the first cluster of oscillations is at the left boundary; and (ii) σ 0 = 0, so that the first cluster of oscillations is either interior or at the right boundary. Set
Then τ (I 0 ) := {τ σ (α)|α ∈ I 0 } = (2δ, ∞) and τ σ (α − ) = 2δ. We claim that z σ−1/2 (α) ≤ √ ε for all α ∈ I 0 so that the induction hypothesis for k = 0 holds (in the case σ 0 > 0). By Theorem 1, it suffices to show that z σ−1/2 (α) < δ for all α ∈ [α 0 , α + ). Suppose this is not true. Then by continuity there is anα ∈ (α 0 , α Hence, u(·,α) admits boundary spikes at b.
From Theorem 1(i), the fact that the desired solution has σ boundary oscillations implies that τ σ is a local maxima if φ 0 (0+) = 1 and is a local minimum if φ 0 (0+) = 0. As φ 0 (0+) = φ 0 (x) for all x ∈ (0, 2δ], we see that the boundary spike at b cannot be a half spike. Thus σ ≥ 2. Consequently, by Theorem 1(iii) we have JS < 0 in [b − δ, b] . On the other hand, the existence of a boundary cluster of σ 0 spikes at ξ 0 = 0 implies JS > 0 in (0, δ]. As b < 2δ, we obtain a contradiction. This contradiction shows that the claim is true. 6.2. The first interior oscillation without boundary oscillations. In this section we consider the case σ 0 = 0. For convenience, we delete from the list {ξ i } those ξ i for which σ i = 0. Then
We now prove the induction for k = 1 with σ 0 = 0. We set σ := σ 1 > 0. Again, we assume 0 is a local maximum for the desired solution. By Lemma 5.1, z 1/2 (·) exists and is continuous on [α 0 , 1). Note that lim α 1 z 1/2 (α) = ∞ and
We claim that (i) is impossible. Indeed, suppose it were true. Then φ 0 = 0 in [ξ 1 − 2δ, ξ 1 +2δ], so that there can only be upward spikes near ξ 1 . Since the solution we are looking for has no other boundary or interior oscillations before ξ 1 , 0 = τ 0 must be a local minimum, contradicting our assumption that 0 is a local maximum.
Next we consider case (ii). Then in [ξ 1 − 2δ, ξ 1 ), J > 0 and φ 0 = 1. Using (7) We define
, following a similar argument as for the case σ 0 > 0 we can show that z σ−1/2 (α) < ξ 1 + δ for all α ∈ I 1 . An application of Theorem 1 for u (·, α) 
This validates the induction hypothesis for k = 1 for the case (ii).
Finally we consider case (iii). Since 0 = τ 0 is a local maximum and ξ 1 is the first desired place for an oscillation cluster, Theorem 1 implies that only a single layer (σ = 1 when J(ξ 1 ) = 0) or a single spike (σ = 2 when S(ξ 1 ) = 0) is possible. 
Then τ σ (α + ) = ξ 1 + 2δ and τ σ (I 1 ) = (ξ 1 + 2δ, ∞).
, then τ 1 is the peak of a spike, so z 3/2 − z 1/2 = O(ε). After applying Theorem 1, we then conclude that z i−1/2 (α) is within an √ ε neighborhood of ξ 1 for i = 1 if σ = 1 and for i = 1, 2 if σ = 2.
6.3. The induction from k = to k = + 1. Let ≥ 0 be an arbitrary integer. Assume that the induction hypothesis holds for k = . We now show that it also holds for k = + 1. As mentioned earlier, we delete from {ξ i } those ξ i for which σ i = 0. Then σ > 0. We write m = i=0 σ i , and σ = σ +1 . By working on 1 − u if necessary, we assume that τ m is a local maximum of the desired solution.
Letα ∈ ∂I be that endpoint of the interval I satisfying τ m (α) = T := ξ + 2δ. Letû = u(·,α) . Sinceû attains a local maximum at T = τ m (α), z m+1/2 (α) is finite. We now estimate z m+1/2 (α). We have σ > 0 and
From here, we can follow a similar argument as in the preceding subsection to show that the hypothesis for k = + 1 is valid, thereby completing the induction. 6.4. Oscillations at the right boundary. Finally, we attach σ ≥ 1 oscillations at the right boundary L. For simplicity, we assume that either
If the desired solution has no cluster of oscillations except at the right boundary, then by reversing the x-axis, we can use the proof for the case σ 0 > 0 to finish the proof. Hence, we assume that there are other clusters of oscillations.
We assume that ξ k is the last point of cluster of oscillation before
By working on 1 − u if necessary, we can assume that τ m is a point of local maximum of the solution we are looking for. In order to attach at least a boundary oscillation at L, it is necessary, by Theorem 1, to
. Following a similar argument as in the preceding subsection, we can find (β
For definiteness, we assume that
, we see that it is the solution we are looking for.
Next
so that, by Theorem 1(iii), the boundary oscillation attached is a half spike. Now consider u(·, β
is the peak of a spike. Gradually increasing α from β − to β + , we then see that there is an α 
Part III: The Morse index
7. The Morse index and method of study 7.1. The Morse index. We now study the eigenvalue problem, for (λ, ψ),
where we assume that I = (a, b) is a bounded interval. Since all eigenvalues are real and simple, we denote them, in order from small to large, by λ 1 , λ 2 , · · · . Definition 2. The Morse index of a solution u to (1) is defined to be the number of non-positive eigenvalues to (25).
Definition 3.
A stable layer is an interval (τ l , τ l+1 ) with an interior cluster of a single transition layer satisfyingu l+1/2J (z l+1/2 ) < 0, or equivalently, 0 ≤ l ≤ n − 1,
A semi-stable spike is an interval (τ i−1 , τ i+1 ) with an interior cluster of a single spike satisfying
Theorem 5. Assume (2), (4) and (5). Let u ∈ S N,ε with ε sufficiently small. Then the Morse index associated with u is equal to
where n is the total number of oscillations, n sl is the total number of stable layers and n ss is the total numbers of semi-stable spikes.
A criterion.
We will use the following lemma to study the Morse index for our problem.
Lemma 7.1. Let w be the solution to
(1) Ifẇ(b) > 0 and there are no roots of
andψ(a, λ) = 0. Referring to the phase plane for (ψ, εψ) we let θ(x, λ) = arctan εψ ψ . Then
It is easy to check thatθ| θ= π 2 + π < 0 for all integers and that Note that for all x, τ ∈ [a, b],
To find Ψ(x, a), we will decompose (a, b) into sub-intervals and use the following properties for fundamental solution matrices:
In our application, τ will be a critical point of u. Hence, we define two linearly independent solutions ω, ω 1 , piecewise, as the fundamental solution set in each interval [z i−1/2 + 0, z i+1/2 − 0]:
One of the keys here is to study the jumps ofω ω and
As one will see below, ω can be well approximated byu/ü(τ i ). Also bothω ω and εω 1 ω can be accurately estimated and are of order one at x = z i±1/2 . Hence, we introduce
We use the vector notation a ⊗ b = ab T , where a and b are column vectors and
To study transition layers, we will need the matrix PΨ(τ i+1 , τ i )P −1 . In computing this we make use of the formulas e 1 · n − = 1, (n
) · e 2 = 1 and e 1 · e 2 = 0. Letting ω ± = ω(z i+1/2 ± 0), we find that 
Proof. We first derive an integral equation for ω 1 on
Note that
Then, sending τ → τ i in the above equation leads to, for
For definiteness, we consider the case when τ i is a local minimum and
The assertion (34) thus follows. Case (ii):
Finally, noting that F (s,
, and also H(u i+1/2 ) = H(f i ), we then obtain the assertion (35).
The case when u(τ i ) is a local maximum can also be similarly treated. 
The proof of (i) shows that ψ = 0 can have at most one root in (z i+1/2 , τ i+1 ]. Thus, ψ = 0 has at most one root in (τ i , τ i+1 ].
(iii) First consider the case when ψ(
α(x) and εψ = O(ε) at z i−1/2 . As the length of the interval
and
]. This implies that in the interval
, ψ = 0 has exactly one root at ξ = τ i + O(ε 2 ). As ψ = 0 can have at most one root in [z i+1/2 , τ i+1 ], we see that ψ = 0 has at most two roots in
Now suppose that ψ is a generic solution. Then, by the Liouville theorem, ψ = 0 can have at most three roots in [τ i−1 , τ i+1 ], and there is exactly one root in (τ i−1 , ξ] . This completes the proof.
The Morse index for layered solutions
We first consider a cluster of layers. For convenience, if (τ −k , τ k ) (or (τ l , τ 2n−l )) is an interval with a boundary cluster, we say that (τ 0 , τ k ) (or (τ l , τ n )) is an interval with a boundary cluster. (τ l , τ k ) ⊂ (a, b) is an interval with a cluster of layers. Let w be the solution to (26) and assume that w(
Theorem 6. Assume that
is a boundary cluster at a, or an interior cluster with multiple layers, or an interior cluster with a single layer withu l+1/2J (z l+1/2 ) > 0, then w = 0 has exactly k − l roots in (τ l , τ k ) and
(ii) If (τ l , τ k ) with k = l + 1 is an interval with an interior cluster of a single layer withJ(z l+1/2 )u l+1/2 < 0, then w = 0 has no root in (τ l , τ l+1 ) and (36) holds.
is a boundary cluster at b, then one of the following alternative holds:
. We find an asymptotic expansion for PΨ(τ i+1 , τ i )P −1 given by (29). First of all, by (34) and the definition of t and t ⊥ in (28),
Note that for t ⊥ + , we need
+ 0, so that the minus sign is chosen on the right side of (34) .
Next, at x = z i+1/2 ,ü = 0 so that ρ =ω ω =ċ c . Thus by (32) where the integral is O(ε), and (31), (40)). Hence, we have the following conclusion:
(1) Suppose that n − l is odd. Then w = 0 has exactly n − l roots in (τ l , b) and w(b)ẇ(b) > 0.
(2) Suppose that n − l is even. Then w = 0 has exactly n − l − 1 roots in (τ l , b) and w(b)ẇ(b) < 0.
The Morse index for spikes
In this section, we prove the following: Clearly, Theorem 5 follows from Lemma 7.1, and Theorems 6 and 7.
To prove Theorem 7, we need some preparation.
10.1. The calculation of a 11 . In subsequent sections we will compute the expression PΨ(τ i+1 , τ i−1 )P −1 . From this, we need to estimate a ij (i, j = 1, 2). Especially, for interior spikes (τ l , τ k ), we find that the sign of w at τ l+2m is determined by a 11 , which will be shown to relate toṠ. The following lemmas provide this information. Their proofs, however, will be given in the Appendix. 
we then obtain the assertion of the lemma.
Proof of Lemma 10.3. The proof follows the same lines as in the proof of the previous lemma, with the simplification that all the integrals for the coefficient of ε be replaced by O(1). In particular,
We omit the details.
