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The "efficiency droop" in GaInN/GaN light-emitting diodes ͑LEDs͒ is the gradual decrease of efficiency as the injection current density surpasses a value that typically ranges between 0.1 and 10 A / cm 2 .
1 In order to comprehensively investigate the efficiency droop, we analyze the carrier recombination inside quantum wells ͑QWs͒ by means of An + Bn 2 + Cn 3 ͑ABC model͒, and carrier recombination outside of QWs by means of f͑n͒ ͑carrier leakage͒, 1-3 where n is carrier concentration. A, B, and C represent the ShockleyRead-Hall ͑SRH͒, radiative, and Auger coefficient, respectively. The leakage of carriers out of QWs was found for GaInN/GaN LEDs under optical excitation. 4 Droop-causing mechanisms based on recombination outside of QWs include lack of electron capture into QWs, electron escape from QWs, the electron-attracting properties of the spacer-electron blocking layer ͑EBL͒ interface, the p-type doping properties of EBL, and the asymmetry in electron and hole transport properties in GaN, 1-7 all of which can lead to carrier leakage out of the active region. Droop-causing mechanisms based on recombination inside QWs ͑without leakage͒ include carrier delocalization 8 and Auger recombination. 9 We show that the comparison of the ABC + f͑n͒ model with experimental data provides useful insights into the efficiency droop and suggests that f͑n͒ depends on the device structure and can have second, third, and higher-order contributions.
Experimental studies are performed on two types of typical GaInN/GaN multi-quantum well ͑MQW͒ LEDs grown on c-plane sapphire substrates by metal-organic vapor-phase epitaxy. The first type is denoted as LED-1; it consists of a five-period GaInN/GaN MQW active region that emits at approximately 465 nm with 3 nm QWs and 12 nm quantum barriers. The chip area is 300ϫ 300 m 2 . The second type of LED is a series denoted as LED-S1, LED-S2, and LED-S5 having 1 QW, 2 QWs, and 5 QWs, respectively. Each QW is 2.3 nm wide separated by 7.5 nm barriers. The peak wavelengths at 25 mA forward current are 431 nm, 436 nm, and 444 nm, respectively. LEDs with three different chip areas, 200ϫ 200 m 2 , 300ϫ 300 m 2 , and 1 ϫ 1 mm 2 , are fabricated. The unencapsulated devices are tested under pulsed mode from 10 A to 100 mA with 500 s pulse duration and 1% duty cycle. Junction heating is not anticipated to be a factor under the employed pulsed condition. This is verified by the fact that lower duty cycles and shorter pulses do not yield different results.
For the GaInN/GaN LEDs, we write the recombination rate as R = An + Bn 2 + Cn 3 + f͑n͒, and expand the leakage term f͑n͒ into a power series ͑Taylor series͒, that is f͑n͒ = ␣n + ␤n 2 + ␥n 3 + ␦n 4 + n 5 +¯. The recombination rate can then be written as follows:
where AЈ = A + ␣, BЈ = B + ␤, CЈ = C + ␥, DЈ = ␦, and EЈ = .
As the injection current increases, an increasing number of higher-order terms come into action; under low and moderate electrical injection, when the combination of the first three terms is sufficient, current ͑I͒ and collected light output power ͑LOP͒ can be expressed as follows:
where 1 ͑ = qV active ͒ is a constant given by the product of elementary charge q and effective active region volume V active ; 2 is another constant. We define the following:
where x is a measure of carrier concentration ͑x ϰ n͒ and y is a measure of external quantum efficiency ͑EQE͒ ͑y ϰ EQE͒, respectively. The maximum EQE is reached when dEQE/ dn =0, or dy / dn =0, or dy / dx = 0. Using the condition dy / dn = 0 and Eq. ͑3͒ yields the following:
, and
where n 0 , x 0 , and y 0 are values at the efficiency-peak point.
Forming the ratio of y to y 0 by using Eqs. ͑3͒ and ͑4͒, one obtains the following: 
where we use the dimensionless parameter P = BЈ / ͱ AЈCЈ that can be adjusted to fit experimental data. Equation ͑5͒ describes a family of curves, in the ͑x , y͒ diagram, all of which go through the origin ͑0, 0͒ and the peak ͑x 0 , y 0 ͒. For each experimental EQE versus I curve, x / x 0 and y / y 0 are known; P can be obtained by a least-square fitting of Eq. ͑5͒ to the experimental data. The variables x and y are related to current and efficiency by I = x 2 / y and EQEϰ y, respectively. Figure 1 shows the EQE as a function of forward current and associated fitting curves for the two types of samples. Because we use the experimental values for x 0 and y 0 , the experimental and theoretical curves have the same efficiency-peak values and efficiency-peak current. For both samples, reasonable fits can only be obtained at low currents. However, the fits deviate from experimental data for a wide range of currents beyond the peak-efficiency points. A good fit is not attainable by adjusting the ABC-model parameters without including f͑n͒. Alternatively, excellent fits can be obtained by including higher order terms ͑n Ͼ3 ͒, which is also shown in Fig. 1 as ABC + f͑n͒ model fitting. At 100 mA ͑111 A / cm 2 ͒, the higher-than-third-order terms contribute 14% and 13% to the total recombination rates of the LED-1 and LED-S5, respectively. Note that the higher-than-thirdorder terms are just part of the total leakage term f͑n͒.
To estimate the effective active volume of typical GaInN/GaN MQW LEDs, we investigate a set of LED samples with different number of QWs. Figure 2͑a͒ shows the normalized LED efficiency as a function of chip area for the single QW LED. The experimental result indicates that the current at peak efficiency increases with chip area as expected. Figure 2͑b͒ shows the normalized efficiency as a function of current for 300ϫ 300 m 2 LEDs with different number of QWs. The data, however, shows that current at peak efficiency does not strongly depend on number of QWs ͑the absolute-peak-intensity variation for these three samples is within Ϯ7%͒. This trend indicates that for typical MQW GaInN/GaN LED structures, the recombination occurs mainly in just one QW. Therefore, we take the volume of one QW as the effective active volume ͑3 nmϫ 300 m ϫ 300 m for LED-1͒, and use this value to obtain 1 ͑ = qV active ͒ .
Inserting n 0 = ͱ AЈ / CЈ into Eq. ͑2͒ yields
where I 0 is the current at peak efficiency. Using Eq. ͑6͒ and P = BЈ / ͱ AЈCЈ yields the following:
Given that low-density recombination is well described by SRH recombination, one can write ␣n Ӷ An , or for GaInN/GaN LEDs and fitting procedures can in principle only give the total third-order coefficient without revealing the specific contribution from leakage and Auger recombination, the discrepancy between the experimental third-order coefficient and the theoretical Auger coefficient may come from the ␥n 3 term, which is part of the leakage term f͑n͒. Next, we investigate the LED-1 in greater detail: The peak internal quantum efficiency ͑IQE͒ is obtained by using Eqs. ͑4͒, ͑6͒, and B Ϸ BЈ, as follows:
A peak IQE of 70% is obtained for LED-1 based on Eq. ͑9͒. Recalling the expression of y in Eq. ͑3b͒, it can be written as y = 2 / 1 ϫ IQE. By inserting the value of 1 , and the peak values y 0 and IQE max , one obtains the value of 2 . By inserting 2 into Eq. ͑2͒, Bn 2 is obtained. We obtain the carrier concentration n by assuming a B value of 10 −10 cm 3 s −1 . 2, [10] [11] [12] [13] Figure 3͑a͒ shows the IQE as a function of carrier concentration.
However, the function f͑n͒ will certainly depend on the design, structure, and doping of an LED. First, for lowerefficiency samples, the condition of B Ϸ BЈ may not be fulfilled, revealing the possibility of a nonzero second-order term in f͑n͒; second, our analysis of the peak IQE of the sample LED-S5 indeed suggests that a considerable secondorder term in f͑n͒ exists for this sample. Finally, we analyze the possible effect of phase-space filling on the ABC model: The phase-space filling adjustment on the B coefficient has been modeled by using B = B 0 / ͑1 + n / N C ͒ , 10, 12 where B 0 =10 −10 cm 3 s −1 . 12 Theoretical fitting curves that take into account phase-space filling are shown in Fig. 3͑b͒ for N C =1ϫ 10 20 and N C =2ϫ 10 19 cm −3 . Choosing these or other values of N C and B 0 generally did not result in a good fit. Furthermore, taking into account phase-space filling for the C coefficient reduces the third-order non-radiative coefficient at high currents, which further increases the deviations of fit curves from experimental data. Therefore, the deviations may not be fully explained by the phase-space filling effect.
In summary, we model the carrier recombination in GaInN/GaN MQW LEDs as R = An + Bn 2 + Cn 3 + f͑n͒, and expand the leakage term f͑n͒ into a power series. We find that f͑n͒ has higher-than-third-order terms, which contribute about 14% to the total recombination rate at 111 A / cm 2 . The extracted total third-order nonradiative coefficient is 8 ϫ 10 −29 cm 6 s −1 . This large third-order coefficient determined by experiment and fitting could be explained by the term f͑n͒. Comparison of the theoretical ABC + f͑n͒ model with experimental data shows that a good fit requires the inclusion of the f͑n͒ term, particularly at high current densities.
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