Abstract. 1) We provide upper bounds on the size of the homology of a closed aspherical Riemannian manifold that only depend on the systole and the volume of balls. 2) We show that linear growth of mod p Betti numbers or exponential growth of torsion homology imply that a closed aspherical manifold is "large".
type. By relating the growth of the torsion homology of M i to an analytical object, the analytic ℓ 2 -torsion, they are able to compute precisely the growth of torsion homology for quite special, non-constant coefficient systems; here is a concrete example. The systole of a Riemannian manifold is the minimal length of a non-contractible loop. The first result, which is based on the remarkable work of Guth [13] , is for the homology of one manifold at a time but has an immediate consequence for the homology growth (Corollary 1.5). Let M be an n-dimensional closed aspherical Riemannian manifold such that every 1-ball of M has volume at most V 0 and the systole of M is at least 1. Let Γ = π 1 (M ).
(1) Let p be a prime, and let V be a F p [Γ]-module with dim Fp (V ) < ∞. For every k ∈ N,
(2) Let V be a Z[Γ]-module whose underlying Z-module is finitely generated and free. For every k ∈ N, log | tors H k (Γ; V )| < C(n, V 0 ) rk Z (V ) vol(M ).
Remark 1.4.
One should compare Theorem 1.3 to a theorem of Gromov [2] which says that all Betti numbers of a real-analytic, closed or finite volume Riemannian manifold M whose sectional curvature is between −1 and 0 are bounded by C(n) vol(M ). Gromov's theorem can be strenghtened in the case of non-compact arithmetic locally symmetric manifolds: Gelander proved that these are homotopy equivalent to a simplicial complex whose size is bounded linearly by the volume [9] . As observed by Emery [8] , Gelander's result yields a bound for the torsion homology as in Theorem 1.3 for non-compact arithmetic locally symmetric manifolds; this can be generalized to certain arithmetic orbifolds [8, 20] . Lehmers conjecture on Mahler measure of integral polynomials implies a lower bound on the systole of an arithmetic locallly symmetric space which only depends on the associated symmetric space (cf. [9, § 10] ). If Lehmer's conjecture were true, we would obtain from Theorem 1.3 -as Gelander would with his methods -corresponding results for compact arithmetic locally symmetric spaces.
Corollary 1.5. For every n ∈ N and V 0 > 0 there is C(n, V 0 ) > 0 with the following property: Let M be an n-dimensional closed connected aspherical Riemannian manifold such that every 1-ball of the universal cover M has volume at most V 0 . Let (Γ i ) be a residual chain of its fundamental group Γ = π 1 (M ).
(1) Let p be a prime, and let V be a 
Proof of corollary.
It is clear that the systole of M i = Γ i \ M converges to ∞ as i → ∞ in a residual tower of finite coverings. Note also that the maximal volume of a 1-ball of M coincides with the maximal volume of a 1-ball in the universal cover M provided the systole is at least 1. Now apply Theorem 1.3.
Remark 1.6. There is a natural tension between the volume on M and on M in the above statements: If one scales the metric of M by a factor < 1, then the volume of M decreases, but the curvature and so the volume of balls in the universal covering increase. If the Ricci curvature is ≥ −1 (short for ≥ −g as quadratic forms), the volume of 1-balls in M and M is bounded from above by a positive constant only depending on the dimension according to the Bishop-Gromov inequality.
Our next result exhibits a gap phenomenon for the homology growth under a lower Ricci curvature bound. Theorem 1.7. For every n ∈ N there is a constant ǫ(n) > 0 with the following property:
Let M be a closed connected aspherical n-dimensional Riemannian manifold M such that Ricci(M ) ≥ −1 and the volume of every 1-ball in M is at most ǫ(n). Let (Γ i ) be a residual chain of the fundamental group Γ = π 1 (M ).
(1) Let p be a prime, and let V be a
-module whose underlying Z-module is finitely generated and free. For every k ∈ N,
Gromov showed [11, Section 3.4 ] that for every dimension n there is a constant ǫ(n) > 0 with the following property: Every closed n-dimensional Riemannian manifold M such that Ricci(M ) ≥ −1 and the volume of every 1-ball in M is at most ǫ(n) can be covered by open, amenable sets with multiplicity ≤ n.
Here a subset U of a topological space X is called amenable if the image of the map π 1 (U ; x) → π 1 (X; x) on fundamental groups is amenable for any base point x ∈ U . Hence Theorem 1.7 is a direct consequence of the following topological result. Theorem 1.8. Let M be a closed connected aspherical n-dimensional manifold M . Assume that M is covered by open, amenable sets such that every point is contained in no more than n such subsets. Let (Γ i ) be a residual chain of the fundamental group Γ = π 1 (M ).
-module whose underlying Z-module is finitely generated and free. For every k ∈ N, [21] . Similarly, in Corollary 1.5 all ℓ 2 -Betti numbers of M are bounded by C(n, V 0 ) vol(M ).
1.3. On the proofs. As explained before, Theorem 1.7 is a consequence of Theorem 1.8. The proofs of Theorems 1.3 and 1.8 start by a reduction to the orientable case. If there was no 2-torsion in the homology groups in question, the reduction would be just an easy transfer argument. Of course, we do not want to assume that, so the reduction argument requires more care. This is done in Section 2. We may henceforth assume that all manifolds are oriented. The broad theme of this paper is the relation between the homology growth on aspherical manifolds and volume. Since the volume of an oriented Riemannian manifold M is related to its homology through the volume form or its dual, the fundamental class, this suggests an important role of the fundamental class in our proofs. We first present an outline of the proof of Theorem 1.8.
Let (M i ) be a residual tower of finite coverings of the closed aspherical manifold M in question which is associated to a residual chain (Γ i ) of the fundamental group. The proof consists of two major steps.
(1) Bound the integral complexity of the fundamental class
By integral complexity we mean the minimal number l ∈ N such that the fundamental class is represented as a integral linear combination of l singular simplices. (2) Bound the size of the homology (torsion and free part) of M i , thus Γ i , in arbitrary degrees in terms of the integral complexity of [M i ]. The second step is dealt with in Section 3. The first step, on which we elaborate now, is done in Section 5. A central object of the proof is the profinite topological Γ-space
The space X is also a compact topological group; we endow X with the normalized Haar measure µ. To consider the space X is motivated by the work of Abért and Nikolov [1] who relate the cost of the Γ-action on X to the rank gradient of (Γ i ). We take the cover on M by amenable subsets that figures in the assumption of Theorem 1.8 and produce from it -by dynamical considerations -a different, Γ-equivariant measurable cover on a different object, namely the space X × M endowed with the diagonal Γ-action. Each set in this cover is a product of a measurable set in X and an open set in M . We modify the measurable cover a little (Lemma 5.9) so that the measurable set in X is cylindrical with respect to the profinite topology. Next we convert this measurable cover to a cover on the diagonal Γ-space Γ/Γ i × M for sufficiently large i ∈ N in a procedure that reminds of Furstenberg's correspondence principle -see (5.7) for the definition of associated cover on Γ/Γ i × M . The nerve of the cover on Γ/Γ i × M is a Γ-space; we denote its orbit space, which is a ∆-complex, by S(i). With an open cover comes a map from the space to the nerve; in our situation the nerve map is equivariant and we will study the induced map f on orbit spaces:
From asphericity we conclude that there is a homotopy retract g • f ≃ id. The construction of the measurable cover above has been set up in such a way that the number of n-simplices 
Proof. The finiteness condition F ∞ ensures that all homology group to be considered are finitely generated. We consider the Lyndon-Hochschild-Serre spectral sequence for the group extension 0 → Λ → Γ → C 2 → 0, where C 2 is the cyclic group of order 2:
The convergence of the spectral sequence means that there is an increasing filtration
. It follows inductively from these short exact sequences and Lemma 2.1 that
where
By a (much more general) result of Diederichsen and Reiner [7, Theorem (34.31) on p. 729] there are only three isomorphism types of indecomposable Z[C 2 ]-modules which are finitely generated free as Z-modules: the trivial module Z, the module Z tw with underlying Z-module Z on which the generator of C 2 acts by multiplication with −1 and Z[C 2 ]. The idea to appeal to the Diederichsen-Reiner result was motivated by [8, Remark 1] 
The k-th chain group in the standard bar resolution computing
The short exact sequence (2.2) induces a long exact sequence in group homology:
for k ≥ 0. Combined with (2.1) this concludes the proof.
Proof. The proof is easier than the one of the previous lemma. The Lyndon-Hochschild-Serre spectral sequence yields that
As the k-th chain group in the standard bar resolution computing
2.2.
Reduction of Theorems 1.3 and 1.8 to the orientable case. Let us assume that Theorem 1.8 holds for the orientable case. Let M be a connected n-dimensional closed aspherical non-orientable manifold with fundamental group Γ. There is a unique connected 2-sheeted coverM → M such thatM is orientable. The fundamental group
Let us assume that M is covered by open, amenable subsets with multiplicity ≤ n. Then their preimages coverM with multiplicity ≤ n and are amenable. Let W be a Z[Γ]-module that is finitely generated free as Z-module. By restriction W is also a Z[Γ ′ ]-module. By Theorem 1.8 applied toM and Remark 1.2 we have
Thus Lemma 2.3 yields
-module which is finitely generated as a F p -module. From (2.3) with W replaced by V and Lemma 2.4 we obtain that
The reduction for Theorem 1.3 via Lemmas 2.3 and 2.4 is along similar lines.
3. Bounds by the fundamental class 3.1. Equivariant homology. Let Γ be a group acting topologically on a space
The singular chain complex of Y will be denoted by C * (Y ); it is naturally a Z[Γ]-chain complex. The equivariant homology of Y with coefficients in V is defined as
The equivariant cohomology of Y with coefficients in V is defined as
Throughout, we shall consider the situation where Y = M is the universal covering of a manifold M on which the fundamental group Γ = π 1 (M ) acts by deck transformations. If M is aspherical, then singular chain complex C * ( M ) is a free Z[Γ]-resolution of the trivial module Z, hence we have a canonical isomorphism 
Proof. The chain map
is an isomorphism. To verify this in degree k one may assume that
D * which consists of finitely generated free Z-modules:
The latter isomorphism is a consequence of basic properties of the Ext-functor [25, Section 3.3]. Since φ * induces an isomorphism
the assertion follows.
The following lemma is due to Soulé [22, Lemma 1] . For convenience we provide an elementary proof. 
Proof. For a submodule N of a Z-module M we write N = {x ∈ M | ∃ k∈N kx ∈ N }. If M is finitely generated free, then N is a direct summand by the fundamental theorem of abelian groups. If M is a based finitely generated free Z-module, then we always endow the complexification M C with the Hilbert space structure for which the Z-basis is a Hilbert basis. Let g : N → M be a homomorphism between based finitely generated free Z-modules of the same rank. If g is an isomorphism, then det(
This is well known and immediately follows from the fundamental theorem about abelian groups which says that there is Z-basis of M such that integral multiples of these basis vectors form a basis of im(f ). Let A I ⊂ A be the submodule with Z-basis {a i | i ∈ I}. Let g : A I → im(f ) now denote the restriction of f . By assumption, g C is an isomorphism and so coker(g) is a torsion module, which surjects onto coker(A We regard im(f ) as a based Z-module by some choice of a Z-basis. By the general statement (3.1) we have
Let j : im(f ) → B be the inclusion. Since g C and j * C j C are isomorphisms, we have
Let e := jg : A I → B. Consider a QR-decomposition e C = QR, that is, Q : (A I ) C → B C satisfies Q * Q = id and R : (A I ) C → (A I ) C is upper triangular with respect to the given bases. Then
This in combination with (3.2) implies the lemma.
3.3. The torsion estimate. This subsection is devoted to the proof of the following result.
We would like to remark that in a recent preprint [4] the complexity of homology classes also appear in estimates for regulators for homology growth. 
for every j ≥ 0.
Throughout, let M and W be as in the theorem. 
induces injective maps in cohomology in all degrees. 
For every based finitely generated free Z-module we consider the Hilbert space structure on its complexfication for which the Z-basis becomes a Hilbert basis. The norm of the image of every basis element under the differential is at most (j + 1) .
Since an n-simplex has n+1 j -many (j − 1)-dimensional faces, we have
In particular,
By Lemma 3.2 we get that
Lemma 3.1 implies
Remark 3.6. The norm of C ⊗ ∂ j in the proof above might be larger than (j + 1) and is hard to control since many of the lower dimensional faces of the singular n-simplices of τ might coincide (this is different if τ comes from a triangulation). For the same reason we cannot estimate the norm of the images of the dual basis vectors in hom 
Proof. We retain the notation from the previous subsection. The estimate
is subjected to the same upper bound. The F panalog of Lemma 3.5 holds by essentially the same proof. Hence
The statement now follows from equivariant Poincaré duality.
Proof of Theorem 1.3
4.1. The proof is based on the following result, which is implicitly contained in Guth's paper [13] ; a weaker version, where one replaces the bound on the volume of 1-balls by the stronger assumption Ricci(M ) ≥ −1, can be extracted from Gromov's paper [11] . The following result about the simplicial volume, that is, about the complexity of realvalued cycles representing the fundamental class, is explicitly contained in Guth's work. Proof. Just combine Lemmas 7 and 9 in [13] .
However, Guth's methods also show Theorem 4.1; we provide more explanations below. Let us deduce Theorem 1.3 first.
Proof of Theorem 1.3. Let M satisfy the assumptions in Theorem 1.3. According to Subsection 2.2 we may assume that M is oriented. Theorem 1.3 is now a consequence of Theorem 4.1 and Theorem 3.3 (for the statement about torsion) or Theorem 3.7 (for the statement about F p -dimension), respectively. 4.2. First we explain how to deduce Theorem 4.1 from Gromov's work [11] provided M satisfies the lower Ricci curvature bound Ricci(M ) ≥ −1. By the Bishop-Gromov inequality the lower Ricci curvature bound implies an upper bound on the volume of 1-balls only depending on the dimension n. One considers an open cover of M by 3-balls obtained from applying the Vitali covering lemma to an initial cover by 1-balls. By the BishopGromov-inequality the multiplicity of the cover is bounded by a constant only depending on n. Gromov then shows [11, (D) Lemma on p. 52] that the nerve map f from M to the corresponding nerve can be homotoped to a map that lands in the n-skeleton of the nerve and has a Lipschitz constant only depending on n. Thus the image of f hits at most C(n) vol(M ) many n-simplices. By asphericity and the lower bound on the systole there is a map g from the nerve to M such that g • f is homotopic to the identity [11, pp. 85-86] . This implies that the fundamental class of M can be represented by an integral linear combination of at most C(n) vol(M ) singular n-simplices.
Guth manages to replace the lower Ricci curvature bound by an upper bound on the volume of 1-balls. Instead of a Vitali cover by 1-balls he considers a so-called good cover 1 in the sense of Gromov [13, Section 1] and introduces a modification of the usual nerve construction of a cover, which is particularly adapted to covers by balls with varying radii, called the rectangular nerve [13, Section 3] . A major difficulty is that the multiplicity of the cover cannot be bounded universally -only on a subset of large volume. Therefore the Lipschitz constant of the map f from M to the rectangular nerve might be very large on a subset of tiny volume. However, Guth is able to conclude that the n-volume of the f (M ) is bounded by C(n) vol(M ) [13, Lemma 5] for some universal constant C(n) > 0. Rather than homotoping the map f down to the n-skeleton as before, Guth directly shows using the Federer-Fleming deformation method that the image of the fundamental class is homologous to a cycle in the n-skeleton whose number of singular n-simplices is bounded by C ′ (n) vol(M ) for some universal constant C ′ (n) > 0 [13, Proof of Lemma 9] . Similarly as above, the map f has a left homotopy inverse [13, Lemma 7] and one concludes Theorem 4.1. i (γΓ i ) with i ∈ N and γ ∈ Γ define a basis O of the topology of X. A subset of X is called cylindrical if it is a finite union of elements in O. For every cylindrical set A there is a smallest number i ∈ N such that A is the π i -preimage of a subset of Γ/Γ i . We call this number the level of A and denote it by l(A). Note that for every i ≥ l(A)
We will not use the topological group structure on X and only regard X as a Γ-space with a Γ-invariant probability measure µ.
Constructing measurable covers.
The topological space X × M is endowed with the diagonal Γ-action. We say that a Γ-invariant collection V of subsets of X × M is a Γ-equivariant measurable cover if the following conditions are satisfied.
(1) An element of V is a product of a measurable subset of X and an open subset of M . (2) The union of elements of V is X × M . (3) The Γ-set V has only finitely many Γ-orbits.
We construct such covers by appealing to the generalized Rokhlin lemma by OrnsteinWeiss which we recall first.
A monotile T in a group Λ is a finite subset for which there is a subset C such that {T · c | c ∈ C} is a partition of Λ. For finite subsets F, T ⊂ Λ we say that T is (F, δ)-invariant, if the F -boundary ∂T = {λ ∈ T | ∃ γ∈F γλ ∈ T } satisfies |∂T |/|T | < δ.
Weiss showed that residually finite amenable groups possess (F, δ)-invariant monotiles for arbitrarily small δ > 0 [26] . The relevance of monotiles stems from the following result [19] . (1) For λ, λ ′ ∈ T with λ = λ ′ the sets λA and
We may assume that the elements U i ⊂ M of U = {U 1 , . . . , U m } are connected. By taking the connected components we possibly increase m but we do not increase the multiplicity. Define
This involves the choice of a base point in each U i and paths from them to the base point of M which is not relevant for our discussion. By assumption, each Λ i is amenable. Since Γ is residually finite, each Λ i is residually finite. LetŪ i be the regular covering of U i associated to the kernel of the homomorphism π 1 (U i ) → π 1 (M ). Let pr : M → M denote the universal covering projection. The group Λ i acts onŪ i by deck transformations. By covering theory we may and will choose a lift of the mapŪ i → U i → M to M . This lift yields a homeomorphism Γ × ΛiŪi ∼ = pr −1 (U i ) of coverings of U i which allows us to regardŪ i as a subset of M . We choose an open, relatively compact subset K i ⊂Ū i such thatŪ i = Λ i · K i for every i ∈ {1, . . . , m}. Properness of the Γ-action allows us to fix a finite subset F ⊂ Γ with the property
for all r, s ∈ {1, . . . , m}. Our following construction of Γ-equivariant measurable covers depends on a parameter δ > 0 (and on many other choices but they are less relevant). Later in the proof we consider a sequence of Γ-equivariant measurable covers for δ → 0.
Let us fix a parameter δ > 0. For every i ∈ {1, . . . , m} we choose a monotile T i ⊂ Λ i of the residually finite amenable group Λ i that is (
there is a finite subset E ⊂ Γ with the property
By Theorem 5.1 there are measurable subsets A i ⊂ X such that, for fixed i, the sets λA i , λ ∈ T i , are disjoint and R i = X\T i A i has µ-measure at most ǫ.
Definition 5.2. Remark 5.4. In [21] we proved that the ℓ 2 -Betti numbers of M vanish under the assumptions of Theorem 1.8; this turns out be a corollary of Theorem 1.8 provided the fundamental group is residually finite (cf. Remark 1.11). In [21] we use a similar construction of measurable covers but we do not use the topological structure on X and the methods therein are not suited for the consideration of mod p or torsion homology.
Managing expectations.
In the sequel we use some probabilistic terminology which we find convenient but could be avoided.
Definition 5.5. Let mult V δ (j) : X → N be the random variable whose value at x ∈ X is the number of j-configurations in V δ with the property that the common intersection of all sets in the configuration with the set {x} × M is non-empty and the first set of the configuration is from V 0 δ . Correspondingly, mult W δ (j) : X → N is defined. For (s 1 , . . . , s j ) ∈ {1, . . . , m} j the random variables mult V δ (j; s 1 , . . . , s j ) and mult W δ (j; s 1 , . . . , s j ) are similarly defined but only j-configurations of type (s 1 , . . . , s j ) are counted.
Lemma 5.6. For every type (s 1 , . . . , s j ), 2 ≤ j ≤ n, the expected values satisfy
Proof. A crude estimate yields that mult
Hence the difference of the corresponding expected values is at most
Lemma 5.7. Let j ∈ {1, . . . , n} be greater than the multiplicity of U. For every type (s 1 , . . . , s j ) we have
Proof. By Lemma 5.6 it suffices to show the second equality. The multiplicity of U = {U 1 , . . . , U m } is the same as the one of {pr
is constant zero or the type (s 1 , . . . , s j ) has two identical components. For the remaining proof we thus may assume that s 1 = s 2 . Fix δ > 0. Let C l (x) be the l-configurations that contribute to mult W δ (l; s 1 , . . . , s l )(x) for l ≤ j and x ∈ X, so that mult W δ (l; s 1 , . . . , s l )(x) = |C l (x)|. Note that the first set of any
s1 we define C λ l (x) as the subset of C l (x) that consists of l-configurations with the additional property that the common intersection of all sets of the configuration with A s1 × λK s1 is non-empty. Obviously, the union of all C λ l (x) is C l (x) but it is not necessarily a disjoint union. At least we get that mult
s1 . Let us take a look at a fiber of the projection C λ l (x) → C λ l−1 (x) that drops the last set of a configuration. The cardinality of any fiber is bounded by the number of elements γ ∈ Γ such that x ∈ γA s l and λK s1 ∩ γT −1
2) the latter implies that γ ∈ λF T s l . For every ξ ∈ F the sets λξµ, where µ runs through T s l , are pairwise disjoint, so the given x can only be in one of them. Thus any fiber has at most |F | elements. We obtain inductively that
Let s := s 1 = s 2 . Every 2-configuration in one of the sets C λ 2 (x) has type (s, s). Define
For every x ∈ X we have
Hence mult W δ (j; s 1 , . . . , s j ) is dominated by |F | j−2 f and so
We shall now use for the first time that the monotiles T i are (F ∩ Λ i , δ)-invariant. Let (λ, µ, γ) be a triple such that λK s ∩ γµK s = ∅. By (5.2) there is ρ ∈ F with γ = λρµ −1 . Suppose that µ −1 ∈ ∂T s . Then ρµ −1 ∈ T s . Because of γ = e one has ρµ
where the summation runs over all triples in T 
Let proj : X × M → X × Γ M be the quotient map for the diagonal action. Let
Since the sets in V δ cover X × M , we have the following increasing unions:
The orbit space X × Γ M is compact since M and X are compact. Further, proj is an open map. By compactness there is q 0 ∈ N such that X × Γ M = proj(S q ) for every q ≥ q 0 . Hence X × M = S q for q ≥ q 0 and
. . , m}, γ ∈ Γ is a Γ-equivariant measurable cover for q ≥ q 0 . We pick ǫ 0 > 0 sufficiently small and q ≥ q 0 sufficiently large so that
for all k ∈ {1, . . . , n + 1}. This is possible by the dominated convergence theorem. Now set A 
We define the function mult
The value mult V δ (q) (j)(y) at y ∈ Γ/Γ q is the number of j-configurations in V δ (q) with the property that the common intersection of all sets in the configuration with {y} × M is non-empty and the first set of the configuration is {y} × T
−1
i K i or {y} × K i for some i ∈ {1, . . . , m}. We regard this function as a random variable on Γ/Γ i endowed with the equidistributed probability measure. Let 
Proof. For x ∈ X and y ∈ Γ/Γ q let C j (x) ⊂ (V c δ ) j andC j (y) ⊂ V δ (q) j be the sets of j-configurations that contribute to mult V c δ (j)(x) and mult V δ (q) (j)(y), respectively. So,
is defined component-wise: a j-configuration whose i-th set is A × U (thus x ∈ A) is sent to the j-configuration whose i-th set is {π q (x)} × U . Injectivity of φ(x) is clear. Surjectivity is implied by the equivalences (cf. (5.1))
provided q is at least the level of A 
for every x ∈ X. That the pushforward of the measure µ under the map π q is the equidistributed probability measure on Γ/Γ q finishes the proof.
5.6. Conclusion of the proof of Theorem 1.8. The reader is referred to [14, Chapter 2.1.] for a discussion of the upcoming notion of ∆-complex. Its historical name is semi-simplicial complex. In brief, a ∆-complex is like a simplicial complex where one drops the requirement that a simplex is uniquely determined by its vertices. A 1-simplex in a ∆-complex, for instance, might be a loop.
Lemma 5.11. For every δ > 0 there is q 0 ∈ N with the following property. For every q ≥ q 0 there is a ∆-complex S(q) such that (1) S(q) has at most 2[Γ :
and there is a homotopy retract
Proof of Lemma 5.11 . Let δ > 0. We consider the Γ-equivariant measurable cover V c δ from the previous subsection which we obtained by an application of Lemma 5.9 to V δ . It satisfies (5.6). Let q 0 be defined as in (5.8) , as the maximal level of cylindrical subsets occuring in V c δ . For every q ∈ N we obtain a Γ-equivariant cover V δ (q) of Γ/Γ q × M from V c δ via the correspondence principle (see (5.7)). By (5.6) and Lemma 5.10 we have
Let q ≥ q 0 , and let N (q) be the nerve of V δ (q). Recall that the nerve of a cover is the simplicial complex whose vertices correspond to the subsets of the cover such that (k + 1) subsets span a k-simplex if they have a non-empty intersection. The Γ-action on V δ (q) induces a simplicial Γ-action on N (q). Since the sets in V δ (q) are relatively compact, the Γ-action on M is proper and Γ is torsion-free, the Γ-action on N (q) is free. Moreover, if a simplex is invariant under some γ ∈ Γ as a set, then γ = e. Thus N (q) is a free Γ-CWcomplex [23, Proposition (1.15) on p. 101]. A free Γ-CW-complex is a Hausdorff space with a Γ-action that is built inductively by attaching equivariant cells Γ × D i via equivariant attaching maps (see [23, p. 98] ). This will enable us below to construct equivariant maps with domain N (q) by induction over skeleta. Let
S(q) := Γ\N (q).
Whilst Γ acts simplicially on the simplicial complex N (q), the simplicial structure of N (q) does not necessarily induce a simplicial structure on S(q). For instance, one might have a 1-simplex between a vertex v and a vertex γv for γ ∈ Γ which yields a loop in the quotient S(q). But the simplicial structure on N (q) induces the structure of a ∆-complex on S(q). The number of (ordered) n-simplices of S(q) is is the number of (n + 1)-configurations of sets in V δ (q) such that their intersection is non-empty and the first set of the configuration lies in a Γ-transversal of V δ (q), say, in
i , i ∈ {1, . . . , m}} ∪ {{π q (x)} × K i | x ∈ R c i , i ∈ {1, . . . , m}}.
On the other hand, mult V δ (q) (n+1)(y) with y ∈ Γ/Γ q is the number of (n+1)-configurations of sets in V δ (q) such that their intersection is non-empty and lies in the component {y} × M and the first set of the configuration lies in the above Γ-transversal. The probability measure on Γ/Γ q is the normalized counting measure. Hence the number of n-simplices in S(q) is bounded by [Γ : Γ q ] E mult V δ (q) (n + 1) and with (5.9) the first statement follows.
Finally, we construct equivariant mapsf : Γ/Γ q × M → N (q) andg : N (q) → Γ/Γ q × M and an equivariant homotopyg •f ≃ id. The maps f and g and the homotopy g • f ≃ id in the statement of the lemma will be the induced maps on orbit spaces. This will finish the proof, since Γ\ Γ/Γ q × M ∼ = Γ q \ M .
By choosing an equivariant partition of unity subordinate to V δ (q) one obtains an equivariant mapf : Γ/Γ q × M → N (q), called nerve map. Each set V in V δ (q) has a smaller, open subset which is sent underf to the vertex associated to V . See [5, p. 133 ] for a construction of the nerve map.
We construct the mapg by an induction over the skeleta N (q). To this end, one chooses for every set V in V δ (q) a point m V ∈ V in an equivariant way. We defineg on the 0-skeleton by mapping the vertex associated to V to m V . The i-skeleton N (q) (i) can be extended to {e} × D i , and, as before, the latter has a unique equivariant extension to Γ × D i . Similarly, the equivariant homotopy betweeng •f and id is constructed by an induction over the skeleta using that f • g(z) and z lie in the same path component for every z ∈ Γ/Γ q × M and the vanishing of homotopy groups of Γ/Γ q × M in degrees ≥ 1.
End of the proof of Theorem 1.8. According to Subsection 2.2 we may and will assume that M is oriented. Let ǫ > 0. By Theorem 5.8 there is δ > 0 such that E mult V δ (n + 1) < ǫ/2.
For this δ we take q 0 and f, g and S(q) as in the preceding lemma. For q ≥ q 0 , the number of n-simplices of S(q) is at most [Γ : Γ q ]ǫ. By the isomorphism between simplicial and singular homology for ∆-complexes [14, Theorem 2.27 on p. 128] the homology class H n (f )([Γ q \ M ]) has a representative that is a integral linear combination of at most [Γ : Γ q ]ǫ-many singular n-simplices. Hence the fundamental class
of Γ q \ M can also be written as an integral linear combination of at most [Γ : Γ q ]ǫ-many singular n-simplices. Since ǫ > 0 was arbitrary, Theorem 1.8 finally follows from Theorems 3.3 and 3.7.
