Fisher vector (FV) has become a popular image representation. One notable underlying assumption of the FV framework is that local descriptors are well decorrelated within each cluster so that the covariance matrix for each Gaussian can be simplified to be diagonal. Though the FV usually relies on the Principal Component Analysis (PCA) to decorrelate local features, the PCA is applied to the entire training data and hence it only diagonalizes the universal covariance matrix, rather than those w.r.t. the local components. As a result, the local decorrelation assumption is usually not supported in practice.
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Introduction
Image representations, which extract informative cues from images, play a central role in various computer vision tasks such as material classification and object recognition. With the increasing demand for 'ideal' image representations which are both highly discriminative in distinguishing instances from classes and well robust to the possibly large intra-class divergence in appearance, a number of image representations have been developed in the literature [1, 2] .
The bag-of-visual words (BoW) model has become a popular framework for image representations. The BoW extracts the local features, which characterize the local properties of images, and assigns them to the closed entries in a codebook. A codebook, more commonly known as a vocabulary [3, 4, 5, 6, 7, 8, 9] , is usually generated by descriptor quantization, such as automatic vector quantization [4, 5, 6, 7, 10] and manual design [3, 8] . The BoW uses the histogram of visual words as the image representation, to approximate the occurrence frequency of visual words (in the codebook) for a particular image. In general, the BoW is robust against noise and background clutters. However, in order to make the vocabulary compact, the descriptor quantization usually learns or selects a rather small codebook (typically in a size of 200 to 1,000) to represent hundreds of thousands of local descriptors. It thus inevitably leads to considerable information loss [11, 12] .
Recently, the BoW framework has been extended to the approaches which aggregate the local descriptors into a vector representation incorporating additional information [13, 14, 15, 16, 17] . The Fisher vector (FV) [2, 11, 13, 18, 19, 20, 21, 22] , as one successful extension of the BoW, has aroused a great deal of research interest. The FV models the visual words via a Gaussian mixture model (GMM). Given an image represented by a group of local descriptors, the FV measures the deviations of local descriptors (from this image) w.r.t. the GMM parameters. Compared with the BoW, the FV brings additional infor- mation, thus leads to substantial improvement in accuracy. Moreover, usually a smaller vocabulary is required for the FV to achieve satisfying accuracy. In addition, the rich dimension of the FV makes the corresponding image representations more linearly separable. Hence the FV performs well with the efficient linear classifiers. The superiority of the FV has been shown in [1, 2, 23] , where state-of-the-art feature aggregating approaches are empirically evaluated and the Fisher vector is suggested to be the most competitive one. Another example can also be found in [24] , in which the Fisher vector based systems obtain the best results in the FGCOMP fine-grained Challenge 2013.
Despite of its great success, the existing Fisher vector framework is based on an underlying assumption that local descriptors are well decorrelated within each cluster (Local Decorrelation Assumption). All covariance matrices of the components in the mixture are correspondingly simplified and forcedly restricted to be diagonal. Accompanied by several approximations, the assumption signifi-cantly eases the formulation of the FV [18, 20] . However, as a result, it severely restricts the FV to accurately characterizing the local features for images in complicated situations.
One might argue that the Fisher vector usually relies on the well-established Principal component analysis (PCA) to decorrelate local features and also reduce the dimensionality [20] . However, it should not be forgotten that the PCA is applied to the entire training samples. Thereby it is the universal covariance matrix (of the entire training samples) that the PCA only diagonalizes. There is no guarantee of the decorrelation for the local features from training images within each GMM component. Nor is it for those from testing ones. 
Exploring Intra-Component Correlations
In this section, the existing Fisher vector is firstly introduced to facilitate the derivation of the completed Fisher vector in Section 2.1. In Section 2.2 we revisit the FV from the viewpoint of whitening transformation. Based on this understanding, we formulate the CFV and discuss on the implementation issues in Section 2.3.
Standard Fisher Vector
The Fisher vector [18] usually generates the vocabularies of visual words by means of the GMM. Let the set of parameters of a K -mode GMM be Θ = {π, µ, Σ}, where
are the sets of the priors, mean vectors, and covariance matrices of the K components respectively. Denote by I = {x n , n = 1 · · · N } the set of D -dimensional feature vectors extracted from an image. The GMM then associates each x n with the k-th mode in the mixture via a soft assignment given by the posterior probability:
where
functions of x with mean vector µ k and covariance matrix Σ k .
Under the local decorrelation assumption, the covariance matrices of components are simplified to be diagonal, i.e. Σ k
T , where u k and v k represent the first-order and second-order statistics of the deviations with respect to the parameters of the k-th Gaussian [13, 18, 20] . More specifically, the d-th entries of u k and v k for d = 1, · · · , D are defined as follows:
Let λ k = N n=1 λ nk and re-parametrize the soft-assignment asλ nk =
= Λ k , Eqs. 2 -3 can be expressed by the following multivariate form:
where 1 is the unit vector and the binary operator • denotes the Hadamard product, a.k.a the entry-wise product.
The formal but involved derivations of the Fisher vector are provided in [13, 20] from the viewpoint of the normalised gradients of the Fisher information matrix. We notice even under the local decorrelation assumption, Eqs. 2 -5 can only be obtained by approximating the Fisher information matrix and the partial derivatives w.r.t. its parameters. In attempting to derive a more general form of the FV by incorporating the intra-component feature correlations, it would be inevitable to make more assumptions and approximations if along the same line of thought. To avoid being enmeshed in such difficulties, we provide a second interpretation for the FV from the perspective of whitening transformation [25, 26] , which provides a natural and more efficient way to introduce the corresponding formulas.
Fisher Vector: A Revisit
In probability theory and statistics, consider the D -dimensional vectors in a set I = {x n , n = 1 · · · N } as discrete random variables. We have the expected valueμ and covariance matrixΣ as follows:
where p (x) is an underlying probability mass function (pmf) of x, s.t. p (x) ≥ 0 and N n=1 p (x n ) = 1 (the 'Completeness' property). Without losing generality, supposeΣ to be positive definite. By left multiplying the inverse square root ofΣ on both sides of Eq. 6, and according to the distributivity of matrix multiplication we have
Similarly, by left and right multiplyingΣ − 1 2 on both sides of Eq. 7, the equation becomes:
Recall thatΣ
2 is symmetric such thatΣ
Taking into account the Completeness constraint of pmf, we rewrite Eq. 11
By comparing Eqs. 9 and 12 with Eqs. 4 and 5 respectively, we reach the following remarks:
1) It is well known that a linear transformation on the feature space will convert an arbitrary normal distribution into another normal distribution [25] .
As revealed by Eqs. 9 and 11, an ideal whitening process utilizing the expected value and the covariance matrix of {x n }, translates, scales, and rotates the axes so that the resulting multivariate variable w n =Σ
e. the standard Gaussian distribution. However, in reality, for example in a GMM, the parameters are optimized on the local features from the entire training set rather than from a single image. It is thus difficult or even impossible for such pre-determined parameter settings to perfectly fit the expected mean and covariance matrix for a particular image I. As a result, the zero vector and the zero matrix on the right sides of Eqs. 9 and 12 usually cannot be reached after whitening transformation.
2) The Fisher vector reflects the remainders as indicated by Eqs. 4 and 5.
It measures the misfit between the parameter settings of each Gaussian component and the set of local features from a particular image by aggregating the first and second order statistics of the differences between the whitened vectors, and the zero vector as well as the identity matrix. It is rational that the whitening transformation prevents certain features from dominating differences calculations merely because they have large numerical values.
3) Apparently, the whitening transformation in the FV is a special case of the general one as it uses only diagonal covariance matrices. It simplifies the calculation, yet restricts the form of the probability density function and greatly limits the power to capture the important feature correlations from data. To remove these limitations, we propose to explore the intra-component correlations in the next section.
Exploring Intra-Component Correlations
In this subsection we remove the local decorrelation assumption and relax the constraint that the covariance matrix should be diagonal. In the light of the relation between Eqs. 9 and 12 and Eqs. 4 and 5, we define the derivations considering the feature correlations inside the GMM component as follows:
To form a vector representation, we unpack the entries in the matrixṼ k into a vectorṽ k . The number of entries inṽ k can be reduced as the right side of Eq. 14 is symmetric. In specific, we haveṽ k = vd As a result, the vector representation of image I is the stacking of the vectors u k and then ofṽ k for each of the K modes in the Gaussian mixtures, i.e.,
In contrast with the FV, there is no assumption in the form of the component Only when the diagonal entries ofṼ k are used, the CFV degenerates to the FV.
Compared with the Fisher vector whose dimension is 2DK, and the BoW whose dimension is only K, the CFV has a richer dimension of D (D + 3) K/2.
In general then, knowledge of the covariance matrix allows to reflect the dispersion of the data in any direction, or in any subspace. It thus contains significantly more information from the intra-component correlations. In addition, it can also be understood as an embedding of the local features in a much higher-dimensional space which is more separable for linear classification.
In practice, before using the representation in a linear model (e.g. a support vector machine), we follow the two issues by the improved Fisher Vector (IFV) [18, 20] , including: 1) Power normalization, which applies the function |z| γ sign (z) to each entry of the vector, where 0 γ 1. It can be regarded as a post-processing procedure using Gamma correction. More in-depth study can be found in [27, 28] . 2) L2 Normalization, which implicitly discards the background information as suggested by [18, 20] .
To our best knowledge, there are two relevant works which more or less realize the limitations of the aforementioned Local Decorrelation Assumption [16, 17] . Picard and Gosselin remove the GMM procedure by using the k-means clustering directly, and straightly use the second second order information to characterize the clusters [16] . In [17] , Delhumeau et al. learn a local PCA rotation matrix for each cluster of the partitioned feature space. However, both two works are applied to the VLAD (namely the vector of locally aggregated descriptors) framework rather than the FV, which is usually shown with better performance [2] . As a result, for example, no whitening issue is discussed by their works, while in this paper, we derive our improved descriptor from the perspective of whitening. More details in the significant differences between the FV and the VLAD can be found in related publications [2, 14, 18] . Moreover, our work only uses the commonly used traditional PCA and thus does not rely on the time-consuming local PCA as [17] does.
In the next section, we will experimentally show that additional information incorporated in the CFV brings improvement in terms of discriminative power.
Experiments
We take the task of material categorization as an example to evaluate our descriptor. As most modern methods have achieved high accuracy [29, 30] , say over 96% on the databases such as KTH-TIPS [31] , CUReT [32] , UIUC [33] , and UMD [34] , which are shown to contain limited diversity of real-world material appearances, we choose two more challenging datasets:
KTH-TIPS2a dataset (KT2a) [35] contains four samples of eleven different materials, each at nine different scales and twelve different lightings and poses, totalling 4608 images. We follow the setup [35] , where three out of the four samples for each material are available for training, and the images of the remaining sample are left for testing.
Flickr Materials Database (FMD) [36] includes ten categories of materials, each of which includes one hundred color images. It was designed for capturing the appearance variations of real-world materials. One characteristic of FMD is the substantial intra-class variation as a result of the diverse selection of instances in each category. It is worth noting that even the human perception can only achieve an accuray of 84.9% on FMD [29] . Thus it is indubitably challenging. According to the protocol by Sharan et al. [36] , for each category, we randomly choose 50 images for training and the remaining 50 for testing.
In this section, random experiments are carried out ten times and the average accuracy is reported as the final result on each dataset. Unless specified otherwise we use the one-versus-all SVM with the linear kernel based on LIB-SVM [37] with C=1. For the dense SIFT local descriptors and the Fisher vector, we use the implementation of Vlfeat [38] . The gmdistribtuion class in Statistics Toolbox of MATLAB is utilized to optimize the GMM parameters. The symmetric matrix square root is employed to realize Σ respectively; (e-f) using dense SIFT on FMD with D=40 and 80 respectively.
Completed versus Diagonal
In this subsection, we compare the completed Fisher vector with the FV on various numbers of GMM components. As in [38] , all experiments start by doubling the resolution of the input image, and the local descriptors are densely sampled with a factor √ 2 between successive scales, resulting in seven scales from a ratio of 2.0 to 0.25. As the FV, we also use PCA to reduce the dimension of local descriptors for the CFV.
On the KT2a dataset, we employ the following two local descriptors:
Dense SIFT captures a spatial histogram of local gradient orientations.
We adopt the default settings of VLFeat [38] 2) The KT2a dataset is special as for each material it only contains four samples. Though there are 108 (or 72 for some samples) images under different lighting conditions and scales for each of the four samples, the modes required for fitting these variations are intrinsically limited. It can be observed that for both local descriptors, the optimal K is around 20. The FV framework makes strong assumptions and approximations, which substantially affects the FV by how well the GMM models the data. Thus when K is off the optimal value, the accuracy drops substantially, e.g., by about 10% when K becomes 128. In contrast, as the completed Fisher vector relaxes nearly all assumptions which are adopted for deriving the diagonal FV, the CFV is much more robust to the quality of GMM estimates. As a result, the accuracy of the CFV remains almost the same even when K is varying from 10 to 128. Moreover, the CFV is also more robust to the changes of K. As a result, by the setting of K is 40, the CFV has achieved comparable or even better accuracy than the FV when K = 256.
It is shown that the CFV is insensitive to the number of Gaussians, thus it is able to achieve an acceptable accuracy using much less components than the FV. With a smaller visual vocabulary, the CFV is as efficient as, and even more efficient sometimes than the FV. The reason is that the number of components 
Comparisons with State of the Art
We compare our approach with those state of the art on these two databases.
The results of other methods are from corresponding publications. Tables 1 and 2 list the accuracy. It can be found that the CFV with the linear SVM achieves the best accuracy of 84.2% on KT2a and 61.2% on FMD among those methods under consideration. It is also worth noting that on the FMD dataset, the CFV performs as well as the current research hotspot, namely the deep convolutional neural network based approach [39] , whereas on KT2a the mulstiscale CNN representation [40] doesn't show any superiority in performance.
Since these two datasets are challenging, the promising results confirm that the feature correlations inside the components of the GMM are informative, and emphasize the superiority of the proposed CFV. 
Conclusions
This paper proposes a completed model of the Fisher vector to remove the limitations brought by the local decorrelation assumption in the FV. As an image representation, the CFV encodes the completed statistics by the first two orders of the deviations of the whitened local descriptors w.r.t. the parameters of the GMM. It contains additional information compared with the FV, and thus leads to enhanced discriminative power. The CFV is more sophisticated than the FV, as the local decorrelation assumption is relaxed. In addition, it is insensitive to changes of the number of the GMM components and thus it is able to achieve satisfying accuracy using a relatively small visual vocabulary.
Like the FV, the CFV is efficient. The reduction in the size of vocabulary substantially decreases the running time. Even using the same size of vocabulary, the increase in running time for getting the additional information is moderate, as the inverse square root of the covariance matrix, the largest burden in calculating the CFV given a determined GMM, can be obtained prior to the evaluation procedure. Empirically, we only observe an increase by about 15% in the running time on FMD compared to the FV for D = 80 and K = 256.
In future, we plan to combine the CFV with the deep convolutional neural network based approaches [43] for further improvement.
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