Decisions on how best to optimize today's energy systems operations are becoming ever so complex and conflicting such that model-based predictive control algorithms must play a key role. However, learning dynamical models of energy consuming systems such as buildings, using grey/white box approaches is very cost and time prohibitive due to its complexity. This paper presents data-driven methods for making control-oriented model for peak power reduction in buildings. Specifically, a data predictive control with regression trees (DPCRT) algorithm, is presented. DPCRT is a finite receding horizon method, using which the building operator can optimally trade off peak power reduction against thermal comfort without having to learn white/grey box models of the systems dynamics. We evaluate the performance of our method using a DoE commercial reference virtual test-bed and show how it can be used for learning predictive models with 90% accuracy, and for achieving 8.6% reduction in peak power and costs.
INTRODUCTION
The organized electricity markets in the United States all use some variant of real-time or time-of-use (TOU) pricing for wholesale electricity. For e.g. PJM's real-time market is a spot market where electricity prices are calculated at five-minute intervals based on the grid operating conditions. The volatility in real-time electricity prices poses the biggest operational and financial risk for large scale end-users of electricity such as large commercial buildings, industries and institutions [1] ; often referred to as C/I/I consumers. For example, the summer price spiked 32 fold from an average of $25/MW h to $800/MW h in July of 2015.
Control-oriented predictive models of an energy system's dynamics and energy consumption, are needed for understanding and improving the overall energy efficiency and operating costs. With a reasonably accurate forecast of future Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). weather and building operating conditions, dynamical models can be used to predict the energy needs of the building over a prediction horizon, as is the case with model predicitve control (MPC). However, a major challenge with MPC is in accurately modeling the dynamics of the underlying physical system.
Learning predictive models of building's dynamics using first principles based approaches (e.g. with EnergyPlus) is very cost and time prohibitive and requires retrofitting the building with several sensors [4] . The user expertise, time, and associated sensor costs required to develop a model of a single building is very high. This is because usually a building modeling domain expert typically uses a software tool to create the geometry of a building from the building design and equipment layout plans, add detailed information about material properties, about equipment and operational schedules. There is always a gap between the modeled and the real building and the domain expert must then manually tune the model to match the measured data from the building [3] .
The alternative is to use black-box, or completely datadriven modeling approaches, to obtain a realization of the system's input-output behavior. The primary advantage of using data-driven methods is that it has the potential to eliminate the time and effort required to build white and grey box building models. Listening to real-time data, from existing systems and interfaces, is far cheaper than unleashing hoards of on-site engineers to physically measure and model the building. Unprecedented amounts of data from millions of smart meters and thermostats installed in recent years has opened the door for systems engineers and data scientists to analyze and use the insights that data can provide, about the dynamics and power consumption patterns of these systems. The challenge now, with using data-driven approaches, is to close the loop for real-time control and decision making for large C/I/I buildings .
In our previous work [2] , we developed and evaluated a model based control with regression trees (mbCRT) algorithm which enables closed-loop control of buildings for demand response while using regression trees based, datadriven predictive models. In this paper we present a new approach with significant improvements over mbCRT [2] for implementing finite receding horizon control using regression trees based data-driven models.
This work has the following data-driven contributions: 2. We address the limitations of mbCRT, and present a data predictive control with regression trees (DPCRT) algorithm for finite receding horizon control. DPCRT bypasses the cost and time prohibitive process of building high fidelity models of buildings that use grey and white box modeling approaches while still being suitable for receding horizon control design (like MPC).
The DPCRT algorithm is first of its kind that does finite receding horizon control with regression trees. We evaluate the performance of our methods using a U.S. Department of Energy (DoE) commercial reference building model.
DATA PREDICTIVE CONTROL
The central idea behind DPCRT is to build a tree model which can also predict future states of the system. Thus, while training a regression tree with multiple response variables, we still use separation of variables as in mbCRT, the difference lies in the number of output variables in each leaf. Therefore, the training model can be written as
In each leaf of the tree, we now fit a linear model on a function h : R p → R of all the response variables such that
Once the model is trained, we solve the following optimization problem:
We solve this optimization in the same manner as finite receding horizon control, and Xc includes all the control variables for the chosen horizon, i.e. Xc := [Xc(t), . . . , Xc(t + p)]
T . We choose the first optimal control input X * c (t) and proceed to the next time step.
If the number of control variables is large, the optimization problem (3) may require many data points in the leaves or in other words a large minLeaf which can affect the accuracy of the regression tree. Therefore, we also introduce a variant of this algorithm which will ease the selection of a lower minLeaf :
Here, h j is a linear model which depends only in the control variable X j c . Note that X j c can still be a vector when horizon length is greater than 1. With suitable choice of g and h, the problems (3) and (4) can be formed as convex optimization problems.
Our algorithm for DPC with regression trees in summarized in Algo. 1. During training process, the tree is trained only on uncontrollable variables with linear models in the leaves which are a function only of controllable variables. During control step, at time t, the uncontrollable features X d (t) are known and thus the leaf Ri(t) is known. The optimization problem in Ri(t) is solved to determine the control action [X * c (t), . . . , X * c (t + p)]
T . The first input X * c (t) is applied to the system. The resulting output Y(t) which is a feature for the next time step is fed back to determine to determine Ri(t + 1).
