Abstract
Introduction
Image matching is to achieve the space alignment with two or more images in a same scene, and then determine their transformation relationships between them. In practice, different image matching algorithms often have different types of image matching problems, because the image itself has its own characteristic: dependence. So far, there is not an image matching method which can be applied to all kinds of matching problems. Relatively, the feature-based image matching [1] as a category of image matching method is quite flexible. In this method, extract the feature points from the image which is to be matched, and then similarity measure and some constraints are used to determine the geometric transformation, which is applied the image which yet to be matched. In most stereo vision, matching of corresponding points usually uses the epipolar constraint [2, 3] (Figure 1 ). Such as Zhengyou Zhang [4] proposed matching method based on the epipolar constraint. Firstly, use Harris corner detector [4, 5] to extract image feature points (corner points [5, 6] ), gray similarity [7] as the criteria establish the point set of initial matching, robustly estimate the fundamental matrix F to restore epipolar constraint, finally, and using epipolar constraint sift through the initial matching point set to obtain the reliable matching set. The approach can get excellent results while matching points are less and parallax is smaller. Literature [8] proposed a matching method based on epipolar geometry and affine transformation. Firstly, using the relationship of epipolar geometry between two images finds some reliable matching points, then a global affine transformation [8, 9, 10] can be constructed to project the feather points from one image to another image. According to constraint of epipolar geometry and coordinates of transformed points further searched for matching points. Lastly, choose and optimize the control points from next matching to substitute the control points adaptively, so the final result can be obtained after the iteration. Experimental results show that this algorithm converges fast and can delete most mismatching points effectively, but it is not easy to achieve even sub-regional division of the feature points. These approaches need to know epipolar geometry [2] , while the epipolar constraint can be used.
Furthermore, without calibration or in case where calibration is in the scene, this paper proposes image matching approach based on feature points and puts forward its own improved approach, in the case of unknown epipolar geometry and unavailable epipolar constraint. 
Extraction and Matching of Feature Points
The matching algorithm does not directly make use of the pixel values, but the use of pixel features leading to symbols (i.e., feature points, feature segments, etc.) to achieve image matching, and in this paper we use feature points. The image matching method based on feature points has two important aspects: extraction and matching of feature points.
Feature Point Extraction
The corner of the image (also known as the inflection point) is a high curvature point, which makes with high curvature or the intersection of two or many edges. It is different from the change of pixel gray in only one direction. Using Harris corner detection method seeks the corner points, and Figure 2 shows the results of corner detection from the two images.
The Method of Matching Based on Cross-Correlation
With meeting the constraints of similarity and compatibility [11, 12] , using the normalized cross-correlation coefficient calculate the similarity between feature points. The specific method is: let a feature point be the center point, and select a sub-image window of size (2 1) (2 1) m n    ( m , n see Figure 3 ) as the feature point in neighborhood window, then calculate the correlation coefficient on a given window between the feature point in the left image and all of the feature points lying within the search area in the right image. The correlation coefficient [4] is defined as:
where ( 
When making matching relation between the left image feature point and the right corresponding one, the similarity is gotten by comparing the given point 1 m in left image against every feature point in right image in the neighborhood window, if it meets the following requirements: similarity meets the requirement of threshold and is the best of all the feature points in neighborhood windows of the right image, it would be assumed that the two points are the corresponding points or the point has no corresponding point in the right image. At the same time, the process of the corresponding relation between the feature point of right image and the feature point of left image is same, but the location of the two images is reverse. After establishing the candidate matching relation between the two images respectively, we conduct the symmetry test. Only the two matching sets of corresponding points are exactly, the match is regarded as valid.
However, many pixels in one image have similar gray values, and the gray values of the neighborhood window of the pixels as center are also similar, so the above algorithm have the following problems: when calculating the similarity between the given point in the left image and every feature point in the neighborhood window of right image, it will appear that the similarity is better a non-corresponding point than the corresponding one. In order to reduce the problem, setting search radius in the right image, which setting a search window, points outside the window does not participate in calculating similarity.
The initial match steps are as follows: 1) Extract the feature points from two images and store in the sets of 1 S and 2 S , respectively. 5) After establishing the candidate matching relations between the two images respectively, conduct the symmetry test. Only the two matching sets of corresponding points are exactly, the match is considered as valid. Figure 3 describes the above method.
In our experiment, 7   n m for the correlation window, search radius set to 20. The following Figure 4 is the initial matching results.
Figure 4. The Initial Matching Results
Careful inspection, we find many mismatches, such as the 16, 18, 33 matching points. So it needs further processing in order to obtain more accurate results.
Using Affine Transformation Delete Unreliable Matching Points
In the two-dimensional space, affine transformation from point ' ' ( , ) u v to point ( , ) u v by is: 11 12 21 22
Affine transformation has six degrees of freedom, corresponding to the six matrix elements. When given three pairs of matching points, affine transformation between spaces can be calculated. When given more than three pairs of matching points, we use a least-squares method to solve it. In the above matching points } { Q P  , there are such points } { i i Q P  : the point set i Q belonging to the point set Q is transformed to the point set P by affine transformation, the range difference between the coordinates of transformed points and corresponding point set i P is very large. There are two reasons for existence of such points: 1) Extraction of feature points is caused by errors; 2) Because of the value of threshold, false points are made into the matching points } { Q P  when the initial matching points are established. Regarding the mismatching points, the specific deleting steps are as follows: 1) Using reliable matching points as control points in the matching points } { Q P  , the affine transformation parameters are estimated by the least-squares method;
2) The transformation from the point set Q to the point set P obtains a new set of coordinates, calculate the range difference between the coordinates of the new group and the corresponding points in P , and delete the corresponding point of which range difference is greater than the value of threshold, so as to obtain a new set of points.
Then according to equation (1) and equation (3), we can get the following equation (4), and further calculate the similarity of gray values between the point set Q and the new set of points to establish the final matches { } P Q    . 
where ( . The definition of ( ) E x is the same as the equation (1).
Implementation of Algorithm
According to the above analysis, specific algorithm can be achieved by the following steps:
Step1. Input the two images without matching, the color images change into the gray ones.
Step2. Using Harris corner detection extract the image corners as image feature points and memorize in the point set 1 S , 2 S .
Step3. Calculate the similarity of feature points of gray values in neighborhood window between two images by the equation (1), and establish the initial candidate matches } { Q P  . Step4. Using reliable matching points as control points in the initial matching points } { Q P  , the affine transformation parameters in equation (3) are solved by using the least-squares method.
Step5. The affine transformation from the point set Q to the point set P obtains a new set of coordinates, and calculate the range difference of coordinate between the new group and the corresponding points in the point set P , and delete the points of which range difference is greater than the value of threshold to obtain a new set of points. And further calculate the similarity of gray values between the point set Q and the new set of points by the equation (4), so as to establish the final matches { } P Q    . Step6. Output the matching results of the two images.
Experimental Results and Analysis
In the real images, using a digital camera Samsung Digimax A40 take a resolution of 240×160 of two images, the results of the initial matching are shown in Figure 4 . After the completion of the initial match, selecting the six pairs of reliable matching points as control points, the affine transformation parameters are estimated by using least-squares method, the affine transformation matrix as: Meanwhile, we vary different levels of Gaussian noise  in order to test the robustness of the proposed algorithm in Figure 6 . In this paper, let the distance between points in two images be less than 10 pixels as the correct matching points. Using the proposed algorithm, we have obtained a very good matching result: 34 pairs of match points are correct in 36 pairs, and only 2 are false, which matching rate is 94%. But using Zhengyou Zhang matching algorithm, among 41 matches found, only 4 are false, which matching rate is 90%. By comparison, this algorithm has a certain matching precision when the two images have not a big difference, and the algorithm only requires two steps to complete, which is more simple and effective. 
Conclusion
This paper mainly study the image matching based on point features in the case of unknown epipolar geometry and unavailable epipolar constraint, which puts forward a method that use Harris corner detection method, the normalized cross-correlation and affine transformations. Experimental results show the method is robust, the comparison results of matching algorithm show that this algorithm is effective, simple and convenient. 
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