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I1 
ON ALGEBRA OF GEOMETRY AND RECENT 
PROGRESS IN NON-EUCLIDEAN GEOMETRY 
I .  THE CLASSICAL FOUNDATIONS O F  GEOMETRY 
N 1927 a lecturer on the foundations of geometry used to  I follow one of two courses: Hilbert’s way1, starting with 
five groups of assumptions about a large number of unde- 
fined concepts and relations (point, line, plane, incidence 
relations, an order relation, congruence relations for seg- 
ments and for angles, etc.)-or Veblen’s method, basing 
projective geometry2 on postulates about two undefined 
concepts (point and line) and one relation (a point lies on a 
line), and starting affine geometry3 with only the concept of 
point and an order relation (a point lies between two points). 
Other theories had been developed. Let us mention only 
Pieri’s profound papers published a t  the turn of the century4, 
and Huntington’s remarkable foundation of Euclidean 
geometry6 in terms of the concept of “sphere” and the rela- 
tion “contained in.” While the latter method does not seem 
to be applicable to  projective and affine geometry, and thus 
left Euclidean geometry rather isolated, Pieri’s results were 
developed in Peano’s logistic symbolism which, especially 
a t  the time of their publication, must have made them 
difficult reading for the majority of geometers. This may 
be one of the reasons why their mathematical content was 
not given the full attention i t  deserved, and the two ways 
mentioned a t  the outset became best known. 
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Hilbert’s development, however, is rather cumbersome. 
Veblen’s method bases the self-dual system of projective 
geometry on the two concepts of point and line which, 
except for the case of the plane, are non-dual. 
But there were more serious objections. In  developing 
four-dimensional geometry along Hilbert’s line, one has t o  
introduce a fourth undefined concept, that  of “three- 
dimensional flat,” and for each higher dimension an addi- 
tional concept. Moreover, for each higher dimension, one 
has t o  introduce new postulates concerning these higher 
dimensional concepts. Veblen, starting with two basic 
classes of undefined entities, called points and lines, intro- 
duces planes (and, in higher dimensional spaces, higher 
dimensional flats) as sets of points. This is not only an asym- 
metry contrasting with the symmetric role played by points, 
lines, and planes in projective geometry, but, strictly speak- 
ing, makes Veblen’s foundation of projective geometry 
dependent upon large parts of the theory of sets. Each 
theorem about all planes or about the existence of certain 
planes in this theory is a universal or existential proposition 
concerning the system of all subsets of the basic classes. 
Moreover, a lecturer on geometry in 1927 missed in both 
standard foundations of geometry the extreme rigor and com- 
pleteness t o  which he was accustomed in the foundations of 
Boolean algebra, topology, and algebra. H e  did not find 
among the postulates a statement like “the line determined 
by the points P and &, and the line determined by the points 
Q and P,  are identical,” although this simple assumption 
was used throughout the development of geometry. I n  
algebra, one explicitly mentioned among the postulates the 
statement that  the sum of the numbers a and b, and the sum 
of the numbers b and a, are equal, for the reason that  in the 
development of algebra the formula a+b=b+a was used. 
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I n  a similar way, the analogue of the associative law of addi- 
tion, which is among the assumptions of algebra, was not 
mentioned among the assumptions of geometry although i t  
was constantly used. In Pieri’s theory complete rigor was 
observed, but, as we mentioned, a t  the expense of simplicity 
of reading. Not less than  four or five of his postulates 
translated from the logistic symbolism into ordinary 
language have merely the content tha t  there exist a t  least 
three non-collinear points. 
Finally, the problem of a comprehensive or simultaneous 
postulational treatment of projective, affine, and Euclidean 
geometry was not solved in an entirely satisfactory way. 
Hilbert’s grouping of his assumptions for Euclidean geometry 
into a group of postulates dealing merely with the projective 
incidence relation, a group of axioms of order, a group of 
congruence axioms, etc., suggests the possibility of develop- 
ing first the theorems common to Euclidean, affine, and pro- 
jective geometry, then the theorems common t o  Euclidean 
and affine geometry, and finally the typically Euclidean 
theorems. But Hilbert does not really carry out this pro- 
gram. Veblen bases projective and affine geometry not only 
on different postulates-this is, of course, unavoidable since 
they are different theories-but, as we mentioned, on dif- 
ferent undefined concepts. Now one might say that unde- 
fined concepts about which we make assumptions tha t  are 
essentially different (i-e., lead to  non-isomorphic theories) 
are always different, since the content of the  undefined con- 
cepts merely consists in the assumptions about the concepts. 
But it remained tha t  the difference between the postulates 
for projective and for affine geometry was much greater than 
tha t  between the two theories as a whole. Since projective 
and affine geometry have so much in common, why not base 
them on two sets of assumptions tha t  have much in common ? 
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The  relations between projective, affine, and other geom- 
etries were usually described along the lines of Klein’s 
Erlanger Program in terms of groups of transformations. 
I n  this sense the other geometries were subordinated to  
projective geometry. The  postulational developments since 
Pasch6 established the relation between projective and 
affine geometry in either of the following ways: The projec- 
tive space is obtained from the affine space by adding to  it 
an ideal plane and the points and lines of this plane (“at 
infinity”). The  affine space is obtained from the projective 
space by omitting a plane and the points and lines of this 
plane (“at infinity”). 
But the parallelism between projective and affine geom- 
etry mentioned above, suggested the possibility of coordi- 
nating projective and affine geometry instead of subordi- 
nating the one under the other. And it was t o  be expected 
that  such a parallel development of the two geometries 
from two sets of assumptions which have much in common, 
might lead to  the coordination of further postulational 
theories, e.g., of non-Euclidean geometry. One could even 
hope that  the minor differences between the sets of basic 
assumptions might constitute another principle of classify- 
ing geometries. 
2. THE IDEA OF A N  ALGEBRA OF GEOMETRY 
The author of this paper when lecturing on the founda- 
tions of geometry in 1927 noticed that  all the difficulties of 
the existent theories can be solved and all the suggestions 
to which their criticism leads can be carried out by one 
simple idea: that  of starting with assumptions about only 
one basic class of undefined entities which we shall call 
“flats,” this system of flats t o  comprise points, lines, planes, 
and in higher dimensional spaces also higher dimensional 
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flats. By doing so, we avoid the necessity of adding new 
concepts and assumptions for higher dimensions. More- 
over, we escape any asymmetry or non-duality of t h e  basic 
concepts. Finally, we do not have t o  consider general sub- 
sets of our basic class in order t o  define higher dimensional 
flats. The  universal and existential propositions of our 
theory are limited t o  pairs, triples, and quadruples of ele- 
ments, and in a few cases t o  finite sets of elements of our 
class. Thus the set theoretical basis of our theory is very 
restricted. 
It goes without saying tha t  in such a theory the assump- 
tions will have to  be statements which hold for flats of each 
dimension. Since the more specific geometric statements 
hold only for flats of a certain dimension, we can thus expect 
tha t  our assumptions will be of a very simple and fundamen- 
tal nature-just of the type of those hypotheses which in 
the standard foundations were not mentioned at  all. Since 
all our assumptions will have t o  be of a very simple and 
fundamental nature, we can expect furthermore that, if 
anything, then only the utmost completeness with regard 
t o  our assumptions can lead to the derivation of a geometric 
theory from them. Thus, the complete rigor observed in 
Boolean algebra, topology, or algebra will be a necessary 
feature of a theory of these flats. The  question was how far 
one can get in geometry with assumptions which are so simple 
tha t  they hold for flats of all dimension. It seemed worth- 
while to try. 
The  algebra of numbers has been developed from postu- 
lates about adding and multiplying numbers; t h e  algebra of 
classes from postulates about joining and intersecting 
classes. This suggested a foundation of geometry on postu- 
lates about joining and intersecting flats, and the name 
“algebra of geometry” for the theory so developed. 
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Later Ore pointed out8 tha t  for algebraic purposes 
Dedekind in his notes to  Dirichlet’s “Vorlesungen ueber 
Zahlentheorie” had developed a calculus of modules which, 
when applied to  geometry, leads to  a foundation of geometry 
on two operations. A module is a system of numbers which 
with any two numbers contains their difference. If &Il and 
M 2  are two modules, then Dedekind denotes by M 1 + M 2  
the set of all numbers which are the sum of one number of 
M I  and one number of ill,. He calls M 1  -ill2 the set of all 
numbers which belong both to  M 1  and Mz. In  this way he 
clearly has A4 - A { =  M and M1 - M 2  = M 2  - M1. If we apply 
this idea to  analytic geometry in which each point is given 
by n coordinates, and each flat determined by a system of 
homogeneous linear equations, then we see tha t  each flat 
represents a module whose “numbers” are the points of the 
flat. For if two points XI, x2, * . 9 ,  X n  and yl, yz, - . + ,  yn lie 
on the flat, Le., satisfy a system of linear equations, then 
the “difference point” x1 -yl, x2 -y2, . - -, x, - y n  lies also on 
the flat. The sum of two flat modules is the flat of least 
dimension containing the two summand flats. Dedekind’s 
“difference” of two flats is the flat of highest dimension 
contained in both flats; this is what we call the intersection 
of the two flats. While the algebra of modules can in this 
way be applied to  geometry, Dedekind himself, as his nota- 
tion shows, does not seem to have had in mind any geometric 
applications. He  mainly dealt with the likewise interesting 
analogy between the sum of two modules and the greatest 
common divisor, and between the difference of two modules 
and the least common multiple. Ore applied these ideas to  
group theory.8 
I n  this lecture, as in the series of my former publications’ 
on this subject, I shall present the foundation of geometry 
in terms of the two operations of joining and intersecting, 
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denoted by + and - . But I should like to  mention also 
another way followed independently by Garrett Birkhoff. 
It is based on Hausdorffs concept of a partially ordered 
set, i.e., a set in which a relation, denoted by c, is given for 
some pairs of elements satisfying the following conditions 
(1) For no element x we have xcx. 
(2) If xcy, then y not c x .  
(3) If xcy, and ycz, then xcz. 
I n  other words, the c-relation in a partially ordered set is 
assumed to  be irreflexive, asymmetric, and transitive like 
the <-relation defined in the set of all real numbers. But 
whereas the set of all real numbers is ordered, that  is t o  say, 
for each pair of different numbers x and y, we have either 
x<y or y<x, in a partially ordered set we only postulate 
that  for some pairs of different elements x and y, we have 
xcy or y c x ,  and admit the existence of different elements for 
which neither xcy nor ycx. For instance, the complex num- 
bers form a partially ordered set if for the two numbers 
x =xl+ixz and y = y l + i y z  we set xcy, if and only if 1x1 <IyI 
where 1x1 = +dx12+3c22 and lyI = +2/y12+y2z. 
I n  order t o  build up projective geometry, Birkhoff makes 
two postulates guaranteeing that  for any two elements of 
the partially ordered set, A and B, there exists a join (Le., 
an element X such that  AEX and B G X ,  and that  AEX’ 
and BCX’ imply XEX’), and a meet (Le., an element Y 
such that  YEA and YCB, and that  Y’SA and Y’EB imply 
Y’CY). Birkhoff in his extended theory calls a system 
satisfying these conditions a lattice. 
Returning to  our algebra of geometry, we see that  it has 
in common with algebra of numbers and algebra of classes 
two binary operations, denoted by + and which are 
associative and commutative, and admit indifferent ele- 
-__ 
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ments. Indifferent with regard t o  addition and multiplica- 
tion are 0 and 1 among the numbers, the empty and the 
total class among the classes, the vacuous flat Y and the 
universal flat U among the flats. For any flat A we have 
V+A = U . A  =A. Finally in all three algebras, the indif- 
ferent element of addition reproduces itself under multiplica- 
tion; we have n.0 = O  for each number, A. Y =  Y for each 
class A and each flat A. 
Another feature common to the algebras of numbers and 
of classes, the distributive law A.(B+C)  = ( A - B ) + ( A - C ) ,  
is not postulated in the algebra of geometry. If B and C are 
distinct points, A a straight line intersecting their join 
B+C without passing through either of the points B and C, 
then A - ( B + C )  is a point whereas (A .B)+(A.C)  =J', The 
non-validity of the distributive law is one of the distinctive 
characteristics of algebra of geometry. 
However, algebra of geometry has two features in common 
with the algebra of classes which do not hold in algebra of 
numbers. The  first is the dual of the formula V - A = V ,  
i.e., U + A = U .  For numbers, the equality 1+n=l is false 
unless n = 0. The second is tha t  both flats and classes are 
idempotent under both joining and intersecting, tha t  is to  
say tha t  A+A =A.A =A. I n  the field of real and complex 
numbers, the only element which is idempotent with regard 
t o  an operation is the indifferent element of the operation. 
3. T H E  ALGEBRA O F  PROJECTIVE GEOMETRY 
For projective geometry, the shortest foundation'' is 
obtained by postulating associativeness of the two opera- 
tions, the existence of the indifferent elements, either one 
reproducing itself under the other operation, and the follow- 
ing law which we shall call the weak distributive law: 
A + [ ( A + W C ]  = A + [ ( A + C ) * B l ,  
A * [(A * B)  + C] = A m  I: (A * C) +B] . 
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By setting A = Y in the first, and A = U in the second of 
these formulae, we see that both operations are commuta- 
tive, By setting C=Y and C = U ,  respectively, we get 
A=A+(A.B) a n d A = A . ( A + B ) .  I f i n  theselast formulae 
we set B = U and B = Y,  respectively, we derive A =A+A 
and A=A.A. Each element A is idempotent under the 
two operations. Thus there are neither multiples nor 
powers in the formulae of algebra of geometry. We express 
this fact by saying that  the operations + and - are totally 
linear. Furthermore, we see that if for two elements A and 
B we have A+B=A,  then we also have A . B = B ,  and 
conversely. 
If for two elements A and B both formulae A +B = A  
and A . B = B  hold, then we call B a part of A and write 
BEA. If BGA and B#A, then we call B a proper part 
of A, and write BcA.  By introducing this relation which 
can be likewise introduced in the algebra of classes, we at- 
tain another analogy with the algebra of real numbers. For 
i t  is similar t o  the <-relation defined for real numbers. 
But whereas the <-relation makes the field of real numbers 
an ordered set, the c-relation makes our system of flats a 
partially ordered set. The  <-relation is connected with the 
operations in the field of numbers by the laws: ml <mz and 
nl 1n2 imply ml+nl  I m s + n z ;  and, if ml and nl are > O ,  
then l l t l . n l ~ m 2 . n z .  I n  the same way AIL42 and BlCB2 
imply A1+BlEA2+B2 and, without exception, Ala B1EA2. B,. 
I n  particular we have YGAEAEU for each A. 
An element which is different from V,  and does not con- 
tain any parts besides itself and Y ,  shall be called a point. 
An element which is different from U,  and is not part of 
any element besides itself and U, shall be called a hyper- 
plane. Our definition makes precise the famous first words of 
Euclid’s elements: “Point is that  which has no parts.” The 
closest analogue in arithmetic is the concept of a prime 
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number, i.e., an integer which is different from 1 and does 
not have any integer factor besides itself and 1. 
As 0. Schreiber showed in his Vienna thesis in 1933 one 
can deduce from our assumptions an important theorem 
about the insertion of an element between two other ele- 
ments. It  had been formulated as one of the basic postu- 
lates for a projective theory of dimension by G. Bergmann" 
in 1928. Since the word interpolation has another standard 
meaning, we shall refer t o  it as the Intercalation Law: 
If P is a point, and A and B are any two elements for 
which A G B E A f P ,  then B=A or B = A + P .  I n  the 
same way as the intercalation law we can derive its dual 
which formally can be obtained by multiplying the definition 
of a hyperplane H by B :  If H is a hyperplane, and A and B 
are any two elements such that  A2B3A . H ,  then B = A  or 
, Pm is called independ- 
ent if no point of the set is a part of the sum of the other 
points of the set. ( I t  should be noted that  here for the first 
time the concept of a general finite set is introduced. So 
far we concerned ourselves with only pairs, triples, or quad- 
ruples of elements.) From the intercalation law we derive 
by means of complete induction the following fundamental 
theorem on independent points: If PI, P2, * . -  , P, are m 
independent points, and el, Qz, e e a , Qn are n points (not 
necessarily independent) such that  
B = A - H .  
A finite set of points PI ,  P2,  - e 
P, +Pz + * * ' + P m  = Q1 + Q 2  + * * +Qn, 
then among the points Q1, Qz, 
si,, , Qim such that  
, Qn exist m points Qil, 
+Pz + * * * + P m  = Q j ,  +Q j, + * * +Qi, 
(hence necessarily n ~ m ) .  If A is the sum of a finite set 
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of points, then A is also the sum of an independent set of 
points, and the number of independent points with the sum 
A is the smallest number of points with the sum A. If two 
independent sets of points have the same sum, then they 
contain equally many points. I n  the same way one can 
deduce a dual fundamental theorem on independent hyper- 
planes. 
These two theorems allow us to  introduce two concepts 
of dimension. We shall define the additive dimension of 
an element A as one less than the number of independent 
points having the sum A, if A is the sum of a finite set of 
points; otherwise we call 00 the additive dimension of A, 
if A is zV, and we call -1 the additive dimension of V. 
By virtue of the fundamental theorem on independent 
points, the number so defined depends upon A alone and 
does not depend upon the special way of representing A 
as the sum of an independent set of points. We define the 
multiplicative dimension of an element A as one less than 
the number of independent hyperplanes having the product 
A, if A is the product of a finite number of hyperplanes; 
otherwise we call o? the multiplicative dimension of A if 
A is zU, and we call - 1  the multiplicative dimension 
of u. 
Both kinds of dimension, the additive and the multi- 
plicative, satisfy an important inequality: for any two ele- 
ments A and B, 
d(A) +d(B) zd (A  +B) +dim(A .B) .  
If we now make further assumptions to  the effect that  
each element has a finite additive and a finite multiplicative 
dimension, then, as F. Alt and I proved’, for any two elements, 
the sum of the additive and the multiplicative dimension 
is the same. Combined with the inequalities mentioned 
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above, this leads to  the fundamental dimension formula of 
projective geometry : 
dim A+dim B =dim(A+B) +dim(A.B). 
While this formula holds both for additive and multiplica- 
tive dimension it is customary to  restrict the term dimen- 
sion to  what we called additive dimension in the preceding 
paragraph. 
4. SETS O F  ELEMENTS. FUNCTIONS. COORDINATES 
So far we have not referred to  sets of elements beyond 
finite sets. For certain purposes it is of interest t o  study 
for a given element A the set of all points which are EA, 
and more general, for two given elements A and B and 
three given numbers a, b,  n the set of all n-dimensional 
elements whose intersections with A and B have the di- 
mensions u and b, respectively. Also the dual concepts are 
of interest. 
The  main importance of such sets lies in the fact that  
they are the domain of definition of interesting functions. 
E.g., the perspective transformation of the straight line L 
on the coplanar straight line M from the center of perspec- 
tivity 0 is nothing but the function ( X + O )  .ill defined on 
[ L l 0 ,  the set of all points EL, Le., for each X such tha t  
V c X c L .  The projective transformation of L on N ob- 
tained by first applying the perspectivity on M from the 
center 0, and then the perspectivity on N from the center 
P, is the function [ ( X + O )  -Ad+P] . N  with the domain of 
definition [L l0 .  
The algebra of geometry allows us to  establish an algebra 
of functions of this type. The  situation is somewhat simi- 
lar to  that  in analytic geometry where a point is defined 
as an n-tuple of coordinates, a flat as the set of all points 
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satisfying certain linear equations, and where an algebra of 
flats can be established dealing merely with the coefficients 
of the equations. 
Projective geometry has not as yet been fully developed on 
the basis and in the notation of algebra of geometry. There- 
fore, I should like t o  mention a few examples illustrating 
some of the advantages and disadvantages of such a de- 
velopment. 
The  laws of Desargues and Pappus can, of course, be 
translated into formulae. The  latter reads as follows: If 
dim Pi = 0, 
P ~ # ( P ~ + P B + P ~ ) . ( P ~ + P ~ + P ~ )  (;=I, 2, 3, 4, 5 ,  6 )  
PI #P3 #p, #PI, p2 #P, #P6 #p,, 
dim(P1+Pa+Pg) = 1, dim(Pa+P4+P,) =1, 
then dim [ -kPZ) * (p4 f ( p Z  fp3)  ' (p5 f P 6 >  f 
(P3+Pr ) . (P , fP i ) ]  = I .  
There are formulae holding for flats of any dimension, e.g., 
the weak distributive law 
A + [ ( A + B ) . C ]  = A + [ ( A + C ) . B ] .  
So far, no formulae have been discovered generalizing the 
laws of Pappus and Desargues and holding for flats of any 
dimension. We thus have to  express the laws by rather 
cumbersome implications deriving formulae from assump- 
tions about the dimension of the flats involved in the form- 
ulae. Complete rigor is attained in this way but as yet 
without advantages comparable to  those which we derived 
from the algebraic viewpoint in the preceding sections. 
As another more interesting example, we study the intro- 
duction of coordinates on a straight line contained in a pro- 
jective plane. Let L be a straight line, A,  B, C, three points 
of L such tha t  A # B # C  (the possibility of A = C  is not 
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excluded). Translating an idea of Hessenberg12 into our 
notation, we start by defining a function of two variables 
X and Y,  each variable ranging over the set of all points 
of L,  excluding C, the values of the function ranging over 
the same domain. The function depends on four parameters, 
A, C, P, Q, such that P and Q are two distinct points out- 
side of L,  collinear with B. It is defined, as follows: 
f A c p o ( X , Y )  = L e  [(X+P).(C+Q)+(Y+Q).(A+P)]. 
The theorem of Desargues implies that  the function so 
defined does not depend upon the choice of the parameters 
P and Q. If R and S are two distinct points outside of L 
and collinear with B, then we have 
f A c p o ( X , Y )  = f A C R S ( X , Y )  for each X and Y. 
Consequently, we shall write 
f A B c ( X , Y )  instead of ~ A c P Q ( X , Y ) .  
Each function so defined is seen to  be what may be called 
associative; Le., we have 
f A B C ( X ,  f A B C ( Y 7  2))  = f A B C ( f A B C ( X , Y ) ,  z>. 
The function f A B C ( X , Y )  has B as indifferent element, Le., 
f A B C ( B ,  X )  = f A B c ( X ,  B )  =X for each X. 
For each element X there exists an inverse element X’, 
i.e., an element such that 
f A B C ( X ’ ,  X) = f A B C ( X ,  x’) = B  
If, in particular, A =c, then the function f C B C  is seen 
to  be symmetric, Le., 
f C B C ( X ,  Y )  = f c B C ( Y ,  X )  for each X and Y. 
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Finally, the functions f C A C  and ~ A B C  satisfy what may be 
called distributive laws. We have 
j A B c ( X ,  f C A C ( Y ,  2 ) )  = ~ C A C ( ~ A B C ( X ,  Y > ,  ~ A B C ( X ,  2) )  
and 
f A B C ( f C B C ( Y ,  21, X )  = ~ C B C ( ~ A B C ( Y ,  XI, ~ A B c ( Z ,  X>). 
These remarks show that  for any choice of three mutually 
distinct points A, B, C, the points of the line L except C 
form a semi-field in the sense of the algebra of numbers 
with f C A C  and f A B C  as the field-operations, field-addition and 
field-multiplication, respectively, A and B being their in- 
different elements. It is customary to  write 0, 1, m instead 
of A,  B, C and to  call fm, o, m(X, Y )  the algebraic sum of X 
and Y,  fo, 1, m(X, Y )  the algebraic product of X and Y. 
The semi-field is a field, tha t  is to  say, the field multi- 
plication satisfies the commutative law 
f A B c ( X ,  Y )  = f A B C ( Y ,  X )  for each X, Y 
if and only if the law of Pappus, or what is equivalent, the  
so-called fundamental law of projective geometry holds in 
the plane. Since the law of Pappus implies the law of De- 
sargues it is a sufficient basis t o  permit us what is usually 
called the “algebraization” of the projective plane, that  is, 
the proof tha t  the points on a line in our algebra of geom- 
etry behave like the numbers of a field in the algebra of 
numbers. In  the usual way, we can introduce homogeneous 
coordinates, i.e., associate an ordered triple of elements of 
a field with each point, in such a way that  the straight lines 
are given by linear equations. 
I n  concluding this remark we should like to  mention that  
instead of f A B C ( X ,  Y )  another function can serve us as a 
basis of the introduction of coordinates on the line L. Let 
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H ,  J ,  K be three lines of our plane, all three Z L  and 
H #  J # K  whereas €I = K is not excluded. Then we set 
From Desargues’ law i t  follows that g H J K ( X ,  Y )  =gEFG(X, Y )  
for each X ,  Y if € I . L = E . L ,  J . L = F . L ,  K . L = G . L .  The 
operations g K H K  and g H J K  behave like addition and multi- 
plication in a semi-field, H . L  and J . L  being their indif- 
ferent elements. 
As one sees, the notation of algebra of geometry permits 
a precise and elegant expression of the most important func- 
tions and operations of projective geometry. 
5 .  ALT’S THEORY OF AFFINE GEOMETRY 
In  our joint paper, F. A l P  developed a postulational 
theory of affine geometry coordinating the latter with pro- 
jective geometry according to  the general program outlined 
in the introductory sections of this lecture. If we postulate 
two operations, denoted by + and . , which are associative, 
commutative, admit indifferent elements, are absorbent, 
i.e., satisfy the law 
A+(A.B) = A -  ( A  +B), 
and satisfy the intercalation law mentioned in Section 3, 
then we cover ground which is common t o  projective and 
affine geometry. 
It is only the dual intercalation law of projective geom- 
etry which fails in affine geometry. For let U be the affine 
plane. In  this case, each hyperplane is a straight line. Let 
A be a line, H a line parallel to  A, and B a point on A. 
Then we have A ? B 2 A * H ( = V ) ,  and yet B # A  and 
B # A  - H.  However, we readily see tha t  it is only one small 
part of the dual intercalation law which breaks down in 
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affine geometry. The  following greater part of the dual 
intercalation law holds both in projective and affine geom- 
etry: If H is a hyperplane, and A and B are any two ele- 
ments such tha t  A ~ B ~ A - H z Y ,  then B =A, or B = A . H .  
This reduced dual intercalation law and the other assump- 
tions mentioned above which hold both in projective and 
affine geometry, together form a system of postulates from 
which t h e  theory of dimensions common t o  the two geome- 
tries can be developed. I n  particular, the fundamental 
equality for dimension can be replaced by 
dim A f d i m  B r d i m ( A + B )  +dim(A.B) 
where the =-sign holds if A B # V.  
From this common basis both projective and affine 
geometry branch off, either one being obtainable after the 
adjunction of a specific assumption. The  projective assump- 
tion is: If H is a hyperplane and A 2 B 2 A .  H = Y ,  then 
B =A, or B = V .  The affine assumption is: If P ,  Q, R are 
points, no one of which is part of the sum of the two others, 
then there exists exactly one element L,  such tha t  
R c L c P + Q + R  and L . ( P + Q )  =V. 
The projective assumption can be expressed by saying 
tha t  each element of a dimension > O  has a non-vacuous 
intersection with each hyperplane. Calling parallel to  the 
hyperplane H each non-vacuous element whose intersection 
with H is = V,  we can formulate the projective assumption 
also by saying: There are no elements parallel to  hyper- 
planes except points. 
The  adjunction of the projective assumption makes the 
whole system of postulates self-dual, i.e.. all assumptions 
remain true if + and - , and Y and U are interchanged, 
provided, of course, tha t  also the concepts derived from 
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these operations are properly dualized; in particular, tha t  
c and 3 are interchanged, and points and hyperplanes 
change their roles. The  affine assumption obviously is a re- 
phrasing of Euclid’s parallel postulate: There is exactly one 
line ( L )  parallel to  a given line (P+Q), passing through a 
given point ( R )  not on the given line, and contained in the 
plane (P+Q+R) determined by the given line and the 
given point. This assumption essentially deals with lines in 
a plane. One would expect tha t  in spaces of a dimension > 2  
it might be replaced by a postulate dealing with hyperplanes: 
There is exactly one hyperplane parallel t o  a given hyper- 
plane and passing through a given point outside the given 
hyperplane. In  fact, the last statement is a consequence of 
the affine assumption. But Alt showed by an example tha t  
it together with the assumptions common t o  affine and 
projective geometry does not imply the affine assumption. 
The adjunction of the affine assumption leaves the sys- 
tem of postulates undual. This lack of duality is inherent 
t o  the affine space. The  dual of the affine assumption (i.e., 
of Euclid’s parallel postulate) does not hold.14 
I n  this way, affine and projective geometry become two 
coordinated theories dealing exclusively with the undefined 
concepts of “flats,” “joining,” “intersecting.” 
As was mentioned a t  t he  end of section 1, one of the 
classical developments of the affine plane started with the 
projective plane together with an arbitrary line L in it, 
called the line a t  infinity, and then redefined the concepts 
of point and line by restricting them to points not on L,  
and to  lines z L .  Moreover, two lines are called parallel 
if they intersect a t  a point of L,  in other words, if they 
do not intersect a t  any point in the new sense of this term. 
It should be clear tha t  this development of affine geometry 
is, strictly speaking, not one in terms of the concepts of 
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“flats,” “joining,” “intersecting” alone as is the algebra of 
affine geometry outlined in this section, but requires an 
additional undefined constant term, viz., tha t  of one con- 
stant line. 
6. THE CONCEPT OF BETWEENNESS I N  
AFFINE GEOMETRY 
In  our joint paper Alt and I only developed theorems in 
affine geometry dealing with joining, intersecting, and paral- 
lelism. Now one of the most fundamental concepts of affine 
geometry is betweenness. In  terms of this  relation and the 
concept of point the whole affine geometry can be developed, 
as Veblen3 showed. What  is the role of this relation in the  
algebra of affine geometry? 
On a line L in the projective plane, two pairs of points 
X, Y and A,  B are said t o  be conjugate if there exist two 
distinct points P, Q outside of L and collinear with A such 
tha t  
L.[(X+P).(B+Q)+(Y+Q).(B+P)] = A  
or, what is equivalent in presence of Desargues’ law, if for 
each pair of distinct points P, Q outside of L and collinear 
with A, the above formula holds. Another equivalent con- 
dition is tha t  there exist two distinct points R, Q outside 
of L and collinear with B such tha t  
L * [ (X +R) * ( A  +Q) + ( Y+Q) - ( A  +R) ] = B. 
In  the notation of the previous section these conditions 
can be expressed by saying tha t  
~ B A B ( X ,  Y )  =A and f A B A ( X ,  Y )  =B,  respectively. 
On the basis of the concept of conjugate pairs of points, 
Pierils gave the following definition: Two pairs of points of 
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L,  the pair A, B and the pair C, D, do not separate each other 
if on L there exists a pair of points X ,  Y which is conjugate 
both to  A, B and to  C, D. 
On a straight line of the affine plane this definition leads 
to the following concept of betweenness: The  point D lies 
between the points A and B if and only if the pairs A, B 
and C, D do not separate each other where C is the mid- 
point of A and B. This latter is defined by the condition 
that  the pairs C, w and A, B are conjugate where for a 
line ill we write L .M = 03 if and only if L and M are par- 
allel. 
If we consider the ordinary plane of analytic geometry 
with real numbers as coordinates, then on each line Pieri’s 
concept of betweenness has the same content as the or- 
dinary concept. T o  illustrate this equivalence by a typical 
example, we consider the horizontal axis and the points 
with the abscissae - 1 and $1. According t o  the ordinary 
definition a point lies between these two points if its ab- 
scissa lies between - 1 and + 1. According to Pieri’s defi- 
nition the point A with the abscissa a lies between -1  
and 1 if and only if there exists a pair of points X, Y con- 
jugate both to  -1, 1 and 0, A since the origin 0 with the 
abscissa 0 is the midpoint of -1 and 1. I n  view of the fact 
that  two pairs of points on the horizontal axis are con- 
jugate if and only if the cross ratio of their abscissae is 
= - I ,  it  is easily seen that if X has the abscissa x ,  then the 
pairs X, Y and - 1, 1 are conjugate if and only if Y has the 
abscissa l / x .  Thus the point A lies between - 1  and $1 
if there exists a real number x such that  the pairs of num- 
bers 0, a and x ,  l / x  have the cross ratio -1. As one 
readily verifies, a number x satisfies this condition if and 
only if 
x2- -x+1 =o. 2 
a 
Progress in Non-Euclidean Geometry 61 
This equation has real roots if and only if a lies between 
-1 and +I.  
While in the special case of the real straight line, Pieri’s 
and the ordinary definition of betweenness are equivalent, 
the postulates of the general affine geometry are not suffi- 
cient t o  prove tha t  Pieri’s concept of betweenness has the 
most important properties of this concept, e.g., t he  prop- 
erties tha t  for three mutually distinct points of a line, a t  
most one lies between the two other ones, and a t  least one 
lies between the two other ones. Tha t  for Pieri’s between- 
ness neither of these two properties is a consequence of the 
assumptions of affine geometry is clear from the following 
two examples. 
If we consider analytic geometry of the plane in which 
the coordinates of each point are complex numbers, then 
the postulates of affine geometry hold; and yet according t o  
Pieri’s definition for any three mutually distinct points of a 
line, each one lies between the two other ones. For instance, 
on the horizontal axis of this plane a point A with the ab- 
scissa a lies between the points- 1 and + 1 if and only if 
there exists a complex number x such tha t  the quadratic 
equation 
x2---3C+l = o  2 
U 
is satisfied. But a complex root of this equation exists for 
each complex number a. Thus according to  Pieri’s defini- 
tion, on the horizontal axis of the complex affine plane, 
each point of the horizontal axis lies between the points 
with the coordinates -1 and +1. In  the same way we 
could show tha t  each point of the horizontal axis lies be- 
tween the points with the abscissae 0 and 1, and the points 
with the abscissae - 1 and 0. Thus of the points - 1, 0, 1 
each lies between the two other ones. 
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If we consider the analytic geometry of the plane in 
which the coordinates of each point are rational numbers, 
then according to  Pieri’s definition the point with the 
abscissa does not lie between the points -1 and + I .  
For the equation 
$---X+l 2 = o  
U 
would have to have a rational root for u = i  which it does 
not have. I n  a similar way one can show tha t  of the points 
-1, f, +1, none lies between the two other ones. 
While Pieri can define betweenness in terms of joining 
and intersecting, he has to  make special assumptions in 
order to  guarantee that  the betweenness so defined has the 
properties which we require of a ternary relation in order 
to  call it betweenness, e.g., that  it satisfies the postulates 
about betweenness formulated by Veblen3 in his develop- 
ment of affine geometry in terms of the undefined concepts 
of point and betweenness. Expressed in terms of joining 
and intersecting, these assumptions are rather complicated. 
The  same holds for the concept of separation of pairs of 
points of a line in projective geometry. It can be defined 
in terms of the projective operations but only complicated 
assumptions concerning the latter ones would guarantee that  
the concept so defined has the usual properties. 
7. T H E  CONCEPTS OF PERPENDICULARITY A N D  
CONGRUENCY IN EUCLIDEAN GEOMETRY 
Can the whole of Euclidean geometry including the theory 
of perpendicularity and congruency of segments and of an- 
gles be developed in terms of joining and intersecting? 
One of the oldest and best foundations of Euclidean 
geometry is that  due to  Pieri in terms of only two undefined 
Progress in Non-Euclidean Geometry 63 
concepts, “point” and “two points are equally distant from 
a third point.” Hilbert’ took congruency of segments and 
angles among his many undefined concepts, and devoted 
one of his five groups of axioms t o  these concepts. Veblen16 
gave an elegant development in terms of “point,” “between,” 
and “congruent” (the latter applied t o  pairs of points). In  
addition, foundations have been given based on the assump- 
tion of the existence of a group of transformations with cer- 
tain properties. Such foundations will not be discussed in 
this paper. 
More closely related to  the algebra of geometry is another 
paper in which Veblen3 develops the whole of Euclidean 
geometry in terms of “point” and “between” alone. Fol- 
lowing Pasch he first derives the  theory of the affine plane, 
and then adjoins a line a t  infinity arriving in this way a t  a 
projective plane. Then he chooses an arbitrary elliptic invo- 
lution on the line a t  infinity, i.e., a projective transformation 
on this line which leaves no point fixed, and for each point P 
transforms the image of P back into P. Finally he defines 
two lines of the affine plane to  be perpendicular if they in- 
tersect the line a t  infinity a t  two points which correspond 
to  each other by the chosen involution. Moreover, Veblen 
defines congruency of pairs of points and of angles with 
reference t o  the arbitrarily chosen involution. 
The  relation between this idea and the algebra of geom- 
etry is two-fold. We saw tha t  the basic concepts of Veblen’s 
theory, point and betweenness, can be defined in terms of 
joining and intersecting. Thus Veblen’s theory would imply 
the possibility of founding the whole of Euclidean geometry 
on the two projective operations. Besides, the idea can be 
directly applied t o  a projective plane whose theory has been 
developed in terms of joining and intersecting. Instead of 
omitting a line and its points (“at infinity”) as one theory 
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of the affine plane does, we omit a line L on which an in- 
volution has been arbitrarily chosen. With reference t o  L 
and the involution on L we can define perpendicularity 
for the lines which are # L ,  and congruency of segments 
and angles in the same way as Veblen does on the basis of 
affine geometry. But are these really developments of 
Euclidean geometry in terms of joining and intersecting? 
As we saw at the end of section 5 ,  even the affine geom- 
etry developed in this way is, strictly speaking, based on 
more than the undefined concepts joining and intersecting, 
viz., on an undefined constant term L in addition to  the 
projective operations. Still, with regard t o  the affine geom- 
etry we saw the possibility of a development which really 
is based on the concepts of joining and intersecting and 
on nothing else, viz., the algebra of affine geometry discussed 
in section 5. 
For Euclidean geometry, however, not only the methods 
outlined above do not really provide us with foundations 
of the whole theory on the operations joining and inter- 
secting, but, as Tarski recently1' pointed out, there does 
not exist any system of postulates of Euclidean geometry 
in terms of point and betweenness (nor, as we may add, 
in terms of joining and intersecting) since congruency (and, 
we may add, perpendicularity) cannot possibly be defined 
in terms of point and betweenness (nor in terms of the two 
projective operations). This impossibility is a consequence 
of the following theorem due to  Padoa:" If a system of 
propositions in terms of the undefined concepts C, C1, Cz,. . . 
admits two interpretations (either one satisfying all the 
propositions) such that Cl, Cz, . . .  have the same meaning 
in both interpretations, while C has different meanings in 
the two interpretations, then the concept C cannot be de- 
fined in terms of C1, Cz, - .  * on the basis of the system of 
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propositions. (Reference to  the basic propositions has to  
be made in the assertion of the non-existence of a definition 
in terms of C1, C,, since i t  is these propositions which 
constitute the content of the otherwise undefined concepts 
c1, cz, ’ * . .> 
Now the plane Euclidean geometry developed in terms of 
flats, joining and intersecting, betweenness, parallelism, per- 
pendicularity and congruency admits, e.g., the following 
two interpretations in the projective plane: One obtained 
from the projective plane by omitting a line L on which 
an elliptic involution II has been chosen, and one obtained 
from the projective plane by omitting the same line L on 
which, however, a different elliptic involution I z  has been 
chosen. While the concepts of flats, joining and intersecting, 
parallelism and betweenness have the same meaning in both 
interpretations, the concepts of perpendicularity and con- 
gruency have different meanings. For there are two lines 
perpendicular with regard to  the involution II which are 
not perpendicular with regard to Iz, and the situation with 
respect t o  congruency is similar. Hence, by virtue of Padoa’s 
theorem, perpendicularity and congruency cannot be de- 
fined in terms of the concepts flat, joining and intersecting, 
parallelism and betweenness. 
In concluding the remarks on Euclidean geometry I wish 
to  point out why Tarski’s remark has no analogue with 
regard to  the affine geometry. It should not be believed 
tha t  Padoa’s theorem also yields the impossibility of de- 
fining parallelism and betweenness in terms of the projec- 
tive operations. Indeed, the postulates of affine plane 
geometry have two different interpretations in the pro- 
jective plane. E.g., one can be obtained by omitting from 
the projective plane a line LI ,  the other by omitting from 
the projective plane a line Lz ( zL , ) .  Parallelism and be- 
- 
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tweenness have different meanings in the two interpreta- 
tions. E.g., there are lines which are parallel in the  first 
interpretation without being parallel in the second. Yet 
Padoa’s theorem does not yield a proof of the impossibility 
of defining parallelism and betweenness in terms of the flats 
and the projective operations since also the concept of flat 
has different meanings in the two interpretations. Point 
means in the first interpretation “point of the projective 
plane outside of L1,” in the second interpretation “point 
outside of LZ.” 
As a matter of fact, it is possible t o  define parallelism 
and betweenness in terms of the projective operations on 
the  basis of the postulates of affine geometry, as we have 
seen. What  is impossible is a projective definition of the 
metric concepts on the basis of Euclidean geometry. 
8. THE ALGEBRA OF BOLYAI-LOBACHEVSKY GEOMETRY 
About two years ago the writer noticedlg tha t  it is pos- 
sible to  develop the whole of Bolyai-Lobachevsky geometry, 
including its metric parts dealing with perpendicularity and 
congruency, from assumptions about the operations of join- 
ing and intersecting only. In  other words, instead of five 
groups of axioms, which, following Hilbert’s development 
of Euclidean geometry, are frequently used as the basis of 
non-Euclidean geometry, one is sufficient. The  contrast 
with the situation concerning Euclidean geometry outlined 
in the previous section seems remarkable. 
Bolyai-Lobachevsky geometry is the theory of undefined 
concepts (points, lines, planes, etc., joining and intersecting, 
betweenness, parallelism, and congruency for segments and 
angles) satisfying all postulates about these concepts for- 
mulated in Euclidean geometry except the Euclidean par- 
allel postulate, instead of which the following postulate 
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holds: in a plane, t o  a line L through a point P not on L,  
there exist infinitely many lines not intersecting L ;  they 
form an angular sector in the pencil of lines through P; 
the two extreme lines of this angular sector likewise do 
not intersect L and are called the two parallels proper 
through P t o  L .  
Tha t  this theory is consistent, if Euclidean geometry is, 
was proved around 1870 by Beltrami and Klein. Both of 
them found models for non-Euclidean geometry in the 
Euclidean space. Such a model is a system of entities, 
operations and relations, in the Euclidean space satisfying 
all the postulates made in non-Euclidean geometry about 
its undefined concepts. Later Poincari and others devised 
further models for non-Euclidean geometry in the Euclidean 
space. For our purposes, illustrations by Klein’s model will 
be most convenient. 
In  this model of the non-Euclidean plane the entities 
called points and lines are the points and open chords in 
the interior of an ellipse in the affine plane. The  operations 
and relations in the model are defined as follows: The  line 
joining” two points is the open chord of the ellipse pass- 
ing through the two points. The  “intersection” of two lines 
is the point which the two chords have in common if they 
have any point in common; otherwise, they are called “non- 
intersecting” lines. If P,  Q, R are three points on a line 
L,  tha t  is t o  say, points of an open chord of the ellipse, 
then we say that  (2 lies “between” P and R if it  does so 
on the chord. If P and Q are two distinct points, and 0 
and R are the two points of the ellipse which are the end- 
points of the open chord passing through P and Q, then, 
using an idea due to  Cayley, Klein calls “distance of P 
and Q” the absolute value of the logarithm of the cross 
ratio of the quadruple ( P ,  Q; 0, R). Two pairs of points 
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P, Q and P’, Q’ (on the same line or on different lines) 
are called “congruent” if the distances of P and Q, and of 
P’ and Q’ are equal. The  operations and relations so de- 
fined satisfy all the postulates of Euclidean geometry, except 
Euclid’s parallel axiom. T o  an open chord L of the ellipse 
through a point P not on the chord there are infinitely 
many chords not intersecting L. They form an angular 
sector in the pencil of all chords through P. The two ex- 
treme chords of this sector are the ones which have one 
endpoint in common with the chord L. Since this endpoint 
lies on the ellipse and not in its interior, these two extreme 
open chords do not intersect the open chord L and con- 
sequently play the role of the two parallels proper t o  L 
through P. Thus, Klein’s model satisfies Bolyai-Lobachev- 
sky’s parallel postulate, and each pair of parallel lines in 
Klein’s model is a pair of open chords of the ellipse which 
have one endpoint in common. 
Now we are going to  prove our statement made a t  the 
beginning of this section that  the whole of non-Euclidean 
geometry can be based on assumptions about joining and 
intersecting.” For this purpose we introduce the following 
auxiliary concept: In a non-Euclidean plane three mutually 
non-intersecting lines L1, Lz ,  La will be said to form an 
asymptotic triangle if for each number i= 1, 2, 3, through 
each point P i  of Li, there is exactly one line different from 
L i  which intersects neither of the other two lines. It is 
very easy t o  illustrate the concept of asymptotic triangle 
in Klein’s model: an asymptotic triangle is a triangle whose 
vertices lie on the ellipse bounding the model. In terms 
of asymptotic triangles, we shall now characterize the rela- 
tions of betweenness, parallelism, congruency, and con- 
vergence. 
If P, Q, R are three points on a line, then Q lies between 
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P and R, if and only if there is an asymptotic triangle, 
two of whose sides pass through P and R, and such that 
each line through Q intersects a t  least one of the three sides 
of the triangle. The  easiest way of proving tha t  this con- 
dition is really necessary and sufficient for Q’s lying between 
P and R, is again suggested by Klein’s model. If Q does 
lie between P and R, then each line through Q will intersect 
a t  least one of the three sides of any triangle whose vertices 
lie on the ellipse and two of whose sides pass through P 
and R. If a point S is collinear with P and R, and does not 
lie between P and R, then there are infinitely many lines 
through S, none of which intersects any side of a given 
triangle whose vertices lie on the ellipse and two of whose 
sides pass through P and R. 
Two lines L and M are parallel if and only if they do not 
intersect and there exists a third line N such tha t  L,  M, N 
form an asymptotic triangle. Again it is clear from Klein’s 
model tha t  this  is a necessary and sufficient condition for 
parallelism. For in Klein’s model two parallel lines are 
represented by open chords which have a common endpoint 
on the ellipse, and two such chords can be complemented 
by a third chord in such a way that the three chords form 
a triangle inscribed in the ellipse. 
Let P,  Q and PI, Q‘ be two pairs of points on parallel 
lines, L and L’ respectively. Let M be the line parallel t o  
L through P’ distinct from L’, and let M’ be the line through 
P parallel to  L’ distinct from L. Let P” be the intersection 
of M and MI. In  the same way, we call Q* the intersection 
of the parallel to  L’ through Q and the  parallel to L through 
0’. I n  order tha t  P, Q and P‘, Q’ be congruent, it is nec- 
essary and sufficient tha t  the line L*, joining P* and Q*, 
is parallel t o  L and L’. 
From Klein’s model, the necessity and sufficiency of this 
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condition is clear. For denote by 0 and R the two end- 
points of the chord L, by 0' and R the endpoints of the 
chord L'. Call K the line together with which the parallels 
L and L' form an asymptotic triangle. If L* is parallel t o  
L and L', tha t  is t o  say, passes through R, let 0" be the 
intersection of K with L*. Then the four points O*, P*, 
Q*, R are perspective with the points 0, P, Q, R from the 
center Or, and with the points 0') P', Q', R from the center 
0. The  cross ratio of 0") P*, Q*, R is thus the same as the 
cross ratio of 0, P, Q, R and Of, P', Q', R. Hence 0, P,  
Q, R and Of, PI, Q', R have the same cross ratio, which 
means tha t  P,  Q and P', Q' are congruent. If, however, 
L* is not parallel to  L and L', that  is to  say, if the chord 
L* does not end in R,  then the cross ratios 0, P, Q, R and 
0', P', Q', R are easily seen t o  be neither equal nor recip- 
rocal and, hence, P, Q and P', Q' are not congruent in this 
case. 
If P, Q and P', Q' lie on non-parallel lines L and L', then 
the two pairs are called congruent if there exists a pair 
P*, Q* on a line L* parallel t o  both L and L' which is con- 
gruent t o  both P, Q and P', Q'. (For any two lines L 
and L' there exists a line L* which is parallel t o  both L 
and L'.) 
If  P, Q, R are three non-collinear points, then a point 0 
lies in the interior of the triangle PQR if and only if each 
line through P contains a t  least one point between P and 
Q, or between Q and R, or between R and P. A sequence of 
points 01, 02, a .  converges t o  the point 0 if and only if 
each triangle PQR, in whose interior 0 lies, contains almost 
all the points of the sequence. 
Thus in non-Euclidean geometry we have given charac- 
terizations of all relations in terms of joining and inter- 
secting. In  order to develop the whole non-Euclidean 
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geometry in these terms we proceed as follows: we use the 
statements characterizing betweenness, parallelism and con- 
gruency as definitions of these relations. For instance, we 
define two non-intersecting lines t o  be parallel if there 
exists a third line such t h a t  the three form an asymptotic 
triangle. We say tha t  the point Q lies between the points 
P and R with which i t  is collinear, if for each asymptotic 
triangle two of whose sides pass through P and R, each line 
through Q intersects a t  least one of the three sides of the 
triangle. And so on. 
Now it is clear tha t  we can develop the whole of non- 
Euclidean geometry from postulates concerning the  pro- 
jective operations of joining and intersecting. At  the  worst, 
we might take the five groups of postulates from which 
traditionally non-Euclidean geometry is developed, and in 
each postulate of one of the last four groups replace each 
of the words “between,” “parallel,” “congruent,” and ‘rcon- 
verges” by our definition of these relations in terms of 
joining and intersecting. In  this way, we should get a sys- 
tem of postulates in terms of joining and intersecting only, 
from which the whole of non-Euclidean geometry could be 
developed. 
But, of course, a system of propositions obtained in this 
way would be very cumbersome. Many of the postulates 
would be quite unnatural since, in their ordinary form, they 
are adapted t o  the relations of betweenness, congruency, 
etc., rather than to  projective ideas. Thus the problem 
arose of formulating simple direct postulates about the 
operations of joining and intersecting from which the whole 
of non-Euclidean geometry can be developed. In  what fol- 
lows I shall outline the work of two of my students in this 
direction. 
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9. THE WORK OF JENKS 
F. P. Jenks20 in his Notre Dame thesis (1940) succeeded 
in deriving the theories of order and of parallelism in the 
non-Euclidean plane from eight simple postulates. The  
postulates are formulated in terms of the undefined con- 
cepts “point,” “line,” and “lies on,” which can be derived 
from the operations of joining and intersecting in the usual 
way. Two lines are called intersecting if they are distinct 
and there exists a point P which lies on both. 
I. If P and Q are any two distinct points, there exists 
exactly one line L such that  both P and Q lie on L. 
11. Each line contains a t  least five distinct points. 
111. There exist a t  least three non-collinear points, Le., 
points which do not lie on one line. 
IV. If L,  M are two distinct non-intersecting lines, and 
P is a point not on L or M ,  then there exists at  least one 
line through P which intersects neither L nor M .  
V. If L,  M and N are any three mutually non-intersect- 
ing lines, and if there exists a line which meets L and M 
but not N ,  and another line which meets M and N but not 
L,  then through each point of L there exists a line which 
meets M but not N .  
VI. If P, Q, R are three distinct collinear points and 
if there exist two lines L and L‘ through P, two lines M 
and MI through Q, and two lines N and N’ through R, 
such that  
(1) M and N intersect, but neither intersect L,  and 
(2) L’ and MI intersect, but neither intersect N’, 
then each line through Q intersects a t  least one line of every 
pair of intersecting lines which pass through P and R 
respectively. 
VII. If L and M are any two distinct intersecting lines 
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and P is any point not on L or M ,  then there exists a t  least 
one line through P which intersects L but not M .  
VIII .  If L is a line, and P a point not on L,  then there 
exist a t  least two distinct lines through P not intersecting L. 
It should be noted that  the postulates I-VI are common 
to  non-Euclidean, affine, and projective geometry. Postu- 
lates IV, V, VI are vacuously satisfied in the projective 
plane, where any two lines intersect, postulates V, VI are 
vacuously satisfied in the affine plane where for a given 
line L and a point P not on L there is not more than one 
line through P not intersecting L. 
Postulates I-VI1 are statements common to  non-Euclidean 
and affine geometry but Postulate VI1 does not hold in 
projective geometry. 
Postulate VI11 is the only one which fails both in pro- 
jective and in affine geometry, and thus is the sole typically 
non-Euclidean assumption among the eight. It is hardly 
necessary to  remark that  it is a part of the Bolyai-Loba- 
chevsky parallel postulate. 
Jenks bases his theory of order on the following defini- 
tion: Q lies between P and R (which is expressed by the 
symbol PQR) if P, Q, R are three distinct points and if 
every line through Q intersects a t  least one line of each pair 
of intersecting lines through P and R. This definition of 
betweenness differs from the one mentioned in the previous 
section in two respects. The first is that  it  does not assume 
that  the three points P, Q, R are collinear. Jenks proves 
from the other assumptions that  if Q is between P and R 
in his sense, then P, Q, R are by necessity collinear. The 
second difference which constitutes a definite improvement 
compared with the definition mentioned in the last section 
consists in the directness and finiteness of Jenks’ definition. 
By this we mean that  i t  is not based on the concept of 
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asymptotic triangles and operates with intersecting lines, 
rather than  with parallel lines. 
From his eight mentioned postulates Jenks was able t o  
derive the theories of order and of parallelism in the Bolyai- 
Lobachevsky plane. 
The  first result is t ha t  for the points of each line L the  
ternary relation PQR satisfies the six properties taken t o  
be characteristic for a between relation. I n  development of 
the theory of order due to  Pasch, these six properties were 
formulated by Huntington and Kline.21 They read as follows : 
1. If PQR ( that  is, Q lies between P and R ) ,  then P,  Q, 
and R are distinct. 
2. If PQR, then RQP. 
3 .  If PQR, then not QRP. 
4. If P,  Q, R are any three distinct points of L,  then 
5. If PQR and PRS,  then PQS and QRS. 
6.  If PQR and QRS, then PQS and PRS.  
If L contains a t  least five points, then Property 6 is a 
consequence of the other five properties, as E. H. Moore 
showed. Now Jenks’ postulate I1 states the existence of a t  
least five points. Properties I, 2 and 4 are immediate con- 
sequences of the definition of betweenness and of postulate 
VI. 
As a typical example of a proof in this theory we mention 
the way Jenks derives property 3.  The  proof is essentially 
based on the part  of the non-Euclidean parallel postulate 
expressed in Jenks’ assumption VIII. T h e  property 3 im- 
plies, in particular, t ha t  of three distinct points a t  most 
one lies between the other two. T h a t  this property of the  
between-relation follows from a part  of the non-Euclidean 
parallel assumption is remarkable when contrasted with the  
fact mentioned in Section 6 t ha t  the ordinary assumptions 
either PQR or RQP or QRP or PRQ or RPQ or QPR. 
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of affine geometry including Euclid’s parallel postulate are 
not sufficient t o  prove this property for the between- 
relation of affine geometry as defined by Pieri. 
Jenks’ proof reads as follows: Let M be a line through Q 
distinct from the line L through P,  Q, R. (The existence of 
such a line follows from Postulate 111.) By virtue of VI11 
there exist two distinct lines N 1  and N z  through R neither 
of which intersects M .  From VI1 i t  follows tha t  there 
exists a line K through P which intersects N ,  but not N z .  
Since M does not intersect N 1 ,  and Q lies between P and R ,  
it follows tha t  M must intersect K.  Since N z  is a line through 
R which intersects neither of the intersecting lines K and 
M ,  the point R does not lie between P and Q. 
By similar ideas Jenks proves property 5 .  In  addition t o  
the six properties of linear order he derives the statement 
known as the axiom of Pasch and, furthermore, what may be 
called convexity and external convexity of the plane, Le., 
the existence, for any two distinct points P and R, of a 
point Q such that PQR, and of a point S such tha t  P R S .  
From these theorems the properties of the order of points 
in the plane (each line divides the plane into two parts, 
etc.) can be derived in the usual way. 
Jenks bases his theory of parallelism on the following 
definition: Two non-intersecting lines L,  M are parallel if 
there exists a point P between L and M such tha t  through 
P there is a t  most one line which meets neither L nor M .  
Here the point P is said t o  lie between the non-intersecting 
lines L and M if there exist points Q and R on L and M 
respectively such tha t  QPR. This definition is proved t o  
be independent of P in the sense tha t  each point lying be- 
tween L and M has the same property as P. Obviously, 
the relation of parallelism is symmetric. 
Let N be a line which intersects two parallels L ,  M in 
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the points P, Q respectively, and R be a point of L distinct 
from P. We say tha t  L and M are parallel on the side of N 
on which R lies if there exists a line through R intersecting 
N in a point between P and Q but not intersecting M .  
Here again the definition is shown t o  be independent of 
the point R. If L and M are parallel, and M and N are 
parallel, and K is a line intersecting each of the lines L, 
M, N ,  then L and N are said to  be parallel t o  the line M 
on the same side of the transversal K if there exists a point 
P on M such tha t  both L and M ,  and M and N are parallel 
on tha t  side of K on which P lies. Using these concepts, 
Jenks proves the classical assumption tha t  the relation of 
parallelism is transitive in a certain sense: If L and N are 
two lines which are parallel to  M on the same side of a 
transversal, then L. and N are parallel. Further, if L and 
M are two parallels t o  a line N and through a point P, 
then L and M are parallel to  N on opposite sides of any line 
through P which intersects N ,  and hence there exist a t  
most two parallels t o  any given line through a given point. 
This is half of the Bolyai-Lobachevsky parallel postulate. 
Independent of Jenks’ eight assumptions is the other half, 
namely, tha t  there exist a t  least two parallels to  any given 
line through a given point. Independent of this other half 
is the assumption tha t  any two non-parallel lines have four 
distinct common parallels. Assuming their existence we can 
prove from the other postulates tha t  the four common 
parallels lie in different quadrants. 
IO. THE WORK OF ABBOTT 
The  law of Pappus does not play any role in Jenks’ theory 
but is the basis of J. C. Abbott’s deductions concerning 
the concept of congruency. Abbott proved tha t  if the plane 
satisfies the law of Pappus, then the congruency of pairs of 
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points, defined in terms of joining and intersecting in a 
manner similar t o  tha t  of section 8, has the following prop- 
erties: If P,  Q is a pair of points on a line L and P’ a point 
on a line L’, then there exists a point Q’ on either side of P’ 
on L’ such tha t  I”, Q’ and P, Q are congruent. If for three 
points P, Q, R on a line L for which Q lies between P and 
R, and for three points P‘, Q’, R’ on a line L’ for which Q’ 
lies between P’ and R’, the pairs of points P, Q and PI, Q’ 
are congruent and the  pairs Q, R and Q’, R‘ are congruent, 
then the pairs P, R and PI, R’ are congruent. 
In developing the point of view outlined in section 8, 
the writer tried t o  characterize the Bolyai-Lobachevsky 
geometry among the  more general geometries studied by 
Minkowski which admit a plane model similar t o  Klein’s 
model of the Bolyai-Lobachevsky plane but contained in the 
interior of any convex curve not necessarily an ellipse. It 
has been remarkedlg tha t  t h e  characterization can be for- 
mulated in terms of joining and intersecting, viz., by postu- 
lating Pascal’s law for “asymptotic” hexagons which in 
Klein’s model are represented by hexagons inscribed in the 
boundary curve of the model. 
According t o  Abbott, it is in the theory of perpendicu- 
larity tha t  we actually need Pascal’s law in developing 
Bolyai-Lobachevsky geometry in terms of joining and inter- 
secting. Abbott gives the following definition of perpen- 
dicularity in terms of the projective operations: Let L and 
L’ be two lines intersecting a t  the point P. Let Q be an 
arbitrary point on L which is distinct from P. Let K and 
M be the two parallels t o  L’ through Q. Let N be a parallel 
t o  either K or M through P, say, t o  K. Then we say tha t  
L and L’ are perpendicular if L’ passes through one of the 
two points of intersection of the two quadrangles of lines 
formed by the  four common parallels to  M and L and the  
four common parallels t o  N and L. 
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Now from Pascal’s law it follows tha t  if L’ and L” are 
both perpendicular t o  L and have a point in common, then 
L’=L’’. This theorem implies as a corollary that if in the 
definition of perpendicularity we choose N as a parallel to  
M through P, then we get the same concept of perpendicu- 
larity; that  is to  say L and L’ are perpendicular in the sec- 
ond sense if and only if they are perpendicular in the first. 
If Pascal’s law does not hold then, as Abbott shows by 
an example, all the other postulates may be satisfied and 
yet two distinct and intersecting lines may have a common 
perpendicular. 
A further consequence of Pascal’s law is the theorem tha t  
if L is perpendicular t o  L’, then L‘ is perpendicular t o  L. 
Next Abbott defines congruency of angles. An angle be- 
tween the lines L,  M intersecting at  the point P is one of 
the four pairs of rays determined by P (one on L and one 
on M ) .  Let CY be an angle between L and M with the vertex 
P, and let CY’ be an angle between L‘ and M’ with the ver- 
tex P’. Then let N be the perpendicular to  L which at  the 
same time is parallel t o  M and lies in the sector of the angle 
CY. Similarly we define N ’ .  Let Q be the intersection of N 
and L ,  and Q’ the intersection of L’ and N’. Then CY and 
a’ are said t o  be congruent if and only if the pairs of points 
P, Q and P’, Q’ are congruent. 
By a repeated use of Pascal’s law, Abbott proves that an 
angle between L and M is congruent to  the angle between 
M and L with the same angular sector. Of his other 
results I mention only the theorem that any two right an- 
gles, i.e. angles between perpendicular lines, are congruent. 
This research, which is still in progress, will result, I be- 
lieve, in a system of fairly simple assumptions in terms of 
the projective operations for the whole Bolyai-Lobachevsky 
geometry. 
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