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RESUMEN EJECUTIVO  
El objetivo del proyecto es diseñar una aplicación tecnológica basada en el Procesamiento de 
Lenguaje Natural  y algoritmos estadísticos de Aprendizaje Automático para clasificar de forma 
automatizada correos de clientes corporativos en una Entidad Bancaria.  
Actualmente el proceso de clasificación de los correos que envían los clientes corporativos es 
realizado por 14 operarios, y diariamente se reciben alrededor de 7000 correos, el equipo de 
operarios debe leer cada correo y en función de su contenido los clasifican en las siguientes 
tareas:  
 
 
 
Dada la importancia que tiene la motivación de los trabajadores de cara a obtener el mayor 
rendimiento profesional posible, un trabajo de la índole del anteriormente comentado resulta 
contraproducente, pudiendo no sólo no permitirles desarrollarse profesionalmente de la mejor 
manera posible, si no haciendo que su trabajo sea realizado con desgana y en ocasiones 
erróneamente. Esto conduce a problemas en el funcionamiento normal de la empresa, 
teniendo que recurrir en muchas ocasiones a una reclasificación de los correos y un retardo 
en el tiempo que no permite que las tareas se desarrollen de manera eficiente. 
Ante esta situación, se plantean diferentes soluciones de las cuales se adopta la que será 
motivo de este Trabajo de Fin de Grado. La solución propuesta se apoya en una combinación 
de tecnologías de Procesamiento de Lenguaje Natural  y Aprendizaje Automático, técnicas 
innovadoras que, además de cumplir con el objetivo satisfactoriamente, reducen el tiempo de 
análisis de los correos recibidos. Para el correcto modelado de la herramienta se llegó al 
acuerdo con la Entidad Bancaria que esta proporcionará un volumen de un mínimo de 1000 
correos clasificados por categoría 
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La disciplina de Procesamiento de Lenguaje Natural  permite a la máquina ‘’entender’’ el 
lenguaje escrito. Para ello, prepara y transforma datos generados por fuentes heterogéneas 
y que no siguen un orden predeterminado, en datos estructurados que pueden ser procesados 
por una máquina. 
El Aprendizaje Automático  es una ciencia basada en algoritmos estadísticos utilizados para 
el procesamiento de grandes cantidades de datos (Big Data), con el objetivo de sacar el mayor 
provecho de los mismos. A través de esta disciplina es posible comprender los datos 
obtenidos mediante agrupaciones, asociaciones, predicciones, clasificación o descubrimiento 
de atributos entre otras. 
El modelado de la herramienta de clasificación de correos se divide en dos grandes bloques 
diferenciados. En el primero de ellos se realiza un tratamiento y preparación de los datos en 
bruto, para adaptarlos a los requerimientos necesarios para la ejecución del segundo bloque, 
en el cual se aplican los algoritmos estadísticos que determinarán la clasificación de cada 
correo. 
La metodología se divide en cuatro etapas: 
 Descubrimiento de datos: Antes de comenzar el desarrollo de la herramienta de 
clasificación, también llamada herramienta predictora, es de vital importancia 
comprender los datos que serán tratados.  
Por razones de privacidad de datos la Entidad Bancaria no pudo proporcionar el 
volumen de correos acordado originalmente, y de las 54 categorías iniciales en las que 
se pretendía realizar la clasificación, se diseña una herramienta capaz de clasificar 10 
categorías. 
Este punto es muy importante dado que se han identificado dos tareas (Transferencias 
y OMF), en las cuales los clientes realizan movimientos de cantidades notables de 
dinero. Por esta razón la precisión que requiere la herramienta es bastante alta, 
suponiendo un reto importante a la hora de su diseño y construcción.   
 
 Pre-procesamiento de datos: En esta fase se utilizan las técnicas de Procesamiento 
de Lenguaje Natural. La tareas desarrolladas en esta fase se centran en purga y 
limpieza de datos, así como la estandarización del formato mediante : 
o Toquenización: Proceso por el cual se divide el texto completo de cada correo 
en palabras que posteriormente serán tratadas como componentes de un 
vector. 
o Identificación y eliminación de stop words según metodología TDF-ID: 
Eliminación de palabras que no aportan valor. 
o Lematización: Obtener el lexema de cada palabra para reducir el diccionario 
total. 
o Bag of words: Transformar cada correo en un vector que lo represente. 
 
 Desarrollo de modelo: Para la construcción del modelo se ha determinado que la 
situación propuesta es un problema de clasificación y aprendizaje supervisado, es 
decir, los correos proporcionados por la Entidad Bancaria se dividirán en 3 grandes 
grupos. Con el primer conjunto, que representa un 70% de los correos recibidos se 
realiza el ajuste y entrenamiento de los algoritmos, y con el resto de correos se 
despeñan las tareas de validación para verificar el porcentaje de acierto de las 
predicciones realizadas por el modelo.  
. 
Existen numerosos algoritmos de clasificación, tras un estudio realizado se proponen cuatro 
algoritmos posibles en los que fundamentar el diseño de la herramienta. Las variables 
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tomadas en cuenta para la selección de los algoritmos fueron la precisión, adaptabilidad a los 
datos, linealidad y complejidad teórica de cara al cliente. Los algoritmos tanteados fueron:  
 
o Regresión logística 
o Naive Bayes 
o Clasificador Adaboost 
o Radom Forest 
 
 Validación y pruebas: Tanto para verificar el correcto funcionamiento de las hipótesis 
diseñadas, como para seleccionar el algoritmo que se utilizará en el modelo, se llevan 
a cabo tareas de comprobación. Para las tareas de validación y pruebas se utilizan 
correos que no han sido empleados durante el entrenamiento de los algoritmos, de 
manera que se introduzcan en el modelo, éste realice una predicción y los resultados 
son comparados con las clasificaciones reales aportadas por la Entidad Bancaria. 
 
La técnica para validación del modelo desarrollado fueron las matrices de confusión. 
En esta fase, debido a los resultados, inferiores al 75% de acierto, se han descartado 
los algoritmos de Adaboost y Naive Bayes. 
 
Los porcentajes de aciertos de los dos algoritmos restantes son muy parecidos (83,5% con 
Random Forest y 76,7% con Regresión Lineal), de manera que la selección del algoritmo final 
se fundamenta en la flexibilidad del modelo. De cara a la Entidad Bancaria, la herramienta 
tendrá valor agregado si en caso de cambiones funcionales es capaz de adaptarse a los 
cambios sin necesidad de volver a diseñar otra herramienta de clasificación.  
 
El algoritmo seleccionado es el algoritmo de Random Forest, el umbral de acierto superior al 
80% refleja un muy buen desempeño del modelo, ya que se debe tener en cuenta la 
complejidad del caso, debida a: 
 
 Dificultad de diferenciación entre algunas tareas por la gran similitud que presentan 
entre ellas.  
 Subjetivad por parte de los operarios que clasifican actualmente los correos, por lo que 
pueden surgir incongruencias en algunas clasificaciones.  
 Correos redactados por distintas personas ( edades, culturas, formas de expresión 
variadas) 
 Ambigüedad del lenguaje escrito.  
 Número elevado de clasificaciones. 
El resultado representa la correcta clasificación de un alto número de correos, cumpliéndose 
así el objetivo fijado. Aquellos correos en los que la herramienta no tenga una seguridad 
suficientemente alta (más del 90%), se redirigirán a un operario, encargado de clasificarlos 
manualmente. Una vez clasificados, los correos vuelven a entrar en la herramienta para que 
esta ‘’aprenda’’ de aquellos casos que en un principio no supo clasificar. 
El desarrollo triunfante demostrado por el porcentaje de acierto indica que la hipótesis de 
modelado planteada es correcta, y que, efectivamente se puede construir una herramienta 
capaz de clasificar de manera automática los correos enviados por los clientes corporativos 
de la entidad bancaria. 
Debido al éxito que tuvo  la herramienta actualmente hay negociaciones con la Entidad 
Bancaria para poner en producción el modelo y clasificar el total de los 54 tipos de tareas. 
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Para ampliar el alcance de la clasificación no se requiere de modificaciones exhaustivas, sin 
embargo al ampliarlo se debería tener un control íntegro del correcto funcionamiento del 
mismo.  
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1. INTRODUCCIÓN 
La cantidad de datos existentes en el mundo está creciendo de una manera exponencial, 
además de esto, se le agrega el factor de que los datos tienen procedencias muy 
heterogéneas conllevando a una amplia variedad de estructuras o incluso a falta de estructura 
de datos.  
Según un estudio llevado a cabo por Forrest para el año 2005 se había creado un aproximado 
130 exabytes de data, para el 2010 fueron 1200 exabytes, para el 2015: 7900 exabytes y se 
estima que para el 2020: 40900 exabytes.  
 
 
Ilustración 1.-  Representación del crecimiento del volumen de datos documentado desde el año 2010 y expectativas para el 
año 2020. (Fuente: IDC’S Digital Universe Study, EMC)  
A raíz de esta circunstancia surge la necesidad del desarrollo e implementación de 
tecnologías capaces de procesar los grandes volúmenes de datos a una velocidad adecuada.  
Una de estas tecnologías es conocida como Machine Learning o Aprendizaje Automático.  
Las tareas propias del Aprendizaje Automático  pueden ser descriptivas o predictivas, de 
manera que es un campo interdisciplinar con el objetivo general de predecir las salidas y 
revelar relaciones entre los datos. Para esto se utilizan herramientas automáticas que 
emplean algoritmos estadísticos [1]. 
Hoy en día, los datos no están restringidos a ningún formato, el avance de la tecnología para 
la gestión de bases de datos hace posible integrar diferentes tipos de datos, tales como 
imágenes, videos y texto. Por lo que disciplinas que desarrollan instrumentos para el 
procesamiento de datos no estructurados también representan fuentes de valor añadido para 
el tratamiento y análisis de datos.  
El Procesamiento del Lenguaje Natural  es una herramienta muy potente que combina las 
tecnologías de la ciencia computacional con la lingüística aplicada. Su objetivo es que las 
máquinas puedan comprender y procesar la información expresada en lenguaje humano para  
 
12 
Daniela González Herrero 
El proyecto se basa en la integración de ambas disciplinas, buscando una solución híbrida 
que permita gracias al Procesamiento de Lenguaje Natural  la interpretación y entendimiento 
del lenguaje de los correos electrónicos recibidos por una Entidad Bancaria y,  mediante la 
aplicación de Aprendizaje Automático  permita la posibilidad de crear un sistema capaz de 
clasificar dichos correos en función de su contenido.  
Actualmente el proceso de clasificación de los correos que envían los clientes corporativos a 
la Entidad Bancaria es realizado por 14 operarios. Diariamente se reciben alrededor de 7000 
correos, el equipo de operarios debe leer cada correo y en función de su contenido los 
clasificarlo en 54 tipos de tareas. 
Dada la importancia que tiene la motivación de los trabajadores de cara a obtener el mayor 
rendimiento profesional, este tipo de trabajos puede ser contraproducente, pudiendo no sólo 
no permitirles desarrollarse profesionalmente de la mejor manera posible, si no haciendo que 
su trabajo sea realizado con desgana y en ocasiones erróneamente. Esto conduce a 
problemas en el funcionamiento normal de la empresa, teniendo que recurrir en muchas 
ocasiones a una reclasificación de los correos y un retardo en el tiempo que no permite que 
las tareas se desarrollen de manera eficiente. 
Por lo tanto, el diseño y construcción de una herramienta que de forma automática clasifique 
los correos recibidos ofrece numerosas ventajas: 
 Aumentar la motivación de los trabajadores de la Entidad Bancaria pudiendo 
reubicarlos en puestos de trabajo más aptos a su perfil profesional. 
 Disminuir los posibles errores humanos. 
 Mejorar las capacidades de análisis de negocio y análisis productivo. 
 Mejorar el nivel de apoyo para la toma de decisiones, proporcionando un aumento de 
las capacidades del sistema para el descubrimiento y análisis de datos, tales como la 
detección de patrones. 
 Reducción de tiempos de procesamiento y clasificación de los correos electrónicos. 
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2. OBJETIVOS 
Este proyecto se plantea con el objetivo principal de diseñar una aplicación tecnológica 
basada en el Procesamiento de Lenguaje Natural  y algoritmos estadísticos para facilitar de 
forma automática las tareas de clasificación de correos de clientes corporativos en una 
Entidad Bancaria.  
Para alcanzar el objetivo principal se debe trabajar con los siguientes objetivos secundarios 
desde el punto de vista teórico: 
 Profundizar en el estudio de las técnicas de Procesamiento de Lenguaje Natural. 
 Investigar y estudiar campos de la Inteligencia Artificial. 
 Comprender y asimilar conceptos propios del Aprendizaje Automático  como ciencia. 
Desde un punto de vista funcional se deben alcanzar los siguientes objetivos:  
 Trabajar en detalle algoritmos estadísticos fundamentales para el desarrollo de 
modelos predictivos.  
 Formar y reforzar conocimientos del lenguaje de programación Python que será el 
utilizado para el desarrollo del modelo.  
 Conocer y aprender el uso de librerías NLTK y SKLEARN específicas de 
Procesamiento de Lenguaje Natural  y Aprendizaje Automático  respectivamente.  
Y desde el punto de vista analítico, los objetivos secundarios se engloban en:  
 Conocer el contexto de los clientes de banca corporativa en la entidad bancaria. 
 Familiarizarse con  el flujo de la información y los tipos de clientes corporativos de la 
entidad bancaria.  
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3. MARCO TEÓRICO 
3.1. INTELIGENCIA ARTIFICIAL 
 
La inteligencia artificial es considerada una rama de la computación que relaciona un 
fenómeno natural  con una analogía artificial a través de programas de ordenador. Puede ser 
tomada como ciencia si se enfoca hacia la elaboración de programas basados en 
comparaciones con la eficiencia del hombre, contribuyendo a un mayor entendimiento del 
conocimiento humano. Por otro lado es tomada como ingeniería, basada en una relación 
deseable de entrada y salida para sintetizar un programa de computador. El resultado es un 
programa de alta eficiencia que funciona como una poderosa herramienta para quien la utiliza. 
“A través de la inteligencia artificial se han desarrollado los sistemas expertos que intentan 
imitar la capacidad mental del hombre y relacionan reglas de sintaxis del lenguaje hablado y 
escrito sobre la base de la experiencia, para luego hacer juicios acerca de un problema, cuya 
solución se logra con mejores juicios y más rápidamente que el ser humano.”[9]. 
La Inteligencia artificial ha ido ganando protagonismo en los campos de tecnología a lo largo 
del tiempo, como indica el concepto expuesto anteriormente, mediante la inteligencia artificial 
se busca “aprovechar” las capacidades de los ordenadores tales como potencia de cálculo, 
velocidad de procesamiento y capacidad de almacenamiento de datos para lograr alcanzar o 
imitar el razonamiento de una mente humana. Es importante destacar que el objetivo de la 
Inteligencia Artificial no es la sustitución del hombre por la máquina, sino convertir a la 
máquina en una herramienta facilitadora del trabajo del hombre. 
 
Existen dos líneas de investigación de Inteligencia Artificial: 
  
Inteligencia artificial convencional: Se conoce también como Inteligencia Artificial débil. 
Basada en el análisis formal y estadístico del comportamiento humano ante diferentes 
problemas, como son: 
 Razonamiento basado en casos: ayuda a tomar decisiones mientras se resuelven 
ciertos problemas concretos. 
 Sistemas expertos: se llega a una solución a través del conocimiento previo del 
contexto. 
 Redes bayesianas: propone soluciones mediante inferencia estadística. 
 Inteligencia artificial basada en comportamientos: sistemas complejos que tienen 
autonomía y pueden auto-regularse y controlarse para mejorar. 
 
Inteligencia artificial computacional: La inteligencia computacional también conocida como 
Inteligencia Artificial fuerte es la que implica desarrollo o aprendizaje interactivo. El 
aprendizaje se realiza basándose en datos empíricos. Algunos métodos de esta rama 
incluyen: 
 Máquina de vectores soporte: sistemas que permiten reconocimiento de patrones 
genéricos de gran potencia. 
 Redes neuronales: sistemas con grandes capacidades desconocimiento de patrones. 
 Modelos ocultos de Markov: aprendizaje basado en dependencia temporal de eventos 
probabilísticos. 
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3.1.1. TÉCNICAS Y CAMPOS DE LA INTELIGENCIA ARTIFICIAL 
 
La Inteligencia Artificial abarca varios campos de aplicación que interactúan entre sí, entre los 
cuales podemos citar [9]:  
 
 
 Ingeniería del conocimiento (Knowledge Engineering) 
 Lógica difusa (Fuzzy Logic) 
 Redes neuronales artificiales (Artificial Neural Networks) 
 Sistemas reactivos (Reactive Systems) 
 Sistemas multi-agente (Multi-Agent Systems) 
  
 Razonamiento basado en casos (Case-Based Reasoning) 
 Sistemas expertos (Expert Systems) 
 Redes Bayesianas (Bayesian Networks) 
 Vida artificial (Artificial Life). 
 Computación evolutiva (Evolutionary Computation) 
 Estrategias evolutivas 
 Algoritmos genéticos (Genetic Algorithms) 
 Técnicas de Representación de Conocimiento 
 Redes semánticas (Semantic Networks) 
 Frames 
 Visión artificial 
 Audición artificial 
 Lingüística computacional 
 
 Minería de datos (Data Mining) 
 
El desarrollo de este proyecto se ha fundamentado en dos campos de aplicación, que son el 
Procesamiento de Lenguaje Natural  y  Aprendizaje Automático  también conocido como 
Machine Learning.  
En los siguientes capítulos se desarrolla de manera teórica las bases de cada uno de estos 
campos haciendo énfasis en detalles e hipótesis tomadas en cuenta para el desarrollo del 
caso de uso.  
 
3.2. APRENDIZAJE AUTOMÁTICO  (MACHINE LEARNING) 
 
“El Machine Learning es un campo de estudio que da a las computadoras la capacidad de 
aprender sin ser programadas de forma explícita”. Arthur Samuel (1959).[2]. 
Machine Learning es una disciplina científica del ámbito de la Inteligencia Artificial que crea 
sistemas que “aprenden automáticamente”:  
 “Aprender” en este contexto quiere decir identificar patrones complejos en millones 
de datos. La máquina que realmente aprende es un algoritmo que revisa los datos y 
es capaz de predecir comportamientos futuros. 
 “Automáticamente”, también en este contexto, implica que estos sistemas se 
mejoran de forma autónoma con el tiempo, sin intervención humana. 
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El Aprendizaje Automático  tiene una gama muy amplia de aplicaciones incluyendo motores 
de búsqueda, diagnósticos médicos, detección de fraude, análisis del mercado de valores, 
clasificación de secuencia de ADN, reconocimiento del habla y del lenguaje escrito, entre 
otros.  
Gracias a la importancia y la tendencia de BIG DATA, el Aprendizaje Automático  ha adoptado 
un poder muy grande en la industria tecnológica debido a la capacidad de predicción, 
automatización y sugestión a partir de una serie de técnicas y algoritmos potentes capaces 
de crear modelos predictivos y patrones de comportamiento en función de los datos 
existentes, pudiendo generar miles de millones de predicciones al día, además de abastecer 
dichas predicciones en tiempo real y con un desempeño excelente [2].  
El aprendizaje del sistema requiere dos conjuntos de datos:  
 Los primeros denominados datos de entrenamiento o training data set son 
utilizados para enseñar al sistema.  
Mediante la aplicación de diferentes técnicas de Aprendizaje Automático se obtienen 
varias hipótesis que generalizan los datos de manera adecuada.  
 El segundo conjunto de datos denominado datos de prueba o testing data set  serán 
los utilizados para verificar que las hipótesis obtenidas son correctas. Gracias a este 
conjunto de datos se obtiene el error real cometido por el modelo. 
 Cuando el volumen de los datos es elevado se puede crear un tercer conjunto de datos 
llamados datos de validación o validation data que sirve como herramienta para la 
selección del mejor modelo. Este conjunto de datos no estrictamente requerido para 
el desarrollo de tareas de Aprendizaje Automático, es opcional.  
Se puede concluir que se busca conseguir un aprendizaje con los datos de entrenamiento, 
obteniendo una hipótesis capaz de generalizar correctamente el funcionamiento del modelo. 
Y los datos de prueba constituyen una parte de los datos que se utiliza únicamente para 
comprobar que la predicción sea adecuada. Lo que interesa es que la hipótesis obtenida tenga 
el menor error posible con los datos de prueba, asumiendo que los datos de entrenamiento 
son una muestra lo suficientemente representativa como para que el error cometido con los 
datos de prueba sea similar al error empírico [3].  
 
 
Ilustración 2.-Flujo de los datos de entrenamiento y de prueba (Fuente: Elaboración  propia) 
El objetivo de estas técnicas es encontrar aquella función o modelo, dentro de todo el conjunto 
de modelos, que mejor se ajusta y generaliza los datos de entrenamiento para aplicarlo a los 
datos de prueba y así obtener una predicción, recomendación, clasificación, etc. 
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3.2.1. MÉTODOS DE APRENDIZAJE 
 
En función de los datos disponibles, el tipo de salida que se produzca y de cómo se aborde el 
tratamiento de los datos. El método de aprendizaje se puede clasificar en diferentes tipos, a 
continuación se describen los más comunes:  
 
APRENDIZAJE SUPERVISADO 
Se aplica en aquellos casos en los que se dispone de datos suficientes para entrenar y 
enseñar al sistema.  
En este tipo de aprendizaje se tiene la información completa de los datos de entrenamiento, 
es decir, se utilizan datos que han sido clasificados previamente y a partir de éstos se obtiene 
un modelo estadístico que los describe. Este modelo se aplicará posteriormente  a los datos 
de prueba de los cuales se conoce la clasificación correcta por lo que se puede hacer una 
validación del modelo [3]. Es el tipo de aprendizaje que mejores resultado ofrece ya que es el 
que más información tiene. 
En el contexto supervisado, a partir de una muestra de aprendizaje  
ℒ = {(𝑋1, 𝑌1), (𝑋2, 𝑌2), … , (𝑋𝑛, 𝑌𝑛)} 
Constituida por n realizaciones de un par de variables aleatorias (𝑋𝑛, 𝑌𝑛). Se construye una 
función tal que 𝑓: 𝛸𝑌, dada una nueva entrada X, se pueda predecir con cierto grado de 
certeza la variable 𝑌 = 𝑓(𝑋).  
Para cada observación (𝑋𝑖 , 𝑌𝑖) del conjunto ℒ, a la variable 𝑋𝑖  ⋲ 𝛸  se le llama variable de 
entrada y variable 𝑌𝑖 ⋲ 𝑌 dependiente o variable de salida.  
 
APRENDIZAJE NO SUPERVISADO 
Es el menos común y utiliza datos históricos que no han sido etiquetados o clasificados, 
únicamente se disponen de los datos de entrada. El objetivo es encontrar patrones que 
permitan el obtener información sobre la estructura del dominio de salida así como descubrir 
o predecir relaciones implícitas entre datos no clasificados [3]. 
Dentro del aprendizaje no supervisado, existe la posibilidad de generar el aprendizaje del 
algoritmo de una manera híbrida, a esto se le conoce como aprendizaje semi-supervisado 
donde se utiliza una combinación de aprendizaje supervisado y no supervisado, teniendo en 
cuenta ejemplos clasificados y no clasificados. 
 
APRENDIZAJE POR REFUERZO 
En este caso el algoritmo aprende observando el mundo que le rodea y con un continuo flujo 
de información en las dos direcciones (del mundo a la máquina, y de la máquina al mundo) 
realizando un proceso de ensayo-error, reforzando aquellas acciones que reciben una 
respuesta positiva en el mundo. 
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APRENDIZAJE POR TRASDUCCIÓN 
Es similar al aprendizaje supervisado, pero su objetivo no es construir de forma explícita una 
función, sino únicamente tratar de predecir las categorías en las que se deben clasificar los 
nuevos datos de entrada basándose en previos ejemplos de entrada, sus respectivas 
categorías y los ejemplos nuevos al sistema.  
 
APRENDIZAJE MULTI-TAREA 
Engloba todos aquellos métodos de aprendizaje que usan conocimiento previamente 
aprendido por el sistema de cara a enfrentarse a problemas parecidos a los ya vistos. 
 
3.2.2. ALGORITMOS DEL APRENDIZAJE AUTOMÁTICO  
 
En el contexto de Aprendizaje Automático, la máquina que realmente aprende es un algoritmo 
que revisa los datos tomando en cuenta diferentes parámetros para poder predecir 
comportamientos futuros. De manera que se puede concluir que los algoritmos estadísticos 
son una rama fundamental para el desempeño de tareas de Aprendizaje Automático.  
Dichos algoritmos se pueden separar en dos grandes grupos en función del tipo de tarea que 
desarrollen:  
ALGORITMOS DE TIPO PRODUCTIVO  
Desarrollan tareas de predicción de valores. En función de la forma de proporcionar los 
resultados, se clasifican en: 
 Algoritmos de clasificación: La tarea desarrollada por el algoritmo consiste en 
predecir una determinada clase (categórica) para un objeto. Las salidas de estos 
algoritmos son variables categóricas o clasificaciones.  
 
Los datos de entrada 𝑋 = {𝑋1, 𝑋2 … , 𝑋𝑛}  en función de sus atributos o propiedades 𝑃 =
{𝑝𝑖1, … , 𝑝𝑖𝑘}  se clasifican en  𝑌 = {𝑌1, 𝑌2 … , 𝑌𝑘} 
 
 Algoritmos de regresión: Los algoritmos de regresión se utilizan para modelar 
funciones que toman valores continuos (esto es, predecir valores numéricos 
desconocidos dentro de un conjunto).Las salidas de estos algoritmos son valores 
continuos.  
 
Tanto los datos de entrada como los de salida, pertenecen a dominios (𝑋, 𝑌)arbitrarios 
[5].  
 
ALGORITMOS DE TIPO DESCRIPTIVO  
Las tareas que desarrollan este tipo de algoritmos se basan en agrupación, asociaciones o 
relaciones desconocidas [5]. Se clasifican en:  
 Clustering: dividen un conjunto de registros, de tal manera que los registros incluidos 
en uno de los clúster se caracterizan por su gran similitud o cercanía, mientras que 
entre grupos hay mayores diferencias.  
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 Asociación: Se pretende identificar relaciones no explícitas entre atributos 
categóricos de registros no clasificados. Buscan identificar relaciones en función de la 
ocurrencia de varios atributos.  
 
 
3.2.3. SELECCIÓN DE ALGORITMOS DE APRENDIZAJE AUTOMÁTICO  
 
La selección de los algoritmos que se utilizan en el desarrollo de modelos de Aprendizaje 
Automático  depende de muchas variables: fundamentalmente de los datos que se tengan, el 
tamaño, la calidad y la naturaleza de los mismos. Así como también depende del resultado 
esperado, del tiempo y capacidad de procesamiento de la que se disponga. 
A continuación se presentan tablas en las que se han agrupado algunos de los algoritmos de 
Aprendizaje Automático  en función de posibles objetivos para los cuales se pueden utilizar 
según el criterio del autor. 
Es importante destacar que no existe un patrón a seguir, es decir, un algoritmo en particular 
puede ser utilizado para diversos objetivos o tipos de tarea, la selección es totalmente 
subjetiva y determinada por los factores que se han enumerado anteriormente.  
 
ALGORITMOS PARA SISTEMAS DE RECOMENDACIÓN:  
Los sistemas de recomendación engloban  una infinidad de soluciones que tienen como 
objetivo ayudar en la selección de productos con el fin de facilitar  decisiones de compras y 
de reducir tiempos empleados mejorando la experiencia de cualquier usuario. La elección del 
algoritmo dependerá de la finalidad de la recomendación y la información disponible. El 
sistema de recomendación debe plantearse inicialmente con un modelo sencillo e ir 
evolucionando con el aprendizaje continuo del equipo de desarrolladores. 
 
Tabla 1.-Algoritmos de Aprendizaje Automático  destinados a sistemas de recomendación  
 
ALGORITMOS PARA CLASIFICACIÓN SUPERVISADA:  
Se utilizan en problemas en los cuales se conoce a priori el número de clases y los datos 
representantes de cada clase. Básicamente consiste en que para clasificar automáticamente 
una nueva muestra, se tiene en cuenta la información que se pueda extraer de un conjunto 
de objetos disponibles divididos en clases y la decisión de una regla de clasificación o 
clasificador. 
 
Sistemas de Recomendación:  
 K- vecinos más cercanos (k-NN) 
 Descomposición de valor singular (SVD) 
 Indexación semántica latente (LSI) 
 Indexación semántica latente probabilística (PLSI) 
 Asignación de Dirichlet latente (LDA) 
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 Tabla 2.- Algoritmos de Aprendizaje Automático destinados a sistemas de clasificación supervisada.  
 
MODELOS PROBABILÍSTICOS: 
Intentan determinar la distribución de probabilidades descriptiva de la función que relaciona 
los registros nuevos comparados con unos valores determinados. Las más comunes son las 
redes bayesianas. 
Tabla 3.-Algoritmos de Aprendizaje Automático destinados a modelos probabilísticos.  
 
DETECCIÓN DE ANOMALÍAS: 
La finalidad es lograr generalizar diferentes comportamientos a partir de una información no 
estructurada y generar un modelo aplicable a nuevas entradas al sistema que no son 
conocidas con anterioridad.   La detección de anomalías es una tarea crítica para la detección 
de fraudes, la detección de intrusiones o la limpieza de datos ruidosos. 
 
Tabla 4.-Algoritmos de Aprendizaje Automático destinados a detección de anomalías.  
 
REDUCCIÓN DE DIMENSIONALIDAD: 
Los métodos de reducción de dimensionalidad son algoritmos que mapean el conjunto de los 
datos a sub-espacios derivados del espacio original, de menor dimensión, que permiten hacer 
una descripción de los datos a un menor costo. Esto puede ser útil para visualizar datos de 
grandes dimensiones o para simplificar datos que luego se pueden usar en un método de 
Clasificación Supervisada 
 Árboles de decisión 
 Algoritmos de ensamblaje (Bagging, Boosting, Random forest) 
 k-NN 
 Regresión Lineal 
 Naive Bayes 
 Redes neuronales 
 Regresión Logística 
 Perceptron 
 Máquina de vector de relevancia (RVM) 
 Máquina de vectores de soporte (SVM) 
 k-means 
Modelos Probabilísticos 
 Modelos gráficos probabilísticos (PGM) 
 Redes Bayesianas 
 Campos aleatorios condicionales (CRF) 
 Modelo oculto de Márkov (HMM) 
Reducción de la dimensionaldad: 
 k- vecinos más cercanos (k-NN) 
 Factor atípico local (Local outllier factor) 
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aprendizaje supervisado. Muchos de estos métodos pueden adaptarse para su uso en la 
clasificación y la regresión. 
 
Tabla 5.- Algoritmos de Aprendizaje Automático destinados a reducción de dimensionalidad.  
 
REDES NEURONALES: 
Las redes artificiales de neuronas tratan, de replicar el comportamiento del cerebro, donde 
hay millones de neuronas que se interconectan en red para enviarse mensajes unas a otras. 
Esta réplica del funcionamiento del cerebro humano es uno de los “modelos de moda” por las 
habilidades cognitivas de razonamiento que adquieren. 
Tabla 6.-Algoritmos de Aprendizaje Automático destinados a modelos basados en redes neuronales.  
 
3.3. DESCRIPCIÓN DE ALGORITMOS DE APRENDIZAJE AUTOMÁTICO  UTILIZADOS 
EN EL DESARROLLO DEL MODELO  
 
Como son muchos los posibles algoritmos que se pueden aplicar en el Aprendizaje 
Automático el autor se ha centrado en explicar los cuatro que fueron utilizados en el caso de 
uso de aplicación práctica propuesto.  
El caso será explicado en capítulos posteriores, sin embargo, es importante determinar que 
consiste en resolver un problema de clasificación de correos electrónicos, cuya salida por lo 
tanto será una variable categórica, es decir que se utilizarán algoritmos de clasificación.  
Reducción de dimensionalidad 
 Análisis factorial 
 Correlación canónica (CCA) 
 Análisis de componentes independientes (ICA) 
 Análisis discriminante lineal (LDA) 
 Factorización de matriz no negativa (NMF) 
 Análisis de componentes principales (PCA) 
 Integración estocástica de t-vecinos distribuidos (t-SNE) 
 Regresión de componentes principales (PCR) 
 Regresión parcial de mínimos cuadrados (PLSR) 
 Sammon Mapping 
 Escalamiento multidimensional (MDS) 
 Análisis discriminante de la mezcla (MDA) 
 Análisis discrecional cuadrático (QDA) 
 Análisis discriminate flexible (FDA) 
Reducción de dimensionalidad 
 Deep learning 
 Perceptron multicapas  
 Redes neuronales recurrentes (RNN) 
 Máquina Boltzmann restringida 
 Mapa de auto-organización (SOM) 
 Redes neuronales convolucionales 
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3.3.1. NAIVES BAYES 
 
Los algoritmos de Naives Bayes son una familia de clasificadores simples probabilísticos 
basados en la aplicación del teorema de Bayes en conjunción con la hipótesis de 
independencia condicional de las variables independientes o variables de entrada. Su 
funcionamiento se basa en calcular probabilidades de datos conocidos y de acuerdo a los 
resultados, se puede calcular la probabilidad de que la entrada sea de una u otra clase [5]. 
El teorema de Bayes enuncia:   “Sean A y B dos sucesos aleatorios cuyas probabilidades se 
denotan por 𝑝(𝐴) y 𝑝(𝐵) respectivamente, verificándose que 𝑝(𝐵) > 0. Supongamos 
conocidas las probabilidades a priori de los sucesos A y B, es decir, 𝑝(𝐴) y 𝑝(𝐵)así como la 
probabilidad condicionada del suceso B dado el suceso A,, 𝑝(𝐵|𝐴). La probabilidad a posteriori 
del suceso A conocido que se verifica el suceso B, es decir 𝑝(𝐴|𝐵), puede calcularse a partir 
de la siguiente formula:”Bayes (1764). 
𝑝(𝐴|𝐵) =
𝑝(𝐴|𝐵)
𝑝(𝐵)
=
𝑝(𝐴)𝑝(𝐵|𝐴)
𝑝(𝐵)
=
𝑝(𝐴)𝑝(𝐵|𝐴)
∑ 𝑝(𝐴′)𝑝(𝐵|𝐴′)𝐴′
 
 
Las condiciones para aplicar este método son:  
 Disponer de conjuntos de entrenamiento de tamaño medio o grande. 
 Los atributos que describen a los datos son independientes entre sí con respecto al 
concepto que se pretende aprender. 
 
CLASIFICACIÓN MEDIANTE TEOREMA DE NAIVE BAYES 
 
Suponiendo un conjunto de datos de entrada 
ℒ = {(𝑋1), (𝑋2), … , (𝑋𝑛)}, donde cada variable de entrada tiene atributos 𝑝𝑘 =
{𝑥𝑛1 , 𝑥𝑛2, … , 𝑥𝑛𝑘,},  que determinan un valor en un conjunto finito 𝑌 de posibles clasificaciones 
(variables de salida).  
El objetivo es modelar un clasificador tal que clasifique nuevos datos de entrada 𝐷 =
{(𝑋1), (𝑋2), … , (𝑋𝑛)}  de manera correcta. 
Se puede diseñar un modelo probabilístico para un problema de clasificación de este tipo 
tomando los atributos como variables de entrada aleatorias y la clasificación como variables 
de salida dependientes. 
Si la descripción de 𝑋1 viene dada por los atributos = {𝑥11 , 𝑥12, … , 𝑥1𝑘,},  la hipótesis más 
probable será aquella que cumpla: 
𝑎𝑟𝑔𝑚𝑎𝑥(𝑌𝑗∈𝑌)𝑃(𝑌𝐽|𝑥11 , 𝑥12, … , 𝑥1𝑘 ) 
es decir, la probabilidad de que conocidos los valores que describen a la variable de entrada 
ésta pertenezcan a la clase 𝑌𝐽 . 
Aplicando el teorema de Bayes quedaría:  
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𝑌𝑀𝐴𝑃 = 𝑎𝑟𝑔𝑚𝑎𝑥(𝑌𝑗∈𝑌)𝑃(𝑌𝐽|𝑥11 , 𝑥12, … , 𝑥1𝑘 ) = 𝑎𝑟𝑔𝑚𝑎𝑥(𝑌𝑗∈𝑌)
𝑃(𝑥11 , 𝑥12, … , 𝑥1𝑘 |𝑌𝑗)𝑃(𝑌𝑗)
𝑃(𝑥11 , 𝑥12, … , 𝑥1𝑘 )
 
= 𝑎𝑟𝑔𝑚𝑎𝑥(𝑌𝑗∈𝑌) 𝑃(𝑥11 , 𝑥12, … , 𝑥1𝑘 |𝑌𝑗)𝑃(𝑌𝑗) 
 
El valor de 𝑃(𝑌𝐽) se puede estimar contando el número de veces que aparece  la clasificación 
𝑌𝐽 y dividiéndolo por el número total de clasificaciones que tiene el conjunto de datos. Por otro 
lado para la probabilidad de que teniendo ciertos atributos se clasifique una variable de 
entrada como 𝑌𝑗 {  𝑃(𝑥11 , 𝑥12, … , 𝑥1𝑘 |𝑌𝑗)}, se debe recorrer todo el conjunto de datos de 
entrenamiento, para simplificar esto se recurre a la hipótesis de independencia condicional, 
quedando de esta manera que la probabilidad de observar un conjunto de atributos 𝑥n𝑘 dada 
una categoría a la pertenecen es el producto de las probabilidades por separado  
𝑃(𝑥n1 , 𝑥n2, … , 𝑥n𝑘 |𝑌𝑗) =  ∏ 𝑃(𝑘 𝑥n𝑘 |𝑌𝑗) 
 
 
3.3.2. MODELOS REGRESIÓN LINEAL Y REGRESIÓN LOGÍSTICA 
 
El análisis por regresión es un proceso que permite estimar la relación entre dos o más 
variables. En este proceso se parte de una o más variables de entrada conocidas (variables 
independientes) y se busca construir un modelo que prediga el comportamiento de otra 
variable desconocida o variable de salida (dependiente). Típicamente se busca calcular el 
valor medio de la variable dependiente para unos valores fijos de las variables independientes 
[5]. 
 
MODELOS DE REGRESIÓN LINEAL 
La regresión lineal es un enfoque para modelar la relación entre una variable dependiente 
continua Y, y uno o más predictores X, ajustando una recta 𝑌 =  𝛽0 + 𝛽1𝑋 a los datos.  
 
Ilustración 3.-Recta de modelado de datos Y= β0+β1 X  
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Dónde X es la matriz de datos de entrada e Y son los valores objetivo o valores de salida. β0 
representa la ordenada de origen de la recta y β1 la pendiente de la recta.  
β0 y β1 son los coeficientes desconocidos que se deben estimar mediante el cálculo del 
mínimo verosímil, o ajustar en base a los datos de entrenamiento. Una vez estimados, los 
podemos usar para predecir: 
 ?̂?  =  𝛽0̂ + 𝛽1̂ 𝑋  
 
Siendo ?̂? el valor predicho para X= x, 𝛽0̂ el estimado de β0 y 𝛽1̂ la estimación de β1 y X el 
nuevo dato de entrada.  
El propósito de la regresión lineal es obtener una línea recta que, en cada punto del eje X 
(para cada valor del predictor) tenga un valor medio sobre los datos reales de la muestra. 
Como es lógico, esto no es posible para todos los conjuntos de datos. Existen una serie de 
condiciones que los datos deben cumplir para poder aplicar modelos de regresión lineal: 
 La media de las respuestas debe ser una función lineal de la variable predictora. 
 Los errores de cada muestra (la cantidad que cada muestra se desvía sobre esta 
media) deben ser independientes. 
 Los errores de las muestras con un mismo predictor deben seguir una distribución 
normal. 
 Los errores de las muestras de cada predictor deben tener la misma varianza. 
 
MODELOS DE REGRESIÓN LOGÍSTICA 
Para los casos en los cuales la variable de salida o variable dependiente no es continua sino 
categórica (modelo de clasificación), la regresión lineal se puede transformar en regresión 
logística. 
La regresión logística tiene ciertas similitudes en su planteamiento con la regresión lineal, pero 
está orientada a resolver problemas de clasificación y no de predicción. 
El problema que resuelve la regresión logística es expresar la probabilidad de cierto desenlace 
(por ejemplo, 𝑌 =  𝑌1) en función de n variables 𝑋1, … , 𝑋𝑛 las cuales pueden ser de continuas, 
discretas, dicotómicas, ordinales o nominales.  
El resultado fundamental del modelo consiste en hallar los coeficientes β0, β1 … βr, que mejor 
se ajustan a la siguiente representación funcional: 𝑃(𝑌 = 𝑌1) =
1
1+𝐸𝑋𝑃
(−𝛽0 −𝛽1𝑋1−⋯−𝛽𝑛𝑋1𝑛)  
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Ilustración 4.-Curva de S. Gráfico que modela: P(Y=Y_1)=1/(1+〖EXP〗^((-β_(0 )-β_1 X_(1-…-β_n X_1n) ) )  ).  
 
Se aprecia claramente la curva en forma de S de la función logística. Esto nos dice que un 
punto con x=0 tiene aproximadamente un 50 % de probabilidades de pertenecer a cualquiera 
de las dos categorías ( 𝑌 =  𝑌1=1, 𝑌 =  𝑌2=0). 
Para hacer una clasificación por categorías es necesario definir un valor umbral, de modo que 
cuando la función logística asigne una probabilidad mayor que el umbral determinado se le 
asigne la categoría correspondiente.  
 
3.3.3. CLASIFICADOR ADABOOST  
 
El algoritmo Adaboost es un algoritmo perteneciente al grupo de Algoritmos ensamblados, 
que básicamente son una combinación de varios clasificadores que dan una salida conjunta 
[5]. 
Este algoritmo utiliza la técnica de Boosting cuyo objetivo es encontrar una hipótesis fuerte 
a partir de utilizar algoritmos de hipótesis débiles. El algoritmo Adaboost es el algoritmo más 
utilizado y estudiado de Boosting.  
Propone entrenar iterativamente una serie de clasificadores base, de tal modo que el 
desarrollo de la predicción de la iteración “m” influya sobre la manera en que se considera la 
muestra en la iteración “m+1”. Aquellos datos mal clasificados de la iteración “m”, se les 
asignan un peso mayor, influyendo de esta manera sobre la distribución de los datos de la 
iteración “m+1” forzando al predictor correspondiente a tomarlas más en cuenta. 
El predictor que se obtiene al final resulta de un voto mayoritario ponderado o de un promedio 
ponderado de los predictores de las distintas etapas. Realizando estas variaciones 
adaptativas de la muestra y asignando un peso a cada predictor intermediario se obtiene un 
clasificador final más eficiente, que disminuye la varianza y también el sesgo. Al focalizarse 
sobre los ejemplos mal clasificados, el error empírico disminuye rápidamente.  
Para que el clasificador sea efectivo y preciso en las predicciones, es necesario cumplir con 
las siguientes condiciones:  
 Debe haber sido entrenado con suficientes datos de entrenamiento. 
 Debe tener un error de entrenamiento bajo  
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 No debe ser demasiado complejo.  
 
A continuación damos una descripción explicita de Adaboost para la clasificación binaria: 
Lo primero que se debe hacer es determinar el número de iteraciones a realizar e inicializar 
la distribución de los pesos otorgados a cada uno de los datos.  
Dados:  
ℒ = {(𝑋1, 𝑌1), (𝑋2, 𝑌2), … , (𝑋𝑛, 𝑌𝑛)} 
 
Donde 𝑋𝑖  ⋲ 𝛸 , 𝑌𝑖 ⋲ {−1, +1}. Se inicializan los pesos de las observaciones con distribución 
𝐷𝑖 = 1/𝑛 para 𝑖 = 1, … , 𝑛.  
Luego para 𝑚 = 1, … , 𝑀. Se construye a partir de ℒ y de 𝐷𝑖  un clasificador 𝑔𝑚: 𝑋{-1,+1} que 
minimice el error global: 𝑒𝑚 = ∑  𝐷𝑚 (𝑖)1{𝑔𝑚(𝑥𝑖≠𝑦𝑖}
𝑛
𝑖=1   
Luego con el peso del clasificador débil actual 
𝛼𝑚 = log(
1 − 𝑒𝑚
𝑒𝑚
) 
Se actualizan los pesos y se normaliza,  
𝐷𝑚+1(𝑖) = 𝐷𝑚(𝑖)𝑒
𝛼𝑚1{𝑔𝑚(𝑥𝑖≠𝑦𝑖}  
 
 
Quedando un clasificador final:  
𝑓(𝑥) = 𝐴𝑟𝑔𝑚𝑎𝑥 ∑ 𝛼𝑚1{𝑔𝑚(𝑥𝑖≠𝑦𝑖}
𝑀
𝑚=1
= 𝑠𝑖𝑔𝑛 ( ∑ 𝛼𝑚𝑔𝑚(𝑥)
𝑀
𝑚=1
) 
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Ilustración 5.-Flujograma de desarrollo del modelo de Adaboost.  
 
3.3.4. RANDOM FOREST  
 
El algoritmo de Random Forest comienza con una técnica de Aprendizaje Automático 
estándar llamada árboles de decisiones. Por lo que inicialmente se explica en qué consisten 
los mismos [4]. 
 
ÁRBOLES DE DECISIONES 
 
Un árbol de decisión es similar a una estructura de diagrama de flujo que está formado por un 
conjunto de nodos de decisión (interiores) y de nodos-respuesta (hojas) organizados de forma 
jerárquica. 
 
 Un nodo de decisión está asociado a los atributos 𝑃 = {𝑝1, … , 𝑝𝑛}  de las variables de 
entrada. Los nodos de decisión tienen dos o más ramas que salen de él, cada una de 
ellas representando los posibles valores que puede tomar el atributo asociado. De 
alguna forma, un nodo de decisión es una pregunta que se le hace al dato analizado, 
y dependiendo de la respuesta que dé, el flujo tomará una de las ramas salientes. 
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 Un nodo-respuesta está asociado a la clasificación que se quiere proporcionar, y 
devuelve la decisión del árbol con respecto a los atributos  del dato de entrada, es 
decir la variable de salida.  
 
Se basa en el descubrimiento de patrones a partir del análisis de los datos de entrenamiento. 
Desde el punto de vista de clasificación, la tarea general consiste en crear un modelo de árbol 
de decisión que pueda modelar la hipótesis de clasificación en el cual entran las variables de 
entrada 𝑋 = {𝑥1, … , 𝑥𝑛}  y en función de sus atributos o propiedades 𝑃 = {𝑝𝑖1, … , 𝑝𝑖𝑘} se 
responde a diferentes consultas en cada nodo interior, en función de las respuestas se sigue 
un camino determinado hasta llegar a la clasificación  𝑌 = {𝑦1, … , 𝑦𝑛}, la cual sería la respuesta 
del problema de clasificación. 
Una muestra entra por la parte superior del árbol y es sometida a una serie de decisiones 
binarias en cada nodo hasta que llega a una hoja, en la que se encuentra la respuesta. Por lo 
tanto esta estructura se utiliza como una técnica para dividir un problema complejo en un 
conjunto de problemas más simples. 
 
 
El aspecto fundamental de los algoritmos basados en árboles es la elección del mejor atributo 
a analizar en cada nodo de decisión. Para ello, se usa el concepto de Ganancia de Información 
con el cual se determina el atributo más útil en cada nivel del árbol. Se sigue un método que 
permite separar mejor los datos entre sí respecto a la clasificación final. 
La ganancia de información consiste en un decremento de la entropía del sistema ya que los 
valores más bajos de la entropía 𝐻(𝑋) hacen más predecible el caso. Se calcula determinando 
la diferencia entre la entropía del conjunto de datos de partida y la suma ponderada de las 
entropías una vez dividido el conjunto de atributos. 
Ilustración 6.-Representación simple de árbol de decisión de 4 niveles. (Fuente: Elaboración propia) 
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𝐸𝑛𝑡𝑟𝑜𝑝í𝑎 = 𝐻(𝑋) =  − ∑ 𝑝(𝑦𝑛)𝑙𝑜𝑔2
𝑛
𝑝(𝑦𝑛) 
𝐺𝑎𝑛𝑎𝑛𝑐𝑖𝑎 𝑑𝑒 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑐𝑖ó𝑛 = 𝐻(𝑋) −  ∑
|𝑥𝑛|
|𝑋|
𝑛
𝐻(𝑋) 
 
Donde 𝑝(𝑦𝑛) es la probabilidad de la clase 𝑦𝑛.  
El atributo con mayor Ganancia de Información es el que selecciona como criterio de decisión 
para cada nodo interior.  
De esta manera, se va construyendo el árbol de decisión hasta llegar a un atributo que tenga 
entropía 0 el cual será un nodo-respuesta, ya que representa una muestra completamente 
homogénea, en la que todos los datos tienen la misma clasificación. Si no es así, la rama debe 
seguir subdividiéndose con el fin de clasificar mejor sus nodos. 
 
RANDOM FOREST 
 
Random Forest es un algoritmo predictivo que combina diferentes árboles de decisión, 
aumentando así la precisión de clasificación al combinarlos mediante la incorporación de la 
aleatoriedad [4] en la construcción de cada árbol usando el método  bagging, así como la 
independencia de cada árbol debido a la selección aleatoria de atributos conocida como 
feature sampling. 
 
 La técnica bagging consiste en que a partir de un conjunto de datos inicial se crean 
diferentes conjuntos de datos usando muestras aleatorias con reemplazo de la 
siguiente manera:  
Del conjunto de datos de entrenamiento ℒ = {(𝑋1, 𝑌1), (𝑋2, 𝑌2), … , (𝑋𝑛, 𝑌𝑛)} se 
seleccionan de manera aleatoria y con reposición 𝑏 = 𝑛 muestras del problema, 
denotadas 𝐿𝑏 = {(𝑋𝑏1, 𝑌𝑏1), … . (𝑋𝑏𝑛 , 𝑌𝑏𝑛) , creando un conjunto  del mismo tamaño pero 
no con los mismos datos (ya que habrá datos repetidos). A partir de cada conjunto de 
datos creados se entrena un árbol de decisión, repitiendo este proceso tantas veces 
como árboles se desee generar.  
 
 El concepto feature sampling se basa en que de los atributos 𝑃 = {𝑝𝑖1, … , 𝑝𝑖𝑘} cada 
árbol construido tiene únicamente una parte de los atributos, generalmente √𝑘. Lo que 
genera como consecuencia una disminución de la correlación entre árboles.  
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Una vez el algoritmo es entrenado, la evaluación de cada nueva entrada se realiza con el 
conjunto de árboles. De manera que cada árbol clasificará o hará una predicción en función 
de su modelado.  
Para realizar una predicción o clasificación final, existen dos técnicas, por un lado se 
determina como predicción aquel nodo terminal que haya sido resultado mayor número de 
veces. Por otro lado, se puede establecer como valor de la predicción la media de los valores 
que han sido resultado de cada uno de los árboles de decisión que constituyen el algoritmo.  
 
Ilustración 7.-Flujo de datos en la construcción de un algoritmo de Random Forest 
 
En cuanto al número de árboles de decisión que componen el algoritmo, inicialmente un 
incremento de árboles supone una mayor diversidad por lo que se reducen los errores de 
predicción, sin embargo esta mejora se estanca a partir de un número determinado de árboles.  
 
 
 
 
 
 
 
 
 Ilustración 8.-Evolución o mejora de predicción de Random Forest en función del número de árboles.(Fuente: Leo 
Breiman. Random forests.Machine Learning) 
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Como se demostrará en capítulos posteriores el algoritmo de Random Forest es uno de los 
que funciona de manera más eficiente a la hora de resolver modelos de clasificación, las 
principales ventajas por las cuales se obtienen mejores resultados son:  
 Funciona de manera eficiente con bases de datos de gran tamaño. 
 Maneja miles de variables de entrada. 
 Da estimaciones de qué variables son importantes en la clasificación. 
 Proporciona métodos eficaces para estimar datos que faltan. 
 Ofrece un método experimental para la detección de interacciones de variables. 
 No existe el sobreajuste y obtiene una mejor capacidad predictiva debido a la selección 
aleatoria de datos. 
 
El error que aporta la técnica una vez creado el modelo se denomina Erro Cuadrático Medio 
𝑀𝑆𝐸 =
∑(𝑉𝑎𝑙𝑜𝑟𝑅𝑒𝑎𝑙 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑐𝑖ó𝑛)2
𝑁º 𝐷𝑎𝑡𝑜𝑠
 
 
Como es de esperar, el modelo que tendrá mejores resultado será el que minimice el valor 
del MSE. La variación de número de árboles así como del número de atributos analizados en 
cada árbol, determinará el valor de cada salida y por lo tanto el valor de MSE.  
 
3.4. MÉTODOS DE EVALUACIÓN DE LOS MODELOS  
 
Para evaluar las hipótesis obtenidas tras la aplicación de alguna de los algoritmos de 
Aprendizaje Automático, es necesario disponer de un conjunto de datos (etiquetados) para 
comprobar los resultados obtenidos, ya que los algoritmos aprenden desde los datos de 
entrenamiento hasta modelar una hipótesis que puede ser incierta [10]. 
Para realizar la valoración de los modelos existen diferentes métodos de evaluación en 
función de cómo se dividen los datos de entrenamiento y de prueba, el número y la 
complejidad de los algoritmos que se quieran evaluar y la cantidad de recursos que se 
dispongan para los cálculos necesarios. 
 
3.4.1. HOLD-OUT 
 
Como se ha explicado anteriormente el conjunto original de datos se puede subdividir de 
manera aleatoria en dos subconjuntos. Datos de entrenamiento que será el conjunto de datos 
aplicado al algoritmo para la generación del modelo de Aprendizaje Automático y el 
subconjunto de datos de prueba que serán los datos utilizados para evaluar el modelo 
resultante. Para la evaluación se calcula una métrica de actuación, en la mayoría de los casos 
es el porcentaje de acierto.  
La proporción de los datos en el conjunto de datos de entrenamiento varía en función de la 
cantidad de datos que se tenga, pero los porcentajes más usados están en torno al 70-80%. 
Dentro del método hold-out hay dos variantes: 
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 Hold-out estratificado: donde se seleccionan previamente ambos conjuntos de 
manera premeditada, asegurando de esta manera que los ejemplos seleccionados 
aleatoriamente representen equitativamente todas las clasificaciones existentes. 
 Hold-out de repetición: los datos se seleccionan aleatoriamente para el conjunto de 
datos de entrenamiento utilizando técnicas de estratificación, y los datos restantes son 
los que se asignarán al conjunto de datos de prueba.  
Independientemente de la variante seleccionada el procedimiento es el mismo, una vez 
divididos los datos se calcula el porcentaje de acierto mediante una media aritmética de los 
resultados obtenidos en cada iteración, usando siempre conjuntos de datos distintos para 
cada fase.  
 
3.4.2. LEAVE ONE-OUT 
 
Como su nombre lo indica, este método se basa en dejar únicamente un dato de muestreo 
fuera del conjunto de los datos de entrenamiento, y utilizar este ejemplo para la evaluación 
del modelo resultante. Después se repite el mismo proceso para cada uno de las 
clasificaciones que se dispone.  
La precisión global del modelo es la media de los resultados correctos sobre el número de 
repeticiones que se han realizado del algoritmo sobre los datos, el cual debe ser igual o mayor 
que el número de clasificaciones existentes.  
Este método puede resultar atractivo ya que genera mayor cantidad de datos disponibles para 
el entrenamiento de cada caso, lo que incrementa la posibilidad de que el algoritmo sea más 
preciso. Sin embargo el porcentaje de acierto determinado tras el método de evaluación es 
menos preciso en comparación con el método hold-out. 
 
3.4.3. CROSS-VALIDATION 
 
Este método divide de manera aleatoria en “n” bloques los datos, utilizando cada bloque como 
un conjunto de prueba y los bloques restantes como conjuntos de entrenamiento. De igual 
manera que en los métodos anteriores se aplica el algoritmo sobre el conjunto de 
entrenamiento y se evalúa el modelo resultante sobre el conjunto de prueba, calculando el 
porcentaje de acierto. La precisión global del modelo será la media de los resultados correctos 
sobre el número de repeticiones del algoritmo, equivalente a “n” bloques.  
Una variante de este método es la cross-validation estratificado en el cual se crean bloques 
de manera que el número de ejemplos en cada clase sea proporcional al número de ejemplos 
en el conjunto de ejemplos original.  
 
3.4.4. BOOSTRAP 
 
En este método se genera un conjunto de datos reemplazando varios datos en cada prueba 
para formar un conjunto de datos de entrenamiento. Boostrap es una técnica de repetición de 
muestreo que se basa en un muestreo por reemplazo de un conjunto de “n” ejemplos para 
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generar “n” conjuntos muestreados. Entonces se utiliza las “n” muestras para estimar 
estadísticas.  
Dado que se reutilizan los ejemplos se debe tener cierta precaución de obtener resultados 
demasiado optimistas, para dar un error estimado se combina el error de precisión de la 
repetición junto con el ratio de error de la fase de pruebas:  
𝑒 = 0.632 ∗ 𝑒𝑑𝑎𝑡𝑜𝑠 𝑝𝑟𝑢𝑒𝑏𝑎 + 0.368 ∗ 𝑒𝑑𝑎𝑡𝑜𝑠 𝑑𝑒 𝑒𝑛𝑡𝑟𝑒𝑛𝑎𝑚𝑖𝑒𝑛𝑡𝑜 
Después de repetir varias veces este procedimiento, con diferentes reemplazos para el 
conjunto de entrenamiento los resultados obtenidos se promedias.  
Este método no es recomendable para evaluar directamente los algoritmos de aprendizaje, 
se utiliza para producir nuevos conjuntos de entrenamiento y de pruebas, teniendo como 
desventaja que tienen alto coste computacional.  
 
3.5. PROCESAMIENTO DEL LENGUAJE NATURAL  (NATURAL  LANGUAGE 
PROCESSING) 
 
El Procesamiento del Lenguaje Natural  (NLP) es una disciplina con una larga trayectoria. 
Nace en la década de 1960, como un subárea de la Inteligencia Artificial y la lingüística, con 
el objeto de estudiar los problemas derivados de la generación y comprensión automática del 
lenguaje natural. El procesamiento natural  de lenguaje es una de las tecnologías emergentes  
más innovadoras de la era de la información [12]. 
El procesamiento automático  y análisis de información no estructurada, se basa en técnicas 
estadísticas, que suelen implicar el tratamiento de palabras que se encuentran en los textos 
para poder simplificar la compresión de los mismos mediante método de selección de 
vocabulario, compresión de sinónimos y antónimos, formación de léxicos, identificación de 
relaciones y reconocimiento de entidades. También se apoya en técnicas basadas en reglas, 
aprovechando recursos de conocimiento como ontologías, taxonomías y bases de reglas 
lingüísticas.  
Independientemente de la técnica utilizada para analizar textos, la principal dificultad que se 
afronta en el campo de NLP reside en la ambigüedad del lenguaje.  
Antes de explicar algunas de las técnicas de Procesamiento de Lenguaje Natural, es 
importante comprender  términos propios que son comúnmente utilizados en este campo de 
la Inteligencia Artificial [13]. 
 Token: Se trata de la unidad más simple de procesamiento y representa una palabra 
en el texto. A una secuencia de tokens se le denomina sentencia.  
 
 Corpus: Cuerpo del mensaje que se encuentra compuesto por un conjunto de 
sentencias. También se denomina Corpus al conjunto de palabras que describen o 
que se suelen utilizar en un ámbito en particular, de esta manera existen Corpus 
específicos de Banca, Medicina, Tecnologías, entre otros.  
Los componentes base  de todas las técnicas de Procesamiento de Lenguaje Natural [12] son: 
 Análisis morfológico: Consiste en el proceso de catalogar cada token de una 
sentencia y extraer sus morfemas y raíces para posterior análisis. Para comprender lo 
anterior, es necesario saber que cada token tiene una morfología que determina la 
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estructura interna de la palabra. La morfología de una palabra puede dar lugar a 
nuevas palabras a partir de su morfema base. 
 
 Análisis sintáctico: Consiste en el análisis de la estructura sintáctica, de las 
oraciones que componen el texto. En función del idioma en el que esté escrito. 
 
 Análisis semántico: Análisis orientado a la extracción del significado de las oraciones 
que componen al texto, así como la eliminación de ambigüedades.  
 
 
 Análisis pragmático: La pragmática es la disciplina que estudia la relación entre las 
palabras y el contexto en donde son utilizadas, para determinar cómo influye el 
contexto en la interpretación del texto.  
Todas estas tareas de procesamiento previo del texto a analizar tienen como objetivo 
optimizar las técnicas de reconocimiento, análisis y extracción de texto.  
 
3.5.1. TAREAS DE PROCESAMIENTO DE LENGUAJE NATURAL 
 
Existe una amplia gama  de tareas que se aplican en los modelos de Procesamiento de 
Lenguaje Natural para poder cumplir con el objetivo principal que es explorar y conseguir las 
ventajas que puede ofrecer la cantidad inmensa de data que hay disponible hoy en día, para 
el desarrollo de tareas de alta complejidad.  
A continuación se enumeran algunas de las tareas desarrolladas en los modelos de 
Procesamiento de Lenguaje Natural [14]: 
 
 Tokenización 
 Traducción 
 Extracción de relaciones 
 Etiquetado Morfológico 
 Speech recognition 
 Parsers 
 Árboles parseados 
 Modelado de lenguaje 
 Automatic summarization 
 Coreference resolution  
 Reconocimiento de Nombres y entidades 
 Análisis sentimental  
 Representación vectorial de palabras 
 Redes neuronales 
 
Como son muchas las tareas que se pueden aplicar en el Procesamiento de Lenguaje Natural 
el autor se ha centrado en explicar las que fueron utilizadas en el caso de uso de aplicación 
práctica propuesto, considerando que la explicación de las demás tareas queda fuera del 
alcance de teórico y práctico del proyecto.  
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El caso será explicado en capítulos posteriores, sin embargo, es importante recalcar que 
consiste en resolver un problema de clasificación de correos electrónicos en función de su 
contenido, por lo que es el entendimiento y análisis del texto de los correos es fundamental.  
 
3.6. DESCRIPCIÓN DE TAREAS NLP   
 
TOKENIZACIÓN   
 
Se trata del proceso de segmentar una sentencia en cada uno de los tokens que la componen. 
Aunque puede ser un proceso simple para textos escritos en algunas lenguas en las que el 
token separador es un espacio, en otras lenguas extraer los tokens de una sentencia es un 
proceso mucho más complejo debido a la sintaxis y semántica de los escritos.[15]. 
La tarea de tokenización es de fundamental importancia en los modelos de análisis y 
clasificación de texto, ya que son el paso previo a la estructuración de datos que inicialmente 
no tienen una estructura definida.   
 
ETIQUETADO MORFOLÓGICO (PART-OF-SPEECH O POS TAGGING) 
 
Consiste en asignar etiquetas morfológicas a cada componente léxico o token identificado en 
el texto, en función de su categoría gramatical. Estas etiqueticas denotan el  papel morfológico 
que juega cada token dentro del texto (verbo, artículo, sustantivo, adjetivo, etc.) de esta forma 
es posible identificar el significado y las partes clave de cada sentencia.  
Un POS Tagger es una rutina que se encarga de crear un diccionario con cada uno de los 
tokens y sus correspondientes etiquetado morfológico [15]. 
 
 
Ilustración 9.-Ejemplificación de Part-Of-Speech en frase simple.  
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PARSERS Y ÁRBOLES PARSEADOS 
 
Un parser se encarga de crear un árbol de tokens con sus correspondientes etiquetados 
morfológicos partiendo de una sentencia determinada.  
Como los textos están compuestos por varias sentencias, un árbol parseado será la 
conjunción de los parsers de todas las sentencias que forman el texto en su conjunto. Un 
árbol parseado incluye cada una de las dependencias de las sentencias y cada parte del 
texto. Es una manera de ordenar los elementos del corpus de una forma que sea fácil de 
consultar.  
 
BOLSA DE PALABRAS (BAG OF WORDS)  
 
Es un modelo algebraico que propone la representación de un conjunto de documentos 
escritos en lenguaje natural  mediante vectores de términos presentes en dichos documentos 
[16]. 
Cada elemento del vector representa la relevancia que tiene el término dentro del documento 
ya que se asigna un peso a cada término en función de su importancia. De este modo, no se 
toma en consideración el orden, la estructura ni el significado de las palabras. 
La medida de relevancia o importancia de un término puede calcularse de diferentes maneras, 
una de ellas es calcular el número de apariciones o frecuencia del término dentro del 
documento.  
Otra manera de determinar la relevancia es el sistema TF-IDF (Term Frecuency, Inverse 
Document Frecuency).TF-IDF calcula la importancia de un término en función de su 
frecuencia de aparición en un documento, pero es a la vez dependiente de su frecuencia de 
aparición total en el conjunto de documentos.  
A mayor frecuencia de un término en el documento, mayor importancia tiene: 
𝑡𝑓𝑖,𝑗 =
𝑛𝑖,𝑗
𝑚𝑎𝑥𝑘𝑛𝑘,𝑗
 
Los términos más infrecuentes de la colección son los más importantes, ya que tienen un 
papel discriminatorio. Se define la rareza de un término como su frecuencia inversa 
documental o idf:  
𝑖𝑑𝑓𝑖,𝑗 = 𝑙𝑜𝑔
𝑁
𝑁𝑖
 
El peso de un término i en el documento j queda definido como: 
𝑝𝑒𝑠𝑜𝑖,𝑗 = 𝑡𝑓𝑖,𝑗 ∗ 𝑖𝑑𝑓𝑖,𝑗 
Es decir, el hecho de que un término aparezca muchas veces en un documento es indicativo 
de que ese término es representativo del contenido del mismo, pero siempre y cuando este 
término no aparezca con una frecuencia muy alta en todos los documentos. De ser así, no 
tendría ningún valor discriminatorio. 
La técnica Bag-Of-Words tiene un papel muy importante en las tareas de clasificación de 
texto, ya que a partir de la aplicación de esta metodología se ha transformado el texto 
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desestructurado en una matriz estructurada a partir de la cual se podrán realizar las hipótesis 
de clasificación.  
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4. APLICACIÓN PRÁCTICA 
4.1. VISIÓN GENERAL DE LA SITUACIÓN ACTUAL. CASO DE USO  
 
La Entidad Bancaria tiene alrededor de 7000 clientes corporativos que representan una rama 
muy importante en la cartera de clientes actual.  
Dichos clientes corporativos envían diariamente correos solicitando una gran diversidad de 
tareas que abarcan desde ámbitos administrativos, reclamaciones hasta gestiones de fondos 
económicos. 
Para la resolución de las tareas solicitadas, la Entidad Bancaria actualmente está organizada 
en dos capas, Capa de Control y Capa de ejecución.  
 
Ilustración 10.-Representación de organización actual de la Entidad Bancaria para resolución de tareas solicitadas.  
 
Capa de control: Es la capa que recibe las peticiones (en forma de correo electrónico), en la 
que el cliente es identificado y el correo es redirigido a un buzón predeterminado dependiendo 
del tipo de tarea que se haya solicitado.   
La capa de control está constituida por 14 operarios. Los operarios deben abrir los correos, 
leer la información y determinar a qué tipo de tarea pertenece la solicitud del cliente, 
dependiendo del tipo de tarea se redirigirá al buzón para que se ejecute la tarea.   
Capa de ejecución: una vez asignada el tipo de tarea, los correos se distribuyen en la capa 
de ejecución en la cual diferentes gestores con las capacidades requeridas, ejecutarán las 
tareas asignadas. 
La capa de ejecución está divida en dos grandes grupos. El primer grupo está constituido por 
operarios subcontratados, que han sido formados para la correcta resolución de todos los 
tipos tareas corporativas. El segundo grupo está compuesto por operarios pertenecientes a la 
Entidad Bancaria, este grupo es mucho menor y son los encargados de resolver aquellas 
tareas que desde la capa de control se identifiquen como tareas internas (INT) que suelen 
tener mayor complejidad. [Anexo i e ii] 
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4.1.1. TIPOLOGÍA. CLASIFICACIÓN DE LOS CORREOS  
 
A continuación se muestran dos tablas en las que se expone en primer lugar una clasificación 
según la tarea y posteriormente una segunda clasificación que se ha llamado subtipo de tarea.  
La Entidad Bancaria actualmente tiene dividas las tareas corporativas en un total de 14 tareas 
clasificadas a su vez en 54 subtipo de tareas.  
Tabla 7.- Clasificación actual según tipo y subtipo de tarea.  
 
 
 
 
 
 
 
TIPO DE TAREA SUBTIPO DE TAREA 
Adeudos • Abonos 
• Cargos 
 
 
 
 
 
 
Alta/Modificación/ Renovación 
• Alta cuentas 
• Alta Oficina Internet 
• Comercio Exterior 
• Cuentas de crédito 
• Financiación Corp. Robc 
• Línea de Descuento 
• Resto de Productos 
• Comercios/TPVs 
• Ltc 
• Tarjetas 
• Leasing 
• Factoring  
• Confirming  
 
Cheques • En divisa 
• Emisión Interiores 
• Ingreso cheques Nacionales 
• Resto operativa 
Comercios TPVS • Anulación/ devolución/ capturas 
manuales 
 
Transferencias • Transferencias 
• Omf 
• Resto Operativa 
 
 
 
Disposiciones 
• Alta de Remesa 
• Comercio exterior 
• Cancelación disposiciones comercio 
exterior 
• Resto 
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TIPO DE TAREA SUBTIPO DE TAREA 
Gestión de clientes • Productos: Alta/ Baja/ Autorizados 
 
 
Gestión de documentos 
• Auditoria 
• Certificados 
• Duplicados/ Comprobantes/ 
Extractos 
• Resto 
• Documentación 
Gestión de incidencias • Incidencias 
 
 
 
 
 
Mantenimiento 
• Clave Firma OIE 
• Clientes 
• Retenciones 
• Resto de Productos 
• Bloqueo Tarjetas 
• Comercios/TPVs 
• Diferencias Cajeros 
• Tarjetas 
• Gestión Efectos 
• Cancelación Efectos 
• Otras Operaciones 
• Leasing 
• Factoring  
• Confirming  
 
Otras Operaciones • Prioritarias 
• No prioritarias 
Operativa interna • Operativa Interna 
Solicitud de efectivo • Petición de efectivo 
 
Vencimientos 
• Leasing 
• Factoring  
• Confirming  
 
Tabla 8.-Clasificación actual según tipo y subtipo de tarea.  
4.1.2. OPORTUNIDAD DE NEGOCIO 
 
Se ha detectado una oportunidad de negocio mediante la aplicación de las tecnologías de 
Aprendizaje Automático y Procesamiento de Lenguaje Natural, de manera que se propone la 
automatización de la asignación y tipificación de tareas que se desarrolla desde la capa de 
control, obteniendo los siguientes beneficios deseables:  
 Reducción de errores. 
 Reubicación de los recursos, evitando que tengan gran dedicación a tareas repetitivas 
y poco interesantes.  
 Creación de estándares de clasificación, asegurando de esta manera tener 
homogeneidad en el proceso de calificación (actualmente es un proceso muy 
subjetivo) 
 Agilización del flujo de información ( el tiempo estándar de procesamiento de un correo 
actualmente es de 1 min, con la nueva herramienta será un tiempo inferior a 1seg)  
 Reducción de costos: La automatización de procesos  permite identificar las partes 
que pueden ser mejoradas. 
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 Al realizar un análisis de los tiempos, desempeño y comportamiento de los procesos, 
se obtiene información que facilita la toma de decisiones para la mejora continua de 
los mismos. 
En definitiva, un motor para automatizar procesos que agiliza las funciones internas ahorra 
costes operacionales y permite generar más negocio.  
La oportunidad de negocio tiene beneficios y ventajas muy claras, sin embargo se deben tener 
en cuenta algunos factores que pueden dificultar el correcto desarrollo de la propuesta:  
 Ambigüedad del lenguaje escrito, dependiente de personas. 
 El trabajo de clasificación y tipificación de tareas es muy subjetivo por lo que se tendrán 
que establecer estándares que deben ser validados por la entidad bancaria.  
 Posibilidad de que surjan nuevas tipificaciones. 
 El lenguaje es culturalmente diferente. Para este caso lenguaje castellano y referido a 
Banca. Selección del corpus es fundamental. 
 
4.2. PROPUESTA ANTE LA SITUACION ACTUAL 
 
Se propone el diseño y la construcción de una solución basada en un enfoque centrado en 
los procesos para mejorar el rendimiento combinando las tecnologías de la información con 
metodologías de proceso y gobierno de la información que dé servicio a los gestores y Clientes 
de Banca Corporativa. 
De esta manera, se plantea la sustitución de la capa de control de manera parcial con una 
solución de automatización de asignación y tipificación en la cual se utilizará 
Procesamiento de Lenguaje Natural y Aprendizaje Automático para crear un sistema que sea 
capaz de aprender cómo entender el lenguaje natural  escrito de los correos de Banca 
Corporativa y así:  
 Conseguir mayor grado de automatización en la tipificación de las solicitudes así como 
en la asignación de trabajos, con el fin de disminuir las tareas manuales. 
 Almacenamiento de información estructurada y desestructurada  procedente de las 
solicitudes recibidas a través de vías de entrada y formatos diversos y  la obtenida a 
partir del proceso de gestión de las solicitudes. Así, el algoritmo definido podrá retro-
alimentarse de manera continua. 
La propuesta ante la situación presentada consiste en dos grandes bloques:  
 El primer bloque es el tratamiento de todos los correos mediante técnicas de 
Procesamiento de Lenguaje Natural, para transformarlos a un formato uniforme y 
normalizado constituido por matrices y valores numéricos como se ha explicado 
anteriormente. 
 
 En segundo lugar, se propone utilizar los correos transformados mediante las técnicas 
de NLP como conjunto de datos de entrenamiento para el modelado de los algoritmos 
de Aprendizaje Automático , de manera que se cree un modelo que sea capaz de 
clasificar de manera confiable los correos electrónicos en función de su contenido. 
Se busca demostrar que el planteamiento propuesto para automatizar la asignación y 
tipificación de tareas de Banca Corporativa es fiable y cumple con los requisitos de la entidad 
bancaria.  
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Ilustración 11.-Visión completa de la solución propuesta.  
 
La figura adjunta representa una visión completa de la propuesta. Se puede apreciar que la 
capa de control que estaría en el punto número (2) ha sido sustituida por la solución que de 
análisis y tipificación de correos, también se puede apreciar que entre el sistema de análisis 
(2) y la capa de ejecución (3 y 4) se mantiene un operador (perteneciente a la antigua capa 
de control) cuya función es ejercer de soporte a las tareas del sistema clasificador en caso de 
que sea requerido, a este operador se le denomina como operario soporte. Debido a la 
permanencia del operador soporte, se dice que la solución sustituirá de manera parcial y no 
completa a la capa de control. 
El nivel de acierto estimado para considerar que el sistema de clasificación funciona con éxito 
se ha determinado en un umbral superior al 75% de acierto en la clasificación de correos, este 
umbral ha sido determinado tomando en consideración dificultades como ambigüedad del 
lenguaje, volumen de correos y similitud entre clasificaciones. 
La función del operador soporte será tipificar aquellos correos que el sistema no sea capaz 
de tipificar con un alto umbral de seguridad. En los casos que ocurra esto después de la 
tipificación manual el correo vuelve a entrar al sistema para que de manera automática el 
algoritmo re-aprenda. 
Finalmente, se propone que toda la información relacionada a las peticiones de los clientes, 
incluyendo la información generada durante el desarrollo del proceso almacenada en una 
solución Big Data, el desarrollo de esta solución de almacenaje queda fuera del alcance del 
proyecto por lo que no se entrará en detalle del mismo.  
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4.2.1. FUERA DEL ALCANCE DE LA PROPUESTA  
 
Se ha considerado que cualquier otro formato no estructurado como video, voz u otro formato 
de streaming binario está fuera del alcance. Además, los esquemas estructurados binarios 
han sido considerados fuera del alcance. 
También se considera fuera del alcance el tratamiento de correos que contienen más de una 
tarea. La solución en este caso sería la creación de dos tareas distintas.  
Se ha identificado que los clientes de Banca Corporativa envían correos en distintos idiomas 
(Inglés, Francés, Portugués, Catalán, etc) en el proyecto no se analizarán correos en un 
idioma distinto al Castellano. 
Como el objetivo es demostrar que el planteamiento propuesto para automatizar la asignación 
y tipificación de tareas de Banca Corporativa es fiable, se ha limitado la clasificación de 
correos de únicamente 10 categorías, la selección de dichas categorías se ha hecho en 
función de la cantidad de correos proporcionados por la entidad bancaria. En capítulos 
posteriores se hará mayor hincapié en este aspecto.  
 
4.2.2. REQUISITIOS Y PLATAFORMAS TECNOLÓGICAS NECESARIAS 
 
ENTORNO Y LENGUAJE DE PROGRAMACIÓN   
 
En la actualidad existen multitud de aplicaciones, herramientas, librerías y entornos de trabajo 
que facilitan tanto el Procesamiento de Lenguaje Natural como desarrollo de técnicas de 
Aprendizaje Automático. Implementan todo tipo de técnicas, métodos y algoritmos y están 
disponibles para diferentes lenguajes de programación, bajo diferentes licencias.  
Para este proyecto se ha optado por utilizar el lenguaje de programación Python (versión 
2.7.11) [19]. 
Python es un lenguaje de programación interpretado cuya filosofía hace hincapié en una 
sintaxis que favorezca un código legible. Se trata de un lenguaje de programación  que soporta 
orientación a objetos, programación imperativa y, en menor medida, programación funcional. 
Es un lenguaje interpretado, usa tipado dinámico y es multiplataforma. 
Los motivos principales por los cuales se ha tomado como lenguaje de programación son:   
 Numerosas librerías creadas para distintas funciones y que son de gran utilidad des el 
punto de vista matemático y estadístico. (En el caso particular se propone el uso de 
las librerías Numpy y Pandas).[17] 
 Librerías que permiten la visualización y representación gráfica de los datos (en el 
caso particular se propone el uso de Matploit). 
 Librería de Aprendizaje Automático scikit-learn que permite la implementación de un 
gran número de algoritmos de aprendizaje. Esta librería también facilita las tareas de 
evaluación, diagnóstico y validaciones cruzadas.[18]. 
 Librería de NLTL (Natural  Language Tool Kit) que es la librería líder para el 
procesamiento del lenguaje Natural. Proporciona interfaces fáciles de usar, junto con 
un conjunto de bibliotecas de procesamiento de texto para la clasificación, 
tokenización, el etiquetado, el análisis y el razonamiento semántico.[20] 
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 A todo esto se le suma la fácil y rápida curva de aprendizaje junto con su versatilidad, 
hacen de Python un lenguaje de gran calidad para los analistas de datos. 
Como entorno de programación se propone Jupyter notebooks que es un entorno opensource 
que permite conjuntamente ejecutar código, visualizar resultados, así como escribir texto 
enriquecido y ecuaciones matemáticas. Jupyter ofrece una capa interactiva vía web, a la que 
se puede acceder desde un navegador. [17]. 
La capa está organizada en pequeños bloques o celdas, donde cada bloque puede contener 
texto arbitrario, código en multitud de lenguajes, resultados, gráficos, vídeos, widgets o 
cualquier elemento multimedia. Las principales razones por las cuales se ha optado por este 
entorno de programación son:  
 Soporta integración con más de 40 lenguajes de programación, entre ellos Python y 
R. 
  Fácilmente integrable con herramientas y plataformas de Big Data como Spark.   
 
 
ARQUITECTURA Y BACKROUND TECNOLÓGICO 
 
Para el desarrollo de la propuesta se requiere un entorno mínimo para el desarrollo del 
modelado, dicho entorno debe:  
 Cluster Hadoop y múltiples nodos (mínimo 5). 
 
 Servicios de Flume y Kafka para la ingesta de correos pueda se razonablemente rápida 
y libre de errores. 
o Flume se utilizará para hacer el push-pull de los datos y dividirlos en diferentes 
tópicos previos al procesamiento. 
o Kafka proporciona un entorno de suscripción pública estable para almacenar 
los datos mientras son procesados y proporciona la capacidad de resolución 
en caso de que surjan dificultades.  
 
 Cloudera con Hive e Impala que serán necesarios para el almacenamiento  de los 
datos, para su tratamiento, entrenamiento, gestión del ciclo de vida de la clasificación). 
o Los datos se mantienen permanentemente en HDFS y se pueden consultar 
prácticamente en tiempo real. 
 
 Spark para el despliegue final. Los datos deben cargarse en la capa HDFS como 
archivos ASCII. 
 
 Alta capacidad de procesamiento para poder desarrollar las tareas de clasificación en 
tiempos reducidos.  
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Ilustración 12.-Estructura del entrono mínimo necesario para el desarrollo del modelo  
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5. METODOLOGÍA 
La metodología desarrollada está constituida por cuatro fases principales, descubrimiento de 
datos, pre-procesamiento de los datos, desarrollo del modelo y pruebas y validación del 
modelo. La ejecución de estas cuatro fases es secuencial en el orden nombrado y mostrado 
en la figura 14. Esto implica, que los resultados de una fase previa son utilizados como como 
entrada para la fase siguiente. 
 
Ilustración 13.-Fases evolutivas de la metodología  
 
5.1. DESCUBRIMIENTO DE LOS DATOS   
 
En el inicio de la propuesta la Entidad Bancaria expone que tiene a disposición un volumen 
aproximado de 1000 correos por subtipo de tarea (lo que supondría un total de 54000 correos)  
para empezar con la evaluación y entrenamiento del modelo. Sin embargo, por razones de 
privacidad y gestión de documentación personal la Entidad Bancaria no ha podido 
proporcionar la cantidad de correos que se había acordado en un momento inicial. Por esta 
razón, desde ambas partes se llega al acuerdo en el que se reducirá el alcance del piloto 
limitándolo a entrenar un modelo de clasificación de correos pertenecientes a las tareas de 
las cuales la entidad haya podido proporcionar un volumen de correos sustancial.  
Una vez cumplidos los requisitos en cuanto a cantidad de correos y requerimientos 
tecnológicos. La primera fase del proyecto se enfoca en explorar los datos de muestra 
recibidos, para así, en función de las características de los datos (correos) y el volumen de 
los mismos se pueda seleccionar las tareas que se tipificarán. 
La entidad bancaria proporcionó un total de 7563 correos, tomados de manera aleatoria entre 
los correos recibidos durante los meses de diciembre, enero y febrero del año  2017.  
Se realiza un análisis previo para preparar los correos para su parametrización, eliminando 
aquellos correos que se consideren superfluos.  
Se consideran correos irrelevantes aquellos que no hayan sido tipificados (correos 
informativos o de tareas administrativas internas de la Entidad Bancaria). Los correos que 
estén duplicados pueden generar ruido o falsos entrenamientos por lo cual también deben ser 
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extraídos del conjunto de datos. La eliminación o limpieza de los correos que no aporten valor 
al modelo se hace mediante un script muy simple, que identifica los correos que no tengan 
tipificación en el caso de los correos irrelevantes, o que elimina duplicados o triplicados en 
caso de existir.  
Tras la limpieza automática del conjunto total de correos, se tiene un acumulado final de 7213 
correos etiquetados distribuidos de la siguiente manera:  
 
 
 
 
 
 
 
TIPO DE TAREA SUBTIPO DE TAREA VOLUMEN DE 
CORREOS 
Adeudos • Abonos 
• Cargos (CAR) 
16 
128 
 
 
 
 
 
 
Alta/Modificación/ 
Renovación 
• Alta cuentas 
• Alta Oficina Internet 
• Comercio Exterior (CEX) 
• Cuentas de crédito 
• Financiación Corp.  
• Línea de Descuento 
• Resto de Productos 
• Comercios/TPVs 
• Ltc 
• Tarjetas 
• Leasing 
• Factoring  
• Confirming  
7 
6 
96 
10 
3 
5 
20 
10 
1 
9 
0 
0 
7 
Cheques • En divisa 
• Emisión Interiores 
• Ingreso cheques 
Nacionales 
• Resto operativa 
12 
11 
7 
 
59 
 
Comercios TPVS • Anulación/ devolución/ 
capturas manuales 
(ANU) 
 
125 
 
Transferencias • Transferencias (TRA) 
• Omf (OMF) 
• Resto Operativa 
1186 
785 
31 
 
 
 
Disposiciones 
• Alta de Remesa 
• Comercio exterior 
• Cancelación 
disposiciones comercio 
exterior(CDC) 
• Resto 
40 
46 
212 
 
30 
 
Tabla 9.-Tabla de volúmenes de correos clasificados por tipo y subtipo de tarea  
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TIPO DE TAREA SUBTIPO DE TAREA VOLUMEN DE 
CORREOS 
Gestión de clientes • Productos: Alta/ Baja/ 
Autorizados 
2 
 
 
Gestión de documentos 
• Auditoria(AUD) 
• Certificados 
• Duplicados/ 
Comprobantes/ 
Extractos(DUP) 
• Resto 
• Documentación 
162 
82 
342 
 
14 
10 
 
Gestión de incidencias • Incidencias 24 
 
 
 
 
 
Mantenimiento 
• Clave Firma OIE 
• Clientes 
• Retenciones 
• Resto de Productos 
• Bloqueo Tarjetas 
• Comercios/TPVs 
• Diferencias Cajeros 
• Tarjetas 
• Gestión Efectos 
• Cancelación Efectos 
• Otras Operaciones 
• Leasing 
• Factoring  
• Confirming  
 
28 
39 
1 
1 
1 
19 
4 
41 
15 
60 
31 
0 
0 
2 
 
Operativa interna • Operativa Interna (INT) 2281 
Otras Operaciones • Prioritarias 
• No prioritarias 
543 
431 
 
Solicitud de efectivo • Petición de efectivo 
(PET) 
204 
 
Vencimientos 
• Leasing 
• Factoring  
• Confirming  
 
0 
0 
0 
 
Tabla 10.-Tabla de volúmenes de correos clasificados por tipo y subtipo de tarea (Fuente: Elaboración propia 
 
En base al análisis realizado se ha determinado el alcance del proyecto, que se centra en la 
demostración de la capacidad de automatización de asignación y tipificación en las tareas de: 
Transferencias(1186 correos), OMF(785 correos), auditoria(162 correos), petición de 
efectivo(204 correos), operativa interna (2281 correos), cancelación disposiciones comercio 
exterior(212 correos), anulación/devolución/capturas manuales de comercios TPV (125 
correos), duplicados (342 correos), comercio exterior(96 correos) y cargos(128 correos).  
Se debe recalcar que en el caso de las tareas Prioritarias y No Prioritarias a pesar de tener 
suficiente volumen de correos la Entidad Bancaria desea eliminar esta tipificación por lo cual 
estos correos no fueron tomados en cuenta. 
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5.1.1. EXPLORACIÓN DE LOS DATOS DE MUESTRA  
 
La fase analítica del proyecto es una de las fases más importantes, ya que sin el análisis y 
entendimiento de los datos será imposible  modelar un correcto funcionamiento de los 
algoritmos.  
La fase de exploración se divide en dos partes:  
1. Análisis general y superficial de los correos suministrados por la entidad 
bancaria buscando comprender e identificar los criterios de clasificación de los 
operarios.  
2. Workshops con los operarios  de la capa de control, responsables de la 
tipificación de los correos, en los cuales se aclaran las dudas correspondientes 
al previo análisis superficial.  
 
5.1.2. GENERACIÓN DE HIPÓTESIS Y TEORÍAS 
 
Para comprender el funcionamiento del algoritmo es necesario conocer los criterios de 
clasificación que se utilizan actualmente desde la capa de control. Después de los workshops 
y reuniones con los operarios de la capa de control se han definido cada una de las tareas 
que tipificará en modelo de la siguiente forma:  
Transferencias (TRA): se clasifican como transferencias aquellas tareas en las cuales el 
cliente solicita la realización de una transferencia ordinaria, es decir, el importe a abonar no 
necesita estar en la cuenta destino el mismo día. También se clasifican en esta categoría los 
traspasos y la compra-venta de divisa. 
OMF (OMF): se clasifican como OMF todas las transferencias urgentes que deben ser 
abonadas en la cuenta destino en el mismo día. También se consideran tareas OMF 
transferencias cuyos importes sean superiores a los 500.000 €. 
Auditorias (AUD): se clasifican como Auditoria aquellas tareas relacionadas con la solicitud 
de documentación, autorizaciones e información requerida durante los procesos de auditoría.  
Operativa Interna (INT): se clasifican como Operativa Interna tareas que deben ser 
realizadas por gestores de la entidad bancaria como movimientos-operaciones de clientes que 
estén en concurso de acreedores, tramitación de ficheros SEPA. Los mails recibidos desde 
correos electrónicos propios de la entidad también se incluyen en esta tipificación.  
Petición de efectivo (PET): El nombre de esta tarea describe su objetivo de manera clara, 
se gestiona un correo como PET cuando se realiza una solicitud de efecto por parte del cliente, 
en este caso si se incluyen las reclamaciones y solitud de información referente a este ámbito.  
Anulación/devolución/capturas manuales de comercios TPV (ANU): Esta tipificación 
incluye cualquier solicitud relacionada con comercios TPV, está dirigida a todos los comercios 
que utilizan cajas de venta. Incluye actividades relacionadas con impresoras de tickets, lector 
de códigos de barras, etiquetadoras, entre otras.  
Duplicados (DUP): Se clasifican como duplicados/Comprobantes/Extractos aquellas tareas 
que representan solicitudes de algún documento (recibos de comunidad, recibos de seguro, 
o detalle de algún pago, etc.) o información detalla de movimientos, por parte de los clientes 
de Banca Corporativa. 
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Comercio exterior (CEX): Tipificación creada  para tareas de financiación, garantías, 
información, gestiones y cobros relacionados con el comercio exterior. Excluyendo en todo 
caso las cancelaciones o reclamaciones referidas al mismo ámbito ya que pertenecen a otra 
tipificación.  
Cancelación disposiciones comercio exterior (CDC): Como su nombre lo indica, se refiere 
a las gestiones de cancelación de financiación, garantías o cualquier movimiento relacionado 
con el comercio exterior.  
Cargos (CAR): Se clasifican todos aquellos correos en los que la petición del cliente esté 
relacionada con el pago de impuestos, seguros sociales, modelos, entre otros. Excluyendo 
siempre las reclamaciones y documentación referidas a estos ámbitos, ya que, tanto 
reclamaciones como documentación pertenecen a otra tipificación.  
Al comprender el funcionamiento actual desde la capa de control, incrementa la complejidad 
del modelo debido a: 
 En ocasiones la clasificación se realiza de una manera subjetiva, dependiendo del 
operario que realice la tipificación el correo será tipificado de una manera u otra. 
 Se seleccionaron tareas con gran similitud entre ellas, como es el caso de 
transferencias y OMF, o el caso de Comercio Exterior y cancelación 
disposiciones comercio exterior. 
 Después de leer algunos correos, la escritura de los clientes es muy variada (como 
era de esperar) y en ocasiones poco concisa.  
 Existen clasificaciones como es el caso de OMF que tienen gran responsabilidad al 
tratarse de movimiento de dinero por lo que se debe modelar un sistema robusto y 
preciso para evitar errores importantes en la clasificación. Sin embargo, al identificar 
estas tareas se ha llegado al acuerdo de que el operador soporte debe corroborar este 
tipo de tipificaciones.  
 
5.2. PRE-POCESAMIENTO Y PREPARACIÓN DE DATOS  
 
5.2.1. DATOS DE ENTRADA  
 
La entidad bancaria proporciona dos archivos para el entrenamiento y modelación del sistema:  
 *.PST con selección aleatoria de correos históricos que han sido tipificados en los 
meses de diciembre, enero, febrero del año 2017. Cada correo que se encuentra en 
dichas carpetas está identificado con un ID NUMBER contenido al final del asunto.  
 
 Documento *.csv en el cual se indica la lista de correos identificados por ID NUMBER 
y la tarea y subtipo de tarea que se le ha determinado manualmente por lo operarios. 
El documento *.csv contiene las variables de entrada (ID NUMBER) y las variables de salida 
(subtipo de tarea determinada para cada correo), mientras que los *.PST contienen los datos 
referidos a los atributos de cada variable de entrada a partir de los cuales se determina la 
tipificación o variable de salida.  
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5.2.2. EXTRACCIÓN DE LOS CORREOS ELECTRÓNICOS Y ALMACENAMIENTO EN 
CLOUD 
 
Para el entorno de entrenamiento la extracción de los correos se realiza en Jupyter mediante 
el desarrollo de un script que se presenta a continuación:  
 
Ilustración 14.-Segmento del código para extracción de correos  
El script desarrollado extrae como resultado un documento en formato texto (.*txt)  con todos 
los datos necesarios de cada correo contenido en el *.PST. Los campos extraídos por correo 
electrónico son:  
 Asunto: Generalmente contiene información diferenciadora para clasificar el tipo de 
tarea a desarrollar, sin embargo, después de los workshops y evaluaciones previas se 
ha detectado que en muchas ocasiones el asunto no es condescendiente con la tarea, 
por lo que no es un criterio confiable para la clasificación, se deben tomar en cuenta 
otros datos. Como se ha comentado anteriormente el asunto va acompañado del ID 
NUMBER del correo.  
 
 ID Number: Corresponde al número identificativo del correo, cada correo tiene un 
número propio. Este campo se extrae directamente del asunto de cada correo.  
 
 Cuerpo: Consiste en toda la información de importancia en el texto del correo. En 
ocasiones no basta con el asunto y el cuerpo para determinar el tipo de tarea, por lo 
cual en algunos correos es necesario generar una extracción de la documentación 
adjunta (en caso de existir).  
 
 Adjuntos: Los documentos adjuntos suelen estar en formato *.pdf por lo que será 
necesario el desarrollo de un nuevo script o la búsqueda de una herramienta que utilice 
tecnología OCR para obtener la información documentada en los adjuntos en formato 
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de texto, el tratamiento de los adjuntos queda fuera del alcance del modelo por lo que 
no se hará énfasis en este aspecto.   
Después de la extracción del archivo de texto con toda la información de valor, este es cargado 
en Cloudera específicamente en Impala creando una tabla de información visualmente amena 
en la cual cada fila de la tabla corresponde a un correo electrónico y las columnas determinan 
los campos del mismo: Asunto, Cuerpo, ID NUMBER.  
Con el archivo *.csv se genera otra tabla, donde cada fila representa un correo identificado 
por su ID NUMBER y las columnas serán la tarea y el subtipo de tarea en las que se ha 
tipificado dicho correo.  
Como último paso de carga de datos mediante un script muy sencillo se hace un cruce de las 
dos tablas teniendo así los datos de entrada, con sus correspondientes atributos y resultado 
de clasificación preparados para su procesamiento.  
 
5.3. DESARROLLO DEL MODELO 
 
A partir de este punto, todo el proceso de modelación de hipótesis se realizará desde el 
entorno de programación Jupyter, las tablas que contienen los datos que han sido preparadas 
en el capítulo anterior están almacenadas de forma permanente en Cloudera , sin embargo, 
la modificación y tratamiento de los datos se hará desde local en el entorno de programación. 
Desde el punto de vista funcional es importante recalcar que el tratamiento de datos de los 
campos Asunto y Cuerpo se hace de una manera independiente. Como es de esperarse, la 
extensión y el contenido de estos campos son muy diferentes, por lo que se ha decidido 
realizar un tratamiento y análisis independiente a partir del cual se llega a una conclusión 
conjunta. 
Al ser procesos muy parecidos pero aplicados a diferentes conjuntos de datos se desarrollará 
una única explicación que se puede aplicar tanto al tratamiento de asunto como al de cuerpo 
de correos.  
 
5.3.1. LIMPIEZA Y PREPARACIÓN DEL DATO  
 
En este apartado se explicará paso a paso los procedimientos realizados para limpiar lo 
máximo posible los correos electrónicos que se tratarán.  
Mediante la depuración de datos, se  busca eliminar el problema de datos contaminados para 
así garantizar el máximo rendimiento. La limpieza de datos es un paso fundamental previo a 
la aplicación de los algoritmos de clasificación ya que los correos provienen de fuentes 
heterogéneas (más de 7000 clientes corporativos)  y no tienen el mismo esquema de datos.  
La limpieza y preparación del dato es un paso central y muy importante en el desarrollo del 
modelo de tipificación de correos ya que de esto depende en gran medida el existo o fracaso 
de la aplicación del modelo, el conjunto de datos debe tener un formato uniforme que permita 
un análisis ordenado y coherente. 
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LIMPIEZA  DEL DATO  
 
Las acciones tomadas para la limpieza no se realizan sobre los datos originales contenidos 
en las tablas en Impala, todo tratamiento se realiza desde el entorno de programación en 
tablas replicadas para evitar la modificación de datos originales. La limpieza previa de los 
datos se ha focalizado en: 
 
 CONVERSIÓN A FORMATO ESTÁNDAR 
 
Consiste en homogeneizar todo el texto de la colección de correos, afectando a la 
consideración de los términos en mayúscula o minúscula, el control de determinados 
parámetros como cantidades numéricas o fechas, el control de abreviaturas y acrónimos, 
control de términos no reconocidos por el lenguaje de programación. 
 
 
 
Ilustración 15.-Código para eliminación de caracteres no reconocidos por el lenguaje.  
 
De cara a los signos de puntuación y a caracteres de separación de palabras también se 
realiza un tratamiento previo, considerando la eliminación de dobles espaciados, signos de 
puntuación repetitivos, interlineados innecesarios, entre otros.  
 
Ilustración 16.-Código para la eliminación de espaciados dobles en los correos.  
58 
Daniela González Herrero 
 TRATAMIENTO DE CABECERAS Y FOOTERS 
 
La lista de clientes que envía correos a los buzones de banca corporativa es conocida, por 
tanto es posible crear patrones de las firmas, cabeceras y footers de cada cliente, para de 
manera automática remover de todos los correos este contenido que no aporta valor e incluso 
puede confundir al algoritmo creando falsos positivos en el entrenamiento del mismo.   
 
 
 
Ilustración 17.-Código ejemplo de Footers identificados y removidos de los correos.  
 
 TRATAMIENTO DE PALABRAS VACÍAS O STOP-WORDS 
 
En todos los idiomas, existen palabras que son particularmente comunes. Si bien su uso para 
el entendimiento de la lengua es importante, generalmente no transmiten un significado 
particular, sobre todo si se toma fuera de contexto. Este es el caso de artículos, conjunciones, 
algunos adverbios, preposiciones, pronombres. A este tipo de palabras vacías se les conoce 
como  stop-words. [13]. 
La eliminación de estas palabras es un paso importante a considerar durante las etapas de 
pre-procesamiento. Existen listas predeterminadas por idioma de stop-words, o pueden ser 
creadas para un modelo específico. En el caso de aplicación se crea una lista propia de stop-
words referida al contexto de banca y específicamente a clientes corporativos.  
Para crear la lista de stop-words se han utilizado varios módulos de la librería de 
Procesamiento de Lenguaje Natural NLTK: 
En una primera instancia con el módulo de wordpuntc_tokenize  convierte todas las cadenas 
de texto a una lista de tokens eliminando mayúsculas y signos de puntuación. El módulo de 
wordpuntc_tokenize  se basa en expresiones regulares para separar las cadenas de texto en 
tokens, algunos tipos símbolos o formatos específicos (por ejemplo, números de teléfono o 
nombres químicos) no son capturados y se dividen en varios tokens. Para solucionar este 
problema, se ha realizado un refuerzo del módulo para detección de números de teléfono y 
números de cuenta específicamente. 
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Las palabras que aparecen con frecuencia en todos los documentos no suelen aportar valor 
al análisis del texto. De forma que, palabras que aparecen en más del 90% de los correos se 
consideran stop-words. 
Seguidamente con el módulo de CountVectorizer se genera una matriz cuyos valores 
representan el número de veces que cada palabra aparece en cada correo, de esta manera 
el módulo es capaz de identificar aquellas palabras que aparecen en más del 90% de los 
correos y que serán removidas de todas la cadenas de texto.  
 
 
 
 
 
PREPARACIÓN DEL DATO  
 
 DETECCIÓN DE N-GRAMAS. 
Consiste en la identificación de aquellas palabras que suelen aparecer juntas (palabras 
compuestas, nombres propios, etc.) con el fin de tratarlas como una sola unidad conceptual. 
Suele hacerse estimando la probabilidad de que dos palabras que aparezcan con cierta 
frecuencia juntas y constituyan realmente un solo término (compuesto).[15]. 
Para la detección de N-gramas se ha utilizado el módulo ngrams de la librería de 
Procesamiento de Lenguaje Natural de Python NLTK.  
 
 LEMATIZACIÓN 
 
La lematización de los términos es una parte del procesamiento lingüístico que trata de 
determinar el lema o raíz de cada palabra que aparece en un texto, está relacionado 
estrictamente con el análisis morfológico del procesamiento de lenguaje natural.  
Su objetivo es reducir cada palabra a su raíz, de modo que las palabras clave de un correo 
se representen por sus raíces en lugar de por las palabras originales.  
La raíz de una palabra comprende su forma básica más sus formas declinadas. Por ejemplo, 
"pagar" podría ser el lema de "pagado", "pago", e "pagaré".  
 
Ilustración 18.-Extracción del código para tratamiento de eliminación de stop words. (Fuente: Elaboración propia 
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El proceso de lematización se lleva a cabo utilizando el módulo de WordNetLemmatizer de la 
librería de Procesamiento de Lenguaje Natural NLTK. Una vez aplicado el módulo de 
tokenización al lenguaje escrito de los correos, mediante la aplicación de WordNetLemmatizer 
se representan de un mismo modo las distintas variantes de un término. 
Tras la lematización del contenido de los correos se reduce el vocabulario del modelo y como 
consecuencia de esto mejora la capacidad de almacenamiento y tiempo de procesamiento de 
todos los correos. 
 
 PARAMETRIZACIÓN Y CREACIÓN DE BAG OF WORDS 
 
Para procesar la información de los correos, estos deben ser representados de manera 
estructurada. La forma más popular e intuitiva de representar texto escrito es por medio de un 
vector llamado vector1.  
El vector generado tiene tantas componentes como número total de palabras que se hayan 
identificado en el Corpus (conjuntos de todas las palabras pertenecientes al total de correos).  
Posteriormente se  crea un vector que represente cada correo electrónico. Este vector tiene 
la misma dimensión que el vector1 pero contendrá únicamente las palabras que formen parte 
del correo que representa.  
El conjunto total de vectores o bag of words, previamente explicado, se construye en función 
de dos métodos:  
 Vectores generados por presencia de palabras: Se comprueba de manera 
automática en cada correo electrónico la presencia de  las palabras que conforman el 
corpus, sin tomar en cuenta la frecuencia con la que aparecen. De forma que el vector 
tendrá componente “1”  en caso de que la palabra forme parte del correo y componente 
“0” en caso contrario.  
 
 Vectores generados por la presencia y frecuencia de las palabras: Sigue una 
metodología similar al método anterior, en el cual las palabras ausentes serán 
representadas por un “0” pero, en el caso de palabras que forman parte del correo 
serán representadas por un peso asignado en función de la frecuencia con la que 
aparece tanto en el propio correo como en el conjunto total de los demás correos 
analizados (teoría TFI-ID). El peso asignado aumenta proporcionalmente al número de 
veces que una palabra aparece en el correo, pero es compensada por la frecuencia 
de la palabra en la colección total de correos, lo que permite manejar el hecho de que 
algunas palabras son generalmente más comunes que otras. 
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Ilustración 19.-Representación gráfica de la colección de correos en el modelo Bag.Of.Words con metodología TDF-IF. Donde 
cada término dn  representa el n-correo y las columnas tn  representan cada palabra del Corpus. 
 
Una vez estudiadas y aplicadas ambas metodología el autor ha concluido que la creación del 
bag of words que aporta más valor al modelo sigue la metodología de generar vectores en 
función de la presencia y frecuencia de cada palabra.  
 
Ilustración 20.- Código para la creación de Bag-of-words.  
En el código presentado anteriormente se puede apreciar que se han creado dos bag of 
words esto se debe a que debido a dimensiones y contenido se llegó a la conclusión que el 
asunto y el cuerpo deben ser tratados de manera independiente. La principal diferencia en la 
modelación de los bag of Words es el tamaño del corpus, en donde para el caso del asunto 
se estableció un tamaño de 3000 palabras y en el caso del cuerpo un vector con 5000 
componentes.  
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Para la construcción de los bags of words se utiliza el módulo de CountVectorizer 
perteneciente a la librería de NLTK. 
 
5.4. DESARROLLO DEL MODELO  
 
Una vez limpiado y pre-procesados los datos, se debe construir el clasificador de correos 
mediante el entrenamiento de algoritmos estadísticos. Para seleccionar los algoritmos que 
funcionen de manera más acertada se han tenido en cuenta los datos a analizar.  
La finalidad del clasificador será tipificar variedad de correos en 10 clases previamente 
definidas, por lo que se sabe que el problema piloto es un problema de clasificación. De igual 
manera, los datos proporcionados por la Entidad Bancaria (correos de Clientes Corporativos) 
contienen el valor de la variable de salida, es decir, la etiqueta o clasificación que le ha sido 
asignada  a cada correo por los operarios, de esta manera se concluye que el problema piloto 
es un problema de aprendizaje supervisado.  
Las variables que se han tomado en cuenta a la hora de terminar que posibles algoritmos 
pudiesen generar un modelo robusto y que cumpliese con las expectativas de la Entidad 
Bancaria fueron:  
 La precisión del algoritmo, en este caso de uso es muy importante que el algoritmo 
sea preciso ya que algunas de las tareas implican movimiento de cantidades 
importantes de dinero. Se quiere demostrar que el sistema puede sustituir a los 
operarios de forma que no se tolerarían confusiones entre las tareas. 
 
 No son limitantes tanto la capacidad de procesamiento como el tiempo de 
entrenamiento de los algoritmos. 
 
 Interesa que las tareas de clasificación no sigan reglas de extracción de texto, ya que 
se quiere demostrar y reforzar el desarrollo de un modelo apoyado en procesamiento 
de lenguaje natural. Por lo tanto se deben evitar aproximaciones lineales, reglas de 
extracción y decisión.  
 
 Preferiblemente se deben trabajar algoritmos con capacidad de modificación de la 
mayoría de parámetros posibles, ya que se pretende que el modelo de implemente y 
evolucione con el tiempo a la vez que evolucione la Entidad Bancaria. La flexibilidad 
de adaptación del algoritmo representa un punto fuerte a tener en consideración. 
 
 Un factor a tener en cuenta es la complejidad del algoritmo. Este principio no es 
determinante, sin embargo no se puede perder de vista que el objetivo del proyecto es 
demostrar que el planteamiento propuesto para automatizar la asignación y tipificación 
de tareas de Banca Corporativa es fiable y cumple con los requisitos de la Entidad 
Bancaria. Por lo que es necesario tener la capacidad de simplificar y explicar el 
funcionamiento del algoritmo para que el cliente lo comprenda y confíe en el modelo.  
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ALGORITMO 
DE 
CLASIFICACIÓN 
PRECISIÓN TIEMPO DE 
ENTRENAMIENTO/ 
PROCESAMIENTO 
LINEALIDAD FLEXIBILIDAD COMPLEJIDAD 
Regresión 
Lineal 
     
Regresión 
Logística 
     
Árboles de 
decisión 
     
Random Forest      
K-Means      
SVM      
Redes 
neuronales 
*     
Naive Bayes      
AdaBoost      
RVM *     
Tabla 11.-Tabla comparativa de posibles algortimos de clasificación.  
 Bajo nivel  Nivel Medio Nivel alto. 
* El nivel de precisión se ha determinado en función de la cantidad de datos que se tienen, estos algoritmos tienen alto nivel 
de precisión para volúmenes de datos muy superiores al caso de uso.   
En función de las características que han sido explicadas anteriormente y tomando en cuenta 
el funcionamiento de cada uno de los algoritmos el autor ha seleccionado cuatro posibles 
algoritmos estadísticos para el modelado del clasificador: Naive Bayes, Random Forest, 
Regresión Logística y Adaboost.  
 
5.4.1. DETERMINACIÓN DE DATOS DE ENTRENAMIENTO, VALIDACIÓN Y  DE PRUEBA 
 
Antes de entrenar los algoritmos se separan los datos en tres conjuntos: entrenamiento, 
pruebas y validación. Debido a que las estimaciones de rendimiento siempre deben ser 
completamente independiente de los datos de entrenamiento. 
Durante el proceso de selección del mejor modelo, los algoritmos se ajustan a los datos de 
entrenamiento y el error de predicción para dichos modelos es obtenido mediante el uso de 
los datos de validación. Este error de predicción en los datos de validación se utiliza para 
determinar el nivel de acierto y eficacia del algoritmo para el caso de uso.  
Finalmente, una vez que termina el proceso y se tiene seleccionado el modelo, se pueden 
utilizan los datos de prueba para evaluar la manera en que el modelo seleccionado se 
generaliza para los datos que no jugaron ningún papel en la selección del mismo. 
Para dividir los datos en los tres conjuntos anteriormente explicados mediante el comando 
random de pyhton se realiza una selección aleatoria de correos, de forma que los datos 
utilizados para el entrenamiento representen el 70% de los correos, los datos de prueba un 
15% y los datos de validación el 15% restante.  
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5.4.2. ENTRENAMIENTO Y PRUEBA DE POSIBLES ALGORITMOS  
 
Todos los algoritmos seleccionados son importados de las librerías de Sklearn, la cual es una 
biblioteca de aprendizaje de software libre para el lenguaje de programación Python. Incluye 
la mayoría de los algoritmos de clasificación, regresión y agrupación y está diseñada para 
operar conjuntamente con las bibliotecas numéricas y científicas Python NumPy y SciPy.  
El procedimiento de entrenamiento del algoritmo se realiza de forma automática a través del 
entorno de programación. Únicamente se debe ajustar el modelo a los datos de entrada y a 
los datos de salida que en este caso serán los correos y su clasificación respectivamente. Y 
en caso de que considere necesario se pueden ajustar los diferentes parámetros de cada 
algoritmo.  
El fundamento teórico de cada algoritmo se ha desarrollado en capítulos previos, por lo que 
no se entrará en detalle del funcionamiento de cada uno de ellos.  
Para el entrenamiento y prueba de cada algoritmo se han seleccionado de manera aleatoria 
un 70% de los correos totales, de los cuales las variables asignadas para cada correo son:  
Train_data_feature_subject: variable que contiene los asuntos de cada correo perteneciente 
a los correos del conjunto de entrenamiento. 
Train_data_feature_body: variable que contiene los asuntos de cada correo perteneciente a 
los correos del conjunto de entrenamiento. 
POV_train(‘subtask’): Variables que contienen la clasificación según la cual se ha tipificado 
cada correo, el subtipo de tarea a la que corresponde cada correo.  
Para las pruebas de cada algoritmo se ha seleccionado de manera aleatoria un 15% de los 
correos totales, de los cuales las variables asignadas son:  
Test_data_feature_subject: variable que contiene los asuntos de cada correo perteneciente 
a los correos del conjunto de prueba. 
Test_data_feature_body: variable que contiene los asuntos de cada correo perteneciente a 
los correos del conjunto de prueba. 
POV_test (‘subtask’): Variables que contienen la clasificación según la cual se ha tipificado 
cada correo, el subtipo de tarea a la que corresponde cada correo. 
El proceso de entrenamiento a través del entorno de programación es realmente simple los 
pasos a seguir son:  
1. Importar el algoritmo desde la librería de SKLEARN correspondiente. 
2. Ajustar el algoritmo a los datos de entrada y de salida, en este caso se generarán 
dos ajustes correspondientes al asunto y al cuerpo, de modo que se crearán dos 
modelos de un mismo algoritmo. Cada algoritmo será almacenado en una variable 
determinada por el autor.  
3. Comprobar el funcionamiento del algoritmo mediante la aplicación del mismo a los 
datos de prueba.  
4. Efectuar una comparativa de predicciones realizadas por el algoritmo y la 
clasificación real de cada correo. Esta comparación se realiza mediante el 
comando de accuracy_score.  
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En todos los algoritmos se realiza un entrenamiento a partir de los datos de entrenamiento 
para el cuerpo de los correos y uno distintos para el asunto de los correos, como se ha 
explicado con anterioridad, esto se debe a que el asunto y el cuerpo de los correos tienen 
diferentes contenido y dimensiones por lo que han sido tratados de manera independiente 
durante todo el modelado.  
 
ALGORITMO DE REGRESIÓN LOGÍSTICA: 
El algoritmo de Regresión Logística tiene como base un modelo lineal, por lo cual no es una 
de las teorías más fuertes. Sin embargo suele tener muy buenos resultados para los modelos 
que contienen gran cantidad de datos y muchas variables.  
Al ser uno de los algoritmos más utilizados en problemas de clasificación múltiple, con una 
metodología de desarrollo simple y muy flexible en cuanto a posibles modificaciones de 
parámetros, se ha seleccionado como candidato de prueba para el desarrollo del modelo.  
 
 
Ilustración 21.-Entrenamiento y prueba de predicción de algoritmo Regresión Logística.  
El algoritmo correspondiente al modelado del asunto en este caso se almacena en la variable 
“logreg_s” mientras que el modelado para el cuerpo de los correos se almacena en la variable 
“logreg_b”. Los resultados de la aplicación del algoritmo a los datos de prueba se almacenan 
en las variables “result5_s” para las predicciones realizadas a partir del asunto y “result5_b” 
para las predicciones realizadas a partir del cuerpo.  
Mediante el uso de los datos se prueba, se ha determinado que el algoritmo de Regresión 
Logística acierta en un 78,5%  basándose en el contenido del asunto de los correos y en 
76,65% basándose en el cuerpo de los correos.  
Este resultado resulta sorprendente ya que el cuerpo del correo es el que suele aportar más 
información en cuanto a la clasificación, sin embargo se debe tener la consideración que  los 
correos son seleccionados de manera aleatoria y existe la posibilidad de que en el conjunto 
de correos con el cual se ha realizado la prueba del modelo de Regresión Logística haya 
correos con asuntos muy similares entre sí y cuyos asuntos tienen información discriminante 
que beneficia al porcentaje de acierto.  
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NAIVE BAYES: 
El clasificador Naive Bayes es muy popular en la aplicación de filtrado de correos spam, se 
adapta muy bien a la estructura de los datos de entrada y se apoya en el teorema de Bayes 
para calcular la probabilidad de que un correo pertenezca o no a una clase, por esta razón ha 
sido uno de los candidatos propuestos. 
 
Ilustración 22.-Entrenamiento y prueba de predicción de algoritmo Naive Bayes  
 
El algoritmo correspondiente al modelado del asunto en este caso se almacena en la variable 
“clf_s” mientras que el modelado para el cuerpo de los correos se almacena en la variable 
“clf_b”. Los resultados de la aplicación del algoritmo a los datos de prueba se almacenan en 
las variables “result2_s” para las predicciones realizadas a partir del asunto y “result2_b” para 
las predicciones realizadas a partir del cuerpo.  
Mediante el uso de los datos se prueba, se ha determinado que el algoritmo de Naive Bayes 
acierta en un 70,9%  basándose en el contenido del asunto de los correos y en 72,19% 
basándose en el cuerpo de los correos. En este caso el cuerpo de los correos aporta más 
valor al clasificador.  
ADABOOST: 
El algoritmo de Adaboost es un clasificador fuerte basado en la combinación de varios 
clasificadores débiles, presenta una metodología de desarrollo particular debido a que se 
centra en los datos que han sido erróneamente clasificados en una primera iteración, dándoles 
más peso en la siguiente iteración para que el algoritmo se centre en buscar atributos que 
permitan acertar en la predicción.  
Se ha seleccionado este algoritmo como posible clasificador por su manera distinta de trabajar 
ante los demás algoritmos de clasificación. Buscando un aspecto diferenciador que pueda (o 
no) sorprender con los resultados.  
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Ilustración 23.- Entrenamiento y prueba de predicción de algoritmo Adaboost  
El algoritmo correspondiente al modelado del asunto en este caso se almacena en la variable 
“adb_s” mientras que el modelado para el cuerpo de los correos se almacena en la variable 
“adb_b”. Los resultados de la aplicación del algoritmo a los datos de prueba se almacenan en 
las variables “result4_s” para las predicciones realizadas a partir del asunto y “result4_b” para 
las predicciones realizadas a partir del cuerpo.  
Mediante el uso de los datos se prueba, se ha determinado que el algoritmo de Adaboost 
acierta en un 55,3%  basándose en el contenido del asunto de los correos y en 47,7% 
basándose en el cuerpo de los correos.  
 
RANDOM FOREST: 
El algoritmo de Random forest tiene sus bases en los árboles de decisión los cuales están 
entre los métodos de clasificación supervisada más utilizados. 
El algoritmo Random Forest tiene dos parámetros principales: el número de árboles y el 
número de predictores a utilizar en cada partición de cada uno de los árboles. Por defecto el 
algoritmo propone utilizar 10 árboles, sin embargo para la clasificación de correos el número 
de árboles se ha aumentado a 100, intentando conseguir mayor precisión en los resultados. 
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Ilustración 24.-Entrenamiento y prueba de predicción de algoritmo Random Forest.  
El algoritmo correspondiente al modelado del asunto en este caso se almacena en la variable 
“forest_s” mientras que el modelado para el cuerpo de los correos se almacena en la variable 
“forest_b”. Los resultados de la aplicación del algoritmo a los datos de prueba se almacenan 
en las variables “result_s” para las predicciones realizadas a partir del asunto y “result_b” para 
las predicciones realizadas a partir del cuerpo.  
Mediante el uso de los datos se prueba, se ha determinado que el algoritmo de Random Forest 
acierta en un 78,1%  basándose en el contenido del asunto de los correos y en 78,79% 
basándose en el cuerpo de los correos.  
 
5.5. VALIDACIÓN DEL MODELO  
 
La validación del modelo es el proceso de evaluar cuál sería el rendimiento de los modelos 
de predicción con datos reales. A pesar de haber hecho una primera comprobación con los 
datos de prueba, mediante la validación del modelo se refuerza la confianza y la certeza del 
correcto funcionamiento del algoritmo. 
 
Existen diversas estrategias de validación, entre ellas, las estrategias gráficas que permiten 
una visualización del funcionamiento del modelo. La estrategia de validación utilizada en este 
caso fue una matriz de confusión.  
 
Una matriz de confusión es una visualización de la ejecución de un algoritmo, utilizada por lo 
general en casos de aprendizaje supervisado. Se puede emplear para clasificadores binarios 
o multi-clases y contiene información sobre las clasificaciones actuales y predicciones hechas 
por un sistema de clasificación. La matriz de dimensión nXn, donde “n” es el número de clases. 
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Durante la fase de entrenamiento y prueba de los algoritmos se concluye que el algoritmo con 
mejores resultados relativos entre las predicciones basadas en el asunto y las basadas en el 
cuerpo de los correos fueron los algoritmos de Random Forest.  
 
La validación del desempeño del modelo se realiza sobre todos los algoritmos, sin embargo 
a continuación se presenta únicamente la validación del algoritmo de Random Forest, para 
validar y reforzar la teoría de que presenta un mejor desempeño predictivo para el modelo de 
clasificación de correos. 
  
5.5.1. MATRIZ DE CONFUSIÓN DE RANDOM FOREST PARA PREDICCIÓN DEL CUERPO 
DE LOS CORREOS  
 
A partir de los datos de validación que representan el 15% del conjunto total de datos, se 
selecciona de manera aleatoria, mediante el comando random,  aproximadamente un 90% de 
los datos de validación y son tratados con el algoritmo predicción forest_b ( algortimo de 
predicción Random Forest aplicado al cuerpo de los correos).  
Se crea la matriz de confusión a partir de los resultados de predicción, en donde cada columna 
de la matriz representa los casos que el algoritmo predijo mientras que cada fila representa 
los casos en una clase real.  A modo de prueba se han incluido 3 clasificaciones que no están 
contempladas en el alcance del modelo para tantear la posibilidad de agregarlas al conjunto 
de clasificación. 
 CTP(Comercios TPV) 
 ARE(Alta remesa) 
 CER(Certificados) 
 
Ilustración 25.- Matriz de confusión  basada en el algoritmo forest_b. Validación realizada con 980 correos seleccionados de 
manera aleatoria dentro del conjunto de datos de validación.  
Las predicciones del algoritmo son bastante acertadas, se puede apreciar que la diagonal de 
la matriz contiene los correos que fueron clasificados de manera correcta. En el caso de las 
clasificaciones “de prueba” que fueron añadidas se aprecia que los resultados no son los 
mejores, esto se debe a que el volumen de correos es muy pequeño y resulta difícil modelar 
un clasificador óptimo para dichas clasificaciones.  
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5.5.2. MATRIZ DE CONFUSIÓN DE RANDOM FOREST PARA PREDICCIÓN DEL ASUNTO 
DE LOS CORREOS  
 
De forma similar que en el apartado anterior, mediante el comando random, se selecciona 
aproximadamente un 90% de los datos de validación, de manera independiente a la selección 
de los datos para validación del algoritmo aplicado al cuerpo, los datos pueden o no ser los 
mismos en cada validación. 
Los datos seleccionados dentro del conjunto de validación se aplican al algoritmo predicción 
forest_s ( algortimo de predicción Random Forest aplicado al asunto de los correos).  
Se crea la matriz de confusión a partir de los resultados de predicción, agregando nuevamente  
3 clasificaciones que no están contempladas en el alcance del modelo para tantear la 
posibilidad de agregarlas al conjunto de clasificación. 
 CTP(Comercios TPV) 
 ARE(Alta remesa) 
 CER(Certificados) 
 
 
Ilustración 26.-Matriz de confusión basada en el algoritmo forest_s. Validación realizada con 1171 correos seleccionados de 
manera aleatoria dentro del conjunto de datos de validación.  
Los resultados de la validación del asunto son positivos en general, debido a que la mayoría 
de los correos se encuentran ubicados en la diagonal de la matriz de confusión, lo que 
corrobora que la mayoría de los correos han sido clasificados de manera correcta por el 
algoritmo. 
Por otra parte, se confirma que las categorías de “prueba” que fueron agregadas para tantear 
la posibilidad de incluirlas en el clasificador no tienen resultados robustos, esto se debe al 
escaso volumen de correos de dichas tipificaciones en el conjunto de entrenamiento. Por lo 
que estas clasificaciones definitivamente quedan excluidas del alcance del modelo.  
 
Se puede concluir que el algoritmo es válido con un nivel de acierto superior al 77% en cuanto 
a la predicción basada en el cuerpo y un nivel de acierto superior al 78% en cuanto a la 
predicción basada en el asunto. Una vez validados ambos modelos se procede a generar una 
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combinación del algoritmo del cuerpo con el algoritmo del asunto ya que la finalidad del 
modelo es crear una única predicción del conjunto del cada correo electrónico.  
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6. RESULTADOS Y ANÁLISIS DE RESULTADOS 
Tras la validación de los modelos para predicciones basadas en el cuerpo y en el asunto de 
correos de manera independiente se desarrolla una combinación de los modelos predictivos 
del asunto con los modelos predictivos del cuerpo.  
Los resultados obtenidos para cada algoritmo se representan a continuación de manera 
gráfica mediante matrices de confusión:  
 
6.1. MODELOS DE REGRESIÓN LOGÍSTICA 
 
 
Ilustración 27.- Matriz de confusión y resultados de modelo integrado basado en algoritmo Regresión Logísica  
Se puede apreciar que las clasificaciones con mayor grado de acierto (alrededor del 85%) son 
PET (petición de efectivo),INT (operativa interna) y CDC(cancelación de disposiciones de 
comercio exterior) y las que menor grado de acierto (alrededor del 50%) son CAR(cargos) y 
CEX(comercio exterior). 
El modelo no tiene gran complejidad por lo que el rendimiento del mismo es determinado por 
el conjunto de datos.  
A pesar de ser un modelo basado en una hipótesis de clasificación simple, se adapta bastante 
bien a los datos clasificándolos con un nivel de acierto superior al 75%.  
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El correcto funcionamiento de este algoritmo sugiere que el conjunto de correos se puede 
ajustar a un modelo simple a pesar de que inicialmente esta hipótesis parecía absurda debido 
a la complejidad del caso de aplicación.  
A pesar de que el modelo ha cumplido con las expectativas de acierto, se desean realizar más 
exploraciones o búsquedas de otros métodos para obtener mejores resultados.  
 
6.2. MODELOS DE NAIVE BAYES  
 
 
 
 
Ilustración 28.-. Matriz de confusión y resultados de modelo integrado basado en algoritmo Naive Bayes  
 
Se puede apreciar que las clasificaciones con mayor grado de acierto (alrededor del 85%)  
son PET (petición de efectivo),INT (operativa interna) y CDC(cancelación de disposiciones de 
comercio exterior) y las que menor grado de acierto (alrededor del 50%) son CAR(cargos) , 
CEX(comercio exterior), DUP (duplicados) ,CAR (cargos) y AUD (auditoria). 
Dos de las clasificaciones tienen un nivel de acierto considerado inaceptable, para el caso de 
CEX y DUP los aciertos rondan están entre el 0% y 10%. Esta propuesta debe ser descartada 
sin tomar en cuenta el porcentaje de acierto de las demás clasificaciones.  
El modelo es robusto para las clasificaciones que tienen gran cantidad de datos como es el 
caso del subtipo de tarea INT.  
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A pesar de ser un clasificador muy usado en la aplicación de filtrado de correos spam, para 
problemas de multi-clasificación se demuestra que no tiene un desempeño altamente positivo, 
alcanzando un nivel de acierto del 70% que no llega al umbral propuesto para considerar el 
algoritmo como apto.   
Posiblemente el funcionamiento pobre del algoritmo se deba a que el clasificador se apoya en 
el teorema de Bayes, que sería más efectivo si se tuviesen menos clasificaciones. 
 
 
6.3. MODELOS DE ADABOOST  
 
 
 
Ilustración 29.-Matriz de confusión y resultados de modelo integrado basado en algoritmo Adaboost   
 
Para el algoritmo de AdaBoost los resultados son visiblemente peores, la única clasificación 
que tiene un nivel de acierto cercano al 72% es INT (operativa interna), la mayoría de las 
clasificaciones tienen un nivel de acierto alrededor del 40% y el subtipo de tarea DUP 
(duplicados) tiene un nivel de acierto prácticamente nulo.  
El nivel de acierto general del algoritmo de AdaBoost tras la combinación de los modelos de 
asunto y de cuerpo es de un escaso 52,9% de manera que este algoritmo es descartado de 
manera inmediata.  
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Se esperaba que este algoritmo tuviese un desempeño bastante mejor al que tuvo, el autor 
considera que al ser un clasificador que se centra en mejorar las clasificaciones malas en vez 
de reforzar las clasificaciones buenas no se adapta al modelado de datos disponible en este 
caso de uso.  
 
6.4. MODELOS DE RANDOM FOREST  
 
 
 
 
Ilustración 30.-. Matriz de confusión y resultados de modelo integrado basado en algoritmo Random Forest  
 
Se puede apreciar que las clasificaciones con mayor grado de acierto (alrededor del 90%) son 
PET (petición de efectivo), INT (operativa interna) y CDC(cancelación de disposiciones de 
comercio exterior). En un segundo nivel de acierto muy positivo aproximado del 75% se 
encuentran las categorías de ANU (anulaciones), OMF y TRA (transferencias). Las que menor 
grado de acierto tienen son CAR (cargos) y CEX (comercio exterior). 
Se puede apreciar visualmente en la diagonal de la matriz de confusión que el modelo que 
combina el algoritmo de random forest para la predicción basada en el cuerpo y el algoritmo 
de random forest para la predicción basada en el asunto es el que mejor desempeño tiene.  
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6.5. COMPARATIVA DE RESULTADOS  
 
Tras analizar los resultados de los modelos combinados de cada uno de los algoritmos 
tanteados, se ha llegado a la conclusión de que los algoritmos de Regresión Logística y 
Random Forest son los que tienen un mejor desempeño. 
A pesar de ser evidente se utiliza una última herramienta de visualización de resultados, 
empleando el módulo matplotlib.pyplot.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Los gráficos representan una proyección en dos dimensiones del modelo desarrollado. Los 
colores del fondo representan a los atributos de cada clasificación y cómo estos se distribuyen 
en un espacio reducido de dos dimensiones.Los puntos de color representan las diferentes 
clasificaciones de los correos electrónicos (variables de salida conocidas) y cómo se 
distribuyen en el espacio reducido.  
Tanto Random Forest como el clasificador de Regresión Lineal hacen un buen trabajo, en 
estos gráficos se puede apreciar que los puntos se agrupan en conjunción con el color del 
fondo.  
Por otro lado AdaBoost y Naives Bayes presentan un peor desempeño, especialmente el 
algoritmo de AdaBoost no tiene la capacidad de agrupar los atributos que diferencian cada 
 Ilustración 31.-Gráficos comparativos de los cuatro algortimos propuestos, representación 2D. (Fuente: Elaboración 
propia) 
78 
Daniela González Herrero 
clasificación, por esta razón el fondo de la imagen tiene un color resultante de la mezcla de 
todos los colores.  
Tanto de manera visual como mediante los porcentajes de acierto se determina que el 
algoritmo que funciona mejor y se adapta a los requerimientos del problema de clasificación 
es el de Random Forest, así que se establece este algoritmo como “ganador” para el 
modelado de la hipótesis.  
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7. IMPACTO SOCIAL  
Este proyecto tiene como consecuencia directa la sustitución parcial de los trabajadores que 
desarrollan la labor que se desea automatizar. Naturalmente genera incertidumbre pero es 
importante aclarar que en ningún caso los humanos serán reemplazados por los modelos de 
predicción, los modelos se desarrollan como herramientas que  faciliten y reduzcan el nivel de 
trabajo de los operarios pertenecientes a la capa de control.  
La labor de los 14 operarios de la capa de control constituye una tarea repetitiva, pesada  y 
que no aporta valor profesional a los operarios. Por lo que en su mayoría, están desmotivados 
y acuden al trabajo simplemente por compromiso.   
Desde el inicio del planteamiento del proyecto la Entidad Bancaria deja totalmente claro que 
los trabajadores no serán despedidos, sino reubicados en diferentes puestos de trabajo en los 
que se pueda aprovechar de mejor maneras sus habilidades profesionales. Como 
consecuencia directa de esto los operarios contribuyeron de una manera muy positiva en los 
Workshops y reuniones que fueron necesarias para comprender desde un punto de vista 
funcional el sistema clasificatorio existente.  
Se puede concluir que el impacto social que tendrá este proyecto es positivo sobre el personal 
de la capa de control, generando beneficios como:  
 Reubicación de recursos, tomando en cuenta sus características profesionales.  
 Disminución de tareas repetitivas y pesadas que no aportan valor al trabajo. 
 Se asegura una mejora de la calidad del trabajo para el operario soporte que se 
mantiene activo en el proceso de clasificación de correos. 
 Incremento en la motivación laboral de los operarios pertenecientes a la capa de 
control.  
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8. CONCLUSIONES 
El modelo de propuesto consiste en un proceso secuencial estructurado en dos grandes 
bloques. Estos bloques modelan el diseño de una herramienta tecnológica  desde la 
compresión del contexto de correos de banca corporativa, procesamiento de datos, hasta las 
etapas de extracción, tratamiento y clasificación de los correos.  
El primer bloque se fundamenta en técnicas de Procesamiento de Lenguaje Natural, que a 
pesar de tener origines en el año 1950 es una disciplina viva y en pleno desarrollo, con multitud 
de retos que superar debido a  la ambigüedad del lenguaje natural. La metodología de 
Procesamiento de Lenguaje Natural ha ido evolucionando y mejorando con el tiempo, no solo 
en cuanto a precisión sino especialmente en eficiencia computacional y robustez.  
El segundo bloque se desenvuelve  sobre la disciplina de Aprendizaje Automático que está 
en pleno desarrollo debido a la necesidad inminente que tienen las empresas en cuanto al 
crecimiento exponencial del volumen de datos existentes. Las técnicas desarrolladas durante 
el proyecto tienen una base estadística, sin embargo, gracias a la potencia de cálculo de los 
ordenadores la aplicación de técnicas estadísticas resulta útil y productiva para el tratamiento 
masivo de datos de forma rápida automática. De manera que se puede concluir que mediante 
las disciplinas de Aprendizaje Automático la estadística sirve como metodología científica para 
la resolución de un sinfín de problemas en las organizaciones empresariales actualmente.  
 
Tras el diseño y construcción de la herramienta de clasificación se pude concluir  que ambas 
disciplinas aportan beneficios y provechos evidentes en el mundo empresarial. Sin embargo, 
mediante su integración se puede repotencian las aportaciones positivas y relevantes de 
técnicas específicas de inteligencia artificial con la integración de interpretación de lenguaje 
natural, automatización de procesos y optimización de recursos.  
 
En el alcance inicial se propone el diseño de una herramienta que sea capaz de clasificar 
entre 54 tareas, sin embargo debido a circunstancias ajenas al autor (legislación de privacidad 
de datos) la Entidad Bancaria no cumplió con la expectativa requerida en cuanto al volumen 
de correos. Por esta razón se redirigió el proyecto limitándolo a la clasificación de 10 tipos de 
tareas. 
La principal dificultad encontrada a lo largo del desarrollo del proyecto se centra en los 
inconvenientes que surgen debido al escaso volumen de datos, toda tarea de Aprendizaje 
Automático requiere de una cantidad elevada de datos, si el entrenamiento se basa en 
lenguaje natural se requiere de mayor cantidad de ejemplos. Debido a las situaciones 
previamente comentadas el volumen de correos con el que se contó para el desarrollo de la 
herramienta es el 12 % de la cantidad de correos que se supone que se tendrían desde un 
principio. A pesar de este gran inconveniente se logró limitar el alcance y encaminar desde un 
punto de vista más reducido la construcción del modelo.  
El objetivo principal del proyecto consistía en el diseño de una aplicación tecnológica basada 
en el Procesamiento de Lenguaje Natural  y algoritmos estadísticos para facilitar de forma 
automática las tareas de clasificación de correos de clientes corporativos en una Entidad 
Bancaria. El desarrollo exitoso  demostrado por el porcentaje de acierto superior al 83% indica 
que se ha cumplido con el objetivo planteado y que la hipótesis de modelado es correcta,  
efectivamente se puede construir una herramienta capaz de clasificar de manera automática 
los correos enviados por los clientes corporativos de la Entidad Bancaria.  
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Para lograr el diseño de la herramienta que clasifique de manera automática los correos de la 
Entidad Bancaria, ha sido necesario el cumplimento de todos los objetivos secundarios 
planteados en el capítulo referido a objetivos. De esta manera, se considera que han sido 
superados con éxito los objetivos secundarios planteados:  
 Previo al diseño y desarrollo del modelo ha sido necesario un trabajo de investigación 
y reforzamiento teórico amplio en cuanto a los campos de Inteligencia Artificial, 
haciendo énfasis en las disciplinas de Aprendizaje Automático y Procesamiento de 
Lenguaje Natural.  
 
 Durante 2 meses, se desarrollaron workshops y reuniones con los operarios y 
miembros de la Entidad Bancaria para comprender el contexto Corporativo. También 
ha sido necesario el entendimiento e interiorización de los procesos bancarios, flujo de 
la información en la entidad y entendimiento de las prioridades dentro de la misma. 
 
 Desde un punto de vista más técnico, el autor desarrolló conocimientos y habilidades 
en lenguaje Python lo cual es un claro beneficio de cara a siguientes proyectos y 
trabajos que surgirán. 
 
El planteamiento por parte de la Entidad Bancaria fue que si se lograba un nivel de acierto 
superior al 75% el proyecto pasaría a una segunda fase en donde entrarían todas las 
clasificaciones y se pondría en producción la idea. Como se han superado las expectativas 
por ambas partes del proyecto desarrollado actualmente existen negociaciones con la Entidad 
Bancaria para poner en producción una herramienta basada en este proyecto con la 
capacidad de clasificación de las 54 sub tipo de tareas.  
Este proyecto ha resultado muy interesante de cara a la formación profesional de autor, resultó 
un reto muy grande ya que se trataron disciplinas tecnológicas que prácticamente eran 
desconocidas. Resulta muy gratificante haber obtenido los resultados exitosos y motiva para 
seguir desarrollando conocimientos y experiencias en esta rama de la tecnología.  
Como conclusión del aprendizaje obtenido en la elaboración de este proyecto se fija que no 
existe técnica más inteligente, sino formas inteligentes de utilizar las técnicas y, cada persona 
usa de forma inteligente aquello que conoce. Por lo que lo importante es seguir aprendiendo, 
tener iniciativa y disposición a nuevos retos y sobretodo trabajar siempre con buena voluntad 
y ganas de mejorar.  
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9. LÍNEAS FUTURAS 
La segunda fase del proyecto se enfocará en la clasificación completa de todas las tareas 
desarrolladas para atender las necesidades de clientes corporativos.  
 
El modelo diseñado no requiere de modificaciones exhaustivas a la hora de ampliar el alcance 
de clasificación, sin embargo al ampliarlo se debería tener un control íntegro del correcto 
funcionamiento del mismo.  
De cara a esto se ha desarrollado un plan de acción necesario en caso de activar o desarrollar 
la segunda fase del proyecto.  
1. Configuración de herramienta para monitorización: Creación de tableros de 
rendimiento que proporcionen un conjunto de métricas referidas a las tasas de los falsos 
positivos en base diaria, semanal y mensual y desarrollo de cuadros de mando basados 
en la luz de parada para el monitoreo del valor del  umbral que determine si el correo ha 
sido clasificado con seguridad o debe ser supervisado por el operario soporte.  
 
2. Ajuste Automático  con precisión periódica: Se configurará un conjunto de trabajos 
basados en lotes que alimentarán continuamente (de los últimos errores y datos de 
clasificación) a los métodos de entrenamiento del modelo y se actualizarán 
automáticamente los métodos del modelo de predicción. Lo que creará un ecosistema de 
aprendizaje continuo para el modelo. 
Por otra parte se han identificado diferentes acciones que pueden añadir valor al modelo 
actual, aplicando nuevas tecnologías o incluso tecnologías empleadas durante el desarrollo 
del modelo. 
Complementos para agregar valor al modelo  
1. Verificación de campos útiles: Este complemento se idea pensando fundamentalmente 
en tareas como TRA y OMF.  Mediante el uso de expresiones regulares validar campos 
como por ejemplo el nº de cuenta, monto de transferencia, código postal, entre otros.  
 
2. Extracción de campos útiles: Para facilitar las tareas desarrolladas desde la capa de 
ejecución, de manera automática (una vez clasificado) el correo se generará la extracción 
de los campos útiles para la ejecución de las tareas.  
 
3. Detección de fraude: Desarrollo de técnicas y reglas de detección de fraude basadas en 
las direcciones IP de envío. Para este complemento sería necesaria la aportación de datos 
de seguridad pertenecientes a la entidad bancaria.   
 
4. Tratamiento de adjuntos y validación de firmas: Desarrollo de tecnología basada en 
OCR para el tratamiento de documentación adjunta en cualquier formato. La validación de 
las firmas se puede llevar acabo con identificación de imágenes y técnicas de Aprendizaje 
Automático.  
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10. PLANIFICACIÓN TEMPORAL Y PRESUPUESTO 
La elaboración del trabajo comenzó el 3 de diciembre del 2016 y finalizó el 20 de julio del 
2017. Tuvo una duración total de 145 días en los que se trabajó en periodos discontinuos para 
compatibilizarlo con el trabajo. La planificación temporal del proyecto se dividió en una serie 
de etapas con las tareas concretas y duraciones que se muestran en la tabla 12.  
 
 
Tabla 12.- Planificación temporal.  
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10.1. PLANIFICACIÓN TEMPORAL DIAGRAMA DE GANNTT  
 
A continuación se esquematiza mediante un diagrama de Gantt la organización temporal del proyecto:  
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10.2. EDP DEL PROYECTO  
 
A continuación se muestra la estructura de descomposición del proyecto en donde se indican las 
fases que se han atravesado para su realización  
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10.3. PRESUPUESTO 
 
Finalmente se presenta en la tabla el presupuesto estimado para la realización del proyecto:  
Personal:  
CONCEPTO CANTIDAD HORAS COSTE €/h TOTAL  € 
INGENIERO 
JUNIOR 
1 420 13 5460 
ARQUITECTO DE 
DATOS 
1 120 25 3000 
JEFE DE 
PROYECTO. 
INGENIERO 
SENIOR 
1 80 35 2800 
Tabla 13.- Presupuesto del personal del proyecto.  
 
Los gatos referidos a la arquitectura del modelo corren por cuenta de la entidad bancaria, el 
clúster es propio de ellos y la mayoría del software utilizado es libre por lo que no genera 
gastos.  
 
Presupuesto Total: 
 
CONCEPTO COSTE  € 
PERSONAL 11260 
TOTAL BRUTO 11260 
IVA (21%) 2364.6 
TOTAL NETO 13624.6 
Tabla 14.- Presupuesto total del proyecto.  
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14. ANEXOS 
 
i. DIAGRAMA DE FUNCIONAMIENTO ACTUAL DEL PROCESO DE CLASIFICACIÓN DE CORREOS  
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ii. VISIÓN GLOBAL DE COMPONENTES ACTUALES 
 
 
 
 
 
 
 
 
 
