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INTRODUCTION
Recently, non-verbal signals for communicative dynamics studies, such as visual and acoustic signals, have been the focus of an increasing number of both human-human and human-machine communication researches. Stanford and Google AI director Prof. Fei-Fei Li has foreseen that cognitive signal understanding especially through non-verbal channels will be the next boost of AI in the recent future. Great progress has been made in longstanding areas of verbal signal processing such as speech recognition, synthesis and semantic machine understanding for the past decade, but the latest advancement in terms of detection accuracy using verbal signals alone has been slow. Research [2] has suggested that, over 60% of the information delivered in face-to-face communication is through non-verbal channels. Visual signal plays an important part among these non-verbal signals, which is similar to that we use our eyes as the primary channel to capture cognitive visual information like gestures and facial expressions in face-to-face communication. Previous experiments and studies have shown strong evidence of the significance and usefulness of using visual signals in communication studies. Han et al. [3] designed a robotic platform for studying human and robot interaction using visual and acoustic signals. The robot was invited for an exhibition in Science Gallery of Ireland for 3 months. A group of researchers [4] conducted a set of experiments of studying human-robot interaction by building a dialogue management system using Wikipedia as the knowledge base and implemented it in the Nao robot platform. Visual signals were shown to have a strong impact on the overall user experience and satisfaction level.
Communicative engagement between participants is a relatively new research area among non-verbal dynamics in social interactions. Most of the recent researches have been focusing mainly on acoustic signal modeling and processing, including measuring tunes similarity among different speakers in a conversation using prosodic signals [5] , and measuring the agreement and disagreement level in task-based conversations using speech signal [6] . Visual signal processing and understanding has been reported to be used in human-machine platforms quite successfully. For example, the SEMAINE platform [7] studies human and computer interactions using visual signals along with others for both perceiving and delivering cognitive dynamics. It was developed by a group of researchers across different countries. However, the area of applying video and image signal processing and modeling techniques in analyzing multi-party humanhuman communications and making predictions, has not yet received the same level of focus. As a human, it is not difficult to recognize the cognitive visual information such as emotions and conversational timing, i.e. when to speak and when to listen. However, this still remains a challenge for computer systems.
In this paper, we present and discuss a novel method of using multi-dimensional visual signals to automatically detect and model communicative engagement in multiparity conversations. Section II presents a multi-party conversation corpus recorded using multi-modal approaches by one author of this paper. Section III discusses data processing and feature extraction techniques using face detection and movement measurement algorithms from video sequences. In section IV, we describe a statistical method for measuring communicative engagement level of participants and a machine learning approach to predict participant's conversational states: speaker vs the "most engaged" listener. In this section, we discuss an annotated multi-modal corpus designed and recorded by one author of this paper [8] . The "TableTalk" corpus 1 was designed for social conversational studies of four participants from different cultural backgrounds: one native English speaker (British) and three speakers of English as a second language (one Belgian, one Finn and one Japanese). The objective was to record a corpus of people talking as naturally and 1 The TableTalk Corpus: http://sspnet.eu/2010/02/freetalk/ spontaneously as possible without any restriction [9] . The total length of this corpus is 3 hours and 30 minutes across 3 days. A multi-modal audio-video approach was applied in recording with multiple microphones and cameras. A 360-degree video camera was used in the recording which simultaneously captured the frontal faces of all the four participants around the table. It was primarly utilized to synchronize the video and audio streams from other devices. The corpus contains conversations of 31523 utterances in total and was annotated manually in terms of timing and content. Fig. 1 is a recording view of the corpus from the 360-degree camera.
II. VIDEO CORPUS DESIGN

III. VIDEO SIGNAL PROCESSING AND FEATURE EXTRCTION
In this section, we present an automatic video processing system utilizing two image processing techniques and algorithms: the Viola-Jones algorithm [10] for face detection and the color differentiation algorithm for head and body movement measurement.
Facial movement is an important signal for analyzing and understanding communicative engagement in multiparty conversations [11] . However, it has been very difficult to quantify the amount of movement from video sequences as features for further statistical analysis and modeling. We designed and developed an automatic image and video signal processing system to quantitatively measure visual movements (face, head and body) from the recorded videos. The Viola-Jones algorithm has been proved to work well and efficiently in object detection using Haar Cascade features, even in low resolution videos [10] . Video streams either from realtime cameras or recorded video files can be sampled into a sequence of static images. By calculating the distances of the detected faces' coordinates in the image sequence, the face movement can be measured in three dimensions: vertical, horizontal and forward/backward (distance to the camera) movement. We used OpenCV [12] which is an image processing framework containing an implementation of the Viola-Jones algorithm for detecting human faces from static images. Previous research [12] has reported an average 95% detection accuracy using this approach. For each video frame, which is a static image, the system outputs an array of 3-dimensional facial coordinates. Each coordinate group contains three parameters: horizontal position, vertical position and forward/backward position. The forward and backward position is measured using the size of face indicating the distance between the face and recording camera. When the participant moves closer to the camera, the size of detected face is bigger and vice versa. OpenCV estimates face region as a square. The coordinates represent vertical and horizontal positions and size of each detected face square. During entire recording of the corpus, a static face picture (see the top left corner of Fig. 1 ) has been placed beside the table to synchronize the face movement signals of all the participants in time. One example is that when people turned their faces aside and the detection system failed to capture the frontal faces, the system output will generate gaps in this continuous signal. The synchronization method described above was used to remove the gaps and align with other people's signals in time. This approach was extended from the approach proposed by Douxchamps et al. [13] . We also improved the system by leveraging the latest advancement of OpenCV framework for better detection accuracy and more efficient computation.
The color differentiation algorithm [14] has been widely used as a means of quantifying the overall movement in a specific region such as head or body. When the face of a participant is detected, a region, twice as large as the detected face square and sharing the same center coordinates, is marked as the face movement activity region of interest [13] . Consequently, a square with the edge length 2.5 times of the detected face square, is placed directly under the face region and marked as the body movement activity region of interest. The total number of different pixels between two adjacent video frames is used as the index of the head or body movement. This method provides two additional dimensions to the movement features. In total, we extracted five different movement features from the automatic image/video processing system: using the Viola-Jones face detection algorithm: 1. horizontal face movement, 2. vertical face movement, 3. forward/backward face movement, and the color differentiation algorithm: 4. overall head movement 5. overall body movement. The face coordinates of the same person in two adjacent video frames can be represented as F 1 = (x 1 , y 1 , z 1 ) and F 2 = (x 2 , y 2 , z 2 ), where x, y and z are the horizontal, vertical and forward/backward coordinates in the 3-dimensional space. Then the movement in each dimension can be measured as |x 1 − x 2 |, |y 1 − y 2 | and |z 1 − z 2 | respectively. Moreover, the overall movements in 2 dimensional and 3 dimensional spaces can be measured using (1) and (2) where m represents the amount of movement.
IV. DATA ANALYSIS AND RESULTS
We conducted a series of correlational and statistical experiments for detecting and measuring communicative engagement between participants in multi-party conversations. Comparing with the manual utterances annotation, we found that there is a probability of 87.3% that the most engaged participants pair containing the speaker. Moreover, a supervised machine learning approach with the Support Vector Machine (SVM) [15] classifier was used to automatically predict the participants' conversational states: speaking vs listening, and distinguish speakers and the "most engaged" listener from the participant pair with the highest communicative engagement coefficient. The overall prediction accuracy is 79.04%.
A. Communicative Engagement Quantization and Measurement
With the visual movement data obtained from Section III, we constructed a five-dimensional data matrix for all the four participants involved in the conversation, as described in the last section. After that, we removed the random noise in the dataset such as unrealistically high values (e.g. people cannot move 100 meters per second) with a low pass filter [16] . Correlational analysis requires the movemet data of participants in a singular vector format. In this sense, we applied the Principal Component Analysis (PCA) [17] to combine the five dimensional features into one and keep most of the original variance. We selected the first component after the Singular Value Decomposition (SVD) [18] in PCA. This component column vector contains 72.4% of the data variance in the original five-dimensional movement dataset. It was used as the primary variable to represent the overall movement of participants. A customized user interface was built to align the movement signals in time. Fig. 2 is a visualization sample of the overall movement signals alignment for the participants in Fig. 1 . We measured communicative engagement coefficients using the Pearson product-moment correlation calculation (3) [19] for all the 6 possible participant pairs in the corpus (every possible pair out of the 4 participants). From the manual annotation of the dialogue utterances, we can know who is the speaker within a specific time interval. We then calculated all the three Pearson's correlation coefficients between the speaker's movement signal and the other three listeners. The average correlation coefficient of the three speaker and listener pairs is r = 0.41. The null-hypothesis significance test [20] shows an average P-value [21] of 0.015 which indicates the correlation calculation is statistically significant. For validation and comparison purpose, we segmented the speaker's overall movement vector into two halves and moved the second half before the first to generate a pseudo signal. The same Pearson's correlation calculations were applied again to calculate the coefficients using the pseudo speaker signal and real listener signals. The average coefficient was reduced to r = 0.28 (comparing with 0.41), which is a significant drop when using the real signals for both speaker and listeners. The experiments show that Pearson product-moment correlation coefficient is a valid method to quantitatively measure the visual communicative engagement in multiparty conversational interactions.
As described above, the whole corpus was annotated based on dialogue utterances and speaking timing. We segmented the movement data into different windows according to the annotated time intervals, where the average length of the windows is 5.4 seconds. The system that we developed is able to process video data at a rate of 15 frames per second, so that 15 * 5.4 = 81 frames are grouped into one window on average. We then selected the two participants whose correlation coefficient is the highest among all the 6 possible pairs for each window. We compared these two selected participants with the annotated speaker in a specific time window. The result shows that a probability of 87.3% that the highest engaged participant pairs contains the annotated speakers. It means that the speakers in multi-party conversations are more visually engaged in the communication. This finding also co-validates the result of the Pearson product-moment correlation coefficient analysis from another angle.
B. Conversational States Detection, Speaking VS Listening
From the experiments above, we found that 87.3% of chance that the speakers are within the highest engaged participants pair. For the next step, we aimed at automatically distinguishing the "most engaged" listener from the speaker in this pair. As mentioned in section III, we structured five movement features: horizontal, vertical and forward/backward movements, head and body overall movements. The pieces of data were labeled into two categories: speaker and listener based on the manual annotation, i.e. label each data piece 0 for listener and 1 for speaker. In this way, a labeled dataset 27439 * 6 matrix was generated. The first column of the dataset contains the categorical labels and the rest contains the five features. (4) and (7) with prediction accuracy of 79.04%
The Support Vector Machine classifier [22] with Gaussian similarity kernel [23] was trained to predict the conversational states (speaking vs listening). We used the LibSVM [24] library for training, which was proved to be one of the most efficient SVM implementations. We utilized the five-fold cross validation method for evaluating the SVM results. The whole dataset was divided into two subsets randomly: the training dataset contains 70% of all the data; the test dataset contains the rest 30% data. We then started training and testing the SVM classifier with these datasets, during which process the classifier was also optimized with the best kernel parameters C and γ fitting the given datasets. This experiment was conducted five times with different training and tesing datasets and the best kernel parameters had been selected for the final SVM classifier construction. The overall prediction accuracy is 79.04% as shown in Fig. 3 . Combing the two approaches discussed above, we are able to automatically detect/predict the speaker and the most engaged listener in a multi-party conversation.
where:
Gaussian similarity kernel:
V. SUMMARY AND DISCUSSION
In this paper, we discussed a novel approach of measuring communicative engagement and predicting the speaker and the "most engaged" listener in multi-party conversations using visual movement signals. We firstly presented a corpus of multi-party natural and spontaneous conversations. An automatic face and body movement detection and quantization system using the Viola-Jones and color differentiation algorithms was designed and developed in order to obtain a five-dimensional movement feature dataset. We applied PCA and selected one component which contains most of the movement variances of the original dataset. Then the Pearson product moment correlation algorithm was applied to measure the communicative engagement between participants. The result was evaluated by comparing the correlation coefficient calculated using pseudo signals. It provides strong evidence that the proposed method is a valid approach to measure communicative engagement. By comparing with the manual annotation, our result shows that there is a high probability of 87.3% that the highest engaged participant pair also contains the speaker. Furthermore, a supervised machine learning method with the SVM classifier was trained to predict the conversational states in the highest engaged participants pair: speaker vs the most engaged listener with an overall prediction accuracy of 79%. Other research [5] suggests that a better accuracy could be obtained by using acoustic signals. However, they are highly restrained by the recording environment, e.g. when 1. the environment is very noisy and acoustic signals cannot be recorded clearly or 2. when the microphones are too far away to capture the sound or 3. when the listeners do not speak much during the entire conversation, the video signals could be the only channel that can be used to analyze communicative engagement. 
