This paper reviews the work of the author on the application of the APL and APLP programming languages to logic pro ramming, emulation of neural networks, and t a e programming of hypertext applications.
T
he last decade has witnessed the emergence and maturation of a whole set of new fields and techniques in computer science, such as logic programming (which actually started in the 1970s), neural networks, object-oriented programming, genetic algorithms, and a few others. APL (and its successor A P L~) remains abreast of the times as a programming language and has demonstrated its capability for all of these exciting new fields.
This paper summarizes the previous work of the author in three of the indicated fields. The first section, on logic programming, describes the design of a logic programming auxiliary processor, capable of performing declarative logic inferences similar to Prolog, that can be invoked and used from an APL workspace. This processor is now a part of the APL~PC IBM product.
The second section, on neural networks, describes how APL can be used to model, teach, and implement these modem structures which, though descending directly from the perceptrons of the 1960s, have now revived with a new strength and are being applied to new, interesting fields.
Finally, a third section summarizes why A P L~ is extremely apt for the development of object-oriented applications and describes in some detail a hypertext application built on these lines.
APL and logic programming
The literature on APL shows that there has been a long-standing discussion about the usefulness of this language for artificial intelligence applications. This usefulness is considered a direct consequence of the great power of the language, the ease of programming with high-order data structures, or the possibility of using a "parallel" approach to solve certain problems. Reference 1 gives more details on the latter.
In particular, the new list structures introduced in the A P L~ form of the language2 provide APL with all of the power of LISP, the classical language for artificial intelligence. 3, 4 Several attempts have been made to build expert systems using only the current power of the language, either with APL or APL~.~-' Building an expert system usually requires the implementation of @Copyright 1991 by International Business Machines Corporation. Copying in printed form for private use is permitted without payment of royalty provided that (1) each reproduction is done without alteration and (2) the Journal reference and IBM copyright notice are included on the first page. The title and abstract, but no other portions, of this paper may be copied or distributed royalty free without further permission by computerbased and other information-service systems. Permission to republish any other portion of this paper must be obtained from the Editor. an inference machine, or some version of logic programming, in APL. The problem here is speed. However, some of the approaches find highly original ways to solve this problem.
A related approach is the emulation of Prolog-like rule-based inferences. Although such emulation has been done more than once,l0>l1 this approach is usually too slow, for it boils down to interpreting an interpreter.
A better solution to this problem would be the implementation of a Prolog-like inference processor in a lower-level language in such a way as to be easily accessible from normal APL programs. In this way, powerful hybrid systems could be implemented. Applications built in APL using this "logic auxiliary processor" would gain access to a whole class of new possibilities (logic inferences, "naturallike" language, nonprocedural programming) while at the same time maintaining all of the APL numeric calculation and symbolic manipulation capabilities. This inference processor is already written and is a part of the APL~PC product. It is an auxiliaIy processor, called AP998, accessible from A P L~ in the usual way through shared variables, and incorporates a subset of a Prolog-like interpreter.
It has been said that this method is not really an APL solution, since it does not use pure APL programs but instead adds one external program (the auxiliary processor) written in a different language. I think this criticism is unfair, because:
Auxiliary processors are, and have been for a long time, a part of APL. The fact that they are included in the products proves this assertion. APL allows the construction of auxiliary processors in different languages, and this capability is a plus, not a minus, of the language. It is a well-known fact that APL as an interpretive language has a certain impact on performance. The standard solution (avoiding loops in the code) is 544 ALFONSECA not always feasible, especially when cascaded results are involved, that is, those processes where the next value to be computed depends on previously computed values. In those cases, it is a great advantage to be able to speed the system up by programming the bottlenecks in a lower-level language. If this can be done in such a way that the resulting auxiliary processor is of general application and can be reused in very different contexts, APL becomes richer and increases its power for future applications.
The remainder of this section describes the logic inference auxiliary processor, AP998.
The logic language. The logic language implemented by AP998 is a subset of Prolog using only infix notation. The lexical elements of the language are the following:
Words-A word can be defined as any character string not including spaces. Uppercase and lowercase are considered to be equivalent. Examples are: 
IS-FATHER-OF
Reserved symbols-Certain symbols have special meaning for AP998 and should not be used outside their context. To be recognized, these reserved symbols must be separated from adjacent words by at least one space. Each meaning can be represented by two different symbols, one of which is easier to represent with the APL keyboard, whereas the other is easier to represent with the standard keyboard. The symbols are shown in Table 1 . Synonyms-Certain words can be defined as synonyms for the reserved symbols. In this way, many natural languages are recognized by AP998. In English, the synonyms recommended for the symbols are the words indicated in Table 1 under the heading Meaning. Only one synonym may be defined for each meaning at a given time. Variables-Any character string starting with the "star" symbol (the asterisk, *) represents a variable. Examples are:
The syntactic elements of the language are the following:
Clauses-They are assertions or negations of dyadic predicates, written in infix notation. They consist of a certain number of words or variables, with a possible negation term in any position. They can also include a plausibility integer. Examples are:
The plausibility integers are numbers between zero and 100, zero corresponding to the negation of the assertion, 100 to its certainty, and 50 to its uncertainty. If the plausibility of an assertion is not given, it is assumed to be absolute. If the assertion is affirmatively worded, it is used in that form with a plausibility of 100. If the assertion is negatively worded, its negation is used with a plausibility of zero. A special case rule is the %~iom" or "fact," a rule without premises, that reduces to a single clause. Axioms may be considered as assertions or negations of dyadic predicates written in infix notation. Examples of axioms are:
JOHN IS MALE-equivalent to the Prolog monadic predicate MALE(JOHN) log dyadic predicate FATHER (JOHN, JANE) plausibility that the assertion is true defines equality to AP998 JOHN IS FATHER OF JANE-eqUiVaht to the Pro- As the examples show, rules are accepted by the system in a way very similar to natural language. The last example can be read in the following way: "There is a 70 percent plausibility that I will go to the theater if the weather is fine."
When the conclusion of a rule depends on uncertain premises, the following are applied:
1. The plausibility of two premises separated by AND is the minimum of the plausibilities of the individual premises. 2. The plausibility of the conclusion of the rule is the product of the plausibility of the rule times the plausibility of the premises, divided by 100. 3. If the plausibility of the conclusion is smaller than a certain threshold value, and the subgoal answered by the conclusion included a variable, this solution is abandoned (i.e., its plausibility becomes zero).
4.
If two premises separated by OR carry to the same conclusion, both results are passed to APL separately (as independent answers to the same question). A stack is also used for logic inferences, the size of which can be adjusted by the programmer within the same interval. (The default size is 2K bytes.) Therefore, the total data space for AP998 may vary between 6K bytes and about 190K bytes. The information in the stack allows AP998 to provide information on why it came to a given conclusion.
The maximum number of rules accepted by AP998 is about 3000. Of course, this number depends on the rules themselves, for rules are variable-length objects, depending on the number and sizes of their premises.
Example. As an example of the use Of ~~9 9 8 , we will solve the following logic problem, taken from Reference 12:
"When Alice entered the forest of forgetfulness, she did not forget everything, only certain things. She often forgot her name, and the most likely thing for her to forget was the day of the week. Now, the lion and the unicorn were frequent visitors to this forest. These two are strange creatures. The lion lies on Mondays, Tuesdays, and Wednesdays, and tells the truth on the other days of the week. The unicorn, on the other hand, lies on Thursdays, Fridays, and Saturdays, but tells the truth on the other days of the week.
"One day Alice met the lion and the unicorn resting under a tree. They made the following statements:
Yesterday was one o f my lying days U N I C O R N : Yesterday was one o f my lying days "From these statements, Alice, who was a bright girl, was able to deduce the day of the week. What was it?" The APLZPC product also includes a workspace containing a set of cover functions that can be used with the AP998 auxiliary processor. Figure 2 is a sample of their use in solving the Alice problem.
Performance. The performance of the auxiliary processor when compared against the use of pure APL functions depends on the application, on the number of rules, and on the average search depth to solve a question. In the case of the Alice example just detailed, the average time to solve the problem is 18.5 milliseconds on a Personal System/2* with a 25 Mhz processor speed. The APLZ function in Figure 3 needed 38 milliseconds to get the same result.
Of course, in this simple case, where the loop can be eliminated completely, the difference is not very large. In a real case, with many more rules and a true cascade of results, the use of the auxiliary processor would provide a real performance improvement. 
APL and neural networks
A neural network (also called a "connectionist system") is a set of elementary units, called neurons, mutually related by means of connections. Each neuron has a certain number of inputs and a single output, which can divide itself to provide connections (inputs) to many other neurons. In addition, a certain real number is associated with each neuron (its threshold) and with each connection (its weight).
The response of a neuron is a procedure that computes the output of the neuron as a function of its inputs, the weights of its input connections, and the threshold of the neuron. Usually, the response of a neuron can be expressed in the following way:
where xi is the set of inputs to the neuron, wi represents the respective weights of the input connections, 0 is the neuron threshold, and f is the response function.
If the response function f can only have the values zero or one, the neuron is called digital. Otherwise, it is called analogic.
In typical neural networks, all the neurons have the same response function, and connections are such that the neurons can be divided into a certain number of layers. Neurons in the first layer (the input layer) have inputs that do not come from other neurons, but that come from outside the neural network (from the environment). Neurons in the last layer (the output layer) have outputs that do not go to other neurons, but go instead to the environment. There may be zero to any number of intermediate layers (also called "hidden layers").
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A neural network where at least one neuron sends a connection to another neuron in a preceding layer is a neural network with feedback. An interesting family of neuron networks with feedback is called "Hopfield neural networks." l3 A neural network with just two layers (one input layer and one output layer) and no feedback between them is called aperceptron. In an important paper, Minsky and Papert proved that it is impossible to generate the "exclusive-OR operation with a perceptron.I4 Their paper effectively put an end to all research in neural networks for several years. Current research usually uses neural networks with one intermediate layer.
Matrix representation of a neural network. In general, any neuron in a neural network can provide an input (a connection) to any other neuron. Therefore, the network structure can be represented by a square n-by-n matrix, where n is the number of neurons in the network and the element i,j in the matrix is the weight of the connection from neuron i to neuron j . Nonexistent connections can be represented as connections of zero weight (since Equation l is not affected by those null connections).
The connection matrix represents the structure of the network. To include all of the available information we need an additional vector with the thresholds of all of the neurons in the network, given, of course, in the same order as in the matrix rows and columns.
However, if the response of all of the neurons in a network is of the form indicated by Equation 1, the network will be equivalent to another network. In that other network, all of the neurons in the original network are present, with the same connections and weights, but with zero threshold, and an additional input neuron, whose output is always one, has been added. The additional input neuron is connected to every neuron in the network by means of a connection whose weight is equal to minus the threshold of the target neuron in the original network. The proof of this assertion is obvious from Equation l.
Thus, a neural network with n neurons and arbitrary thresholds can be considered equivalent to another neural network with n + 1 neurons, all of them with zero threshold. Therefore, the behavior of any neural network can be represented by a single matrix if the response of its neurons corresponds to Equation 1.
We will represent the inputs as a vector of values which we will extend to the same length as the number of neurons in the network. This extension is easy. It is enough to assume that all of the neurons have exactly one input, and assign zero as the input value of those neurons that in actual fact did not have any input.
The output of the network can be computed by means of the following simple A P L~ function:
The left argument is the connectivity matrix that defines the network. The right argument is the input vector. Note that the response function, applied to the whole neural network, is digital, and reduces in this case to an inner product and a comparison.
The preceding function has a loop because each inner product propagates the effect of the input to the next accessible layer. The loop, which proceeds until the network stabilizes, will eliminate the transient stages and provide us with the steady-state result. In a neural network without feedback, the loop will be executed at most n times, where n is the number of layers in the network, usually equal to three.
Analogic neurons. The neurons described in the previous subsection were digital, since their output can only be zero or one. Analogic neurons can pro-548 ALFONSECA duce other outputs, such as any number in the [0, 11 interval. For example, a commonly used response function for neural networks is:
with appropriate corrections when the value obtained is too near one or zero. The following A P L~ function computes the result of a neural network composed of neurons with this response function. The neural network is assumed to be represented by a single connectivity matrix.
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Learning. We say that a neural network "learns" when it modifies its behavior in such a way that its response to a certain set of inputs adapts to another set of predefined "desired outputs." Different learning procedures modify the weights of the connections of the neural network in such a way that the outputs get closer and closer to the desired values. These techniques require a teaching period during which the following steps happen:
1.
One or several inputs are applied to the network. 2. The corresponding outputs are computed. 3. The outputs are compared to the desired outputs.
4.
The weights of the connections are modified so that the outputs become more like the desired outputs.
The above process is repeated until the network behavior is acceptable.
One of the learning procedures most used in neural networks is called "back propagation" because the weight corrections are applied to those output neurons in the last layer that differ from the desired value, and then the correction is propagated to the preceding layers. The A P L~ program in Figure 4 executes a version of back propagation.
This program makes use of several global variables: C O N K is the matrix defining the neural network. LAYERS is a vector that contains the number of The program assumes that the number of layers in the network is three (the usual number). A few modifications would have to be done to apply a similar procedure to a perceptron or to a network with four or more layers.
Performance. In evaluating the performance of neural networks, there are two different considerations.
Performance of the learning process is one item. From the analysis of the back-propagation algorithm, it will be seen that the function contains an unavoidable loop. Therefore, the use of an interpreter (such as APL) will introduce a certain degradation. However, it must be remembered that the learning process is usually executed only once. After the neural network has learned successfully, it can be used many times without any further execution of the back-propagation algorithm or whatever else has been used. This means that the bottleneck is not so important unless the number of neurons is very large, and then APL may also have problems due to lack of space. But even this space problem can be solved, as the network connectivity matrices contain many zeros, and an implementation of sparse matrices can be used to make them fit in a given workspace.
Once the neural network has been trained, it will be applied to special cases, and this means that only the COMPUTE functions will be needed. It is easy to see that these functions also have a loop, but of a very different kind, since the number of times it is executed is equal to the number of layers in the network, which is usually equal to three. Therefore, interpretation time is negligible in this case as compared to the execution time of the inner product, where APL has no disadvantage as compared to a compilative program, since the inner product algorithm is a precompiled section of the interpreter.
APL and hypertext
The classical way of obtaining and presenting information is linear. In a book, or a written paper, or on the screen of a computer, the information is displayed as a succession of pages, each consisting of a number of lines, each line made of a succession of words. The reader will usually reach the desired information in a sequential process, by reading a word at a time, line by line, and page by page.
However, the use of certain "fast-reading'' techniques allows the reader to browse the information in an extended way, overreaching the limits of the linear presentation. In an extreme case, rarely attained, we can consider that an ideally fast reader would be able to look at a page of text as a single unit, scanning it in a block and thus gaining a twodimensional access to the information it contains.
What is hypertext?
The term hypertext'' has been applied to a recent means of information presentation that tries to transcend the limitations of the All kinds of information can be combined to make up a hypertext application.
purely sequential display, allowing the reader a greater freedom in using scanning and retrieval procedures. The term was first applied in 1965 by Ted Nelson, who defined it as a hypothetical nonsequential writing tool.
We can define hypertext as a nonlinear form of information presentation, where the units of information are the members of a hierarchy, linked in a certain way that makes it possible to attain very fast information retrieval. The search for an appropriate piece of data follows a nonlinear sequence directed by the train of thought of a reader, who is able to perform an associative navigation throughout the mass of information within reach. In this way, since it transcends the limitations of the written page, it can be said that hypertext provides the reader with a three-dimensional access to information.
The units of information in a hypertext system are usually the nodes of a hierarchical organization. The links that make up the hierarchy, which should be independent of the physical sequence of nodes, may be implicitly or explicitly defined by means of preprogrammed tags.
The benefits of hypertext are obvious. Besides the greater freedom provided to the reader by its threedimensional access to information and its user friendliness, it is also quite easy to develop.
Hypertext media. All kinds of information can be combined to make up a hypertext application. We find:
Visual information. This form is the most frequently used type in current computers. It consists of text, graphics, images, animation, video recordings, etc. Auditory information. This type includes speech and audio recordings. Other sensory data. At present, olfactory and tactile data are not usually found in computer applications, but perhaps in the future they will also be integrated into hypertext systems.
Computer programs.
All of these kinds of information are kept in the ordinary physical storage media, such as fixed disks, diskettes, tapes, and compact discs.
Applications of hypertext.
Hypertext methods can be applied wherever there is a need to manage large masses of information that can be divided into many chunks and accessed in a random way. For example:
On-line documentation (help systems, reference works) Publishing (on-line dictionaries, computer-based encyclopedias) Computer-aided instruction (training manuals, tutorials, user guides) Expert systems, which require a highly developed interface to make use of the system so that it is friendly to a professional user who is not oriented to computer science (a physician, a lawyer, etc.) Object-oriented programming and hypertext. Object-oriented programming (OOP) "'* is a programming method that is almost the exact opposite of classical procedural programming. In OOP, it is the datu that are organized in a basic control hierarchy. One piece of data may be linked to another through a relation of descendancy, and this fact gives rise to a network (usually a tree) similar to the hierarchy of programs in procedural programming. There are also programs done in OOP, but they are appendages to the data (in the same way as in classical programming in which data are appendages of programs). It is possible to build global programs (accessible to all of the data in the hierarchy) and local programs (accessible from certain objects and their descendants).
In OOP, the execution of a program is fired by means of a message that somebody (the user, another program, or an object) sends to a given object. The recipient of the message decides which program should be executed. (It may be a local program or a global program which must be located through the network that defines the structure of the objects.)
Object-oriented programming is the appropriate way to program a hypertext application. In fact, the hierarchical data structure of OOP is the exact counterpart of the hierarchy of information units (the nodes) in hypertext. Hypertext links become the relations between objects in OOP. Hierarchical relations correspond to the links defining the hierarchy. Semantical relations provide the possibility of implementing other links that transcend the hierarchy.
The most generally used way to represent objects in object-oriented programming systems is by means of frames, a powerful data structure proposed by Minsky in 1975.19 A frame system is a graph in which the nodes (frames) have a name and contain all of the information available about a given object. For example: Object-oriented programming and APL2. In APL2, the existence of the general array makes it very easy to define and implement frames, which can be considered as general matrices of two columns, where the first element in each row contains a name and the second a (possibly multiple) value. For example, the frame mentioned above is a general matrix of five rows and two columns; it can be represented in A P L~ in the following way:
With the use of frames, it is quite easy to build an object-oriented programming paradigm in APL~. Each object is represented as a frame, linked to other objects to form a hierarchy. The root of the hierarchy is called OBJECT and is initially defined as follows:
Each object in the hierarchy automatically inherits the properties and the methods defined by its ancestors (its parent and the ancestors of its parent), unless some property or method has been redefined, either by the same object or by a lower-level ancestor. The inheritance of methods and the ability to send messages to any object are easily implemented by means of the APL2 function MESSAGE, with the syntax:
MESSAGE 'Object' 'Method' [additional information1
and the implementation shown in Figure 5 .
References 20 and 21 explain in more detail the applicability of A P L~ for object-oriented programming. Thus, we can deduce that object-oriented programming in A P L~ is a good way to program a hypertext application.
An on-line dictionary written in APL2 (OOP). A part of a Spanish on-line dictionary for the highschool level has been implemented in APL~/PC using object-oriented programming techniques. The OOP application consists of a total of 2133 objects, three of which (the root of the hierarchy) are in the A P L~P C workspace, whereas the others (the words in the dictionary) are included in 44 files, created and used by means of the ~~2 1 1 auxiliary processor."~23 The total size of these files is 1 372 216 bytes, which makes an average of 644 bytes per word definition, 31 187 bytes and 48 words per file. Words are distributed in the files thematically to reduce the overhead, since it can be assumed that groups of words searched in the dictionary will usually be related in this way. Therefore, not all files are equal in size, the largest one consisting of 142 words and 93K bytes, and the smallest one consisting of 8 words and 4K bytes.
Summary
This paper and others in the references show the usefulness of APL and APU for the most modem programming techniques and applications. Among these applications are artificial intelligence, neural net-
