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Abstract
We analyze the symmetry group of massive Yang-Mills theories and their quantiza-
tion strongly motivated by an already proposed alternative to the Standard Model of
electroweak interactions without Higgs. In these models the mass generation of the in-
termediate vector bosons is based on a non-Abelian Stueckelberg mechanism where the
dynamics of the Goldstone-like bosons is addressed by a partial-trace Non-Linear-Sigma
piece of the Lagrangian. In spite of the high non-linearity of the scalar sector, the exis-
tence of an infinite number of symmetries, extending the traditional gauge group, allows
us to sketch a group-theoretical quantization algorithm specially suited to non-linear
systems, which departs from usual canonical quantization. On the quantum represen-
tation space of this extended symmetry group, a quantum Hamiltonian preserving the
representation can be given, whose classical analog reproduces the equations of motion.
PACS: 12.15.-y, 12.60.-i, 11.15.-q, 02.20.Tw, 12.10.-g.
1 Introduction
In a previous paper [1] we proposed an alternative to the Standard Model of Electroweak Inter-
actions [2] without the need for a Spontaneous Symmetry Breaking a` la Higgs-Kibble [3], where
the mass of the intermediate vector bosons was generated by a (gauge invariant) mechanism a` la
Stueckelberg [4], although the kinetic term corresponding to the scalar bosons parametrizing the
gauge group is only a partial trace on a quotient (coadjoint orbit) G/H of the gauge group. In
fact, G is SU(2)×U(1) and H is the “electromagnetic” U(1) diagonal subgroup corresponding
to the massless gauge field. There we pointed out that the main virtue of just considering the
partial trace, rather than the sum over the entire group G, in the Lagrangian for the Goldstone
scalars, was the property of possesing an infinite number of non-gauge symmetries (in the sense
of having non-zero associated Noether invariants) so as to generate the full solution manifold by
means of Noether invariants. The basic symmetry group, actually a local Euclidean group, was
explicitly given. This fact should in principle provide enough symmetry relationships to face
the quantization of the system according to the standard canonical quantization algorithm, thus
avoiding the apparently unsolvable dichotomy between unitarity or renormalizability found in
the ordinary (total trace) Non-Abelian Stueckelberg attempts [5, 6, 4]. However, our intention
was to resort more directly to a proper Group Approach to Quantization (GAQ for short; see
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e.g. [7, 8, 9] and references therein) not subjected to the unavoidable troubles related to “no-go”
quantization theorems for non-linear systems [10, 11, 12].
In this paper we provide the fundamentals of the quantization formalism that we believe
would be the appropriate one to address a Lagrangian system as the one presented in [1], that
is, of the non-Abelian Stueckelberg type, on the grounds of our GAQ scheme.
A Group quantization of non-Abelian gauge groups had been only achieved consistently in
1 + 1 dimensions by representing the corresponding Kac-Moody group [13]. In fact, the special
structure (non-trivial cohomology) of such groups allow for a central extension [14] providing
a quantum representation of the Poisson algebra associated with a WZW-type Lagrangian.
In 3 + 1 dimensions, however, the Mickelsson central extension (two-cocycle) is absent and a
bit more involved construction is required. One of the new required ingredients will be the
consideration of an enlarged symmetry group G1(M), containing the gauge group G(M) on the
Minkowski spacetimeM (the standard gauge group only contribute with null Noether invariants)
parametrized by the Goldstone-like scalar fields φa(x), along with the corresponding vector
potentials Aaµ(x) parametrizing the rest of the new group [15, 16]. The other ingredient refers to
the use of a class of central extensions (two-cocycles) that, even though they are trivial from some
mathematical points of view, they define central extensions of the group (and select therefore
specific projective representations of the unextended group) endowed with a canonical (left- or
right-) invariant form [17] which gives a physical Lagrangian for fields living on a coadjoint
orbit of G1(M). The corresponding Lagrangian can then be seen as a (covariant) partial-trace
of the standard σ-model full-trace (chiral) Lagrangian Tr(U−1∂µUU
−1∂µU), U ∈ G, coupled
to the vector potentials according to a Minimal Coupling prescription addressed by the proper
structure of the central extension of the local group. The fact that the Minimal Coupling in
these partial-trace Lagrangians/groups leaves the vector potentials associated with the subgroup
H (characterizing the co-adjoint orbit G/H) massless, makes the mechanism specially suited to
describe alternatives to the Standard Model without Higgs particles.
We start in Sec. 2 by describing briefly the Lagrangian formalism corresponding to the non-
Abelian Stueckelberg model on the Minkowski space-time M , associated with a gauge group
G(M), as well as the particular and very interesting case in which we desire to give mass to only
those vector bosons living in a quotient G/H, where H is a compact subgroup. The general
theory is then particularized to the special physical examples relative to the groups G = U(1),
Subsec. 2.1, and G = SU(2), Subsec. 2.2. In Sec. 3 we outline the fundamentals of the
GAQ and apply the general group quantization scheme to both examples in SubSecs. 3.2 and
3.3. This results in the quantum realization of the basic operators representing the classical
Poisson algebra. In the corresponding Hilbert space we provide a Hamiltonian operator as
a quadratic/quartic function of the basic operators which realize the quantum version of the
corresponding set of classical equations of motion written in terms of Poisson brackets. Finally,
in Sec. 4, we propose a new group-minded perturbative technique which avoids the eventual
troubles associated with the more standard perturbative techniques when applied to highly non-
linear problems. An attempt to the connection with standard computations is briefly sketched.
2
2 The classical theory for the massive Yang-Mills system
The non-Abelian extension of the Stueckelberg formalism for a general special unitary gauge
group G = SU(n) (for a review, see [4]) consists in giving dynamical content to the gauge group
parameters φa(x) parametrizing a general local transformation1 U(x) = eiφ
a(x)Ta ∈ G(M), where
Ta, a = 1, . . . ,dim(G) are the Lie-algebra generators of G with commutation relations [Ta, Tb] =
iCcabTc. We shall restrict ourselves to unitary groups and set the normalization Tr(TaTb) = δab.
When referring to the canonical 1-form on G, we must distinguish between the left- and right-
invariant ones: θLµ = −iU
†∂µU and θµ ≡ θ
R
µ = −i∂µUU
†, respectively (θµ = θ
a
µTa). The
G-invariant σ-model Lagrangian reads:
LGσ =
1
2
Tr(∂µU∂
µU †) =
1
2
Tr(θµθ
µ) =
1
2
Tr(θLµθ
Lµ) ≡
1
2
gab(φ)∂µφ
a∂µφb , (1)
which is highly non-linear and chiral, that is, simultaneously left and right invariant.
The more relevant particularity of sigma-like Lagrangians, with respect to the minimal cou-
pling to Yang-Mills fields, relies in the affine or additive way of their coupling to the objects that
replace the derivatives of the matter field, namely θµ. The actual form of this sort of coupling is
a consequence of the specific form of the group action on itself. In fact, the minimally coupled
Lagrangian becomes (Dµ ≡ ∂µ −Aµ)
L˜Gσ =
1
2
Tr((DµU)(D
µU)†) =
1
2
Tr((θµ −Aµ)(θ
µ −Aµ)), (2)
although Aµ must be understood as Aµ = A
a
µTa. Adding the standard kinematical Lagrangian
for Yang-Mills fields
LGYM = −
1
4
Tr(FµνFµν) ,
where the curvature has the standard expression,
Fµν(A) ≡ ∂µAν − ∂νAµ + [Aµ, Aν ], (3)
to the coupled σ Lagrangian (2), we arrive at the full Lagrangian for Massive Yang-Mills vector
bosons with mass m
LGMYM = L
G
YM +m
2L˜Gσ , (4)
which is invariant, in particular, under the general gauge transformation V ∈ G(M)
U → V U , Aµ → V AµV
† − i∂µV V
†. (5)
As already mentioned in the introduction, this model for massive Yang-Mills theory, which
provides mass to all gauge vector potentials, cannot be canonically quantized maintaining both
unitarity and renormalizability [5, 6].
The situation is soundly improved by restricting the whole trace on G to a partial trace
on a quotient manifold G/H. H is the isotropy subgroup of a given direction λ = λaTa, in
the Lie-algebra of G, under the adjoint action λ → V λV †, where λa are real numbers sub-
jected to Tr(λ2) = 1. From a strict group-theoretical point of view and thinking of our specific
1To be precise, in the original formalism the scalar fields φa(x) behave exactly as the local group parameters
although they were considered as external matter fields.
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quantization technique (see later on Sec. 3.1), the main advantage of dealing with partial-trace
Lagrangians is that they, or the corresponding Poincare´-Cartan (also named Hilbert or canon-
ical) forms [18, 19, 20], can be derived from a centrally-extended Lie group in much the same
way as the Lagrangian, and the entire (quantum) theory, of a free particle can be derived from a
U(1) central extension of the Galilei group [7]. And this virtue might be related to the particular
fact that partial-trace Lagrangians can be written as the square of a total derivative. Actually,
by defining Λ ≡ UλU †, the claimed G/H − σ Lagrangian can be written as:
LG/Hσ =
1
2
Tr([−iU †∂µU, λ]
2) ≡
1
2
Tr([θLµ , λ]
2) =
1
2
Tr([θµ,Λ]
2) =
1
2
Tr((∂µΛ)
2). (6)
Let us proceed with its minimally coupled version:
L˜G/Hσ =
1
2
Tr([−iU †DµU, λ]
2) =
1
2
Tr([θµ −Aµ,Λ]
2) , (7)
which is again gauge invariant under (5). As in (4), the partial-trace (G/H) Massive Yang-Mills
Lagrangian now follows:
L
G/H
MYM = L
G
YM +m
2L˜G/Hσ . (8)
We should remark that the change of variables
A˜µ = U
†(Aµ − θµ)U = U
†AµU + iU
†∂µU , (9)
and the fact that F (A) = UF (A˜)U †, renders the Lagrangian (8) into the simple form
L
G/H
MYM = −
1
4
Tr(Fµν(A˜)2) +
1
2
m2Tr([A˜µ, λ]
2). (10)
This change of variables, formally mimicking the shift to the unitary gauge, turns the actual
degrees of freedom of the theory apparent; that is to say, those of dimH massless vector bosons
and codimH massive ones (see [21] for different examples of symmetry “breaking” patterns). In
addition, this change of variables must be eventually completed with the change φ = U †ψ when
the fermionic matter field ψ will be introduced. It should be remarked that such a redefinition
of fermionic fields has been considered in Literature in order to accomodate mass terms in a
way compatible with gauge invariance (see for instance Ref. [22]).
2.1 The Abelian case
The massive Abelian gauge theory clearly corresponds to the simplest version of the total-trace
Lagrangian (4). In this G = U(1) case, the canonical (left- and right-)invariant 1-form reduces
to θµ = ∂µφ and the Lagrangian (4) acquires the simple form:
LU(1) = −
1
4
FµνFµν +
1
2
m2(∂µφ−Aµ)(∂
µφ−Aµ). (11)
The Euler-Lagrange equations of motion are:
−∂µF
µν +m2(∂νφ−Aν) = 0, φ = ∂νA
ν , (12)
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where the second one can actually be derived from the first one by taking the derivative ∂ν .
This is a consequence of the non-regularity (gauge invariance) of the Lagrangian, which exhibits
only 3 field degrees of freedom and the corresponding momenta. In fact, the second equation
turns out to be the transversality equation for the field A˜ (see eq. (9)), as corresponding to a
Proca field.
Introducing the standard “electric” and “magnetic” notation (A˙ ≡ ∂0A):
Ei ≡ F i0 = ∂iA0 − A˙i → ~E ≡ − ~˙A− ~∇A0
Bi ≡ 12ǫ
ijkFjk → ~B ≡ ~∇× ~A
(13)
the equations of motions become:
~∇ · ~E +m2(A0 − φ˙) = 0 Gauss Law
~˙E − ~∇× ~B −m2( ~A+ ~∇φ) = 0 Ampe`re Law
(14)
and the Hamiltonian functional reads
H =
∫
d3x
[
∂LU(1)
∂A˙ν
A˙ν +
∂LU(1)
∂φ˙
φ˙− LU(1)
]
=
∫
d3x
[
F i0A˙i +m
2(φ˙A0)φ˙+
1
4
(2F0iF
0i + FjkF
jk)
−
m2
2
(φ˙−A0)2 −
m2
2
(∂i −Ai)(∂
i −Ai)
]
=
∫
d3x
[
1
2
( ~E2 + ~B2) +
m2
2
(φ˙−A0)2 +
m2
2
(~∇φ+ ~A)2 −A0G
]
(15)
where we have called G ≡ ~∇ · ~E −m2(φ˙− A0), so that the Gauss law is just G = 0. This way,
the Hamiltonian density becomes positive on physical trajectories.
2.2 The Non-Abelian G = SU(2) case
We now make explicit the general classical formulas for the typically non-Abelian case of a
partial-trace where the gauge group G is SU(2) and the subgroup H is U(1). In that case, some
of the computations are more easily achieved even though the essentials apply to semi-simple
compact groups. From formula (8),
L
SU(2)/U(1)
MYM = −
1
4
F aµνF
µν
a +
1
2
m2[θµ −Aµ, Λ]
a[θµ −Aµ, Λ]a , (16)
we derive the momenta,
πAia(x) ≡ π
a
i (x) = F
a
i0 = ∂
iA0a(x)− A˙
i
a(x) + [A
0, Ai]a(x) ≡ E
i
a(x)
πΛa(x) ≡ π
a(x) = m2Λ˙a(x)−m2[A0,Λ]a(x) , (17)
where we have made use of the definition of (non-Abelian) electric field, to be completed with
that of the corresponding magnetic field,
Bia(x) ≡
1
2
ǫijkF
jk
a (x)→
~Ba ≡ ~∇× ~Aa + ǫ
bc
a
~Ab × ~Ac , (18)
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and the equations of motion associated with the variations δAνa and δΛa respectively:
∂µF
µν
a − [Aµ, F
µν ]a +m
2 [[θν −Aν ,Λ],Λ]a = 0 , (19)
∂µ[θ
µ −Aµ,Λ]− [Aµ, [θ
µ −Aµ,Λ],Λ] = 0 , (20)
although the latter is recovered from the former by just taking the derivative ∂ν . For the space
components of (19) we get the Ampe`re Law,
E˙i − (~∇× ~B)ia − ǫ
i
jk[A
j , Bk]a − [A
0, Ei]a −m
2
[
[θi −Ai,Λ],Λ
]
a
= 0 , (21)
whereas for the temporal index we obtain the Gauss Law,
~∇ · ~Ea − [Ai, E
i]a +m
2
[
[θ0 −A0,Λ],Λ
]
a
= 0 . (22)
Finally, let us compute the Hamiltonian. From the expression for the momenta (17) and
writing A˙ia of E
i
a, A
µ and their spacial derivatives, we arrive at H
SU(2)/U(1)
SYM , H for short in the
rest of the paper,
H ≡ H
SU(2)/U(1)
SYM =
∫
d3x
{
Eai A˙
i
a +m
2[θ0 −A0,Λ]aΛ˙
a −L
SU(2)/U(1)
SYM
}
=
1
2
∫
d3x
{
~E2 + ~B2 +m2[θ0 −A0,Λ]2 +m2[~θ − ~A,Λ]2 − 2A0Ga
}
, (23)
where we have called, as in the Abelian case,
G ≡ ~∇ · ~E + [ ~A, ~E] +m2
[
[θ0 −A0,Λ],Λ
]
(24)
so that the Gauss Law reads simply G = 0, that which means that the Hamiltonian is again
positive on physical trajectories.
3 Quantization of Massive Yang-Mills Fields
Linear systems provide a Poisson algebra of classical observables in the solution manifold
(namely, initial position and momenta) realizing the Lie algebra of the Heisenberg-Weyl group
in the corresponding dimension. In field theories, this suggests to approach the corresponding
quantum theory by postulating equal-time commutation relations between fields and their time
derivatives, or conjugate momenta, [φ(~x), π(~y)] = iδ(~x − ~y). In fact, it is worth noticing that
these commutators can be thought of as being an representation of an infinite-dimensional Lie
group. To be precise, and for the simplest physical example of the Klein-Gordon field, we may
write the following group law (see the next subsection for details):
φ′′(x) = φ′(x) + φ(x)
φ′′µ(x) = φ
′
µ(x) + φµ(x)
ζ ′′ = ζ ′ζ exp
{
i
2
∫
Σ
dσµ
[
φ′(x)φµ(x)− φ
′
µ(x)φ(x)
]}
, (25)
which constitutes a central extension by U(1), parametrized by ζ, |ζ|2 = 1, of the Abelian group
parametrized by “coordinates” φ(x) and (covariant) “momenta” πµ(x) = ∂µφ(x), and it will be
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understood that a quantization of the field φ(x) is achieved by means of a unitary and irreducible
representation of this group. Fields φ(x) and φµ(x) are defined on a Cauchy hyper-surface Σ
(usually that characterized by x0 = 0) or, equivalently, on the entire Minkowski space but, in
this case, they must satisfy the classical equations of motion. It must be clearly stated from
now on that ~x ∈ Σ plays the role of an index, so that the space derivative ∂i on φ moves this
index. The time component of φµ, however, does not refer to a (time) derivative of a given φ
and, rather, corresponds to a different family of group parameters, that is, the momenta (see in
this respect Ref. [23].
Going to non-linear systems with non-flat phase space would require a more radical departure
from the canonical approach [24, 25]. This is precisely the situation we are facing now, as a
result of the introduction of the group parameters φ as physical degrees of freedom with a
(curved) compact target space G/H. We must look for a replacement of the Heisenberg-Weyl
group with a (more involved) symmetry group of the solution manifold, keeping the general idea
of considering as basic conjugate coordinates those giving central terms under commutation.
As commented in the Introduction, we really aim at a quite different approach to quantum
theory which is totally based on symmetry grounds and free from the strong limitations which
canonical quantization faces when it tackles highly non-linear systems. We refer to a Group
Approach to Quantization widely developed in many linear and non-linear examples (see, for
instance [7, 8, 26, 27]). This formalism naturally includes the classical theory. The group GMYM ,
whose unitary and irreducible representations will provide the quantum theory of our proposed
Lagrangian (8), will be given in (44).
3.1 Fundamentals of the general group-quantization formalism
The GAQ formalism is entirely constructed with canonical structures defined on Lie groups and
the very basic ones consist in the two mutually commuting copies of the Lie algebra G˜ of a group
G˜ of strict symmetry (of a given physical system), that is, the set of left- and right-invariant
vector fields:
XL(G˜) ≈ G˜ ≈ XR(G˜) ,
in such a way that one copy, let us say XR(G˜), plays the role of pre-Quantum Operators acting
(by usual derivation) on complex (wave) functions on G˜, whereas the other, XL(G˜), is used to
reduce the representation in a manner compatible with the action of the operators, thus providing
the true quantization.
In fact, from the group law g′′ = g′ ∗ g of any group G˜, we can read two different left- and
right-actions:
g′′ = g′ ∗ g ≡ Lg′g, g
′′ = g′ ∗ g ≡ Rgg
′. (26)
Both actions commute and so do their respective generators X˜Ra and X˜
L
b , i.e. [X˜
L
a , X˜
R
b ] =
0 ∀a, b.
Another manifestation of the commutation between left an right translations corresponds to
the invariance of the left-invariant canonical 1-forms, {θL
a
} (dual to {X˜Lb }, i.e. θ
La(X˜Lb ) = δ
a
b )
with respect to the right-invariant vector fields, that is: LX˜Ra
θL
b
= 0 and the other way around
(L ↔ R). In particular, there is a natural invariant volume ω on the group manifold since we
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have:
LX˜Ra
(θL
b
∧ θL
c
∧ θL
d
...) ≡ LX˜Ra
ω = 0 . (27)
We should then be able to recover all physical ingredients of quantum systems out of algebraic
structures. In particular, the Poincare´-Cartan form ΘPC and the phase space itself M ≡ (x
i, pj)
should be regained from a group of strict symmetry G˜. In fact, in the special case of a Lie
group which bears a central extension with structure group U(1) parameterized by ζ ∈ C such
that |ζ|2 = 1, as we are in fact considering, the group manifold G˜ itself can be endowed with
the structure of a principal bundle with an invariant connection, thus generalizing the notion of
quantum manifold.
More precisely, the U(1)-component of the left-invariant canonical form (dual to the vertical
generator X˜Lζ , i.e. θ
L(ζ)(X˜Lζ ) = 1) will be named quantization form Θ ≡ θ
L(ζ) and generalizes
the Poincare´-Cartan form ΘPC of Classical Mechanics. The quantization form remains strictly
invariant under the group G˜ in the sense that
LX˜Ra
Θ = 0 ∀a ,
whereas ΘPC is, in general, only semi-invariant, that is to say, it is invariant except for a total
differential.
It should be stressed that the construction of a true quantum manifold in the sense of
Geometric Quantization [28, 29] can be achieved by taking in the pair 〈G˜, Θ〉 the quotient
by the action of the subgroup GΘ or GC , the characteristic subgroup, generated by those left-
invariant vector fields in the kernel of Θ and dΘ, that which is called in mathematical terms
characteristic module of the 1-form Θ,
CΘ ≡ {X˜
L / iX˜LdΘ = 0 = iX˜LΘ}.
A further quotient by structure subgroup U(1) provides the classical solution Manifold M or
classical phase space. Even more, the vector fields in CΘ constitute the (generalized) classical
equations of motion.
On the other hand, the right-invariant vector fields are used to provide classical functions
on the phase space. In fact, the functions
Ia ≡ iX˜Ra
Θ
are stable under the action of the left-invariant vector fields in the characteristic module of Θ
(i.e., the generalized equations of motion),
LX˜LIa = 0 ∀X˜
L ∈ CΘ ,
and then constitute the Noether invariants. The Poisson bracket between two Noether invariants
is defined as follows:
{Ia, Ib} ≡ −i[X˜Ra ,X˜Rb ]
Θ. (28)
As a consequence of the central extension structure in G˜, the Noether invariants (and the
corresponding group parameters) are classified in basic (or dynamical) and non-basic (evolutive
or kinematic) depending on whether or not the corresponding generators produce the central
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generator by commutation with some other. Basic Noether invariants (position and momenta)
are paired and independent. Non-basic Noether invariants (like energy or angular momenta)
can be written in terms of the basic ones.
As far as the quantum theory is concerned, the above-mentioned quotient by the classical
equations of motion is really not needed. We consider the space of complex functions Ψ on the
whole group G˜ and restrict them to only U(1)-functions, that is, those which are homogeneous
of degree 1 on the argument ζ ≡ eiφ ∈ U(1). Wave functions thus satisfy the U(1)-function
condition
X˜LφΨ = iΨ. (29)
On these functions the right-invariant vector fields act as pre-quantum operators by ordinary
derivation. They are, in fact, Hermitian operators with respect to the scalar product with mea-
sure given by the invariant volume ω defined above (27). However, this action is not a proper
quantization of the Poisson algebra of the Noether invariants (associated with the symplectic
structure given by dΘ) since there is a set of non-trivial operators commuting with this represen-
tation. In fact, all the left-invariant vector fields do commute with the right-invariant ones, i.e.
the pre-quantum operators. According to Schur’s Lemma, those operators must be trivialized
in order to achieve full irreducibility. To this end we define a polarization subalgebra as follows:
A polarization P is a maximal left subalgebra containing the characteristic subalgebra GΘ and
excluding the central generator.
The role of a polarization is that of reducing the representation which then constitutes a true
quantization. To this end we impose on wave functions the (“infinitesimal”) polarization condi-
tion:
X˜Lb Ψ = 0 ∀X˜
L
b ∈ P .
In finite terms the polarization condition is expressed by the invariance of the wave functions
under the finite action of the Polarization Subgroup GP acting from the Right, that is:
Ψ(g′gP ) = Ψ(g
′) ∀gP ∈ GP . (30)
To be intuitive, a polarization is made of half the left-invariant vector fields associated with
basic (independent) variables of the solution manifold (either positions or momenta in the sim-
plest case of the free Galilean particle) in addition to those associated with kinematic parameters
as time or rotational angles. We should remark that the classification above-mentioned of the
Noether invariants in basic and non-basic also applies to the quantum operators so that the
latter ones are written in terms of the formers.
3.2 The Massive Electromagnetic Quantization Group
In this subsection we attempt to the quantization of the standard (U(1)) Stueckelberg system
which classical theory has been sketched in subsection 2.1. This will constitute an introductory
example to the more intrincate case of the Non-Abelian theory. To this end, let us write a basic
group law appropriate for the general GAQ formalism to account for both the classical and
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quantum theory. We have:
ϕ′′(x) = ϕ′(x) + ϕ(x)
ϕ′′µ(x)n
µ = ϕ′µ(x)n
µ + ϕµ(x)n
µ
A′′µ(x) = A
′
µ(x) +Aµ(x) (31)
F ′′µν(x) = F
′
µν(x) + Fµν(x)
ζ ′′ = ζ ′ζ exp
(
i
2
∫
Σ
dσµ(x)Jµ(ϕ
′,A′,F ′;ϕ,A,F)
)
,
Jµ = J
A
µ + J
ϕ
µ ,
JAµ = (A
′ν(x)− ∂νϕ′(x))Fµν(x)−F
′
µν(x)(A
ν(x)− ∂νϕ(x))
Jϕµ = m
2
(
ϕ′(x)(∂µϕ(x)−Aµ(x))− (∂µϕ
′(x)−A′µ(x))ϕ(x)
)
.
As commented in the case of the Klein-Gordon group (25), the fields in this group law are
supposed to be defined on a Cauchy hypersurface Σ (characterized by an unit vector nµ, usually
n = (1, 0, 0, 0)) or, otherwise, if defined on the entire Minkowski space-time, M , they should
satisfy the equations of motion, a fact which would be reflected by the conservation of the
current density Jµ defining the (co-cycle of) the central extension, that is, ∂
µJµ = 0
2. In Ref.
[30] the group law relative to the pure electromagnetic field, with field parameters defined on
M , and including the Poincare´ subgroup, was considered. Here, this subgroup is discarded on
behalf of simplicity, since we are primarily interested in those symmetries providing the basic
Noether Invariants parametrising the classical solution manifold. However, the time evolution is
eventually recovered by providing a Hamiltonian H as a function of the basic Noether Invariants.
In fact, the Poisson bracket with H, will recover the classical equations of motion.
Let us compute from the group law the right- and left-invariant vector fields, the Lie algebra
commutators, quantization form and Noether Invariants. By deriving the group composition
parameters g′′ with respect to each one of g′ at the identity g′ = Id we obtain:
X˜Rϕ(x) =
δ
δϕ(x)
+
1
2
(
∂iF
0i +m2(∂µϕ−Aµ)n
µ
)
Ξ
X˜Rϕµ(x) =
δ
δϕµ(x)
−
1
2
m2ϕ(x)nµΞ
X˜RAµ(x) =
δ
δAµ(x)
+
1
2
(
Fνµ(x) +m
2ϕ(x)ηµν
)
nνΞ (32)
X˜RFµν(x) =
δ
δFµν(x)
+
1
2
((∂νϕ(x)−Aν(x))nµ − (∂µϕ(x)−Aµ(x))nν) Ξ .
2The conservation of the current, when the field parameters were defined on the entire M , is achieved if the
fields would verify ∂µFµν+m
2
Aν = 0 and ∂
µ∂µϕ−∂
µ
Aµ = 0, which correspond to the Euler-Lagrange equations
after the identification Aµ ≡ Aµ − ∂µφ and ϕ ≡ φ+
1
m2
∂νAν .
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The non-zero Lie brackets among them are:[
X˜Rϕ(x), X˜
R
ϕµ(y)
]
= −m2nµδ(x − y)Ξ[
X˜Rϕ(x), X˜
R
Aµ(y)
]
= m2nµδ(x− y)Ξ[
X˜Rϕ(x), X˜
R
Fµν(y)
]
= −n[ν∂
x
µ]δ(x− y)Ξ[
X˜RAµ(x), X˜
R
Fσν(y)
]
= −ηµ[νnσ]δ(x − y)Ξ (33)
In the same way, turning primed parameters to non-primed ones we get:
X˜Lϕ(x) =
δ
δϕ(x)
−
1
2
(
∂iF
0i(x) +m2(∂µϕ(x)−Aµ(x))n
µ
)
Ξ
X˜Lϕµ(x) =
δ
δϕµ(x)
+
1
2
m2ϕ(x)nµΞ
X˜LAµ(x) =
δ
δAµ(x)
−
1
2
(
Fνµ(x)−m
2ϕ(x)ηµν
)
nνΞ (34)
X˜LFµν(x) =
δ
δFµν(x)
−
1
2
((∂νϕ(x)−Aν(x))nµ − (∂µϕ(x)−Aµ(x))nν) Ξ .
By duality on the left-invariant generators (34) we compute the quantization 1-form ΘU(1):
ΘU(1) =
1
2
∫
Σ
dσµ (Fµνδ(A
ν − ∂νϕ)− (Aν − ∂νϕ)δFµν
+ m2[ϕδ(Aµ − ∂µϕ)− (Aµ − ∂µϕ)δϕ]
)
+
dζ
iζ
.
and from it the Noether Invariants I = iX˜RΘ
U(1) (we choose for Σ, x0 = 0). They are:
Iϕ(x) = m
2(ϕ˙−A0)(x) ≡ −m2A0(x)− ~∇ · ~E(x) ≡ −G
Iϕ˙(x) = −m
2ϕ(x)
IA0(x) = m
2ϕ(x) ≡ −E0
IAi(x) = −Fi0(x) ≡ −Ei (35)
IF i0(x) = Ai(x)− ∂iϕ(x) ≡ Ai(x)
where we observe the identity Iϕ˙(x) + IA0(x) = 0 which expresses that the associated generator
is gauge, that is, the combination X˜R˙ϕ(x)
+ X˜R
A0(x) has a null Noether Invariant.
According to the general definition of Poisson bracket in our group-theoretical approach,
expression (28), we arrive at the Poisson algebra (non-zero brackets only):
{Ej(x), Ak(y)} = ηjkδ(x− y)
{E0(x), A0(y)} = −δ(x− y)
{G(x), E0(y)} = m2δ(x− y) (36)
{G(x), Ai(y)} = ∂
x
i δ(x− y)
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Time evolution can be recovered from the solution manifold by writing down classical equa-
tions of motion a` la Hamilton associated with a Hamiltonian function of the Noether Invariants
which reproduces physical trajectories in time. In fact, the Hamiltonian
H =
1
2
∫
d3y
(
~E2 + ~B2 +m2A20 +m
2(~A+
~∇E0
m2
)2 − 2A0G
)
(37)
leads under the Poisson bracket (36) with E and A to:
~˙E(x) = {~E(x), H} = ~∇× ~B(x) +m2
(
~A(x) +
~∇E0(x)
m2
)
~˙A(x) = {~A, H} = −~E(x)− ~∇A0(x)
E˙
0(x) = {E0(x), H} = G(x) = ~∇ · ~E(x) +m2A0(x)
G˙(x) = {G(x), H} = 0 ,
the last equation simply expressing the gauge invariance of H. They reproduce the Lagrangian
equations of motion (14) under the identification Ai ↔ Ai,A0 ↔ A0− φ˙, ~E↔ ~E and E0 ↔ m
2φ.
3.2.1 The Quantum Representation
According to the general scheme of GAQ we start from complex U(1)-functions Ψ on the entire
centrally-extended group to be represented, that is, functions which are homogeneous of degree
one on the parameter ζ ∈ U(1). In order to obtain an irreducible representation these functions
must be restricted by the Polarization condition established by means of a polarization subgroup
GP of the finite left action. A look at the Lie algebra commutators of our symmetry group
reveals that the characteristic subgroup GC contains elements of the local U(1) subgroup as well
as elements of the tangent group for which A equals ∂µϕ, that is,
gC = (ϕ = 0, ϕµn
µ,Aµ = ϕµ,Fνσ = 0, ζ = 1) , (38)
and the Polarization subgroup (see (30)) contains, in addition, the tangent elements with arbi-
trary values of Aˇ ≡ (A− ∂ϕ). We then have:
gP = (ϕ = 0, ϕµn
µ,Aµ,Fνσ = 0, ζ = 1) . (39)
The polarization subgroup acts on the original complex functions Ψ(g′) = Ψ(ϕ′, ∂µϕ
′,A′ν ,F
′
µν , ζ
′)
from the right: Ψ(g′) → Ψ(g′gP ). The key point in searching for the appropriate form of the
wave functions, invariant under the Polarization subgroup (30), is to notice the factor which
appears in front of the wave function as a consequence of the co-cycle in the composition law of
the central U(1) argument (Ψ is homogeneous of degree one on it). This factor must be cancelled
out by some U(1) term factorizing an arbitrary function Φ of given arguments. It is easy to see
that the following wave function ψ is the general solution to the polarization equation (30):
Ψ(g) = ζe
i
2
∫
Σ dσ
µ(m2Aˇµϕ+AˇνFµν)Φ(ϕ,Fµνn
ν) (40)
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where Φ is an arbitrary function of its arguments. In fact, choosing dσµ as d3x, without loss of
generality,
Ψ(g′gP ) = ζ
′e
i
2
∫
d3x(−F ′0iAi+m2ϕ′(ϕ0−A0))e
i
2
∫
d3x((Aˇ′i+Aˇi)F ′0i+m2(Aˇ′0+Aˇ0)ϕ′)Φ(ϕ′,F ′i0)
= ζ ′e
i
2
∫
d3x(Aˇ′iF ′0i+m2Aˇ′0ϕ′)Φ(ϕ′,F ′i0) = Ψ(g
′) (41)
For the usual choice of Σ, the arbitrary part Φ of Ψ can be written in terms of the Noether
invariants (35). That is, Φ = Φ(Eµ), thus arriving at the “electric field representation”.
The action of the right-invariant vector fields preserve the space of polarized wave functions,
due to the commutativity of the left and right actions as already stated, so that it is possible
to define an action of them on the arbitrary factor Φ in the wave functions. It is not difficult
to demonstrate that on this space of functions the quantum operators acquire the following
expression:
EˆµΦ ≡ iζ−1e−
i
2
∫
Σ dσ
µ(m2Aˇµϕ+AˇνFµν)X˜RAµΨ = E
µΦ
AˆiΦ ≡ −iζ−1e−
i
2
∫
Σ dσ
µ(m2Aˇµϕ+AˇνFµν)X˜RF0iΨ = −i
δ
δEi
Φ (42)
GˆΦ ≡ −iζ−1e−
i
2
∫
Σ
dσµ(m2Aˇµϕ+AˇνFµν)X˜RϕΨ =
(
~∇ · ~E+m2
δ
δE0
)
Φ .
Aˆ0Φ ≡
1
m2
(Gˆ− ~∇ · ~ˆE)Φ
The constraint condition GˆΦ = 0, if required, would account for the quantum implementation
of the “Gauss law”.
On the quantum representation space we can construct the Hamiltonian operator Hˆ that
represents, without ambiguity, the classical Hamiltonian (37):
HˆΦ =
1
2
∫
d3x
(
~ˆE2 + ~ˆB2 +m2Aˆ20 +m
2( ~ˆA+
~∇Eˆ0
m2
)2 − 2Aˆ0Gˆ
)
Φ . (43)
It is again quite relevant the fact that this operator preserves the Hilbert space of quantum
states.
3.3 The Massive Yang-Mills Quantization Group
Now that the simpler Abelian case has been reviewed under the general GAQ scheme, we are in
conditions to tackle the more involved non-Abelian massive Yang-Mills theory under the same
framework. To this end, we shall write down a group law, GMYM , providing both the classical
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and quantum description. That is,
U ′′(x) = U ′(x)U(x)
ϑ′′µ(x)n
µ = U ′(x)ϑµ(x)n
µU ′†(x) + ϑ′µ(x)n
µ,
A′′µ(x) = U
′(x)Aµ(x)U
′†(x) +A′µ(x),
F ′′µν(x) = U
′(x)Fµν(x)U
′†(x) + F ′µν(x), (44)
ζ ′′ = ζ ′ζ exp
(
i
∫
Σ
dσµ(x)Jµ(U
′,A′,F ′;U,A,F)
)
,
Jµ = J
YM
µ + J
σ
µ ,
JYMµ = Tr
(
(A′ν − ϑ′ν)U ′FµνU
′† −F ′µνU
′(Aν − ϑν)U ′†
)
,
Jσµ = m
2Tr
(
λ(U ′(Aµ − ϑµ)U
′† − (Aµ − ϑµ))
)
,
where all fields are assumed to be defined on the Cauchy surface Σ, so that, the time translation
can not be directly implemented, in contrast with the case of free fields [23]. However, as in
the Abelian case, we shall construct an explicit Hamiltonian operator to account for the time
evolution on the quantum states (see below)3. This group constitutes the minimal symmetry
necessary to reproduce the solution manifold associated with the classical Lagrangian (8). It
is also worth mentioning that the parameter F appearing in the group law must be a gauge
covariant function of A and ∂A, and the simplest one is well-known to be the same function as
in (3).
Before proceeding further in any actual computation according to the general GAQ scheme,
let us insist on several facts. Firstly, the objects Aaµ and ϑ
a
µ behave exactly in the same manner
under the local group G(M) and ϑai (spacial components) are particular cases of A
a
i , that is, the
cases in which the Yang-Mills potentials are pure gauge. Secondly, there are some extra unex-
pected parameters Aa0, with respect to the massless case, which are the zero (time) components
of those vector potentials living on the orbit G/H. They also behave as the time components
of ϑaµ but they never are pure gauge, as they fix the initial values of the derivatives of the fields
ϕa on the Cauchy surface Σ. We then require non-trivial (non-gauge) four components Aaµ for
each index a of the orbit of G. We accordingly add a time component for the “electric” field
Ea, Eai = F
a
i0, namely E
a
0 = m
2Tr(T aΛ), constituting, somehow, a new component, “F00”, of the
curvature Faµν . From the mathematical point of view, the appearance of this non-conventional
field degrees of freedom are a consequence of the piece Jσ of the current in (44).
From this group law (44), the generators of the left group action (the right-invariant vector
3The coboundary piece Jσµ in (44) does not exhaust all possibilities of encoding dynamical content in the
group. In fact, the coboundary current J ′µ
σ
= iκnµTr (λ(ln(U
′U) − ln(U ′)− ln(U))) was considered in [31], as a
preliminary attempt to give mass to vector bosons, but we shall not pursue this possibility any further here.
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fields) can be written:
X˜Rϕa(x) = X
R (G)
ϕa(x) − C
c
ab
(
ϑbν(x)n
ν δ
δϑcµ(x)n
µ
+Abν(x)
δ
δAcν(x)
− CcabF
b
µν(x)
δ
δFcµν(x)
)
−
(
Ccabm(A
b
ν(x)− ϑ
b
ν(x))λc + ∂
µFaµν
)
nν(x)Ξ
X˜Rϑaµ(x)nµ =
δ
δϑaµ(x)n
µ
X˜RAaµ(x) =
δ
δAaµ(x)
−Fµνa (x)nν(x)Ξ
X˜RFaµν (x) =
δ
δFaµν(x)
−
1
2
((Aµa(x)− ϑ
µ
a(x))n
ν(x)− (Aνa(x)− ϑ
ν
a(x))n
µ) Ξ
X˜Rζ = Re(iζ
∂
∂ζ
) ≡ Ξ . (45)
The corresponding non-null (equal-time) Lie bracket are:[[
X˜Rϕa(x), X˜
R
ϕb(y)
]]
= −Ccabδ(x − y)X˜
R
ϕc(x)[[
X˜Rϕa(x), X˜
R
ϑbµ(y)n
µ
]]
= −Ccabδ(x − y)X˜
R
ϑcµ(x)n
µ +m2Ccabλcδ
µ
0 δ(x− y)Ξ[[
X˜Rϕa(x), X˜
R
Abµ(y)
]]
= −Ccabδ(x − y)X˜
R
Acµ(x)
−m2Ccabλcδ
µ
0 δ(x− y)Ξ[[
X˜Rϕa(x), X˜
R
Ebj (y)
]]
= −Ccabδ(x − y)X˜
R
Ecj (x)
− δba∂
x
j δ(x− y)Ξ[[
X˜RAaj (x)
, X˜R
Eb
k
(y)
]]
= −ηjkδabδ(x− y)Ξ , (46)
where here, in contrast with the Abelian situation, double bracket indicates the commutator
in the Lie algebra GMYM , to avoid confusion with the commutator in the Lie algebra of G,
and ηµν = diag(1,−1,−1,−1) stands for the Minkowski metric. In the same way we derive the
left-invariant vector fields:
X˜Lϕ(x) = X
L (G)
ϕ(x) + ∂
µ(U †FµνU)n
νΞ
X˜Lϑµ(x)nµ = U
δ
δϑµ(x)nµ
U † −m2(U †λU − λ)Ξ
X˜LAµ(x) = U
δ
δAµ
U † +
(
m(U †λU − λ)ηµν − U †FνµU
)
nνΞ
X˜LFµν (x) = U
δ
δFµν(x)
U † +
1
2
[U †(Aν − ϑν)Unµ − U †(Aµ − ϑµ)Unν ]Ξ
X˜Lζ = Re(iζ
∂
∂ζ
) ≡ Ξ . (47)
Directly from the group law or by duality on (47) the left-invariant 1-form in the ζ-direction,
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ΘGMYM , can be computed:
ΘGMYM =
∫
Σ
dσνTr
(
FνµδA
µ − δFνσ(A
σ − ϑσ) +m2(Λ− λ)δ(Aν − ϑν)
+ Fνµ[ϑ
µ,−iδUU †] + ∂µFνµ(−iδUU
†)
)
+
dζ
iζ
=
∫
Σ
dσνTr((Fµνδ(A
µ − ϑµ)− (Aµ − ϑµ)δFµν ) +m
2(Λ− λ)δ(Aν − ϑν)) +
dζ
iζ
.(48)
and from it the Noether invariants (I = iXRΘ
G
MYM ):
IAµ =
(
Fνµ +m
2(Λ− λ)ηνµ
)
nν
IFµν = (Aµ − ϑµ)nν − (Aν − ϑν)nµ
Iϕ = ∂
νFµνn
µ + [Aµ − ϑµ, m2Ληµν + Fνµ]n
ν
Iϑµnµ = m
2(Λ− λ). (49)
For the particular, though standard, choice of the Cauchy surface n = (1, 0, 0, 0) they acquire
the expressions:
IA0 = m
2(Λ− λ) ≡ −E0
IAi = −Fi0 ≡ −Ei
IF i0 = Ai − ϑi ≡ Ai
Iϕ = −m
2[A0 − ϑ0, Λ]− [Ai − ϑi, F0i] + ∂
iF0i ≡ −m
2
A
0 − ~∇ · ~E+ [Ai, Ei] ≡ −G
Iϑ0 = m
2(Λ− λ) = IA0 , (50)
where we have denoted A0 ≡ [(A0 − ϑ0), Λ], the time component of the massive vector bosons
(those perpendicular to λ), and E0 ≡ −IA0 = −m
2(Λ− λ) in analogy with Ei ≡ −IAi although
we must be aware that E0 is intended to be the conjugate pair of G (see later on Eq. (53)).
We should observe that the Noether invariants Iϑ0 and IA0 coincide, so that the group
parameter A0−ϑ0 is actually a gauge parameter in the strict sense (the corresponding subgroup
leaves the solution manifold invariant point-wise). Notice also that the Noether invariant IA0 in
the direction of the H subalgebra is a function of the invariants IA0 in the direction of the G/H
orbit (the same dependence occurs for Iϑ0). Then, the independent parameters in the solution
manifold are:
(Aai ,E
a
j ,E
b
0,G
b) a = 1, ...,dim G, b = 1, ..., co-dim H . (51)
The 1-form (48) naturally comes down to the quotient G/H, which can be identified with the
coadjoint orbit of G, and it can also be written in terms of Noether invariants. In fact, we have
ΘGMYM =
∫
Σ
dσνTr
{
(IAµδIFµν − IFµνδIAµ) + Iϑµnµδ([Iϕ, IAν ])
}
+
dζ
iζ
. (52)
According to the Poisson bracket definition (28), the Noether invariants (49) close a Poisson
algebra isomorphic to the Lie algebra of the symmetry group GMYM . The non-zero brackets
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are:
{Ga(~x),Gb(~y)} = −C
c
abGc(~x)δ(~x − ~y),{
A
j
a(~x),E
k
b (~y)
}
= ηjkδabδ(~x − ~y), (53){
Ga(~x),A
j
b(~y)
}
= −CcabA
j
c(~x)δ(~x− ~y) + δab∂
j
xδ(~x− ~y),{
Ga(~x),E
µ
b (~y)
}
= −CcabE
µ
c (~x)δ(~x − ~y) +m
2δµ0C
c
abλcδ(~x− ~y) .
They reproduce the standard Poisson brackets of the non-Abelian Yang-Mills theory [32, 33] ,
along with those corresponding to the new variables Ea0, which are absent from the conventional
theory.
Even though we have not included space-time translations (nor Lorentz transformations)
explicitly in the group law, this Poisson algebra can be added with a quartic function, H, of the
Noether invariants, constituting the classical Hamiltonian in our group-theoretical scheme. In
fact, the Hamiltonian function
H =
1
2
∫
d3xTr
[
(~E2 + ~B2) +m2[A0, Λ]
2 +m2([~A, Λ] + ~∇Λ)2 − 2A0G
]
, (54)
with Λ = − E0
m2
+λ, actually reproduces the Lagrangian equations of motion (19) by making use
of the Poisson brackets (53) and the correspondence
Ei ↔ Ei, Λ↔ Λ, Ai ↔ Ai, A0 − θ0 ↔ A0
and remembering that [ϑµ, Λ] = ∂µΛ. In fact:
A˙
i(x) = {Ai(x),H} = −Ei(x) + ∂iA0(x) + [A0,Ai](x)
E˙
i(x) = {Ei(x),H} = ǫijk∂jB
k(x) + ǫijk[Aj,B
k](x) + [A0,Ei](x) +m2[∂iΛ− [Ai,Λ],Λ](x)
Λ˙(x) = {Λ(x),H} =
1
m2
[G,Λ](x) (55)
G˙(x) = {G(x),H} = 0.
To be precise, the first equation just constitutes the definition of the electric field. The second
one literally corresponds to the ν = i component of (19), whereas the third one is the projection
on the massive internal components (expressed by means of a commutation with Λ) of the ν = 0
index of (19) (i.e., the Gauss law). Note that the Gauss Law in the internal massless direction
(of the H subgroup) is neither a Hamiltonian equation in the standard variational formulation.
Finally, the last equation just states the gauge invariance of our Hamiltonian.
3.3.1 The Quantum Representation
According to the general scheme of GAQ we start from complex U(1)-functions Ψ on the entire
centrally-extended group to be represented, that is, functions which are homogeneus of degree
one on the parametre ζ ∈ U(1). In order to obtain an irreducible representation these functions
must be restricted by the Polarization condition established by means of a polarization subgroup
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GP of the finite left action. A look at the Lie algebra commutators of our symmetry group reveals
that the actual Characteristic subgroup is constituted by the following elements:
gC = (UH , ϑµn
µ,Aµ = ϑµ,Fνσ = 0, ζ = 1) , (56)
whereas the Polarization subgroup is constituted by the following elements:
gP = (UH , ϑ
µnµ,A,F = 0, ζ = 1) , (57)
which act on the original complex functions Ψ(g′) = Ψ(U ′, ϑ′µn
µ,A′ν ,F
′
µν , ζ
′) from the right:
Ψ(g′)→ Ψ(g′gP ).
The key point in searching for the appropriate form of the wave functions, invariant under
the Polarization subgroup, is to notice the factor which appears in front of the wave function as
a consequence of the cocycle in the composition law of the U(1) argument (Ψ is homogeneous of
degree one on it). This factor must be cancelled out by some U(1) term factorizing an arbitrary
function Φ of given arguments. It is easy to see that the following wave function Ψ is the general
solution to the polarization equation (30):
Ψ = ζei
∫
Σ dσ
µTr(mλ(U†AˇµU−Aˇµ)+ 12 Aˇ
νFµν)Φ((Λ− λ),F) (58)
where Aˇ ≡ (A − ϑ) and Φ is an arbitrary function of its arguments. In fact, choosing dσµ as
d3x, without loss of generality,
Ψ(g′gP ) = ζ
′ei
∫
d3xTr[mλ((U ′UH )†(U ′Aˇ0U ′†+Aˇ′0)(U ′UH )−U ′Aˇ0U ′†−Aˇ′0)+
1
2
(U ′AˇνU ′†+Aˇ′ν)F ′0ν ]
× ei
∫
d3xTr[mλ(U ′Aˇ0U ′†−Aˇ0)− 12F
′
0νU
′AˇνU ′†]Φ(U ′UHλ(U
′UH)
† − UHλU
†
H , F
′)
= Ψ(g′) (59)
For the usual choice of Σ, the arbitrary part of Ψ can be written in terms of the variables
(51). Φ = Φ(Eaµ), if we adopt the convention that E
c
0 = 0 , ∀c running on H. That is, we arrive
at the (generalized) “electric field representation”.
The action of the right-invariant vector fields preserve the space of polarized wave functions,
due to the commutativity of the left and right actions as already stated, so that it is possible
to define an action of them on the arbitrary factor Φ in the wave functions. It is not difficult
to demonstrate that on this space of functions the quantum operators acquire the following
expression:
EˆµaΦ ≡ iζ
−1e−i
∫
Σ
dσµTr(m2λ(U†AˇµU−Aˇµ)+ 12 Aˇ
νFµν)X˜RAaµΨ = E
µ
aΦ
AˆiaΦ ≡ −iζ
−1e−i
∫
Σ dσ
µTr(m2λ(U†AˇµU−Aˇµ)+ 12 Aˇ
νFµν)X˜RFa0iΨ = −i
δ
δEia
Φ (60)
GˆaΦ ≡ −iζ
−1e−i
∫
Σ dσ
µTr(m2λ(U†AˇµU−Aˇµ)+ 12 Aˇ
νFµν)X˜RϕaΨ
=
(
~∇ · ~Ea + C
c
ab
(
(Eb0 −m
2λb)
δ
δEc0
− ~Eb ·
δ
δ~Ec
))
Φ
Aˆ0Φ ≡
1
m2
(Gˆ− ~∇ · ~ˆE + [Aˆj , Eˆj ])Φ
The constraint condition GˆΦ = 0, if required, would account for the quantum implementation
of the non-Abelian “Gauss law”.
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On the quantum representation space we can construct the Hamiltonian operator Hˆ that
represents, without ambiguity, the classical Hamiltonian (54):
Hˆ =
1
2
∫
d3xTr
(
~ˆE2 + ~ˆB2 +m2[Aˆ0,
Eˆ0
m2
− λ]2 +m2(
~∇Eˆ0
m2
+ [ ~ˆA,
Eˆ0
m2
− λ])2 − 2Aˆ0Gˆ
)
. (61)
It is of remarkable relevance the fact that this operator preserves the Hilbert space of quantum
states.
It should be stressed that the central term proportional to λc in the last bracket of (53) could
also be considered as a remnant of some sort of “symmetry breaking” in the sense that it can
be hidden into a redefinition of Eˆ0a,
Eˆ0a → Eˆ
′0
a ≡ Eˆ
0
a −m
2λa = −m
2Λa, (62)
which now acquires a non-zero vacuum expectation value proportional to the mass m2λa, that
is:
〈0|Eˆ0a |0〉 = 0 −→ 〈0|Eˆ
′0
a |0〉 = −m
2λa. (63)
4 Connection with more standard techniques and concluding
remarks
In the present paper we have provided a consistent quantization of the Poisson algebra among
the basic functions on the solution manifold of massive Yang-Mills fields coupled to non-linear
partial-trace sigma scalar fields. This quantization has been achieved through a group-quantization
approach which looks for unitary and irreducible representations of a proper symmetry group,
the group named GMYM in the text. As already commented, the parameters of this group have
been written as functions on the Cauchy hyper-surface Σ, and we may call HΣ the Hilbert space
made of (square integrable) functions of the arguments of the wave functions. In the present case
they are “electric fields” E with arguments on Σ, although we commented that they could have
equally be chosen as functions on the entire Minkoswski space-time subjected to their (classical)
equations of motion. In fact, a quantum Hamiltonian operator Hˆ, uniquely defined in terms
of the basic operators, which preserves the quantum representation space, that is, the Hilbert
space HΣ, has been constructed. This allows, in principle, any proper computation concerning
the time evolution.
To be more specific and, in order to connect our scheme with more standard settings, let
us translate our Hilbert space to an isomorphic Hilbert space made of wave functions with
arguments defined on the entire Minkowski space-time but, that time, satisfying the Schro¨dinger
equation associated with our Hamiltonian operator Hˆ given in (61),
i~
∂Φ
∂t
= HˆΦ .
The space of solutions of the Schro¨dinger equations with initial conditions in HΣ, to be named
simply H, though equivalent, proves to be more appropriate to establish any comparison with
standard computations. It is formally constructed by means of the unitary lifting-in-time op-
erator U(t) defined as U(t) ≡ exp(−i~tHˆ), so that wave functions and quantum operators are
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lifted from HΣ to H with the traditional expressions
Ψ(t) = U(t)Ψ, Oˆ(t) = U(t)OˆU †(t) .
This way, we are in conditions to write down an exact formal expression for the arbitrary-time
commutators between basic field operators Aˆµa(~x, t):
[Aˆµa(~x, t), Aˆ
ν
b (~y, t
′)] = [U(t)Aˆµa(~x)U
†(t), U(t′)Aˆνb (~y)U
†(t′)]
and analogously for Eˆµa or any other. Also, a unitary evolution operator, in the usual way, acting
on H is trivially constructed by the expression U(t, t′) ≡ U †(t)U(t′), that which permits the
formulation of a S matrix.
As far as the explicit way of computing U(t) and U(t, t′) is concerned, we must remark that
the operator Hˆ, itself, is well-behaved on the representation space of our original symmetry group
GMYM , but some part of it, Hˆint, intended to describe “the interaction” might be ill-defined
(this comment also applies to standard perturbation theory, a` la Dyson, in dealing with typically
non-linear theories like, precisely, those involving non-linear sigma Lagrangian terms). Therefore
we are aimed at working from a perturbative framework which uses the entire Hamiltonian as
developed, for instance, in traditional textbooks collections like [34]. There, however, the exact
propagator defined in terms of basic (exact) operators as
D(x, x′) = 〈0|TAˆ(x)Aˆ(x′)|0〉
is further developed in series of the free propagatorD(x, x′) thus connecting with the Interaction-
Image series associated with standard Dyson series. Unfortunately, this expansion in terms of
free field objects, like free propagator, cannot be properly achieved mainly due to the “sigma
sector” related to the fields with index 0 in the theory, that is, Eˆ0 and the conjugate operator
Gˆ, for which the commutation relations are non-canonical. In fact, in the standard perturbative
framework the Wick theorem is widely used in providing the Feymman rules, but it requires that
creation and annihilation operators undergo canonical commutation relations. In fact, if this
is not the case, the Wick contraction does not reduce the number of operators and an infinite
chain of additional terms appear in the computation of the S matrix. In addition, the standard
perturbative expansion departs from “in” states which are intended to verify a Klein-Gordon-like
equation but the equation of motion for the “unperturbed” sigma fields admits an extra infinite
set of solutions which do not correspond to massless Klein-Gordon fields. In this respect see
Ref. [35].
Therefore, to compute operations involving exact objects we must resort to another more
appropriate technique, more directly related to the group-theoretical scheme here developed.
To be precise, the Magnus expansion [36] of the operator U(t) provides a perturbative scheme
which preserves unitarity at each order in the exponential of the Hamiltonian. In this type of
perturbation, each order of approximation is dictated by the powers in the enveloping algebra
of the original one, rather than powers in a supposedly small interaction constant. The general
form of this expansion is as follows:
Uˆ(t) = eΩˆ(t) , Ωˆ(0) = 0 , (64)
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Ωˆ(t) = lim
n→∞
Ωˆ[n](t) (65)
Ωˆ[n](t) =
∞∑
k=0
Bk
k!
∫ t
0
dt1ad
k
Ωˆ[n−1](t1)
(
−
i
~
Hˆ(t1)
)
, (66)
where Bk are the Bernoulli numbers and
ad0
Aˆ
(Bˆ) ≡ Bˆ , ad1
Aˆ
(Bˆ) ≡ [Aˆ, Bˆ] , adk
Aˆ
(Bˆ) ≡ [adk−1
Aˆ
(Bˆ), Bˆ] . (67)
However, in our particular case in which the Hamiltonian is independent of time, the expression
for the time-lifted version of an operator Oˆ(t) acquires the simpler form:
Oˆ(t) = eΩˆ(t)Oˆe−Ωˆ(t) =
∞∑
k=0
1
k!
(
−it
~
)kadk
Hˆ
(
Oˆ
)
, (68)
expression which can be further reduced depending on the way in which the Hamiltonian closes
algebra with the operators Oˆ. This extent is soundly analyzed in Ref. [37].
It is remarkable that the Magnus expansion approach naturally suggests a more algebraic
procedure which has been indeed used in the actual computation of physical quantities appearing
in conformal field theories bearing high symmetries like string theories or Wess-Zumino-Witten
systems [38]. In fact, starting from our algebra of basic operators (60), we may proceed by
closing a new Lie algebra by commutation with Hˆ, order by order in a formal “expansion”
constant α, exponentiating the resulting algebra up to the same order in α, and re-quantizing
again with the present group-theoretical method. Much work is being made in this direction by
the authors with the present symmetry [39].
Let us mention our group-theoretical viewpoint as regard another algorithm usually assumed
as basic in the quantization of non-Abelian gauge fields. We refer to the use of BRST symmetry
to address the constraints, which is absent from our present scheme. Firstly, the employ of ghost
and anti-ghost field is somehow motivated by a more simple way of rewriting the measure on
the space of classical trajectories in the Feymman path approach to quantum theory of gauge
fields. On the other hand, however, much work on BRST super-symmetry has been developed
by some of the authors and collaborators, concluding that this extra symmetry seems not to
play an essential physical role. Really, in Ref. [40], a Lagrangian for the Abelian gauge theory,
including a covariant gauge fixing term as well as a ghost term, from a group law incorporating
the BRST symmetry was derived according to the present formalism. Then, in Ref. [41] a
supergroup law was found, including the BRST fermionic parameter as well as fermionic ghosts
and anti-ghosts, for an arbitrary semi-simple group of constraints, the Lie super-algebra of which
generalizes the algebra of Bowick and Gursey [42]. Also, in Ref. [43], this sort of supergroups
were applied to some systems, including Virasoro constraints, and it was demonstrated that
the quantization of such systems can be achieved equivalently either with BRST machinery or
without it; the BRST-cohomology seemed to be more a question of fashion, let us say, rather
than a real necessity.
Just to finish, we remark that the present treatment of massive non-Abelian gauge theory, in
either perturbative schemes mentioned above, would be specially suited to achieve a consistent
approach to the quantum description of the Physics around the Standard Model of Electro-
Weak interactions without the Higgs particle, and that this is the final target of our present
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paper. It should be stressed that the two examples here analyzed (Abelian U(1) and non-
Abelian partial-trace SU(2) cases) accomplish this task provided that the gauge field associated
with hyper-charge acquires mass according to the scheme developed in Sec. 3.2 and the Lie
algebra (rigid) generator λ in Sec. 3.3 is chosen in the mixed “electric-charge” direction in the
Lie algebra of SU(2)× U(1), as explained in Sec. 4 of Ref. [1].
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