Abstract
Introduction
The breakthrough of the Internet, the World Wide Web and new powerful devices for producing and storing digital content have resulted in massive distributed collections of multimedia data. Efficient utilization of these collections created a demand for standardizing the description of audiovisual content. ISO/IEC standard MPEG-7, which is also known as "Multimedia Content Descriotion Intercan he used 16 describe \,arious types of mulimedia information. MPEG-7 will also standardise Description Schemes (DS), which define the structure and semantics of the relationships between their components (D or DS). and a Description Definition Language (DDL), to allow creation of new D's and DS's and modification of existing DS's 151.
In the multimedia processing chain from production to consumption, only the description of content is in the scope of MPEG-7. nut how a description is produced or consumed. Further, thc dcscriptions are not required to allow interoperability. This leaves space for industrial and academic competition in developing new, more powerful methods for multimedia content analysis and better search engines and user applications.
MPEG-7 comprises of seven parts, of which Visual addresses the description of visual elements. Two documcnts refer lo the Visual part: ISO/IEC 15938/3 Visual (CD), which contains all the normative elements, and the Visual eXperimentation Model (XM) document [14] .
http://www.mediatearn.oulu.fi which contains only the nonnormative elements, i.e. extraction and matching of the descriptions. The current XM version 9.0 defines five Descriptors for quantifying visual color: Color Layour, Color Srrucrure, GoF/GoP Coloc Dominunr Color and Scalable Color.
The XM Color Descriptors aTe products of the research and development in color-based retrieval. It first evolved from simple statistical measures such as average color to color histograms [2] [7] [9] . However, color histograms have limited discriminative power, because images with completely different spatial organization of colors can produce identical color histograms. This shortcoming is particularly harmful in the case of very large image databases. Consequently. several methods to incorporate spatial information of colors were proposed, among others [31[101[12] .
This study compares empirically the retrieval performancc of the XM Color Descriptors in a challenging problem of content-based retrieval of semantic image categories. GoF/GoP Color is excluded, since it defines a structure required for representing the color features of a collection of images, not an individual image.
The performance of the XM Color Descriptors is compared to that of color conelogram introduced by Huang et al. [3] , which has done well in recent empirical evaluations [4] [8]. Color conelogram incoporates both local spatial color properties and global color statistics. Local color information is described by computing the spatial correlation of colors as a function of spatial predicates, which define the relative positions of two image pixels. In this respect correlogram resembles Color Sirucrure. which is defined in terms of a local structuring element. The remainder of the paper is organized as follows. Chapter 2 describes the color descriptors, Chapter 3 prcsents the experiments, and Chapter 4 concludes the paper.
Color descriptors

MPEG-7 XM Color Descriptors
Detailed descriptions of the MPEG-7 XM Color Descriptors are provided in the Visual experimentation Model (XM) Version 9.0 document (141. For brevity we includc here just a brief synopsis cif each Descriptor.
Color Lqorir specifies a spatial distribution of colors for high-speed retrieval and browsing. Descriptor is extracted from an 8x8 array of local dominant colors detcrmined from the 64 (8x8) blocks the image is divided into. Descriptors are matched with a tailored similarity metric. 1,3,5,7) . The HSV color space is quantized so that hue has 12 levels, saturation 3 and value 3. The hue channel was quantized so that the cutoff point between 0 and 2n was located at the center of the first bin. We quantize hue much more precisely than value as an attempt to make the HSV autocorrelogram more sensitive to changes in color content and less sensitive to changes in illumination. 
Experiments
Image data
We compared the retrieval performance of aforementioned color descriptors using an image data. which contained 2445 images from three different sources [11[111[131. The images were manually partitioned into semantic categories by a human observer. A semantic category corresponds to a set of images, which a human observer perceived to convey similar semantic meaning, not necessarily identical color content or spatial structure. An image could belong to multiple semantic categories, although these were rare.
Images of eight semantic categories were used as query images. An example image of each of the eight categories is shown in Fig. 1 . The quantity of images per category vaned from 13 to 335 so that the total number of query images was 822. The other 1623 images in the database served. as uninteresting 'bulk', which was supposed to make the problem simulate real life retrieval of images from a large unorganized database. The eight images from the building category in Fig. 2 demonstrate the considerable intracategory variation in the image data, which presents a great challenge to the robustness of content-based retrieval Each image of the eight semantic categories served ar the query image in turn, i.e. 822 queries were performed in total. This way we obtain more reliable estimates on retrieval performance, in comparison to experiments where the results are based on a small number of queries. for example just 29 in [3] .
We report relative precision (percentage of query category images of all retrieved images) as a function of relative recall (percentage of retrieved query category images of all images in the query category) averaged over the eight categories and 822 queries. The first image in the result set was always ignored, due to being the query image itself
Retrieval results
Retrieval results for each descriptor are presented in Fig. 3 . We observe that in the first 20% of recall, which is relevant in practical applications, the descriptors ranked in Considering the difficulty of the problem, Color Srruclure achieves a decent 35% average precision in retrieving the first 10% of the images from the semantic category of the query image. Dominant Color, which is the most expensive XM Descriptor in computational terms, provides the worst retrieval performance. This is understandable, since the descriptor is targeted for presenting local features such as regions or objects, not complete images. 
Discussion
This study compared the performance of four MPEG-7 XM Color Descriptors and HSVAurocorrelogram in a difficult task of content-based retrieval of semantic image categories with large intracategory variations. The experimental results confirm that the local spatial organization of colors is of great importance in content-based image retrieval.
(Auto)correlograms capture both global occurrence statistics and local spatial organization of colors by a simple spatial constraint. Future work includes validation whether performance could be improved by a more extensive, possibly color independent. spatial constraint. Also, the de facto interpretations of (auto)correlograms are feature vectors, which largely for computational reasons are compared with L, n o m . However, (auto)correlograms are essentially histograms, and better performance could be achieved with information theoretic similarity measures, albeit at higher computational cost.
