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a b s t r a c t
Recurrent event data occur in many fields and many approaches have been proposed for
their analyses (Andersen et al. (1993) [1]; Cook and Lawless (2007) [3]). However, most of
the available methods allow only time-independent covariate effects, and sometimes this
may not be true. In this paper, we consider regression analysis of multivariate recurrent
event data in which some covariate effects may be time-dependent. For the problem,
we employ the marginal modeling approach and, especially, estimating equation-based
inference procedures are developed. Both asymptotic and finite-sample properties of the
proposed estimates are established and an illustrative example is provided.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Recurrent event data usually refer to data inwhich the event of interest can occur repeatedly and they arise inmany fields
such as longitudinal studies, reliability experiments and sociological studies (Andersen et al. [1]; Cook and Lawless [2,3];
Cook et al. [4]). Examples include repeated transient ischemic attacks in cerebrovascular disease study, recurrent pulmonary
exacerbations in cystic fibrosis trials, and late infections in bonemarrow transplantation. Other examples of recurrent events
that often occur in practice include hospitalizations and tumor metastases. Many authors have discussed the analysis of
recurrent event data, and they include Andersen and Gill [5], Lawless and Nadeau [6], Lin et al. [7], Lin et al. [8] and Prentice
et al. [9].
Sometimes theremay exist several related recurrent events, and one is interested in studying them together. For example,
transient ischemic attacks may be classified according to location in cardiovascular trials, pulmonary exacerbations may be
differentiated by severity, and infections in bone marrow transplantation may be subtyped as bacterial, fungal and viral
origins. For the analysis of these multivariate recurrent event data, several inference procedures have also been developed
in the literature (Abu-Libdeh et al. [10]; Cai and Schaubel [11]; Clegg et al. [12]; Schaubel and Cai [13]; Spiekerman and
Lin [14]). In particular, Cook and Lawless [3] provided a comprehensive review of the existing literature about recurrent
events.
For all the methods described above, one limitation is that they were developed only for the situation where covariate
effects are constant or time-independent. In practice, however, this may not be true. A common example is that treatment
effectsmay take some time to be effective and then gradually disappear after some time. In otherwords, the effects varywith
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time or are time-dependent (Cai and Sun [15]; Lin and Ying [16]; Martinussen and Scheike [17]; Martinussen et al. [18]).
In this paper, we consider situations where covariate effects may be time-dependent and develop some semiparametric
procedures for regression analysis of multivariate recurrent event data. In addition to allow time-dependent covariate
effects, the proposed methods provide a nice graphical summary of time dynamics of covariate effects which cannot be
obtained by using the existing methods.
The remainder of this paper is organized as follows. We will begin in Section 2 by introducing some notation and
describing the models. An estimation procedure is then presented for both finite- and infinite-dimensional parameters.
Section 3 discusses the determination of the proposed estimates, and an iterative algorithm is presented. In Section 4, the
asymptotic properties of the proposed estimates are established and some robust estimates of the standard errors of the
proposed estimates are given. Note that, in practice, sometimes it may be difficult to know which covariates have time-
dependent or time-independent effects. To address this, two test procedures are developed in Section 5 for testing the
time-dependence of regression coefficients based on the asymptotic behavior of the cumulative regression functions. Results
from an extensive simulation study conducted for evaluating the proposed estimates are reported in Section 6, and Section 7
illustrates the methodology by using a set of bivariate recurrent event data arising from a study of patients with end-stage
renal disease. Section 8 contains some concluding remarks.
2. Notation and models
Consider a recurrent event study that involves n independent subjects who experience K different types of recurrent
event. For each pair (i, k), let N∗ik(t) denote the number of events of type k that have occurred up to time t for subject i
and Cik the censoring or stopping time on the type k event for subject i. In other words, N∗ik(t) is observed only up to time
Cik, i = 1, . . . , n, k = 1, . . . , K . If K = 1, we then have univariate recurrent event data. Suppose that, for subject i, there
exist two types of covariate denoted by Xik(·) and Zik(·), which are p- and q-dimensional vectors, respectively. Here Xik(·)
represents covariates whose effects on the occurrence of the recurrent events of interest may vary with time and Zik(·)
denotes covariates that have fixed or time-independent effects. In the following, we assume that Cik is independent of N∗ik(·)
given Xik(·) and Zik(·). Define Nik(t) = N∗ik(t ∧ Cik) and Yik(t) = I(Cik ≥ t), where a ∧ b = min(a, b) and I(·) denotes the
indicator function. Then the observable data consist of {Nik(·), Yik(·), Xik(·), Zik(·); i = 1, . . . , n, k = 1, . . . , K}.
To characterize the covariate effects on N∗ik(t), for the kth type events, we assume
E{dN∗ik(t)|Xik(t), Zik(t)} = exp{β0(t)TXik(t)+ γ T0 Zik(t)} dµ0k(t), k = 1, . . . , K . (1)
Here dN∗ik(t)denotes the incrementN
∗
ik{(t+dt)−}−N∗ik(t−) ofN∗ik(t) over the small interval [t, t+dt),β0(t) is an unknown p-
dimensional vector of time-varying regression coefficients, γ0 is a q-dimensional vector of unknown regression coefficients,
µ0k(t) is an unspecified baseline mean function, and dµ0k(t) is the differential ofµ0k(t). Note that here we only specify the
marginal behavior of the counting processes N∗ik and leave their relationship arbitrary. Similar models have been discussed
by, for example, Cai and Schaubel [11] and Lin et al. [7] when there exist only time-independent regression coefficients. Also
note that, without loss of generality, we assume that the regression coefficients are the same for different types of event.
If they are type-specific, the methodology developed below still applies by defining a large and new vector of covariates.
For example, assume that βk0(t) and γk0 differ for different k. In this case, define β0(t) = (β10(t)T , . . . , βK0(t)T )T , γ0 =
(γ10, . . . , γK0)
T , X∗ik(t) = (0, . . . , Xik(t)T , . . . , 0)T , and Z∗ik(t) = (0, . . . , Zik(t)T , . . . , 0)T . Then βk0(t)TXik(t) + γ Tk0Zik(t) can
be rewritten as β0(t)TX∗ik(t)+ γ T0 Z∗ik(t) in model (1).
For inference about model (1), in the following, we will focus on estimation of the cumulative regression functions
B0(t) =
∫ t
0 β0(s) ds and γ0. This is because B0(t) can be estimated at n
1/2-rate and further lead to a uniform asymptotic
description of the estimators which is needed when one wishes to examine hypotheses about β0(·) (Scheike and
Martinussen [19]). Also, the available information about β0(t) at any particular time point is in general too limited to yield
a consistent estimate directly. If β0(t) is of interest, one can develop some smooth estimates by using an estimate of B0(t)
such as kernel estimates.
To present the estimation procedure, let Nk(t) = (N1k(t), . . . ,Nnk(t))T , N .k(t) = 1n
∑n
i=1 Nik(t), Yk(t) =
(Y1k(t), . . . , Ynk(t))T , Xk(t) = (X1k(t), . . . , Xnk(t))T , Zk(t) = (Z1k(t), . . . , Znk(t))T , for k = 1, . . . , K . Define
φik(t;β, γ ) = Yik(t) exp{β(t)TXik(t)+ γ TZik(t)},
φk(t;β, γ ) = (φ1k(t;β, γ ), . . . , φnk(t;β, γ ))T ,
Φk(t;β, γ ) = diag{φ1k(t;β, γ ), . . . , φnk(t;β, γ )},
S(0)k (t;β, γ ) = n−1
n∑
i=1
φik(t;β, γ ),
S(x)k (t;β, γ ) = n−1
n∑
i=1
φik(t;β, γ )Xik(t),
S(z)k (t;β, γ ) = n−1
n∑
i=1
φik(t;β, γ )Zik(t),
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E(x)k (t;β, γ ) = S(x)k (t;β, γ )/S(0)k (t;β, γ ),
and E(z)k (t;β, γ ) = S(z)k (t;β, γ )/S(0)k (t;β, γ ). Also let X¯k(t;β, γ ) be the n × pmatrix with rows E(x)k (t;β, γ )T , Z¯k(t;β, γ )
the n× qmatrix with rows E(z)k (t;β, γ )T , and
Mik(t) = Nik(t)−
∫ t
0
Yik(s) exp{β0(s)TXik(s)+ γ T0 Zik(s)}dµ0k(s),
for k = 1, . . . , K and i = 1, . . . , n. It can be easily seen that undermodel (1), theMik(t)’s are zero-mean stochastic processes.
It follows that, for given β(t) and γ , a natural estimate of µ0k(t) is given by the solution to
n∑
i=1
[
dNik(t)− Yik(t) exp{β(t)TXik(t)+ γ TZik(t)}dµ0k(t)
]
= 0, 0 ≤ t ≤ τ , k = 1, . . . , K ,
where τ is a prespecified constant such that P(Cik ≥ τ) > 0. Let µˆ0k(t;β, γ ) denote the estimate defined above. Then we
have
µˆ0k(t;β, γ ) =
∫ t
0
dN .k(u)
S(0)k (u;β, γ )
. (2)
For estimation of β0(t) and γ0, following the idea behind the generalized estimating equation approach (Liang and
Zeger [20]) and (1) and (2), we propose the following estimating equations:
K∑
k=1
Xk(t)T
[
dNk(t)− φk(t;β, γ )dN
.k(t)
S(0)k (t;β, γ )
]
= 0, 0 ≤ t ≤ τ ,
and
K∑
k=1
∫ τ
0
Zk(t)T
[
dNk(t)− φk(t;β, γ )dN
.k(t)
S(0)k (t;β, γ )
]
= 0.
It is apparent that solving the equations given above is not straightforward. For this, following Scheike andMartinussen [19],
we propose to use the iterative algorithm given in the next section.
3. An iterative algorithm
To describe the algorithm, let Bˆ(l)(t) and γˆ (l) denote the estimates of B0(t) and γ0 obtained in the lth iteration and βˆ(l)(t)
a smooth estimate of β0(t) based on Bˆ(l)(t), which will be discussed later. Note that the application of the Taylor expansion
to φk(t;β, γ )S(0)k (t;β, γ )−1 around βˆ(l)(t) and γˆ (l) gives the updating equations:
K∑
k=1
E(k)(l)xx (t)
{
βˆ(l+1)(t)− βˆ(l)(t)
} dN .k(t)
S(0)(l)k (t)
= 1
n
K∑
k=1
{Xk(t)− X¯ (l)k (t)}T
×
[
dNk(t)− Φ(l)k (t){Z(t)− Z¯ (l)(t)}(γˆ (l+1) − γˆ (l))
dN .k(t)
S(0)(l)k (t)
]
, (3)
and
1
n
K∑
k=1
∫ τ
0
{Zk(t)− Z¯ (l)k (t)}TdNk(t)−
K∑
k=1
∫ τ
0
E(k)(l)zx (t){βˆ(l+1)(t)− βˆ(l)(t)}
dN .k(t)
S(0)(l)k (t)
=
K∑
k=1
∫ τ
0
E(k)(l)zz (t)
(
γˆ (l+1) − γˆ (l)) dN .k(t)
S(0)(l)k (t)
. (4)
In these expressions, for k = 1, . . . , K ,
E(k)xx (t) = n−1{Xk(t)− X¯k(t;β, γ )}TΦk(t;β, γ ){Xk(t)− X¯k(t;β, γ )},
E(k)zx (t) = n−1{Zk(t)− Z¯k(t;β, γ )}TΦk(t;β, γ ){Xk(t)− X¯k(t;β, γ )},
E(k)zz (t) = n−1{Zk(t)− Z¯k(t;β, γ )}TΦk(t;β, γ ){Zk(t)− Z¯k(t;β, γ )},
and S(0)(l)k (t), Φ
(l)
k (t), X¯
(l)
k (t), Z¯
(l)
k (t), E
(k)(l)
xx (t), E
(k)(l)
zx (t) and E
(k)(l)
zz (t) denote the values of these quantities at β(t) = βˆ(l)(t)
and γ = γˆ (l).
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Let λˆ(l)0k(t) denote a smooth estimate of λ0k(t) = dµ0k(t)/dt based on µˆ0k(t; βˆ(l), γˆ (l)) (see below). Define
A(l)z (t) =
K∑
k=1
E(k)(l)zx (t)λˆ
(l)
0k(t), A
(l)
x (t) =
K∑
k=1
E(k)(l)xx (t)λˆ
(l)
0k(t),
and
D(l)(τ ) =
K∑
k=1
∫ τ
0
[
E(k)(l)zz (t)− A(l)z (t)A(l)x (t)−1E(k)(l)zx (t)T
]
dN .k(t)
S(0)(l)k (t)
.
Then by replacing dN .k(t)/S
(0)(l)
k (t)with λˆ
(l)
0k(t)dt , one can derive from (3) and (4) the updated estimate of γ as
γˆ (l+1) = Hγ (γˆ (l)) = γˆ (l) + 1n D
(l)(τ )−1
×
K∑
k=1
∫ τ
0
[
{Zk(t)− Z¯ (l)k (t)}T − A(l)z (t)A(l)x (t)−1{Xk(t)− X¯ (l)k (t)}T
]
dNk(t). (5)
Given γˆ (l+1), we have
Bˆ(l+1)(t) = Hb(Bˆ(l))(t) =
∫ t
0
βˆ(l)(u)du+ n−1
K∑
k=1
∫ t
0
A(l)x (u)
−1{Xk(u)− X¯ (l)k (u)}T
×
[
dNk(u)− Φ(l)k (u){Zk(u)− Z¯ (l)k (u)}(γˆ (l+1) − γˆ (l))
dN .k(u)
S(0)(l)k (u)
]
. (6)
In the algorithm described above, we need smooth estimates of λ0k(t) and β0(t) and many types of such estimates can
be used. In the following, we will use the kernel estimates given by
λˆ0k(t) =
∫
h−1G
(
u− t
h
)
dµˆ0k(u), k = 1, . . . , K (7a)
and
βˆ(t) =
∫
h−1G
(
u− t
h
)
dBˆ(u), (7b)
where G is a symmetric kernel function with a compact support and h denotes the bandwidth. Among others, Scheike and
Martinussen [19] used these estimates.
Given the description above, the iterative algorithm can be summarized as follows.
Step 0. Choose initial estimates βˆ(0)(t) and γˆ (0).
Step 1. At the lth iteration, obtain µˆ(l)0k by (2) and then the kernel estimate λˆ
(l)
0k by (7a), for k = 1, . . . , K .
Step 2. Calculate the updated estimates γˆ (l+1) and Bˆ(l+1) using Eqs. (5) and (6), respectively, and then the kernel estimate
βˆ(l+1) by (7b).
Step 3. Return to step 1 for the (l+ 1)th iteration until convergence.
Note that many choices can be used for the initial estimates of βˆ(0)(t) and γˆ (0). One simple choice is to assume that
β0(t) is time-independent and then to use the estimates given in Lin et al. [7]. For the convergence, also several criteria
can be applied, and in the numerical studies below, we used the absolute differences between the iterative estimates of the
parameters. The algorithm converges most times in general, but non-convergence could occur occasionally depending on
the set-ups. In general, the speed is around 98 s for one run with n = 200 in Matlab.
4. Asymptotic properties
In this section, we will establish the asymptotic properties of the estimates defined in the previous sections. Let Bˆ(t)
and γˆ denote the estimates of B0(t) and γ0 and βˆ(t), µˆ0k(t) and λˆ0k(t) the resulting estimates of β0(t), µ0k(t) and λ0k(t),
respectively. Also, let Aˆz(t), Aˆx(t), Dˆ(τ ), Mˆik(t) and Sˆ(0)(t) denote the quantities defined in the previous sections with all
unknown parameters replaced by their estimates. In the following, we first establish the existence of Bˆ(t) and γˆ and their
asymptotic properties and then describe the asymptotic behavior of µˆ0k(t). The proofs of the results will be deferred to the
supplemental technical report [21].
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Theorem 1. Assume that the regularity conditions (C1)–(C5) stated in Appendix A hold; then we have
(i) with probability tending to one, (5) and (6) have unique solutions Hγ (γˆ ) = γˆ and Hb(Bˆ) = Bˆ such that ‖γˆ − γ0‖ =
Op(n−1/2) and sup0≤t≤τ ‖Bˆ(t)− B0(t)‖ = Op(n−1/2), where ‖v‖ = (vTv)1/2 for a vector v;
(ii) n1/2{γˆ − γ0} is asymptotically normally distributed with zero mean and covariance matrix that can be consistently
estimated by Σˆ = n−1∑ni=1 ξˆi(τ )ξˆi(τ )T , where
ξˆi(τ ) = Dˆ(τ )−1
K∑
k=1
∫ τ
0
[
{Zik(t)− Eˆ(z)k (t)} − Aˆz(t)Aˆx(t)−1{Xik(t)− Eˆ(x)k (t)}
]
dMˆik(t); (8)
(iii) n1/2{Bˆ(t) − B0(t)} converges weakly to a zero-mean Gaussian process whose covariance function at (s, t) can be
consistently estimated by Γˆb(s, t) = n−1∑ni=1 ηˆi(s)ηˆi(t)T , where
ηˆi(t) =
K∑
k=1
∫ t
0
Aˆx(u)−1{Xik(u)− Eˆ(x)k (u)}dMˆik(u)−
∫ t
0
Aˆx(u)−1Aˆz(u)Tdu ξˆi(τ ). (9)
For a given kernel function G(t), define
υ0 =
∫
G(u)2du, υ1 =
∫
u2G(u)du.
Let β ′′0 (t) denote the second derivative of β0(t) and e
(x)
k (t) the limit of E
(x)
k (t;β0, γ0). Then we have the following results for
µˆ0k(t).
Theorem 2. Again assume that the regularity conditions (C1)–(C5) stated in Appendix A hold; then we have
(i) sup0≤t≤τ |µˆ0k(t)− µ0k(t)| = Op(n−1/4), k = 1, . . . , K;
(ii) n1/2{µˆ0k(t) − µ0k(t) + 12υ1h2
∫ t
0 e
(x)
k (u)β
′′
0 (u)dµ0k(u)}, for k = 1, . . . , K, converges weakly to a zero-mean Gaussian
process whose covariance function at (s, t) can be consistently estimated by Γˆk(s, t) = n−1∑ni=1 ϕˆik(s)ϕˆik(t), where
ϕˆik(t) =
∫ t
0
dMˆik(u)
Sˆ(0)k (u)
−
∫ t
0
Eˆ(z)k (u)
Tdµˆ0k(u) ξˆi(τ )−
∫ t
0
Eˆ(x)k (u)
T λˆ0k(u)dηˆi(u). (10)
Sometimes onemay be interested in constructing confidence bands for B0(t) andµ0k(t), and oneway for this is to use the
results given above. However, it may be analytically difficult since the limiting Gaussian processes for n1/2{Bˆ(t)−B0(t)} and
n1/2{µˆ0k(t) − µ0k(t)} (k = 1, . . . , K ) do not have independent increments. To this end, we propose to use the simulation
approach described in Lin et al. [7] to approximate these limiting distributions. Specifically, let {Gi; i = 1, . . . , n} be a
simple random sample of size n from the standard normal distribution and independent of the observed data. Then one
can construct the simultaneous confidence bands for B0(t) and µ0k(t) by replacing Mˆik(t) with GiMˆik(t) in (9) and (10) and
repeatedly generating normal random samples {Gi; i = 1, . . . , n} given the observed data.
5. Test of time-varying covariate effects
As mentioned above, in practice, one may not know which covariates or if indeed any of them have time-dependent or
time-varying effects. To address this, one way is to test a hypothesis such as
H0 : β0j(t) is a constant (11)
for the jth component of β0(t). In the following, two procedures will be presented for this and we will then discuss testing
B0(t) = 0. Of course, one may be interested in testing γ0 = 0, and for this, one can simply apply the Wald test.
For given j, let B0j(t) denote the jth element of B0(t) and define V (t) = B0j(t)− B0j(τ )t/τ and Vˆ (t) = Bˆj(t)− Bˆj(τ )t/τ .
Then under the hypothesis H0, we have V (t) ≡ 0, and this suggests the following two test statistics for (11). One is the
Kolmogorov–Smirnov type statistic defined as
F1 = sup
0≤t≤τ
∣∣∣n1/2Vˆ (t)∣∣∣
and the other is the Cramér–von Mises type statistic given by
F2 =
∫ τ
0
nVˆ (t)2dt.
One will reject H0 if one or both statistics are away from zero.
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To apply F1 and F2, we need their distributions. For this, note that it follows from Theorem 1(ii) that under H0 the
asymptotic distribution of n1/2{Vˆ (t)− V (t)} is asymptotically equivalent to the zero-mean Gaussian process
Wˆ (t) = n−1/2
n∑
i=1
{
ηˆij(t)− ηˆij(τ )t/τ
}
,
where ηˆij(t) is the jth element of ηˆi(t) defined in (9). Furthermore, following Lin et al. [7], one can show that the distribution
of the process Wˆ (t) can be approximated by that of the zero-mean Gaussian process
W˜ (t) = n−1/2
n∑
i=1
{
ηˆij(t)− ηˆij(τ )t/τ
}
Gi,
where (G1, . . . ,Gn) are independent standard normal variables independent of the observed data. Thus one can approximate
the distributions of F1 and F2 by those of
F˜1 = sup
0≤t≤τ
∣∣W˜ (t)∣∣
and
F˜2 =
∫ τ
0
W˜ (t)2dt,
respectively, which can be obtained by a large number of their realizations generated by repeatedly generating the normal
random sample (G1, . . . ,Gn)while fixing the observed data. As a consequence, one can determine the approximate critical
values of the tests of the hypothesis H0 based on the statistics F1 or F2.
To test H0 : B0j(t) ≡ 0, similarly, one can consider the statistic
F3 = sup
0≤t≤τ
∣∣∣∣∣ Bˆj(t)σˆj(t)
∣∣∣∣∣
and reject the B0j(t) ≡ 0 if F3 is away from zero, where σˆj(t) is an estimate of the standard error of Bˆj(t). To determine the
critical value, again as above, one can approximate the distribution of F3 using that of
F˜3 = sup
0≤t≤τ
∣∣∣∣∣∣∣∣
n−1/2
n∑
i=1
ηˆij(t)Gi
[n−1
n∑
i=1
ηˆ2ij(t)]1/2
∣∣∣∣∣∣∣∣
and by repeatedly generating the normal random sample (G1, . . . ,Gn).
6. Numerical results
A simulation study was conducted to assess the performance of the estimates of unknown parameters proposed in the
previous sections. In the study, we considered the situation where there exist K = 2 types of recurrent event of interest and
two covariates (p = q = 1). One covariate was assumed to have time-varying effect on the occurrence of the events and the
effect of the other covariate was supposed to be time-independent. Also, in the study it was assumed that the underlying
recurrent event processes N∗i1(t) and N
∗
i2(t) are mixed Poisson processes with intensity functions
λi1(t) = νi exp(−0.5) exp[β0(t) Xi1 + γ0 Zi1]
and
λi2(t) = νi exp(−1) exp[β0(t) Xi2 + γ0 Zi2],
respectively. In these models, the νi’s are latent variables generated from the gamma distribution with mean one and
variance σ 2, and two functions for β0(t) were considered, which are β1(t) = 0.35 sin(2t) for 0 ≤ t < pi/2 and sin(2t)
for t > pi/2 and β2(t) = log(1 + t). Furthermore, it was supposed that Xi1 = Xi2 with the Xi1’s generated from the
standard normal distribution or the uniform distribution over (0, 1) and Zi1 = Zi2 with the Zi1’s following the standard
normal distribution. For Cik’s, it was supposed that either Cik = 3with probability p0 or Cik = τ = 5. For estimation of λ0k(t)
and β0(t), we used the kernel estimates (7a) and (7b) with the kernel function G(t) = [cos(pi t)+ 1]/2 (−1 ≤ t ≤ 1) and
the bandwidth h around 2.5 and 1, respectively.
Table 1 presents the simulation results for the estimation of γ0 with the true γ0 = 0.3, n = 100 or 200, p0 = 0.25
or 0.5, and σ 2 = 0 or 0.25 and based on 1000 replications. For the results with β0(t) = β1(t), both the Xi’s and Zi’s were
generated from the standard normal distribution, while for the results with β0(t) = β2(t), the Xi’s and Zi’s were generated,
respectively, from the uniform distribution over (0, 1) and the standard normal distribution. The results include the biases
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Table 1
Simulation results for the estimation of γ0 .
β0(t) p0 σ 2 n = 100 n = 200
Bias SSD ESE CP Bias SSD ESE CP
β1(t) 0.25 0 0.0042 0.0443 0.0436 0.940 −0.0009 0.0315 0.0316 0.946
0.25 0.25 −0.0055 0.0705 0.0676 0.935 0.0006 0.0494 0.0478 0.951
0.50 0 0.0000 0.0470 0.0464 0.938 0.0007 0.0330 0.0332 0.944
0.50 0.25 −0.0055 0.0747 0.0691 0.919 −0.0008 0.0533 0.0499 0.933
β2(t) 0.25 0 −0.0027 0.0342 0.0334 0.939 0.0012 0.0243 0.0238 0.951
0.25 0.25 0.0023 0.0634 0.0610 0.923 0.0007 0.0448 0.0425 0.936
0.50 0 −0.0018 0.0406 0.0359 0.913 0.0008 0.0249 0.0258 0.956
0.50 0.25 −0.0004 0.0689 0.0661 0.935 −0.0005 0.0480 0.0461 0.938
Note: SSD represents the sample standard deviation of the estimates, ESE represents the mean of the estimated standard errors, and CP represents the
empirical 95% coverage probability.
Table 2
Estimated sizes of the test procedures at the significance level 0.05.
p0 σ 2 For β0(t) being a constant For B0(t) = 0
F1 F2 F3
0.25 0 0.058 0.050 0.048
0.25 0.25 0.052 0.054 0.045
0.50 0 0.054 0.052 0.055
0.50 0.25 0.054 0.056 0.051
Table 3
Estimated powers of the test procedures at the significance level 0.05.
β0(t) p0 σ 2 n = 100 n = 200
β0(t) is constant B0(t) = 0 β0(t) is constant B0(t) = 0
F1 F2 F3 F1 F2 F3
β1(t) 0.25 0 1.000 1.000 0.996 1.000 1.000 1.000
0.25 0.25 0.999 0.999 0.817 1.000 1.000 0.996
0.50 0 1.000 1.000 0.985 1.000 1.000 1.000
0.50 0.25 1.000 1.000 0.896 1.000 1.000 1.000
β1(t) 0.25 0 0.921 0.956 1.000 1.000 1.000 1.000
0.25 0.25 0.935 0.961 0.998 0.998 0.999 1.000
0.50 0 0.859 0.904 1.000 0.993 0.996 1.000
0.50 0.25 0.813 0.847 0.988 0.986 0.990 1.000
(BIAS) given by the sample means of the point estimates γˆ minus the true value, the sample standard deviations of the
estimates γˆ (SSD), the averages of the estimated standard errors (ESE), and the 95% empirical coverage probabilities (CP).
These results suggest that the proposed estimate γˆ seems to be unbiased and the given variance estimate also seems to be
reasonable, especially for the situations where n = 200.
The summary results for estimation of β0(t) are displayed in Fig. 1 for the situations considered in Table 1 in
which n = 200 and β0(t) = β2(t). The figures (a)–(d) correspond, respectively, to the situations where (p0, σ 2) =
(0.25, 0), (0.25, 0.25), (0.50, 0) and (0.50, 0.25). In these figures, we plotted the true B0(t) and the pointwise 95%
confidence bands based on sample standard deviations (solid lines for both) along with the averages of the estimates Bˆ(t)
and the estimated pointwise 95% confidence bands based on the averages of the estimated standard deviations (dashed lines
for both). The plots show that both the point and the variance estimates appear to performwell. The plots for the situations
where β0(t) = β1(t) are similar and are not presented.
We also investigated the size and power of the three test procedures presented in Section 4 at the significance level of
5%. Table 2 presents the empirical sizes obtained based on 1000 sets of the simulated data for the situations similar to those
considered in Table 1 with n = 200 and β0(t) = 0.1 and 0 for testing β0(t) being a constant and H0: B0(t) = 0, respectively.
The results for the empirical power are given in Table 3 under the same situations aswith Table 2. It can be seen fromTables 2
and 3 that all three procedures seem to have correct sizes and to show good power. In particular, the procedure based on
F2 seems to have greater power than that based on F2, but the difference does not seem to be significant.
7. An application
In this section we apply the methodology proposed in the previous sections to a set of bivariate recurrent event data
(K = 2) provided by the Canadian Organ Replacement Register of the Canadian Institute for Health Information. The
data arose from a study of technical failure (TF) rates among patients who had end-stage renal disease and were receiving
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(c) (p0, σ 2) = (0.050, 0). (d) (p0, σ 2) = (0.25, 0.25).
Fig. 1. Estimates of the cumulative regression functionswith the pointwise 95% confidence bands. Solid lines are true B(t) and sample pointwise confidence
bands; dashed lines are estimated B(t) and estimated pointwise confidence bands.
continuous ambulatory peritoneal dialysis (CAPD), a method of dialysis in which a catheter is implemented into the lower
abdomen. A TF is considered to occurwhen the patient is forced to switch fromCAPD to anothermethod of dialysis, and there
can be several causes for the occurrence of a TF. Also, the occurrences of TF or switches are usually temporary and thus it is
reasonable to treat a TF as a recurrent event (Schaubel and Cai [13]). In the following analysis, we will focus on two types of
cause for the occurrence of a TF: inadequate dialysis and all others. That is, we have a set of two types of recurrent event data.
The data considered here consist of n = 5366 patients who initiated CAPD between 1 January 1990 and 31 December
1998 and were followed up to 31 December 1998. During the study, 1853 TFs were observed in total, and among these, 496
or about 27% were due to inadequate dialysis. The covariates of primary interest are the gender of the patients and the age
and diabetes status (yes or no) at the start of CAPD treatment. Knowledge of the effects of these covariates on the TF rates
is very useful for nephrologists and health care administrators at the hospitals in which CAPD is practiced.
To analyze the data, we define N∗i1(t) and N
∗
i2(t) to be the numbers of TFs that had occurred from the start of CAPD
treatment up to day t from patient i due to inadequate dialysis and other causes, respectively. Also, we define the covariate
corresponding to gender to be 1 formale patients and 0 otherwise and the covariate representing diabetes status to be 1 if the
initial status is yes and 0 otherwise. First, we assumed that all three covariates had time-varying effects on the TF rates. The
application of the test procedure based on F1 proposed in the previous sections gave p-values of 0.077, 0.900 and 0.005 for
testing the time-dependence of the effects of age, gender and diabetes status, respectively. The test procedure based on F2
gave similar p-values for gender and diabetes status but a smaller p-value for age. These results and the study of the estimates
of the cumulative regression function B(t) suggest that the effects of both age and gender seem to be time-independent. For
the results reported above and below, we used the same kernel function as that in Section 5 with the bandwidth equal to
300 and 200 for λ0(t) and β0(t), respectively. We tried several other bandwidths, and the results were similar.
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Fig. 2. (a) The estimate of the effect of diabetes status. (b) The estimate of the cumulative effect of diabetes status with its 95% pointwise confidence bands.
Then we assumed that both age and gender had fixed effects on the TF rates while diabetes status had a time-dependent
effect. Applying the procedures proposed in the previous sections, we obtained γˆ = (0.0037, 0.1279)′ with the estimated
standard errors of 0.0221 and 0.0449 for age and gender, respectively. Fig. 2 presents the estimated effects of diabetes
status, both the smooth estimate of the regression function β(t) given by (7b) and the estimate of the cumulative regression
function B(t) along with its estimated 95% confidence bands. These results indicate that the male patients seem to have
significant higher TF rate than the female patients, and in general the patients with diabetes seem to experience fewer TFs
than those without diabetes at the start of CAPD treatment. More specifically, for the patients with diabetes at the start of
CAPD treatment, the TF rate can be relatively higher initially and then start to go down after about three and half years. On
the other hand, the TF rate did not seem to be related to the age of the patients at the start of CAPD treatment.
To further test the time-dependence and the significance of the effect of the diabetes status on the TF rate under the
current model, we again carried out the test procedures based on F1 and F2 as well as F3. All three p-values were less than
0.0001. This confirmed that the diabetes status indeed had significant and time-varying effect on the rate of TF.
8. Concluding remarks
This paper has discussed regression analysis of multivariate recurrent event data when some covariates may have time-
varying effects on recurrences of the events of interest with the focus on estimation of covariate effects. As commented
before, recurrent event data occur in many fields, and a number of statistical approaches have been developed for situations
where covariate effects are time-independent. In contrast, there exists little research on the case considered here, and there
exist many situations in which some or all covariate effects could vary with time rather than being constants.
In the preceding sections, we have focused on estimation of the cumulative regression functions B0(t). As mentioned
above, sometimes one may be interested in the estimation of β0(t) as well as λ0k(t), and one approach is to apply kernel
estimates. For these, it would be helpful to develop some data-based methods for the selection of the bandwidth, which
is beyond the scope of this paper. In both the simulation study and the example reported in the previous sections, the
bandwidth was selected manually to give reasonably smooth estimates.
As discussed before, one advantage of the proposed methodology is that it leaves the association among different types
of recurrent event arbitrary since it is usually difficult to provide correct specification of the association. For most situations,
this ormodel (1) is sufficient as long as themain goal is the estimation of covariate effects. If the study goal is an estimation of
the association or prediction, on the other hand, onemay have to specify the association structure or the complete structure
of the underlying model.
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Appendix A. Regularity conditions
In this appendix we will describe the regularity conditions needed for the asymptotic properties given above. For this,
suppose that, for k = 1, . . . , K , the limits of S(0)k (t;β, γ ), S(x)k (t;β, γ ), S(z)k (t;β, γ ), E(x)k (t;β, γ ), E(z)k (t;β, γ ), E(k)xx (t;β, γ ),
E(k)zx (t;β, γ ) and E(k)zz (t;β, γ ) exist and let s(0)k (t;β, γ ), s(x)k (t;β, γ ), s(z)k (t;β, γ ), e(x)k (t;β, γ ), e(z)k (t;β, γ ), e(k)xx (t;β, γ ),
e(k)zx (t;β, γ ) and e(k)zz (t;β, γ ) denote the corresponding limits. Furthermore, let s(0)k (t), s(x)k (t), s(z)k (t), e(x)k (t), e(z)k (t), e(k)xx (t),
e(k)zx (t) and e
(k)
zz (t) denote these limits at β(t) = β0(t) and γ = γ0, z¯k(t) be the n× pmatrix with rows e(x)k (t)T and z¯k(t) the
n× qmatrix with rows e(z)k (t)T . Define
d(τ ) =
K∑
k=1
∫ τ
0
[
e(k)zz (t)− az(t)ax(t)−1e(k)zx (t)T
]
dµ0k(t),
az(t) =
K∑
k=1
e(k)zx (t)λ0k(t),
and
ax(t) =
K∑
k=1
e(k)xx (t)λ0k(t).
The required regularity conditions are as following.
(C1) β0(t) and µ0k(t) are three times continuously differentiable for t ∈ [0, τ ].
(C2) Xi(t) and Zi(t) are of bounded variation on [0, τ ].
(C3) d(τ ) and ax(t) are nonsingular for t ∈ [0, τ ].
(C4) G is a symmetric and continuous kernel function with a compact support satisfying
∫
G(u)du = 1; h = O(n−α),
where 1/8 < α < 1/4.
(C5) s(j)k (t;β, γ ) is uniformly continuous with respect to (t, β, γ ) ∈ [0, τ ]×B×Θ , whereB is a compact set of Rp that
includes a neighborhood of β0(t) for t ∈ [0, τ ],Θ is a compact set of Rq including γ0, and j denotes 0, x or z.
Appendix B. Supplementary proof
Supplementary proof associatedwith this article canbe found, in the online version [21], at doi:10.1016/j.jmva.2009.08.00.
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