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Dynamical studies of periodic and 
disordered systems 
Georgios Kopidakis 
Major Professor: Dr. C. M. Soukoulis 
Iowa State University 
The time evolution of two classes of systems is studied with real time molecular 
dynamics simulations. The first consists of a coupled electron-lattice system. For a 
periodic system, we present results for the time evolution of a one-dimensional system 
consisting of an electron, described by a tight-binding Hamiltonian, and a harmonic 
lattice, coupled by a deformation-type potential. We solve numerically the nonlinear 
system of equations of motion for this model in order to study the effects of varying 
the electronic effective mass for several initial conditions and coupling strengths. A 
large effective mass favors localized polaron formation for initially localized electrons. 
For initially extended electronic states, increasing the effective mass of an electron 
initially close to the bottom of the band makes localization more difficult, while for 
an initially highly excited electron, localized polaron formation is possible only when 
the electronic effective mass and the atomic masses of the lattice become of the same 
order. For a small parameter range, we find an impressive recurrence, a periodic 
and a complete exchange between the electronic and vibrational degrees of freedom 
of a small part of the initial electronic energy. The disordered case, described by a 
tight-binding model exhibiting metal-insulator transition (the diagonal matrix ele­
ments having a spatial variation incommensurate with the lattice), demonstrates the 
combined effects of disorder and electron-phonon interaction. The el-ph interaction 
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has profound effects, especially on one-electron extended states just above the mo­
bility edge, where the electronic states change from extended to localized. Polaron 
formation is facilitated close to the mobility edge and, in most cases, the localization 
length (Ic) decreases upon increasing the disorder or el-ph coupling, as expected. 
However, for strongly localized states due to disorder or el-ph interaction, increase of 
el-ph coupling or disorder, respectively, results in an increase of /c- This increase is 
due to phonon assisted hopping. The second class of systems studied consists of car­
bon and hydrogen. We calculate phonon anharmonic effects in diamond and graphite 
using a tight-binding molecular dynamics scheme. Using one-phonon spectral inten­
sities that have been calculated through the Fourier transform of the velocity-velocity 
correlation function, we study the temperature dependence of the phonon frequency 
shift and phonon linewidth. In the case of the zone-center optical mode of diamond 
where experimental data are available, our results are in good agreement with ex­
periment. A tight-binding model for carbon-hydrogen interaction is developed and 
used in molecular dynamics simulations. The parameters are obtained by fitting to 
the electronic and vibrational properties of methane. The results obtained for hydro­
carbon molecules are in good agreement with experimental data and first-principles 
results. Interstitial hydrogen in diamond is also studied with this model and the 
results are compared with available experimental and ab initio results. The case of 
hydrogenated amorphous carbon is considered as well. 
11 
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CHAPTER 1. GENERAL INTRODUCTION 
The study of the electronic and vibrational properties of solids plays a central 
role in condensed matter physics. Understanding and predicting such properties on 
the atomic scale requires appropriate modeling of the electrons, the ions, and their 
interactions, as well as methods of calculation of meaningful physical quantities. An 
"appropriate" model sometimes translates to a simplified model, which captures the 
necessary essentials and exhibits universal behaviors, without necessarily correspond­
ing to any real material. The insight gained from simple models can then be applied 
to investigate more complex systems and explain the diversity and systematic trends 
in the behavior of real materials. There are other situations where a model is "appro­
priate" if it includes every possible effect, reproduces accurately the properties of a 
specific system, explains complex phenomena, and results in quantitative predictions 
subject to direct experimental verification. In recent years, both of these aspects 
of condensed matter theory have grown due to the enormous increase in computa­
tional power. The availability of large computational resources provided new tools 
for the solution of problems in traditional many-body theory, opened the way for the 
study of disordered systems [1], and it became possible to calculate properties of real 
materials with remarkable accuracy, by means of powerful ab initio (first principles) 
total energy calculation methods, such as the density functional theory [2]. The bulk 
2 
of the work is focused on the ground state properties of solids. In the case of ah 
initio techniques, for instance, calculations of ground state properties include the 
equilibrium structure of a solid, the total energy, the electronic band structure, the 
stability of different phases at zero temperature, and changes in the presence of static 
external influences. Furthermore, under the adiabatic approximation, i.e., when the 
ionic motions are considered to be on a much slower time scale than the electronic 
excitations and the electrons are always in their ground state for every configuration 
of the ions, a lot of low temperature phonon properties are obtained. 
Still, there is a plethora of interesting physical phenomena away from equilib­
rium and the transient behavior can be very interesting itself. The powerful modern 
computers have also made it possible to study the dynamics of periodic and non-
periodic systems. This is done by numerical solution of the equations of motion for 
the particles constituting the system for long equilibration times. The general term 
used to describe these approaches is Molecular Dynamics (MD) [3]. Using MD, it 
is now possible to monitor the time evolution of systems with detail and accuracy 
that cannot be achieved with experiment, even in conditions where it may be im­
possible to carry out experiments. In addition, MD provides macroscopic properties 
of experimental interest derived from the microscopic properties of the system. In 
this sense, MD not only connects theoretical models with experiments, but it can be 
a powerful investigatory tool on its own right. A point where MD may be difficult 
to simulate reality, in some problems, is the simulation time comparing to the time 
scales involved in physical phenomena (sometimes simulations times are orders of 
magnitude smaller than the time scales involved in real experiments). 
In this thesis, we use MD to study two different types of systems. One of 
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them is based on a simple, general model for a single electron interacting with a 
harmonic lattice. It is employed in order to understand general features of electron-
phonon systems covering all the relevant parameter space and initial conditions, and 
to study the interplay of disorder and nonlinearity introduced by the electron-lattice 
interaction. The other type is real carbon and carbon-hydrogen systems. The model 
used is more complicated and attempts to incorporate the most important structural, 
electronic, and vibrational properties of these specific systems. 
Electron-phonon Interaction and Localization in Periodic and Disordered 
Systems 
The first part of the thesis covers the topic of electron-phonon (el-ph) interac­
tion, localization, and polaron formation in periodic systems (Chapter 2) [4, 5] and 
disordered systems (Chapter 3) [6]. This problem has been the subject of extensive 
studies over the last decades and, traditionally, it is treated within the framework of 
many-body theory for periodic systems [7]. In the case of a single electron interact­
ing with vibrational degrees of freedom via a short-range interaction, these studies 
have shown that the ground state of the coupled electron-lattice system is either an 
extended Bloch-like solution (if the el-ph coupling is smaller than a critical value) 
or a self-trapped localized solution (if the coupling is larger than the critical value). 
The state consisting of the electron and its induced lattice deformation is referred 
to as a polaron. Depending on the parameters range and the dimensionality, large 
polarons (with spatial extend that far exceeds lattice spacing) or small polarons (lo­
calized in a few atomic sites) are formed. Small polarons can move from site to site 
by thermally activated hopping (small polaronic transport) and may be immobilized 
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at low temperatures, especially in the presence of (even a small amount of) disor­
der. Although the question of el-ph interaction and polaron formation has been well 
studied, a lot of questions remain unanswered. Some very interesting regions of the 
parameter space (el-ph coupling, adiabatic parameter) have not been fully explored 
due to the limitations of several approximations (only the cases of weak and strong 
coupling are fairly well understood). Besides the fact that the intermediate regime 
remains poorly understood, some important aspects of the problem have not been 
adequately addressed. The time evolution of an electron photoexcited or injected in 
an otherwise empty band as it interacts with the lattice is of great interest. Within 
traditional treatments it is assumed that the electron reaches the bottom of the band 
in a short period of time and the ground state solutions are immediately applica­
ble. The possibility, though, that long-lived metastable states may be reached could 
have significant physical consequences. Another very important issue is the combined 
effects of disorder and el-ph interaction. In the absence of disorder and lattice vibra­
tions, the electrons are moving in a perfect periodic potential and are described by 
Bloch states (plane waves). The very existence of a finite electronic conductivity is 
due to disorder and phonons (lattice thermal vibrations). As we mentioned earlier, 
a lot of work has been devoted to the study of el-ph interactions, without disorder. 
The same is true for the study of disordered systems without el-ph interaction; it is 
now well established that in a random system (i.e, when the potential takes any value 
within a certain range and with a certain probability), electronic states are always 
localized in strictly one and two dimensional systems, and a phase (metal-insulator) 
transition from extended to localized states exists in three dimensions (Anderson 
localization) [1]. The wavefunction of localized states decays exponentially with dis­
5 
tance and is characterized by the localization length (/c). The energy where electronic 
states change from extended to localized is called mobility edge. Much less has been 
done in the case of the simultaneous presence of these two basic sources of electronic 
localization. Cohen, Economou, and Soukoulis have studied the behavior of a dis­
ordered el-ph system near the mobility edge with scaling theory [8] and they found 
that localized polarons are formed in the vicinity of the mobility edge even for very 
weak short range el-ph interaction. This effectively shifts the mobility edge into the 
region of extended states and changes the metal-insulator transition from a power law 
to a discontinuity for the conductivity, thus supporting the concept of a minimum 
metallic conductivity. 
A more extensive review of the problems described above, as well as a discussion 
of our approach, which is similar to the one used in the field of nonlinear physics, can 
be found in the introductions of Chapters 2 and 3 of the thesis and the references 
therein. We studied these problems through real-time numerical simulations of the 
dynamics of the coupled system of an electron in a linear chain, described by a tight-
binding model that exhibits metal-insulator transition (the diagonal matrix elements 
having a spatial variation incommensurate with the lattice), as it interacts with a 
harmonic lattice via a deformation potential (Frohlich-type model). The numerical 
solution of the system of nonlinear equations of motion for this model is non-trivial 
due to the long time required for the system to reach a steady state (typical runs in-
elude 300-600 atoms and 10 iterations) and massively parallel computers were used. 
In this case, our MD simulations explicitly include the electronic degrees of freedom, 
thus requiring a small time step. We obtained different types of localized and ex­
tended states with novel features that are absent from the traditional polaronic states 
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and depend very strongly on the initial electronic configuration and electronic effec­
tive mass (adiabatic parameter), m*. Even in the absence of disorder, the transient 
behavior for the periodic electron-lattice system is of great interest and Chapter 2 
deals with this case. The expected ground state behavior is recovered in the adiabatic 
and weak coupling (soliton-like, large polaron solutions) and in the nonadiabatic and 
strong coupling (small polaron) regimes, but for initially highly excited electrons, an 
"anti-thermodynamic" behavior is observed (the transfer of electronic energy to the 
lattice seems to stop on the average without the electron reaching the bottom of the 
band), with most impressive the recurrence phenomenon [4]. A large m* (a case 
relevant to narrow-band materials) favors localized polaron formation for initially 
localized electrons, but this is not always the case for initially extended electronic 
states. In the latter case, increasing m* of an electron initially close to the bottom of 
the band makes localization more difficult while for initially highly excited electrons, 
localized polaron formation is possible only when m* becomes of the order of the 
atomic mass. We explain these results with a resonance type condition that matches 
the effective velocity of the electron with the speed of the lattice vibrations, for ini­
tially extended electronic states (localized in momentum space), and with the small 
polaron formation criterion, for initially localized (in real space) electrons [5]. 
In the disordered (quasiperiodic) system, which is treated in Chapter 3, the el-
ph interaction has profound effects, especially on one-electron extended states just 
above the mobility edge, where the electronic states change from extended to local­
ized. Polaron formation is facilitated close to the mobility edge and, in most cases, 
the localization length {Iq) decreases upon increasing the disorder or el-ph coupling, 
as expected. However, some of our results confirm speculative ideas based on scaling 
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arguments concerning transport in disordered systems: for strongly localized states 
due to disorder or el-ph interaction, increase of el-ph coupling or disorder, respec­
tively, results in an increase of Iq- This increase is due to phonon assisted hopping 
and suggests that the mobility of a strongly localized system increases rather than 
decreasing with temperature [6]. 
The results of our extensive simulations of the dynamical behavior of the system, 
determine the role of all parameters involved in this nonlinear, discrete, coupled 
electron-lattice model and show how strongly the final state depends on the electronic 
effective mass (adiabatic parameter), the initial electronic configuration, the strength 
of the el-ph coupling, and disorder. 
Tight-Binding Molecular Dynamics Studies of Carbon and 
Carbon-Hydrogen Systems 
The second part of the thesis deals with phonon anharmonic effects in diamond 
and graphite (Chapter 4) and with the simulation of carbon-hydrogen systems (Chap­
ter 5). Carbon is a very interesting element both from the fundamental and the 
technological point of view due to its unique ability to form strong covalent bonds 
with several coordination numbers resulting to many different bondings and configu­
rations. Hydrogen and carbon is a combination of elements that occurs in abundance 
in nature and has received attention recently in many technological applications. 
The method used is Tight-Binding Molecular Dynamics (TBMD) [10]. Within usual 
MD the interatomic interactions are derived from empirical interatomic potentials 
fitted to properties of crystalline structures obtained by first-principles techniques or 
experiments [3]. This type of simulations can handle a large number of atoms and 
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for long simulation times but fail to describe accurately phenomena where quantum 
mechanical effects are essential. One of the breakthroughs in the field of MD was 
the development of ab initio MD, such as the Car-Parrinello method [9] which is MD 
within the Local Density Approximation (LDA) functional theory. Ab initio MD 
methods are the most accurate but they are limited to relatively small systems and 
short time scales. TBMD incorporates electronic structure effects into MD through 
an empirical tight-binding Hamiltonian. The interatomic interactions are determined 
at the microscopic level by first-principles calculations without resorting to fitting ex­
perimental data. It can handle a relatively large number of atoms for long simulation 
times with similar computational cost for different elements. A potential setback 
of the TBMD approach is the determination of the tight-binding parameters that 
guarantee accuracy and transferability, a process that can prove very tedious. 
The TBMD technique has given accurate description of various structural, dy­
namical, and electronic properties of covalent systems. Following the early versions of 
tight-binding models of Harrison [11] and Chadi [12], subsequent transferable models 
were developed for silicon and carbon that describe well the energy-versus-volume 
phase diagrams for different atomic coordinations [13]. For silicon, the model devel­
oped by Kwon, Biswas, Wang, Ho, and Soukoulis [14] gives accurate energy-versus-
volume diagrams for high-coordinated metallic structures as well as the diamond 
structure. The model developed by Xu, Wang, Chan, and Ho (XWCH model)[15, 16] 
for carbon has been very successful in describing carbon in different atomic envi­
ronments. Liquid carbon was found to be metallic and dominated by twofold and 
threefold atoms at low densities, while at high densities diamond-like tetrahedral ar­
rangements were obtained. Comparisons with ab initio MD results were satisfactory 
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[17]. In the case of amorphous carbon (a—C), TBMD helped clarified the microscopic 
O . 
picture by showing that sp bonding concentration increases when a — C samples are 
generated under higher densities. The results showed that the first peak of the radial 
distribution function shifts towards larger distances with increasing density, in agree­
ment with neutron scattering experiments [18]. The XWCH model also predicted 
the ground state structures of every even-numbered carbon cluster from C20 to C]^q2 
and the energy ordering of buckyballs isomers (in the case of C34 before experiment) 
[19]. 
Using this model for the carbon-carbon interactions, we study anharmonic prop­
erties of diamond and graphite. MD is the method of choice for studying such proper­
ties, provided that the model used for the calculation of the interatomic interactions 
is accurate. The achievements of the XWCH model for carbon briefly described, 
guarantee such an accurate calculation. Phonon properties of solids are usually cal­
culated with the harmonic or the quasiharmonic approximation. Within the harmonic 
approximation, only the leading nonvanishing term in the expansion of the ionic in­
teraction about its equilibrium value is retained. The observed phonon peaks should 
be very sharp at the energies allowed by the conservation laws of one-phonon pro­
cesses. However, these peaks have a measurable width because the eigenstates of the 
harmonic Hamiltonian are not true stationary states of the crystal due to the anhar-
monicity inherent in the ionic interactions. Thus, the linewidth of the one-phonon 
peaks is a measure of the anharmonicity. In addition, in a harmonic solid, the phonon 
frequencies would not depend on equilibrium volume, which implies that the thermal 
expansion coefficient should vanish. It is clear that harmonic approximation is inad­
equate to describe real solids. The quasiharmonic approximation takes into account 
10 
that phonon frequencies do depend on the equilibrium volume, but it attributes their 
temperature dependence entirely to the change of force constants due to thermal 
expansion. The absence of explicit phonon interactions in this approximation leads 
to an underestimate of frequency shifts and does not predict linewidths. There are 
perturbative approaches, but they are restricted to lowest orders, due to the com­
plexity of the calculations, becoming unsatisfactory for strongly anharmonic systems, 
or for systems at high temperatures. TBMD provides a very good alternative for the 
calculation of anharmonic effects and our results for diamond and graphite (Chapter 
4) are in excellent agreement with the available experimental data. 
The TBMD study of carbon-hydrogen systems of Chapter 5 is based on the 
XWCH model for the carbon-carbon interactions, while for the carbon-hydrogen 
interactions a tight-binding model is developed in the present work [20]. The pa­
rameters involved are obtained by fitting to the electronic and vibrational properties 
of methane obtained by LDA. Our TBMD results for the structural, electronic, and 
vibrational properties of hydrocarbon molecules are in very good agreement with ex­
perimental and ab initio results. In the case of interstitial hydrogen in diamond, the 
agreement with available data is not always good. The lowest energy configuration 
is found to be hydrogen at the bond-center site, but the energy of the tetrahedral 
interstitial site is much higher than expected. Using this model, we obtain results 
for hydrogenated amorphous carbon [a — C : H) that are in good agreement with ab 
initio MD and experimental data. 
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Dissertation Organization 
This dissertation includes papers submitted or to be submitted to scholarly jour­
nals. The research in all parts was suggested by Prof. C.M. Soukoulis and performed 
under his supervision. 
The first part, which deals with electron-phonon interaction and localization in 
periodic and disordered systems, consists of Chapters 2 and 3. In Chapter 2, the 
question of polaron formation in periodic systems is treated, with emphasis on the 
role of the electronic affective mass (adiabatic parameter) and initial conditions in the 
final outcome. In Chapter 3, the combined effects of disorder and electron-phonon 
interaction are examined. 
The second part, which deals with tight-binding molecular dynamics of carbon 
and carbon-hydrogen systems, consists of Chapters 4 and 5. Chapter 4 is about 
phonon anharmonic effects in carbon and graphite, and Chapter 5 describes a tight-
binding model for carbon-hydrogen interactions with applications in hydrocarbon 
molecules, hydrogen in diamond, and diamond-like hydrogenated amorphous carbon. 
We conclude in Chapter 6 with a brief summary of our results and their impli­
cations for future work. 
In the Appendix, we describe the tight-binding molecular dynamics algorithm 
and the XWCH tight-binding model for carbon. 
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CHAPTER 2. ELECTRON-PHONON INTERACTION, 
LOCALIZATION, AND POLARON FORMATION IN 
ONE-DIMENSIONAL SYSTEMS 
A paper published Phys. Rev. B 51, 15038 (1995) 
G. Kopidakis, C. M. Soukoulis, and E. N. Economou 
Abstract 
We present results for the time evolution of a one-dimensional system consist­
ing of an electron, described by a tight-binding Hamiltonian and a harmonic lattice, 
coupled by a deformation-type potential. We solve numerically the nonlinear system 
of equations of motion for this model in order to study the effects of varying the 
electronic effective mass for several initial conditions and coupling strengths. Differ­
ent types of localized and extended states are formed with novel features that are 
absent from the traditional polaronic states and depend very strongly on the initial 
electronic configuration and effective mass in a very often unexpected manner. We 
find that, in general, an increase of the initial electronic energy decreases the ability 
of the system to form localized states. However, a large effective mass favors localized 
polaron formation for initially localized electrons, but this is not always the case for 
initially extended electronic states. In the latter case, increasing the effective mass of 
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an electron initially close to the bottom of the band makes localization more difficult, 
while for an initially highly excited electron, localized polaron formation is possible 
only when the electronic effective mass and the atomic masses of the lattice become 
of the same order. Finally, for a small parameter range, we find an impressive re­
currence, a periodic and a complete exchange between the electronic and vibrational 
degrees of freedom of a small part of the initial electronic energy. 
I. Introduction 
One of the fundamental problems in Condensed Matter Physics is the interac­
tion between electrons and lattice vibrations. Many basic properties of solids, such as 
electrical resistivity depend on this interaction which is also responsible for processes 
such as superconductivity and polaron formation. A variety of different analytical 
approaches has been used to understand the behavior of electron-phonon systems, 
all which involve certain approximations with commonly employed perturbative and 
adiabatic approaches. In the case of a single electron interacting with vibrational 
degrees of freedom, the general picture emerging from these studies is the electron 
self-trapping for sufficiently large electron-phonon coupling, i.e., the creation of an 
electronic state bound to the lattice distortion potential resulting from the presence of 
the electron. The polaron (the quasiparticle consisting of the electron and the induced 
lattice distortion) then moves as an entity in the crystal. The results depend on the 
approximations used which, in turn, depend on the parameter range under study. For 
instance, when the effective mass of the electron, m*, is not large and the electron-
phonon coupling, a, is small, perturbation approximation in a results in a change 
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of the electron effective mass by a factor of As a increases, perturbation 
theory breaks down, predicting an enormous effective mass. Variational procedures 
and the method of canonical transformation that eliminates electron coordinates give 
an effective mass multiplied by (1 + for intermediate coupling [1, 2]. In the case 
of a large effective mass (relevant to narrow band materials) and strong coupling, the 
electron hopping energy between adjacent sites (J) is treated as a perturbation and 
the concept of the small polaron is introduced, i.e., of the electron localized at a few 
sites [3]. Even though many of these theories give some definitive and correct predic­
tions, there are other very important aspects of the problem that are not successfully 
addressed, if addressed at all. Some very interesting regions of the parameter space 
have not been fully explored due to the limitations of several approximations. The 
discovery of high-Tc superconductors has generated a new interest in narrow band 
electron-phonon systems. There are several attempts to describe the intermediate 
regime [4]. Exact cluster solutions for different values of the adiabatic parameter 
and the coupling strength [5] show that the adiabatic Holstein small polaron and the 
Lang-Firsov canonical transformation are in agreement with the exact solution in the 
adiabatic and nonadiabatic regimes, respectively. However, the full description of 
the dynamics, i.e., the time evolution, of the electron-phonon systems is not possible 
within the traditional methods, especially for highly excited states. Another inter­
esting question is how disorder affects electron-phonon systems, especially near the 
phase transition point of propagating to localized eigenstates [6]. To answer some of 
these questions, a different approach has been developed in recent years. Over the 
last few decades, there has been an enormous activity in the relatively new field of 
nonlinear physics. A large number of systems in very different disciplines of physical 
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sciences has been described by nonlinear models. The significant progress in nonlin­
ear mathematics [7, 8, 9], together with the development of computers which allow 
extensive numerical simulations, open new possibilities in understanding nonlinear 
systems. Since nonlinearity, introduced by the coupling of the electron to the lattice, 
is present in electron-phonon systems, one expects to obtain some insight into the 
dynamics of the problem using nonlinear techniques. This approach has proven fruit­
ful in the treatment of the interaction of an intramolecular excitation with the lattice 
vibrations in proteins [10, 11] as well as the coupling of the latter to the off-diagonal 
electronic matrix element in polyacetylene [12]. Recently, some interesting numeri­
cal results of an electron propagating in a quasi-periodic one-dimensional model and 
interacting with lattice vibrations, were presented [13, 14]. Among other surprising 
findings, some strong deviations from the expected thermodynamic behavior were 
observed in the case of a highly excited electron. Indeed, it was found in refs 13 
and 14 and was verified by the present work that the traditional assumption that 
the electron gradually transfers its energy to the lattice within a few lattice times, 
reaches the bottom of the band and the system reduces to a ground state problem, is 
not always correct. In fact, in most cases of highly excited electrons, novel, long-lived 
metastable states have been reached, and for a small part of the parameter range, an 
impressive recurrence phenomenon was found [15]. In this paper, we present some of 
the results of a systematic numerical study of this electron-lattice system throughout 
the entire physically interesting parameter space. Special emphasis has been given to 
the effects of increasing the electronic effective mass. For certain parts of the parame­
ter space, we found the behavior expected from approximate theories but more often 
than not, our results show a richer, and sometimes unexpected behavior, especially 
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in the range of parameters which is still unexplored or poorly understood. Apart 
from the rather obvious role of the electron-phonon coupling in the final outcome, 
we found that the final state reached by the system depends very strongly on the 
electron mass and the initial electronic state. One might naively think that "heavy" 
electrons are more localized than "light" electrons, but, as we will show here, this 
happens only for specific initial conditions, while for others, it is exactly the opposite 
situation or none of the above. 
In the next section, II, we present our model, discuss the assumptions involved, 
and show how it relates to other existing models in some limiting cases. We also 
give an outline of our methods of calculation and a brief description of our numerical 
simulation. Section III consists of four subsections: in III A we present the results for 
the case of small electronic effective mass (adiabatic case), in III B for intermediate 
mass, in III C for large mass (nonadiabatic case), and in III D we give a simple 
interpretation of the results. Throughout section IV, we elaborate on the novel 
antithermodynamic recurrent behavior found for a region of the parameter space 
and for certain initial conditions and finally, in section V, we conclude with a short 
summary of our results. 
II. The Model 
The system under study is a one-dimensional, one electron (i.e., our results are 
independent of particle statistics) model with the lattice vibrations being treated 
classically. More specifically, the Hamiltonian describing our system consists of an 
electronic part (He), a lattice part (H^) and the interaction part (i?g_£): 
H = He + Bi + (2,1) 
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The electronic part {He) is a tight-binding electron, with nearest neighbor interaction 
matrix elements {—J), i.e.: 
He = Yj - JYI !")((" + 1| + ('T' - 11) (2.2) 
n n 
The diagonal matrix elements (en) can be the same (periodic lattice) or different 
(e.g., eji = eQ cos(27rcrn), where a is an irrational number, in the quasiperiodic case, 
or en can be random numbers in the disordered case). During this work, they have 
been kept constant for all sites, n, (e^ = 0) in order to isolate the effects of electron-
phonon coupling and electron's effective mass without the complications arising from 
disorder. The results for a disordered system will be presented elsewhere. The 
local orbitals |ti) are centered around the sites n {n — of the lattice with 
interatomic distance a. The eigenfunctions and eigenvalues of He are: 
Ee = —2 J cos ka (2.3.b) 
The lattice part {H^) describes N coupled classical harmonic oscillators 
«< = ^EP« + fE(«n+l-«n)^ (2.4) 
n ^ n 
where -pn = Mun and un are the momentum and the displacement of atom n, 
respectively, M is the atomic mass, and K is the spring constant between nearest 
neighbor atoms, supports acoustic-like eigenvibrations with eigenfrequencies u)q = 
Y^lsin^l = 2ujq\ sin f I (the maximum frequency is 2ljq and the speed of sound 
is c = WQa). The consideration of acoustic vibrations in this one dimensional model 
naturally leads to a deformation type of electron-phonon coupling, which is a short 
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range interaction and takes into account that the electron energy is affected by the 
strain produced by acoustic modes. Other models consider Frohlich (polar) coupling 
or piezoelectric coupling. Deformation coupling occurs in all crystals and in our 
model it has the form: 
= >^El")("l(^n+l-•"n-l) (2-5) 
n 
In Eq. (2.5), x is the strength of the coupling and the deformation potential (2ax) 
is symmetrized. 
Throughout our calculations, we use J, M and = sjMjK as the natural 
units of energy, mass, and time, respectively. This choice leaves us with two param­
eters: (i) the adiabatic parameter, measured in units of J^M/K or equivalently 
the dimensionless quantity —4= = where t e  — f t !J  and to  are the 
^ J [M [M H ' ^ 
characteristic electronic and lattice times, respectively, (ii) the coupling strength, Xi 
measured in units of y/j~K, or equivalently the dimensionless quantity x/VJK which 
y2 . . 
is the square root of A = similar to the one appearing in superconductivity. The 
unit of length, oq, is yJjK in this natural system of units. The adiabatic parameter 
h — tejt^, i.e., the ratio of the characteristic electronic time over the lattice time, 
gives a measure of the effective mass of the electron relative to the lattice atoms 
mass. Thus, a small value of tejt^ is relevant to the case where the electronic mass 
is small compared to the atomic masses {telt^ ~0.01 is typical for most metals). A 
large value of te/t^ is relevant to large electron mass (in very narrow band materials 
the ratio may approach or even exceed unity). This becomes clear by writing 
where m* = l2 Jc? is the electronic effective mass. A small value of m* IM means 
that teji^ is small or that the lattice constant a/oQ is large and a large m*fM implies 
either a large fe/i£ or a small a/ciQ. By varying from 0.01 to 10, we show how 
the changes of the electronic effective mass affect the behavior of the coupled electron-
phonon system. The value of the coupling x is varied between 0.2 and 4 (realistic 
values of A = range from 0.1 to 1.7, for metals). Typical values for our natural 
units are M — Amu, where A is the mass number and rriu is the atomic mass unit, 
and = 50 N/m, so that the unit of time is of the order 10 ^^sec. 
The Hamiltonian (2.1) cannot be diagonalized exactly so there are two alterna­
tives; either use approximate theories suitable for each parameter regime or solve 
numerically the equations of motion that follow from (2.1). We choose the latter one 
in order to include all the different aspects of the problem. 
The equations of motion for our system are derived from the Hamiltonian (2.1) 
with the electronic wavefunction written as |$e(i)) == Sn Cn(i)|w). We should point 
out that we follow a semiclassical approach and we do not attempt a rigorous quantum 
mechanical treatment of the lattice vibrations. There is a significant amount of work 
related to the derivation of quantum mechanically consistent equations of motion for 
this type of Hamiltonian [16, 17, 18, 19, 20]. The main difficulty is that the ansatz 
states used for the electron-phonon system do not satisfy Schrodinger equation, except 
for some special cases. In this work we simply write down the equations of motion 
for the electronic and the vibrational degrees of freedom and we examine the time 
evolution of this system of differential (in time)-difference (in space) equations: 
- J{cn+1 + %-l) (2.7) 
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^ = K{v.n^\ +«„-! -2«n) + x(|Cn+ll^ " P-S) 
I>n = (2.9) 
Our primary goal is to study the morphology of the solutions as a function of time. 
For this purpose, we examine the time dependence of the electronic amplitudes, 
Cn(0 = ('^l^e(i))) the lattice displacements, Un{t), and the corresponding atomic 
velocities, Un{i) • In addition to the solutions, we monitor some meaningful quantities 
that provide very useful information about the system. These are: 
(a) The electronic energy 
Ee(t) = (®e(t)|Hd*e(i)) = " 4(i)(':n-lW + 'n-lCO)- (2-10) 
n 
b) The lattice energy 
Em = f + T(«n+l(') - (2.11) 
^ n ^ 
c) The interaction energy 
= x5]c+(i)cn(0(wn+l(0 " ^ra-l(O)- (2-12) 
n 
d) The participation number (P(t)): 
PW = [EM')l''l~'- (2.13) 
n 
The quantity, P, is very convenient in characterizing the electronic wave function. 
Its value gives a measure of how many sites participate in the wave function at a 
given instance. It takes values ranging from P — \ (when the electron is localized 
at a single site) to P — N (when the electronic wave function is uniformly extended 
over the whole length of the specimen). 
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The numerical solution of Eqs. (2.7-2.9) for relatively large times and atomic 
chains, requires heavy computation. In order to obtain a realistic picture for the 
system, it is necessary to run simulations for hundreds of atoms and thousands of 
characteristic lattice times (t^). Typical runs include N = 300 — 600 atoms and times 
of the order of 10^ t£ or 10^ It is also necessary to cover a large portion of the 
parameter and initial condition space. For these reasons the use of parallel com­
puters becomes imperative (almost all of the simulations were performed on nCube 
machines). For the time integration, we use a fourth-order Runge-Kutta method 
with a step equal to 10""^ or 10~^ (with this step size, energy is conserved 
with a relative accuracy of at least 10~^). Throughout the simulations, periodic 
boundary conditions are used = c-^, '"jV-fl ~ ^l)* the lattice is at 
rest and undeformed, i.e., we restrict ourselves to the zero temperature case, while 
the electron is either localized at a single site or placed very close to an eigenstate 
(2.3) with energies Ee ^ —2, —1, and 0. 
After describing our model, it is interesting to point out some of its limiting 
behaviors. An approximation quite often used in electron-phonon systems is the 
so-called adiabatic approximation [21]. When the lattice atomic mass (M) is much 
larger than the electron's effective mass (m*) the motion of the electron is very rapid 
compared to the motion of the lattice. It is possible then to attribute an infinite 
mass to the atoms (or a zero phonon frequency) and consider a very heavy lattice 
that cannot follow the instantaneous electronic motion but responds to the probability 
that the electron is in a particular site. This practically translates to the fact that the 
kinetic energy of the lattice can be safely neglected from the Hamiltonian (2.1); then, 
following Holstein's treatment of the large polaron [22], by minimizing the energy 
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with respect to Uns, it is straightforward to derive the following discrete nonlinear 
Schrodinger equation (DNLS): 
2 
[^(kn+ll^ + + 2|cn|^) - e]cn + «/(%+! + %-l) = 0 (2.14) 
with -un ^  -;^(|craP + -e  = E -  • For 
the case of a large polaron where the characteristic length far exceeds the lattice 
constant, a, the continuum approximation is justified and it gives the continuous 
nonlinear Schrodinger equation (NLS): 
( ^ — e + 2J)cn + J~^~2 ~ (2.15) 
One solution of Eq. (2.15), for electronic states decaying at infinity and for the 
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normalization condition / c^dn = 1, is; 
2 2 4 
~ ^ = 2J + (2.16) 
The result (2.16) describes a self-trapped solution of Eq. (2.15) with the energy of 
the localized electron (—e) lowered by jK^J relative to the corresponding ground 
state energy —2J of the delocalized Bloch electron of (2.3). In addition to the solution 
(2.16), Eq. (2.15) possesses two other hierarchies of solutions, i.e., Bloch-like solutions 
and other periodic solutions given by Jacobian elliptic functions [23]. 
The time dependent DNLS equation corresponding to (2.14) is; 
2 
+ ^(l%+ll^ + 1%-lP + 2|cnP)cn + + c^-l) = 0. (2.17) 
Equation (2.17) can also be obtained from Eqs. (2.7-2.9) under certain assumptions 
2 2 
by letting ~ 0 ~ 0, which is the adiabatic limit when ^— 
0 or the, sometimes called, anti-adiabatic limit when M ~ 0. The latter becomes 
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physically meaningful in the case of large u>q,  when the lattice modes can follow 
instantaneously the motion of the electron (sometimes the lattice is said, rather 
confusingly, to follow the electron motion adiabatically). 
Within the continuous limit, Eq. (2.17) reduces to the time dependent continu­
ous nonlinear Schrodinger equation (NLS) which admits three branches of solutions: 
soliton (self-trapped) solutions, Bloch-like solutions, and the so-called "cnoidal wave" 
solutions, which are periodic in space and time, propagating type of solutions [10]. 
The choice of the solution by the system depends on the initial condition. The proper­
ties of the NLS and its several discretizations have been studied extensively since NLS 
appears in many different problems of several branches of physics, such as plasma 
physics, nonlinear optics, Ginzburg-Landau theory of superconductivity, magnetic 
chains, and also in fluid mechanics, biology (Davydov solitons), electrical networks, 
etc. Obviously the NLS is very important on its own right but one must keep in 
mind that in coupled electron-phonon systems it is only an approximate description 
of the system in the adiabatic and continuous limit. Our model exhibits a much 
richer behavior as expected due to the full consideration of the lattice vibrations in 
a wide range of parameters. It is a more realistic description of the electron-phonon 
interaction problem and since it is non-integrable, in general, it possesses dynamical 
properties that are absent from the integrable NLS [24] or, for that matter, from 
some integrable DNLS [25, 26, 27]. Our results fully include the effects of lattice 
vibrations, discreteness, dispersion, nonlinearity (and, potentially, of disorder) in the 
whole range of parameters (from the adiabatic to the antiadiabatic and from the 
weak to the strong coupling regime) and initial conditions. 
III. Results and Discussion 
We studied the problem for different values of of the electron-phonon 
coupling (x), of the size of the chain {N), and for several initial conditions. The 
polarons can be classified according to the final state of the system, in three broad 
classes [14]; (a) Extended (E) states characterized by an electronic wave function 
that extends over all sites without a pronounced peak, a large participation number 
(P > N/3) and a small value of |-Eg_£| in comparison with E^. b) Localized (L) 
or self-trapped polarons characterized by an electronic wave function that has one 
or more pronounced peaks and decays away from them, and a small participation 
number (P < N/5), c) Intermediate (I) polarons characterized by a wave function 
that has one or more peaks but does not seem to decay away from them and a 
participation number that ranges between N/5 and N/3. 
Since in this work we are interested in studying how the electron-lattice system 
behaves when the electronic mass changes, we present results for different values of 
te/tg-
A. Small electron mass {te/ti ^ 0.01) 
The value of the ratio of the electronic time over the lattice time te/tf^ = 0.01224 
is typical for most metals and this case has been studied extensively in refs 13 and 
14. Our results confirm the behavior already observed and, in addition, they reveal 
some remarkable new features of the system. More specifically, for a narrow region 
of the initial condition and the parameter space a small fraction of the electronic 
energy is transferred to the lattice and then completely back to the electron with an 
impressive regularity [15] (also, section IV, recurrence, in this publication). Some of 
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the results presented in this subsection are similar to the ones already discussed in 
ref. 14 in order to focus attention on some features which are strongly modified as 
the electronic time, te, becomes comparable to the lattice vibration time, 
When the initial energy of the electron is close to the bottom of the band 
(Ee(0) ~ —2) we recover the expected ground state behavior for a 1-D system, 
i.e., a polaron is formed even for weak coupling (x > 0.2). Such a polaron is shown 
in Fig. 2.1, for X == 0.308, N = 300, telti = 0.01224, and the electron being initially 
very close to the eigenstate of He with Ee — —2 (ground state with Cn = I/^/N). 
The shape of the localized electronic wave function, Fig. 2.1(a), is approximately the 
soliton-type obtained analytically within the adiabatic approximation, Eq. (2.16). 
The participation number, P, is approximately 35 with relatively small fluctuations 
(Fig. 2.1(e)). The polaron formation is accompanied by an increase in the electronic 
energy {8Ee = Ee{t) — Ee{0) — 0.003, Fig. 2.1(d)) due to the confinement (the elec­
tron energy being purely kinetic). The lattice energy (Fig. 2.1(b)) increases from zero 
to E£ = 0.006 and the interaction energy (Fig. 2.1(c)) becomes E^_£ = —0.009. By 
increasing the electron-phonon coupling, the process of polaron formation becomes 
faster, the spatial extent of the polaron becomes smaller and the changes to the initial 
energies  {Ee[0) ,  E^^O),  E^_£{^0))  much more s ignif icant  ( for  % ~  2,  \Ei \  and \E^_^\  
can take values of the order of one). The kinetic energy of the lattice cannot be 
neglected and the adiabatic approximation cannot be used. This transition from the 
large polaron in the weak coupling region to the small polaron in the strong coupling 
region is the typical behavior in the adiabatic limit. 
A similar picture emerges for the low-lying excited states but this changes com­
pletely as the initial electronic energy gets considerably higher: it becomes impossible 
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to obtain localized polarons unless the value of the coupling, reaches very high and 
unrealistic values. According to the expected behavior of a highly excited electron, 
polaron formation should become possible after a gradual transfer of the electronic 
energy to the lattice (within a few lattice times, until the electron reaches the 
ground state. But what happens instead is that this transfer of energy slows down 
and eventually it seems to stop (on the average) without the electron being ther­
mally equalized with the lattice. This seemingly antithermodynamic behavior is, 
in most cases, associated with a very complicated, almost chaotic time evolution. 
However, for the excited state close to Ee{0) = — 1 and for a small part of the pa­
rameter space, we found a very regular behavior: the electron initially placed close 
to this highly excited eigenstate, after transferring a small fraction of its energy to 
the lattice, absorbs back the transferred energy and the system returns to its initial 
state. We will elaborate on this remarkable recurrence phenomenon in section IV. 
For the excited electronic states with Ee{0) ~ — 1 and for weak coupling, the electron 
hardly interacts with the lattice. For a relatively small range of the coupling strength 
(1.35 < X < 1-57) the recurrent behavior is observed and for strong coupling (% — 2) 
the system is driven to an intermediate state. Such an intermediate state is shown 
in Fig. 2.2. The value of the coupling constant is x = 2 and as in the case of Fig. 
2.1, N = 300, te/t^ — 0.01224. The electron initially placed close to the eigenstate 
with Ee(0) = —1, transfers most of its energy to the lattice and reaches close to the 
bottom of the band (Fig. 2.2(d)). However, the interaction energy, (£'e_£ ~ 0.1, 
Fig. 2.2(c)) remains very small relative to the lattice energy (E£ ~ 1, Fig. 2.2(b)) 
and the electronic wave function (Fig. 2.2(a)) is not really localized. The result is 
an intermediate state reached at i ~ 2000 t£. For even larger values of the coupling 
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constant (% > 2.5) the final state is a localized polaron. 
As the energy of the initial electronic state further increases, the electron-lattice 
interaction energy becomes smaller, even for very strong coupling. For instance, when 
Ee{0) ~ 0, the system practically remains in its initial extended state for any realistic 
value of the coupling strength. 
In all the cases mentioned so far, the electron was initially placed very close to 
an eigenstate of He- In Fig. 2.3, we show the time evolution of the system when the 
electron is initially confined to a single site (£^6(0) = 0), with X 2, = 0.01224, 
N = 377. After t = 5000 a steady state has not been reached yet. The electron, 
after spreading across the specimen in a short time (of the order of tg), transfers little 
of its energy to the lattice at a slow rate. The interaction energy remains close to 
zero and the participation number fluctuates around P ~ 190. There is no indication 
of localization and the system is clearly in an extended state. 
In general, in the adiabatic case, i.e., when the electronic effective mass is small, 
the behavior of the system can be briefly described as follows: 
Depending on the energy and the electron-phonon coupling, the system reaches 
an extended, localized or intermediate state. For any initial state, it is apparent that 
increasing x favors the confinement of the electron. Whether or not self-trapping of 
the electron will occur depends on the initial state: it happens easily (even for very 
weak coupling) for the initial state being the ground or a low excited state and it 
gets harder as the initial energies get higher, becoming impossible for any realistic 
value of the coupling constant, x, close to the center of the band. This picture is in 
agreement with ref. 14 and quite different from the conventional one. 
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B. Intermediate electron mass {tel^i — 0.1) 
Increasing the ratio te/ti by a factor of ten does not change the behavior of 
the system dramatically but the picture becomes different from the case of the small 
electron mass of III A. As in III A, when the electron is initially at the bottom of 
the band (-Ee(O) = ~2) or at a low lying excited state, a weak coupling is sufficient 
for the creation of localized polarons. As the initial electronic energy increases, a 
larger coupling is required in order to obtain localized states. The main difference 
between the intermediate mass and the small mass cases is the possibility of localized 
states for highly excited (at the center of the band) intermediate mass electrons, 
as opposed to the small mass electrons considered earlier. But the values of the 
coupling strength necessary in order to obtain localized polarons still remain very 
high. When Be(0) ~ —1, localized states appear for x ^ 2. At the center of the 
band, i.e., £?e(0) — 0, the very large value of x > 3 is required. An example is 
shown in Fig. 2.4. The initial electronic energy is £^6(0) = —0.0083331 and X = 3, 
N — 377, te/tl = 0.1 (here, instead of starting with an almost eigenstate (2.3a), i.e., 
~ imaginary part of Cn(0) is taken to be zero; the initial condition 
(2.3a) gives a very similar behavior). The electron transfers a significant amount of 
energy (Fig. 2.4(d)) to the lattice (Fig. 2.4(b)) and interaction (Fig. 2.4(c)) energies, 
without reaching the bottom of the band, and the participation number (Fig. 2.4(e)) 
drops to about P ~ 50, as opposed to the corresponding case with ie/i£ = 0.012224, 
where the system just stays in the initial state. 
If an intermediate mass electron is initially localized at a single site, the final 
state is localized if X ^ 3.5 and the energy transferred is larger than the small mass 
case. 
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C. Large electron mass > 1) 
The case where the effective mass of the electron becomes of the order of the 
atomic mass is relevant to narrow band materials and presents substantial differences 
from the small electron mass case of III A. The process of localized polaron formation 
when the electron is close to or at the bottom of the band initially (-Ee(O) ~ —2) 
becomes slower (more than the expected two orders of magnitude due to the increase 
of te) and a weak coupling (% < 1) seems to be inadequate for self-trapping. In 
Fig. 2.5, the electron is initially at Ee{0) ~ —2 and N = 377, x — 1-5, tejt^ — 
1. The localized polaron formation is not fast and abrupt but instead there are 
relatively smooth fluctuations around an intermediate state (Fig. 2.5(a)) before the 
electron becomes localized through a step-like process after t ~ 3800 t£ (Figs 2.5(b)-
2.5(e)) and the participation number drops to P ~ 20 (Fig. 2.5(e)). When 
becomes extremely high ~ 10), the process becomes even slower and requires 
unrealistically large coupling (x > 3). 
When an electron with tel^g ^ 1 is initially in higher energy states, localization 
is more difficult than the ground state, but it is remarkably easier compared with 
the corresponding small mass electron case, where it was impossible for any realistic 
value of the coupling strength. More specifically, when ~ 1,2 and the electron 
is excited close to an eigenstate with i?e(0) — —1, a localized final state is reached if 
X > 1-5,1, respectively. When ~ 10 and 1.5 < x ^ 2.5, the system undergoes a 
transition to an intermediate state with some of the electronic energy {Ee) transferred 
to the lattice {E^) and then returns to an extended state with Ee — —1 and Ee — 
E^_£ ~ 0 while for x ^ 3 the final state is localized. In the case of Ee{0) — 0, 
localized states are achieved for te/t^ ~ 1 and x ^ 2.5 (strong coupling) while for 
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te/t^ ~ 10 the result is an extended state for any coupling strength. 
A very different behavior between the cases > 1 and — 0.01 is also 
observed when the electron is initially confined to a single site (-Be(O) = 0). The heavy 
electrons in this case end up localized for strong coupling (x > 2 for ~ 1). In 
fact, the heavier the electron (i.e., the larger the smaller the coupling required 
for self-trapping. In Fig. 2.6, an electron with tejt^ — 1, initially localized at a 
single site, and interacting with the lattice with x = 2, remains localized at a few 
neighboring sites. The electronic wave function (Fig. 2.6(a)) does not spread across 
the chain (as in the corresponding case of Fig. 2.3 with tejt^ = 0.01224) and the 
participation number (Fig. 2.6(e)) remains close to P ~ 12. There is a significant 
transfer of energy from the excited electron at the center of the band to the lattice 
(Fig. 2.6(b)) and to the interaction (Fig. 2.6(c)) energy but the electron does not 
reach the bottom of the band; instead, it stays at Ee — —I (Fig. 2.6(d)). A similar 
situation with = 2 and x — 1-0 is shown in Fig. 2.7, but in this case the 
coupling is not strong enough and the localized state is relatively short lived (at 
t = 5000 te, shown in the figure, the participation number is already P ~ 50 and 
it further increases with time, reaching P ~ 190 when the system reaches a steady 
state, not shown here). In Fig. 2.8, tejt^ = 10, x = 2, and the extremely heavy 
electron essentially is trapped by the two neighboring sites only with P between 1 
and 2. The lattice energy becomes extremely high (£Je — 7) in a very short time 
and so does the interaction energy {E^_£ ~ —6). The electron energy fluctuates 
around — — 1 and the electron remains in this excited localized state without 
reaching Ee — —2 (bottom of the band). This situation shown in Fig. 2.8, might not 
describe a realistic system due to the extremely large value of ie/i£, but it exhibits 
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dramatically the effects of increasing the electronic effective mass. 
D. Interpretation of the results 
The general picture that emerges from our results about the polaronic states 
formed in this coupled electron-lattice system for several initial electronic states, 
effective masses, and coupling strengths, is summarized in Fig 2.9; Fig. 2.9(a) cor­
responds to the case with the electron initially placed close to the eigenstate with 
Ee = —2 (ground state), Fig. 2.9(b) to Ee — —1, Fig. 2.9(c) to Ee — 0, and Fig. 
2.9(d) to the case where the electron is initially localized at a single site. For every 
case, on the % versus tejt^ plane, localized final states are indicated by solid circles, 
and extended states, by open circles (some intermediate states are also shown). These 
"phase" diagrams describe the state reached after a time of the order of 10^ 
A rather intuitively obvious property of our model is that increasing the electron-
lattice coupling favors localization in any case. 
The final state of the system depends strongly on the initial electronic state. 
When the electron is initially very close to an eigenstate, the ability to form a localized 
polaronic state decreases as one moves from an initial state at the bottom of the band 
(^56(0) = —2) to the center of the band (-Be(O) = 0), regardless of the electronic mass 
(Figs 2.9(a), 2.9(b), 2.9(c)) with the exception of — 10, where the value of the 
coupling required for localized polarons becomes slightly smaller as one goes from 
the ground state to -Ee(O) —1 (Figs 2.9(a), 2.9(b)). For initially highly excited 
states, we observe an "anti-thermodynamic" behavior in the sense that the electron 
does not transfer all of its energy and does not reach the bottom of the band in 
most cases. Novel, metastable states have been found. The effects of changing the 
34 
electronic effective mass are very profound. At the bottom of the band, increasing 
the mass does not favor localized polaron formation (Fig 2.9(a)). On the contrary, 
when the electron is initially highly excited, polaron formation becomes easier when 
the electronic and atomic masses become of the same order (Figs 2.9(b),2.9(c)). But 
further increase of results in extended final states. Although one might expect 
that the heavier the electron, the easier to localize, our results indicate that this is 
not the case when the electron is initially close to an eigenstate. This argument is 
valid if the electron is initially placed at a single site: the final state is extended 
for small electron mass and localized for large electron mass and sufficiently strong 
coupling (Fig 2.9(d)). 
In order to understand the behavior summarized above, we can resort to some 
simple qualitative arguments. The initial electronic states we consider are either 
localized in k-space (very close to the eigenstates (2.3a) of He with energies (2.3b)) 
or localized in real space at a single site. The self-trapping mechanism is quite 
different in these two cases. In the former case, one electronic mode interacts with 
the vibrational modes of the lattice. This interaction is most efficient when the 
velocities of the electron and the lattice vibrations are the same, i.e., 
ve ~ (2.18) 
The group velocity of the electron is 
'^e - T-
1 dEg 1JQj . 
sin ka=^\j4— EQ . (2.19) 
^ dk ^ Ix 
Since the lattice is initially undistorted, the average speed of its vibrations is 
vg_^c = a\l — . (2.20) 
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This assumption is valid in most cases since, except for very few situations, all the 
lattice modes are excited by the interaction with the electron. The condition (2.18), 
together with (2.19), and (2.20), give in our units 
For £?e(0) = —2, condition (2.21) is satisfied for 0- In other words, the 
electron-lattice interaction that results in electron self-trapping and polaron forma­
tion is more efficient for small electron mass and this is indeed what we found (Fig. 
2.9(a)). For Ee{0) = —1 and Ee{0) = 0, condition (2.21) gives — 1-73 and 
ie/ii — 2, respectively. This is in agreement with our result that for highly excited 
states, self-trapping occurs easier (for reasonable values of the coupling) when 
is 1 and 2 (Figs 2.9(b),2.9(c)). In the case of ~ 0.01, as well as ~ 10, 
at the center of the band, localized polaron formation does not take place for any 
realistic value of the coupling constant (Fig 2.9(c)). 
In the case of an electron initially localized at a single site the initial state is a 
superposition of different eigenstates (2.3a). Many electronic modes interact with the 
lattice so that once the electronic wave function is spread across the chain there is 
no mechanism such as the "resonance" type condition (2.18) to confine the electron. 
Due to its energy, the "fast" electron (ie/^£ — 0.01) resists self-trapping and due 
to the difference in tg and the "slow" lattice cannot respond before the electron 
extends all over the specimen. But when te and t£ become the same (or when 
te > t£ telt£ > 1) the lattice sites close to the electron can follow instantaneously 
the motion of the electron and the interaction can result in electron confinement, 
provided it is strong enough. The question of how strong can be answered using the 
Holstein small polaron formation criterion [3] which can be derived by considering 
• i  
(2.21) 
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the electron interacting with only its two neighboring sites: 
y2 J 
or, in our units, % > Condition (2.22) shows that the electron-
phonon coupling A has to be larger than the ratio of the order of the bandwidth (J) 
over the phonon energy (^wq), which can be the case in narrow band materials. For 
= 0.01, 0.1,1,2,10, we find % > 10,3.16,1,0.71,0.32, respectively, in qualitative 
agreement with our results (Fig 2.9(d)). 
IV. Recurrence 
The remarkable recurrence phenomenon [15], which is reminiscent of the Fermi-
Pasta-Ulam results [28], is shown in Fig. 2.10, with = 0.01224, % = 1.5, 
N — 300 and the electron initially very close to the eigenstate £Je = — 1- In 
Fig. 2.10(b), we show the time evolution of the lattice energy. It exhibits pe­
riodically placed spikes and it becomes zero between them with maximum value 
El max ~ 0.0041. The interaction energy (Fig. 2.10(c)) follows the same pattern 
with maximum value -Sg—£max ~ 0.0026. In Fig. 2.10(d), we show the time evo­
lution of the electronic energy. The maximum transfer of energy from the electron 
to the lattice and interaction energy is 0.0067 at the spikes but all this energy is 
recovered between them. The participation number, P, is shown in Fig. 2.10(e) as it 
evolves in time. Even though it is a very sensitive function of any fluctuation in the 
wave function, it returns to its initial value (-P(O) = 300) with impressive regularity 
and accuracy. The recurrence time (period) Tr, for this specific example shown in 
Fig. 2.10, is Tr = 60 This recurrence phenomenon is robust for small changes 
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in the parameters and in the initial conditions. It is observed for electronic eigen-
states close to Ee — —1, for N in the vicinity of 300 and it survives in the region 
1.35 < X < 1-58 and 0.007 < tejti < 0.019. It also seems to be persistent and 
stable (we run simulations for about 10^ and small perturbations do not destroy 
it). There is a strong dependence of the recurrence time (T^) on %, ranging from 
Tr ~ 6004^ to 45 as % increases within the above range. In Figs. 2.11 and 2.12, 
we show how the recurrence time (Tr) and the maximum lattice energy {E^ ^q^.) 
depend on the coupling (x) and the electron mass respectively, for the re­
gion of the parameter space in which recurrence appeared. The strong dependence 
of Tr on the coupling constant (Fig. 2.11) shows that the phenomenon is due to the 
nonlinearity of our model and excludes linear-resonance type of explanations. As we 
approach the lower quasi-critical value of x (x — 1-35) the recurrence period becomes 
extremely long and the maximum value of E£ and E^_£ extremely low. The recur­
rence seems to disappear and the system apparently remains in its initial state. As 
we approach the upper quasi-critical value (x — 1.57) the phenomenon deteriorates 
after a few regular recurrence periods and eventually an apparently chaotic behavior 
is reached with considerably larger values of [E^] , \E^_£\ and |£'e(0) — Ee\- As far 
as the dependence of the phenomenon on the ratio is concerned, there are two 
distinct regimes (Fig. 2.12). For tejt^ > 0.0115, the behavior is as in Fig. 2.11, i.e., 
Tr decreases as tejii increases, while increases with The recurrence 
disappears for — 0.019 in a very similar way as for x — 1-57 described before. 
However, for < 0.0115, the dependence of Tr and Eg^ rnax opposite: Tr in­
creases and E£ decreases with increasing Also, in this region, as opposed 
to the region > 0.0115 the interaction energy {E^_^ is negative and about 
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equal in magnitude with the lattice energy, so that the electron energy changes very 
little. 
The time evolution of the electronic wave function (Fig. 2.10(a)) and of the 
atomic displacements and velocities clearly indicates that the periodic transfer of en­
ergy back and forth from the electronic modes to the vibrational modes corresponds 
to periodic modulation and demodulation of the wave function. In other words, the 
electronic wave function is not a simple Bloch state any more but in addition to the 
"carrier" wave number corresponding to this eigenstate, a wave envelope develops. 
When it reaches maximum modulation, \Ee — i?e(0)|, reach their max­
imum value and when it demodulates, the energies return to their initial value (Figs 
2.10(b), 2.10(c), 2.10(d)). Similarly, P, reaches a minimum value {P = 230) and 
returns to the initial value [P — 300) of the uniformly extended state (Fig. 2.10(e)). 
This time evolution of the electronic wave function and the lattice degrees of freedom 
can be described approximately by solutions that consist of products of Jacobian 
elliptic functions and trigonometric functions. These approximate solutions (for the 
real part of the electronic wave function and the lattice displacements, for example) 
are: 
Re cn — —^ cos(—n — ut) -F Ci cnfAik) cos(^n -F —n -f- -1- u>t) (2.23) 
y/N 3 3 
un = C2CTi{Xt\K,) cos(—n -f- —n -f cv't + ip), (2.24) 
where KLO — J5e(0) = —1, 7r/3 is the initial Bloch wave number (corresponding to 
£^2(0) = —1)) C\ and C2 are the modulation amplitudes, A is related to Tr, (the 
modulus) is almost unity, a;' = 27r/T', T' ~ 2.64 and ip is a. parameter dependent 
phase. The intermediate frequency, w', seems to be independent of the parameters 
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X and telt^- In Fig. 2.13, we compare the numerical values of Re Cn at a fixed time 
(Fig 2.13(a)) with those of Eq. (2.23) (Fig. 2.13(b)). Although the fit is satisfactory 
and the above expressions reproduce correctly the energies and participation number 
time dependence, they are not exact solutions of the equations of motion (2.7) and 
(2.8) for any value of the parameters and the initial conditions. It is interesting that 
these expressions have a similar form as a class of exact solutions of the integrable 
continuous NLS [10] and some integrable version of the DNLS [26]. 
The appearance of these solutions is related to the instability of the initial Bloch 
eigenstate which is necessary in order to drive the system away from this metastable 
state. When the parameters are in the appropriate range, any small perturbation 
to the eigenstate drives the system out of the initial state leading eventually to the 
recurrent behavior. It should be pointed out that a similar recurrence resulting from a 
Benjamin-Feir instability [29] has been found both numerically and experimentally for 
the NLS equation [30, 31, 32], but the initial state giving rise to the recurrence of our 
model does not necessarily satisfy the conditions obtained from linear and non-linear 
stability analysis for the NLS [8, 9, 33]. Moreover, our model fully includes a large 
number [N = 300) of vibrational degrees of freedom in addition to the electronic 
degree of freedom, making the existence of such a regularity more unexpected in 
terms of a normal thermodynamic behavior. All of the above, clearly suggest a torus 
of almost integrability interpretation of our results. It is possible that for this small 
region (and perhaps for other small regions as well) of the parameter space our system 
exhibits local integrability or it is very close to being integrable. 
V. Conclusions 
We considered the discrete deformation potential model, which is one of the 
standard models that describe the interaction of the electrons with the lattice vibra­
tions. We restricted ourselves to the case of a single electron in an otherwise empty 
band. We studied the time evolution of the coupled system numerically for several 
initial conditions, different coupling strengths and electronic masses. In some cases 
the behavior predicted by approximate analytical methods has been recovered but, 
in the most part, a much richer and complex picture has emerged. Some novel states, 
with most impressive the recurrent one, have been found. These solutions need fur­
ther investigation in order to determine whether they reflect real physical properties 
of electron-phonon systems or are simply some newly discovered features of this par­
ticular, but widely used, model. The only approximation employed is the classical 
treatment of the lattice (at no point we resort to the adiabatic approximation) which 
is certainly justified in the adiabatic regime but is more difficult to justify in other 
cases. However, our results recapture the main characteristics of electron-phonon sys­
tems in all cases. Naturally it would be desirable to treat both the electron and the 
lattice quantum mechanically and at the same time obtain an accurate time evolution 
of a highly excited state of the system, but this task is well beyond the current state 
of the art. Our approach allows systematic corrections when some of the quantum 
mechanical aspects of the lattice motion are taken into account. 
In the work presented here we focused on the effects of varying the electronic 
effective mass (adiabatic parameter). We basically used two different types of ini­
tial conditions, the electron localized in k-space (in an eigenstate) and the electron 
localized in real space (at a single site). 
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When the electron is initially close to an eigenstate, then, at the bottom of the 
band, increasing the effective mass does not favor localized polaron formation. On 
the contrary, for initially highly excited states, polaron formation becomes easier 
when the electronic mass becomes of the order of the atomic mass. But in general, 
an increase of the initial electronic energy decreases the ability of the system to reach 
a locaHzed state. A simple argument based on matching the electronic and atomic 
velocities explains these gross features of our results. 
In the case of electrons initially localized at a single site the final state is ex­
tended, if the effective mass is small, and remains localized, if the effective mass is 
large and the coupling sufficiently strong. This behavior can be understood with the 
small polaron formation criterion. 
The results of our extensive simulations of the dynamical behavior of the system, 
determine the role of the parameters involved in this nonlinear coupled electron-lattice 
model and show how strongly the final state depends on the electronic effective mass 
and on the initial electronic configuration. This dependence is very interesting in 
the disordered case as well (results will be presented in future publication). It is 
possible that this behavior will be significantly modified when temperature effects 
are included (this work is under way). 
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Figure Localized polaron formation for a system with 
N = 300, = 0.01224, x — 0.308 (weak coupling), and initial 
electronic state with £e(0) ^ —2. The unit of time is and of energy 
is J. The time evolution of the electronic wavefunction, \cn{t)\^, (a), 
the lattice energy (b), the interaction energy (c), the electronic energy 
(d), and the participation number (e), are shown. 
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Figure 2.2: Intermediate state for a system with N  = 300, = 0.01224, X = 2 
(strong coupling), and initial electronic state with £Je(0) — —LThe unit 
of time is and of energy is J. The time evolution of the electronic 
r\ 
wavefunction, \ c n { t ) \  ,  (a), the lattice energy (b), the interaction energy 
(c), the electronic energy (d), and the participation number (e), are 
shown. 
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time evolution of the electronic wavefunction, \cn{t)\^, (a), the lattice 
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participation number (e), are shown. 
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Figure 2.6: Localized state for a system with N  =  377, t e / t i  = 1, x = 2 
(strong coupling), and initial electronic state localized at a single site 
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evolution of the electronic wavefunction, \cn{t)\^, (a), the lattice en­
ergy (b), the interaction energy (c), the electronic energy (d), and the 
participation number (e), are shown. 
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Figure 2.7: Initially localized state that becomes extended for a system with 
N = 377, tejti = 2, X = 1 (intermediate coupling), and initial elec­
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The time evolution of the electronic wavefunction, |c7i(i)l^ is shown. 
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Figure 2.8; Localized state for a system with N = 377, = 10, % = 2 
(strong coupling), and initial electronic state localized at a single site 
(Ee(0) = 0). The unit of time is t£. The time evolution of the electronic 
wavefunction, \cn{t)\^ is shown. 
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Figure 2.9: The (x) - (^e/^£) parameter space for several initial conditions. On 
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electron is initially localized at a single site. The open circles indicate 
extended states, the solid ones localized states, while the intermediate 
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CHAPTER 3. LOCALIZATION AND ELECTRON-PHONON 
INTERACTIONS IN DISORDERED SYSTEMS 
A paper submitted to Europhys. Lett. 
G. Kopidakis, C. M. Soukoulis, and E. N. Economou 
Abstract 
We study numerically the time evolution of the coupled system of an electron, 
described by a tight-binding model exhibiting metal-insulator transition, interacting 
with vibrational degrees of freedom. Depending on the initial energy of the electron, 
Ee(0), its effective mass, m*, on how close to the mobility edge it is and the strength 
of the electron-phonon coupling, different types of localized and extended states are 
formed. We find, that, in general, an increase of i?e(0) decreases the ability of the 
system to form localized states. A large m* favors localization for initially localized 
electrons, but not always for initially extended electrons. Localized polaron forma­
tion is always facilitated near the mobility edge. We also show that phonon-assisted 
mobility occurs. 
The interactions between electrons and disorder, and between electrons and lat­
tice vibrations, exist in any solid state material. Disorder modifies the motion of an 
electron in profound ways. The extended Bloch states develop phase incoherence and 
amplitude fluctuations. The sharp band edges disappear and tails of localized states 
emerge. In the last two decades, our understanding of a number of important issues 
in the field of localization has been greatly advanced[l]. Electron-phonon (el-ph) 
interactions have also dramatic effects in some cases. It is well known, for instance, 
that in the case of an electron in a ID periodic lattice, a polaronic state occurs in 
the presence of el-ph interaction [2]. Much less has been done to study the combined 
effects of disorder and el-ph interaction. It has been argued[3] that the el-ph coupling 
has a profound effect on the characteristic features of a disordered system. For ex­
ample, it strongly enhances localization, inducing polaron formation at the so-called 
mobility edge, even when it is vanishingly small [3]. On the other hand, disorder also 
affects polaron formation. The impurities play the role of nucleation centers in the 
polaron formation[4]. It should be mentioned that Phillpot et al.[5] have studied the 
effects of isolated impurities in the framework of Su-Schrieffer-Heeger Hamiltonian[6], 
Anderson[7] also considered the case of electron-intramolecular phonon coupling in 
the presence of a site impurity, and Bulka and Kramer[8] study the stability of the 
polaron in ID disordered systems. Most of the above theoretical work, is based on 
the adiabatic approximation and on scaling arguments, which are simple and ele­
gant but they might possess some uncontrollable approximations. However, recently 
the time evolution of a combined system of an electron described by a tight-binding 
model interacting with vibrational degrees of freedom in ID was studied in periodic 
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and quasi-periodic systems[9, 10, 11], without imposing the adiabatic approximation. 
Starting with the lattice in its classical ground state and the electron in various ini­
tial states, the numerically calculated time evolutions of the system provided several 
types of localized and extended solutions qualitatively different from the traditional 
polaronic states [9, 10], as well as a remarkable recurrence phenomenon[ll]. 
In the present letter, we examine systematically the influence of the el-ph inter­
action on one-electron extended states just above the so-called mobility edge, where 
the electronic states (in the absence of el-ph interactions) change from extended to 
localized. In particular, we find that indeed polaron formation is facilitated as one 
approaches the mobility edge[9, 10], in agreement with the scaling arguments[3]. In 
addition, the localization length, Ic-, decreases upon increasing the disorder for a given 
amount of el-ph coupling. This behavior is normal and expected. However, we have 
also numerically obtained results that confirm some speculative ideas based on scaling 
arguments concerning transport in disordered systems. We find that if the disorder 
is large enough to localize the system, IQ increases, instead of decreasing, as the el-ph 
coupling increases. Similar behavior is obtained for the case of strong el-ph coupling, 
as the disorder increases, Ic increases! This increase is due to phonon-assisted hop­
ping and suggests that the mobility of a strongly localized system increases rather 
than decreasing with temperature[12, 13]. We have also systematically studied the 
role of a large effective electronic mass. One might think that "heavy" electrons are 
easier localized than "light" electrons, but as we will show here, this is not always 
the case. 
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Results and Discussion 
The Hamiltonian describing our model consists of a quasiperiodic tight- bind­
ing electronic part, He-, possessing mobility edge eigenstates (thus simulating a 3D 
disordered system[14]), a harmonic lattice part, and a symmetrized deformation 
potential interaction part, corresponding equations of motion for the 
coupled electron-lattice system are 
+ Xi^n+l - •"n-l)]cw - + ^n-l) (^-l) 
2 
= ^(^n+l +^n-l -2un) + x(|cn+lP - kn-lft (3-2) 
where Cn are the probability amplitudes to find the electron at site n (n=l,...,N), 
Un the lattice displacements, M the atomic mass, K the interatomic force constant, 
J the electronic hopping matrix element, and x the el-ph coupling strength. The 
diagonal matrix elements are en — eg cos(27rcrn), where a is an irrational number 
taken as the "golden mean" a = (\/5 + l)/2. Throughout our calculations, we use J, 
M and t£ = yjMjK as the natural units of energy, mass, and time, respectively. This 
choice leaves us with three parameters: (i) the "adiabatic" parameter K, measured 
in units of or equivalently the dimensionless quantity where 
ig = hjJ and are the characteristic electronic and lattice times, respectively (ii) 
t h e  c o u p l i n g  s t r e n g t h ,  X )  i n  u n i t s  o f  \ / J K ,  w h i c h  i s  t h e  s q u a r e  r o o t  o f  A  =  • ) ^  j K J ,  
similar to the one appearing in superconductivity, (iii) the disorder parameter, J, 
which varies from 0 (periodic case) to 2 (mobility edge). The unit of length, ag, is 
K in this natural system of units. The parameter h — te/t£, i.e., the ratio of the 
characteristic electronic time over the lattice time, gives a measure of the effective 
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mass of the electron relative to the lattice atomic mass, since 
^ = (-) 
where m = h {2 J a is the electronic effective mass and a is the lattice constant. 
By varying from 0.01 to 10, we show how the changes of the electronic mass 
affect the behavior of the coupled el-ph system. The value of the coupling % is varied 
between 0.2 and 4 (realistic values of A range from 0.1 to 1.7, for metals). Typical 
values for our natural units give ~ 10~^^ sec. 
In the adiabatic and the antiadiabatic limit (i.e., for Md^Urj/dt^ «0), the sys­
tem of equations (3.1) and (3.2) reduces to a discrete nonlinear Shrodinger equation 
(DNLS) and in the continuum, one obtains the integrable nonlinear Shrodinger equa­
tion (NLS). Several versions of DNLS and the NLS have been studied intensively 
and their properties and solutions are known [15], since they are applicable to many 
different problems, including el-ph systems within the adiabatic approximation. It 
is well known, for example, that among other hierarchies of solutions, NLS sustains 
soliton solutions that are the analogues of the large polarons in the coupled el-ph sys­
tem (we recover this ground state behavior in our model in the adiabatic and weak 
coupling regime[16]). However, in our approach we fully include lattice vibrations, 
discreteness, dispersion, el-ph coupling, nonadiabaticity and disorder. So comparison 
of the numerical studies of the time evolution of our coupled system with studies of 
DNLS and NLS is of fundamental importance. 
In our numerical studies, we focus on the low temperature case (the lattice is 
initially at rest and undeformed) and the electron is very close to an eigenstate of 
the periodic part of He with JSe(O) = -2,-1,0, or localized in a few sites close to 
the middle of the specimen, with approximately the same energies as the eigenstates 
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above. Periodic boundary conditions are used and the time integration is performed 
with a fourth order Runge-Kutta method with a step equal to 10~'^ — such 
r 
that in our simulations, energy is conserved to a relative accuracy of at least 10 . 
In this letter we concentrate on the time development of the participation number, 
|c7j(i)|'^] which gives a measure of how many sites participate in the 
electronic wavefunction [P = N for a uniform state and P = 1 for a state localized in 
a single site) and is proportional to the localization length, ic, for two different values 
of the electronic effective mass: (i) ie/i^ = 0.01224 << 1 (typical for most metals, 
adiabatic regime) and (ii) tejt^ = 1 (narrow band materials, nonadiabatic regime). 
For both cases the size of the system N = 377 and results for two different initial 
electronic configurations are presented: (i) the electron very close to the uniform 
state at the bottom of the band with Ee{0) — —2 and (ii) the electron localized in a 
single site with Ee{0) = 0. 
The main conclusions of this work are presented in Figs. 3.1 and 3.2, where the 
"phase diagrams" in the %, indicating the region of extended and localized 
states, are shown. In Figs. 3.1(a) and 3.1(b), the results of i?e(0) = —2 for the 
small m* {te/ti = 0.01224) and large m* {te/ti = 1) are presented, respectively. 
In Figs. 3.2(a) and 3.2(b), the results of £^6(0) = 0 , for the light and the heavy 
electron are presented, respectively. The phase diagrams describe the state reached 
after a time of the order of lO^i^. The boundaries [17] between the extended and 
localized regions presented in Figs. 3.1 and 3.2 are not sharply defined (there is a 
region of "intermediate" states across the boundaries, which is significantly broad 
in Fig. 3.2(a), for instance; the results in Figs 3.1(a) and 3.2(a) are very similar to 
the ones in ref. 9). Figures 3.1 and 3.2 clearly show that for all the cases we have 
64 
examined, as disorder (eg) increases, and the mobility edge (eg = 2) is approached, a 
localized polaron is easily formed even for extremely weak electron-phonon interac­
tion. This general result is due to the fact that as one approaches the mobility edge 
from the extended side, the wave functions develop strong fluctuations and can be 
easily localized even with a very weak el-ph interaction. Another general feature of 
our studies is that increasing el-ph coupling always favors localization. However, note 
the case in Fig. 3.2(a) for eg = 0, jEe(O) = 0 and small m*. In this case even a very 
large value of the el-ph coupling (x = 4) is not enough to give localized solutions. 
The confinement happens easily (even for weak coupling) when the electron is ini­
tially in the ground state i?e(0) = —2 (Fig. 3.1(a)). Figures 3.1(b) and 3.2(b) show 
how the "phase" diagrams change, by increasing the effective mass of the electron, 
for the two different initial electronic states. One might naively think that "heavy" 
electrons are more localized than "light" electrons. This is correct only for initially 
localized electrons (with Ee{0) = 0) as shown in Fig. 3.2(b). There, increasing 
m* facilitates the creation of a localized solution. Notice that even for the periodic 
case (cQ = 0) the introduction of a large m* gives localized polaron for % — 2 (Fig. 
3.2(b)). For the same electron-lattice coupling (% ~ 2) the small m* (Fig. 3.2(a)) 
clearly has extended solutions. However, opposite behavior is observed (Fig. 3.2(b)), 
when the initial electronic states are extended with i^e(O) = —2. In this case, in­
creasing m* makes the creation of localized solution more difficult. Of course, as 
in the case of small m* (Figs. 3.1(a), 3.2(a)), the increase of the disorder for large 
m*, facilitates localization (Figs. 3.1(b) and 3.2(b)). So, the scaling arguments for 
polaron formation[3] are valid, as expected, for the nonadiabatic case too. In order 
to understand this behavior we can resort to some simple qualitative arguments[16]. 
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The initial electronic states we consider are either localized in k-space, very close to 
eigenstates, or localized in real space. The self-trapping mechanism is quite different 
in these two cases. In the first case, one electronic mode interacts with the vibra­
tional modes of the lattice. This interaction is most efficient when the velocities of 
the electron ve and of the lattice vibrations are of the same order, i.e., ve ~ 
where Ve = a,\J^ — E^lh is the group velocity of the electron and since the lattice is 
initially undistorted, the average speed of its vibrations is V£ = ajt^. We, therefore, 
obtain in our units, that VQ ~ when 
For J5e(0) = —2, Eq. (3.4) is satisfied for —> 0. In other words, the electron-
lattice interaction that results in electron self-trapping and polaron formation is more 
efficient for small electron mass and this is indeed what we have found (see Fig. 
3.1(a)). For highly excited extended initial states, self-trapping occurs easier for 
values of tejt^ of the order of one, in agreement with condition (3.4). In the case 
of an electron initially localized in a single site, the initial state is a superposition 
of different eigenstates. Many electronic modes interact with the lattice so once 
the electronic wave function is spread across the chain, there is no mechanism such 
as the "resonance" type condition of Eq. (3.4) to confine the electron. Due to its 
energy, the "fast" electron (te/i£ — 0.01) resists self-trapping and because of their 
mass difference, the "slow" lattice cannot respond, before the electron extends all 
over the specimen (see Fig. 3.2(a)). But when — 1, the lattice sites close to 
the electron can follow instantaneously the motion of the electron and if the el-ph 
coupling is strong enough, self-trapping occurs (see Fig. 3.2(b)). The Holstein small 
polaron formation criterion[2], x^lKJ > JIKUJQ, or in our units gives the 
(3.4) 
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strength of the el-ph coupling required for localized polaron formation in qualitative 
agreement with our results. 
In Fig. 3.3, we plot the values of the participation ratio P j N ,  after a time of 
5000i£, versus eg, for three representative cases, where all the different behaviors 
of P are exhibited. The solid circles represent the case of a well extended state 
in the absence of disorder with i?e(0) = 0 (initially localized electron), x == 0-5, 
and tejti = 1. This case can be seen in Fig. 3.2(b), where we keep x = 0.5 and 
move along the eQ axis. Notice that as disorder, eQ, increases, PjN decreases as 
expected. The open circles represent the case of an extended state with £'e(0) = 0, 
X = 1.0 and telt^ = 1. Notice that a very interesting behavior for P/iV is obtained; 
a s  C Q  i n c r e a s e s ,  P / i V  i n i t i a l l y  i n c r e a s e s  a n d  t h e n  b y  f u r t h e r  i n c r e a s e  o f  e Q ,  P j N  
monotonically decreases. This behavior is observed for intermediate times. For longer 
times, PjN for the open circles approaches that of the solid circles. Similar behavior 
has also been seen for extended states close to the mobility edge, by keeping the 
disorder constant and increasing the el-ph coupling [10]. This behavior will result in 
a nonmonotonic behavior of the resistivity of the system[12, 13]. Finally, if a state 
is strongly localized due to el-ph interaction, the introduction of disorder tends to 
delocalize it, i.e., increase of the disorder, increases the localization length, Ic-, instead 
of decreasing it, but the state still remains localized [13]. This is clearly shown in 
Fig. 3.3, where the shaded circles represent the case of Ee(0) = —2,x = 2.0, and 
= 0.01224. One clearly sees that as eq increases, PjN also increases. We 
attribute this increase to phonon-assisted hopping. 
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Conclusions 
In conclusion, we found that: (i) the character of electronic wave functions in 
disordered systems changes dramatically with the introduction of el-ph interaction, 
especially close to the mobility edge, where polaron formation is facilitated. This 
behavior is correct for both adiabatic and nonadiabatic electrons, (ii) Close to the 
extended side of the mobility edge, a new physical phenomenon has been demon­
strated: phonon-assisted mobility can occur in disordered systems, even in the regime 
of extended states, and not only in the localized regime, (iii) The effects of varying 
the electronic effective mass, m*, depend strongly on the initial conditions. When 
the electron is initially extended at the bottom of the band, increasing m* does not 
favor localization. Initially highly excited extended electronic states become localized 
only when the effective mass of the electron is of the order of the atomic mass. In 
the case of the electron initially localized in a single site, the final state becomes 
extended, if m* is small, and remains localized, if m* is large, provided % is strong 
enough. In general, an increase of the initial electronic energy decreases the ability 
of the system to reach a localized state. 
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of the same order of magnitude. Furthermore, this "crossover" (or even some of 
the extended) region may disappear all together in an infinite system and for an 
infinite time lapse. 
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V \ 
Figure 3.1; Phase diagram in the Xi ^Q indicating the regions of extended 
and localized (shaded region) states for (a) tejt^ = 0.01224 and (b) 
tejtj^ — 1.0, with the electron initially at the bottom of the band 
(Ee(0) = —2.0). Notice also the "crossover" region. 
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Figure 3.2: Same as in Fig. 1, but witli the electron initially localized in a sin; 
site, i.e., at the center of the band (-E'e(O) = 0). 
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0 2.0 -2 0.01224 
Figure 3.3: Participation number, P, versus eg for different values of x, £'e(0),  and 
The values for solid and open circles are 0.5,0,1 and 1.0,0,1, 
respecively, and for shaded circles, 2.0,-2,0.01224. The size of the 
system N = 377. 
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CHAPTER 4. A TIGHT-BINDING MOLECULAR DYNAMICS 
STUDY OF PHONON ANHARMONIC EFFECTS IN DIAMOND 
AND GRAPHITE 
A paper to be submitted to Phys. Rev. B 
G. Kopidakis, C.Z. Wang, C.M. Soukoulis, and K.M. Ho 
Abstract 
We study the temperature dependence of phonon frequency shifts and phonon 
linewidths in diamond and graphite using tight-binding molecular dynamics simula­
tions. The calculation of one-phonon spectral intensities of several modes through 
velocity-velocity correlation functions allows a quantitative and nonperturbative study 
of these anharmonic effects. Our results for the zone-center optical mode of dia­
mond, where experimental data are available, agree very well with first-order Raman-
scattering measurements. 
Introduction 
There is a great interest in understanding thermal properties of diamond and 
graphite. Its hardness and stability, as well as its fabrication from the vapor phase, 
make diamond an important material in technological applications that, recently, in-
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elude microelectronics [1] and infrared optics [2]. Graphite is also technologically very 
important. Most of the applications involve high temperatures, so that understand­
ing phonon properties related to the anharmonicity of the interatomic interactions in 
these carbon materials is very crucial. From the fundamental point of view, diamond 
is one of the simplest nonmetallic solids and graphite is one of the most anisotropic 
metallic solids, thus having very interesting phonon spectrum. The temperature de­
pendence of phonon frequency shifts and linewidths in semiconductors is measured 
by neutron-scattering and light-scattering techniques [3]. In the case of diamond, the 
temperature variation of the first-order Raman spectrum has been investigated more 
than fifty years ago [4, 5] and more recently [6, 7, 8]. The last two studies were per­
formed at a wide range of temperatures up to 1900 K [7, 8]. We are not aware of any 
similar studies for graphite, although its phonon temperature dependence could give 
insights into the properties of many layered structures. The theoretical calculations 
of phonon frequency shifts and linewidths have been mainly restricted to perturba-
tive approaches, where anharmonic coupling constants are derived either by fitting 
to experimental data [9, 10, 11], or by first-principles calculations [12], Besides the 
fact that perturbation expansion is practical for lowest orders only (up to the fourth 
order in the force constant), it becomes inadequate for strongly anharmonic systems 
or at high temperatures. 
Molecular dynamics (MD) is the ideal technique for temperature dependence 
studies provided that the interatomic interactions give an accurate description of 
the anharmonic coupling of the system. Anharmonic effects have been studied with 
molecular dynamics performed with empirical classical potentials in the case of alkali 
metals [13] and rare-gas solids [14], where the interatomic interaction is adequately 
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described by simple pair potentials. In the case of carbon systems, a realistic descrip­
tion of the covalent bonding is necessary. The method that incorporates quantum 
mechanical effects into MD through explicit evaluation of the electronic structure of 
the system at each MD step, is tight-binding molecular dynamics (TBMD). In addi­
tion to accurately describing covalent systems, TBMD allows for relatively long MD 
simulations with a relatively large number of atoms. Modifying the pairwise repul­
sive potential of the Chadi model [15] in order to reproduce accurately the binding 
curve of diamond obtained from first-principles LDA calculations, Wang, Chan, and 
Ho studied with TBMD the anharmonic phonon frequency shifts and linewidths in 
silicon and in diamond as a function of temperature. The results for silicon were 
in very good agreement with experimental data obtained from Raman scattering 
experiments [16]. In the case of diamond, the frequency shifts were underestimated. 
In this paper, we present results for the anharmonic properties of diamond and 
graphite obtained with TBMD, using an empirical tight-binding model for the carbon-
carbon interactions developed by Xu, Wang, Chan, and Ho (XWCH model) [17]. The 
parameters in the XWCH model were determined by fitting to LDA results without 
any fitting to experimental data. This model is highly transferable, reproducing ac­
curately the energy-versus-volume diagram of carbon polytypes as well as properties 
that do not enter explicitly into the fitting procedure, such as the phonon proper­
ties and elastic constants for carbon in the diamond and graphite structures. It has 
been used successfully in molecular dynamics studies of different atomic environments 
(small carbon microclusters [17], liquid phase [18], amorphous carbon [19], fullerines 
[20]). 
We calculated the frequency shifts and linewidths as a function of temperature 
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for diamond and graphite using the XWCH model and the results for the zone-center 
optical mode of diamond, where Raman-scattering data are available, are in very 
good agreement with experiment. 
The binding energy of a system in the tight-binding approximation is given by 
The first term in the right-hand side is the electronic band structure energy 
i.e., the sum of the eigenvalues over all occupied electronic states. The electronic 
eigenvalues are obtained by solving the empirical tight-binding Hamiltonian, HrpQ. 
The matrix elements of Hj'j^ are adjustable parameters that are determined by fitting 
to ab initio results. The off-diagonal elements are two-center hopping parameters, 
scaled with the interatomic separation, r, with a specific functional form. The second 
term in the right-hand side of Eq. (1) is the repulsive term, Erep, which is described 
by a sum of short-ranged functions of the interatomic distance. By following Goodwin 
et al [21], who developed a tight-binding model for silicon, Xu et al [17] obtained a 
set of parameters for carbon that guarantee transferability of the model, i.e., they 
fit simultaneously to first-principles (LDA) results of energy-versus-volume curves of 
an infinite linear chain of C, graphite, diamond, simple cubic and face-centered cubic 
structures, with an emphasis on the diamond, graphite, and linear chain structures. 
Unlike in the Goodwin et al model, two distinct functions of the same form were used 
to scale the off-diagonal matrix elements and the pairwise repulsive potential [17]. 
Simulation and Results 
(4.1) 
Ebs = E(V'n|%5lV'n) (4.2) 
n 
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In the case of diamond, the TBMD simulations were performed with 64 C atoms 
in a cubic box. The volume is fixed at a given temperature according to the lattice 
thermal expansion [3]. The atoms are initially arranged in the diamond structure 
(with small random displacements to start the simulation) and periodic boundary 
conditions are used. A fifth-order predictor-corrector algorithm is used for the so­
lution of the equations of motion with a time step A = 0.7 X sec (with this 
r 
time step, energy is conserved within 8.1 X 10 ^ eV over 16400 steps at a simulation 
temperature of 100 K). The phonon anharmonic effects were studied through the 
temperature dependence of one-phonon spectral intensities, which were calculated 
as Fourier transforms of velocity-velocity correlation functions in the course of the 
molecular dynamics simulation 
= (4.3) 
where Vn{t) is the velocity of the atom n at time i, Rn is the lattice position 
of the the atom n, and k is the phonon wave vector. With k — ^(1,1,1) we 
studied the optical phonon at the center of the Brillouin zone {LTO(T)) and with 
k = ^(1,0,0) both optical and acoustic phonons at the zone-boundary wave vec­
tor X {TO{X), LOA{X),TA{X)). At each temperature, we run 6000 steps with 
stochastic temperature control, 2000 steps without temperature control (to equili­
brate the system), followed by 16384 steps (corresponding to 11.5 ps) to evaluate the 
velocity-velocity correlation functions and phonon spectral intensities. The frequency 
resolution is comparable to the one of optical experiments. 
Using the same method, we studied the frequency shifts and the broadening of 
the linewidths as a function of temperature for the in-plane •E252 out-of-plane 
A2U modes of graphite. Since the interplanar distance in graphite is larger than the 
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cut-ofF distance for the C  —  C  interactions in our model, a single graphite plane was 
used. A rhombic shaped sample was used in order to preserve the graphitic symmetry 
consisting of 98 carbon atoms with periodic boundary conditions. 
Since molecular dynamics follow classical statistical mechanics, quantum correc­
tions are necessary, particularly at low-temperatures regime. A simple way of taking 
into account these corrections is by rescaling the MD averaged temperature T^jj 
to a scaled temperature T determined by requiring the mean kinetic energy of our 
system to be the same as that of the corresponding quantum system at temperature 
T, including zero-point motion: 
According to this scaling relation, and T approach each other at high temper­
ature, while at T = 0, corresponds to the zero point energy of the system 
(in the diamond case this happens at Tj^jj = 700 K ) .  
Typical spectral intensities are shown in Fig. 4.1 for the L T O { T ) ,  T O { X ) ,  
LOA{X), TA{X) modes at a simulation temperature = 700 K. In Fig. 4.2 
the temperature-dependent spectral intensities are presented for the LTO(r), TA{X) 
modes. The shifts in frequencies and the increase in linewidths with increased tem­
perature are apparent. The shift and the broadening of the transverse acoustic mode 
are smaller than those of the optical mode. 
In Fig. 4.3 we plot the frequency shifts as a function of temperature, as obtained 
from our simulations. For the LTO{V) mode, our results are compared with Raman 
scattering data [7]. The agreement with the available experimental data is very good 
The temperature dependence of the linewidths is shown in Fig. 4.4. The 
2 ^hvlkj^T (4.4) 
(Fig. 4.3(a)). 
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linewidths were calculated after lorentzian fitting to the data. The trend for broad­
ening of the linewidths is evident. 
For graphite, we obtained spectral intensities as the ones shown in Fig. 4.5. 
The spectral intensities as a function of temperature are plotted in Fig. 4.6. In Fig. 
4.7(a,b) the frequency shifts as a function of temperature is presented. The in-plane 
mode exhibits a significant shift in frequency (Fig. 4.7(a)), while the out-of-plane 
mode frequency is much less reduced as temperature increases (Fig. 4.7(b)). The 
linewidth broadenings are displayed in Fig. 4.7(c,d). 
Conclusions 
The TBMD scheme provides a more efficient and accurate method of studying 
phonon anharmonic effects than quasiharmonic approximation (where the tempera­
ture dependence of the phonons is totally attributed to the change of force constants 
due to thermal expansion), and perturbative calculations, particularly at high tem­
peratures. In MD simulations, anharmonic effects are automatically included through 
the time correlation functions. Our results for the zone-center optical mode of dia­
mond are in good agreement with Raman-scattering data. 
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Figure 4.1; Spectral intensities of L T O ( r )  (a), T O [ X ) ,  L O A { ^ X )  (b), and TA{X) 
(c) modes of diamond at a simulation temperature of 700 K. 
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Temperature  dependent  phonon spectral  intensi t ies  of  LTO(r) Temperature dependent phonon spectral intensities of TA(X) 
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Figure 4.2: Spectral intensities of L T O { T )  (a) and T A { X )  (b) modes of diamond 
as a function of temperature. 
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Figure 4.3: The frequency shifts as a function of temperature for the L T O { T )  (a), 
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man-scattering measurements from Ref. 7. 
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CHAPTER 5. A TIGHT-BINDING MODEL FOR MOLECULAR 
DYNAMICS OF CARBON-HYDROGEN SYSTEMS 
A paper to be submitted to Phys. Rev. B 
G. Kopidakis, C.Z. Wang, C.M. Soukoulis, and K.M. Ho 
Abstract 
We develop a model for studying carbon-hydrogen systems with molecular dy­
namics (MD) based on an empirical tight-binding approach for the calculation of the 
interatomic forces. The parameters involved are obtained by fitting to the structure 
of methane. The transferability of the model is tested by reproducing accurately 
several electronic, structural, and vibrational properties of hydrocarbon molecules. 
Ab initio results on carbon clusters with hydrogen are compared with the results 
obtained with our model. 
Introduction 
There exists a variety of systems containing carbon and hydrogen with an impor­
tant role in several areas of materials research, such as organic chemistry, polymers, 
and condensed matter physics. The unique ability of carbon to form strong cova-
lent bonds with coordination numbers that range from two to four, results to many 
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different bondings (single, double, triple, conjugated) and configurations (linear, pla­
nar, ring, tetrahedral, cage structures, graphite, diamond). In recent years there is 
a growing interest in understanding the properties of hydrogenated amorphous car­
bon, both from the fundamental and the technological point of view. In order to 
study the dynamics of carbon-hydrogen systems one needs to have a reliable way 
of calculating the interatomic forces. Classical MD methods [1] can handle a large 
number of atoms for relatively long simulation times but fail to describe electronic 
properties. First-principles MD [2] describe accurately the interatomic interactions 
but are limited to small systems and short times. Tight-binding MD (TBMD) is a 
scheme that preserves the main quantum mechanical features of the systems while 
allowing for computer simulations of relatively large systems and long times. This 
scheme has been proved to be very successful in describing carbon systems [3] and in 
this work we develop a tight-binding model for carbon-hydrogen interactions for use 
in MD simulations. 
The Tight-Binding Model 
For the carbon-carbon interactions we use the model developed by Xu et al 
(XWCH model) [4]. The parameters for the carbon-hydrogen interactions are ob­
tained by fitting to methane [CH^). The electronic levels and binding energies 
resulting from Local Density Approximation (LDA) calculations are used. The off-
diagonal matrix elements for the s atomic orbitals of carbon and hydrogen, Vss) and 
the p orbital of carbon and s of hydrogen, Vsp, are determined by fitting to the 
LDA eigenvalues of CH/^ for different interatomic separations, [5]. They are 
described by polynomials with coefficients given in table 5.1. The on-site energy for 
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hydrogen, Ejj,  is determined by the Mulliken charge population at each atom of 
CH^ (—520 meV) [6] and it is Ejj = 4.6 eV. In Fig. 5.1 the occupied eigenval­
ues calculated with our parameters are shown as a function of the C — H distance, 
^CH' compared with the ones found from LDA. There is a singlet corresponding to 
the hydrogen s-orbitals and carbon s-orbital interactions and a three-fold degenerate 
state corresponding to the interaction among the hydrogen s-orbitals with the three 
carbon p-orbitals. 
The repulsive interaction between a carbon and a hydrogen atom is fitted from: 
^rep,CHi'^CH) = i^bindi^'CH) '  (^-l) 
where is the binding energy of methane fitted to LDA results [5] using the 
universal fitting curve [7]: 
= » + + (6.2) 
with a, b, c,  d fitted parameters and E^^ the sum of occupied eigenvalues of methane. 
The coefficients for CH^^GH) given in table 5.1. 
In table 5.2 the coefficients of the tails are listed for Vss, Vsp, and E,^^^ 
obtained from the continuity of the functions and their derivatives at rm = 1-25 
Aand from the requirement to be zero at the cut-oif distance of = 2.0 A. 
The off-diagonal matrix elements V^s, Vs-p are plotted in Fig. 5.2(a), the energy 
eigenvalues in Fig. 5.2(b), the repulsive pair potential E^^^^ QJJ in Fig. 5.2(c), and 
the binding energy for CH^ in Fig. 5.2(d). 
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Results and Discussion 
The above model for C-H interactions gives very good results for hydrocarbon 
molecules since it is based on methane. The equilibrium distance for is at 
TcHO ~ 1-104 A compared with the experimental = 1.087 A [8] and the 
binding energy is = —18.884 eV compared with the experimental 
— 17.019 eV and the LSDA result of —18.89 eV [9]. The symmetric and antisym­
metric bending modes for CJI^ are found to be 0.191 eV and 0.169 eV, respectively, 
compared with 0.190 eV and 0.1625 eV of the experiment [10]. The symmetric and 
antisymmetric stretching modes are 0.381 eV and 0.364 eY compared with the exper­
imental 0.374 eV and 0.362 eF, respectively [10]. As an additional test we compared 
the symmetric bending modes for different TQ away from equilibrium with the ones 
obtained from LDA [5].  For = 1.0 A and 1.2 A we found 0.217 eV and 0.172 eV 
compared with 0.231 eV and 0.173 eV of LDA, respectively (table 5.3). 
In the case of ethylene the distance between the carbon atoms is found 
~ 1-362 A, the length of the C — H bond = 1.100 A, and the C = C — H 
angle is 120.78 degrees, compared with the experimental TQQ = 1.339 A, — 
1.087 A, and 121.28 degrees, respectively [11] (table 5.4). The vibrational modes of 
(72^3^4 are listed in table 5.5 and its binding energy in table 5.7. 
For ethane (C2Jyg) we found = 1.611 A, = 1.105 A, and the C-C-if 
angle 109 degrees, compared with TQQ = 1.535 A, = 1.094 A, and 111.17 
degrees, respectively [12] (table 5.4), and the vibrational modes and binding energy 
are shown in tables 5.6 and 5.7, respectively. 
We performed additional tests for larger hydrocarbon molecules. In Fig. 5.3(a) 
we show the geometry for (>22^^40 obtained by molecular dynamics simulations for 
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a few temperatures and similarly in Fig. 5.3(b) for 6*22^^24• comparison with 
experimental and ab initio results is very good. In Fig. 5.4(a) we compare the results 
for cis-trans isomerization of from our model with the experiment and in Fig. 
5.4(b) the same for 
From the above tests for several properties of a number of hydrocarbon molecules 
we conclude that our TB model describes successfully the C — H bonding in the 
molecular environment. In order to guarantee transferability, our model must also 
reproduce correctly the energies of interstitial H in diamond. From some existing 
first principles calculations and from muon-spin-rotation experiments on muonium in 
diamond, it is deduced that the relaxed bond-centered (BC) is the lowest energy site, 
with the H in the tetrahedral (T) site being a metastable configuration about 2 — 3eV 
higher than BC [15, 16]. With our model, although BC is the global energy minimum 
for interstitial hydrogen in diamond, it is lower in energy than T by 7 eV in a diamond 
cluster ((^20^/^30) with a H (Fig 5.5(a,b)). We obtained similar results for a supercell 
of 64 carbon atoms with a hydrogen atom. In Fig. 5.6 we present the energy surface 
of H in the (110) plane of diamond allowing relaxation of the lattice. The energy 
surface was constructed by a plane wave expansion (with the full symmetry of the 
lattice) of the potential energy of i/ on a grid of positions (12 points) in the (110) 
plane, calculated with a 64 atom cell. The low energy path passing through the BC 
site is evident in the figure together with one passing through the C site (midway 
between two next nearest neighbor C atoms). It is unfortunate that there are not 
any available ab initio results for the energy landscape for H in diamond in order to 
compare with our TB results. A calculation along the lines of the one performed by 
Van de Walle et al [17] for hydrogen in silicon within the density-functional theory 
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in LDA is underway. In the case of H at the BC site, the two first neighbor C atoms 
symmetrically relax to a distance of 1.1 Afrom the H atom, which is the same as the 
first-principles result [15, 16], while in the case of the T site, the first four neighbor 
C atoms relax 1.8 Afrom the initial 1.54 A. 
The high formation energy of H at the T site found from our model is an evi­
dence of the deficiency inherent in this simple TB scheme when charge transfer and 
the existing bonding structure are not taken into account. Even though we fixed 
this energy difference by replacing the pairwise repulsive potential for C and H by a 
repulsion of the form of the XWCH model for carbon [18] and fitting simultaneously 
to the molecules and to the solid, the repulsive potential generated in this way was 
not smooth for use in molecular dynamics and gave unphysical results. Within our 
model, the interaction between H and C atoms is the same independent of the co­
ordination of the carbon atom. In the situation of the BC site,  for instance, the H 
atom is between two C atoms, unlike the hydrocarbon molecules where H is bonded 
with one C. The results in this case are still reasonable, since the C atoms are still 
fourfold coordinated, including the C — H interaction. One expects, though, that the 
situation in the T site case is highly unphysical. The H atom is interacting with four, 
already fourfold, C atoms with the same strength as in the simple case of methane. 
There are several possibilities in order to remedy this deficiency. One of them is to 
include environment dependent matrix elements so that the expression for the repul­
sive energy be simplified. Another is to model the environment dependence of the TB 
hopping parameters and the repulsive interaction through two scaling factors: one 
scales the distance between two atoms according to their effective coordination num­
bers (longer effective bond lengths are assumed for higher coordinated atoms) and 
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the other is a screening factor which is made such that the interaction between two 
atoms is weaker due to screening effects if there are intervening atoms between the 
interacting atoms. Preliminary results on carbon show that this approach improves 
significantly the transferability of the XWCH model in describing the band struc­
tures, binding energies, and other properties of higher-energy hypothetical metallic 
structures [19]. 
Conclusions 
We developed a tight-binding model for molecular dynamics of carbon-hydrogen 
systems. The parameters involved were obtained by fitting to LDA results for the 
eigenvalues and bending modes of methane. The model was found to reproduce 
correctly the structural, electronic, and vibrational properties of larger hydrocarbon 
molecules. For interstitial hydrogen in diamond, the global minimum was found to be 
the bond-center site, in agreement with first-principles results. The energy difference 
between the bond-center and the tetrahedral site is overestimated. Further tests are 
required to check the transferability of our model, which can be used in its present 
form in TBMD involving hydrocarbon molecules and hydrogenated amorphous car­
bon. 
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Table 5.1: C — H parameters and coefficients for V55, 
Vsj>, and 
EH (eV) '"m (A) ' ' 'cut (•^) 
4.6 1.25 2.0 
Vsp ^rev,C H 
-10.700233769224 -11.053137495528 116.011214710587 
5.534974560094 5.245701704227 -256.699426377550 
-0.168060402280 -0.563465215380 193.125114953663 
-0.404058623519 -0.230657695079 -7.149780174251 
C4 -52.036595924781 
^5 17.172729473263 
Table 5.2: Coefficients of the tail of Vsp, and 
^rep,CH-
V'ss Vsp ^rev,CH 
^0 51.5674389088614 72.1875705469298 -99.3333327146751 
CI -120.317422444014 -163.086373366565 225.989618162697 
^2 81.6418432623681 108.945695456367 -151.489618626691 
C3 -17.1874958837882 -22.7247007049087 31.6640713620054 
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Table 5.3: Vibrational modes for CH/^. 
TB {eV) LDA [eV] Exp (ey)[lG] 
sym. bend, {TQJJQ) 0.191 0.190 
antisym. bend. 0.169 0.1625 
sym. stretch, 0.381 0.374 
antisym. stretch, {T 'QJJQ) 0.364 0.362 
sym. bend, {TQJJ = 1.0 A) 0.217 0.231 
sym. bend. = 1.2 A) 0.172 0.173 
Table 5.4: Vibrational modes for C2H/^. 
TB (eV) Exp (eF)[13, 14] 
CH2 s-stretch 0.375 0.375 
GG stretch 0.197 0.201 
CH2 a-stretch 0.388 0.385 
GH2 rock 0.153 0.153 
Ci?2 scissor 0.178 0.179 
Table 5.5: Vibrational modes for C2HQ. 
TB (eV) Exp (eV)[13, 14] 
CH^ s-stretch 0.383 0.370 
CH^ s-deform 0.170 0.171 
CH^ d-stretch 0.368 0.368 
GH^ d-deform 0.184 0.182 
GG stretch 0.134 0.123 
CJ?3 rock 0.102 0.102 
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Table 5.6; Geometry of small hydrocarbons from 
TBMD compared with experiment. 
(A) ^CCO (A) e{CCH) (deg) 
TBMD Exp TBMD Exp TBMD Exp 
CH^[8] 1.104 1.087 
C2H^[11]  1.100 1.087 1.362 1.339 120.78° 121.28° 
1.105 1.094 1.611 1.535 109.00° 111.17° 
Table 5.7: Binding Energies for CH^, ^ 2-^4' ^ 2^6-
TB {eV) LSDA {eV)[9] Experiment (ey)[9] 
CJ/4 -18.88 -18.89 -17.02 
C2H^ -24.21 -26.09 -23.06 
^2^6 -31.36 -32.51 -28.89 
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Occupied Energy Eigenvalues for CH4 (points are LDA results) 
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;ure 5.1: Occupied energy levels for from TB model (line) and from LDA 
(square dots). 
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Figure 5.2: The ofF-diagonal matrix elements V55, Vsp (a), the energy eigenvalues 
(b), the repulsive pair potential QJJ (C), and the binding energy 
for CH/^ (d) as a function o£ C — H distance. 
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Structure of C22/A6 
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Figure, 5.3: Sna.pshots from TBMD of ^22-^^46 (a) and C22^24 
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Figure 5.4; Cis-trans isomerization of C4iJg (a) and of (b). 
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Interstitial hydrogen at BC in cluster 
Interstitial hydrogen at T in C2C//30 cluster 
Figure 5.5: Interstitial hydrogen in diamond cluster at the bond-center site (a) and 
at the tetrahedral (b). The system was allowed to relax. 
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Figure 5.6: Adiabatic energy surface of interstitial hydrogen in diamond 
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CHAPTER 6. CONCLUDING REMARKS 
In what follows we briefly summarize our basic results and point to some direc­
tions for future work that will complement and extend the present approaches. 
We studied through real time numerical simulations a simple model for the in­
teractions of electrons and lattice vibrations in periodic and disordered systems, and 
several electronic and vibrational properties of carbon and carbon-hydrogen systems 
using more sophisticated tight-binding models. 
Our results for coupled electron-phonon systems show that "heavy" electrons are 
not always more localized than "light" electrons. This is always true if the electronic 
excitation is initially localized in real space, i.e., if it is a superposition of electronic 
modes. In this situation, a small electronic effective mass (adiabatic case) allows for 
the spreading of the electronic wavefunction before the "slow" lattice can respond 
and the formation of localized polarons is impossible for any realistic value of the 
el-ph coupling. When the effective mass becomes larger (nonadiabatic case) and the 
electronic time scale is of the order of (or larger than) the lattice time scale, a lo­
calized polaron is formed, even for weak coupling. If the initial electronic state is 
extended, one electronic mode interacts with the lattice vibrations and self-trapping 
occurs when the effective speed of the electron matches the speed of the lattice vi­
brations. Consequently, initial extended configurations at (or close to) the ground 
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state end up localized much easier for "light" electrons, while initial highly excited 
states localize when the electronic and ionic masses are of the same order. Long-
lived metastable states have been found, contrary to the common assumption that 
the electron and the lattice always thermalize, with most impressive example a very 
canonical exchange of energy between electronic and vibrational modes (recurrence). 
The combined effects of disorder and electron-lattice interaction were studied. The 
same electron-lattice model was used with the addition of an electronic potential with 
spatial variation incommensurate with the lattice (thus exhibiting metal-insulator 
transition and simulating a three dimensional system). Under the same initial condi­
tions and parameters range as the periodic case, the behavior outlined above persisted 
for weak disorder. For strong disorder, as the mobility edge was approached, local­
ized polaron formation was always facilitated. A very interesting phenomenon was 
demonstrated in the case of strongly localized states due to disorder: introduction of 
el-ph interaction resulted in an increase of the localization length (phonon-assisted 
hoping). Similarly, disorder in strongly localized systems due to el-ph interaction, 
increased the localization length (by fragmentation of the wave function). 
There are a lot of very interesting remaining questions, that can be answered 
immediately with the methodology and computational tools already in place, and we 
briefly mention some of them. 
Throughout our treatment, at no point we resort to the adiabatic approximation 
(our approach fully includes lattice vibrations). However, within the adiabatic ap­
proximation, our coupled model reduces to a nonlinear Schodinger equation, which 
is well studied in nonlinear physics. Thus, comparison of the time evolution for the 
two models is of fundamental importance. 
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Our approach can be extended immediately to the two-electron problem, thus 
allowing an accurate and detailed treatment of bipolaron formation, especially in the 
poorly understood case of electronic effective mass comparable to the atomic masses 
or in the case of anharmonic vibrations. This may be relevant to narrow-band high 
critical temperature (high-Tc) superconductors or to fullerenes. 
The question of how the behavior observed in one-dimension is modified in higher 
dimensions is a very important one. For instance, the two-dimensional bipolaron 
problem for narrow-band systems can prove crucial in understanding high-Tc super­
conductivity. 
The dynamical simulations of the response of polarons and bipolarons to an 
external field would be of great interest. 
In order to determine the conditions under which the phenomena discovered can 
be observed in real systems, it is necessary to examine how temperature affects our 
system's behavior. Preliminary results indicate that this behavior changes signifi­
cantly with increasing temperature. It is important to further study these effects and 
extract relevant critical temperatures. 
Our approach allows systematic corrections when some of the quantum mechan­
ical aspects of the lattice motion are taken into account. It would be desirable to 
device a method of full quantum mechanical treatment of the lattice and at the same 
time obtain an accurate time evolution of a highly excited state of the system, a task 
beyond the current state of the art but not completely out of reach with the available 
computational resources. 
Throughout the second part of the thesis we performed realistic molecular dy­
namics simulations using the tight-binding scheme. The tight-binding molecular dy­
I l l  
namics studies of anharmonic effects in diamond and graphite showed how this tech­
nique provides a tool for temperature dependent studies of realistic systems. The 
overall agreement with experiments for the zone-center phonon mode of diamond 
was good and predictions were made in the case of graphite. We also developed a 
tight-binding model for the carbon-hydrogen interaction by fitting to first-principles 
results for the electronic and vibrational properties of methane. The model repro­
duces accurately the geometric, electronic, and vibrational structure and the energies 
of hydrocarbon molecules. It gives a qualitatively correct picture of the energy land­
scape of hydrogen in diamond and results that compare well with experimental data 
for hydrogenated amorphous carbon. 
Further work to check and improve the transferability of the carbon-hydrogen 
model is needed. The environment dependence has to be taken into account in a way 
that the model will remain efficient for molecular dynamics simulations. 
The carbon-hydrogen model can be used in molecular dynamics of systems that 
range from molecules to amorphous solids. 
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APPENDIX: TIGHT-BINDING MOLECULAR DYNAMICS MODEL 
FOR CARBON 
Transferable Tight-Binding Model for Carbon 
The binding energy of a system in the tight-binding approximation is given by 
^binding ~ ^bs ^rep (A.l) 
The first term in the right-hand side is the electronic band structure energy 
Ebs = Ei'Pn\HTB\i"')  (A.2) 
n 
i.e., the sum of the eigenvalues over all occupied electronic states. The electronic 
eigenvalues are obtained by solving the empirical tight-binding Hamiltonian, Hrpjg. 
The matrix elements of are adjustable parameters that are determined by fitting 
to ab initio results. The off-diagonal elements are two-center hopping parameters, 
scaled with the interatomic separation, r, with a specific functional form. The second 
term in the right-hand side of Eq. (1) is the repulsive term, Erep, which is also 
described by short-ranged functions of the interatomic distance. 
By following Goodwin et al [1], who developed a tight-binding model for silicon, 
Xu et al [2] obtained a set of parameters for carbon that guarantee transferability 
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of the model, i.e., they fit simultaneously to first-principles Local Density Approxi­
mation (LDA) results of energy-versus-volume curves of an infinite linear chain of C, 
graphite, diamond, simple cubic and face-centered cubic structures, with an emphasis 
on the diamond, graphite, and linear chain structures. Unlike in the Goodwin et al 
model, two distinct functions of the same form were used to scale the off-diagonal 
matrix elements,  s{r),  and the pairwise repulsive potential,  <f>{r): 
s ir) = (a)" exp („|- (A.3) 
« ' - )  =  ' ^ o ( ^ )  ( ™ 1 - +  (I) l )  ( A ' " )  
where t-q is the nearest neighbor atomic distance in diamond and n, ric,  rc,  rn, 
dc, and mc are parameters determined by the fit (table A.l) [2]. The functions s[r) 
and (j)[r) go smoothly to zero at a cut-off distance rm = dm = 2.6 A by using a 
third order polynomial, ts{r — ri) and — respectively, whose coefficients are 
determined by requiring the connection of s{r) and t s {r) at = 2.45 A, and ^(r) 
and t ^(r) at d i  = 2.57 A  and their first derivatives and that t s {r) and t ^[r) and 
their first derivatives are zero at Tm = dm (table A.2). [2]. 
o 
The sjr TB parameters Es, Ep for the on-site matrix elements and Vssa, 
Vppa, Vpp-K for the hopping matrix elements are shown in table A.l. 
The carbon-carbon repulsions in this scheme are described by: 
(A-5) ^rep,c—c ~ X/ f 
\ 3 
where is the pairwise potential between carbon atoms i and j given by (A.4), 
and / is a fourth order polynomial with argument <l>{r^j) and coefficients given 
in table A.2 [2]. 
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This model reproduces accurately the energy-versus-volume diagram of carbon 
polytypes as well as properties that do not enter explicitly into the fitting procedure, 
such as the phonon properties and elastic constants for carbon in the diamond and 
graphite structures, and has been used successfully in molecular dynamics studies 
of different atomic environments (small carbon microclusters [2], liquid phase [3], 
amorphous carbon [4, 5, 6, 7], fullerines [8]). 
Tight-Binding Molecular Dynamics Algorithm 
Within the tight-binding molecular dynamics (TBMD) scheme, the system is 
described by the Hamiltonian: 
The first term in (A.6) is the kinetic energy of the atoms (z = 1,N )  with momen­
tum, pj, and mass, m^, the second term is the electronic band structure energy, and 
the third term includes all the repulsive energies as described in the previous section. 
The Hamiltonian (A.6) is easily inserted into the molecular dynamics algorithm (Fig. 
A.l ). The interatomic forces are calculated from (A.6) as a sum of the contribu­
tions from the repulsive forces obtained from Erep and the ones coming from the 
band structure energy (Hellmann-Feynman forces). One then solves the equations of 
motion for the N atoms; 
In the present scheme of TBMD using standard diagonalization, the band structure 
forces are easy to calculate. The band structure force acting on an atom I is 
'2 n 
(A.6) 
(A.7) 
n  I  
(A.8) 
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where the sum is over occupied levels en with eigenvectors ijjn- The eigenfunctions 
can be written in terms of the basis functions 
IV'n) = Es/alv/a) (A-9) 
I,a 
where a runs over all orbital types. Then the electronic force can be written 
-  E  E  E  E  ( A i o )  
If  n  a a'  
with 
^la^l 'a'  = ^^l 'a'\^TB\na) (A-H) 
or 
4'= 1.^11' (A-12) 
I '  
with 
dH, , ,  ,  
J'«' = -EEE4iaW-|^ (A-w) 
n a J 
The integration in time of the equations of motion (A.7) for each atom I is 
performed with the Gear fifth-order predictor-corrector algorithm. An estimate of 
the first five derivatives of the position at time i -F Ai is obtained by Taylor expansion 
about t ime t:  
jn 5—n i \j\k A 
—rP(i-FAi)= ^ Vn = 0,l,2,3,4,5 (A.14) 
Aj—0 
The superscript on the position vector indicates that these are the "predicted" values 
of the derivatives. From the "predicted" position ,  the force at  t ime t  + At is 
evaluated, and hence the "corrected" acceleration 
a^l{t +/\t)  = ^ rf{t  + At)  ^  (A.15) 
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which is compared with the predicted acceleration from (A.8) 
(A.16) 
in order to estimate the error in the prediction step: 
Ar^(f + At) = + At) — a^{t + At)] (A.17) 
This error is used in the corrector step: 
df^ rf{t  + At) = {t + At) + j^^Cn^Ti{t + At) (A.18) 
where the so-called Gear coefficients are CQ = 3/16, = 251/360, C3 = 1, C4 = 
1/6, C5 = 1/60. The superscript (c) now indicates the "corrected" positions. This 
predictor-corrector procedure is iterated during the simulation. 
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Table A.l: sp TB parameters and parameters for s{r) 
and <l>{r).  
Es {eV) Ej,  (eV) ysscx Vspa Vppcr VppTT (eV) 
-2.99 3.71 -5.0 4.7 5.5 -1.55 
n nc rc (A) ''o (A) ri (A) 
2.0 6.5 2.18 1.536329 2.45 
4>{eV) m mc dc (A) dQ (A) dl (A) 
8.18555 3.30304 8.6655 2.1052 1.64 2.57 
Table A.2: Coefficients for ts{r — t^[r — di), and 
ts{r - n )  /(S,- <l>{rii)) 
cn 6.7392620074314 x 10"^ 2.2504290109 x 10"^ -2.5909765118191 
-8.1885359517898 x 10"^ -1.4408640561 x 10"^ 0.5721151498619 
^2 0.1932365259144 2.1043303374 x 10"^ -1.7896349903996 x 10"^ 
^3 0.3542874332380 6.6024390226 x 10""^ 2.3539221516757 x 10"^ 
H -1.24251169551587 x lO"'^ 
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Figure A.l; Schematic representation of the TBMD algorithm. 
