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1. 
CONVERGENCE OF SAMPLE PATHS OF NORMALIZED SUMS 
OF INDUCED ORDER STATISTICS 1 
Introduction. 
(x1, Y1), (x2 , Y2), ••• are independent two-dimensional random 
vectors each distributed as (X, Y). Let Xnk be the kth order ~tatistic 
obtained from _x1, ••• , Xn. If the marginal distribution of X is 
continuous, X 1 < ••. < X with probability 1 and we can unambiguously n nn 
define induced order statistics Y 1, ••• , Y as Y k = Y. if n nn n J 
X k = X .• Let m{x} denote the conditional expectation and cr2 {x) the 
n J -1 
conditional variance of Y given X = x, and let t{t) = fF (t) o2 (x)dF(x), 
00 
0 ~ t ~ 1. The main result in this paper concerns the limiting behavior 
of the sample paths of 
k 
{Snk = ~ (Y j- m{X j)), k = 1, ••• , n). j=l n n 
By means of a Skorokhod-type embedding (see Skorokhod (1961), p. 163) of 
{Snk' k = 1, ••• , n) on Brownian Motion paths (Theorem 1), it is shown 
that under certain conditions there are processes {s(n){t), .0 ~ t S 1) 
for each n and a B~ownian Motion {;{t), t::: 0) on a common probability 
space so that {s(n){t), 0 < t < 1) has the same distribution as 
- - (n.) 
{S [ t]/ J nw(l), 0 S t ~ 1) and sup I 1; J {t) - ;(w{t)N(l)) I - 0 
n, n O~t~l 
a.s. for sufficiently rapidly increasing subsequences (n.l {Theorem 2). 
J 
This yields an invariance principle similar to Donsker's (1951). In 
particular, the asymptotic distribution of sup Is [ tJl!Jnw(1} is 
O~t~l n, n 
the same as the distribution of sup l~{t)I. Large sample tests 
O~t~l 
for a specified regression function are obtained from these results. 
Preliminaries. 
Let F denote the marginal cdf of X 
of Y given X = x. We assume that F and 
conditions. 
and Gx the conditional cdf 
(G) satisfy the following 
X 
1AMS 1970 subject classifications: Primary t,OF99, secondary tCE:·o. Key 
words and phrases: induced order statistics, Skorokhod embedding, invariance 
principle, test for regression function. 
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Condition 1. 
F is continuous. 
Condition 2. 
4 $(x) = E[{Y - m(x)) IX= x] is bounded above by some constant B 
on (-oo, co). 
Condition 3. 
a2(x) = E[{Y - m(x)) 2 IX = x] is of bounded variation on (..()0, oo). 
We define function t(t) and tn(t) on [O, 1) as follows. Let 
F-1(t) = inf{xlF(x) = t), 0 < t < 1, F-1(o) = ..eo and F-1(1) = +co. Then 
F-1(t) 
(1) t(t) = J a 2 (x)dF(x) 
00 
and 
(2) 
[nt] X 
l n -1 ~ a2(Xnk) = J n, [ nt] a2(x)dF n (x)' v (t) = k=l -co n 0, 0 :5 t < 1/n, 
\ 
1/n < t < 1 
where Fn is the empirical cdf of x1, ••• , Xn and [a] is the largest 
integer :5 a. 
We conclude this section with two lennnas. Lemma 1 gives the conditional 
distribution of Y 1 , ••• , Y given x1, ••• , X and Lemma 2 establishes n nn n 
the almost sure uniform convergence of 
Lemma 1. 
t {t) 
n 
to t{t). 
Under condition 1, for every n and almost all (x1 , ••• , Xn), Y01 , ••• , Y00 
are conditionally independent given x1, ••• , X0 with conditional cdf's 
GX , ••• , GX respectively. 
nl nn 
Proof: 
For any x1 , ••• , xn no two of which are equal, let A(n,k; x1 , ... , x0 ) = j 
if xj is the kth smallest among x1, ••• , xn. Obviously, A(n,k; x1, .•• , x0 ), 
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k = 1, ••• , n is a permutation of 1, ••• , n and x,( 1 ) < /\ n, ;x1 , .•. ,xn 
< x ( ) Since by condition 1, x1, ••• , Xn are all distinct A n,n;x1, ••• ,x0 • 
with probability one, A{n,k; x1, ••• , Xn)' k = 1, ••• , n are defined for 
altnost all (x1, ••• , Xn) and X k = X ( k )' Y = Y ( k )· n A n, ; X 1 , ••• , X n nk A n , ; X 1 , ••• ,X 0 
To prove the lemma, it suffices to show that 
(3) 
and 
n 
-
(4) P[Y 1 < y1 , ••• , Y < y I X1= x1, ••• , X = x] n - nn- n n n = TT Gx (yk k=l A(n,k;x1 , ••• ,x0 ) 
for arbitrary x1 , ••• , xn no two of which are equal. Now for such x1 , ••• , x0 , 
= P[Y ( ) < Y A n,k;X1, ••• ,Xn -
.. 
= p [Y ( ) ::: y A n,k;x1, ••• ,x0 
-
- = x,( . )' j=l, ••• , n]. 
I\ n,J;x1 , ••. ,x0 
-
-
-
Since is independent of 
(3) is proved. To prove (4) we use the same arguments to get 
= P[Y,c k ) ~ yk, k = 1, ••• , n IX ( k ) /\ n, ;x1 , ••• ,xn }i. n, ;x1 , ••• ,x0 
= x,( k· )' k=l, ••• ,n] 
I\ n, ,x1 , ••. ,x0 
n 
= TT p [Y < y I X ( = X k=l A(n,k;x1 , ••• ,x0 ) - k \ n,k;x1 , ••• ,x0 ) ">i.(n,k;x1 , ••• ,x0 ) 
n 
= TT Gx (yk), 
k=l A(n,k;x1 , ••• ,x0 ) 
and that completes the proof. 
J 
J 
--
-
-
-
-
Lemma 2. 
Under condition 3, sup 
O~t~:1 
It (t) - Ht)I _. o n.s. 
n 
Proof: 
Let V(cr2 ) denote the total variation of a 2 (x) on (-oo, 00). By 
condition 3, V(a2 ) < 00. Condition 3 also implies that a2 (x) is bounded 
on (-co, 00). Let M denote this bound. Since wn(t) = 0 for O ~ t < 1/n, 
sup It Ct) - v{t)I = sup t(t) < w(1/n), 
~t<l/n n O~t<l/n -
and lim w(l/n) = o. It therefore suffices to show that sup I* (t) - w(t)I~ 0 
n .... 00 1/n~t~l n 
a.s. Now 
sup It {t) - t(t)I = 
1/~t~l n 
X F-\t) 
sup IJ n, [ nt]a2 (x )dF (x) - J a 2 (x)dF(x) I 
1/n~t~l -oo · n -oo 
< 
X 
sup IJ n, [nt]a2 (x)d[F (x)-F(x)] I 
1/~t~l -co n 
+ sup cr2 (x) sup IF(X [ t]- ti 
-oo<x<s,o 1/n~t~l n, n 
u 
~ sup IJ a 2 (x)d[Fn(x)-F(x}] I+ M sup IF(X [ t]) - ti. 
-<JOC(c<oo -co 1/~t~l n, n 
Hence it suffices to s·how that 
u 
(5) sup IJ a 2 (x)d[Fn{x)-F(x}]I~ 0 a.s. 
-oo<u<Po -00 
and 
(6) sup jF(X [ t]) - ti~ 0 a.s. 
1/ru:t~l n, n 
as n .... 00. Integrating by parts, we have 
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sup IJ a2 (x)d[Fn{x)-F{x)JI 
~u<,o ~ 
= sup 
-o:><u<Po 
1-J 
u 
u 
[F {x)-F{x)]da2 {x) + a2 (u)[F {u)-F(u)]I 
n n 
< sup f 
~u<oo~ 
IF ( X) -F ( X) I • I da2 ( X ) I n 
+ sup a2 (u) sup IF (u)-F(u) I 
~u<,:,o -cio<u<Po n 
< {V(a2 ) + M) sup jFn(u)-F(u)I, 
-oo<u<Po 
and (5) follows from the Glivenko-Cantelli theorem. Finally, 
sup IF(X [ t]) - ti<· sup IF (X ) - F(X )I 
l/n~t~l n, n - l/n~t~l n n, [nt] n, [nt] 
< sup 
~<&O 
< sup 
..oo<x<Po 
+ sup IF (x [ t]) - ti 
1/ru:=t~l n n, n 
jF (x)-F(x) I + 
n 
sup l[nt]/n - ti 
1/n~t~l 
IF {x)-F(x) I 
n 
1 
+ - ' n 
and another application of the Glivenko-Cantelli theorem leads to (6). 
We now proceed to study the asymptotic behavior of 
(sn,[nt]/ J n,(1) , o::: t::: 1) 
k 
where S k = ~ (Y .- m(X .)), k = 1, ••• , n and v{t) is given by (1). 
n j=l nJ nJ 
For this we need a bound for the second moment of the first exit time of a 
Brownian Motion. Such bounds have been obtained for moments of all orders 
by Skorokhod ((1961), p. 166). We give an alternative derivation of the 
bound for the second moment which may be of some interest in itself. 
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3. First Exit of a Brownian Motion. 
Consider the stopping time 1.' when a Brownian Motion ( F.( t), t > 1 ll 
first escapes from the interval {a, b) for some a< O < b. It ls 
well-known (see, e.g., Proposition 13.5 of Breiman (1968) that E ~(T) = O 
and E ; 2 {T) = ET =labl. We shall now derive a formula for ET2 in the 
following lemma. The fornrula for ET is also stated in this theorem 
for easy reference. 
Lemma 3. 
Let (~(t), t ~ 0) be a separable Brownian Motion, a< 0 < b, and 
Then 
{a) 
(b) 
Proof: 
T = inf {tj;(t) ~ (a, b)). 
ET= E~2 (T) = labl 
T 
ET2 = 2(E[T~2 (T)] - E J ~2 (t)dt). 
0 
Besides sample path continuity we use another important property 
of a separable Brownian Motion, viz. joint measurability of s(t, w). 
a a 
As a consequence of this latter property, E f ;(t)dt and E J ;2 (t)dt 
0/ 0/ 
exist for all O < 0/ < a and can be evaluated by interchanging the order 
of integration. For these facts, the reader may consult Doob (1953), 
Chapter II, Theorems 2.5 and 2.7. Our proof employs the standard method of 
truncation and discretization of the stopping time T. Fix T > O, a 
binary rational. * Let T = min(T, T), and 
-N, -N * TN= min(i2 i2 ~ T ). 
Then for sufficiently large N, TN takes values in a countable set 
in [ 0, T]. (For small N, TN may be as large as -N) T + 2 • 
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* each N, TN is a stopping time and TN +T as N - oo. We shall prove 
* (b), first for TN' then for T by allowing N - ~, and finally for 
T by allowing ,. - ~. 
Fix N. Let B. = (TN = t.). Then 
J J 
1' 'l' T 
E J f;2 ( t) d t = ~ E [ IB J ;2 { t) d t ] = ~ E ( IB . J ( ; ( t j } + ( e: ( t } - ; { t j } ) ) ~ d t ] 
TN j . j t j J J t j 
T T 
= ~ E[IB J !;2 (t. )dt] +,: E[IB J (;(t)-;(t.) )2 dt] 
j ·t J • ·t J J j J J j 
T 
+ 2 '? E [ IB . J ~ ( t j )( f ( t) -s ( t j ) ) d t ] • 
J J t. J 
We now examine the three terms of the last expression separately, using 
the joint measurability and strong Markov property of the Brownian Motion. 
'l' 
~E[IB. J ;2 (tj)dt] = ~E[IB. ; 2 (tj){T-tj)] = T E;2 (TN) - E[TN;2 (TN)], 
J J tj J J 
'l' T 
~E[IB j {;(t)-;(t.))2 dt] = ~EIB E J {~(t) - a(t.)}?.dt 
. ·t J •. t J J J j J J j 
T T 
= ~EIB. J E[(s(t)-e:(tj)r~Jdt = ~-~EIB . .r (t-tj)dt 
J J tj J J tj 
= 0 EIB ½( T-t. ) 2 = ½ E( T-TN) 2 , 
j j J 
and for each j, 
1' T 
E[IB. j ;(tj)(s(t)-~(tj))dt] = E[I8 ~(tj)]E J (~(t)-~(tj))dt 
J tj j tj 
'l' 
= E[IB. ;(tj)] J E(~(t)-;(tj))dt = O. 
J t. 
J 
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Thus 
,. 
E { ~2 {t)dt = T Ef;2 {TN) - E[TN;2 (TN.)] + ½ E( T-TN) 2 
N 
T TN 
:. ½ ,2 = E £ ~(t)dt = E £ e;2 (t)dt + 'I' E!;"'(TN) - E(TN~:"'(TN)] + t E(T-TN) 
TN 
= E i ;2 {t)dt + T[E;2 {TN) - ETN] + ½ ,-2 + ½ ETN2 - E[TNs2 (TN)]. 
Since E;2 (TN) = ETN {this holds for any stopping time taking values in 
a countable subset of a finite interval), we have 
TN 
ETN2 = 2(E[TN;2 (TN)] - E J s2 (t)dt), 
0 
and {b) is proved for TN. We now proceed to the limit as N - oo. We 
* have already noted that TN i T = min{T, ,-). Furthermore, by path 
* ~ T 
continuity, ; 2 {TN) -+ !;2 {T ) and J ;2 {t)dt - j ;;2(t)dt with 
0 0 
probability 1. Also, 
TN2 ~ ,-2, 
TN;2 (TN) ~ T[sup l;(t)IJ 2 = T[max(sup ~{t), inf ~(t))] 2 
ts;,- ts=T t~'I". 
< T max{[sup ~(t)] 2 , [inf ;(t)]2 ), 
TN ,. 
t~'t' ts=,-
and J ;2 (t)dt ~f s2 (t)dt. Since 
0 0 
E[sup !;{t)]2 = E[inf i;(t)] 2 = 2 i~ x;:~e-x2 / 2Tdx = 
ts=,- ts=T J 2TTT 0 'T < C,-J 
T 
* and E J ;2 (t)dt = ½ ,...~ < oo, 
o· 
(b) holds for T by the dominated convergence 
theorem. We now let T ... oo. If T ::S T, 
* * T ;2 (T) = T;2 {T) = max{a2 , b2 )T 
- 8 -
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if T > ,.-, 
and 
* -T 
£ 
T T 
,;2 ( t )d t = J ;2 ( t) dt ~ J max ( ae-', b; ! ) d t = ( . ., . ') max a'·-, b·- T 
0 0 
T T 
; 2 {t)dt = J 
0 
i;2 (t)dt ~ f max(a2 , b2 )dt = max{a2 , b2 )T ~ max(a:~, b2 )T. 
* 0 T 
* * Thus, both_ T ~2 {T) and r ~2 {t}dt are bounded by max(a2 , b2 )T and 
'b 
we know that ET< ro. Hence by the dominated convergence theorem, 
and 
T 
; 2 {t}dt .... E J 
0 
*2. 
as 't' .... oo. Furthermore, as T ... ro, T t T2 , so 
*2 
ET -+ ET2 
by the monotone convergence theorem, and that concluds the proof. 
Skorokhod's bound for the second moment of T follows as an 
irmnediate corollary from the above lenuna. 
Corollary. 
In the framework of Lenuna 3, 
4. A Skorokhod-type Embedding of {S
0
k) on Brownian Motion Paths. 
Skorokhod (1961) developed a method of representing the cumulative 
sums of independent random variables by a Brownian Motion evaluated at 
random times. In this section we extend this idea to represent (Snk'k=l, ••• , n). 
- 9 -
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Let (n1 , 31, P1) denote the probability space of ((x1 , Y1), (x2 , Y2 ), ••• ), 
(~, 32 , P2 ) the probability space of a Brownian Motion {s(t), t ~ 0) in 
its sample path forrm.ilation, and consider the probability space 
(n, 3, P) = (n1 X 02 , J1 x 32 , P1 x P2 ). Then in an obvious manner 
{x1 , Y1), (x2 , Y2), •.• and {s(t), t;::: 0) can be thought of as random 
variables on (n, J, P). In this framework, (x1 , Y1), {x2 , Y2 ), ••• are 
still independent random vectors following their original coTID11on distri-
bution and {s{t), t ~ 0) is still a Brownian Motion independent of (x1 , Y1), 
(x2 , Y2 ), •••• Let G c J denote the a-field of subsets of n induced by 
{X, n = 1,2, ••• ). From now on we work in this set-up. For two stochastic 
n 
processes we write {X(t)) ~ (Y{t)) to indicate the processes have the 
same distribution. 
Theorem 1. 
If condition 1 holds and if 4 a{x) = E[{Y-m(x)) Ix= x] exist for 
all x, then for every n, there exist stopping times Tn1 , ••• , Tnn of 
the Brownian Motion {E(t), t ~ 0) such that 
{a) {s 1, ••• , S ) ~ (e(Tl), ••• , E(Tl+ ••• + T )). n nn · n 
(b) Tn1, ••• , Tnn are conditionally independent given a. 
{c) EtTnklu] = a 2 (Xnk). 
(d) E[T~la] :S CS(Xnk), where C is a constant. 
Proof: 
Argue conditionally given G in the probability space (n, J, P). 
Clearly, (!;(t), t::: O} is still a Brownian Motion and is independent of 
Ynk- m{Xnk), k = 1, ••• , n. Furthermore, by Lenma. 1, the random variables 
Ynk- m(Xnk), k = 1, ••• , n are mutually independent with mean O, variance 
a 2 (Xnk) and fourth moment S(Xnk). The theorem is now proved by repeated 
applications of Skorokhod 1 s { 1961) Lemma -~ of Chapter 7, his Remarks 1 and 
2 following this lennna (pp. 167-168), and our Lemma j. 
- 10 -
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5. Convergence of Sample Paths of {Snk:) and an Invariance Principle. 
By means of the embedding theorem of the last section we now study 
the convergence of normalized cumulative sums of induced order statistics. 
The following is the main theorem of this section • 
Theorem 2. 
Under conditions 1-3, there exist processes c~(n)(t), 0 < t < 1} 
-:, - -
and a Brownian Motion (s(t), t ~ O} on a common probability space such 
that 
(a) for each n, 
(S(n)(t), O ~ t ~ 1) ~ (sn,[nt]/J n•(l) , 0 < t < l}, 
(b) for any sufficiently rapidly increasing subsequence 
(n.) 
sup ls J (t) - sC*Ct)tw(1))l - o a.s. 
<¼t~l 
Proof: 
(n.} 
J 
We shall prove the theorem in the context of the probability space 
(0, ~, P) and the Brownian Motion (s(t), t ~ O} described at the 
beginning of Section 4. For each n, construct random stopping times 
Tn1, ••• , T0 n of ;(t) as in Theorem 1. Then for each n, 
(sn,[nt]/Jnv(l) , 0 < t < 1) ~ ( l J nw(l) E(T 1+ ••• +T [ ] ) ,O~t~l} ... n n, nt 
d T 1+ ••• + T r t] ( ( n n,~n \ 1 '; nw{l) i' -:r~t~l~. 
Thus the processes 
( ) T 1+ ••• + T [ ] ( ~ n (t) - -( n n, nt ) 0 / t / 1} ~ - s nw(l) ' ~ ~ 
satisfy (a). We shall now show that these processes also satisfy (b). 
Arguing as in the proof of Theorem 13.8 of Breiman (1968), it will suffice 
to show that 
- 11 -
111111 •• 
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1 [nt] p 
sup In - ~ T k - Ht) I - 0 
~t~l k=l n 
as n - 00. Now 
+ sup ltn(t) - w(t)I, 
~t~l 
and the second term in the last expression converges to O a.s. by 
Lemma 2. It therefore remains to be shown that the first term converges 
to O in probability. Now for any e > 0 and n > 1/e , 
(7) I 
_1 [~t] 1 [nt] 
sup n LJ T - 1+' ( t) I = sup In - L {T k- a2 (X k)} I 
~t~l k=l nk n 1/n~t~l k=l n n 
k k 
< e sup lk-l 6 {T .- cr2 (X .)} I + sup lk-l ~ (T .-cr2 (X .)) I 
l~~[en] j=l nJ nJ [en]~k~n j=l nJ nJ 
We now apply Theorem l(b), (c), (d), the Hajek-Renyi (1955) inequality, 
and use condition 2 to get 
k (en] 
P [ sup I k - l ~ {T . - cr 2 (x . ) } I > x I G] < C Bx - 2 ~ k - 2 
1~~[ en] j=l nJ nJ k=l 
and therefore, 
(8) 
and 
k 
P[ sup lk-l ~ (T .- cr;:(x .)) I > xlG]::,: CBx-~~n([en]}-~, 
[en]~k~n j=l nJ nJ 
and therefore, 
- 12 -
-(9) 
k 
I 1 ~ I -2 -2 P[ sup k- LI {T .- a2 {X .)) > x] ~ CBx n{[e:n]) • [en]~ks;n j=l nJ nJ 
From (7), (8) and (9) we have for any 6 > 0 and e > 0, 
_ _1 [nt] lim P[ sup f n ~ Tnk- tn{t) I > 6] 
n-+ 00 ~t~l k=l 
k ~ lim P[e sup lk-l 6 {T .- cr2 (X .)) I > o/~~] 
n-+ co l~k~[en] j=l nJ nJ 
k 
+ lim P[ sup ,k-l 6 (T .- cr~·cx .)) I > 5/~~] 
n-+ co [en]~k~n j=l nJ nJ 
k 
= lim P[ sup jk-l 6 (T .- cr2 (X .)) I > 5/2e:] + ') 
n- 00 l~k~[en] j=l nJ nJ 
00 
< 4cBe2 6-2 ~ k -2 , 
- k=l 
which goes to O for any given 6 > 0 by allowing e to tend to zero. 
This concludes the proof. 
An immediate consequence of Theorem 2 is the following invariance 
principle. Let D denote the space of all functions on (0, 1] which 
are continuous at O and 1. and are right-continuous and have left 
limits on (o, 1). 
Theorem 3. 
Let H defined on D be continuous in the topology of uniform 
convergence. Let ( t;;( n) ( t) = s
0
, [ nt]/ J n+{l) , O < t < 1} and 
(:(t) = ;(t(t)/v{l)), 0 < t < 1) where (!;(t), t ~ 0) is a Brownian 
Motion. Then 
in distribution as n - co, 
- 13 -
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In particular, for H1(x(•)) = sup x{t) O~t~l 
and H2{x{•)) = sup lx(t)j O~t~l 
on D, we have the following corollary. 
Corollary. 
{a) lim P[ sup S [ t]/J nv(l) < X] 
n_. co C½:t~l n' n -
A 1 P/ t' ('"' )-"? -x · 2d 
= r ,TT e X 
LI 
-:>i. 
{b) lim P[ sup Is [ t]I/J nv(l) ~ X] ~ oo ~t~l n, n 
oo k (2k+l) A 1 :-,/0 
= ~ (-1) J (2n)-2 e -x '-dx. 
k::;:-oo (2k-l)A 
Proof: 
By Theorem 3, sup sn,[nt]/J n*(l) has the same limiting distribution 
~t~l 
as sup ;{,(t)/t(l)). Since F is continuous, w(t}/*(1) increases 
O~t~l 
continuously from 0 to 1 as t increases from 0 to 1. Thus 
{t(t)/t(l)lo ~ t ~ 1) = [o, 11. 
Hence 
sup ;(w{t)/w{l)) = sup ~(t), 
(b;t~l O~t~l 
and {a) follows from well-known results. The proof of (b) is exactly 
similar. {see, e.g., Freedman (1971), Corollary 29 and Proposition 34.) 
For simplicity, we have stated Theorem 3 for continuous H. However, 
this invariance principle holds for a more general class of functions 
(see Breiman (1968), Theorem 13.12). 
6. Testing a Specified Regression Function. 
Using the results of the last section, we can construct tests for 
a specified regression function. We want to test the null hypothesis 
that the regression function m{x) of Y on X in a bivariate distribution 
is equal to a specified function m0(x). Let (x1, Y1), •.• , (Xn' Yn) be 
independent samples from this distribution. We then compute the order 
- 14 
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statistics X 1, ••• , X of the X-observations and the induced order n nn 
statistics Y 1, ••• , Y of the Y observations, and let n nn 
k 
s k = ~ {Y j- m0(x . ) } • n j=l n nJ 
Then under the null hypothesis, 
(10) P[ max jsnkj/J nv(l) ~ X] 
00 k (2k+l) 1 :~, 
= ~ ( -1) J ( 2rr) -·::,· e -x 2 dx • 
k=l, ••• ,n 
00 
k=-oo (2k-1)1 
However, t(l) = J a 2 (x}dF(x) is unknown, but 
~ 
,. n n 
V (1) = n-1 'E {Y .- mo(x .)} 2 = n-1 ~ {Y.- mo(X.)) 2 
n . 1 nJ nJ . 1 J J J= J= 
is a consistent estimator of w(l) and (10) holds with w(l) replaced 
by i (1). We can now use the large sample level a test: 
n 
Test 1. 
Reject the null hypothesis if and only if 
where 
max lsnkj/Jn*n{l) ~ ""-a 
k=l, ••• ,n 
00 (2k+l)X i 2/ 
'E (-1l J a, (2rr)-2 e-x 2 dx 
k=~ (2k-l)Ao, 1 
The function H(x(•)) = £ x(t)dt 
= 1 - a. 
is also continuous on D and 
the invariance principle applies to the asymptotic distribution of 
1 1 
{nt(l)}-2 JS [ t] dt. 
0 n, n 
1 1 
Thus under the null hypothesis, {n¢(1))-2 JS [ t]dt converges in distri-
1 0 n, n 
bution to j s(w(t)/w(l))dt where s(t} is a Brownian Motion. It is 
0 1 
easily seen that J s(v(t)/w(l))dt is a normal random variable with 
0 -1 1 1 
mean O and variance (w{l)} J f ~(min{s, t))ds dt. Hence under the 
0 0 
null hypothesis, 
- 15 -
1 1 1 1 Is [ tJdt/(n J J ,Cmin(s, t))dsdtJ2 
0 n, n O 0 
is asymptotically normally distributed with mean O and variance 1. The 
function t(t) can be estimated from the sample by 
A -1 [nt] 2 
$ ( t) = n ~ {Y k- m0 {x k)) • n k=l n n 
. To see that i {t) is a uniformly consistent estimate of w{t), note that 
n 
sup It ( t) - w ( t) I < sup I* ( t) - t ( t) I + sup I,., ( t) - Ht) I 
~t~l n - ~t~l n n O~t~l n 
where t {t) is as defined in (2). 
n 
By Lemma 2, sup It (t) - v(t)I - 0 a.s., 
O~t~l n 
and it can be shown in a way analogous to the proof of Theorem 3, that 
,. p 
sup 
O~t~l 
Iv {t) - ~ {t)I - o. Hence, n n 
1 1,. p 1 1 J J * {min(s, t))dsdt _. J J v{min(s, t)dsdt, 
O O n O O 
and consequently, 
1 1 1 ,. 1 
W = J S [ t]dt / [n J J t {min{s, t))dsdt)2 n O n, n O O n 
is also asymptotically normally distributed with mean O and variance 1 
under the null hypothesis. We can now use the following large sample 
level ct tests: 
Test 2a. 
or 
Reject the null hypothesis if and only if 
w > ,-1<1-a), 
n-
Test 2b. 
Reject the null hypothesis if and only if 
W < ,-1{a), 
n-
where I is the cdf of a normal random variable with mean 1 > and variance 1. 
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By a little algebraic simplification, we have 
where Rnj 
n-1 n-1 1 
w = ~ (n-R j){Yj- m0(x. )) / [ ~ (n2 - R2 .)(Y .- m0(xj)) 2 ]~, n j=l n J J=l nJ J . 
is the rank of Xj among x1 , ••• , x0 • In this form, W n 
is computed easily. 
Test 1 would guard against all possible alternatives, whereas Tests 2a 
and 2b would guard against alternatives m(x) > m0(x) and m(x) < m0(x) 
respectively • 
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