Flow balance and homogeneity assumptions are needed to derive operational counterparts of M/M/I queue length and response time formulas. This paper presents relationships between the assumption errors and the errors in the queue length and response time estimates. A simpler set of assumption error measures is used to derive bounds on the error in the response time estimate, An empirical study compares actual errors with their bounds.
i. Introduction
It has been shown previously that the formulas for mean queue length and response time, = U S I-U and R = 'i-~7
are exact for flow balanced behavior sequences of single server queues in which arrivals and services are homogeneous [2, 3, 5] . These formulas are only estimates of the true values when applied to behavior sequences that do not satisfy the assumptions. Our goal in this paper is to show the relationship between errors in the assumptions and errors in the estimates of H and R. We will derive expressions for the exact values of the error and for bounds on the error, the latter being inspired by Kowalk [7] . Table I summarizes the notation [from 2, 3] .
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O p e r a t i o n a l D e r i v a t i o n of Response Time F o r m u l a
The important parameters of a queueing system are the arrival function and the service function. The arrival function A(n) gives the arrival rate during intervals when ~% jobs are in the system, The service function S(n) gives the mean busy time between completions when n jobs are in the system. These functions are specified as vectors of values where N is the maximum number in the system during the observation period. Note that A(N) = 0 since N is the maximum observed queue length; S(0) is undefined because no completions occur when the system is empty.
In introducing generalized birth death analysis, Buzen [4] showed that for any flow-balanced behavior sequence the queue length distribution p(n) is completely determined by the arrival and service functions. Later, Buzen and Denning I~] showed how the homogeneous arrival and service assumptions could simplify the analysis by reducing the number of parameters. We will review these assumptions and the analysis.
A homogeneity assumption replaces a function over a set of states with a constant value representing the mean of the function over those states. The homogeneous arrivals (HA) assumption makes the replacement
where the constant a is chosen to satisfy the identity
Thus, a = A/ (I-p(N)). The hor~ogenee~.s services (HS) assumption makes the replacement
where the c o n s t a n t b m u s t have value S to satisfy t h e identity FIGURE ~: Behavior sequence satisfying assumptions RA and HS.
H o m o g e n e o u s Arrivals
A c o n s e q u e n c e of the h o m o g e n e o u s arrivals a s s u m ptions is a simple relation b e t w e e n the m e a n queue l e n g t h s e e n by arrivals, ~A, and the m e a n queue l e n g t h s e e n by an outside observer, On collecting t e r m s , we obtain
This equation has the following interpretation: under homogeneous service, the mean response time is the same as if each job in the queue just after the arrival occurs takes exactly S seconds to be served,
H o m o g e n e o u s Arrivals a n d Services
Suppose both homogeneity assumptions hold in a flow-balanced behavior sequence. Combining Equations (2.1) and (2.2), we obtain
Little's law and the utilization law imply Sn = RU. Then
DL~eu~sion
Tables H and III summarize the assumptions and I-U for this ensemble (with probability I) as expected.
As an alternative to the homogeneous arrivals assumption, we could consider the representative arrivals (RA) assumption, which asserts directly that nA = n "-i,e,, the mean queue length sampled by arrivals is the same as the overall mean queue length. With this assumption, Equation (2.2) reduces directly to Equation The RA and HA assumptions agree on the set of infinite behavior sequences for which A(~)= A for all n _ 0. Because p(N) > 0 for every fl~nite behavior sequence, the set of finite sequences satisfying HA and HS is disjoint from the set of finite sequences satisfying RA and HS.
Robustness
Although there are infinitely many flow balanced behavior sequences satisfying both homogeneity assumptions, these assumptions strongly constrain the form of the data that may be observed. For such a sequence,
= aSA(n-1).
It follows that
N
In other words, a behavior sequence satisfies HA and HS if and only if the values {AIn), C(n), T(n)} are geometric series.]" Because it is unlikely that an arbitrary queueing system will satisfy these assumptions, the robustness question is of interest: how sensitive is the formula for R to violations in the assumptions? To answer this question, we need to measure the error introduced by each assumption and determine how the assumption errors perturb the results.
One approach is to fred an expression for the error between the actual value of R and the value estimated:
This tedious exercise is carried out in the Appendix; the results are summarized here, It is possible to group the error terms in Equation (3. i) to construct expressions for the error in each assumption. Table IV shows the results (from the Appendix). The errors for HS and HA are weighted relative errors, the weights being proportional both to a distribution (C(n)/C for HS and p(n)/ (l-p(N)) for HA) and to the queue length n. The relative errors are measured with respect to the assumed rather than the actual values, Table V shows the relative errors between the two previous formulas and the true values of response time.
R .) The zth t~er consists of a sequence whose data are IA(n), C(n), T(n) ] n;zN-/+, I. This tier includes arrival and completion events acting as "stubs" connected to level n=N-i. The i-, ~t tier is expanded as follows: the C(N-z) completions are distributed arbitrarily among the stubs, with one completion at the rightmost stub; arrivals are also distributed so that each completion matches a previous arrival, w~th one arrival at the leftmost stub; finally, nonzero intervals are inserted between arrivals and completions to consume all of T(N-i). This process starts with i=0 and a s~ng]e, empty stub. It terminates with i=N and a behavior sequence whose data match those given. 
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Error Boumds
The error measures in Table IV allow an exact formulation of the errors in the response time estimates. Unfortunately, the computation of these error measures requires detailed knowledge of the arrival function, the service function, and the overall queueing distribution. In this section we use a simpler set of error measures, the worst-case deviations of quantities from their assumed values. By taking bounds and employing the triangle inequality, we can convert the previous results into bounds on the errors in the response time estimates.
Error Bound Measures
Table VI shows a different set of error measures for the four assumptions. The quantities 275. and EA are the maximum relative errors between the actual value of the function (service or arrival) and the assumed constant value. Unlike the error measures of the previous section, those in Table V/ do not reflect the individual errors at each queue length; they can lead only to bounds on the errors in the response time estimates. Table VH shows the relations between the error measures of the previous section and the error measures of Table " 9"I. These relations are derived by taking magnitudes of the measures in Table IV , applying the triangle inequality, and expressing the results in terms of the Table V/measures. These relations then give bounds on the magnitudes of the error formulas in Table V.  Table V /H summarizes these bounds.
As before, relative error is defined with respect to the estimated value. Thus, if p is the relative error for a formula F, the true value of the mean response time R satisfies (l-p) F <_ R ---( 1 +p) F; equivalently [(l-p)F, (l+p)F] is a i00~ confidence interval forD.
The formulas in Table V /l] can also be derived by a method similar to Kowalk's [7] , which annotates each step of a derivation with a bound on the error present at that step. Because the algebra is similar to that appearing in the derivations for exact errors (Table V) , we did not use Kowalk's approach in writing this paper. We have, however, verified that his approach leads to the same results.
Dtscus qion
Both error bounds in Table VIII can be viewed as a product of a magnification factor and a sum of error terms. The magnification factor for the first formula can be very large if p (/V) is near i/(N+ I). The magnification factor for the second formula is i. The sums of error terms differ only in the terms expressing the arrival error. Depending on N and p (N), the error in the first formula can be either larger or smaller than the error in the second formula.
The intersection of the 100Z~ confidence intervals for the two formulas is a smaller 100% confidence interval containing the true value of the response time. In some cases the intersection will be significantly smaller and will provide a useful estimate for the exact value of the response time.
Note that a confidence interval corresponding to either formula can be shortened at either end to be consistent with the constraint S<_R<_T.
The following example illustrates statements that can be made with the help of these error formulas. Suppose that the given observation is flow balanced and that each homogeneity assumption has at most 10% error. In t.[~is ease, the relative error for the second formula, R~= S/(1-U),isp~ = 0.21n + 0,i. If we also know that S = I0 seconds, U = 50%, and ~ = 1 job, then we estimate /~2 = 20 seconds; P2 = 0,31
The 100% confidence interval is [R2(I-p2), R2(I+P2)] or
Now, if we are also given that N = 4 and p(N) = 0.02, we fund the response time estimate and its error for the first formula: Rl = 18,75 seconds', Pl = 0.33
for which the confidence interval is 12.55 -< R (ecru=l) -< 24,94
In this case, the intersection of the two intervals is slightly smaller either of the intervals. 
Study
To assess the differences between the exact errors and the error bounds, we conducted a small simulation study of behavior sequences of M/N[/1 ensembles.
Ten flow balanced behavior sequences consisting of 2000 arrivals were randomly generated, Interarrlval times were drawn from an exponential distribution having mean 1.0; service times were drawn from an exponential distribution having means ranging from 0. i to 0,95. This produced behavior sequences with a wide range of utilizations, For each behavior sequence, all quantities needed to compute the response time estimates and their error bounds were measured. For each estimator, the actual relative error and its bound were computed. Table IX summarizes the results', each row represents a single behavior sequence. These data confirm the tendency for the assumption errors and result errors to grow in magnitude as U approaches i.
Because the values of p(N) were always less than 0,001 in our experiments, the two estimators were similar, (We did not study behavior sequences in which :D (N) is significant, for example, the bottleneck of a closed system.) While the actual errors in the estimates were mostly under 5~ and always less than 87~, the error bounds were 20-100 (or more) times the magnitudes of the actual errors, Error bounds denoting i00~ confidence intervals around the estimated value of R may be too loose for practical application of error analysis,
Conclusions
This paper illustrates an operational sensitivity analysis -the evaluation of the error between the value of the response time estimated from a formula such as R = S/(I-U) (using observed values of S and U) and the actual value of response time observed in a given behavior sequence, The error analysis verifies that response time estimates tend to be less reliable for heavily-utilized systems than for lightly-loaded ones. The error analysis shows that the value of :D (N) is unimportant in a lightly-loaded system but may be important in a heavily-utilized one.
Several additional research directions are apparent. One is to extend this analysis for the response time formula to M/G/I systems, Kowalk has worked out error bounds for this case [7] and we have sketched out an exact analysis [ i], Another direction is to generalize the confidence interval analysis to deal with this form of question: "Suppose E(e 1 ..... ek) is the result error when the errors of the k a s s u m p t i o n s are e, . . . . . era, and s u p p o s e a fraet i o n p of behavior s e q u e n c e s have a s s u m p t i o n e r r o r _< e~, for all i; what is the l a r g e s t f r a c t i o n q of behavior s e q u e n c e s having result e r r o r -< E(e ~ . . . . . e~)?" If the k a s s u m p t i o n s are i n d e p e n d e n t , q = p~. In general, however, e r r o r s of different a s s u m p t i o n s may be c o r r e l a t e d . This question r e q u i r e s a careful analysis, It could circ u m v e n t the difficulty, n o t e d in the e m p i r i c a l study, t h a t the p = 100Z e r r o r bounds are too loose, by giving m u c h t i g h t e r bounds for large s u b s e t s of behavior s e q u e n c e s , A final d i r e c t i o n is the e r r o r analysis of p e r f o r m a n c e m e t r i c s for closed s y s t e m s , In closed queueing n e tworks, for example, e r r o r s in e s t i m a t e s of m e a n service times are a t t e n u a t e d as t h e y p r o p a g a t e to s t a n d a r d m e t r i c s [8, 9] . It r e m a i n s to investigate w h e t h e r m o r e primitive assumptions, s u c h as n e t w o r k h o m o g e n e i t y [3, 6] , are similarly attenuated.
A c k n o w l e d g e m e n t s
We are grateful to Jeffrey Buzen for his suggestions on an early draft of this p a p e r and to Woifgang Kowalk for inspirations on e r r o r bounds, NSF s u p p o r t e d p a r t of this r e s e a r c h at P u r d u e University t h r o u g h g r a n t MCS78-01729.
R e f e r e n c e s ,~plmendix
If assumption HA is not satisfied, a correction term must be added to Equation ( .
1-~(N)
Solving for the relative e r r o r gives the first e r r o r formula in Table V The t e r m s in p a r e n t h e s e s are the relative e r r o r shown in Table V. 
