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power and influence; yet, the process is opaque with little public accountability. Given 
search engines’ ubiquity of use, and the perception that they are a public service, the 
profit model of selling user data raises unique ethical concerns. This paper identifies 
these ethical concerns and proposes guiding theories for how ethical internet search 
should work in democratic societies. We apply a disclosive computer ethics model to 
internet search, evaluating the concerns against principles of justice, freedom, privacy, 
and democracy, and then considering how ethical theories could be applied through laws 
and regulation, societal norms, market forces, and technological architecture. We argue 
that current governance approaches are insufficient to address these concerns. Our 
research shows these concerns are especially troubling given the surprising lack of 
transparency for something so universal and integral for the navigation of daily life. 
Search engine companies have become the gatekeepers of knowledge, yet 
innovations in technology outpace public awareness of the inherent ethical 
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Search engines are increasingly the doorway through which people access the 
nearly infinite world of knowledge, making them the world’s most powerful information 
gatekeepers. There are inherent conflicts of interest in the interdependence between profit-
driven search engines, the content and ads competing for visibility, and the often irrational 
and fickle public’s attention. As an integral part of so many people’s navigation of daily 
life, the power and influence of search companies are immense; yet, there is little public 
accountability. This concern is amplified for companies such as Google who wield a virtual 
monopoly in the search industry. Given search engines’ ubiquity, essential functions, and 
the perception that they are a public service, the profit model of selling user data raises 
unique ethical concerns. As such, democratic societies need a code of ethics to address 
internet search. 
The function of using internet search engines presents unique ethical challenges. 
After examining the literature, it is apparent that the ethical principles used in the 
governance of existing public services are insufficient for the governance of search engines 
and the current model of private sector, self-regulation is insufficient to ensure ethical 
conduct in search engines. If public sector, government policy and oversight is needed to 
ensure ethical conduct in search engines, then what ethical principles should be practically 
applied? Furthermore, as companies that operate search engines as a service share many 
similarities with public utilities, the premises of our argument stem from the presumption 
that search engines are functionally a public service with respect to the ethical 
considerations of the provided search services. 
Our thesis is broadly focused on understanding the ethical concerns associated with 
the widespread use of search engines with the goal of identifying guiding ethical theories 
of how internet search should work in democratic societies. In doing so, we examine what 
makes search engines so influential, what are the stakes associated with their governance, 




In examining these questions, we identify guiding ethical principles that should be 
used to govern how internet search companies develop and use search engines. We evaluate 
those principles against a framework based on concepts of freedom, justice, and happiness, 
as a set societal values typically associated with democratic societies. We do this by 
applying Phillip Brey’s Disclosive Computer Ethics Model. The Brey model is a process 
of measuring a technology’s opaque or hidden consequences against the foundational 
moral values of justice, freedom, privacy, and democracy.1  
This process begins with disclosing the ethical issues that may not be apparent, then 
with considering those issues according to ethical theories, and finally, by considering how 
those ethical theories could be applied. When applying the model, we examine how search 
companies have codified ethics and values in their policies, how government has attempted 
to codify values in laws and regulation, and how the informal constraints of societal norms, 
market forces, and technological architecture, referred to as code, have served to enforce 
or undermine these values.2 
The role of search engines can be understood in several ways, including from the 
perspective of the searcher, that of the search provider, and that of content creators and 
advertisers, and each raises its own ethical questions. This study examines the ethical issues 
involved through the above perspectives. We analyze the ethical frameworks as applied to 
search algorithms by their usefulness in respecting human rights, truth, and doing the least 
harm and the most good.  
After identifying public and private sector policies and ethical principles relevant 
to search engine technology, we apply Phillip Brey’s model of Disclosive Computer Ethics, 
which is a process of disclosing hidden issues, engaging ethical theories to investigate these 
issues, and translating these findings into real world applications.3 Our analysis is 
structured using Brey’s four foundational moral principles of justice, democracy, freedom/ 
 
1 Philip Brey, “Disclosive Computer Ethics,” ACM SIGCAS Computers and Society 30, no. 4 
(December 1, 2000): 10–16. https://doi.org/10.1145/572260.572264. 
2 Lawrence Lessig, Code, Version 2.0 (New York: Basic Books, 2006), 123. 




autonomy, and privacy.4 Our ethical analysis incorporates a broad range of theories, with 
emphasis on those specifically relevant to search engines, such as distributive and 
epistemic justice theory, and frameworks such as consequentialism, and social contract 
theory. Our research uses these principles and frameworks to consider the ethics of search 
engines from four primary perspectives: the individual searcher, the world of knowledge, 
and governance by both the public and private sectors. 
  
 
4 Brey, 14. 
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In considering the application of ethical theory to search engines, we examined 
various means of promoting ethical conduct. One of the more practical methods we 
examined is that of Lawrence Lessig, who proposes that behavior in cyberspace is shaped 
through four primary constraints: laws, societal norms, markets, and code.5 Our research 
examined how these forces exert influence or could be leveraged differently in service to 
the moral principles at stake with the widespread use of search engines. Of Lessig’s 
methods, we gave special attention to the law, in governmental legislation and court 
rulings, as well as private corporate policy. This area is perhaps the most concrete and 
transparent of the four forces and is currently a battleground over conflicting interests. 
In this chapter, we address several relevant and fundamental concepts related to 
search engines and the function of internet search. These concepts include an explanation 
of what is meant by internet search, why internet search should be governed as a public 
service, a review of governance concepts that are relevant to internet search, and a brief 
introduction to a number of ethical principles and how those principles are relevant to 
internet search. 
A. WHAT IS SEARCH? 
The internet search process is the process of finding information that answers 
specific search inquiries and involves using an interface that interacts with a search engine, 
typically query-based, in finding and organizing information found on the internet, 
matching information to the individual inquiry, then presenting that information. 
Throughout this paper, we will use search as a term of art to refer to this process. Halavais 
provides a concise definition of search, useful for the purposes of this research, as “an 
information retrieval system that allows for keyword searches of distributed digital text.”6 
Without delving into the complex and technical description of how the search function 
 
5 Lessig, Code, Version 2.0, 123. 
6 Alexander Halavais, Search Engine Society, Oxford: Polity Press, 2008, 5. 
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operates, “the user-interface portion of the search process is quite straightforward and can 
be summarized in terms of two steps: (1) a user enters search term/phrase or ‘keyword’ in 
a ‘search box’; and (2) the search engine returns a list of relevant Web ‘pages’ that typically 
include hyperlinks to the pages listed.”7 
While search engines are perhaps the most commonly used tools for finding 
information on the internet, the process is far from transparent. This lack of transparency 
is in part due to the proprietary nature of the algorithms that are used in a given search 
engine, and also due to the technical complexity of the process of finding, organizing, and 
displaying content. 
Google did not invent the search engine, but the improvements it made were more 
revolutionary than the creation of early tools like WebCrawler and Alta Vista. Larry Page 
and Sergey Brin founded the company as Stanford doctoral candidates in 1998 and their 
crucial innovation was essentially to crowd source authoritativeness.8 At the time, existing 
search engines returned results based on the frequency of a searched term on a webpage; 
this meant often the top result would be a page of jokes or an unrelated page embedded 
with loads of popular search terms in order to game the system. Google overcame this by 
ranking results by the frequency that a web page was referenced by other sites. The page 
with the most others linking to it was more likely to be a true authority, and therefore, the 
best result for that search. Naturally, this system too can be gamed, and a sort of arms race 
/ partnership evolved between websites trying to jump ahead in search rankings, and 
Google’s continuous tweaks to its algorithms. 
The second revolutionary breakthrough for Google occurred in 2000, when it began 
using the process of A/B testing to determine user preferences.9 Users sometimes notice 
they are seeing the same news story twice with different headlines, indicating they may 
 
7 Herman Tavani, “Search Engines and Ethics,” in The Stanford Encyclopedia of Philosophy, ed. 
Edward N. Zalta, Fall 2016 (Metaphysics Research Lab, Stanford University, 2016), 
https://plato.stanford.edu/archives/fall2016/entries/ethics-search/. 
8 Seth Stephens-Davidowitz, Everybody Lies: Big Data, New Data, and What the Internet Can Tell Us 
about Who We Really Are. 1st ed. (New York, NY: Dey St, an imprint of William Morrow, 2017): 60–62. 




have been a subject in an A/B test. This process is simply presenting two versions of an ad, 
graphic, or text to different people randomly, and seeing which version gets more clicks. 
This sort of test is often done in social science experiments, but Google has unprecedented 
scale and freedom.10 The company began constant testing of everything from shades of 
blue to webpage layout. However, the real power of this testing was seized by political 
campaigns in 2012, when President Obama’s campaign estimated they raised an additional 
60 million dollars with a single A/B slogan test.11 While far from perfect, this cheap, 
constant testing of preferences allows advertisers or others seeking viewers to break down 
our self-regulation and take influence beyond the level of focus groups and guess work to 
unprecedented levels of efficiency.  
B. SEARCH AS A PUBLIC SERVICE 
In some ways, the internet has gone the way of all communications 
mediums past. After a few decades of unbridled expansion, the web has 
fallen under control of a few giant corporations that are essentially too big 
to fail, or at least too big to fail without taking down vast portions of global 
business with them.12 
Americans often see privatization as a potential cure-all for government 
inefficiencies, such as the prison system, but conflicts of interest can lead to violations of 
the public trust. While search engines have always been run by private companies, their 
function and scope has evolved into a role many would classify as a public service or 
utility.13 Shore suggests that some public services can be effectively run privately if they 




11 Stephens-Davidowitz, 211–214. 
12 P. W. Singer, and Emerson T. Brooking, Likewar: the Weaponization of Social Media (Boston: 
Houghton Mifflin Harcourt, 2018), 52. 
13 Safiya Noble, “Algorithms of Oppression.” Seaside, California, November 28, 2018. 




This kind of regulation and oversight is likely to cut into profits. Assuming 
regulation to protect the public interest includes restricting the ways search companies 
profit from selling users’ personal data, what then would be the incentive to provide the 
service and ensure quality? The example of public utilities presents several options. Some 
are paid through a subscription or billing, which can be optional (phone) or mandatory 
(911), and flat fee (trash) or consumption-based (water). Other services are funded entirely 
through local and/or federal taxes. This may appear to be an unpromising option, but the 
importance of search to public life could conceivably fit into America’s principle of using 
the commonwealth for the common good. 
This principle was revived by Theodore Roosevelt in 1910 as he condemned 
corporate trusts and the concentration of wealth and power, and his concerns sound familiar 
today. “Corporate expenditures for political purposes, and especially such expenditures by 
public-service corporations, have supplied one of the principal sources of corruption in our 
political affairs… the way out lies, not in attempting to prevent [trusts and monopolies], 
but in completely controlling them in the interest of the public welfare.”15 Recognizing the 
structural and ideological barriers to enacting these changes, he could only appeal to 
Americans’ higher ideals; “those who oppose reform will do well to remember that ruin in 
its worst form is inevitable if our national life brings us nothing better than swollen fortunes 
for the few and the triumph in both politics and business of a sordid and selfish 
materialism.”16 
The public-private dichotomy is not the only way to classify the options. Goodman 
and Loveman suggest that “there is a third perspective: the issue is not simply whether 
ownership is private or public. Rather, the key question is under what conditions will 
managers be more likely to act in the public’s interest.”17 This argument points out that 
 
15 Theodore Roosevelt, “New Nationalism.” presented at the Dedication of John Brown Memorial 
Park, Osawatomie, Kansas, August 31, 1910. http://teachingamericanhistory.org/library/document/new-
nationalism-speech. 
16 Roosevelt. 
17 John B. Goodman and Gary W. Loveman, “Does Privatization Serve the Public Interest?.” Harvard 




both public and private managers of services may act in the public’s interest, or go against 
it; the deciding factors are what actions are incentivized and whether managers can be held 
publicly accountable.18 They also conclude that privatization is more likely to serve the 
public interest in fields that are more competitive. Therefore, our analysis of privately 
managed search will include the question of how competitive the field actually is. We will 
also use this concept of “pragmatic privatization” to consider mechanisms of accountability 
and incentives appropriate for the private provision of a public good. 
C. METHODS OF GOVERNANCE 
Policy and regulation are often considered the same thing, especially regarding 
public policy, which is commonly understood as the “system of laws and regulatory 
measures” governments and their representatives use regarding a given issue.19 It is 
important to note the relationship between laws and regulations and the differences in 
meaning associated with regulation.20 On one hand, regulation refers to systems put in 
place to influence behavior, such as nudging or other forms of manipulation.21 More 
commonly, however, regulation refers to “policy rules enacted by ‘regulators,’ in the sense 
of administrative bodies endowed with regulatory or decisional competences by a 
legislator.”22 Black describes regulation as “the sustained and focused attempt to alter the 
behaviour of others according to defined standards or purposes with the intention of 
 
18 Goodman and Loveman. 
19 Dean G Kilpatrick, “Definitions of Public Policy and the Law,” National Violence Against Women 
Prevention Research Center, Medical University of South Carolina, https://mainweb-
v.musc.edu/vawprevention/policy/definition.shtml. 
20 Mireille Hildebrandt, “Algorithmic Regulation and the Rule of Law,” Philosophical Transactions of 
the Royal Society A: Mathematical, Physical and Engineering Sciences 376, no. 2128 (September 13, 
2018): 2–4, https://doi.org/10.1098/rsta.2017.0355. 
21 Hildebrandt, 4–5. 




producing a broadly identified outcome or outcomes, which may involve mechanisms of 
standard-setting, information gathering and behaviour modification.”23 
The defined standards or purposes are set forth through policy, which can be 
described as a set of principles that address societal values and serve as a framework for 
implementation of rules. In the case of public policy these rules are typically found in 
regulations and laws. Whereas in private policy, these rules often explain company values 
or manifest as legally binding contracts, especially with terms of service. While both 
private and public policies are certainly shaped by existing societal values and norms, one 
significant distinction is that a primary function of public policy is to safeguard social 
welfare.24 While private regulation is often formed in the context of existing public policies 
and regulations, in the context of emerging technology, such as internet search, private 
regulation is often formed independently from existing regulation, and at best, only loosely 
guided by existing policies that might not account for emerging technology. 
Perritt asserts that private regulation of the internet holds significant advantages 
over public regulation, specifically that private regulation “more fully realizes the ideals of 
liberal democracy than traditional government,” that private entities “are more effective 
than public institutions in determining and applying norms of those affected by their 
application,” and that traditional public institutions cannot be effective in regulating [the 
internet]”25 Cafaggi and Renda support this assertion, suggesting that many forms of 
private governance seek desirable societal goals, although they admit that there are other 
cases where private interest do not align with public interests, and in some cases “fail to 
protect democratic values.”26  
 
23 J. Black, “Critical Reflections on Regulation,” Australian Journal of Legal Philosophy, no. 27 
(2002): 1–35. http://www.austlii.edu.au/au/journals/AUJlLegPhil/2002/1.pdf, quoted in Hildebrandt, 
“Algorithmic Regulation and the Rule of Law,” 4–5. 
24 Fabrizio Cafaggi and Andrea Renda, “Public and Private Regulation: Mapping the Labyrinth,” The 
Dovenschmidt Quarterly, no. 1 (2012): 16. 
25 Henry H. Perritt, Jr. “Towards a Hybrid Regulatory Scheme for the Internet.” University of Chicago 
Legal Forum 2001 (January 1, 2001): 215–613. 
26 Cafaggi and Renda, “Public and Private Regulation,” 17–18; Perritt, “Towards a Hybrid Regulatory 




Balkin describes how governments are increasingly holding tech companies liable 
for content on their platforms, because they are easier to identify than countless anonymous 
end users and because they have technical capability superior to state regulators.27 This 
pattern has led to the evolution of private governance of public spaces online, as “these 
companies learned that they had to govern—that is, promulgate and enforce the values and 
norms that their communities stood for.”28 As platforms for social media and search 
determine community standards, appropriate speech and enforcement mechanisms, they 
developed vast bureaucracies, “which are effectively governance structures.”29 
While public policies for search are surprisingly absent, it is not surprising that 
growing distrust over the underlying intentions of governmental regulation of search as 
well as a perceived inability to effectively regulate something as complex as search have 
led public policymakers to rely on private governance and regulation over public regulation 
approaches.30 Despite this, there is increasing public demand for some sort of policy to 
address the ethical concerns of search.31 
In such cases where regulation is either difficult or impossible, public policy often 
serves to codify societal values and bring attention to concerns without going so far as to 
implement regulation or other legal restrictions. As such, regulation acts as the extension 
and application of policy, in that it generally provides specific rules and instructions for 
the implementation of policy. In general, regulation can be categorized as being private, 
public, or some form of public, private hybrid. The distinction between approaches is both 
obvious and noteworthy as there are different advantages and disadvantages and different 
inherent responsibilities for the entities involved. 
 
27 Jack M. Balkin, “Free Speech Is A Triangle.” Columbia Law Review 118, no. 7 (2018), 2011–2056. 
https://www-jstor-org.libproxy.nps.edu/stable/26524953. 
28 Balkin, 2012. 
29 Balkin, 2012. 
30 Cafaggi and Renda, “Public and Private Regulation,” 16. 
31 Surveys conducted by spreadprivacy.com find that 60% of Americans believe the right to privacy 
should be included in their state and federal constitutions. 80% support a national privacy law protecting 
them from corporate data misuse, and 83% believe individuals or government agencies should be able to 




While the development of specific regulations applicable to search is beyond the 
scope of our research, understanding the relationship between policy and regulation and 
how the underlying ethical principles found in policy manifest into regulation is relevant 
to identifying and developing an appropriate and practical ethical framework for search.  
D. PREDOMINANT ETHICAL THEORIES 
For ethical guidelines to be comprehensive, they must be internalized by the people 
using and controlling services, and codified in policies. This is an ongoing and difficult 
effort considering the global nature of the internet and the explosive rate of innovation. 
Moor notes that emerging technologies tend to create two kinds of vacuums: a policy gap 
regarding normative rules and policies; and vacuums regarding conceptual frameworks that 
allow us to understand the issues at hand.32 He uses this distinction to reason that the 
conceptual “muddle” must first be clearly resolved, after which the policy gap can be 
assessed to determine whether existing policy can be applied or extended.33 Creating new 
policies without first addressing the conceptual gap would result in inadequate or even 
counterproductive policies. 
With this in mind, we examined a broad range of traditional and emerging ethical 
concepts and theories with emphasis on those specifically relevant to search. From this 
perspective, we reviewed consequentialism and deontological ethics to determine their 
relevancy in search.34 In terms of governance, relevant policies often included elements of 
both consequentialism and deontology, an apparent attempt to balance maximizing the 
 
32 James Moor, “Reason, Relativity, and Responsibility in Computer Ethics,” in Readings in 
CyberEthics, ed. Richard Spinello and Herman Tavani (Sudbury, MA: Jones and Bartlett, 2001): 36–50. 
33 Moor, 36–60. 
34 While there are several modern philosophical approaches that seek to connect “empirical and 
interpretive social science to normative claims of truth, morality and justice,” for emerging issues in 
modern societies, relevant to the societal implications of search, most do not lend to a meaningful 
evaluation framework. Claudio Corradetti, “Frankfurt School and Critical Theory” The Internet 
Encyclopedia of Philosophy,” accessed August 26, 2019, https://www.iep.utm.edu/frankfur/; James 





good and protecting rights, which is a simple description of the distinction between the two 
ethical theories. 
Consequentialist theories assert that normative ethical principles are entirely 
contingent on the consequences of a given act or coincident to a relevant feature of said 
act.35 Perhaps most well-known, classic utilitarianism is a form of consequentialism that 
asserts an act is only morally right if it produces “the greatest happiness for the greatest 
number.”36 With this in mind, utilitarianism is focused entirely on the consequences of an 
action in terms maximizing the greatest good, or utility, and is not concerned so much with 
the moral implications of the actions, going so far as to deny any moral relevance of 
anything other than the consequences.37  
Even with its apparent simplicity, consequentialism presents a number of difficult 
problems in determining what exactly is meant by good, an epistemic problem regarding 
how anyone could measure overall utility and thus what is right, and how such 
consequentialist approaches interact with non-consequentialist ideas of justice and 
liberty.38 A common criticism of utilitarianism, in governance and in general, is that it 
allows for and even requires injustices if that would maximize the overall welfare, which 
is often seen disproportionately affecting minority populations.39 Despite such criticism, 
utilitarian-based frameworks are often found in modern governance that tend to focus on 
maximizing the overall welfare, as the good, in a society.40 It is not surprising that 
governance based on this type of welfarist consequentialism tends to struggle in balancing 
 





39 Jan-Erik Lane, The Public Sector: Concepts, Models, and Approaches, 3rd ed. (London: SAGE, 
2000): 270–271; Julian Lamont, and Christi Favor, “Distributive Justice,” The Stanford Encyclopedia of 
Philosophy (Winter 2017), edited by Edward N. Zalta, 
https://plato.stanford.edu/archives/win2017/entries/justice-distributive/. 




societal welfare against individual liberties, equality, and other stated rights—all of which 
are seen to have no inherent moral qualities.41 
Mill famously addressed this very concern in discussing liberal principles, in stating 
“the only purpose for which power can be rightfully exercised over any member of a 
civilized community, against his will, is to prevent harm to others.”42 This concept, 
whereby restricting individual liberties. can only be ethically based on the prevention of 
harm is referred to as the Harm principle.43 The Harm principle is commonly used in 
criminal law, and is often a foundational principle in public policy and regulation.44 There 
are however problems with application of this principle in search, primarily stemming from 
legal exemptions found in many democratic societies. 
A notable exception to the application of the Harm principle in policy and 
regulation is in the area of free speech, which carries significant weight within the context 
of search. While free speech and freedom of expression are considered essential societal 
values of liberal democracies such as the United States, whose governments offer wide 
protections to what is considered a right, application of the Harm principle places limits on 
what speech the government will protect and in some cases what speech is restricted. Some 
scholars argue that speech should never be prohibited due to the difficulty in identifying 
harm through speech alone.45 In terms of search, there are two main concerns for 
governance that involve potential harm from the organizing and presentation of 
information, and from the content of information. 
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Deontological ethics refer to normative theories concerning what actions are 
morally prescribed, or rather what should be done, and are typically based on some set of 
rules or duties.46 Deontology is a non-consequentialist approach to ethics that does not 
base morality purely on the subsequent effects of an action but instead observes actions as 
having a moral quality in themselves, based on the reasoning behind those choices and 
actions.47 
Contractarian deontological theories are often used in governance and center 
around principles that people would accept as a social contract.48 Often referred to as social 
contract theories, these approaches share the idea that there is some normative property 
inherent in the social contract that enables individual consent to collectively enforced 
agreements.49 Contractarian frameworks do not focus on measures of utility but instead on 
the those principles that enable social contracts, often through concepts of justice and 
fairness, which are essential to acceptance of distributive justice systems whereby 
individual liberty is balanced against equality.50 
Other approaches rely on the principles of democracy and focus concepts of 
legitimacy based on protection, productivity and majority consent.51 The crucial point to 
these approaches is the idea of rational consent. Modern political theories on governance, 
as well as many governments, are based on social contract theories that focus less on duties 
and more on principles of justice that are needed to administer the various institutions of a 
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society.52 Like consequentialist theories, deontological ethics also struggle with balancing 
duties and rights to determine whether or not an action is moral. 
The tension between these ethical theories has a parallel in ideas about the nature 
of truth. Subjectivism, or alethic relativism, argues truth is not the same for all, as truth is 
constructed differently through individual contexts and interpretations.53 Realism counters 
that the world exists independently of our interpretations; our thoughts and claims about 
the world are therefore objectively true or false.54 Lakoff and Johnson suggest that, while 
these two schools of thought share a desire to understand the world and make valid 
contributions toward that end, they are both limited by being too absolute.55 They propose 
a theory of “experientialist” truth that acknowledges real things exist independently of our 
interpretations, and these constrain the possible subjective interpretations.56  Meaning is 
not objectively structured or subjectively unstructured in this theory, but partially 
structured by direct experience or indirect “metaphorical” experience.57 For example, the 
statement, “the fog is in front of the mountain” seems objective and verifiable, yet the fog’s 
location is relative to human perspective, and “fog” and “mountain” are defined 
inseparably from human experience.58 Lakoff and Johnson’s theory attempts to reconcile 
the subjectivist understanding of the internal with the objectivist understanding of the 
external, allowing each to compensate for the limitations of the other. Their experientialist 
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account of truth considers a statement true “in a given situation when our understanding of 
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III. COMPUTER ETHICS 
Computer ethics, later called information ethics, was first developed in the 1940s 
by Norbert Wiener to describe the social and ethical implications of computers and the 
internet.60 This new branch of ethics addressed ethical issues in terms of existing theories 
and methods. In cases where those might be insufficient, this approach suggested applying 
principles of freedom, equality, and benevolence.61 Nearly half a century later, computer 
ethics began incorporating professional ethical codes for software and computer 
development and use, separate from issues that arise from using simply using computer 
technology, with a focus on professional responsibility and the global nature of computer 
ethics.62 
There is debate among cyber ethicists about the degree to which the digital age 
presents new and unique moral questions. Some say traditional ethical frameworks apply 
no differently online than offline, while others argue they are not sufficient to cover new 
technologies. Deborah Johnson reconciles these sides by acknowledging that, while human 
activity mediated by computers has new features, it is not a new category of human 
behavior.63 In her analogy, internet ethics are a new species, but in the same genus as 
traditional issues. Existing ethical frameworks may be applied, but only by scrutinizing the 
character of the technology’s effect on behavior and considering the ways it is similar and 
different from offline behavior. Johnson advises that this process allows ethical concerns 
to be addressed through internalizing norms of acceptable behavior, rather than merely 
looking for a technological or policy fix for immorality.64 
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Johnson suggests that experts disagree on this issue based on their personal vantage 
point. Those approaching internet ethics from a technology field tend to overemphasize the 
unique aspects of computers, networks, and algorithms. Others coming from an ethics 
approach tend to focus on universal human values and behaviors.65 
In this section, we examine how search could present a unique type of ethical 
dilemma, similar but crucially different from a traditional information catalog, and what 
the consequences could be. Johnson identifies three unique facets that make online 
interaction ethically distinct from offline: scope, anonymity, and reproducibility.66 James 
Moor adds to this by arguing that computers are different from other technology because 
they are not designed for a single use.67 Norms and laws can be more easily applied to a 
tool with a clearly defined use, such as a printing press, but a computer is a tool for nearly 
infinite purposes. We consider these, and others that distinguish search engines in 
particular. 
A. SEARCH ENGINE ETHICS 
Within the branch of computer ethics, search engine ethics is relatively new and as 
such there are to date comparatively few academic publications focused on the ethical 
implications of search. Despite this, there are several common concerns related to 
accountability, bias, democracy, and transparency that can be found in the literature.68 
One relatively new ethical implication related to search is that of corporate 
accountability and moral responsibility. The information environment that shapes the 
social construction of reality is increasingly controlled by private corporations. And these 
private, for-profit companies are the new gate keepers of public information, with a 
business model of advertising and personal data collection, absent an effective 
accountability mechanism, in a field without competition or transparency. 
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The most profitable content on these sites, that which garners the most consumer 
attention, is the most extreme, divisive, and often violent.69 The influence on public 
thinking and behavior is multiplied by the lack of transparency. Young adults today have 
had access to internet search engines from the time they learned to read, taking for granted 
that answers to complex questions are instantly available and independent of context.70 
Most users do not distinguish between paid and unpaid content, and extremists often “game 
the system” by manipulating search algorithms.71 This intentional manipulation is 
mirrored by the perhaps unintentional rise of fake and extremist content given the 
advantage conferred by the algorithmic incentive structure. These conditions combined 
provide adversaries with an opportunity to conduct extremely effective, large-scale 
influence operations, turning the valued principles of free speech and free markets into 
weapons. Studies have shown that individuals initially accept a proposition as true and then 
afterward confirm or deny the initial assumption of truth through separate cognitive 
processes.72 Processes of invisible influence can become patterns that constitute content 
bias, consistently promoting one side in political conflicts.73 Bias in search algorithms as 
well as traditional media can be evaluated by identifying these framing patterns that 
regularly prime the audience to favor one side over the other. 
The consolidating question, then, is whether the agenda setting and framing 
content of texts and their priming effects on audiences fall into persistent, 
politically relevant patterns. Powerful players devote massive resources to 
advancing their interests precisely by imposing such patterns on mediated 
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communications. To the extent we reveal and explain them, we illuminate 
the classic questions of politics: who gets what, when, and how.74 
The sheer quantity of sensory information in our environment would overwhelm us 
without a way to filter and make sense of it all. Our perceptual and cognitive systems 
depend on shortcuts and blind spots to help us process the most useful information and 
filter out the rest. While these biases are most apparent in their mistakes and shortcomings, 
they are also highly successful (and necessary) in navigating the constant onslaught of 
input. These processes function subconsciously, which obscures their effects and leads us 
to believe our version of reality is the only correct one. Even when aware of perceptual and 
cognitive biases, it can be difficult to reconcile different or conflicting interpretations of 
events. Why do individuals or groups perceive the same event in vastly divergent ways? 
Individual cognitive bias, interacting with the influence of society and group identity 
explain how an almost imperceptible subconscious frame can tap into a much larger 
thought pattern. 
Search results present just such a seemingly innocuous frame, belying the depth 
and scale of influence they exert through simply categorizing and ranking information. 
Categories operate through highlighting and exclusion, to change meanings, often 
radically. Most significantly, categories allow the “creation and remolding of public beliefs 
about the causes of particular outcomes, thereby justifying some actions and building 
opposition to others”.75 This is often seen in the extension of war as a metaphor, 
illuminating the way prejudice operates in categorizing people with language like “enemy” 
or “target.” Additionally, Edelman also points out how easily a problem categorized as 
“military” precludes consideration of possible civilian solutions.76 Categories, like 
metaphors, can be especially powerful when they are seen to be self-evident or inherently 
accurate, rather than merely one of many possible interpretations of reality. 
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The imperfect, constructed nature of categories is illuminated by Rosch and Mervis 
in their exploration of prototypes and family resemblances.77 Their studies find that 
categories are not rigidly defined by criterial features, but instead are intuited based on a 
nuanced degree of resemblance to the prototypical member of the category.78 For example, 
a robin is a more prototypical member of the bird category, while a penguin or ostrich are 
further from the prototype. This is not based only on conformity to a checklist of attributes 
but is often rooted in culturally informed norms and standards. This is especially true for 
more abstract or subjective categories, or when there are blurred lines and overlap between 
groups. Children learn categorization by testing labels for utility; they are developed to 
serve a practical purpose, not to describe objective reality.79 This allows for intentional 
manipulation of truth through categorization. As Lakoff and Johnson describe, “whether a 
statement is true depends on whether the category employed in the statement fits and this 
in turn varies with human purposes and other aspects of context.”80 Edelman argues that 
these human purposes exert themselves most detrimentally in political discourse, where 
“the choice of categories is typically driven by ideology and prejudice rather than by 
rigorous analysis or the aspiration to solve social problems.”81  
While algorithms and advertisers are widely blamed for many of the ethical 
concerns related to search, research indicates that information seekers undervalue the 
impact of bias on themselves, overvalue the impact of bias on others, and prefer 
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information that confirms their own prejudices over accurate and true information.82 As 
algorithm-driven platforms have exacerbated the effects of cognitive biases that interfere 
with reasoning, such bias underlies the search process regardless of potential bias in the 
algorithmic systems.83  
B. DISCLOSIVE ETHICS 
While many scholars have proposed methods to address the challenges presented 
in computer ethics, particularly relevant to our concerns with search is Philip Brey’s 
“disclosive computer ethics.” This approach calls for the moral deciphering of embedded 
values and norms, and includes issues that are not yet recognized as morally problematic.84 
Brey specifically notes the perceived moral neutrality of search engines, which belies the 
power they and other technologies wield to “coerce individuals to behave in certain ways, 
may provide opportunities and constraints, may affect cultural belief systems, and may 
require certain background conditions for them to function properly.”85 Far from being 
neutral, these technologies have both moral and political properties, and should be morally 
evaluated as elements of social structure, independently from an individual’s use of 
them.86 
Brey proposes that these hidden moral issues be addressed by disclosive analysis 
that first makes the embedded values or biases visible, and then evaluates them according 
to foundational moral principles. A distilled list of principles derived from consequentialist, 
deontological, and rights-based theories can serve as a means to apply theory to practice. 
These moral principles constitute “prima facie duties that are always in force but may 
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conflict on occasion.”87 There are numerous proposed foundational ethical principles for 
governing technology that could be considered here. One foundational example is 
Spinello’s four principles of autonomy, nonmaleficence, beneficence, and justice, 
proposed in his theory of computer ethics.88 Brey’s four key values of justice, 
autonomy/freedom, democracy, and privacy closely resemble Spinello’s and other 
proposed ethical principles.89 Because Brey is specifically addressing the ethics of 
invisible or opaque bias and manipulation, we will use his proposed principles for our 
analysis. 
Brey acknowledges that any proposed list of principles will spark controversy, but 
whatever they are, they must serve an analysis at multiple levels.90 These levels are first, 
the disclosure level, which analyzes a technology according to a moral value.91 Second, 
the theoretical level develops and refines moral theory according to emerging challenges 
posed by new technology.92 Third, the application level involves moral deliberation on 
which theory to apply to an issue and how.93 This multilevel process requires 
multidisciplinary expertise, from philosophers, computer scientists, and social scientists.94 
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IV. DISCLOSED ISSUES 
In this chapter, we begin the first step of our analysis by identifying the underlying 
ethical issues of search and categorizing disclosed issues as they pertain to personalization, 
judgment, and scale.95 Disclosure of search engine ethical issues is both especially difficult 
and important because of the hidden nature of algorithmic workings. Secrecy is an essential 
element to the business model and has so far trumped efforts to scrutinize the values at 
work in these proprietary systems. Therefore, a core question to be answered is whether 
the need for transparency should outweigh the need for profit and innovation, and if so, 
how much transparency is needed. In order to answer this question, we will focus on ethical 
concerns that are related to the current lack of transparency in search engines. 
Pasquale’s analysis of the demonstrated and potential issues with search engines 
concludes that overarching concerns are trust and transparency. He establishes that search 
has supplanted traditional media in influencing our thoughts and behavior, even rebuilding 
our social world. However, “their dominance is so complete, and their technology so 
complex, that they have escaped pressures for transparency and accountability that kept 
traditional media answerable to the public.”96 Transparency, rather than a discreet issue in 
itself, is an omnipresent factor in all other concerns. Whatever moral risks and choices the 
users of search face, only with transparency are they able to reflect their values in their 
actions. If a company is violating norms or regulations, transparency will allow them to be 
accountable. 
The issues that exemplify the need for transparency fall into several categories. 
First, there is the personalization of results, delivering both sponsored and organic results 
specific to the user. This could be a feature desired by the searcher but could also have 
harmful implications when not used transparently such as creating a filtered information 
bubble plugged with unmarked paid content. Second, we will examine the issue of opaque 
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judgment on what content should be censored and how content is ranked. These judgments 
are often made by purportedly neutral algorithms, and there is some public information 
about censorship standards, but these enormously consequential decisions are largely 
taking place out of the public eye. Third, the universality of Google means that it is more 
than simply an index system, but a kingmaker and gatekeeper, determining everything from 
personal reputations to business success. This unique degree of power requires a new 
evaluation of accountability and responsibility.  
In the following sections, we disclose several underlying ethical issues of search 
and broadly categorize those issues as they pertain to personalization, judgment, and scale. 
The disclosed issues we identify are: reinforcing bias and polarization, collecting and 
exploiting personal data, government surveillance, lack of consent and voluntary 
disclosure, algorithmic bias, objectivity and neutrality, search engine optimization, stifling 
competition, accountability, universality, permanency and the right to be forgotten, the 
Internet of Things and non-public internet devices, and complexity. 
A. PERSONALIZATION 
Personalized search differs from contextual search in that its results are greatly 
influenced by the personal information of the searcher. While contextual search typically 
considers a searcher’s language, geographic location, and the specific search query, 
personalized search accounts for the specific searcher’s past search activity, social 
connections, purchase history, frequency of site visitation, and other information unique to 
that searcher.97 In the absence of transparency in exactly how search personalization 
works, some researches have speculated that it might rely primarily on the data of other 
users, with the search engine collecting personal information to construct a database of 
 





statistical profiles for reference, to infer personalized results based on aggregate searcher 
information.98  
Google and other proponents of personalized search suggest that more individual 
user information allows the search engine to provide more specific and relevant results.99 
Some scholars refute this in suggesting the benefits of such specific results are marginal at 
best given the concerns over transparency and the limited understanding of the potential 
social and political issues related to personalized search.100 This system of personalizing 
results differs from the targeting strategy of segmentation, which groups users by a set  
of broad traits such as location, demographics, or preferences.101 While this distinction  
is important to marketers of targeted ads, the filter bubble effect on the audience results 
from both. 
1. Issue: Reinforcing Bias and Polarization 
Advertisers use online behavior data to target potential consumers, but even 
ostensibly unbiased search results are often tailored for an individual’s location and past 
behavior. This “filter bubble” could harm principles of democracy by reinforcing biases 
and deepening lines of segregation and polarization between communities. Google has 
claimed that it does not personalize results in this way, due to the risk of losing users’ trust, 
and because the practice did not demonstrably improve user satisfaction.102 However, 
research comparing search results for identical keywords shows that people are, in fact, 
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still receiving personalized Google search results.103 These experiments found significant 
variation of results, even when searchers were logged out of Google and using anonymous 
“incognito” mode.104 This example of filter bubbling may contribute to user satisfaction 
through more relevant results, but the user is not aware of the filtering and editorializing  
at work.  
Without transparency and choice, users have no idea how their results differ  
from their neighbors and what information may be missing. This is especially concerning 
in areas that affect political behavior, and when considered in aggregate. Another 
consequence of the filter bubble is how search inquiries may lead to increasingly  
extreme ideas.105 This tendency toward polarization and bias reinforcement is a gaping 
vulnerability to exploitation by adversaries who may benefit from increasing social 
fracturing and distrust in the United States, as seen in Russian interference in the  
2016 election. 
2. Issue: Collecting and Exploiting Personal Data 
Search behavior and personal data can predict not just benign information and ad 
preferences, but also weaknesses that can be exploited. Third-party companies have been 
documented as buying personal data profiles for vulnerable demographics, such as the 
elderly, poor, or depressed, and targeting those groups with scams or other exploitative 
marketing.106 As a form of surveillance, personalized search provides the commercial 
sector an advantage in behavioral marketing.107 Certain behavioral indicators like porn, 
gambling, drug or alcohol use can make people valuable targets for results that appeal to 
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those urges and addictions; however, when these indicators are exploited by governments, 
the stakes may be significantly higher.108 
Search data is not just valuable for advertising, but also for political campaigns. 
Campaigns or foreign influence operations can use personal data to identify potential 
supporters to target with persuasion or mobilization efforts.109 Demographic data can be 
augmented and refined by using predictive correlates to online behavior, including search, 
especially for online political outreach. Hersch identifies an additional political use of 
personal data: discrimination in provision of government services.110 As campaigns 
compile increasingly granular and accurate profiles of voters for microtargeting, these 
profiles and segmentations can be used to determine which constituents’ concerns get 
attention or are ignored. Citizens contacting their representatives usually are asked for 
personally identifying information, which can then be referenced in a voter database to 
assess their individual value to the lawmaker in terms of a future reelection.111 This creates 
a political market, turning every voter into “a stock with its own fluctuating price. And 
each campaign must decide if and how to invest in us. If we merit the investment, then they 
decide not only what information to feed us but also how much and how to deliver it.”112 
This value calculation has always been a preoccupation of politicians, but the availability 
of personal data and online behavior allows them to allows them to analyze individuals 
rather than demographic groups, and on an unprecedented scale. 
Studies of search data have revealed that users frequently use search for questions 
too private to ask another person, at times even typing, not questions at all, but confessions 
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into the search bar.113 Stephens-Davidowitz found that Google search data provides a more 
honest reflection of human sentiment and behavior than people are willing to admit in 
surveys.114 This discrepancy illustrates the extent to which people consider their search 
behavior to be private; they willingly reveal personal information they do not disclose to 
surveys conducted by strangers or even automated systems. This expectation of privacy 
has no doubt contributed to more people finding help with personal or taboo problems they 
would not bring up to an acquaintance, such as depression, drug abuse, domestic violence, 
health conditions, and others. Violation of that privacy, either real or imagined, would 
likely impact the online behavior of such users, if they believe their behavior is monitored. 
3. Issue: Government Surveillance 
While many search companies state their services are not used to gather information 
for surveillance purposes, there are concerns that this is occurring, especially in countries 
where the government has significant control over internet search companies.115 Google’s 
aborted project for the Chinese government would have associated every search with an 
individual phone number, allowing the government to identify individuals attempting to 
access information considered subversive or critical.116 In the United States, it is unclear 
how much user data tech firms share with the government, as their statements walk the line 
between protecting privacy and supporting law enforcement and national security.117 
However, direct cooperation is often unnecessary with the rise of data brokers, companies 
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who exist to buy personal data from tech companies and sell it to buyers that include 
government agencies, both foreign and domestic.118 
4. Issue: Lack of Consent and Voluntary Disclosure
In many cases, data collection and personalization are not apparent. Even when a 
searcher is aware that they are disclosing their personal information, they rarely have a 
choice in how that information will be used.119 Some studies indicate that online users are 
more likely to disclose personal information when there is perceived benefit or provided 
service and no immediate cost.120 Though services that collect personal information claim 
to provide privacy policy disclosure and free choice to users, Nissenbaum evaluates these 
as misleading claims, considering the necessity of some online services, the lack of true 
choice, and the burden of technical complexity.121 
In this section, we identified personalization issues of reinforcing bias and 
polarization, collecting and exploiting personal data, government surveillance, and lack 
of consent and voluntary disclosure. In the next section we will identify issues related 
to judgment. 
B. JUDGMENT
Judgments embedded into search determine how content is ranked and what
content is presented as a search result for a given search query. As these judgments are 
often embedded in algorithmic systems, there is a presumption of neutrality and objectivity. 
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However, these judgments are not transparent, limiting understanding of decisions about 
content, which given the ubiquity of search engines, may have enormously consequential 
implications. 
The impact of search on judgment can be seen most acutely in the public sector in 
the form of distorted perceptions of important and consequential issues in “politics, 
science, and medicine,” often based on false information that otherwise ranks high enough 
to present as a search result.122 Such cases include the growing belief that vaccinations can 
lead to autism, increased denial of climate change, increased domestic radicalization, 
increased social instability, and declining confidence in political systems, such as elections, 
the rule of law, and judicial processes.123 
1. Issue: Algorithmic Bias 
While search engines are often considered unbiased in that they rely on computer 
algorithms over inherently biased human decision making, the algorithms have encoded 
biases related to editorial judgments made by search engine companies impacting what 
data they collect and how that data is presented in search results.124 
Before completing a keyword search, search engines find and organize websites 
and their information. Search engines find websites through a process called web crawling, 
that searches for new and updated websites to add to a massive database known as an index. 
They organize information through a process called indexing, in which the websites and 
contained information collected from web crawling is processed into the index and 
associated with meta-data that can be used later to quickly reference information based on 
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keyword searches. Web crawling and indexing methods directly impact the result from a 
given search query, leading to potential coverage bias.125 
Search engines may omit websites or information contained on those sites when 
web crawling and indexing. While this is often the case with large files or websites that do 
not conform to a format the search engine can easily crawl, omissions may be intended for 
undisclosed reasons.126 Search engines may omit or misrepresent websites when indexing 
provided meta-data (title-tags, meta-tags, and meta descriptions) that do not align with 
search engine standards, or if third party descriptors cause a website to be described in a 
way inconsistent with the source website.127 
Algorithmic ranking systems make editorial judgments on what factors to include 
and how those factors are weighed. Search engines routinely adjust algorithmic systems to 
alter results for various reasons, based on requests from websites and governments, or to 
block offensive results. While search engines may provide notice when results are adjusted, 
in most cases, changes are quietly made purportedly to optimize results.128 Search engines 
may also be structurally biased to favor their own services and products over their 
competitors.129 While this bias seems clear, the lack of transparency in the details of search 
engine algorithms make assessments of bias difficult though not impossible.130 
Safiya Noble has documented numerous examples of so called “glitches” in 
Google’s algorithm that returned racist and otherwise offensive search results, 
autocomplete suggestions, facial recognition, image tags, and location tags.131 She argues 
that through search, “we have automated human decision making,” including our worst 
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impulses, and then disavowed responsibility.132 She emphasizes the unavoidable transfer 
of human bias into code, and suggests the homogeneity of coders reinforces certain 
assumptions and worldview.133 However, some scholars suggest that technological 
advances have made this type of structural bias moot, as the transition from a “one-size-
fits-all,” context based searches towards personalized searches significantly diminishes the 
impact of preferences written into search algorithms.134 
2. Issue: Objectivity and Neutrality 
There is a presumption of neutrality and objectivity in how search engines assess 
search queries and deliver search results, yet this may not be the case due to inherent bias 
the influence of advertising, and other undisclosed content selection decisions.135 
Advertisers compensate search engines that promote their products and services, which in 
many cases, is the search engine’s business model. This relationship between advertisers 
and search engine companies likely influences what search results are shown, as search 
engines sponsor websites that pay them.136 Google’s founders foresaw this issue and, 
before company policy changed to embrace the advertising business model, wrote, “the 
goals of the advertising business model do not always correspond to providing quality 
search to users.... we expect that advertising funded search engines will be inherently 
biased towards the advertisers and away from the needs of the consumers.”137  
Search results are often directly manipulated by search engine companies when 
there are concerns over the results. In the case of Google, search results are constantly 
monitored for quality and relevance in part through machine learning, but also through 
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human evaluations of specific search requests against the resulting websites, using a set of 
guidelines specific to each search engine.138 While Google denies that it fixes individual 
search results when there are concerns over those results, it acknowledges that it uses 
human search rater evaluations to implement changes, although it is unclear if those 
changes are made to the index or the search algorithm.139  
Judgment is a necessary function of a service that sorts and ranks resources, but the 
consolidation of this power in the hands of a few is a reason for concern. The role of a free 
press in democracy is similar in that it ensures a diversity of information remains available 
to all citizens. The journalistic judgment over what content to include and how to frame it 
is an immensely influential power, and democracy is threatened by centralized or autocratic 
control over this function. In terms of search, “users for whom certain information is 
suppressed do not even know that they do not know the information.”140 As in the 
provision of news, searchable information is subject to the judgments of its governing 
editor or algorithm. Baker et al. suggest the democratic value of egalitarian self-
determination should apply to the public sphere, which is structured by media 
corporations.141 They identify the danger that media concentration can pose to a 
democracy where the editorial judgments of only a few decision makers are available.142 
Judgment on what content is deserving of visibility and what should be prohibited 
raises censorship and first amendment questions. When speech is regulated by government, 
through legislation and legal decisions, the process is relatively democratic, meaning 
transparent, representative, and accountable to the will of the people. When these 
judgments are made by secret algorithms or corporations, much of this public input is 
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absent. This has led to several recent free speech controversies, including the European 
Union’s “right to be forgotten” which allows individuals to demand certain content about 
them be excluded from search results.143 A related concern is the magnitude of fake news 
and misinformation proliferating both on social media and other digital platforms such as 
search, and the consequent response of the tech industry to mitigate the problem without 
causing a larger censorship issue. On the business and advertising side of speech, several 
internet companies have chosen to cut ties or outright block hate group sites following 
violent incidents in Charlottesville and El Paso.144 
While these publicized restrictions on speech appear to be in response to public 
demand and in the spirit of the first amendment, they raise questions as to what other 
censorship judgments may occur. Google’s work on a censorship-based search engine for 
the Chinese government provoked criticism for apparent complicity in repression of 
essential freedom.145 U.S. lawmakers have questioned whether political bias has actively 
censored conservative ideas online, which Google has attempted to refute by demonstrating 
comparable rankings for both Democrats and Republicans.146 
3. Issue: Misinformation 
Misinformation commonly refers to information that is wrong or misleading so as 
to produce a factual belief, meaning a belief that is held to be true, that is false or contradicts 
available information and not understood as being an opinion or an interpretation after 
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consideration of the given information.147 The occurrence of misinformation is not new to 
modern society, however, advances in information technologies, such as search, have led 
to an increase in the scale, speed, and penetration of misinformation.148 In the context of 
search, the implications are global and increasingly supported by algorithm-driven 
platforms.149 The resulting impact from the coordinated use of misinformation is 
unprecedented in terms of exposure to fake and extremist content as well as foreign 
disinformation and distortion campaigns that threaten the integrity of democratic political 
processes and values. When implemented at such a large scale, misinformation has the 
potential to shape political and societal decisions that may not be in society's best 
interests.150 The effects of misinformation can be seen in the public sector in the form of 
distorted perceptions of important and consequential issues in politics, science, and 
medicine, that have led to the growing belief that vaccinations can lead to autism, increased 
denial of climate change, increased domestic radicalization, increased social instability, 
and declining confidence in political systems, such as elections, the rule of law, and judicial 
processes.151 
Producers of misinformation exploit human susceptibility to narratives and societal 
reliance on search as a primary source of credible information.152 Young adults today have 
had access to internet search engines from the time they learned to read, taking for granted 
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that answers to complex questions are instantly available and independent of context. The 
massive volume of information available has led people to read with less scrutiny when 
processing information, by skimming information in this way, it has become more difficult 
to distinguish between verifiably false stories and fact-based stories.153 
Search engines can be an especially powerful vehicle for misinformation. Though 
they are sometimes considered less of a risk than social media because users can see many 
results and choose the best, in practice users do not cross check answers to their questions. 
However, Google recognizes that users do not want a research tool but an easy, “one true 
answer.”154 This easy answer is presented in a separate, highlighted box at the top of the 
results page, or read aloud from the Google Home smart speaker device. In this way, 
Google has removed the context of other results and discouraged additional review. While 
many queries lend themselves to “one true answer,” others are more complicated or prone 
to misinformation.155 
In this section, we identified judgment issues of algorithmic bias, objectivity and 
neutrality, and misinformation. In the next section, we will identify issues related to scale. 
C. SCALE
Search engines, like other algorithm and machine-learning based services, improve
with scale, reinforcing growth and success. With more users generating data, results 
improve, leading to more popularity and even more inputs. This has subverted the standard 
Silicon Valley narrative that innovative and disruptive entrepreneurs are constantly on the 
brink of overturning the established order. In search and other tech innovations, private 
industry has expanded power to set policy and eliminate competition. 
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1. Issue: Stifling Competition 
Companies like Google and Amazon have reached a level of scale and control that 
allows them to maintain dominance, reinforcing their position, and cutting off potential 
competitors.156 Search engines are also necessary for content creators to reach audiences, 
giving search the advantage in profiting from those connections while writers, artists, and 
musicians lose revenue and power.157 
2. Issue: Accountability 
This degree of power more easily resists efforts to enforce accountability and is the 
reason search companies are facing anti-trust challenges from some governments as well 
as lawsuits from frustrated competitors. Often, the very people who should be agents of 
accountability are thwarted by the power that comes from scale. The technical complexity 
of algorithms exceeds the comprehension of most lawmakers, causing them to rely on the 
expertise of the industry they are attempting to regulate. Additionally, the large-scale 
predictive profiling of citizens has become an essential tool for elected officials’ reelection 
campaigns, adding a conflict of interest to the effort to hold companies accountable.158 
3. Issue: Universality 
Another aspect to the issue of scale is the universality of search engines’ scope. No 
longer simply a directory or index of websites, steadily more of the world of people, places, 
things, and ideas is defined by search companies. The opaque process of how humanity’s 
knowledge is being tagged and ranked is a cause for concern that there should be more 
transparency to the public and experts. Pasquale cites Google’s project to scan millions of 
books to create greater public access to knowledge, but with potential shortcomings. 
Without transparency, library scientists or the public are unable to challenge controversial 
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categorizations or rankings, and control over copyrighted material could shift to Google 
and away from the authors.159 
4. Issue: Permanency and the Right to Be Forgotten 
When using a search engine to find information on a specific person, “scattered 
moments of their life are presented mechanistically, with a significance distorted by lack 
of context, building a detailed but selective profile;” this presents ethical concerns over 
what rights an individual may have over information about themselves.160 Commonly 
referred to as the “right to be forgotten,” this issue goes beyond the balancing of privacy 
and free speech as in many cases web content may reference an individual without their 
consent yet potentially benefit society, especially in cases of politics or public safety.161 
5. Issue: The Internet of Things and Non-public Internet Devices 
In addition to indexing websites, search engines are increasingly identifying and 
adding information on internet connected devices into their indexes and working on ways 
to incorporate this data into search.162 These networked devices, often referred to as the 
Internet of Things, are functionally different from content producing websites, yet these 
devices produce significant amounts of information that search engines can incorporate 
into their algorithmic systems. The benefits are apparent when considering how a search 
engine might use data from an internet-connected weather monitoring device to provide 
real-time information to answer a question about local weather, yet there are concerns 
related to other private devices, such as those used in a smart home, that have a signature 
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but may not use the same meta-data that a website would use to keep content private. To 
date, most research on the intersection of the Internet of Things and search focuses on 
practical implementation with a notable absence regarding the ethical implications. 
6. Issue: Complexity 
Complexity of search, specifically in terms of the algorithmic systems and 
processes used in search technologies is another serious issue. Wolfram claims these 
systems are becoming increasingly more complex due to the incorporation of advances in 
artificial intelligence and machine learning, which is driving technologies to become less 
“human-understandable.”163 The major implication of this complexity is that any such 
artificial intelligence driven technology system that is not human-understandable will 
inherently become more difficult, if not impossible, to govern.164 
In this section, we identified scale issues of stifling competition, accountability, 
universality, permanency and the right to be forgotten, the Internet of Things, and 
complexity, completing the first step of our analysis where we disclosed hidden ethical 
within search. Our list was by no means exhaustive and excluded several relevant issues 
that were beyond the scope of our research. In the next chapter, we will begin step two of 
our analysis and examine these disclosed issues against ethical principles of privacy, 
justice, freedom, and democracy from consequentialist and deontological perspectives. 
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V. ETHICAL PRINCIPLES 
In the previous chapter, we completed the first step of our analysis and disclosed 
the underlying ethical issues of search in terms of personalization, judgment, and scale. In 
this chapter, we begin the second step of our analysis and examine the disclosed issues 
from step one through Brey’s ethical principles of privacy, justice, freedom, and 
democracy, taking into account consequentialist and deontological ethical theories. 
In defining moral principles, Brey argues that a loosely defined principle is a more 
useful starting point for initially recognizing and disclosing issues.165 A more advanced, 
theory-driven definition could contain presuppositions and constraints that may impede a 
neutral observation of search engines. Admittedly, even a very basic definition of a moral 
principle will not be free from assumptions and controversy, but it is still a more effective 
tool for identifying potential moral problems that deserve further scrutiny. Therefore, we 
will proceed with somewhat generic definitions of the moral principles and then develop 
them more specifically in our theoretical analysis of the issues. We will examine how 
Brey’s ethical principles apply to search using the ethical theories we have previously 
summarized, according to where they best fit the issues. 
A. PRIVACY 
The United Nations Universal Declaration of Human Rights lists privacy in Article 
12, asserting, “No one shall be subjected to arbitrary interference with his privacy, family, 
home or correspondence, nor to attacks upon his honour and reputation. Everyone has the 
right to the protection of the law against such interference or attacks.”166 Privacy is a top 
concern as search engines collect and sell users’ personal data to deliver tailored results 
and advertising. Brey notes that digital privacy is connected to the idea of autonomy, but 
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is distinct and significant enough in this context to be considered a separate principle.167 
He defines it as “the freedom granted to individuals to control their exposure to others.”168 
There are two forms of privacy to be considered: relational and informational. Relational 
privacy concerns the right to be free from unwanted observation and interference, through 
control over one’s self and environment in interactions with others.169 Informational 
privacy concerns users’ control over their personal data and content they generate.170 
1. Issues: Personalization 
Privacy issues with search can be grouped into two directional categories: a 
searcher’s personal information and their search behavior. For some search engines, 
collecting search data is essential for delivering personalized, relevant results to users, and 
to enable targeted advertising and sponsored results. Different users may have different 
preferences for how much data they are willing to share to receive this increased 
personalization. Search companies may have concerns that greater user privacy controls 
could significantly affect advertising revenue and their ability to invest in innovative 
research and development. 
Collection and use of personal information and search behavior in personalized 
search raises concerns over a searcher’s privacy rights.171 The implication is that searchers 
might be exploited and harmed by having their personal information collected when they 
use a search engine. Such personal information can be quite valuable to organizations. 
Marketing and political campaigns both use personal information to better target 
individuals to buy products or support political movements. On the other hand, the searcher 
may benefit from greater access to information on a product that best fits their needs or on 
a political campaign that may better represent their political beliefs. 
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From a consequentialist perspective, the ethics of collecting personal information 
depend on the benefit or harm caused by the process. The benefits of personalized search 
are that consumers can find the most relevant products and information quickly. This can 
extend beyond individual convenience to contribute to the greater societal well-being. We 
see this with personalized messages to disparate groups such as farmers, hunters, parents, 
and scientists to support environmental protections by making the issue relevant to their 
specific interests.  
From a deontological perspective, collection of personal data for targeting may 
violate privacy rights. There are nuances and context to digital privacy that can seem to 
blur traditional distinctions between public, personal, and private information, such as the 
practice of “anonymizing” collected data to analyze patterns without retaining personally 
identifiable information. The right to privacy in the offline world varies based on 
expectations that are specific to context; shopping, banking, or working, church, city hall, 
or the clinic all have different contextual expectations of privacy.172 Search and 
personalization are able to track a person’s activity, at least to the extent of queries and 
destinations, through multiple contexts that used to exist as physically separate. The right 
to informational privacy is, in a way, an extension of the right of control over one’s person, 
and should be prioritized over any commercial interests in profiting from this data. This 
right should be protected in context-specific ways, ideally under the control of the users 
themselves. The benefits of personalization might still be achieved while preserving 
privacy rights by using limited public information and allowing constituents to opt-in to 
communications and categorizations. 
2. Issues: Judgment 
Like other judgments, those about privacy and data sharing are usually opaque 
without a way to verify that they are being made in the public’s best interest. Privacy, while 
a right, is not always an absolute good, and judgments about the merits and limits should 
be open for public discourse. On the negative side of privacy, criminals can exploit 
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anonymity to escape detection, and the public sphere can be weakened by free riders and 
anti-social behavior. Communitarianism argues that some form of identity and credentials 
are needed to preserve necessary relationships; “in a society of strangers, trust and the 
means to establish normative status and moral reputation are of paramount importance.”173 
In discussing privacy as it stems from conceptions of the self, van den Hoven suggests the 
liberal unencumbered individual as an autonomous moral agent is inaccurate as it ignores 
the web of relationships and interactions that inextricably enmesh every person.174  
Van den Hoven adds that not only is privacy not a true moral right, but that there is 
nothing inherently desirable about privacy for its own sake.175 The communitarian 
argument is that the community benefits from everyone acting openly, which allows the 
establishment of trust, reputation, and accountability. The concerns of privacy advocates 
are really consequential; they are more interested in protection from exploitation and  
harm resulting from use of personal data than the abstract right itself.176 He argues that 
these protections, desired by both liberals and communitarians, can be provided without 
over-protecting personal information to the point that anonymity degrades the online  
public sphere.177 
The decision of what personal data to share and for what purpose should ideally be 
in the hands of the user. When this option is offered, it is often not a true choice because 
the terms are obscurely listed or the “choice is all or nothing” for a necessary service.178 
For individuals to be truly able to make judgments about their own data, these transactions 
and contracts would need to be clear and non-coercive. In the current climate of non-
transparent data collection, the instinctual response is to push for as much privacy as 
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possible, while in a more transparent public debate, judgment on the right balance of 
privacy and anonymity for various contexts could be made through an open democratic 
process. 
3. Issues: Scale 
Conceptions of personal privacy from the pre-computer era have undergone a major 
shift as a consequence of technological advancements in speed, quantity, and duration of 
data collection and processing.179 This shift requires the acknowledgement that separate 
pieces of personal data may not warrant privacy concerns, but when these data are 
combined or aggregated, they can be extremely revealing and possibly constitute an 
invasion of privacy.180 The scale of personal data collection is what enables predictive 
algorithms to provide services such as search suggestions or identify precursor searches to 
criminal activity.  
Consequentialism would question whether successful instances of content 
suggestion, crime prevention, and security outweigh the negative effects of false positives 
and constant surveillance. It is difficult to estimate the potential costs and benefits, 
especially since they would predominately be preventative and unobserved. Just the 
awareness that their behavior is being observed and analyzed can change the way people 
express themselves and act online. A non-consequentialist response would dismiss this 
attempt to predict the positive and negative effects and argue that even if no one is harmed 
by the large-scale collection of personal data, they are still wronged by the violation of 
their privacy.  
One aspect of the theory of information privacy is that of control: that the ability to 
exercise control over the flow and use of one’s personal data is an essential condition to 
the maintaining privacy.181 In the context of scale, this control is utterly lost in the opaque 
and complex shuffling of data between collectors, aggregators, purchasers, and end-user. 
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Even if the personal information is used for purely benign purposes, an individual can 
hardly claim to have privacy if they have no knowledge or control over where their 
information is going and how it is used. 
This section considered the ethical principle of privacy as it applies to the issues of 
personalization, judgment, and scale. The next section will examine the same issues 
through the ethical principle of justice. 
B. JUSTICE 
Brey broadly defines justice as the principle that “the distribution of social goods 
in society should not unfairly disadvantage some members or advantage others.”182 The 
social goods he refers to are the primary social goods such as rights, liberties, wealth, 
power, opportunities, and bases for self-respect.183 Disclosive studies of justice in 
computer systems question how these systems may affect the distribution of primary social 
goods in unfair ways. Brey notes that particular systems affect different social goods in 
various ways, but he chooses to focus specifically on the goods of power, freedom, job 
opportunities, and social status.184 This study will consider those as well as goods that are 
more central to search engines, such as information, truth, and influence. 
1. Issues: Personalization 
The central issue of personalization and justice is the potential to unequally and 
unjustly distribute information. While personalized results may be appropriate for queries 
where the results are inherently preference-based or subjective in nature, they may not be 
appropriate for queries that appear to have an objectively true or best answer. The 
principles of justice, equality, and truth dictate that, in these cases, the user should not be 
served the answer that best fits their preferences, but the answer that best answers the query, 
which is the same for everyone. Not only does personalizing objective answers reinforce 
biases and limit users’ exposure to new ideas, but the very concept undermines the value 
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of truth. Search engines field questions on the mundane, but also on complicated, nuanced 
societal controversies. People may have individual interpretations of these issues, but 
subjective truths should be constrained within the bounds of objective reality. Personalized 
results can provide information that best serves the users’ needs but should not exceed 
these bounds of reality. Doing so would create filter bubbles of falsity and erode the shared 
understanding of the world that is the basis for civil and democratic discourse. Young 
adults today have never been without search engines and are accustomed to instant answers 
to complex questions without having to consult various experts and books.185 If society 
accepts the exclusion of information based on predicted clicks, it is endorsing unequal 
access to information. It would be impossible to give every idea equal visibility to every 
person, but the necessary filtering could be based on the merits of the results themselves 
rather than the user’s history and predicted preferences. 
2. Issues: Judgment 
Search algorithms’ opaque judgments of information are well suited to the theories 
of epistemic injustice and distributive justice. As the working definition notes, “justice” 
necessitates the fair distribution of primary social goods, which leads this analysis to look 
to distributive justice for theoretical guidance. Additionally, since the central good 
distributed through search is information or knowledge, Fricker’s theory of epistemic 
injustice provides an even more specific lens for analysis. 
Information, knowledge, and education can be thought of as “epistemic goods” 
subject to the rules of distributive fairness just like physical goods. This understanding 
implies social agents getting or not getting their fair share of these goods. However, this 
characterization may obscure the purely epistemic injustices that threaten someone “in their 
capacity as a knower.”186 Fricker distinguishes two forms of this type of injustice: 
testimonial injustice, which occurs when a speaker is not considered credible because of 
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an identity prejudice, and hermeneutical injustice, which occurs when someone cannot 
adequately understand or communicate their experience because of a gap in society’s 
collective conceptual and language resources.187 
These two forms of epistemic injustice provide an additional perspective on the 
ethics of search. Search engines exert control over the hermeneutical resources available 
to society. Someone searching for language or context to process a social experience has 
access to more information than in earlier times thanks to the internet and search functions. 
However, that access is also controlled by gatekeepers that may intentionally or 
accidentally repress the relevant hermeneutical resources. The algorithms that determine 
access have the potential to create a feedback loop that pushes marginalized groups further 
into the shadows.  
3. Issues: Scale 
The scale of companies like Google allows them to share and aggregate so much 
personal data that new predictive capabilities are emerging that exhibit great promise as 
well as grave threats to due process. If users know their searches are monitored, they may 
choose not to seek out help for taboo concerns such as mental and physical illness, domestic 
violence, or addiction, fearing their search record could be used against them. From the 
opposing perspective, there could be a moral cost to not using search data to prevent harm. 
Google data has been used to correlate search behavior with criminal activity, specifically 
suicide and violence against Muslims. Evaluation of this potential moral obligation should 
consider examples of individuals being harmed by these predictive algorithms. Search data 
may contribute to predicting statistical likelihood of certain actions, but statistics should 
not override individual rights.  
Scale also raises issues of distributive justice. Walzer argues that specific goods 
become dominant not because they have inherent value but because their value is 
determined by the societal context.188 In our society, personal data, and increasingly search 
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data, has become the dominant currency, creating a ruling class that controls it and uses it 
to exert power through that domination. When a good is dominant, like search data, it 
allows the “individuals who have it, because they have it, [to] command a wide range of 
other goods.”189 To preserve equality and fairness against tyranny, he argues, the spheres 
should be kept relatively autonomous, with distribution of social goods in one sphere 
independent of wealth in a different sphere.190 This theory of justice implies that the scale 
and universality of search data directly opposes the autonomy of spheres, and instead 
encourages snowballing inequality and concentration of wealth. 
This section considered the issues of personalization, judgment, and scale through 
the ethical principle of justice. The next section will examine the same issues through the 
principle of freedom and autonomy. 
C. FREEDOM AND AUTONOMY 
Autonomy can be thought of as self-governance, or the ability to formulate a life 
plan and carry out choices and actions to achieve it.191 Brey considers autonomy a 
fundamental prerequisite to human flourishing and moral equality.192 For people to have 
autonomy, they must have essential individual freedoms that allow them to construct lives 
according to their own values and needs, rather than those of society or government.193 In 
addition to the autonomy of individuals, Brey also considers national or organizational 
autonomy, in the sense of sovereignty and independence, to be a foundational moral 
principle.194 
The United Nations Universal Declaration of Human Rights addresses 
informational freedom in Article 19, stating “Everyone has the right to freedom of opinion 
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and expression; this right includes freedom to hold opinions without interference and to 
seek, receive and impart information and ideas through any media and regardless of 
frontiers.”195 Disclosive ethics concerning freedom and autonomy is concerned with “how 
computer systems may constrain their users and may help install dependencies” on 
computer systems or the people who control them.196 Especially relevant to search engines 
is disclosive inquiry into constraints on freedom of information and the “freedom of 
individuals to acquire, possess, or distribute certain sorts of information.”197 
1. Issues: Personalization 
Search engines have enabled freedom in many ways, opening up worlds of 
knowledge and information without requiring payment, expertise, or effort. The freedom 
to access information online is largely dependent upon the decisions of search engines, 
which impose limitations through the practice of personalization. This is not necessarily an 
egregious restriction, but it has the potential to target individuals in ways that undermine 
their freedom and autonomy. In the worst examples, companies that use personal data to 
circumvent rational decision-making with exploitative ads targeting vulnerable people are 
treating those people as mere means, violating deontological ethics. They are also violating 
ethics from a consequentialist perspective; by profiting from fear, insecurity, mental 
illness, or addiction, they are exacerbating suffering for a very limited gain. Even in cases 
where no harm is caused by personalization, arguments against the practice can be made 
on grounds of equal access to information, free from data-based discrimination. 
2. Issues: Judgment 
Content selection is a central characteristic of search engines, simplifying 
judgments on what information to access in an overwhelming deluge of information 
accessible on the internet. Regardless of whether search is personalized or context-based, 
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the influence of advertisement revenue on what search results are provided to a user 
presents “unacceptable consequences in terms of content selection for users.”198 The 
influence of advertisement on search engine companies in non-transparent ways exploits 
cognitive biases and influences a user’s ability to judge information. 
In deontological terms, this practice is ethically questionable in several ways, by 
violating individual rights and treating users as a means to gain advertisement revenue. 
From this perspective, the harm is related to the violation of the searcher’s rights even if 
no other harm is present or if the process is in fact beneficial to the searcher. From a 
consequentialist perspective, this practice may be less questionable and may not require 
the process to be transparent, if the results are ultimately best for the user, but it is more 
likely that the outcomes of such influence on content selection is exploitive in the ways 
previously mentioned.199 Still, for any consequentialist determination to be made 
regarding the ethics surrounding content selection, there must be a clear definition of what 
exactly is meant by the good in search; for instance, preference-based consequentialism 
will likely find this practice ethical if it is giving users what makes them happy, while a 
utilitarianism of rights approach, as seen in Mill’s On Liberty, might find this practice 
unethical because it circumvents rights related to freedom of choice.200 
Free speech is a fundamental right, but one whose scope and limitations are under 
continuous debate. The free speech issues disclosed for search are not new or unique, but 
the debate has gained new prospects due to consequences of large-scale harmful speech or 
censorship, and the unaccountable “black box” where the debate is being adjudicated. 
Balkin suggests that one underlying barrier to clarifying the issues of speech regulation is 
the outdated dualistic model of nation states regulating speakers, from individuals to mass 
media.201 He conceives of a new digital era model as a triangle with internet infrastructure 
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forming the third player, serving as both a de facto regulator and now the primary target 
for government regulation.202 This triangular interaction is useful in examining the rights 
and responsibilities speakers, search engines, and government have to each other in 
decisions about free speech.  
3. Issues: Scale
The issue of scale acts as a magnifier of other issues by increasing their reach and 
speed, as well as creating new issues. Scale uniquely limits the freedom of competitors or 
less popular voices to reach audiences, as one company’s decisions can impact what 
millions of users can access. The principle of a free market, with protections against 
monopolies and other anti-competitive practices, is foundational to the U.S. economy. The 
principle can be considered ethical in that it serves the function of ensuring fairness and 
accountability in the market. The negative effects of scale on this freedom impact both the 
potential business competitors, the freedom of content creators to interact with their 
audience, and the freedom of users to choose from a variety of service providers. 
Scale can also act as a form of censorship in the sense that an overwhelming amount 
of dubious information returned as search results can keep large numbers of people from 
finding the truth, or the information they want. This form of censorship implies a lower 
degree of responsibility on the part of users and puts a greater burden on the search engine. 
There could be a moral duty of citizens to overcome challenges like this in pursuit of the 
truth, but that may not always be a realistic expectation. 
D. DEMOCRACY
Democracy, generally understood to mean governance by the people, is the
founding principle of the United States. This principle overlaps with the values of 
autonomy and justice, but is foundational in and of itself, and is directly impacted by the 
practices of technology. Normative theories of democracy include the premises of 
egalitarianism as well as self-determination; this view values democracy “as an end, not 
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merely a means, because it embodies these values of equality and autonomy.”203 Brey 
defines this principle in computer ethics as concerning the potential of technologies to 
redistribute “political power in societies or organizations such that a gain or loss in 
democratic content is implied.”204 This is especially relevant as political power has 
increasingly become determined by ownership and control over information and 
communication platforms.205 Search engines are a crucial means of controlling and 
communicating information for political purposes. 
1. Issues: Personalization 
Personalized “filter bubbles” harm searchers by violating principles of democracy 
by reinforcing biases and deepening lines of segregation and polarization between 
communities in ways that undermine democratic institutions. The ethical implications for 
democracy of politicians collecting, sorting, and targeting constituents using personal data 
are that equal inclusion and representation are more efficiently circumvented. Hersh 
describes how, “The data environment will affect a campaign’s perceptions, the 
perceptions will affect their strategies, and the strategies will affect which voters are 
mobilized into the political process.”206 The process of political targeting uses 
generalizations to mobilize and persuade that reinforce divisions and stereotypes for racial, 
socioeconomic, and other groups. 
The U.S. House of Representatives Ethics Manual states that a member’s 
responsibility “is to all his constituents equally and should be pursued with diligence 
irrespective of political or other considerations.”207 Unscrupulous politicians have always 
found ways to reward supporters and punish or neglect their opposition, but the individual 
profiling enabled by social media and search data has the potential to take discrimination 
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and disenfranchisement to a new level. If politicians are able to score voters on how 
valuable they are to election campaigns, this would undermine the democratic process and 
leave politicians accountable only to a core coalition of supporters. Concerns expressed by 
voters outside the coalition could be ignored without risk to reelection prospects. Under 
the principle of democracy, elected representatives must serve all constituents, not merely 
the ones calculated to be necessary for reelection. 
2. Issues: Judgment 
In terms of democracy, censorship based on undisclosed standards that lie outside 
of the public eye should give pause for concern, as such censorship risks influencing the 
public’s judgment by limiting available information, or worse, providing false or 
misleading information. An unacceptable consequence of censorship is that democratic 
principles are undermined when truth is obscured by private power over what information 
is available to the public for decision-making.208 This includes variations of “truth” that 
reflect individual experiences and may not agree with the dominant narrative. It is not 
surprising that most deontological perspectives find that censorship violates intellectual 
freedom, regardless of whether the effects are beneficial; by contrast, consequentialist 
approaches are less uniform as some scholars allow for censorship in cases where there are 
no rights violations.209 
3. Issues: Scale  
Walzer’s theory of distributive justice across spheres applies to democracy as well 
as the principle of justice. He argues that freedom and equality, key features of democracy, 
are threatened when success in one area determines access to goods in other areas.210 
 
208 S., Optimizing for Engagement, 2; Bracha and Pasquale, “Federal Search Commission? Access, 
Fairness, And Accountability in The Law of Search,”1171-1173.  
209 David van Mill, “Freedom of Speech,” The Stanford Encyclopedia of Philosophy (Summer 2018), 
edited by Edward N. Zalta, https://plato.stanford.edu/archives/sum2018/entries/freedom-speech/; David V. 
Ward, “Philosophical Issues in Censorship and Intellectual Freedom,” Library Trends, (Summer/Fall 
1990): 83–91. 




Concrete examples include voting contingent upon land ownership or healthcare 
contingent upon employment; recent digital examples include product prices based on past 
purchases, and political engagement based on social networks Walzer proposes that 
because of the tendency of monopolistic dominance toward tyranny, “no social good x 
should be distributed to men and women who possess some other good y merely because 
they possess y and without regard to the meaning of x.”211 This principle blocks the 
conversion of one good into a second unconnected good, preventing a tyrant from 
establishing control over numerous realms of society. Walzer calls this complex equality, 
in that it allows some people to be more successful within a single sphere while allowing 
others to become successful in other spheres.212 To translate this idea to search engines, 
success in search should not be itself the basis for dominating politics and commerce, and 
one’s algorithmic reputation or score in one sphere should not disqualify or limit 
opportunities in another online sphere. 
In terms of large-scale data collection, the patterns of search that can act as 
correlates for identity and behavior are of interest to advertisers as well as law enforcement. 
This has raised questions of Fourth Amendment protections and whether, even in public, 
one has a reasonable expectation of privacy. In confirming limits on technology-enabled 
public surveillance and monitoring, Supreme Court Justice Sotomayor noted that unlimited 
data monitoring of “any person whom the government, in its unfettered discretion, chooses 
to track—may alter the relationship between citizen and government in a way that is 
inimical to democratic society.”213 
In this chapter, we examined the disclosed issues from step one against the Brey 
model’s ethical principles of privacy, justice, freedom, and democracy. In each case, we 
evaluated the issues from the perspective of consequentialist and deontological ethical 
theories. In the next chapter, we will begin step three of our analysis and evaluate several 
approaches to address issues related to search. 
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In the previous chapter, we completed the second step of our analysis by examining 
the disclosed issues from step one against the ethical principles of the Brey model. In this 
chapter, we begin step three of our analysis and evaluate approaches to address the 
disclosed issues from step one. We broadly categorize approaches by their method of 
implementation through laws, norms, markets, or code and evaluate these against Brey’s 
principles from step two. 
The ethical principles explored above can be realized in numerous types of practical 
applications. Society imposes its values through codifying laws and regulations, as well as 
through informally shaping behavior. Lawrence Lessig identifies four modalities of control 
through which behavior is influenced.214 Both in cyberspace and the real world, behavior 
is regulated by these four forces: laws, which constrain through the threat of punishment; 
norms, which constrain through stigma; markets, which constrain through availability and 
pricing; and code, which constrains through physical or digital burdens or access.215 These 
four modalities are distinct, but they interact in ways that can reinforce or undermine the 
others.216 In considering the application of disclosive search ethics, we will consider the 
existing and potential ways search-related behavior is regulated by each of these four 
constraints. 
A. LAWS 
Given the global nature of the internet, applying laws to enforce ethical principles 
presents significant challenges, especially in terms of enforcement. Search companies must 
navigate inconsistent and changing privacy and censorship laws worldwide. Wolfram 
suggests that the increasing complexity of search technologies makes their behavior 
difficult to predict prior to implementation, such that rules of behavior may not be enough 
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to ensure ethical results.217 One solution relies on private enforcement of public law and 
through government delegation to make and apply rules that are in line with enforceable 
public policy, and rely on oversight from public institutions.218 Grewlich proposes that 
any technology-related laws and regulations should account for how globalization is 
transforming sovereignty when combining public and private approaches.219 He suggests 
a cooperative self-regulation system where statutory public oversight governs independent, 
private regulatory entities that have the power to enforce compliance.220 This makes a 
majority of the implementation of ethical principles the responsibility of private 
organizations and requires laws and resources to ensure that public oversight is possible. 
1. Privacy 
In his assessment of privacy protections, Pasquale concludes that collection of 
personal data has reached a tipping point that would now be nearly impossible to 
restrict.221 Even if it were possible, comprehensive restrictions on large scale collection of 
data no longer protect privacy rights, as aggregation can  accurately deduce personally 
identifiable information  typically not allowed to be collected, such as a person’s “gender 
identity, ethnicity, political persuasion, etc.”222 Instead, Pasquale recommends focusing 
on how data can be used and shared after the inevitable collection occurs.223 These 
regulations could be versions of existing privacy law, such as HIPAA and regulations 
against private data use for discriminatory practices, that ensure segmentation of data, 
preventing companies from aggregating financial, health, commercial, and other categories 
of data in a way that creates identifiable or predictive profiling. However, an approach that 
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is overly restrictive of aggregation would severely limit machine learning and prediction 
technology. 
The California Consumer Privacy Act is a model of consumer privacy protection 
that privacy advocates are seeking to strengthen and expand beyond California.224 The 
rights guaranteed by the Act include free disclosure of what personal data has been and 
will be collected on you, who is collecting and buying your data, from what site and for 
what purpose; refusing sale of your data without retaliation, suing companies who fail to 
protect your collected data; mandatory opt-in consent for data on children under 16; and 
the right to delete data you have posted.225 
Additionally, a 2014 ruling by the Court of Justice of the European Union 
established the Right to be Forgotten. This rule, and the following EU General Data 
Protection Regulation attempt to give individual users greater control over their identity 
and private data. The right to be forgotten delegates responsibility to search engines for 
removing unwanted identity-related web links.226 Similarly, the recently enacted NetzDG 
law in Germany requires social media companies to more quickly and effectively remove 
hate speech from their platforms.227 Balkin notes that in these examples, the government 
is tasking private tech companies to develop the tools and bureaucracy to adjudicate online 
rights and determine privacy and free speech protections.228 
2. Justice 
A monopolistic search engine could function unjustly by preventing competitor 
businesses or dissenting ideas from reaching the public’s awareness. This could be 
addressed by creating a neutral third party to review ranking practices. This would not 
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require the proprietary algorithms to be fully revealed, only that an expert body serving the 
public interest have access to review for fairness. Pasquale compares this concept with the 
oversight of another ranking service, credit rating agencies.229 When these agencies 
change their methods of calculating ratings, the U.S. Securities and Exchange Commission 
requires that the changes are explained publicly and applied equally across the board.230 
A neutral arbiter in this role would prevent and remedy intentionally unjust ranking 
practices; however, epistemic injustices are often unintentional but no less problematic. 
Fricker describes how groups are hermeneutically marginalized in society’s collective 
understanding due to material disadvantages like high barriers to entry, and through 
identity prejudices like low credibility estimates.231 Both of these mechanisms are self-
reinforcing and inherent in the business of ranking and indexing information. Fricker 
argues that hermeneutical justice as a virtue should be ingrained in how we hear and judge 
information, requiring an intentional effort to demarginalize voices outside the 
mainstream.232 Noble’s analysis of search bias concludes that tech companies could 
provide a more just service by increasing diversity in their workforce, including social and 
library scientists in developing and validating algorithms.233 
Bracha and Pasquale assert that regulation in some form is needed to address search 
engine bias and protect searchers from manipulation and exploitation.234 They claim 
existing legal cases and law support classifying search as public utility, specifically a 
common carrier responsible for fair distribution of public services.235 This would allow 
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for formation of a regulatory body that focuses on protecting users from harm and oversight 
of search engine companies.236 
3. Freedom and Autonomy 
Balkin’s analysis of government control of free speech and censorship distinguishes 
“old school” regulation focused on individuals, from “new school” regulation, in which 
governments hold the digital platform responsible for its users’ speech.237 This trend 
results in issues of collateral censorship and digital prior restraint, in which platforms are 
incentivized to over-restrict potentially controversial content to avoid fines and 
punishment, but without due process or transparency. Balkin recommends adopting free 
speech protections like the Manila Principles, a 2015 global civil society set of guidelines 
for addressing online speech.238 These principles include protecting platforms from 
liability for third-party content; setting necessity and proportionality standards for 
removing or restricting content; requiring judicial authority for content removal or 
restriction; and maintaining transparency and accountability throughout the process.239 
Balkin considers these or similar protections the obligations of curational due process.240 
Newman suggests that issues related to the use and exploitation of personal 
information could be addressed by reducing search companies’ control of user data.241 
Noting that many search companies, and specifically Google, have a number of different 
services that collect and use user’s personal information, Newman suggests that taking an 
anti-trust approach to break these conglomerates would reduce the exploitive harm and 
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increase the value of user’s information and privacy.242 Such a practice is arguably ethical 
so long as there is a clear indication of harm and that breaking a monopoly or monopoly-
like entity is in the public interests.243 
4. Democracy 
The concern that search and other data could be used by political operatives to 
undermine democracy warrants preemptive legislative protections. However, as Hersch 
points out, the reliance of politicians on this data to gain a campaign advantage creates a 
conflict of interest that could impede efforts to reform data use laws.244 He proposes a 
transparency requirement for campaign databases similar to the Fair Credit Reporting Act 
for credit scores, that would allow citizens to see their political profile and how it is 
used.245 Like similar proposals for privacy protections, voters could have some degree of 
control over how they are classified and what preferences for political campaign contact. 
In discussing standards for politicians targeting groups of constituents, Hersch sees 
an example in the Franking Commission, which has regulated the content and frequency 
of Congressional mailings to the public since the country’s founding.246 An oversight 
organization like the Franking Commission could ensure transparency in data collection 
and use, and could review each type of record and intended use individually, requiring 
justification that serves the public interest and democratic values.247 However, to be 
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successful, this type of commission would have to overcome the current conflicts of 
interest and lack of technical expertise plaguing many elected representatives. 
The United States is seemingly unable to effectively address misinformation 
despite the considerable increase in public demand to address this issue.248 First 
Amendment constitutional protections against government censorship, reliance on 
lumbering bureaucratic institutions, and a lack of national-level policy inhibit the current 
approach, resulting in sluggish and arguably ineffective responses. While governments and 
private organizations are coordinating efforts to counter misinformation, their objectives 
are not always in line, as governments tend to have societal goals and private organizations 
tend to center on increasing revenue.249 When addressing misinformation through laws, 
governments must address how to do so without the use of censorship and without violating 
free speech rights. 
B. NORMS 
Lessig defines constraining social norms, as “imposed not through the organized or 
centralized actions of a state, but through the many slight and sometimes forceful sanctions 
that members of a community impose on each other.”250 He distinguishes norms from 
mere habits or patterns of behavior; rather, norms involve “socially salient” behavior, 
which determine whether a person is considered normal.251 Social sanctions for abnormal 
behavior can range from criticism to ostracism.252 Lessig notes that while these constraints 
are usually informal and unwritten, they constitute the majority of constraints on 
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behavior.253 The power of norms in interpersonal interactions appears to be weaker in 
governing online behavior. As Johnson, observes, anonymity is often the natural or sought 
after state in cyberspace, making identification difficult or impossible.254 This limits the 
ability for norms to impose real-world sanctions for online behavior, but there are other 
possibilities for sanctions within the context of anonymous interactions, or shifting public 
opinion of acceptable levels of transparency. 
Baumrin and Freedman describe the importance of norms in the enforcing the 
ethical responsibilities of the classical professions.255 They assert that professions are 
unique in their elevated social value through the provision of a vital service, in being 
motivated not by self-interest but by quality and serving the public interest, and in their 
self-enforcement of compliance with ethical standards.256 These norms are expected of the 
professions of law, medicine, and clergy, but could be used to evaluate ethical conduct of 
search algorithm designers, based on the vital importance of their service to the public 
interest. Like other types of norms, professional codes of ethics are often at least partially 
backed up with the force of law, but also by self-policing professional boards. 
1. Privacy 
The continued popularity of platforms that track users’ activity indicates that 
“creepy is a price worth paying for relevance” and convenience.257 There is a limit to the 
level of “creepy” intrusion that the public will tolerate, however. This was demonstrated 
by the public outcry over revelations that Cambridge Analytica harvested data from up to 
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87 million Facebook users for the purpose of influencing U.S. and U.K. voters.258 Such 
data firms can create psychological profiles of groups and individuals that allow highly 
specific, behaviorally micro-targeted messages that appeal to very personal emotional 
vulnerabilities.259 Public dissatisfaction for this practice is evident in the number of users 
who subsequently changed privacy settings, took a break from the platform, or even deleted 
the app.260 Search is a potentially even more revelatory data set, considering the perception 
that searches are private, the tendency to confess or seek advice on personal subject areas, 
and the ability to cross-reference searches with click paths, location, email, and other data. 
User behavior appears to reveal that some sacrifice of data privacy is tolerable, for the 
purpose of transparent commercial advertising, but that opaque psychological 
manipulation is unacceptable. 
2. Justice 
Norms play an essential role in defining and ensuring justice. Though classical 
economists predict rational actors will behave selfishly to maximize their own benefit in 
the absence of punishment, behavioral experiments show the social norms of equality and 
cooperation often override selfishness.261 The social benefits of behaving justly, and the 
shame associated with unjust behavior are powerful incentives in rational calculations of 
cost and benefit.262 This makes norms of justice a particularly important area to focus 
application of ethics. This can be done through educating and persuading the public about 
algorithmic injustices and by setting standards for tech professionals. O’Neil does this in 
her examination of how opaque and ill-conceived algorithms are reinforcing injustice, 
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calling for greater public accountability and oversight.263 Balkin notes that search engines 
claim to serve the greater good, by using their “special technological expertise to promote 
public-spirited goals like access to knowledge, freedom of expression, and community 
building.”264 This commitment to values implies an obligation to abide by professional 
and public-regarding norms, which they also “invoke to justify their decisions to organize 
search-engine results, to curate public discourse, and to enforce (or sometimes refrain from 
enforcing) civility norms.”265 
O’Neil describes how after the 2008 market crash, two financial engineers, 
Emanuel Derman and Paul Wilmott, wrote a Hippocratic Oath for data scientists, capturing 
the ideals of classical professional ethics: 
~ I will remember that I didn’t make the world, and it doesn’t satisfy my 
equations.  
~ Though I will use models boldly to estimate value, I will not be overly 
impressed by mathematics.  
~ I will never sacrifice reality for elegance without explaining why I have 
done so.  
~ Nor will I give the people who use my model false comfort about its 
accuracy. Instead, I will make explicit its assumptions and oversights.  
~ I understand that my work may have enormous effects on society and the 
economy, many of them beyond my comprehension.266 
 
She congratulates this attempt to capture and internalize the ethical responsibility of data 
engineers as a necessary cultural shift but believes this is not a solution in itself. A self-
imposed oath may constrain the scrupulous, but the stakes for society demand the force of 
law to enforce ethical behavior.267 
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3. Freedom and Autonomy 
Thaler and Sunstein theorize that “libertarian paternalism” can provide a middle 
way between rigid regulation and an unfettered free market. “The sheer complexity of 
modern life and the astounding pace of technological and global change undermines 
arguments for rigid mandates or dogmatic laissez-faire.”268 They suggest incorporating 
design “nudges” that set conditions for consumers to make better decisions without limiting 
their freedom to choose.269 This is often achieved by intentionally setting defaults and opt-
in/out selections to make rational and beneficial choices easier. They point out that there is 
no such thing as neutral design; every design feature exerts influence.270 While designers 
may attempt to neutralize the influence of their choices through randomness, unconscious 
nudges are always present.271 
Nudges are a form of influence, and Thaler and Sunstein recommend guidelines to 
keep them from becoming a means of harmful manipulation. They should be implemented 
by experts who understand the effects and can predict the best outcomes. There should be 
full public transparency, and restrictions preventing conflicts of interest, as in politicians 
designing their own ballots.272 The Golden Rule applies in prescribing nudges that the 
target audience would accept as most likely to help and least likely to inflict harm.273 
Additionally, they assess that there are some situations that put people at a psychological 
disadvantage and can benefit most from implementing a nudge. These situations involve 
decisions that “are difficult and rare, for which they do not get prompt feedback, and when 
they have trouble translating aspects of the situation into terms that they can easily 
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understand.”274 Finally, transparent nudges are needed when free markets “give companies 
a strong incentive to cater to and profit from human frailties, rather than try to eradicate 
them or minimize their effects.”275 
4. Democracy 
As democracy is maintained by an informed and active citizenry, norms of critical 
thinking in using search should be instilled in the public in addition to applying norms to 
search businesses. The enormous number of users and frequency of searches mean 
individual actions collectively are shaping the information environment that defines our 
democracy and our lives. Therefore, there is a collective imperative to act responsibly 
online, and for each citizen to do their part to ward against misinformation. 
The strongest defense against new forms of misinformation may be the lowest tech 
solution. Many schools are investing in digital literacy programs, to prepare students to 
think critically about everything they find online, but there is disagreement about what type 
of digital literacy is actually effective.276 Early programs focused on a checklist approach 
to evaluating a website or post, identifying the source and date, looking for red flags 
internal to the page.277 This evaluation within the site is called reading “vertically” and 
has been shown to be ineffective in identifying false and misleading information, as 
checklist features can easily be manipulated.278 Researchers instead recommend reading 
“laterally,” or crosschecking information across multiple sites, confirming credibility 
externally rather than internally.279 
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Lessig defines markets as a constraint that regulates through price.280 Price is 
simply a signal of resources transferred between people, or an obligation incurred for 
receipt of a benefit. Lessig notes that this exchange or incursion happens simultaneously, 
unlike in other constraints which generally ensue after the benefit is received.281 This 
immediacy could mean that markets provide a more responsive or agile constraint than that 
of norms or laws. However, Lessig emphasizes that markets cannot exist outside an 
elaborate context of norms and laws that themselves constrain market behavior.282 Despite 
the contingent and dependent nature of markets, they maintain a distinct form of regulation 
and control. 
Some scholars are confident that the market and technological advancements will 
solve the ethical issues in search, dismissing attempts at regulation as unnecessary.283 For 
markets to respond to pressure on any of the identified ethical concerns, consumers must 
have adequate information and adequate choice. These conditions of “transparency and 
choice,” or “notice and consent” have generally failed in internet-based markets.284 
Advocates of regulation point out that consumers are not given full information and choice; 
this deficiency inhibits the possibility of market forces reflecting the desires and values of 
the public.285 Similarly, choice falls short due to the monopolistic domination of the 
market, and the general attitude of “take it or leave it,” an unappealing and ultimately false 
choice between sacrificing privacy or refusing service altogether.286 Optimists see hope in 
the growing public awareness and concern over privacy and data sharing, driven by 
journalists, activists, and entrepreneurs developing alternatives.  
 
280 Lessig, Code, Version 2.0, 341. 
281 Lessig, 341. 
282 Lessig, 341. 
283 Bracha and Pasquale, “Federal Search Commission?,” 1179. 
284 Nissenbaum, “A Contextual Approach to Privacy Online,” 35. 
285 Nissenbaum, 35. 





DuckDuckGo is an example of a search engine that has succeeded as a privacy-
based alternative to more intrusive services. Holly Gaal describes five design problems that 
lead to degradation of privacy: Users do not know they’re being tracked, privacy controls 
are hard to find, destination websites have poor privacy practices, location data is private 
but necessary for some services, and web privacy is complex and overwhelming.287 
DuckDuckGo’s mission statement reflects its ethical imperative to incorporate solutions to 
these problems into their services as well as their organizational culture. They use nudges 
such as privacy default settings, user control over when to share or delete private data, 
transparent access to information about trackers and data status. Additionally, they provide 
educational videos and articles, conduct privacy research, and invest in privacy advocacy 
and legislation.288 
There are numerous other private search engines gaining attention in this growing 
market. Other highly ranked companies include Startpage, SearX, SwissCows, and 
Qwant.289 Many of these use Google or Bing data but distinguish their services through 
added privacy.290 Additionally, many are based in European countries that are considered 
more favorable jurisdictions for privacy protection than the United States.291 Some make 
money from affiliation with advertisers using non-tracked anonymized data, and some, like 
SwissCows, do not track or record any data whatsoever, leaving them reliant on donations 
from supporters and privacy advocates.292 
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Advocates of free market solutions to injustice argue that discriminatory practices 
hurt businesses enough that the market will correct itself, but Sunstein concludes that 
competitive pressure is not enough to eliminate discrimination and injustice.293 Not only 
are unjust practices obscured behind a veil of complexity and intellectual property, but 
Sunstein describes how discrimination can be profitable, putting firms who actively fight 
discrimination at a disadvantage.294 A particularly relevant form of this advantageous 
discrimination is what he calls “statistically or economically rational discrimination.”295 
Historically, pervasive and profitable discrimination in areas of hiring, housing, and 
lending have demonstrated the need for measures beyond the market to ensure a level 
playing field. The examples of algorithmic discrimination previously described 
demonstrate that this gap is also present in the search market. 
3. Freedom and Autonomy 
Wolfram suggests an approach to ethical search that gives searchers, a “choice 
about who to trust, and to let the final results they see not necessarily be completely 
determined” by the search service provider.296 This would separate the systems that 
provide final ranking and the systems that constrain content, typically those that use 
personal data to deliver personalized content, and enable user choice and transparency in 
which of these systems to use.297 Another approach Wolfram suggests would extend 
greater control over the ranking process to the user by allowing the user to specify sorting 
criteria or present results in a non-hierarchical format, instead of presenting search results 
in a simple ranked list.298 O’Neil describes how as an alternative to the tyrannical college 
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ranking system, the Education Department compiles extensive data on all schools that can 
be searched by students for specific school characteristics and strengths.299 A system that 
is more transparent and user-directed like this could result in more equal representation of 
content, as well as encouraging more critical thinking and discernment on the part of the 
user. 
Newman suggest strengthening the market for user data and privacy to address 
many privacy related ethical issues by giving searchers more control over what data is 
given and what can be done with that data.300 While such an approach may likely impact 
search companies’ profits that rely on user data, there is no clear ethical imperative to value 
corporate profits over searcher’s privacy rights. Some scholars suggest that changing or 
removing intellectual property rights associated with search engine algorithms could 
address several ethical concerns by changing the market dynamics, by treating search 
engine algorithms as a patent, instead of a trade secret.301 While this might open the market 
to increased competition, potential private licensing, and added transparency, this solution 
may also violate ethical principles of freedom. 
4. Democracy 
Optimists argue that low barriers to entry and open access makes the internet 
naturally democratic, forming a free marketplace of ideas, enabling the best information to 
rise to the top.302 This free information environment would seem to only improve 
democratic institutions by contributing to an informed and engaged citizenry. However, as 
we have discussed, the online marketplace of ideas is subject to numerous constraints and 
influences that create incentives for outcomes that undermine democratic ideals. Filter 
bubbles, misinformation, and extremist content have proven to be profitable and difficult 
to filter out. Open access and limitless content can still “fail to promote an educated 
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citizenry and political equality…There is no logical or a priori connection between a well-
functioning system of free expression and limitless broadcasting or internet options.”303 
In a trend toward decentralization of authority on the internet, search engines could 
shift to a peer-to-peer model that facilitates a more egalitarian distribution of power. One 
example of this emerging technology is YaCy, a free search service that relies on 
independent user computers to index and contribute to results.304 While still lacking the 
public awareness and power over the market of Google, YaCy currently has “about 1.4 
billion documents in its index and more than 600 peer operators contribute each month. 
About 130,000 search queries are performed with this network each day.”305  
With growing concerns over Google’s ethics, decentralized alternatives may become more 
ubiquitous, perhaps provoking the same skeptical acceptance as sites like Wikipedia. Such 
skepticism and an active role in the search process could be beneficial side effects that 
address the concerns of digital literacy and mental passivity. 
D. CODE 
Lessig notes that some behavior that is difficult to regulate can be made more 
regulable by indirectly controlling the technology that facilitates behavior.306  This is 
especially applicable to online and search behavior, where all conditions on user access 
and choice are set by the code. Lessig argues that code is unique among the four constraints 
because it can be human-made, but it can also be a natural limitation like the speed of 
light.307 Additionally, the other constraints relay on some degree of human action in the 
regulation process; code may be developed by humans but is subsequently “self-executing 
in way that the constraints of law, norms, and the market are not.”308 Therefore, lack of 
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agency is the fundamental difference in coded constraints; the continuous public support 
and participation required by the others are absent. Lessig speculates that this feature makes 
code uniquely susceptible to enabling unpopular or “unseemly” practices; by 
circumventing the need for societal consent, it operates as a constraint without 
accountability.309 
Some experts contend that addressing transparency in the fundamental commercial, 
societal, and political issues surrounding search technology is likely too difficult and may 
not be able to be achieved in a useful way.310 Wolfram suggests that it is impossible to 
code a comprehensive set of ethical principles into search technology, especially 
algorithmic or artificial intelligence-based systems.311 He explains that because such 
systems are constantly generating new cases, any “finite set of computational principles 
(or, for that matter, laws)…meant to constrain automated content selection systems” would 
require the ethical principles to be redefined to address each new case, which he states 
would be beyond human capability.312 
1. Privacy 
Blockchain technology is a digital ledger that has begun to transform the financial 
sector, beginning with cryptocurrency, but now securely tracking transactions of all 
types.313 This system could transform data privacy in the same way, ensuring users do not 
lose control of their data. Echoing Pasquale’s assessment that trying to prevent data 
collection will be less effective than controlling its use, Owen proposes that blockchain for 
personal data will improve both convenience and privacy.314 Rather than users entering 
personal information on multiple sites and then having no idea who buys it and why, using 
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blockchain, they can keep a single official record and transfer selected parts to companies 
and government agencies as needed.315 These transactions will be transparently recorded 
and secure from tampering. 
2. Justice 
Pasquale recounts a discussion about search with a Silicon Valley consultant who 
dismissed ethics and fairness reform suggestions as impossible because they are unable to 
be coded.316 Coding solutions alone cannot guarantee justice, but they can create 
conditions through default settings and built-in transparency that are more conducive to 
fair and just outcomes. As previously discussed, blockchain can help avoid government 
and corporate overreach, discrimination, and redlining. Pasquale notes the current 
imbalance of transparency that makes citizens’ records open books to the highest bidder, 
while over-protecting the powerful from public scrutiny.317 This could be reversed by 
improving privacy protections for individuals while opening up government and corporate 
operations to review by the public or regulators. Like the application to privacy, the ability 
to review how personal data is being used and by whom is essential to preserving the rights 
of due process and the presumption of innocence. This is necessary to regain 
accountability, enforce the rule of law, and protect individual rights. 
3. Freedom and Autonomy 
Noble considers what search results could be if they were not limited to the standard 
ranked list, with only a handful visible per page. She envisions one alternative design, the 
“imagination engine” that could present a broad array of results, organized by category, 
with user control over what area to explore and whether to include potentially harmful 
content.318 This design would allow users to choose the content most relevant to their 
needs, without relying on the search algorithm to predict and direct the outcome. A broader 
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and differently organized constellation of results would also provide a nudge to users by 
making it easier to distinguish commercial services, governmental or academic content, or 
entertainment. This type of categorization is an opportunity to insert bias, but the process 
currently used also relies on algorithmic categorization, and not transparently. 
4. Democracy 
In collecting personal data for profiling users, transparency can once again provide 
a path toward a more equal balance of power. If citizens were able to access and review 
the profiles that politicians are already compiling for them, these data bases could become 
a tool for more effective representation. Hersch suggests that, rather than the imprecise 
correlative shortcuts currently used by campaigns, an open-access data base could allow 
citizens to provide the information they want politicians to have, including the issues they 
care most about.319 This kind of interface platform could turn collection and targeting 
practices that can seem opaque and suspicious to the public into an open democratic forum 
for interacting with representatives. 
In this chapter, we completed the third and final step of our analysis by evaluating 
several approaches to address the disclosed issues using laws, norms, markets, or code 
against the ethical principles of privacy, justice, freedom, and democracy from step two. 
  
 




This thesis focused on understanding the ethical concerns associated with the wide-
spread use of search engines with the goal of identifying guiding ethical theories of how 
search should work in democratic societies. In doing so, we examine the hidden ethical 
issues of search, and make several broad arguments about those issues and how to address 
them. 
First, we argue that search presents unique ethical issues broadly related to 
personalization, judgment, and scale. The personalized nature of search reveals issues 
related to reinforcing bias and polarization, collecting and exploiting personal data, 
government surveillance, and lack of consent and voluntary disclosure. The influence of 
search on judgment reveals issues concerning algorithmic bias, objectivity neutrality, and 
search engine optimization. The implications from the immensity of search relate to stifling 
competition, accountability, universality, permanency and the right to be forgotten, the 
Internet of Things and non-public internet devices, and complexity. Transparency is an 
underlying concern with all these issues. 
Adopting Brey’s Disclosive Ethics model, our second argument is that search 
related issues should be evaluated against the ethical principles of privacy, justice, freedom 
and autonomy, and democracy. Evaluating the issues in this way from both 
consequentialist and deontological perspectives offer different outcomes for Brey’s model. 
Unsurprisingly, nearly all of the disclosed issues are ethically concerning from a 
deontological perspective, and all of the issues offer mixed results from a consequentialist 
perspective. The only mixed result issues from a deontological perspective are those related 
to privacy involving judgment, and in this case only from a consequentialist-like 
deontological theory—communitarianism. The mixed results of the consequentialist 
perspectives are due to several reasons, but the two most common relate to transparency 
and epistemic issues. In these cases, the consequentialist approach is not able to adequately 
evaluate principles without transparency or knowing some other objective, yet unknown 
truth, such as the ‘best’ personalized search result for a given query. 
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Finally, we argue for using the principles from Brey’s model as the guiding ethical 
principles for governing search and that contemporary governance approaches that do not 
adhere to these principles are insufficient to address many of the disclosed ethical issues. 
We categorize existing and proposed methods for governing search as laws, norms, 
markets, and code, and find that approaches within these categories are integrally related 
to transparency. Many of the limitations in the efficacy of the applications are related to 
issues of transparency, especially in cases concerning markets and laws which rely on 
transparent processes to function. 
Greater transparency in some form is likely the cornerstone for efforts to identify 
implicit bias and discrimination, hold companies accountable and enforce the law, and give 
users greater choice and control over their data and experience. Transparency requirements 
can backfire, however, as seen when companies dump an overwhelming quantity or 
unintelligibly written documents, complying with court orders but maintaining 
obfuscation. Pasquale distinguishes three types of secrecy: real secrecy, maintained by 
erecting barriers; legal secrecy, which compels those in the know to keep secrets as in non-
disclosure agreements; and obfuscation, which is deliberate attempts at concealment 
through intentional confusion and complexity.320 This presents real challenges for 
advocates of greater transparency for black box technologies. 
Even were transparency not a concern, the issues associated with complexity 
remain. The interaction of numerous algorithmic processes is difficult to understand 
without an advanced computer science education and most users do not possess the specific 
education needed to understand this interaction. Furthermore, the complexity of these 
systems is amplified by artificial intelligence and machine learning technologies which are 
increasingly becoming complex beyond human understandability.321 As such, it is nearly 
impossible to ensure that ethical principles are being adhered to or evaluate such complex 
systems. Considering these challenges, in a highly complex and evolving search engine, 
meaningful transparency cannot be limited to simply revealing code. Accountability 
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measures must include an intelligible explanation of how decisions are made and a means 
of verifying fairness and accuracy. 
Kristian Hammond suggests that thinking, reasoning, and decision-making are 
amazing gifts and not to be lightly handed over to algorithms and artificial intelligence.322 
The power of AI to make more efficient and statistically more successful decisions will 
guarantee its expansion, but humans must be in the lead, not following blindly behind. If 
an algorithm is unable to explain why it made an ethical decision, or humans are unable to 
understand the explanation, perhaps that technology is not appropriate or ready for use. In 
his example of a self-driving car striking one victim to save another, we would demand an 
explanation from a human driver and expect the same from the AI.323 When stakes are 
high, it is worth questioning whether technologies that are too advanced to be 
comprehended or controlled by humans are worth using at all. 
This problem of complexity could make transparency impossible to achieve, but 
some argue it may not be necessary to ensure ethical use of algorithms. Even the person 
who created a machine learning system cannot explain or keep up with the constantly 
evolving analytics. This means looking inside the black box actually reveals less than 
evaluating the outputs for fairness, accuracy, and appropriateness.324 To this end, some 
experts recommend designing systems with “procedural regularity,” allowing observers to 
see how the algorithm makes decisions, as well as built-in tests that the system does what 
it is designed to do.325 Black box technologies, if designed in this way, can be held 
accountable without having to reveal the proprietary secrets. 
The potential of new technological developments to alter the grounds of these 
ethical questions could outpace attempts at policy and regulation. Trends in the expansion 
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of blockchain technology beyond financial transactions is one example of a larger trend 
toward decentralization that could reshape the nature of online interactions and attempts to 
control them. The early incarnation of the internet was fundamentally decentralized and 
open, designed for collaboration rather than control.326 Over time, power has consolidated 
in tech giants that build on snowballing success and swallow competition.327 The trend 
could reverse back to a decentralized model as new peer-to-peer technologies gain 
popularity amid a public backlash to the domination of companies like Google and 
Amazon. 
Muneeb Ali sees two problems with the current state of the internet: that users 
blindly trust in big corporations and unknown intermediaries, and that user data is owned 
by tech companies.328 Blockchain addresses each of these issues, and simultaneously 
decentralizes control online, disrupting the hegemony of big tech companies. However, 
Zuboff suggests that there is a cost to this new version of trust, either through centralized 
surveillance or through decentralized verification like blockchain.329 These technologies 
are not a new version of contracts or trust, but rather herald the end of contracts, by 
eliminating the need for trust, uncertainty, and even consent.330 
Given the current lack of transparency, a major security implication of search is its 
ability to promulgate misinformation under the guise of objectivity, leaving democratic 
societies vulnerable to manipulation from both domestic and international actors. In light 
of this, there is a surprising lack of a robust or unified response, despite discussions 
between major tech companies and government officials to reduce misinformation and 
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foreign interference.331. While Google says it will monitor its services and share “relevant 
information with law enforcement and industry peers,” the determination of what 
information is relevant has been left in the hands of tech companies.332 However, these 
partnerships also raise concerns about the extent of warrantless surveillance and 
overreaching law enforcement use of personal data. Where working together to counter 
misinformation, governments and private organizations must be careful not to interfere 
with freedoms and other fundamental rights.333 
Accountability through transparency, ethical designs, or back-end output testing is 
necessary to preserve our society’s values in an age dominated by digital technology. 
Balkin advises, “twentieth-century media, with all of its faults, served as a countervailing 
force to government power in a democracy. In the same way, twenty-first-century media 
companies, at best, may provide platforms for democratic organization and protest and act 
as checks on the power of territorial governments, even as these governments are necessary 
checks on technology companies’ burgeoning economic and political power.”334 Writing 
about the challenges ahead for navigating an ethical response to surveillance capitalism, 
Zuboff calls upon scholars and citizens to “act in the knowledge that deception-induced 
ignorance is no social contract, and freedom from uncertainty is no freedom.”335 
This warning against deception, uncertainty, and obfuscation is a call for disclosive 
ethics. These issues can only be adequately confronted by clear-eyed examination in open 
public discourse. The underlying issues of search are especially troubling considering the 
surprising lack of transparency for something so universal and integral for the navigation 
of daily life. Search engine companies have become the gatekeepers of knowledge, yet 
 
331 Proposed efforts include cooperation on “threat modeling, intelligence sharing and building 
stronger ties between the public and private sector agencies.” Mike Isaac and Davey Alba, “Big Tech 
Companies Meeting With U.S. Officials on 2020 Election Security,” The New York Times (September 4, 
2019), https://www.nytimes.com/2019/09/04/technology/2020-election-facebook-google.html. 
332 Isaac and Alba. 
333 European Commission, “A Multi-dimensional Approach to Disinformation,” Report of the 
Independent High Level Group on Fake News and Online Disinformation (March 2018): 30. 
334 Balkin, “Free Speech Is a Triangle,” 2044. 
335 Zuboff, “Big Other,” 86. 
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innovations in search have outpaced public awareness of how these technologies work and 
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