Abstract: End-to-end delay measurement has been an essential element in the deployment of real-time services in networked systems. Traditional methods of delay measurement based on time domain analysis, however, are not efficient as the network scale and the complexity increase. We propose a novel theoretical framework to analyze the end-to-end delay distributions of networked systems from the frequency domain. We use a signal flow graph to model the delay distribution of a networked system and prove that the end-to-end delay distribution is indeed the inverse Laplace transform of the transfer function of the signal flow graph. Two efficient methods, Cramer's rule-based method and the Mason gain rule-based method, are adopted to obtain the transfer function. By analyzing the time responses of the transfer function, we obtain the end-to-end delay distribution. Based on our framework, we propose an efficient method using the dominant poles of the transfer function to work out the bottleneck links of the network. Moreover, we use the framework to study the network protocol performance. Theoretical analysis and extensive evaluations show the effectiveness of the proposed approach.
Introduction
Technical advances in sensing, computing, and communication are leading to the development of complicated and heterogeneous larger-scale networked systems, such as Internet systems. For these systems, especially for the systems providing real-time services, end-to-end delay measurement is an essential aspect. When the end-to-end de-lay distribution is obtained, we are able to verify whether the quality of service (QoS) requirements are met. Thus, to better guarantee QoS, we need useful tools to model and obtain the end-to-end delay distribution.
In networks, generally speaking, the delay distribution of each single link or node follows a random distribution (Almeida et al., 1999) , and it can be obtained by theoretical analysis or experiments. However, the end-to-end delay of a networked system which follows a superimposed distribution is extremely complicated considering the system's heterogeneity and complexity. For example, it is difficult to obtain the end-to-end delay distribution of a large-scale system composed of many sub-networks. Traditional methods based on time domain analysis are not convenient here for the following reasons: First, they calculate the end-to-end delay distribution by convoluting the delay distributions of individual nodes and links, and the computational cost is extremely high when the network is complicated and its scale is large. Second, they usually find it hard to capture the higher-order delay characteristics, which may help us better design the systems. Third, they may need to rebuild the whole system model when a change in a single network component occurs. It is not scalable. Fourth, in most situations, traditional time-domainbased approaches cannot obtain closed-form solutions. Therefore, there is an urgent demand for novel methodologies to efficiently analyze the end-to-end delay distribution for large-scale networked systems.
In this paper, we propose a new theoretical framework for end-to-end delay distribution analysis of networked systems through frequency control theory. In contrast to our previous work (He et al., 2010) which is related to network structures, in this paper, we use a signal flow graph to model the delay distributions of a networked system, which does not depend on any particular network structure. Moreover, our framework can be used to efficiently model and analyze network protocol performance. We prove that the end-to-end delay distribution in the time domain is indeed the inverse Laplace transform of the transfer function of the signal flow graph. This implies that we could first calculate the system transfer function in the frequency domain, and then obtain the end-to-end delay distribution from the transfer function. Two methods, Cramer's rule-based method and the Mason gain rule-based method, are adopted to efficiently obtain the transfer function. The endto-end delay distribution is obtained by analyzing the time responses of the system transfer function. Based on our framework, the dominant pole and its related theory are introduced to work out the bottleneck links. By improving the delay distribution of bottleneck links, the end-to-end delay distribution of the networked systems can be efficiently improved. Lastly, we use the proposed framework to study the network protocol performance in terms of end-to-end delay distribution.
To the best of our knowledge, our work is the first applying control theory to end-to-end delay distribution calculation. The contributions of this paper are summarized as follows:
1. We use a signal flow graph to model the delay distributions of a networked system, and prove that the end-to-end delay distribution in the time domain is indeed the inverse Laplace transform of the transfer function of the signal flow graph. This enables us to use the transfer-function-based classical control theory to calculate and analyze the end-to-end delay distribution. 2. We propose a method based on the dominant poles of the transfer function to work out the bottleneck links. By improving the bottleneck links, we significantly improve the end-to-end delay distribution.
3. We use our framework to efficiently study transport protocols with different retransmission mechanisms for reliable communication, i.e., endto-end vs. hop-by-hop. The proposed analytical framework will be a powerful tool to evaluate various message transmission mechanisms.
Related work
End-to-end delay analysis has always been an important research field in networked systems (Wang et al., 2014) with research on many different kinds of networks. For the Internet, the end-to-end packet delay and loss behavior were analyzed using the measured round trip delays of small user datagram protocol (UDP) probe packets (Bolot, 1993) ; a largescale experiment was done to study end-to-end Internet packet dynamics (Paxson, 1997) . For the Ethernet, an optimized trajectory approach was proposed to improve the worst-case delay of an avionics full duplex switched Ethernet (AFDX) network (Bauer et al., 2010) . In wireless sensor networks, a method of using two-hop information to enhance real-time delivery was proposed (Li et al., 2009) ; an approach which employs a frequency domain analysis for estimating end-to-end delay in multi-hop networks was presented (Despaux et al., 2012) ; discretetime queueing theory was employed to analyze the end-to-end delay in wireless multi-hop networks (Xie and Haenggi, 2009 ). End-to-end delay is also researched in cyber-physical systems (Rao et al., 2010; Xia et al., 2011) , network control (Yao et al., 2013) , and other networked systems.
To analyze network delay, there have been a lot of fundamental research works on delay analysis. Some works evaluate performance of queueing systems in terms of their low-order statistics, like the mean and the variance (Abdelzaher et al., 2004; Bisnik and Abouzeid, 2009; Gupta and Shroff, 2009 ). However, in many cases, the distribution other than the mean and the variance of the end-to-end delay is required to design networked systems. A method using the maximum variance asymptotic (MVA) upper bound to calculate an upper bound of the buffer tail distribution in a queue with Gaussian input traffic was proposed (Choe and Shroff, 1998) . However, the assumption of specific traffic makes these approaches not sufficiently general. Statistical frameworks were proposed (Qiu and Knightly, 1999; Boorstyn et al., 2000; Reisslein et al., 2002; Fidler, 2010) , and a few important properties such as statistical multiplexing, end-to-end network delay probability, statistical traffic envelopes, and statistical service envelopes were used to describe the cumulative traffic. However, the computational complexity of statistical methods can be high and sometimes it is hard to gain closed-form solutions. To achieve deterministic performance, the concept of 'network calculus' was proposed to derive bounds for delay through worst case analysis (Cruz, 1991a; 1991b) . Further, to analyze the random characteristics of network delay, statistical network calculus can provide statistical delay bounds (Burchard et al., 2006; Koubaa et al., 2006; Schmitt et al., 2007) . However, studying the worst case is always conservative.
Computational complexity is one key challenge in end-to-end delay distribution analysis. The computation of the traditional methods based on the time domain is high. Therefore, providing approaches with low computational complexity is the design goal of our work.
System modeling
The end-to-end delay distribution is commonly analyzed in the time domain, which, however, incurs heavy computation overhead due to convolution operation of individual nodes and links. He et al. (2010) proposed to convert the end-to-end delay distribution analysis from the time domain to the frequency domain, to simply analyze and reduce computation complexity. Let d(t) denote the probability density function of the delay of a system. It is converted into the frequency domain by the Laplace transform as follows:
where L is the operator of the Laplace transform. Meanwhile, if we obtain D(s) by using analysis in the frequency domain, we can easily obtain d(t) by using the inverse Laplace transform as follows:
In this paper, we follow the idea of He et al. (2010) and analyze the end-to-end delay distribution from the frequency domain. The first problem is how to model the delay distributions of the networked system so that we can obtain D(s) in the frequency domain efficiently. We propose to model the delay distribution as a 'signal flow graph'.
A signal flow graph is a directed graph with vertices and directed edges. Let G = (V, E, W ) denote the modeled signal flow graph, where V = {x 1 , x 2 , · · · , x n } is the set of vertices. Each vertex x i represents the cumulative delay distribution from the starting node to node i. For example, in a networked system, we send a message from node 1 to node n. Correspondingly, in the signal flow graph, vertex x 1 is the 'source node', and vertex x n is the 'sink node'. We always have x 1 = 1 (in the frequency domain), which means no cumulative delay at that point. x n represents the cumulative delay distribution from node 1 to node n, i.e., the end-to-end delay distribution of the system. E = {e(i, j)} is the set of edges. An edge e(i, j) exists if and only if there is a link from node i to node j. W : E → R is the set of weights of edges which characterize the delay distribution of each link.
The delay function is the Laplace transform of the delay distribution. Suppose d(i, j) is the delay distribution from node i to node j. Then we define its delay function as follows:
A system has different structures, such as serial, parallel, and circular. In a serial structure, each node has only one incoming link and only one outgoing link. Therefore, the probability of choosing each link is obviously 1. However, in a system which contains parallel and circular structures, one node may have multiple incoming links and outgoing links, and therefore a link is selected with a certain probabilities. Meanwhile, the sum of probabilities for outgoing links of a node is 1. Let p(i, j) denote the probability of edge e(i, j) being selected. Then we have j p(i, j) = 1. Definition 2 The weight of an edge e(i, j) in a signal flow graph G is defined as the product of its probability and delay function. That is,
Fig . 1b shows the signal flow graph corresponding to the delay distributions of the networked system shown in Fig. 1a . x 1 is the source node, and x 6 is the sink node. In the signal flow graph, there exist 'paths' from the source node to the sink node. Further, a path in which every node appears only once is called a 'forward path'. For example, in Fig. 1b ,
is a forward path. The signal flow graph is also able to model the networked system with loops. For example, x 4 → x 5 → x 4 is a loop. In many cases, higher-level protocols prevent packets from running in loops in the network to avoid congestion. This would have an influence on the probability of a packet using such a link, because the probability would become conditional. As shown in Fig. 1b , the signal flow graph is one-way. However, a networked system is always composed of full duplex links, and the link delays are asymmetric (Exel et al., 2014) . Thus, in fact, we need two signal flow graphs to model the end-to-end delays of a networked system. For example, we need another signal flow graph to model the end-to-end delay from node 6 to node 1 in our example.
In control theory, the most important factor of a signal flow graph is the 'transfer function' (D' Azzo and Houpis, 1995) . It is a mathematical representation to describe system inputs and outputs. Definition 3 The transfer function T (i, j) of an edge (or link) e(i, j) is equal to its weight. That is,
The convolution operation in the time domain is converted into the multiplication operation in the frequency domain. Therefore, we have the following two definitions and theorem: Definition 4 The transfer function T (P k ) of path P k is the multiplication of the transfer functions of all the links on the path. That is,
, where E(P k ) is the set of all the links on P k . Definition 5 The transfer function of the signal flow graph G is defined as T s , which is equal to the sum of the transfer functions of all the paths (D'Azzo and Houpis, 1995). That is, T s = Pi∈P (G) T (P i ), where P (G) is the set of all the paths of G. Theorem 1 The end-to-end delay distribution of a system is equal to the inverse Laplace transform of the transfer function of its corresponding signal flow
Proof First, by Definition 5, we have
Substituting the property
The inverse Laplace transform of the transfer function T s is
where
is the end-toend delay distribution of path P i , and it is calculated by the convolution of all the delay distributions of links on path P i . Let p(P i ) denote the probability of choosing path P i . We have p(
Since
is the end-to-end delay distribution of the networked system, we obtain
Therefore, we convert the end-to-end delay distribution calculation problem into the problem of obtaining the transfer function of the corresponding signal flow graph. After we obtain the transfer function, the end-to-end delay distribution can be easily calculated using the inverse Laplace transform.
System transfer function calculation
Since the end-to-end delay distribution is indeed the inverse Laplace transform of the transfer function of the signal flow graph, we need to obtain the transfer function to otain the end-to-end delay. In this section, we present two commonly used methods to obtain the transfer function of the signal flow graph model: Cramer's rule-based method and the Mason gain rule-based method. We use an example here to better explain these methods. Take the signal flow graph model shown in Fig. 1b as an example.
The parameters of the system are listed in Table 1 . The delay distributions in Table 1 have a form like a/(s + a), which is an exponential distribution. The expected (or mean) delay is given by 1/a. Thus, a smaller a means a poorer link. 
Cramer's rule-based method
One advantage of the signal flow graph model is that we may obtain a set of algebraic equations which clearly indicate the flow of signals (delay cumulation) from the model. For example, in Fig. 1b , node x 1 and node x 5 flow into x 2 , and they are multiplied by p(1, 2)D(1, 2) and p(5, 2)D(5, 2), respectively. So, we obtain x 2 = p(1, 2)D(1, 2)x 1 + p(5, 2)D(5, 2)x 5 . Once all these algebraic equations are obtained, we may obtain the transfer function by solving them using Cramer's rule.
For the system shown in Fig. 1b , we obtain the following equations:
There are six fundamental equations with six variables x 1 , x 2 , ..., x 6 , which should be solvable. Rewriting Eq. (8) in the form of a matrix, we obtain AX = U ,
The determinant of A is
By replacing the 6th column of A by the column vector U , we obtain A . The determinant of A is (15) By Cramer's rule, we obtain
Since packages are delivered from x 1 to x 6 , we have the input U i = x 1 = 1 and the output U o = x 6 . Thus, the transfer function which represents the relationship between the input and output is obtained as 
Therefore, the transfer function T s is obtained using Cramer's rule-based method. An advantage of using this method is that we are able to obtain the cumulative delay distribution from the source node to any other node (by solving x 2 , x 3 , x 4 , x 5 in the example) besides the sink node, which is useful in situations where not only the end-to-end delay needs to be considered. However, this method needs matrix operations.
Mason's gain rule-based method
In control theory, the Mason gain rule is another method for obtaining the transfer function from the signal flow graph. It searches into the graph for different paths and loops to obtain the result. Compared with Cramer's rule-based method, this does not need matrix operations and may be more computationally efficient. The Mason gain formula (D'Azzo and Houpis, 1995) is written as
where T (FP k ) is the transfer function of a forward path between a source node and a sink node. Δ is the graph determinant which is derived from
where T a is the transfer function of each closed path, T b T c is the product of the transfer functions of two non-touching loops, and T d T e T f is the product of the transfer functions of three non-touching loops. In Eq. (20), Δ k is the cofactor of T (FP k ). It is the determinant of the remaining sub-graph when the forward path FP k is removed. Thus, it does not include any loops that touch the forward path in question. Δ k is equal to unity when the forward path touches all the loops in the graph or when the graph does not contain any loop. Δ k has the same form as Eq. (21).
In Fig. 1b , there is only one loop: x 4 → x 5 → x 4 , and its transfer function is T a = T (4, 5)T (5, 4). Therefore, T a = T a = T (4, 5)T (5, 4). So, we have
There are four forward paths in Fig. 1b . The forward paths, path transfer functions, and cofactors are listed in Table 2 . Table 2 Forward paths, path transfer functions, and cofactors of the system in Fig. 1b 
Forward path
Path transfer function Cofactor
T (FP 4 ) = T (1, 4)T (4, 5)T (5, 2)T (2, 3)T (3, 6)
Thus, by Eq. (20) we obtain the transfer function as follows:
(23) The result of the Mason gain rule method is the same as that of Cramer's rule-based method. The Mason gain rule method does not need any matrix operation. However, it will become slow as the system's complexity increases (El-Hajj and Kabalan, 1995) .
Overall, in this section, we introduced two methods, Cramer's rule-based method and the Mason gain rule-based method, to calculate the system's transfer function (i.e., Laplace transform of the endto-end delay distribution). Either of the two methods requires multiplication operations only and these are more computationally efficient than convolution operations in time-domain-based approaches. The advantage of the Mason gain rule-based method is that it does not need any matrix operation; i.e., it is more computationally efficient. However, the Mason gain rule-based method can calculate only the end-to-end delay (i.e., delay from the source node to the sink node), while Cramer's rule-based method is able to obtain the delay from the source node to any other node, which is useful in some situations. Requirements will dictate the appropriate method in practice.
Delay distribution analysis
In this section, we analyze the time responses of the system transfer function to obtain the end-to-end delay distribution.
We continue to use the example of Fig. 1b . The system transfer function has already been obtained using Eqs. (17) and (23). Given the parameters listed in Table 1 , there is The impulse response and step response are two typical time responses. The impulse response equals the probability density function of the end-to-end delay distribution, and the step response equals the cumulative distribution function of the end-to-end delay distribution. We give the explanations as follows: Let δ(t) denote the input impulse function, and y δ(t) the time response for δ(t). The system transfer function is T s . We can obtain
By the inverse Laplace transform, the impulse response can be obtained as
Using Theorem 1, we have
, and thus y δ(t) = d e2e ; i.e., the impulse response equals the probability density function of the end-to-end delay distribution. Let u(t) denote the input step function, and y u(t) the time response for u(t). We can obtain
The step response can be obtained by the inverse Laplace transform as
where D e2e is the cumulative distribution function of the end-to-end delay distribution. So, the step response equals the cumulative distribution function of the end-to-end delay distribution. Therefore, checking the characteristics of the time response is exactly checking that of the endto-end delay distribution. Fig. 2 shows the impulse response and step response of our system of Fig. 1b . The impulse response curve describes the relative likelihood for a message delivered at a given time. It will move to the left when the mean end-to-end delay is shorter, and will be much sharper when jitter (or delay variation) is smaller. We find that the end-to-end delay occurs mainly between 0 and 2 s. The probability of the end-to-end delay being larger than 5 s is small.
Also, we see that the cumulative distribution function D e2e increases as the time increases and lim t→∞ D e2e = 1. This implies that messages can finally be successfully delivered to the end without a time deadline limit. However, in practice, we have end-toend deadlines and messages will be lost. Moreover, from the step response curve, we obtain the probability of successful delivery within any deadline. For example, 80% messages can be delivered from node 1 to node 6 within 2 s.
We have developed the theoretical framework to model and analyze the end-to-end delay distribution of networked systems. The procedures are shown in Algorithm 1.
6 Case study 6.1 Case study 1 to find bottleneck links
In this subsection, we give an example using the proposed framework to efficiently work out the bottleneck links.
The transfer function of the signal flow graph in Eqs. (17) and (23) is written in the form of zeropoles:
The zeros Among all the poles of the system, there exist 'dominant poles' which play more important roles than the non-dominant poles. Generally speaking, the time responses due to dominant poles are large in magnitude and die out slowly, while the time responses due to non-dominant poles are small in magnitude and die out quickly. Therefore, the system time response (i.e., end-to-end delay distribution) is determined mainly by dominant poles (D'Azzo and Houpis, 1995). We summarize the features of the dominant pole as follows: Definition 6 (Dominant pole) Let B = {b i |Re(b i ) < 0, i = 1, 2, · · · , n} denote the set of all the poles of T s , and Z = {z j |Re(z j ) < 0, j = 1, 2, · · · , m} the set of all the zeros of T s . Let B d denote the dominant poles and B n the non-dominant poles. For any b i ∈ B d and b j ∈ B n , it must satisfy one of the following conditions:
where Re(·) denotes the real part, γ ≥ 3, and ε is small enough.
The dominant poles are usually close to the imaginary axis, while the non-dominant poles are usually far away from the left of the dominant poles.
Since the system is composed of links, the poles of the system depend on the delay distributions of individual links. Thus, there exist links named 'dominant links' (bottleneck link) in this paper which decide the dominant poles of the system. Definition 7 (Dominant link)
Let E d denote the set of all the dominant links and E n the nondominant links. The transfer function T (i, j) of link e(i, j) ∈ E d has at least one pole which is the same as (or close to) one of the dominant poles of the system transfer function T s . When we change link e(i, j) ∈ E d , there exists at least one dominant pole b ∈ B d such that Re(b) will be changed. However, when we change link e(l, m) ∈ E n , none of dominant poles is affected.
Take the networked system shown in Fig. 1b as an example. The zeros-poles form of the system transfer function is
where N (s) =89.628(s + 8.95)(s + 3.8)(s + 3.5)(s + 0.55)
D (s) =(s + 9)(s + 8)(s + 7.9)(s + 7)(s + 5)(s + 4.1) · (s + 4)(s + 1)(s + 0.5).
Obviously, we obtain the zeros and poles of the transfer function as follows: the zeros are (−8.95, 0), (−3.8, 0) , (−3.5, 0) , (−0.55, 0) , (−5.2, −0.9j) , and (−5.2, 0.9j); the poles are (−9, 0), (−8, 0) , (−7.9, 0) , (−7, 0) , (−5, 0) , (−4.1, 0) , (−4, 0) , (−1, 0), and (−0.5, 0). By Definition 6, we find that (−1, 0) is the dominant pole of T s . The reasons are as follows: first, although pole (−0.5, 0) is not to the left of pole (−1, 0), there exists a zero (−0.55, 0) close to it; second, the other poles are far from the left of (−1, 0). The next step is to work out the dominant links. From Table 1 , we find that the transfer function of link e(3, 6) is T (3, 6) = D(3, 6)p(3, 6) = 1/(s + 1). Thus, its pole is (−1, 0), which is the same as the dominant pole of T s . When we improve D(3, 6) from 1/(1 + s) to 2/(s + 2), the system transfer function changes accordingly. We find that the dominant pole of the system is changed from (−1, 0) to (−2, 0). Thus, by Definition 7, we judge that link e(3, 6) is the dominant link of the networked system.
It should be pointed out that the dominant link (bottleneck link) does not mean the worst link. In the example system, e(5, 2) with delay distribution of D(5, 2) = 0.5/(s + 0.5) is the worst link. However, (−0.5, 0) is not the dominant pole of T s . Thus, the worst link e(5, 2) is not the dominant link. The reason is that the probability of choosing e(5, 2) is low in our example. Generally speaking, if the worst link is barely used in the network, then it is not the dominant link.
To evaluate our method, we improve e(3, 6) and e(5, 2) to 2/(s + 2), and obtain the corresponding end-to-end delay distribution as shown in Figs. 3 and 4. When we improve e(3, 6), the probability density function curve is sharper, and the cumulative distribution function curve increases faster. However, when we improve e(5, 2), the probability density function curve and the cumulative distribution function curve are rarely changed. We also improve the other links, and the result is that the end-to-end delay distribution is rarely improved in each situation. Thus, the results indicate that our method based on the proposed framework is effective. Fig. 4 Step response of the example system after improving a few links 6.2 Case study 2 to investigate packet forwarding protocol performance Our framework can be used to study the network protocol performance. We will give an example here. There are two types of transport protocols with retransmission mechanisms for reliable communication, end-to-end vs. hop-by-hop, where end-to-end transport protocols (e.g., TCP) (Bakshi et al., 1997; Balakrishnan et al., 1997; Chakravorty et al., 2003) have been widely used. In the end-to-end transport case, lost packets are retransmitted by the source. In the hop-by-hop transport protocol, the retransmission is initiated by the node prior to the hop where the loss occurs. We want to evaluate which type of protocol is better, and how much better. Let us assume: (1) the transport protocols use positive acknowledgment (ACK); (2) the retransmission timeout is selected accurately; (3) the delay over individual links follows an identical exponential distribution, e(s) = 1/(1 + s).
Consider a route between nodes x i and x j , which includes two links. Assume the packet loss probability per link is p. We use our framework to obtain the signal flow graph model for end-to-end transport protocols and hop-by-hop transport protocols in Figs. 5a and 5b, respectively. For end-to-end transport in Fig. 5b , by Cramer's rule-based method or the Mason gain rule-based method, we have
For hop-by-hop transport in Fig. 5b , we have
We compare the performance of end-to-end transport and hop-by-hop transport protocols in Fig. 6 , which shows the end-to-end delay distribution in
(b) terms of the percentage of packets that have been received within a given time period when link loss probabilities are 0.05 and 0.5, respectively. Fig. 6 shows that the performance of end-to-end transport is close to that of hop-by-hop transport, if the link loss probability p is small. However, the hop-by-hop transport is superior to its end-to-end alternative if p is large. This result agrees with that found in Heimlicher et al. (2007) . Since this advantage comes at the price of higher protocol complexity and additional memory and processing requirements, we adopt end-to-end transport protocols in wired Internet applications, where the link loss probability p is small. However, if p is large (e.g., in wireless networks with intermittent connectivity), hop-by-hop transport is preferred. It is important to determine which routes or protocols should be used for applications with end-toend delay requirements. The above example shows how we adopt the proposed analytical framework to provide insights in protocol design and policy making in networked systems. Due to its flexibility and efficiency, the proposed analytical framework will be a powerful tool to evaluate various message transmission mechanisms.
Conclusions
In this paper, we propose a novel framework to analyze the end-to-end delay distribution for networked systems. In our framework, the delay distributions of individual links are converted to the frequency domain by the Laplace transform. Then we construct a signal flow graph to model the delay distributions of the networked system. The end-toend delay distribution of the networked system is proved to be the inverse Laplace transform of the transfer function of the signal flow graph. Thereafter, we adopt two computationally efficient methods, Cramer's rule-based method and the Mason gain rule-based method, to obtain the transfer function of the signal flow graph. Finally, we obtain the end-to-end delay distribution by analyzing the time responses of the transfer function. We give two case studies to show the use of our framework. First, we propose an efficient method based on our framework to efficiently work out the bottleneck links. Second, we use our framework to analyze network protocol performance and achieve good results. The examples given in this paper use exponential delay distributions. For the real distributions which are often complex, we can use the flexible combinations of nice delay distributions to represent them. As part of our future work, we will address these problems: (1) individual links are not independent; (2) the link delay distributions are not static; (3) the links are not available all the time.
