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In this article we introduce a three-parameter extension of the bivariate exponential-
geometric (BEG) law (Kozubowski and Panorska, 2005) [4]. We refer to this new
distribution as the bivariate gamma-geometric (BGG) law. A bivariate randomvector (X,N)
follows the BGG law if N has geometric distribution and X may be represented (in law) as a
sum of N independent and identically distributed gamma variables, where these variables
are independent of N . Statistical properties such as moment generation and characteristic
functions, moments and a variance–covariance matrix are provided. The marginal and
conditional laws are also studied. We show that BBG distribution is infinitely divisible,
just as the BEG model is. Further, we provide alternative representations for the BGG
distribution and show that it enjoys a geometric stability property. Maximum likelihood
estimation and inference are discussed and a reparametrization is proposed in order to
obtain orthogonality of the parameters. We present an application to a real data set where
our model provides a better fit than the BEG model. Our bivariate distribution induces
a bivariate Lévy process with correlated gamma and negative binomial processes, which
extends the bivariate Lévymotion proposed by Kozubowski et al. (2008) [6]. Themarginals
of our Lévymotion are amixture of gamma and negative binomial processes andwe named
it BMixGNB motion. Basic properties such as stochastic self-similarity and the covariance
matrix of the process are presented. The bivariate distribution at fixed time of our BMixGNB
process is also studied and some results are derived, including a discussion aboutmaximum
likelihood estimation and inference.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Mixed univariate distributions have been introduced and studied in the last few years by compounding continuous and
discrete distributions. Marshall and Olkin [10] introduced a class of distributions which can be obtained by the minimum
and maximum of independent and identically distributed (iid) continuous random variables (independent of the random
sample size), where the sample size follows a geometric distribution.
Chahkandi and Ganjali [2] introduced some lifetime distributions by compounding exponential and power series
distributions; these models are called exponential power series (EPS) distributions. Recently, Morais and Barreto-Souza
[11] introduced a class of distributions obtained by mixing Weibull and power series distributions and studied several of
its statistical properties. This class contains the EPS distributions and other lifetime models studied recently, for example,
the Weibull-geometric distribution [10,1]. The reader is referred to the introduction from Morais and Barreto-Souza’s [11]
article for a brief literature review about some univariate distributions obtained by compounding.
A mixed bivariate law with exponential and geometric marginals was introduced by Kozubowski and Panorska [4], and
named the bivariate exponential-geometric (BEG) distribution. A bivariate random vector (X,N) follows the BEG law if it
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admits the stochastic representation:
(X,N) d=

N
i=1
Xi,N

, (1)
where the variable N follows a geometric distribution and {Xi}∞i=1 is a sequence of iid exponential variables, independent of
N . The BEG law is infinitely divisible and therefore leads a bivariate Lévy process, in this case, with gamma and negative
binomial marginal processes. This bivariate process, named BGNB motion, was introduced and studied by Kozubowski
et al. [6].
Other multivariate distributions involving exponential and geometric distributions have been studied in the literature.
Kozubowski and Panorska [5] introduced and studied a bivariate distribution involving a geometricmaximumof exponential
variables. A trivariate distribution involving geometric sums and maximum of exponential variables was also recently
introduced by Kozubowski et al. [7].
Our chief goal in this article is to introduce a three-parameter extension of the BEG law. We refer to this new three-
parameter distribution as the bivariate gamma-geometric (BGG) law. Further, we show that this extended distribution is
infinitely divisible, and, therefore, it induces a bivariate Lévy process which has the BGNB motion as a particular case. The
additional parameter controls the shape of the continuous part of our models.
Our bivariate distribution may be applied in areas such as hydrology and finance. We here focus in finance applications
and use the BGG law for modeling log-returns (the Xi’s) corresponding to a daily exchange rate. More specifically, we are
interested in modeling cumulative log-returns (the X) in growth periods of the exchange rates. In this case N represents the
duration of the growth period, where the consecutive log-returns are positive. As mentioned by Kozubowski and Panorska
[4], the geometric sum represented by X in (1) is very useful in several fields includingwater resources, climate research and
finance. We refer the reader to the introduction from the article by [4] for a good discussion on practical situations where
the random vectors with description (1) may be useful.
The present article is organized as follows. In Section 2 we introduce the bivariate gamma-geometric law and derive
basic statistical properties, including a study of some properties of its marginal and conditional distributions. Further, we
show that our proposed law is infinitely divisible. Estimation by maximum likelihood and inference for large samples are
addressed in Section 3, which also contains a proposed reparametrization of the model in order to obtain orthogonality
of the parameter in the sense of Cox and Reid [3]. An application to a real data set is presented in Section 4. The induced
Lévy process is approached in Section 5 and some of its basic properties are shown. We include a study of the bivariate
distribution of the process at fixed time and also discuss estimation of the parameters and inferential aspects. We close the
article with concluding remarks in Section 6.
2. The law and basic properties
The bivariate gamma-geometric (BGG) law is defined by the stochastic representation (1) and assuming that {Xi}∞i=1
is a sequence of iid gamma variables independent of N and with a probability density function given by g(x;α, β) =
βα/Γ (α)xα−1e−βx, for x > 0 and α, β > 0; we denote Xi ∼ Γ (α, β). As before, N is a geometric variable with probability
mass function given by P(N = n) = p(1 − p)n−1, for n ∈ N; denote N ∼ Geom(p). Clearly, the BGG law contains the BEG
law as a particular case, for the choice α = 1. The joint density function fX,N(·, ·) of (X,N) is given by
fX,N(x, n) = β
nα
Γ (αn)
xnα−1e−βxp(1− p)n−1, x > 0, n ∈ N. (2)
Hence, it follows that the joint cumulative distribution function (cdf) of the BGG distribution can be expressed by
P(X ≤ x,N ≤ n) = p
n
j=1
(1− p)j−1Γβx(jα)
Γ (jα)
,
for x > 0 and n ∈ N, whereΓx(α) =
 x
0 t
α−1e−tdt is the incomplete gamma function.Wewill denote (X,N) ∼ BGG(β, α, p).
We now show that (pX, pN)
d→ (αZ/β, Z) as p → 0+, where ‘ d→’ denotes convergence in distribution and Z is a exponential
variable with mean 1; for α = 1, we obtain the result given in proposition 2.3 from [4]. For this, we use the moment
generation function of the BGG distribution, which is given in Section 2.2. Hence, we have that E(etpX+spN) = ϕ(pt, ps),
where ϕ(·, ·) is given by (4). Using L’Hôpital’s rule, one may check that E(etpX+spN)→ (1− s− αt/β)−1 as p → 0+, which
is the moment generation function of (αZ/β, Z).
2.1. Marginal and conditional distributions
Themarginal density of X with respect to the Lebesguemeasure is an infinitemixture of gamma densities, which is given
by
fX (x) =
∞
n=1
P(N = n)g(x; nα, β) = px
−1e−βx
1− p
∞
n=1
[(βx)α(1− p)]n
Γ (nα)
, x > 0. (3)
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Fig. 1. Plots of the marginal density of X for β = 1, α = 0.5, 1, 2, 3, 4, p = 0.2 (left) and p = 0.8 (right).
Therefore, the BGG distribution has an infinite mixture of gamma and geometric marginals. Some alternative expressions
for the marginal density of X can be obtained. For example, for α = 1, we obtain the exponential density. Further, with help
fromWolfram1, for α = 1/2, 2, 3, 4, we have that
fX (x) = pβ1/2x−1/2e−βx{a(x)ea(x)2(1+ erf(a(x)))+ π−1/2},
fX (x) = pβe
−βx
√
1− p sinh(βx

1− p),
fX (x) = px
−1e−βx
3(1− p) a(x)
1/3e−a(x)
1/3/2{e3a(x)1/3/2 − 2 sin(1/6(3√3a(x)1/3 + π))},
and
fX (x) = px
−1e−βx
2(1− p) a(x)
1/4{sinh(a(x)1/4)− sin(a(x)1/4)},
respectively, where a(x) ≡ a(x;β, α, p) = (1− p)(βx)α and erf(x) = 2π−1/2  x0 e−t2/2dt is the error function. Fig. 1 shows
some plots of the marginal density of X for β = 1, p = 0.2, 0.8 and some values of α.
We now obtain some conditional distributions which may be useful in goodness-of-fit analyses when the BGG
distribution is assumed to model real data (see Section 4). Let m ≤ n be positive integers and x > 0. The conditional
cdf of (X,N) given N ≤ n is
P(X ≤ x,N ≤ m|N ≤ n) = p
1− (1− p)n
m
j=1
(1− p)j−1Γβx(jα)
Γ (jα)
.
We have that P(X ≤ x|N ≤ n) is given by the right side of the above expression with n replacingm.
For 0 < x ≤ y and n ∈ N, the conditional cdf of (X,N) given X ≤ y is
P(X ≤ x,N ≤ n|X ≤ y) =
n
j=1
(1− p)j−1Γβx(jα)/Γ (jα)
∞
j=1
(1− p)j−1Γβy(jα)/Γ (jα)
.
The conditional probability P(N ≤ n|X ≤ y) is given by the right side of the above expression with y replacing x.
From (2) and (3), we obtain that the conditional probability mass function of N given X = x is
P(N = n|X = x) = [(1− p)(βx)
α]n/Γ (αn)
∞
j=1
[(1− p)(βx)α]j/Γ (jα)
,
for n ∈ N. If α is known, the above probability mass function belongs to the one-parameter power series class of distribu-
tions; for instance, see [12]. In this case, the parameter would be (1−p)(βx)α . For α = 1, we obtain the Poisson distribution
1 http://www.wolframalpha.com/.
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Fig. 2. Plots of the correlation coefficient of the BGG law as a function of p for α = 0.1, 0.5, 1, 1.5, 3.
truncated at zero with parameter βx(1− p), which agrees with formula (7) from [4]. For the choice α = 2, we have that
P(N = n|X = x) = (1− p)
n−1/2(βx)2n−1
(2n− 1)! sinh(βx√1− p) ,
where n ∈ N.
2.2. Moments
The moment generation function (mgf) of the BGG law is
ϕ(t, s) = E(etX+sN) = E[esNE(etX |N)] = E

es

β
β − t
αN
, t < β, s ∈ R,
and then
ϕ(t, s) = pe
sβα
(β − t)α − esβα(1− p) , (4)
for t < β{1− [(1− p)es]1/α}. The characteristic function may be obtained in a similar way and is given by
Φ(t, s) = pe
isβα
(β − it)α − eisβα(1− p) , (5)
for t, s ∈ R. With this, the product and marginal moments can be obtained by computing E(XmNk) = ∂m+kϕ(t, s)/∂tm
∂sk|t,s=0 or E(XmNk) = (−i)m+k∂m+kΦ(t, s)∂tm∂sk|t,s=0. Hence, we obtain the following expression for the product
moments of the random vector (X,N):
E(XmNk) = pΓ (m)
βm
∞
n=0
nk(1− p)n−1
B(αn,m)
, (6)
where B(a, b) = Γ (a)Γ (b)/Γ (a + b), for a, b > 0, is the beta function. In particular, we obtain that E(X) = α(pβ)−1,
E(N) = p−1 and the covariance matrixΣ of (X,N) is given by
Σ =

(1− p)α2
p2β2
+ α
β2p
(1− p)α
βp2
(1− p)α
βp2
1− p
p2
 . (7)
The correlation coefficient ρ between X and N is ρ = √(1− p)/(1− p+ p/α). Let ρ∗ = √1− p, that is, the correlation
coefficient of a bivariate random vector following the BEG law. For α ≤ 1, we have ρ ≤ ρ∗, and for α > 1, it follows that
ρ > ρ∗. Fig. 2 shows some plots of the correlation coefficient of the BGG law as a function of p for some values of α.
From (4), we find that the marginal mgf of X is given by
ϕ(t) = pβ
α
(β − t)α − βα(1− p) ,
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for t < β{1− (1− p)1/α}. The following expression for the rth moment of X can be obtained from the above formula or (6):
E(X r) = pΓ (r)
βr
∞
n=0
(1− p)n−1
B(αn, r)
.
We notice that the above expression is valid for any real r > 0.
2.3. Infinitely divisibility, geometric stability and representations
We now show that the BGG law is infinitely divisible, just as the BEG law is. Based on Kozubowski and Panorska [4], we
define the bivariate random vector
(R, v) =

1+nT
i=1
Gi,
1
n
+ T

,
where the Gi’s are iid random variables following Γ (α/n, β) distribution and independent of the random variable T , which
follows a negative binomial NB(r, p) distribution with the probability mass function
P(T = k) = Γ (k+ r)
k!Γ (r) p
r(1− p)k, k ∈ N ∪ {0}, (8)
where r = 1/n. The moment generation function of (R, v) is given by
E(etR+sv) = E

es/n+sTE

et
1+nT
i=1 Gi
 T
= es/n

β
β − t
α/n
E

es

β
β − t
αT
=

pesβα
(β − t)α − esβα(1− p)
r
,
which is valid for t < β{1− [(1− p)es]1/α} and s ∈ R. In a similar way, we obtain that the characteristic function is given
by
E(eitR+isv) =

peisβα
(β − it)α − eisβα(1− p)
r
, (9)
for t, s ∈ R. With this, we have that E(eitR+isv) = Φ(t, s)1/n, whereΦ(t, s) is the characteristic function of the BGG law given
in (5). In words, we have that the BGG distribution is infinitely divisible.
The exponential, geometric and BEG distributions are closed under geometric summation. We now show that our
distribution also enjoys this geometric stability property. Let {(Xi,Ni)}∞i=1 be iid random vectors following the BGG(β, α, p)
distribution independent ofM , whereM ∼ Geom(q), with 0 < q < 1. By using (4) and the probability generation function
of the geometric distribution, one may easily check that
M
i=1
(Xi,Ni) ∼ BGG(β, α, pq).
From the above result, we find another stochastic representation of the BGG law, which generalizes proposition 4.2
from [4]:
(X,N) d=
M
i=1
(Xi,Ni),
where {(Xi,Ni)}∞i=1 iid∼ BGG(β, α, p/q), with 0 < p < q < 1, and M is defined as before. In what follows, another
representation of the BGG law is provided by showing that it is a convolution of a bivariate distribution (with gamma and
degenerate at 1marginals) and a compound Poisson distribution. Let {Zi}∞i=1 be a sequence of iid random variables following
logarithmic distribution with probability mass function P(Zi = k) = (1 − p)k(λk)−1, for k ∈ N, where λ = − log p. Define
the random variable Q ∼ Poisson(λ), independent of the Zi’s. Given the sequence {Zi}∞i=1, let Gi ∼ Γ (αZi, β), for i ∈ N, be a
sequence of independent random variables and let G ∼ Γ (α, β) be independent of all previously defined variables. Then,
we have that
(X,N) d= (G, 1)+
Q
i=1
(Gi, Zi). (10)
Takingα = 1 in (10), we obtain proposition 4.3 from [4]. To show that the above representation holds, we use the probability
generation functions E(tQ ) = eλ(t−1) (for t ∈ R) and E(tZi) = log(1 − (1 − p)t)/ log p (for t < (1 − p)−1). With this, it
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follows that
E

et(G+
Q
i=1 Gi)+s(1+
Q
i=1 Zi)

= es

β
β − t
α
E{[E(etG1+sZ1)]Q } = es

β
β − t
α
eλ{E(e
tG1+sZ1 )−1}, (11)
for t < β . Furthermore, for t < β{1− [(1− p)es]1/α}, we have that
E(etG1+sZ1) = E{esZ1E(etG1 |Z1)} = E

esβα
(β − t)α
Z1
= log{1− (1− p)e
sβα/(β − t)α}
log p
.
By using the above result in (11), we obtain the representation (10).
3. Estimation and inference
Let (X1,N1), . . . , (Xn,Nn) be a random sample fromBGG(β, α, p) distribution and θ = (β, α, p)⊤ be the parameter vector.
The log-likelihood function ℓ = ℓ(θ) is given by
ℓ ∝ nα logβ N¯n + n log p− nβX¯n + n log(1− p)(N¯n − 1)+
n
i=1
{αNi log Xi − logΓ (αNi)}, (12)
where X¯n = ni=1 Xi/n and N¯n = ni=1 Ni/n. The associated score function U(θ) = (∂ℓ/∂β, ∂ℓ/∂α, ∂ℓ/∂p)⊤ to log-
likelihood function (12) comes
∂ℓ
∂β
= n

αN¯n
β
− X¯n

,
∂ℓ
∂α
= nN¯n logβ +
n
i=1
{Ni log Xi − NiΨ (αNi)}
and
∂ℓ
∂p
= n
p
− n(N¯n − 1)
1− p , (13)
where Ψ (x) = d logΓ (x)/dx. By solving the nonlinear system of equations U(Θ) = 0, it follows that the maximum
likelihood estimators (MLEs) of the parameters are obtained by
β =α N¯n
X¯n
, p = 1
N¯n
and
n
i=1
NiΨ (αNi)− nN¯n logαN¯n
X¯n

=
n
i=1
Ni log Xi. (14)
Since MLE of αmay not be found in closed-form, nonlinear optimization algorithms such as a Newton algorithm or a quasi-
Newton algorithm are needed.
We are now interested in constructing confidence intervals for the parameters. For this, Fisher’s information matrix is
required. The information matrix J(θ) is
J(θ) =

κββ κβα 0
κβα καα 0
0 0 κpp

, (15)
with
κββ = α
β2p
, κβα = − 1
βp
, καα = p
∞
j=1
j2(1− p)j−1Ψ ′(jα) and κpp = 1p2(1− p) ,
where Ψ ′(x) = dΨ (x)/dx.
Standard large sample theory gives us that
√
n(θ − θ) d→ N3(0, J−1(θ)) as n →∞, where J−1(θ) is the inverse matrix
of J(θ) defined in (15).
The asymptoticmultivariate normal distribution of
√
n(θ−θ) can be used to construct approximate confidence intervals
and confidence regions for the parameters. Further, we can compute themaximum values of the unrestricted and restricted
log-likelihoods to construct the likelihood ratio (LR) statistic for testing some sub-models of the BGG distribution. For
example, we may use the LR statistic for testing the hypotheses H0 : α = 1 versus H1 : α ≠ 1, which corresponds to test
the BEG distribution versus the BGG distribution.
3.1. A reparametrization
We here propose a reparametrization of the bivariate gamma-geometric distribution and show its advantages over
the previous one. Consider the reparametrization µ = α/β and α and p as before. Define now the parameter vector
θ∗ = (µ, α, p)⊤. Hence, the density (2) now becomes
f ∗X,N(x, n) =
(α/µ)nα
Γ (αn)
xnα−1e−αx/µp(1− p)n−1, x > 0, n ∈ N.
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Fig. 3. Graphics of the daily exchange rates and log-returns.
We shall denote (X,N) ∼ BGG(µ, α, p). Therefore if (X1,N1), . . . , (Xn,Nn) is a random sample from BGG(µ, α, p)
distribution, the log-likelihood function ℓ∗ = ℓ(θ∗) is given by
ℓ∗ ∝ nα log

α
µ

N¯n + n log p− nα
µ
X¯n + n log(1− p)(N¯n − 1)+
n
i=1
{αNi log Xi − logΓ (αNi)}. (16)
The score function associated to (16) is U∗(θ∗) = (∂ℓ∗/∂µ, ∂ℓ∗/∂α, ∂ℓ∗/∂p)⊤, where
∂ℓ∗
∂µ
= nα
µ

X¯n
µ
− N¯n

,
∂ℓ∗
∂α
= nN¯n log

α
µ

+
n
i=1
Ni{log Xi − Ψ (αNi)}
and ∂ℓ∗/∂p is given by (13). The MLE of p is given (as before) in (14), and the MLEs of µ and α are obtained by
µ = X¯n
N¯n
and
n
i=1
NiΨ (αNi)− nN¯n logα N¯n
X¯n

=
n
i=1
Ni log Xi.
As before nonlinear optimization algorithms are needed to find the MLE of α. Under this reparametrization, Fisher’s
information matrix J∗(θ∗) becomes
J∗(θ∗) =
κ∗µµ 0 00 κ∗αα 0
0 0 κ∗pp
 ,
with
κ∗µµ =
α
µ2p
, κ∗αα = p
∞
j=1
j2(1− p)j−1Ψ ′(jα)− 1
αp
and κ∗pp = κpp.
The asymptotic distribution of
√
n(θ∗ − θ∗) is trivariate normal with null mean and covariance matrix J∗−1(θ∗) =
diag{1/k∗µµ, 1/k∗αα, 1/kpp}. We see that under this reparametrization we have orthogonal parameters in the sense of Cox
and Reid [3]; the information matrix is a diagonal matrix. With this, we obtain desirable properties such as asymptotic
independence of the estimates of the parameters. The reader is referred to Cox and Reid [3] for more details.
4. Application
Here,we show theusefulness of the bivariate gamma-geometric lawapplied to a real data set.We consider daily exchange
rates between the Brazilian real and UK pounds, quoted in Brazilian real, coveringMay 22, 2001 to December 31, 2009.With
this, we obtain the daily log-returns, that is, the logarithms of the rates between two consecutive exchange rates. Fig. 3
illustrates the daily exchange rates and the log-returns.
We will jointly model the magnitude and duration of the consecutive positive log-returns by using the BGG law. We call
attention to that the duration of the consecutive positive log-returns is the same as the duration of the growth periods of
the exchange rates. The data set consists of 549 pairs (Xi,Ni), where Xi and Ni are the magnitude and duration as described
before, for i = 1, . . . , 549. We notice that this approach of looking jointly at the magnitude and duration of the consecutive
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Table 1
Maximum likelihood estimates of the parameters, standard errors and bounds of the asymptotic confidence intervals at the
5% significance level.
Parameters Estimate Stand. error Inf. bound Sup. bound
µ 0.0082 0.00026 0.0076 0.0087
α 0.8805 0.04788 0.7867 0.9743
p 0.5093 0.01523 0.4794 0.5391
Fig. 4. Empirical quantile–quantile plot between cumulative consecutive positive log-returns and positive one-day log-returns, with the straight line
y = 1.9636x. The range (x, y) ∈ (0, 0.015)× (0, 0.030) covers 85% of the data set.
positive log-returns was firstly proposed by Kozubowski and Panorska [4] with the BEG model, which showed a good fit
to other currencies considered. Suppose {(Xi,Ni)}549i=1 are iid random vectors following BGG(µ, α, p) distribution. We work
with the reparametrization proposed in Section 3.1.
Table 1 presents a summary of the fit of ourmodel, which containsmaximum likelihood estimates of the parameterswith
their respective standard errors, and asymptotic confidence intervals at the 5% significance level. Note that the confidence
interval of α does not contain the value 1. Then, for the Wald test, we reject the hypothesis that the data come from the
BEG distribution in favor of the BGG distribution, at the 5% significance level. We also perform a likelihood ratio (LR) test
and obtain that the LR statistic is equal to 5.666 with associated p-value 0.0173. Therefore, for any usual significance level
(for example 5%), the likelihood ratio test rejects the hypothesis that the data come from the BEG distribution in favor of
the BGG distribution, so agreeing with the Wald test’s decision. The empirical and fitted correlation coefficients are equal
to 0.6680 and 0.6775, respectively, therefore, we have a good agreement between them.
The BEG model was motivated by an empirical observation that the magnitude of the consecutive positive log-returns
followed the same type of distribution as the positive one-day log-returns (see [4]). Indeed, the marginal distribution of X
in the BEG model is also exponential (with mean p−1µ), just as the positive daily log-returns (with mean µ). This stability
of the returns was observed earlier by Kozubowski and Podgorski [8], with the log-Laplace distribution. We notice that the
BGG distribution does not enjoy this stability property, since the marginal distribution of X is an infinite mixture of gamma
distributions. We now show that the data set considered here does not present this stability.
Denote the ith positive one-day log-returns by Di and define D∗i = p−1Di. If the data was generated from a BEG(µ, p)
distribution, then an empirical quantile–quantile plot between the Xi’s (y-axis) and the Di’s (x-axis) would be around the
straight line y = p−1x, for x > 0. Fig. 4 presents this plot and we observe that a considerable part of the points are below
the straight line y = 1.9636x (we replace p by its MLEp = 0.5093). Therefore, the present data set seems to have been
generated by a distribution that lacks the stability property discussed above. In order to confirm this, we test the hypothesis
that the Xi’s and D∗i ’s have the same distribution. In the BEG model, both have exponential distribution with mean µ. Sincep converges in probability to p (as n →∞), we perform the test withp replacing p. The Kolmogorov–Smirnov statistic and
associated p-value are equal to 0.0603 and 0.0369, respectively. Therefore, using a significance level at 5%, we reject the
hypothesis that the Xi’s and D∗i ’s have the same distribution.
Fig. 5 presents the fittedmarginal density (mixture of gammadensities) of the cumulative log-returnswith the histogram
of the data and the empirical and fitted survival functions. These plots show a good fit of themixture of gamma distributions
to the data. This is confirmed by the Kolmogorov–Smirnov (KS) test, which we use to measure the goodness-of-fit of the
mixture of gamma distributions to the data. The KS statistic and its p-value are equal to 0.0482 and 0.1557, respectively.
Therefore, using any usual significance level, we accept the hypothesis that the mixture of gamma distributions is adequate
to fit the cumulative log-returns.
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Fig. 5. Plot on the left shows the fitted mixture of gamma densities (density of X) with the histogram of the data. Plot on the right presents the empirical
and fitted theoretical (mixture of gamma) survival functions.
Fig. 6. Picture on the left shows the histogram and fitted gamma density for the daily positive log-returns. Empirical survival and fitted gamma survival
are shown in the picture on the right.
Table 2
Absolute and relative frequencies and fittedmarginal probabilitymass function ofN (duration in days of the growth periods).
N → 1 2 3 4 5 6 ≥7
Absolute frequency 269 136 85 34 15 6 4
Relative frequency 0.48998 0.24772 0.15483 0.06193 0.02732 0.01093 0.00728
Fitted model 0.50928 0.24991 0.12264 0.06018 0.02953 0.01449 0.01396
Plots of the histogram, fitted gamma density and empirical and fitted survival functions for the daily positive log-returns
are presented in Fig. 6. The good performance of the gamma distribution may be seen by these graphics. In Table 2 we show
absolute frequency, relative frequency and fitted geometric model for the duration in days of the consecutive positive log-
returns. From this, we observe that the geometric distribution fits the data well. This is confirmed by Pearson’s chi-squared
(denoted by χ2) test, where our null hypothesis is that the duration follows a geometric distribution. The χ2 statistic equals
42 (degrees of freedom equals 36) with associated p-value 0.2270, so we accept (using any usual significance level) that the
growth period follows a geometric distribution. We notice that the geometric distribution has also worked quite well for
modeling the duration of the growth periods of exchange rates as part of the BEG model in [4].
So far our analysis has shown that the bivariate gamma-geometric distribution and its marginals provided a suitable fit
to the data. We end our analysis verifying if the conditional distributions of the cumulative log-returns given the duration
also provide good fits to the data. As mentioned before, the conditional distribution of X given N = n is Γ (nα, α/µ).
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Fig. 7. Plots of the fitted conditional density and survival functions of X given N = 1, N = 2 and N = 3. In the pictures of the density and survival
functions, we also plot the histogram of the data and the empirical survival function, respectively.
Fig. 7 shows plots of the fitted density and fitted survival function of the conditional distributions of X givenN = 1, 2, 3. The
histograms of the data and the empirical survival functions are also displayed. The corresponding graphics for the conditional
distributions of X givenN = 4, 5 are displayed in Fig. 8. These graphics show a good performance of the gamma distribution
to fit cumulative log-returns given the growth period (in days). We also use the Kolmogorov–Smirnov test to verify the
goodness-of-fit of these conditional distributions. In Table 3 we present the KS statistics and their associated p-values. In all
cases considered, using any usual significance level, we accept the hypothesis that the data come from gamma distribution
with parameters specified above.
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Fig. 8. Plots of the fitted conditional density and survival functions of X given N = 4 and N = 5. In the pictures of the density and survival functions, we
also plot the histogram of the data and the empirical survival function, respectively.
Table 3
Kolmogorov–Smirnov statistics and their associated p-values for the goodness-of-fit of the conditional distributions of the
cumulative log-returns given the durations (one-day, two-day, three-day, four-day and five-day).
Given N → One-day Two-day Three-day Four-day Five-day
KS statistic 0.0720 0.0802 0.1002 0.1737 0.2242
p-value 0.1229 0.3452 0.3377 0.2287 0.3809
5. The induced Lévy process
As seen before, the bivariate gamma-geometric distribution is infinitely divisible, therefore, we have that (9) is a
characteristic function for any real r > 0. This characteristic function is associated with the bivariate random vector
(R(r), v(r)) =

T
i=1
Xi + G, r + T

,
where {Xi}∞i=1 are iid random variables following Γ (α, β) distribution, G ∼ Γ (rα, β), T is a discrete random variable with
NB(r, p)distribution and all randomvariables involved aremutually independent. Hence, it follows that the BGGdistribution
induces a Lévy process {(X(r),NB(r)), r ≥ 0}, which has the following stochastic representation:
{(X(r),N(r)), r ≥ 0} d=

NB(r)
i=1
Xi + G(r), r + NB(r)

, r ≥ 0

, (17)
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where the Xi’s are defined as before, {G(r), r ≥ 0} is a gamma Lévy process and {NB(r), r ≥ 0} is a negative binomial Lévy
process, both with characteristic functions given by
E(eitG(r)) =

β
β − it
αr
, t ∈ R,
and
E(eisN(r)) =

p
1− (1− p)eis
r
, s ∈ R,
respectively. All random variables and processes involved in (17) are mutually independent.
From the process defined in (17), we may obtain other related Lévy motions by deleting r and/or G(r). Here, we focus
on the Lévy process given by (17) and by deleting r . In this case, we obtain the following stochastic representation for our
process:
{(X(r),NB(r)), r ≥ 0} d= {(G(r + NB(r)),NB(r)), r ≥ 0}. (18)
Since both processes (the left and the right ones of the equality in distribution) in (18) are Lévy, the above result follows by
noting that for all fixed r , we have
NB(r)
i=1 Xi + G(r)|NB(r) = k ∼ Γ (α(r + k), β). One may also see that the above result
follows from the stochastic self-similarity property discussed, for example, by Kozubowski and Podgorski [9]: a gamma Lévy
process subordinated to a negative binomial process with drift is again a gamma process.
The characteristic function corresponding to (18) is given by
Φ∗(t, s) ≡ E(eitX(r)+isNB(r)) =

pβα
(β − it)α − eisβα(1− p)
r
, (19)
for t, s ∈ R. With this, it easily follows that the characteristic function of the marginal process {X(r), r ≥ 0} is
E(eitX(r)) =

pβα
(β − it)α − βα(1− p)
r
.
Since the above characteristic function corresponds to a random variable whose density is an infinite mixture of gamma
densities (see Section 5.1), we have that {X(r), r ≥ 0} is an infinite mixture of gamma Lévy process (with negative binomial
weights). Then, we obtain that the marginal processes of {(X(r),NB(r)), r ≥ 0} are an infinite mixture of gamma and
negative binomial processes. Therefore, we define that {(X(r),NB(r)), r ≥ 0} is a BMixGNB(β, α, p) Lévy process. We
notice that, for the choice α = 1 in (18), we obtain the bivariate process with gamma and negative binomial marginals
introduced by Kozubowski et al. (2008), named BGNB Lévy motion.
As noted by Kozubowski and Podgorski [9], if {NB(r), r ≥ 0} is a negative binomial process, with parameter q ∈ (0, 1),
independent of another negative binomial process {NB(r), r ≥ 0} with parameter p ∈ (0, 1), then the changed time process
{NB∗(r), r ≥ 0} = {NB(r +NB(r)), r ≥ 0} is a negative binomial process with parameter p∗ = pq/(1 − p + pq). With
this and (18), we have that the changed time process {(G(r +NB∗(r)),NB(r +NB(r))), r ≥ 0} is a BMixGNB(β, α, p∗) Lévy
process.
In what follows, we derive some basic properties of the bivariate distribution of the BMixGNB process for fixed r > 0
and discuss estimation bymaximum likelihood and inference for large samples. From now on, unless otherwise mentioned,
we will consider r > 0 fixed.
5.1. Basic properties of the bivariate process for fixed r > 0
For simplicity, we will denote (Y ,M) = (X(r),NB(r)). From stochastic representation (18), it is easy to see that the joint
density and distribution function of (Y ,M) are
gY ,M(y, n) = Γ (n+ r)p
r(1− p)n
n!Γ (r)Γ (α(r + n)) β
α(r+n)yα(r+n)−1e−βy (20)
and
P(Y ≤ y,M ≤ n) = p
r
Γ (r)
n
j=0
(1− p)j Γ (j+ r)
j!Γ (α(r + j))Γβy(α(r + j)),
for y > 0 and n ∈ N ∪ {0}. Making α = 1 in (20), we obtain the BGNB distribution (bivariate distribution with gamma and
negative binomial marginals) as a particular case. This model was introduced and studied by Kozubowski et al. [6]. We have
that the marginal distribution ofM is a negative binomial with probability mass function given in (8). The marginal density
of Y is given by
gY (y) =
∞
n=0
P(M = n)g(y;α(r + n), β), y > 0,
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Fig. 9. Graphics of the marginal density of Y for β = 1, α = 0.5, 1, 2, 3, 4, p = 0.2, 0.8 and r = 0.7, 2.
where g(·;α, β) is the density of a gamma variable as defined in Section 2. Therefore, the above density is an infinitemixture
of gamma densities (with negative binomial weights). Since the marginal distributions of (Y ,M) are an infinite mixture of
gamma and negative binomial distributions, we denote (Y ,M) ∼ BMixGNB(β, α, p, r). Some plots of the marginal density
of Y are displayed in Fig. 9, for β = 1 and some values of α, p and r .
The conditional distribution of Y |M = k is gamma with parameters α(r + k) and β , while the conditional probability
distribution function ofM|Y = y is given by
P(M = n|Y = y) = Γ (n+ r)
n!Γ (α(n+ r)) [(1− p)(βy)
α]n
 ∞
j=0
Γ (j+ r)
j!Γ (α(j+ r)) [(1− p)(βy)
α]j, n = 0, 1, . . . ,
which belongs to one-parameter power series distributions if α and r are known. In this case, the parameter is (1−p)(βy)α .
For positive integersm ≤ n and real y > 0, it follows that
P(Y ≤ y,M ≤ m|M ≤ n) =
m
j=0
Γ (j+ r)(1− p)j
j!Γ (α(j+ r)) Γβy(α(r + j))
 n
j=0
Γ (j+ r)
j! (1− p)
j
and for 0 < x ≤ y and positive integer n
P(Y ≤ x,M ≤ n|Y ≤ y) =
n
j=0
Γ (j+ r)(1− p)j
j!Γ (α(j+ r)) Γβx(α(r + j))
 ∞
j=0
Γ (j+ r)(1− p)j
j!Γ (α(j+ r)) Γβy(α(r + j)).
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The moments of a random vector (Y ,M) following BMixGNB(β, α, p, r) distribution may be obtained by E(Y nMk) =
(−i)n+k∂n+kΦ∗(t, s)/∂tn∂sk|t,s=0, where Φ∗(t, s) is the characteristic function given in (19). It follows that the product
moments are given by
E(Y nMk) = p
rΓ (n)
βnΓ (r)
∞
m=0
mk(1− p)mΓ (m+ r)
m!B(α(r +m), n) . (21)
The covariance matrix of (Y ,M) is given by rΣ , whereΣ is defined in (7). The correlation coefficient is given by ρ, which is
defined in Section 2.2. Further, an expression for the nth marginal moment of Y may be obtained by taking k = 0 in (21). If
{W (r), r > 0} is a BMixGNB(β, α, p) Lévy motion, one may check that cov(W (t),W (s)) = min(t, s)Σ .
The BMixGNB law may be represented by a convolution between a bivariate distribution (with gamma and degenerate
at 0 marginals) and a compound Poisson distribution. Such a representation is given by
(Y ,M) d= (G, 0)+
Q
i=1
(Gi, Zi),
with all random variables above defined as in the formula (10), but here we define G ∼ Γ (αr, β) and λ = −r log p. We end
this subsection by noting that if {(Yi,Mi)}ni=1 are independent random vectors with (Yi,Mi) ∼ BMixGNB(β, α, p, ri), then
n
i=1
(Yi,Mi) ∼ BMixGNB

β, α, p,
n
i=1
ri

.
One may easily check the above result by using the characteristic function (19).
5.2. Estimation and inference for the BMixGNB distribution
Suppose (Y1,M1), . . . , (Yn,Mn) is a random sample from BMixGNB(β, α, p, τ ) distribution. Here the parameter vector
will be denoted by θĎ = (β, α, p, τ )⊤. The log-likelihood function, denoted by ℓĎ, is given by
ℓĎ ∝ n{τα logβ − logΓ (τ )+ τ log p} − nβX¯n + n{log(1− p)+ α logβ}M¯n +
n
i=1
logΓ (Mi + τ)
−
n
i=1
logΓ (α(Mi + τ))+ α
n
i=1
(Mi + τ) log Xi,
where M¯n = ni=1 Mi/n. The associated score function UĎ(θĎ) = (∂ℓĎ/∂β, ∂ℓĎ/∂α, ∂ℓĎ/∂p, ∂ℓĎ/∂τ) has its components
given by
∂ℓĎ
∂β
= n

α
β
(τ + M¯n)− X¯n

,
∂ℓĎ
∂α
= n(τ + M¯n) logβ +
n
i=1
(τ +Mi){log Xi − Ψ (α(τ +Mi))},
∂ℓĎ
∂p
= − nM¯n
1− p +
nτ
p
and
∂ℓĎ
∂τ
= n{log(pβα)− Ψ (τ )} +
n
i=1
{α[log Xi − Ψ (α(τ +Mi))] + Ψ (τ +Mi)}.
Hence, the maximum likelihood estimators of β and p are respectively given by
β =ατ + M¯n
X¯n
and p = ττ + M¯n , (22)
while the maximum likelihood estimators of α and τ are found by solving the nonlinear system of equations
n(τ + M¯n) logατ + M¯n
X¯n

+
n
i=1
(τ +Mi){log Xi − Ψ (α(τ +Mi))} = 0
and
αn logατ + M¯n
X¯n

+
n
i=1
{log Xi − Ψ (α(τ +Mi))} = nΨ (τ)− log ττ + M¯n

−
n
i=1
Ψ (τ +Mi). (23)
After some algebra, we obtain that Fisher’s information matrix is
JĎ(θĎ) =

κ
Ď
ββ κ
Ď
βα 0 κ
Ď
βτ
κ
Ď
βα κ
Ď
αα 0 κ
Ď
ατ
0 0 κĎpp κ
Ď
pτ
κ
Ď
βτ κ
Ď
ατ κ
Ď
pτ κ
Ď
ττ
 ,
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with
κ
Ď
ββ =
ατ
β2p
, κ
Ď
βα = −
τ
pβ
, κ
Ď
βτ = −
α
β
, κĎαα =
pτ
Γ (τ )
∞
j=0
(τ + j)2(1− p)jΨ ′(α(τ + j))Γ (τ + j)
j! ,
κĎατ =
αpτ
Γ (τ )
∞
j=0
(1− p)j(τ + j)Ψ ′(α(τ + j))Γ (τ + j)
j! , κ
Ď
pp =
τ
p2(1− p) , κ
Ď
pτ = −
1
p
and
κĎττ = Ψ ′(τ )+
pτ
Γ (τ )
∞
j=0
(1− p)j{α2Ψ ′(α(τ + j))− Ψ ′(τ + j)}Γ (τ + j)
j! .
So we obtain that the asymptotic distribution of
√
n(θĎ − θĎ) is trivariate normal with null mean and covariance matrix
JĎ−1(θĎ), where JĎ−1(·) is the inverse of the information matrix JĎ(·) defined above. The likelihood ratio, Wald and score
tests may be performed in order to test the hypotheses H0:α = 1 versus H1:α ≠ 1, that is, to compare BGNB and BMixGNB
fits. Further, we may test the BMixGNB model versus the BGG or BEG models, which corresponds to the null hypotheses
H0:τ = 1 and H0:α = τ = 1, respectively.
As made in Section 3.1 we here propose the reparametrization µ = α/β . We now denote the parameter vector by
θ ⋆ = (µ, α, p, τ )⊤. With this, one may check that the MLEs of p andµ are given by (22) andµ = X¯n/(τ + M¯n). The MLEs of
τ and α are obtained by solving the nonlinear system of Eq. (23) and
n(τ + M¯n)logατ + M¯n
X¯n

− τ + M¯n
X¯n

+
n
i=1
(τ +Mi){log Xi − Ψ (α(τ +Mi))} = 0.
Under this proposed reparametrization, Fisher’s information matrix becomes
J⋆(θ ⋆) =

κ⋆µµ 0 0 κ
⋆
µτ
0 κ⋆αα 0 κ
⋆
ατ
0 0 κ⋆pp κ
⋆
pτ
κ⋆µτ κ
⋆
ατ κ
⋆
pτ κ
⋆
ττ
 ,
where its elements are given by
κ⋆µµ =
ατ
µ2p
, κ⋆µτ =
α
µ
, κ⋆αα =
pτ
Γ (τ )
∞
j=0
(1− p)j(τ + j)2Ψ ′(α(τ + j))Γ (τ + j)
j! −
τ
αp
,
κ⋆ατ =
αpτ
Γ (τ )
∞
j=0
(1− p)j(τ + j)Ψ ′(α(τ + j))Γ (τ + j)
j! − 1, κ
⋆
pp = κĎpp,
κ⋆pτ = κĎpτ and κ⋆ττ = κĎττ .
We have that κ⋆µα = 0, that is, µ and α are orthogonal parameters in contrast with the parameters β and α considered
previously, where κĎβα ≠ 0. Further, we have that
√
n(θ ⋆− θ ⋆)→ N4(0, J⋆−1(θ ⋆)) as n →∞, where the covariance matrix
J⋆−1(θ ⋆) is the inverse of the information matrix J⋆(θ ⋆).
6. Concluding remarks
We introduced and studied the bivariate gamma-geometric (BGG) law, which extends the bivariate exponential-
geometric (BEG) lawproposedbyKozubowski andPanorska [4]. Themarginals of ourmodel are an infinitemixture of gamma
and geometric distributions. Several results and properties were obtained such as joint density and survival functions,
conditional distributions, moment generation and characteristic functions, product moments, covariance matrix, geometric
stability and stochastic representations.
We discussed estimation by maximum likelihood and inference for large samples. Further, a reparametrization was
suggested in order to obtain orthogonality of the parameters. An application to exchange rates between the Brazilian real
and UK pounds, quoted in Brazilian real, was presented. There our aim was to model jointly the magnitude and duration of
the consecutive positive log-returns. In that application, we showed that the BGG model and its marginal and conditional
distributions fitted suitably the real data set considered. Further, we performed the likelihood ratio andWald tests and both
rejected (with significance level at 5%) the hypothesis that the data come from the BEG distribution in favor of the BGG
distribution.
We showed that our bivariate law is infinitely divisible and, therefore, induces a Lévy process, named BMixGNB Lévy
motion. We also derived some properties and results of this process, including a study of its distribution at fixed time. Our
proposed Lévy motion has an infinite mixture of gamma and negative binomial marginal processes and generalizes the one
proposed by Kozubowski et al. [6], whose marginals are gamma and negative binomial processes. Estimation and inference
for the parameters of the distribution of our process at fixed time were also discussed, including a reparametrization to
obtain a partial orthogonality of the parameters.
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