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AN EXPLICIT EXAMPLE OF OPTIMAL PORTFOLIO-CONSUMPTION
CHOICES WITH HABIT FORMATION AND PARTIAL OBSERVATIONS.
XIANG YU
Abstract. We consider a model of optimal investment and consumption with both habit formation
and partial observations in incomplete Itoˆ processes market. The investor chooses his consumption
under the addictive habits constraint while only observing the market stock prices but not the
instantaneous rate of return. Applying the Kalman-Bucy filtering theorem and the Dynamic Pro-
gramming arguments, we solve the associated Hamilton-Jacobi-Bellman (HJB) equation explicitly
for the path dependent stochastic control problem in the case of power utilities. We provide the
optimal investment and consumption policies in explicit feedback forms using rigorous verification
arguments.
1. Introduction
Habit formation has become a popular choice for modeling preferences on consumption streams
during recent years. It has been observed that the time separable property of von Neumann-
Morgenstern utility is not consistent with some empirical experiments, for instance, the Equity
Premium Puzzle. (See [14] and [4]). Therefore, the literature has been arguing that the past con-
sumption pattern enforces a continuing impact on individual’s current consumption decisions and
the preference should depend on the consumption path. In particular, the linear habit formation
preference E[
∫ T
0 U(t, ct − Zt)dt] has been widely accepted, where the index Zt stands for the ac-
cumulative consumption history. The utility function is decreasing in Zt which indicates that an
increase in consumption today increases current utility but depresses all future utilities through
the induced increase in future standards of living.
The continuous time utility maximization problem with habit formation in the complete Itoˆ
processes market has been extensively studied in the past decades, see for instance, [5], [19], [16]
and [6]. In incomplete markets, recently, this problem has been solved in the semimartingale market
by [21] and in the market with transaction costs and unbounded random endowment by [22].
The contributions of the present work are two-fold. First, from the modeling perspective, we
are considering some realistic information constraints to the investor. To be more precise, we are
facing the case that the investor develops his consumption habits and meanwhile has only access
to the public stock price information FSt = σ{Su : 0 ≤ u ≤ t}. Second, on the mathematical
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level, we reveal that this path-dependent stochastic control problem under the partial observation
filtration FSt is actually easier than the case under full information. Indeed, it is well known that
in incomplete markets with full observations, the work on the structure of the optimal strategies
with habit formation is not promising. By restricting to the smaller filtration FSt , however, the
problem is very simple. We are able to solve the corresponding HJB equation fully explicitly.
As a consequence, we can derive the FSt -adapted optimal investment and consumption policies in
feedback forms via rigorous verification arguments. Our analytical approach also allows us to avoid
proving the Dynamic Programming Principle.
Optimal investment problems under incomplete information have been studied by many authors
recently, see among [13], [2], [3], [20], [15] and [1]. In this paper, we aim to combine the information
constraint together with the addictive habit formation constraint and derive the unanticipated
explicit forms of optimal strategies. The mathematical verification arguments can also be applied
to other stochastic control problems in general.
The structure of the present paper is outlined as: Section 2 introduces the market model and
the habit formation process. The utility maximization problem with addictive habit formation and
partial observations is defined in Section 3. By applying the Kalman Bucy filtering theorem and
Dynamic Programming arguments, we formally derive the HJB equation for the power utilities.
We provide the decoupled form solution for this nonlinear PDE which reduces the algorithm to
solving some auxiliary ODEs with constant coefficients. Section 4 contains rigorous proofs of the
verification theorem. At last, four cases of fully explicit solutions of some auxiliary ODEs are
presented in the Appendix A.
2. Market Model and Consumption Habit Formation
Given the probability space (Ω,F,P) with the filtration F = (Ft)0≤t≤T , which satisfies the usual
conditions, we consider a financial market with one risk-free bond and one risky asset over a finite
time horizon [0, T ]. Without loss of generality, we assume that the bond process S0t ≡ 1, for all
t ∈ [0, T ], following the standard change of nume´raire.
The stock price St is modeled as a diffusion process solving
dSt = µtStdt+ σSStdWt, 0 ≤ t ≤ T, (2.1)
with S0 = s > 0. Similar to [2] and [16], we assume that the drift process µt satisfies the Ornstein
Uhlenbeck stochastic differential equation
dµt = −λ(µt − µ¯)dt+ σµdBt, 0 ≤ t ≤ T. (2.2)
Here, (Wt)0≤t≤T and (Bt)0≤t≤T are (Ft)0≤t≤T -adapted Brownian motions with correlation coef-
ficient ρ ∈ [−1, 1]. The initial value of the drift process µ0 is assumed to be a F0-measurable
Gaussian random variable, satisfying µ0 ∼ N(η0, θ0), which is independent of Brownian motions W
and B. We also assume that all coefficients σS ≥ 0, λ ≥ 0, µ¯, σµ ≥ 0 are constants.
3At time t ∈ [0, T ], the investor chooses a consumption rate ct ≥ 0 and decides the amounts πt of
his wealth to invest in the risky asset, and the rest in the bond. The investor’s total wealth process
Xt therefore follows the dynamics
dXt = (πtµt − ct)dt+ σSπtdWt, 0 ≤ t ≤ T, (2.3)
with the initial wealth X0 = x0 > 0.
In this paper, we adopt the notation Zt , Z(c)t as “Habit Formation” process or “the standard
of living” process which describes the consumption habits level. We assume that the accumulative
index Zt satisfies the recursive equation (see [5])
dZt = (δ(t)ct − α(t)Zt)dt, 0 ≤ t ≤ T, (2.4)
where Z0 = z0 ≥ 0 is called the initial habit. Equivalently, we have
Zt = z0e
− ∫ t
0
α(u)du +
∫ t
0
δ(u)e−
∫ t
u
α(v)dvcudu, 0 ≤ t ≤ T. (2.5)
and it is the exponentially weighted average of the initial habit and the past consumption. Here,
the discounted factors α(t) and δ(t) measure, respectively, the persistence of the past level and the
intensity of consumption history. we assume α(t) and δ(t) to be nonnegative continuous functions.
In this paper, we only consider the case of addictive habits, i.e., we require that the investor’s
current consumption strategies shall never fall below the standard of living level,
ct ≥ Zt, 0 ≤ t ≤ T, a.s.. (2.6)
3. Utility Maximization under Partial Observations
3.1. Dynamic Programming Arguments. From now on, we make the assumption that the
investor can only observe the stock price process St which is available to the public. The drift process
µt and the information of Brownian motions (Wt)0≤t≤T and (Bt)0≤t≤T are unknown. The stochastic
control problem under incomplete information will be modeled by requiring the investment strategy
(πt)0≤t≤T and consumption policy (ct)0≤t≤T to be only adapted to the partial observation filtration
(FSt )0≤t≤T , which is strictly smaller than the background full information F = (Ft)0≤t≤T .
Applying the Kalman-Bucy filtering theorem, we can define the Innovation Process by
dWˆt ,
1
σS
[
(µt − µˆt)dt+ σSdWt
]
=
1
σS
(dSt
St
− µˆtdt
)
, 0 ≤ t ≤ T, (3.1)
which is a Brownian motion under the partial observations filtration FSt and the process µˆt =
E
[
µt
∣∣∣FSt ] is the conditional estimation of process µt.
Moreover, by the Kalman-Bucy filtering theorem, the process µˆt satisfies the linear SDE
dµˆt = −λ(µˆt − µ¯)dt+
( Ωˆt + σSσµρ
σS
)
dWˆt, 0 ≤ t ≤ T, (3.2)
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with µˆ0 = E
[
µ0
∣∣∣FS0 ] = η0. In addition, the conditional variance Ωˆt = E[(µt − µˆt)2∣∣∣FSt ] satisfies
the deterministic Riccati ODE
dΩˆt =
[
− 1
σ2S
Ωˆ2t +
(
− 2σµρ
σS
− 2λ
)
Ωˆt + (1− ρ2)σ2µ
]
dt, 0 ≤ t ≤ T, (3.3)
with Ωˆ(0) = E
[
(µ0 − η)2
∣∣∣FS0 ] = θ0, which has an explicit solution
Ωˆt = Ωˆ(t; θ0) =
√
kσS
k1 exp(2(
√
k
σS
)t) + k2
k1 exp(2(
√
k
σS
)t)− k2
− (λ+ σµρ
σS
)σ2S , 0 ≤ t ≤ T, (3.4)
and
k = λ2σ2SS + 2σSσµλρ+ σ
2
µ,
k1 =
√
kσS + (λσ
2
S + σSσµρ) + θ0,
k2 = −
√
kσS + (λσ
2
S + σSσµρ) + θ0.
It is easy to see that Ωˆ(t) converges monotonically to the value
θ∗ = σS
√
λ2σ2S + 2σSσµλρ+ σ
2
µ − (λσ2S + σSσµρ) > 0 (3.5)
as time t → +∞, which we call as steady state learning (see also [3]). This convergence property
of Ωˆ(t) tells us the precision of the drift estimate goes from an initial condition to a steady state
in the long time run, and after large time T , new return observations contribute to updating the
estimated value of the state variable, but seldom reduce the variance of the estimation error. By
the evolution of Riccati ODE (3.3), we obtain that the monotone solution Ωˆ(t) on (0,∞) has the
bounds
min(θ0, θ
∗) ≤ Ωˆ(t) ≤ max(θ0, θ∗), ∀t ≥ 0. (3.6)
Notice that min(θ0, θ
∗) and max(θ0, θ∗) are independent of time t, therefore we can later provide
some assumptions on the market coefficients independent of time to ensure that the verification
results hold.
Under the observation filtration (FSt )0≤t≤T , the stock price dynamics (2.1) can be rewritten by
dSt = µˆtStdt+ σSStdWˆt, 0 ≤ t ≤ T. (3.7)
The habit formation process Zt still satisfies the ODE
dZt = (δ(t)ct − α(t)Zt)dt, 0 ≤ t ≤ T,
however, the consumption policy ct is now FSt -progressively measurable.
Moreover, under FSt -progressively measurable portfolio πt and consumption rate ct, the wealth
process dynamics (2.3) can be rewritten as
dXt = (πtµˆt − ct)dt+ σSπtdWˆt, 0 ≤ t ≤ T. (3.8)
5The investment and consumption pair process (πt, ct) is said to be in the Admisisble Control
Space, denoted by A, if it is FSt -progressively measurable, and satisfies the integrability conditions∫ T
0
π2t dt < +∞, a.s. and
∫ T
0
ctdt < +∞, a.s. (3.9)
with the addictive habit constraint that ct ≥ Zt, 0 ≤ t ≤ T . Moreover, no bankruptcy is allowed,
i.e., the investor’s wealth remains nonnegative: Xt ≥ 0, 0 ≤ t ≤ T .
Our goal is to maximize the consumption with habit formation and the terminal wealth with
power utility preference under the partial observations filtration FSt
v(x0, z0, η0, θ0) = sup
π,c∈A
E
[ ∫ T
0
(cs − Zs)p
p
ds+
(XT )
p
p
]
, (3.10)
where we take the risk aversion coefficient p < 1 and p 6= 0.
In this paper, we aim to first solve the Dynamic Programming equation analytically and then
perform a rigorous verification argument. Therefore, there is no need to either define the value
function at later times or to prove the Dynamic Programming Principle involving some complicated
measurable selection arguments.
To this end, we look for a smooth function v˜(t, x, z, η, θ) defined on an appropriate domain such
that the process ∫ t
0
(cs − Zs)p
p
ds + v˜(t,Xt, Zt, µˆt, Ωˆt), ∀0 ≤ t ≤ T,
is a local supermartingale for each admissible control (πt, ct) ∈ A and a local martingale for the
optimal feedback control (π∗t , c∗t ) ∈ A.
Since the conditional variance process Ωˆt = Ωˆ(t, θ0) is actually a deterministic function of time.
We can therefore set the variable θ in the definition of vˆ by a deterministic function θ = θ(t, θ0)
depending on the parameter θ0 to reduce the dimension of the function v˜, i.e., the variable θ(t; θ0)
is absorbed by the variable t. Hence, we can define the function V (t, x, z, η; θ0) as
V (t, x, z, η; θ0) , v˜(t, x, z, η, θ(t, θ0)),
and our target above can be simplified into finding a smooth enough function V (t, x, z, η; θ0) on
some appropriate domain , denoted by V (t, x, z, η) for simplicity. We expect that∫ t
0
(cs − Zs)p
p
ds+ V (t,Xt, Zt, µˆt), ∀0 ≤ t ≤ T,
is a local supermartingale for each admissible control (πt, ct) ∈ A and a local martingale for the
optimal feedback control (π∗t , c
∗
t ) ∈ A, for each fixed initial value Ωˆ(0) = θ0.
By the definition of V (t, x, z, η) and Itoˆ’s formula, we can formally derive the HJB equation as
Vt − α(t)zVz − λ(η − µ¯)Vη +
(
Ωˆ(t) + σSσµρ
)2
2σ2S
Vηη +max
c∈A
[
− cVx + cδ(t)Vz
+
(c− z)p
p
]
+max
π∈A
[
πηVx +
1
2
σ2Sπ
2Vxx + Vxη
(
Ωˆ(t) + σSσµρ
)
π
]
= 0,
(3.11)
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with the terminal condition V (T, x, z, η) = x
p
p
.
3.2. The Decoupled Reduced Form Solution.
If V (t, x, z, η) is smooth enough, the first order condition gives
π∗(t, x, z, η) =
−ηVx −
(
Ωˆ(t) + σSσµρ
)
Vxη
σ2SVxx
,
c∗(t, x, z, η) = z +
(
Vx − δ(t)Vz
) 1
p−1
.
(3.12)
which achieve the maximum over control policies π and c respectively. Moreover, we expect that
the smooth solution V (t, x, z, η) of the HJB equation at time t = 0 is actually the value function,
i.e., V (0, x0, z0, η0; θ0) = v(x0, z0, η0, θ0). Due to the homogeneity property of the power utility
function and the linearity of dynamics (3.8) and (3.8) for Xt and Zt respectively, it’s easy to see
that if V (t, x, z, η) is finite, then it is homogeneous in (x, z) with degree p, i.e., for any x > 0, z ≥ 0
and the positive constant k, we have V (t, kx, kz, η) = kpV (t, x, z, η). It therefore makes sense for
us to seek the value function of the form:
V (t, x, z, η) =
[
(x−m(t, η)z)
]p
p
M(t, η)
for some test functions m(t, η) and M(t, η) to be determined. By the virtue of V (T ) = x
p
p
, we will
require M(T, η) = 1 and m(T, η) = 0.
After the direct substitutions and dividing the equation on both sides by (x − m(t, η)z)p, the
HJB equation (3.11) becomes[
f(t,m)z + λ(η − µ¯)mη − 12σ2
S
(Ωˆ(t) + σSσµρ)
2mηη +
η
σ2
S
(Ωˆ(t) + σSσµρ)mη
]
z
x−m(t, η)z M
+
1
p
Mt − λ(η − µ¯)
p
Mη +
(Ωˆ(t) + σSσµρ)
2
2pσ2S
Mηη − η(Ωˆ(t) + σSσSρ)
(p− 1)σ2S
Mη
− η
2
2(p− 1)σ2S
M − (Ωˆ(t) + σSσµρ)
2
2(p− 1)σ2S
M2η
M
− p− 1
p
(
1 + δ(t)m(t, η)
) p
p−1
M
p
p−1 = 0.
(3.13)
where we set
f(t,m) = −mt + α(t)m− (1 + δ(t)m).
Since the Equation (3.13) above holds for all values of x and z, we must have
f(t,m) + λ(η − µ¯)mη − 1
2σ2S
(Ωˆ(t) + σSσµρ)
2mηη +
η
σ2S
(Ωˆ(t) + σSσµρ)mη = 0,
with m(T, η) = 0. We propose to set the unknown priori function m(t, η) = m(t) as a deterministic
function in time t with the terminal condition m(T ) = 0 and hence f(t,m) = 0, which is equivalent
to
m(t) =
∫ T
t
exp
( ∫ s
t
(δ(v) − α(v))dv
)
ds. 0 ≤ t ≤ T. (3.14)
Clearly, m(t) solves the above equation (3.14).
7By substituting m(t) into the equation (3.13), it is simplified as
Mt +
pη2
2(1 − p)σ2S
M +
(
Ωˆ(t) + σSσµρ
)2
2σ2S
Mηη + (1− p)
(
1 + δ(t)m(t)
) p
p−1
M
p
p−1
+
[
− λ(η − µ¯) + η(Ωˆ(t) + σSσµρ)p
(1− p)σ2S
]
Mη +
(
Ωˆ(t) + σSσµρ
)2
p
2(1− p)σ2S
M2η
M
= 0.
(3.15)
Now in order to solve the above nonlinear PDE (3.15), we can set the power transform as
M(t, η) = N(t, η)1−p (3.16)
This idea of power transform was first introduced in [23].
And the nonlinear PDE (3.15) for M(t, η) reduces to the linear parabolic PDE for N(t, η) as:
Nt +
pη2
2(1− p)2σ2S
N(t, η) +
(
Ωˆ(t) + σSσµρ
)2
2σ2S
Nηη +
(
1 + δ(t)m(t)
) p
p−1
+
[
− λ(η − µ¯) +
η
(
Ωˆ(t) + σSσµρ
)
p
(1− p)σ2S
]
Nη(t, η) = 0
(3.17)
with N(T, η) = 1.
For the above linear PDE (3.17) of N(t, η), we can further solve it explicitly by
N(t, η) =
∫ T
t
(
1 + δ(s)m(s)
) p
p−1
exp
(
A(t, s)η2 +B(t, s)η + C(t, s)
)
ds
+ exp
(
A(t, T )η2 +B(t, T )η + C(t, T )
)
,
(3.18)
where for 0 ≤ t ≤ s ≤ T , A(t, s), B(t, s) and C(t, s) satisfy the following ODEs:
At(t, s) +
p
2(1 − p)2σ2S
+2
[
− λ+ p(Ωˆ(t) + σSσµρ)
σ2S(1− p)
]
A(t, s) +
2(Ωˆ(t) + σSσµρ)
2
σ2S
A2(t, s) = 0; (3.19)
Bt(t, s)+
[
−λ+p(Ωˆ(t) + σSσµρ)
σ2S(1− p)
]
B(t, s)+2λµ¯A(t, s)+
2(Ωˆ(t) + σSσµρ)
2
σ2S
A(t, s)B(t, s) = 0; (3.20)
Ct(t, s) + λµ¯B(t, s) +
(
Ωˆ(t) + σSσµρ
)2
2σ2S
(
B2(t, s) + 2A(t, s)
)
= 0; (3.21)
with terminal conditions: A(s, s) = B(s, s) = C(s, s) = 0.
We remark that the above ODEs are similar to the ODEs obtained by [2] for terminal wealth
optimization problem with partial observations in which an insightful observation is made that we
can solve the above 3 ODEs with time t dependent coefficients by solving the following 5 auxiliary
ODEs with constant coefficients, see section 4 of [2] for the detail proof.
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Lemma 3.1. For 0 ≤ t ≤ s ≤ T , consider the following auxiliary ODEs for a(t, s), b(t, s), c(t, s),
f(t, s) and g(t, s):
at = −2(1− p+ pρ
2)
1− p σ
2
µa
2 +
(
2λ− 2pρσµ
(1− p)σS
)
a− p
2(1 − p)σ2S
, (3.22)
bt = −2(1− p+ pρ
2)
1− p σ
2
µab− 2λµ¯a+
(
λ− pρσµ
(1− p)σS
)
b, (3.23)
ct = −σ2µa−
(1− p+ pρ2)σ2µ
2(1 − p) b
2(t)− λµ¯b, (3.24)
ft = −2(1− ρ2)σ2µf2 + 2
λσS + ρσµ
σS
f +
1
2σ2S
, (3.25)
gt = σ
2
µ(1− ρ2)(f − a), (3.26)
with the terminal conditions a(s, s) = b(s, s) = c(s, s) = f(s, s) = g(s, s) = 0. If we adopt the
convention 00 = 0 and consider the functions defined by
A˜(t, s) ,
a(t, s)
(1− p)
(
1− 2a(t, s)Ωˆ(t)
) ,
B˜(t, s) ,
b(t, s)
(1− p)
(
1− 2a(t, s)Ωˆ(t)
) ,
C˜(t, s) ,
1
1− p
[
c(t, s) +
Ωˆ(t)(
1− 2a(t, s)Ωˆ(t)
)b2(t, s)− 1− p
2
log
(
1− 2a(t, s)Ωˆ(t)
)
− p
2
log
(
1− 2f(t, s)Ωˆ(t)
)
− pg(t, s)
]
,
the following equivalence results hold
A(t, s) = A˜(t, s), B(t, s) = B˜(t, s), C(t, s) = C˜(t, s), 0 ≤ t ≤ s ≤ T. (3.27)
We can further find fully explicit forms for a(t, s), b(t, s), c(t, s), f(t, s) and g(t, s). We list all
four different cases of explicit solutions in the Appendix A depending on the risk aversion coefficient
p and the market coefficients σS , σµ, λ and ρ. By simple substitutions, we can therefore solve the
ODEs (3.19), (3.20), (3.21) for A(t, s), B(t, s) and C(t, s) fully explicitly.
For t ∈ [0, T ], η ∈ (−∞,+∞), we can define the effective domain for the pair (x, z) by
(x, z) ∈ Dt = {(x′, z′) ∈ (0,+∞)× [0,+∞); x′ ≥ m(t)z′}, 0 ≤ t ≤ T. (3.28)
The function
V (t, x, z, η) =
[ ∫ T
t
(
1 + δ(s)m(s)
) p
p−1
exp
(
A(t, s)η2 +B(t, s)η + C(t, s)
)
ds
+ exp
(
A(t, T )η2 +B(t, T )η + C(t, T )
)]1−p [(x−m(t)z)]p
p
(3.29)
9is well defined on [0, T ] × Dt × R and it’s the classical solution of the HJB equation (3.11), where
m(t) =
∫ T
t
exp(
∫ s
t
(δ(v) − α(v))dv)ds, and A(t, s), B(t, s), C(t, s) are solutions of ODEs (3.19),
(3.20), (3.21).
Remark 3.1. In our main result below, we want to verify that the above classical solution V (t, x, z, η)
at time t = 0 equals the primal value function defined in (3.10), i.e., V (0, x0, z0, η0; θ0) = v(x0, z0, η0, θ0).
However, the effective domain of V (t, x, z, η) motivates some constraints on the optimal wealth pro-
cess X∗t and habit formation process Z∗t . To see this, we have V (t, x, z, η) = −∞ when x < m(t)z,
which mandates that X∗t ≥ m(t)Z∗t for each t ∈ [0, T ] to ensure that the process V (t,X∗t , Z∗t , µˆt) is
well defined. In particular, when t = 0, we have to enforce the initial wealth-habit budget constraint
that x0 ≥ m(0)z0.
Assumption 3.1. The risk aversion constant 1− p of the utility function satisfies
p < 0.
Assumption 3.2. The risk aversion constant 1− p of the utility function satisfies
0 < p < 1.
And the explicit functions a(t, s), b(t, s), c(t, s), f(t, s) and g(t, s) solved in Lemma 3.1 are all
bounded and 1− a(t, s)Ωˆ(t) 6= 0 on 0 ≤ t ≤ s ≤ T . (See Appendix A)
Moreover, we assume that
2p2 + p
(1− p)2 <
λ2σ4S
4(Θ + σSσµρ)2
, (3.30)
where Θ , max{θ0, θ∗} and θ∗ is defined in (3.5). The upper bound K¯1 of A(t, s) on 0 ≤ t ≤ s ≤ T
satisfies
K¯1 <
λσ2S
4(Θ + σSσµρ)2
. (3.31)
3.3. The Main Result.
Theorem 3.1 (The Verification Theorem). If the initial wealth-habit budget constraint x0 > m(0)z0
holds, under either Assumption 3.1 or Assumption 3.2, the solution (3.29) of HJB equation equals
the value function defined in (3.10):
V (0, x0, z0, η0; θ0) = v(x0, z0, η0, θ0). (3.32)
Moreover, the optimal investment policy π∗t and optimal consumption policy c∗t are given in the
feedback form: π∗t = π∗(t,X∗t , Z∗t , µˆt) and c∗t = c∗(t,X∗t , Z∗t , µˆt), 0 ≤ t ≤ T , where the function
π∗(t, x, z, η) : [0, T ]× Dt × R −→ R is defined by:
π∗(t, x, z, η) =
[ η
(1− p)σ2S
+
(
Ωˆ(t) + σSσµρ
)
σ2S
Nη(t, η)
N(t, η)
]
(x−m(t)z), 0 ≤ t ≤ T. (3.33)
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c∗(t, x, z, η) : [0, T ]× Dt × R −→ R+ is defined by:
c∗(t, x, z, η) = z +
(x−m(t)z)(
1 + δ(t)m(t)
) 1
1−pN(t, η)
, 0 ≤ t ≤ T. (3.34)
The corresponding optimal wealth process X∗t , for 0 ≤ t ≤ T , can also be found explicitly by
X∗t = (x0 −m(0)z0)
N(t, µˆt)
N(0, η)
exp
(∫ t
0
(µˆu)
2
2(1− p)σ2S
du+
∫ t
0
µˆu
(1− p)σS dWˆu
)
+m(t)Z∗t , (3.35)
where m(t) and N(t, η) are defined in (3.14) and (3.18) respectively.
The complicated structure of feedback forms of optimal investments and consumption policies is
the consequence of the time non-separability of the instantaneous utility with habit formation. We
can see that the portfolio/wealth ratio π
∗
X∗
and consumption/wealth ratio c
∗
X∗
are depending on the
habit-formation/wealth ratio Z
∗
X∗
:
π∗t
X∗t
=
[ µˆt
(1− p)σ2S
+
(
Ωˆ(t) + σSσµρ
)
σ2S
Nη(t, µˆt)
N(t, µˆt)
]
(1−m(t)Z
∗
t
X∗t
),
and
c∗t
X∗t
=
1(
1 + δ(t)m(t)
) 1
1−pN(t, µˆt)
+
(
1− m(t)(
1 + δ(t)m(t)
) 1
1−pN(t, µˆt)
)Z∗t
X∗t
,
Moreover, based on the explicit structures, we can easily provide some quantitative analysis on
the value function and the optimal strategies.
Corollary 3.1. We have the following basic properties:
(1) The value function V (t, x, z, η) is concave in x and z. And V (t, x, z, η) is increasing in x
and decreasing in z.
(2) The feedback form π∗(t, x, z, η) is linear in x and z. And if η
(1−p)σ2
S
+
(
Ωˆ(t)+σSσµρ
)
σ2
S
Nη(t,η)
N(t,η) > 0,
π∗ is increasing in x and decreasing in z and similarly, if η
(1−p)σ2
S
+
(
Ωˆ(t)+σSσµρ
)
σ2
S
Nη(t,η)
N(t,η) < 0,
π∗ is decreasing in x and increasing in z.
(3) The feedback form c∗(t, x, z, η) is linear in x and z and c∗ is increasing in x. If 1 −
m(t)
(1+δ(t)m(t))
1
1−pN(t,η)
> 0, c∗ is increasing in z and if 1 − m(t)
(1+δ(t)m(t))
1
1−pN(t,η)
< 0, c∗ is
decreasing in z.
4. Proof of The Verification Theorem
We first show that the consumption constraint ct ≥ Zt implies the constraint on the controlled
wealth process by the following lemma
Lemma 4.1. The admissible space A is not empty if and only if the initial budget constraint
x0 ≥ m(0)z0 is fulfilled. Moreover, for each pair of investment and consumption policy (π, c) ∈ A,
11
the controlled wealth process Xπ,ct satisfies the constraint
X
π,c
t ≥ m(t)Zt, 0 ≤ t ≤ T, (4.1)
where the deterministic function m(t) is defined in (3.14) and refers to the cost of subsistence
consumption per unit of standard of living at time t.
Proof. . Let’s first assume that x0 ≥ m(0)z0, we can always take πt ≡ 0, and ct = z0e
∫ t
0
(δ(v)−α(v))dv
for t ∈ [0, T ]. It is easy to verify Xπ,ct ≥ 0 and ct ≡ Zt so that (π, c) ∈ A, and hence A is not empty.
On the other hand, starting from t = 0 with the wealth x0 and the standard of living z0, the
addictive habits constraint ct ≥ Zt, 0 ≤ t ≤ T implies that the consumption must always exceed
the subsistence consumption c¯t = Z(t; c¯t) which satisfies
dc¯t = (δ(t) − α(t))c¯tdt, c¯0 = z0, 0 ≤ t ≤ T. (4.2)
Indeed, since Zt satisfies dZt = (δtct−αtZt)dt with Z0 = z ≥ 0, the constraint ct ≥ Zt implies that
dZt ≥ (δtZt − αtZt)dt, Z0 = z0. (4.3)
By (4.2) and (4.3), one can get
d(Zt − c¯t) ≥ (δt − αt)(Zt − c¯t)dt, Z0 − c¯0 = 0,
from which we can derive that
e
∫ t
0
(δs−αs)ds(Zt − c¯t) ≥ 0, 0 ≤ t ≤ T. (4.4)
It follows that ct ≥ c¯t, which is equivalent to
ct ≥ z0e
∫ t
0
(δ(v)−α(v))dv , 0 ≤ t ≤ T. (4.5)
Define the exponential local martingale
H˜t = exp
(
−
∫ t
0
µˆv
σS
dWˆv − 1
2
∫ t
0
µˆ2v
σ2S
dv
)
, 0 ≤ t ≤ T. (4.6)
Since µˆt follows the dynamics (3.2), which is
µˆt = e
−tλη + µ¯(1− e−tλ) +
∫ t
0
eλ(u−t)
(
Ωˆ(u) + σSσµρ
)
σS
dWˆu.
Similar to the proof of Corollary 3.5.14 and Corollary 3.5.16 in Karatzas and Shreve [11], Benesˇ’
condition implies H˜ is a true martingale with respect to (Ω,FS ,P),
Now define the probability measure P˜ as
dP˜
dP
= H˜T ,
Girsanov theorem states that
W˜t , Wˆt +
∫ t
0
µˆv
σS
dv, 0 ≤ t ≤ T
12 XIANG YU
is a Brownian Motion under (P˜, (FSt )0≤t≤T ).
We can rewrite the wealth process dynamics by
XT +
∫ T
0
cvdv = x+
∫ T
0
πvσSdW˜v ,
Since we have XT ≥ 0, it’s easy to see that
∫ t
0 πvσSdW˜v is a supermartingale under (Ω,F
S, P˜). By
taking the expectation under P˜, we have:
x0 ≥ E˜
[ ∫ T
0
cvdv
]
.
Follow the inequality (4.5), we will further have
x0 ≥ z0E˜
[ ∫ T
0
exp
( ∫ v
0
(δ(u) − α(u))du
)
dv
]
.
Since δ(t) and α(t) are deterministic functions, we obtain that x0 ≥ m(0)z0.
In general, for ∀t ∈ [0, T ], follow the same procedure, we can take conditional expectation under
filtration FSt , and get
Xt ≥ ZtE˜
[ ∫ T
t
exp
( ∫ v
t
(δ(u) − α(u))du
)
dv
∣∣∣FSt ].
Again since δ(t), α(t) are deterministic, we get Xt ≥ m(t)Zt, 0 ≤ t ≤ T . 
Remark 4.1. The constraint on the controlled wealth process Xt and the habit formation process
Zt agrees with the effective domain {(x, z) ∈ (0,∞) × [0,∞) : x ≥ m(t)z} of the HJB equation for
the values of x and z. Aside from the consequence that the process V (t,Xt, Zt, µˆt) is therefore well
defined, it plays a critical role in our following proof of the verification theorem.
We proceed to show the proof of the Theorem 3.1.
4.1. The Case p < 0 .
(PROOF OF THEOREM 3.1).
For any pair of admissible control (πt, ct) ∈ A, Itoˆ’s lemma gives
d
[
V (t,Xt, Zt, µˆt)
]
=
[
Gπt,ctV (t,Xt, Zt, µˆt)
]
dt+
[
VxσSπt + Vη
(
Ωˆ(t) + σSσµρ
)
σS
]
dWˆt, (4.7)
where we define the process Gπt,ctV (t,Xt, Zt, µˆt) by
Gπt,ctV (t,Xt, Zt, µˆt) = Vt − α(t)ZtVz − λ(µˆt − µ¯)Vη +
(
Ωˆ(t) + σSσµρ
)2
2σ2S
Vηη
− ctVx + ctδ(t)Vz + (ct − Zt)
p
p
+ πtµˆtVx +
1
2
σ2Sπ
2
t Vxx + Vxη
(
Ωˆ(t) + σSσµρ
)
πt.
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For any localizing sequence τn, by integrating the equation (4.7) on [0, τn ∧ T ] and taking the
expectation, it follows that
V (0, x0, z0, η0) ≥ E
[ ∫ τn∧T
0
(cs − Zs)p
p
ds
]
+ E
[
V (τn ∧ T,Xτn∧T , Zτn∧T , µˆτn∧T )
]
. (4.8)
Similar to the idea by [10], we consider the fixed pair of control (πt, ct) ∈ A = Ax0 , where
we denote Ax0 as the admissible space with initial endowment x0. For ∀ǫ > 0, it is clear that
Ax0 ⊆ Ax0+ǫ, and (πt, ct) ∈ Ax0+ǫ. Also it is easy to see that Xx0+ǫt = Xx0t +ǫ = Xt+ǫ, 0 ≤ t ≤ T .
Since the process Zt is defined using this consumption policy ct, under the probability measure
Px0,z0,η0 , we can obtain
V (0, x0 + ǫ, z0, η0) ≥ E
[ ∫ τn∧T
0
(cs − Zs)p
p
ds
]
+ E
[
V (τn ∧ T,Xτn∧T + ǫ, Zτn∧T , µˆτn∧T )
]
. (4.9)
Monotone Convergence Theorem first gives that
lim
n→+∞E
[ ∫ τn∧T
0
(cs − Zs)p
p
ds
]
= E
[ ∫ T
0
(cs − Zs)p
p
ds
]
. (4.10)
For simplicity, let’s denote Yt =
(
Xt −m(t)Zt
)
. The definition (3.29) implies that:
V (τn ∧ T,Xτn∧T + ǫ, Zτn∧T , µˆτn∧T ) =
1
p
(Yτn∧T + ǫ)
pN 1−pτn∧T .
Lemma 4.1 gives Xt ≥ W (t)Zt for 0 ≤ t ≤ T under any admissible control (πt, ct), we get that
Yτn∧T + ǫ ≥ ǫ > 0, ∀0 ≤ t ≤ T . Since also p < 0, it follows that
sup
n
(Yτn∧T + ǫ)
p < ǫp < +∞. (4.11)
RemarkA.1 states that A(t, s) ≤ 0, ∀0 ≤ t ≤ s ≤ T . Alsom(s), δ(s) are continuous functions and
hence bounded on [0, T ], moreover, when p < 0, we have 1− a(t, s)Ωˆ(t) > 0 and 1− f(t, s)Ωˆ(t) > 0
as well as a(t, s), b(t, s), c(t, s), f(t, s) and g(t, s) are all bounded for 0 ≤ t ≤ s ≤ T . We deduce
that the explicit solutions B(t, s) and C(t, s) are both bounded on 0 ≤ t ≤ s ≤ T and hence
N(0, η) ≤ k1 exp(kη) for some large constants k, k1 > 1.
It follows that there exist some constants k¯, k¯1 > 1 such that
sup
n
N
1−p
τn∧T ≤ sup
t∈[0,T ]
(
k1 exp
(
kµˆt
))1−p
≤ k¯1 exp
(
k¯ sup
t∈[0,T ]
µˆt
)
.
The Ornstein Uhlenbeck diffusion µˆt satisfies (3.2) which is equivalent to
µˆt = e
−tλη + µ¯(1− e−tλ) +
∫ t
0
eλ(u−t)
(
Ωˆ(u) + σSσµρ
)
σS
dWˆu.
Hence, there exists positive constants l and l1 > 1 large enough, such that:
sup
t∈[0,T ]
µˆt ≤ l + sup
t∈[0,T ]
l1Wˆt, t ∈ [0, T ].
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Using the distribution of running maximum of the Brownian Motion, there exists some positive
constants l¯ > 1 and l¯1 such that
E
[
sup
n
N
1−p
τn∧T
]
≤ l¯1E
[
exp
(
sup
t∈[0,T ]
l¯Bˆt
)]
< +∞. (4.12)
At last, by (4.11) and (4.12), we can conclude that
E
[
sup
n
V (τn ∧ T,Xτn∧T + ǫ, Zτn∧T , µˆτn∧T )
]
< +∞.
Dominated Convergence Theorem gives
lim
n→+∞E
[
V (τn ∧ T,Xτn∧T + ǫ, Zτn∧T , µˆτn∧T )
]
= E
[1
p
(YT + ǫ)
pN(T, µˆT )
]
= E
[(XT + ǫ)p
p
]
> E
[XpT
p
]
.
Combining this with equation (4.9) and since (πt, ct) ∈ A, it follows that
V (0, x0 + ǫ, z0, η0; θ0) ≥ sup
π,c∈A
E
[ ∫ T
0
(cs − Zs)p
p
ds +
X
p
T
p
]
= v(x0, z0, η0, θ0).
Notice V (t, x, z, η; θ0) is continuous in variable x, and since ǫ > 0 is arbitrary, we can take the limit
and deduce that
V (0, x0, z0, η0; θ0) = lim
ǫ→0
V (0, x0 + ǫ, z0, η0) ≥ v(x0, z0, η0, θ0).
On the other hand, for π∗t and c
∗
t defined by (3.33) and (3.34) respectively, we first need to show
that the SDE for wealth process:
dX∗t = (π
∗
t µt − c∗t )dt+ σSπ∗t dWˆt, 0 ≤ t ≤ T, (4.13)
with initial condition x0 > m(0)z0 admits a unique strong solution which satisfies the constraint
X∗t > m(t)Z
∗
t , ∀0 ≤ t ≤ T .
Denote Y ∗t = X∗t −m(t)Z∗t , Itoˆ’s lemma implies that
dY ∗t =
[
π∗t µˆt − c∗t −mt(t)Z∗t −m(t)δ(t)c∗t +m(t)α(t)Z∗t
]
dt+ π∗t σSdWˆt
=
[(
−mt(t) +m(t)α(t)
)
Z∗t − (1 +m(t)δ(t))c∗t +
µˆ2t
(1− p)σ2S
Y ∗t
+
(
Ωˆ(t) + σSσµρ
)
σ2S
Nη
N
µˆtY
∗
t
]
dt+
[ µˆt
(1− p)σS +
(
Ωˆ(t) + σSσµρ
)
σS
Nη
N
]
Y ∗t dWˆt.
(4.14)
Using the definition of m(t) by (3.14) and substituting c∗t defined by (3.34) into (4.14) above, we
will further have
dY ∗t =
[
−
(
1 + δ(t)m(t)
) −p
1−p
N
+
µˆ2t
(1− p)σ2S
+
(
Ωˆ(t) + σSσµρ
)
σ2S
Nη
N
µˆt
]
Y ∗t dt
+
[ µˆt
(1− p)σS +
(
Ωˆ(t) + σSσµρ
)
σS
Nη
N
]
Y ∗t dWˆt.
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In order to solve X∗t in a more explicit formula, we define the auxiliary process by
Γt =
N(t, µˆt)
Y ∗t
, ∀0 ≤ t ≤ T.
Itoˆ’s lemma implies that
dΓt =
Γt
N
[
Nt − λ(µˆt − µ¯)Nη +
(
Ωˆ(t) + σSσµρ
)2
2σ2S
Nηη +
µˆt
(
Ωˆ(t) + σSσµρ
)
p
(1− p)σ2S
Nη
+
(
1 + δ(t)m(t)
) −p
1−p
+
pµˆ2t
(1− p)2σ2S
N
]
dt+ Γt
[ −µˆt
(1− p)σS
]
dWˆt.
(4.15)
Since N(t, η) satisfies the linear PDE (3.18), (4.15) is simplified as
dΓt = Γt
[ pµˆ2t
2(1− p)2σ2S
]
dt+ Γt
[ −µˆt
(1− p)σS
]
dWˆt.
Hence, the existence of the unique strong solution of the above SDE is guaranteed
Γt = Γ0 exp
(
−
∫ t
0
µˆ2u
2(1− p)σ2S
du−
∫ t
0
µˆu
(1− p)σS dWˆu
)
,
Initial condition Γ0 =
N(0,η)
x0−m(0)z0 > 0 implies that Γt > 0, ∀ 0 ≤ t ≤ T . Therefore, we finally
proved that the SDE (4.13) has a unique strong solution defined by (3.35) and the solution X∗t
satisfies the wealth process constraint (4.1)
Next, we proceed to verify the pair (π∗t , c∗t ) is indeed in the admissible space A.
First, by the definition (3.33) and (3.34), it’s clear that π∗t and c
∗
t are FSt progressively measurable,
and by the path continuity of Y ∗t = X
∗
t −m(t)Z∗t , hence, of π∗t and c∗t , it’s easy to show that∫ T
0
(π∗t )
2dt < +∞, and
∫ T
0
c∗t dt < +∞, a.s.
Also, since X∗t > m(t)Z
∗
t , ∀t ∈ [0, T ], by the definition of c∗t , the consumption constraint
c∗t > Z
∗
t , ∀t ∈ [0, T ] is satisfied. It follows that (π∗t , c∗t ) ∈ A.
Given the pair of control policy (π∗t , c
∗
t ) as above, instead of (4.8), the equality is verified
V (0, x0, z0, η0; θ0) = E
[ ∫ τn∧T
0
(c∗t − Z∗t )p
p
dt
]
+ E
[
V (τn ∧ T,X∗τn∧T , Z∗τn∧T , µˆτn∧T )
]
.
Monotone Convergence Theorem implies
lim
n→+∞
E
[ ∫ τn∧T
0
(c∗t − Z∗t )p
p
dt
]
= E
[ ∫ T
0
(c∗t − Z∗t )p
p
dt
]
,
Moreover, when p < 0, we have that the function V (t, x, z, η) < 0 by it’s definition. Fatou’s lemma
deduces that
lim sup
n→+∞
E
[
V (τn ∧ T,X∗τn∧T , Z∗τn∧T , µˆτn∧T )
]
≤ E
[
V (T,X∗T , Z
∗
T , µˆT )
]
= E
[(X∗T )p
p
]
.
Therefore, it follows that
V (0, x0, z0, η0; θ0) ≤ E
[ ∫ T
0
(c∗t − Z∗t )p
p
dt+
(X∗T )
p
p
]
≤ v(x0, z0, η0, θ0)
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which completes the proof. 
4.2. The Case: 0 < p < 1 . The following two Lemmas play important roles in the proof of the
second part of our main result.
Lemma 4.2. If constant k > 0 satisfies:
k <
λ2σ2S
2(Θ + σSσµρ)2
(4.16)
for any t ≥ 0, there exists a constant Λ1 such that
E
[
exp
( ∫ t
0
kµˆ2sds
)]
≤ Λ1 < +∞.
Proof. . Similar to the proof of Lemma 12 of [7]. It is easy to choose an increasing sequence of
smooth functions Qn(y) ր ky2 as n → ∞ such that 0 ≤ Qn(y) ≤ n with
∣∣∣Q′n(y)∣∣∣ and ∣∣∣Q′′n(y)∣∣∣
uniformly bounded. And for each fixed t ≥ 0 and η, we define:
φ(t, η) = E
[
exp
(∫ t
0
Qn(µˆs)ds
)]
,
where µˆ0 = η.
Similar to the proof of Feynman-Kac formula, the function φ(t, η) is a classical solution of the
linear parabolic equation:
φt =
(
Ωˆ(t) + σSσµρ
)2
2σ2S
φηη − λ(η − µ¯)φη +Qn(η)φ, (4.17)
with initial condition φ(0, η) = 1. See also Lemma 1.12 in [17] for details.
First, it’s clear that constant 0 is a subsolution of the above equation. Moreover, under assump-
tion (4.16), it’s easy to show that for each fixed t ≥ 0, the equation:
2
(
Ωˆ(t) + σSσµρ
)2
σ2S
x2 − 2λx+ k = 0
has two positive real roots
x1 =
λ−
√
λ2 − 2(Ωˆ(t)+σSσµρ)2
σ2
S
k
2
(Ωˆ(t)+σSσµρ)2
σ2
S
, and x2 =
λ+
√
λ2 − 2(Ωˆ(t)+σSσµρ)2
σ2
S
k
2
(Ωˆ(t)+σSσµρ)2
σ2
S
.
For any positive constant a such that:
0 < a <
λ+
√
λ2 − (Θ2+σSσµρ)2
σ2
S
k
2
(Θ1+σSσµρ)2
σ2
S
,
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with Θ1 = max(θ, θ
∗) and Θ2 = min(θ, θ∗), and the positive constant b such that:
b > a
(Θ1 + σSσµρ)
2
σ2S
− λ
2µ¯2a2
2a2
(Θ1+σSσµρ)2
σ2
S
− 2aλ+ k
.
It’s easy to verify that f(t, η) = exp(bt+ aη2) satisfies
ft ≥
(
Ωˆ(t) + σSσµρ
)2
2σ2S
fηη − λ(η − µ¯)fη + kη2,
with the initial condition f(0, η) ≥ 1.
Since Qn(η) < kη
2, we get function f(t, η) is the supersolution of the equation (4.17), and〈
0, f(t, η)
〉
is the coupled subsolution and supersolution. Theorem 7.2 from [18] shows that function
φ(t, η) satisfies: 0 ≤ φ(t, η) ≤ f(t, η) ≡ Λ1, and hence Monotone Convergence Theorem leads to
E
[
exp
( ∫ t
0
kµˆ2sds
)]
≤ Λ1 < +∞.

Lemma 4.3. If constant k¯ > 0 satisfies
k¯ <
λσ2S
(Θ + σSσµρ)2
, (4.18)
for any fixed constant κ > 0, there exists a constant Λ2 independent of t such that
E
[
exp
(
k¯(µˆt + κ)
2
)]
≤ Λ2 <∞, t ∈ [0, T ].
Proof. . Similar to the proof of Lemma 4.2, we again construct an increasing sequence of functions
{Qn(y)} for n ∈ N such that limn→+∞Qn(y) = k¯(y + κ)2. And for each fixed t ∈ [0, T ] and η, we
define:
ψ(t, η) = E
[
exp
(
Qn(µˆt)
)]
,
where µˆ0 = η.
As a direct corollary of Theorem 5.6.1 of [8], the function ψ(t, η) is a classical solution of the
linear parabolic equation
ψt =
(
Ωˆ(t) + σSσµρ
)2
2σ2S
ψηη − λ(η − µ¯)ψη, (4.19)
with initial condition ψ(0, η) = eQn(η).
Under the condition (4.18), we can choose any constant a such that
k¯ < a <
λσ2S
(Θ + σSσµρ)2
,
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and any positive constant b such that
b >a
(Θ + σSσµρ)
2
σ2S
+
2a2(Θ + σSσµρ)
2κ2
σ2S
+ 2aλµ¯κ
−
(
2a2κ(Θ+σSσµρ)
2
σ2
S
− aλκ− aλµ¯
)2
2a2
(Θ+σSσµρ)2
σ2
S
− 2aλ
,
It is easy to verify that f(t, η) = exp(bt+ a(η + κ)2) satisfies
ft ≥
(
Ωˆ(t) + σSσµρ
)2
2σ2S
fηη − λ(η − µ¯)fη,
with the initial condition f(0, η) = ea(η+κ)
2 ≥ ψ(0, η), hence we get the function f(t, η) is the
supersolution of the equation (4.19), and it is trivial to show g(t, η) ≡ 0 is the subsolution, there-
fore
〈
0, f(t, η)
〉
are the coupled subsolution and supersolution. Again by Theorem 7.2 from Pao
[18], that function ψ(t, η) satisfies: 0 ≤ ψ(t, η) ≤ f(t, η) ≤ ebT+a(η+κ)2 ≡ Λ2, hence Monotone
Convergence Theorem implies that
E
[
exp
(
k¯(µˆt + κ)
2
)]
≤ Λ2 < +∞, ∀t ∈ [0, T ].

(THE PROOF OF THEOREM 3.1, CONTINUED).
For any pair of admissible control (πt, ct) ∈ A and localizing sequence τn, similar to the case for
p < 0, we have
V (0, x0, z0, η0) ≥ E
[ ∫ τn∧T
0
(cs − Zs)p
p
ds
]
+ E
[
V (τn ∧ T,Xτn∧T , Zτn∧T , µˆτn∧T )
]
. (4.20)
Monotone Convergence Theorem first implies that
lim
n→+∞E
[ ∫ τn∧T
0
(cs − Zs)p
p
ds
]
= E
[ ∫ T
0
(cs − Zs)p
p
ds
]
.
For the case 0 < p < 1, V (t, x, z, η) ≥ 0 for all t ∈ [0, T ] by the definition (3.29) and (4.1).
Fatou’s lemma yields that
lim
n→+∞E
[
V (τn ∧ T,Xτn∧T , Zτn∧T , µˆτn∧T )
]
≥ E
[
V (T,XT , ZT , µˆT )
]
= E
[XpT
p
]
,
which implies that:
V (0, x0, z0, η0) ≥ sup
π,c∈A
E
[ ∫ T
0
(cs − Zs)p
p
ds+
X
p
T
p
]
= v(x0, z0, η0, θ0).
On the other hand, for π∗t and c∗t defined by (3.33), (3.34), similar to the case p < 0, we can
show the pair (π∗t , c∗t ) is in the admissible space A.
For the given policies π∗t and c∗t , similarly, we can get the equality:
V (0, x0, z0, η0) = E
[ ∫ τn∧T
0
(c∗s − Z∗s )p
p
ds
]
+ E
[
V (τn ∧ T,X∗τn∧T , Z∗τn∧T , µˆτn∧T )
]
.
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The definition of V (t, x, z, η) deduces that
V (T ∧ τn,X∗T∧τn , Z∗T∧τn , µˆT∧τn) ≤ k1
[(Y ∗
N
)2p
T∧τn
+N2(T ∧ τn, µˆT∧τn)
]
(4.21)
for some positive constants k1, which are independent of n.
For the first term of (4.21), we notice that(Y ∗
N
)2p
T∧τn
≤1
2
[
exp
(∫ T∧τn
0
4pµˆu
(1− p)σS dWˆu −
∫ T∧τn
0
4p2µˆ2u
(1− p)2σ2S
du
)
+ exp
( ∫ T∧τn
0
2(2p2 + p)µˆ2u
(1− p)2σ2S
du
)]
,
hence, we have
E
[
sup
n
(Y ∗
N
)2p
T∧τn
]
≤1
2
E
[
sup
n
exp
(∫ T∧τn
0
4pµˆu
(1− p)σS dWˆu −
∫ T∧τn
0
4p2µˆ2u
(1− p)2σ2S
du
)
+ sup
n
exp
(∫ T∧τn
0
2(2p2 + p)µˆ2u
(1− p)2σ2S
du
)]
.
Again since µˆt follows the dynamics (3.2), by Benesˇ’ condition (see Corollary 3.5.14 and Corol-
lary 3.5.16 in [11]), we see that the exponential local martingale Mt = exp
( ∫ t
0
2pµˆu
(1−p)σS dWˆu −∫ t
0
2p2µˆ2u
(1−p)2σ2
S
du
)
is a true martingale, and hence, by Doob’s maximal inequality, we first derive that
E
[
sup
n
exp
(∫ T∧τn
0
4pµˆu
(1− p)σS dWˆu −
∫ T∧τn
0
4p2µˆ2u
(1− p)2σ2S
du
)]
≤E
[
sup
t∈[0,T ]
exp
( ∫ t
0
4pµˆu
(1− p)σS dWˆu −
∫ t
0
4p2µˆ2u
(1− p)2σ2S
du
)]
≤k(p)E
[
exp
( ∫ T
0
4pµˆu
(1− p)σS dWˆu −
∫ T
0
4p2µˆ2u
(1− p)2σ2S
du
)]
where k(p) is a constant depending on p. Moreover, similar to the proofs of Corollary 3.5.14 and
Corollary 3.5.16 in [11], Corollary 1 and Corollary 2 in [9] further states that the true martingale
Mt defined as above satisfies the finite moments property, i.e., for any r > 1, we have E
[
M rT
]
<∞.
Therefore it follows that for r = 2,
E
[
exp
(∫ T
0
4pµˆu
(1− p)σS dWˆu −
∫ T
0
4p2µˆ2u
(1− p)2σ2S
du
)]
<∞.
For the second part of (4.21), we can apply Assumption 3.2 and Lemma 4.2 to deduce that:
E
[
sup
n
exp
(∫ T∧τn
0
(2p2 + 2p)µˆ2u
(1− p)2σ2S
du
)]
≤ E
[
exp
(∫ T
0
(2p2 + 2p)µˆ2u
(1− p)2σ2S
du
)]
< Λ1 < +∞,
for some constant Λ1 > 0.
Under the condition that a(t, s), b(t, s), c(t, s), f(t, s) and g(t, s) defined in Lemma 3.1 are
bounded and 1 − a(t, s)Ωˆ(t) 6= 0 on 0 ≤ t ≤ s ≤ T , functions A(t, s), B(t, s) and C(t, s) are all
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bounded on 0 ≤ t ≤ s ≤ T . As a simple consequence, there exist constants k, k1 such that
N(t, η) ≤ keK¯1(η+k1)2 ,
where A(t, s) ≤ K¯1 for all 0 ≤ t ≤ s ≤ T , and hence we have
sup
n
(
N2(T ∧ τn, µˆT∧τn)
)
≤ sup
t∈[0,T ]
k2e2K¯1(µˆt+k1)
2
.
So it is enough to show that
E
[
sup
t∈[0,T ]
e2K¯1(µˆt+k1)
2
]
<∞. (4.22)
Define ϕ(x) , e2K¯1(x+k1)
2
, Itoˆ’s lemma gives
dϕ(µˆt) =ϕ(µˆt)
[(
− 4K¯1λ+ 8K¯21
(
Ωˆ(t) + σSσµρ
)2
σ2S
)
µˆ2t +
(
4K¯1λµ¯− 4λK¯1k1
+ 16K¯21k1
(
Ωˆ(t) + σSσµρ
)2
σ2S
)
µˆt + 2K¯1
(
Ωˆ(t) + σSσmuρ
)2
σ2S
+ 4λK¯1k1µ¯
+ 8K¯21k
2
1
(
Ωˆ(t) + σSσµρ
)2
σ2S
]
dt+ dLt.
The condition (3.31) guarantees −4K¯1λ+ 8K¯21
(
Ωˆ(t)+σSσµρ
)2
σ2
S
< 0, and hence there exists an upper
bound constant k2 > 0 such that
dϕ(µˆt) ≤ ϕ(µˆt)k2dt+ dLt,
where the local martingale part is
dLt , ϕ(µˆt)4K¯1µˆt
(
Ωˆ(t) + σSσµρ
)
σS
dWˆt.
It follows that
E
[
sup
t∈[0,T ]
ϕ(µˆt)
]
≤ ϕ(η) +
∫ T
0
k2E
[
sup
s∈[0,t]
ϕ(µˆs)
]
dt+ E
[
sup
t∈[0,T ]
Lt
]
,
Burhholder-Davis-Gundy Inequality and Jensen’s Inequality induce that
E
[
sup
t∈[0,T ]
Lt
]
≤ k3
(∫ T
0
E
[
16K¯21
(
Ωˆ(t) + σSσµρ
)2
σ2S
µˆ2t e
4K¯1(µˆt+k1)2
]
dt
) 1
2
,
for some constant k3.
Under the condition (3.31), there exists a constant ǫ > 0 such that 4K¯1 + ǫ <
λσ2
S
(Θ+σSσµρ)2
. By
Ho¨lder’s Inequality and choosing the conjugates q = 4K¯1+ǫ
4K¯1
and 1
q
+ 1
q′
= 1, it follows that
E
[
µˆ2t e
4K¯1(µˆt+k1)2
]
≤
(
E
[
µˆ
2q′
t
]) 1
q′
(
E
[
e(4K¯1+ǫ)(µˆt+k1)
2
]) 1
q
.
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Lemma 4.3 implies the existence of a constant Λ2 independent of t such that
E
[
e(4K¯1+ǫ)(µˆt+k1)
2
]
≤ Λ2 <∞, ∀t ∈ [0, T ],
Again by the fact that there exist positive constants l and l1 > 1 large enough such that
sup
t∈[0,T ]
µˆt ≤ l + sup
t∈[0,T ]
l1Wˆt, t ∈ [0, T ],
we can obtain ∫ T
0
(
E
[
µˆ
2q′
t
]) 1
q′
dt ≤ T
(
E
[
(l + sup
t∈[0,T ]
l1Wˆt)
2q′
]) 1
q′
<∞
due to the distribution of running maximum of the Brownian motion Wˆt. Hence we get the
boundedness of E
[
sup
t∈[0,T ]
Lt
]
≤ k4 <∞ for some constant k4, and
E
[
sup
t∈[0,T ]
ϕ(µˆt)
]
≤ ϕ(η) +
∫ T
0
k2E
[
sup
s∈[0,t]
ϕ(µˆs)
]
dt+ k4.
The Gronwall’s Inequality verifies (4.22).
Therefore, putting all pieces together, we eventually derived that
E
[
sup
n
V (τn ∧ T,Xτn∧T , Zτn∧T , µˆτn∧T )
]
<∞ (4.23)
and Dominated Convergence Theorem leads to
lim
n→∞E
[
V (τn ∧ T,Xτn∧T , Zτn∧T , µˆτn∧T )
]
= E
[(X∗T )p
p
]
.
Together with Monotone Convergence Theorem, we deduce
V (0, x0, z0, η0; θ0) = E
[ ∫ T
0
(c∗s − Z∗s )p
p
ds+
(X∗T )
p
p
]
≤ v(x0, z0, η0, θ0),
which completes the proof. 
Appendix A. Fully Explicit Solutions to The Auxiliary ODEs
Following the arguments by [12], we can even solve the auxiliary ODEs (3.22), (3.23), (3.24),
(3.25) and (3.26) fully explicitly depending on the risk aversion constant p and all the market
coefficients σS , σµ, λ, ρ:
A.1. The Normal Solution. The condition for the Normal solution is
∆ , λ2 − 2λpρσµ
(1− p)σ2S
− pσ
2
µ
(1− p)σ2S
> 0, (A.1)
and then we define
ξ ,
√
∆ =
√
γ22 − γ1γ3, γ1 ,
(1− p+ pρ2)
1− p σ
2
µ,
γ2 , −λ+ pρσµ
(1− p)σS , γ3 ,
p
(1− p)σ2S
,
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ξ1 ,
√
(1− ρ2)σ2µ + (λσS + ρσµ)2
σS
.
We can solve the equations (3.22), (3.23), (3.24), (3.25) and (3.26) as:
a(t, s) =
p(1− e2ξ(t−s))
2(1 − p)σ2S
[
2ξ − (ξ + γ2)(1− e2ξ(t−s))
] ,
b(t, s) =
pλµ¯(1− eξ(t−s))2
2(1 − p)σ2Sξ
[
2ξ − (ξ + γ2)(1− e2ξ(t−s))
] ,
c(t, s) =
p
2(1 − p)σ2S
(λ2µ¯2
ξ2
− σ
2
µ
ξ + γ2
)
(s− t)
+
pλ2µ¯2
[
(ξ + 2γ2)e
2ξ(t−s) − 4γ2eξ(t−s) + 2γ2 − ξ
]
2(1− p)σ2Sξ3
[
2ξ − (ξ + γ2)
(
1− e2ξ(t−s)
)]
− pσ
2
µ
2(1 − p)σ2S(ξ2 − γ22)
log
∣∣∣2ξ − (ξ + γ2)(1− e2ξ(t−s))
2ξ
∣∣∣,
f(t, s) =− 1
2σS
1− e2ξ1(t−s)
(σSξ1 + λσS + ρσµ) + (σSξ1 − λσS − ρσµ)e2ξ1(t−s)
,
g(t, s) =
1
2
log
((σSξ1 + λσS + ρσµ) + (σSξ1 − λσS − ρσµ)e2ξ1(t−s)
2σSξ1eξ1(t−s)
)
− (1 − p)(1 − ρ
2)
2(1 − p+ pρ2) log
((σSξ + λσS + ρσµp1−p ) + (σSξ − λσS − ρσµp1−p )e2ξ(t−s)
2σSξeξ(t−s)
)
− ρ
2λ(s − t)
2(1 − p+ pρ2) −
ρσµ(s− t)
2(1 − p+ pρ2)σS ,
The condition for the bounded Normal solution is
γ3 > 0, or γ1 > 0, or γ2 < 0. (A.2)
The condition for the explosive solution and the critical point is
γ3 < 0, γ1 < 0, and γ2 > 0, s− t = 1
2ξ
log
(γ2 + ξ
γ2 − ξ
)
.
Remark A.1. If p < 0, the conditions (A.1) and (A.2) clearly hold, and we have a(t, s) ≤ 0 is a
bounded solution as well as 1 − 2a(t, s)Ωˆ(t) > 1 > 0 and 1 − f(t, s)Ωˆ(t) > 1 > 0. Hence we can
conclude the solutions of ODEs (3.19), (3.20), (3.21) are all bounded on 0 ≤ t ≤ s ≤ T . We also
notice that A(t, s) = a(t,s)
(1−p)(1−2a(t,s)Ωˆ(t)) ≤ 0, on 0 ≤ t ≤ s ≤ T .
A.2. The Hyperbolic Solution. The condition for the Hyperbolic solution is
∆ , λ2 − 2λpρσµ
(1− p)σ2S
− pσ
2
µ
(1− p)σ2S
= 0,
together with
γ2 , −λ+ pρσµ
(1− p)σS 6= 0,
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Then we can solve (3.22), (3.23), (3.24), (3.25) and (3.26) as:
a(t, s) =
−1
2γ1(s− t− 1γ2 )
− γ2
2γ1
,
b(t, s) =− λµ¯
2γ1γ2(s− t− 1γ2 )
−
γ2λµ¯(s− t+ 1γ2 )
2γ1
,
c(t, s) =
γ2σ
2
µ(s− t)
2γ1
+
λ2µ¯2γ22(s− t− 4γ2 )(s− t)3
24γ1(s− t− 1γ2 )
+
σ2µ log
∣∣∣12 (s− t)γ2 − 1∣∣∣
γ1
,
f(t, s) =− 1
2σS
1− e2ξ1(t−s)
(σSξ1 + λσS + ρσµ) + (σSξ1 − λσS − ρσµ)e2ξ1(t−s)
,
g(t, s) =
1
2
log
((σSξ1 + λσS + ρσµ) + (σSξ1 − λσS − ρσµ)e2ξ1(t−s)
2σSξ1eξ1(t−s)
)
− (λσS + ρσµ)
2σS
(s− t)
+
σ2µ(1− ρ2)
2γ1
[
log
∣∣∣1 + γ2(t− s)∣∣∣− γ2(s− t)].
The condition for the bounded Hyperbolic solution is γ2 < 0.
The condition for the explosive solution and the critical point is
γ2 > 0, and s− t = 1
γ2
.
A.3. The Polynomial solution. The condition for the Polynomial solution is
∆ , λ2 − 2λpρσµ
(1− p)σ2S
− pσ
2
µ
(1− p)σ2S
= 0,
together with
γ2 , −λ+ pρσµ
(1− p)σS = 0,
Then we can solve (3.22), (3.23), (3.24), (3.25) and (3.26) as:
a(t, s) =
p
2(1 − p)σ2S
(s− t),
b(t, s) =
p
2(1 − p)σ2S
λµ¯(s− t)2,
c(t, s) =− p
4(1 − p)σ2S
σ2µ(s− t)2 +
p
6(1− p)σ2S
λ2µ¯2(s− t)3,
f(t, s) =− 1
2σS
1− e2ξ1(t−s)
(σSξ1 + λσS + ρσµ) + (σSξ1 − λσS − ρσµ)e2ξ1(t−s)
,
g(t, s) =
1
2
log
((σSξ1 + λσS + ρσµ) + (σSξ1 − λσS − ρσµ)e2ξ1(t−s)
2σSξ1eξ1(t−s)
)
− (λσS + ρσµ)
2σS
(s− t)
− σ
2
µ(1− ρ2)p
4(1− p)σ2S
(s− t)2.
All Polynomial solutions are bounded.
24 XIANG YU
A.4. The Tangent solution. The condition for the Tangent solution is
∆ , λ2 − 2λpρσµ
(1− p)σ2S
− pσ
2
µ
(1− p)σ2S
< 0,
Now, we define
ζ ,
√
−∆, ̟ , tan−1
(γ2
ζ
)
,
Then we can solve (3.22), (3.23), (3.24), (3.25) and (3.26) as:
a(t, s) =
ζ
2γ1
tan
(
ζ(s− t) +̟
)
− γ2
2γ1
,
b(t, s) =
λµ¯
γ1
[
− 1− tan(̟) tan(ζ(s− t) +̟) + sec(̟) sec(ζ(s− t) +̟)
]
,
c(t, s) =
2λ2µ¯2γ2
√
γ22 + ζ
2
2γ1ζ
[
sec (̟)− sec (ζ(s− t) +̟)
]
+
λ2µ¯2(2γ2 + ζ
2)
2γ1ζ3
[
tan(ζ(s− t) +̟)− tan(̟)
]
− λ
2µ¯2(γ22 + ζ
2)− γ2ζ2σ2µ
2γ1ζ2
+
σ2µ
2γ1
log
(
sec(̟) cos(ζ(s− t) +̟)
)
,
f(t, s) =− 1
2σS
1− e2ξ1(t−s)
(σSξ1 + λσS + ρσµ) + (σSξ1 − λσS − ρσµ)e2ξ1(t−s)
,
g(t, s) =
1
2
log
((σSξ1 + λσS + ρσµ) + (σSξ1 − λσS − ρσµ)e2ξ1(t−s)
2σSξ1eξ1(t−s)
)
− (λσS + ρσµ)
2σS
(s− t)
− σ2µ(1− ρ2)
[ 1
2γ1
log
∣∣∣cos(ζ(t− s) +̟)
cos(̟)
∣∣∣− γ2
2γ1
(s− t)
]
.
All Tangent solutions are explosive solutions and the critical point is
s− t = π
2ζ
− 1
ζ
tan−1(
γ2
ζ
).
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