ABSTRACT. We study the Hausdorff moment problem for a class of sequences, namely (r(n)) n∈Z + , where r is a rational function in the complex plane. We obtain a necessary condition for such sequence to be a Hausdorff moment sequence. We found an interesting connection between Hausdorff moment problem for this class of sequences with finite divided differences and convolution of complex exponential functions. We provide a sufficient condition on the zeros and poles of a rational function r so that (r(n)) n∈Z + is a Hausdorff moment sequence. G. Misra asked whether the module tensor product of a subnormal module with the Hardy module over the polynomial ring is again a subnormal module or not. Using our necessary condition we answer the question of G. Misra in negative. Finally, we obtain a characterization of all real polynomials p of degree up to 4 and a certain class of real polynomials of degree 5 for which the sequence (1/p(n)) n∈Z + is a Hausdorff moment sequence.
INTRODUCTION
Let H K be a reproducing kernel Hilbert space consisting of holomorphic functions on the unit disc D with reproducing kernel K. Thus K(z, w) is a complex valued function defined on D × D, which is holomorphic in the first variable and anti holomorphic in the second variable and is positive definite in the sense that ((K(z i , z j ))) is positive definite for every finite subset {z 1 , z 2 , . . . , z n } of unit disc D, see [3] , [10] . If the operator M z of multiplication by the coordinate function on the Hilbert space H K , is a bounded operator, then H K is a Hilbert module over the polynomial ring C[z] with the module action given by
See [8] for more discussion on Hilbert modules. If the operator M z is a contraction, that is, M z op ≤ 1, then K is said to be a contractive kernel. In such case, using Von-Neuman inequality, we have that the Hilbert module H K is also contractive, that is, pf H K ≤ p ∞ f H K , where p ∞ denotes the supremum norm of p on the unit disc D. It is well known that a reproducing kernel K is contractive if and only if the function (1 − zw)K(z, w) is positive definite, see [10, Theorem 5.21] .
If the operator M z is a bounded subnormal operator, that is, the operator M z has a normal extension to a larger Hilbert space K containing H K , then the Hilbert module H K is said to be a subnormal module or equivalently K is said to be a subnormal kernel, see [7] for more details on subnormal operators.
Given a reproducing kernel K it is often difficult to determine whether it is a subnormal kernel or not. But there is a simple characterization of contractive subnormal kernels in terms of Hausdorff moment sequences if the kernel K has the following diagonal form:
where a j > 0 for all j ∈ Z + . In such case the set { √ a n z n : n ∈ Z + } forms an orthonormal basis for H K and the operator M z is a unilateral weighted shift associated with the weight sequence an a n+1 n∈Z + , see [10, Theorem 4.12] .
A sequence (x n ) n∈Z + of positive numbers is said to be a Hausdorff moment sequence if there exists a positive Radon measure µ supported on the interval [0, 1] such that x n = 1 0 t n dµ(t), n ∈ Z + . F. Hausdorff characterized the Hausdorff moment sequences by complete monotonicity [9] . The following theorem characterizes all contractive subnormal kernels of the form (1.1) in terms of Hausdorff moment sequences, see [7, Theorem 6.10] . It is well known that if K 1 and K 2 are two reproducing kernels then their product K 1 K 2 is also a reproducing kernel, see [3] . In 1988, N. Salinas introduced the notion of sharp reproducing kernels and relates the functional Hilbert space H K 1 K 2 to the module tensor product of H K 1 ⊗ C[z] H K 2 over the algebra of polynomials, see [11] . In the same article, N. Salinas asked whether H K 1 ⊗ C[z] H K 2 is again subnormal if K 1 and K 2 are subnormal kernel.
Let S(z, w) = (1−zw) −1 be the Hardy kernel on the unit disc D, which is a contractive subnormal kernel. It is well known that the module tensor product H S ⊗ C[z] H K is contractive if K is a sharp kernel, see [10, Theorem 5 .21] and [11] . G. Misra asked a special version of the question by N. Salinas. He asked whether the module tensor product H S ⊗ C[z] H K is again subnormal or not if the kernel K is a subnormal kernel. Anand and Chavan answer the question of N. Salinas in negative, see [1] . They consider the following class of contractive subnormal kernel functions:
(sj + 1)(zw) j , z, w ∈ D, s > 0.
They obtain the following characterizations of Hausdorff moment sequences induced by degree 3 polynomials with real coefficients. Theorem 1.3 (Anand-Chavan). Let p be a real polynomial of the form p(z) = (z + 1)(z − α)(z − β). Then the sequence (1/p(n)) n∈Z + is a Hausdorff moment sequence if and only if
(1) α < 0, β < 0, when α, β ∈ R, (2) ℜ(α) < −1, when α is a non real complex number and β =ᾱ.
Using this characterization they completely determine when the product kernel K s 1 K s 2 is again a subnormal kernel and produce a family of counterexamples to answer the question of N. Salinas in negative. But this class fails to answer the question of G. Misra. It turns out that the kernel function SK s is again a 2 contractive subnormal kernel for every s > 0. Note that if the reproducing kernel K is of the form (1.1) then the product kernel SK is given by
It follows that the kernel function SK is always a contractive kernel, see [10, Theorem 5.21 ]. Thus in a special case the question of G. Misra reduces to the following equivalent question:
. If the sequence (1/a n ) n∈Z + is a Hausdorff moment sequence, then does it follow that the sequence
is also a Hausdorff moment sequence?
A similar kind of transformation of Hausdorff moment sequences had been discussed in [6] by Berg and Durán. They show that Theorem 1.5 (Berg-Duran). If (a n ) n∈Z + is a Hausdorff moment sequence, then
is also a Hausdorff moment sequence.
In this article we answer the question of G. Misra in negative. Motivated by the classification result, namely the Theorem 1.3, we concentrate our focus on a special class of sequences, namely, the sequences induced by rational functions,
where q, p are polynomials with real coefficients and deg(q) < deg(p). Our aim is to describe all such polynomials q, p (in terms of their zeros) so that the sequence (x n ) n∈Z + is a Hausdorff moment sequence.
In order to study joint subnormality of the spherical Cauchy dual of a balanced joint q-isometry multishift, Anand and Chavan started investigating the class of sequences (1/p(n)) n∈Z + , where p is a polynomial satisfying p(R + ) ⊆ R + , see [2] . There they draw upon an interesting connection between Hausdorff moment problem, Hermite interpolation and divided differences of exponential functions. Here we have obtained a natural generalization of those results to the case of rational functions.
We consider real polynomials p having roots in the left half plane H − := {z ∈ C : ℜ(z) < 0}. Assume that the polynomial p is of the following form.
where α j 's are distinct complex number in H − and b j ∈ N for j = 1, 2, . . . , m. Let q be an arbitrary real polynomial with deg(q) < deg(p) and q has no common zero with p. First we find that there exists a real valued weight function w q,p (t), which is in L 1 [0, 1] and continuous on (0, 1] so that
By uniqueness of the representing measure associated to a Hausdorff moment sequence it follows that the sequence (q(n)/p(n)) n∈Z + is a Hausdorff moment sequence if and only if the weight function w q,p (t) ≥ 0 for all t ∈ (0, 1].
There is a natural connection between the weight function w q,p (t) and the general divided differences of the family of function F t (z) := q(z)t −z−1 defined on H − . We show that Theorem 1.6. The weight function w q,p (t) is given by
Minimal Hausdorff moment sequences and completely monotonic functions are intimately related, see [13, Chapter 4] . In our case, for any rational function r(x) = q(x)/p(x) with poles in H − the associated weight function w q,p (t) is in L 1 [0, 1] and hence it follows that if {r(n)} n∈Z + is a Hausdorff moment sequence then necessarily {r(n)} n∈Z + is a minimal Hausdorff moment sequence. Thus {r(n)} n∈Z + is a Hausdorff moment sequence if and only if r(x) is completely monotonic function on [0, ∞). K. Ball provided a sufficient condition on the zeros and poles of a rational function r of the form r(x) = m i=1 (x+ z i )/(x+ p i ) so that r(x) is a completely monotone function on [0, ∞), see [4] . Using Theorem 1.6, we find the following sufficient condition on the zeros and poles of a rational function r so that (r(n)) n∈Z + is a Hausdorff moment sequence. Proposition 1.7. Let p be a real polynomial having distinct negative real roots, say α 1 , α 2 , . . . , α m with no multiplicity and q be any real polynomial such that deg(q) < deg(p) and q, p has no common zero. If the divided difference q[α 1 , α 2 , . . . , α j ] ≥ 0 for j = 1, 2, . . . , m, then the sequence {q(n)/p(n)} n∈Z + is a Hausdorff moment sequence.
In this article, we obtain the following necessary condition for a sequence (x n ) n∈Z + of the form (1.2) to be a Hausdorff moment sequence. Theorem 1.8. Let p be a real polynomial having at least one non real root and of the form
where r i < 0, for i = 1, 2, . . . , s and z k = x k + iy k with x k < 0, y k > 0 for k = 1, 2, . . . , d. Let q be any other polynomial having no common zeros with p and deg(q) < deg(p).
If there exists a non real root, say z 1 , (without loss of generality) of p, such that ℜ(z 1 ) > r i for every i = 1, 2, . . . , s and ℜ(z 1 ) > ℜ(z i ) for every i = 2, 3, . . . , d then the sequence (q(n)/p(n)) n∈Z + is not a Hausdorff moment sequence.
To answer the question of G. Misra, we consider the following class of kernel functions
We find that the kernel function K c is a contractive subnormal kernel for every c > 0 and then using the necessary condition in Theorem 1.8, we show that the product kernel SK c is not a subnormal kernel for all c in a neighborhood of 1. This answer the question of G. Misra and as well as the question of N. Salinas in negative.
The following result as shown in [6, Lemma 2.1] is often helpful in determining whether a given sequence is a Hausdorff moment sequence or not. Lemma 1.9. Let (x n ) n∈Z + and (y n ) n∈Z + be two Hausdorff moment sequences associated to some Radon measure µ and ν respectively. Then the sequence (x n y n ) n∈Z + is also a Hausdorff moment sequence and associated with the convolution measure µ ⋄ ν.
It is straightforward to see that the sequence { 1 n−a } n∈Z + is a Hausdorff moment sequence associated with the measure t −a−1 dt on [0, 1] for all a < 0. Now using Lemma1.9, it follows that, if p is a reducible polynomial over R having zeros in H − , then the sequence (1/p(n)) n∈Z + is a Hausdorff moment sequence, see also [2, Theorem 3.1] . This leads us to the question of classifying all real polynomial p, which are not reducible over R so that the sequence (1/p(n)) n∈Z + is a Hausdorff moment sequence.
Using Lemma 1.9, Theorem 1.3, Theorem 1.8 and taking consideration a special case separately, we obtain the complete list of all real polynomial p up to degree 4 for which the sequence (1/p(n)) n∈Z + is a Hausdorff moment sequence. For degree 5 polynomial p, we do not have have the complete classification result. Except when p is of the form
where ℜ(α), ℜ(β) ≤ r < 0, we have answer for all other polynomial p of degree 5. In the very special case when all the roots of p lie in a vertical line, that is when ℜ(α) = ℜ(β) = r < 0, we have the following interesting result: Theorem 1.10. Let p be a real polynomial of the form
(z − (r + iy j ))(z − (r − iy j )), where r < 0, and 0 < y 1 ≤ y 2 .
Then the sequence 1/p(n) is a Hausdorff moment sequence if and only if the ratio y 2 /y 1 is a positive integer greater than 1.
The organization of the paper is as follows. In Section 2, we obtain a partial decomposition formula for rational functions of the form q/p, where q, p are polynomial with deg q < deg p. Using this decomposition we show that any sequence (x n ) n∈Z + of the form (1.2), where all the roots of p lies in H − , must be a moment sequence associated with a real measure (not necessarily positive) of the form w q,p (t)dt on the interval [0, 1] for some continuous function w q,p (t) on (0, 1].
We established the relationship between the weight function w q,p (t) and the general divided difference of the function F t (z) := q(z)t −z−1 defined on H − in Section 3. In the case when q ≡ 1, the weight function w p (t) is intimately related with the convolution of complex exponential function f j (y) := exp(α j y) defined on R + , where α j 's are the roots of p in H − . We also explore this relationship in Section 3.
In Section 4, we obtain the necessary condition for a sequence (x n ) n∈Z + of the form (1.2) to be a Hausdorff moment sequence, see Theorem 1.8. Using this condition we produce a family of counterexample to answer the question of G. Misra and N. Salinas in negative. Theorem 4.1 gives us another necessary condition when all the roots of p are negative real number.
Section 5 is devoted to the discussion of characterizing all real polynomial p up to degree 5 for which the sequence (1/p(n)) n∈Z + is a Hausdorff moment sequence.
PARTIAL FRACTION DECOMPOSITION OF RATIONAL FUNCTION AND WEIGHT FUNCTION
We start by establishing a formula for the partial fraction decomposition of a rational function. For a polynomial p, the partial fraction decomposition of 1/p is obtained in [2, Lemma 3.3], using generalized Hermite's interpolation formula, see [12] . We obtain a generalized formula for partial fraction decomposition of a rational function. For a holomorphic function f on the complex plane and for k ∈ Z + , we use the notation f (k) (w) to denote kth order complex derivative of the f at the point w, that is,
Proposition 2.1 (Partial fraction decomposition formula). Let p be a polynomial of the form
where α j 's are distinct complex number and b j ∈ N for j = 1, 2, . . . , m. Let q be another polynomial such that deg(q) < deg(p) and q has no common zero with p. Then it follows that
Proof. Let d be the degree of the polynomial p.
where
To prove the Proposition it is sufficient to show that r(z) ≡ q(z). Now we will show
This will give us
Hence by uniqueness of the interpolating polynomial we obtain that r(z) ≡ q(z).
To prove (2.2) first observe that for an arbitrary but fixed i ∈ {1, 2, . . . , m}, each p j (z) has (z − α i ) b i as a factor for all j = i. Hence each f j (z) has (z − α i ) b i as a factor for j = i and for each i = 1, 2, . . . , m. It follows trivially that f
The claim in (2.3) will be proved once the following lemma is established.
Lemma 2.2. Let h(z) and q(z)
h(z) be well defined holomorphic function in a neighborhood of α, and
. Applying Leibniz's differentiation rule to the function h(z)t(z) and to the function h(z)
. . , m, we get our desired claim in (2.3). Hence the proof of the Proposition 2.1 follows.
Let p and q be two polynomial with real coefficients such that deg(q) < deg(p). Let p be of the form (2.1). Let us further assume that p is a stable polynomial, that is, α i ∈ H − in the left half plane, for all i = 1, 2, . . . , m. We also assume that q and p have no common root and q(n) > 0 for all n ∈ Z + . We consider the sequence x n = (q(n)/p(n)), n ∈ Z + . Now we would determine when the sequence (x n ) n∈Z + is a Hausdorff moment sequence. For x ∈ R + and α ∈ C with ℜ(α) < 0, it is clear that
Differentiating both side repeatedly with respect to x, we get
Now using partial decomposition formula in Proposition 2.1, we obtain that
where the weight function w q,p (t) is given by
Since p is a real polynomial it follows that if α is a complex root of p with multiplicity k, then its conjugatē α is also a root of p with same multiplicity k. Let r 1 , r 2 , . . . , r s be the real roots of p with multiplicity l 1 , l 2 , . . . , l s respectively. Let z 1 , z 2 , . . . , z d along with their conjugates be the complex roots of p with multiplicity m 1 , m 2 , . . . , m d respectively. So, we have m = s + 2d. Let us enumerate α i 's in (2.1) in the following way. α i = r i for i = 1, 2, . . . , s and α s+i = z i , α s+d+i =z i for i = 1, 2, . . . , d. Consequently, we have that b i = l i for i = 1, 2, . . . , s and b s+i = m i = b s+d+i for i = 1, 2, . . . , d. Thus the polynomial p is of the following form
where r i < 0, for i = 1, 2, . . . , s and z k = x k + iy k with x k < 0, y k > 0 for k = 1, 2, . . . , d. For such p the weight function w q,p (t) can be rewritten in the following form,
Consequently, the weight function w q,p (t) takes the following form.
Note that w q,p (t) is a continuous function on It has been shown in [1] that for a sequence (1/p(n)) n∈Z + , where p is a degree 3 polynomial with real coefficients, to be a Hausdorff moment sequence it is necessary that all the roots of p must lie in H − (see also [2] ). Since we already have the weight function w q,p (t) explicitly in (2.6), the same arguments as in [1] can also be applied in general to deduce that for a sequence (x n ) n∈Z + of the form (1.2) to be a Hausdorff moment sequence it is necessary that all the roots of p must lie in H − . So, from now on throughout the article we will always assume that roots of p lies in H − .
WEIGHT FUNCTION, FINITE DIVIDED DIFFERENCES AND CONVOLUTION
Now we will provide an alternative expression of the weight function w q,p (t) in terms of finite divided differences of the function F t (z) := q(z)t −z−1 defined on H − . In [2, Proposition 3.7] , this already has been established in the case when all the roots of p lies in R − and q ≡ 1. We obtain a natural generalization of their result. Let F be a complex valued function on complex plane and x = (x 1 , x 2 , . . . , x m ) ∈ C m be m distinct complex number. Let P and P j be the function defined by
The divided difference F [x 1 , x 2 , . . . , x m ] on m distinct points x 1 , x 2 , . . . , x m of an one variable function F is defined by
.
The general divided difference with repeated arguments of the function F is defined by
Now we compute the general divided differences for the family of function {F t (z) : t ∈ (0.1]} given by F t (z) = q(z)t −z−1 for ℜ(z) < 0, where q is an arbitrary real polynomial with deg(q) < deg(p) and q, p has no common zeros.
Proof of Theorem 1.6. Let p and p i be the polynomials of the form (2.1), that is,
Lemma 3.1.
Using Leibniz's rule we obtain
Thus differentiating the both side of (3.1) w.r.t the variable α 1 we get that,
Observe that the differentiation in α 2 of each term in the above summation are as follows,
Hence we get that
Continuing this way it is straightforward to see that
This gives us that the weight function in (2.4) can be written in the following form where the family of function {F t : t ∈ (0, 1]} is given by F t (z) = q(z)t −z−1 , ℜ(z) < 0.
Let us denote the weight function w q,p (t) by w p (t) in the case when q ≡ 1. In such case we provide an alternative expression for the weight function w p (t) in terms of convolution of some exponential functions. Let α 1 , α 2 , . . . , α m be an arbitrary m points (not necessarily distinct) in H − . Let p be the polynomial given by The convolution of two functions g and h is defined by
where g, h : [0, ∞) → C are two complex valued function so that the integrals mentioned above are finite for all y ∈ [0, ∞). The Laplace transform of g * h is
Let f be the function defined by f = f 1 * f 2 * · · · * f m . Then it follows that
Thus the weight function has the following form
Since each f j is a exponential function, the convolution of those f j 's has the following simple expression. Proof of (3.4). m = 2 :
Now we use induction to prove for an arbitrary m. Let us assume that the statement is true for m = k. So by definition of integral over the simplex ∆ k−1 we have
We apply a change of variable x = sy to obtain that
Now we again apply a change of variable, namely sλ j = c j for j = 1, 2, . . . , k − 1, and we obtain that g(y) = y 
k+1 j=1 λ j = 1} is the k dimensional simplex and dλ is the usual Lebesgue measure on the simplex ∆ k .
Hence using (3.3) we get that the weight function w p (t) has the following form
As a corollary we observe that the Hausdorff moment property is preserved when the roots are shifted or rescaled; it could be used to prove Theorem 5.1 below and simplify some of our proofs. This is also consequence of the known relation between the Hausdorff moment sequence and completely monotone functions on [0, ∞), see the paragraph after Theorem 1.6. Here we find relationship between the weight function for the shifted and rescaled rational function. More precisely, Lemma 3.2. Let p be a polynomial with real coefficient having all its roots in H − . Letp(z) = p(z + c) and p(z) = p(z/d), where c is any real number such that roots ofp lies in H − and d > 1. Then it follows that if the sequence (1/p(n)) n∈Z + is a Hausdorff moment sequence, then both the sequences (1/p(n)) n∈Z + and (1/p(n)) n∈Z + is also Hausdorff moment sequence with weight functions given by
A NECESSARY CONDITION
In this section we start with the proof of Theorem 1.8 which gives us a necessary condition on the zeros of p so that (q(n)/p(n)) n∈Z + is a Hausdorff moment sequence.
Proof of Theorem 1.8. We have x 1 > r i for i = 1, 2, . . . , s and x 1 > x i for i = 2, 3, . . . , d. Earlier we obtained that q(n) p(n) = 1 0 t n w q,p (t)dt, where the weight function w q,p (t) is given by
The sequence q(n)/p(n) is a Hausdorff moment sequence if and only if w q,p (t) ≥ 0 for all t ∈ (0, 1]. It is straightforward to see that t x 1 +1 w q,p (t) will take the following form
Our aim is to show that the function t x 1 +1 w q,p (t) is strictly negative for some t 0 in (0, 1]. For the sake of simplicity we write t x 1 +1 w q,p (t) = f 1 (t) + f 2 (t), t ∈ (0, 1], where f 1 and f 2 is given by
For any positive number c > 0 and j ∈ N, we have t c (log(1/t)) j → 0 as t → 0. It follows that f 1 (t) → 0 as t → 0. Consider the sequence t k = exp(
Now two cases arises, namely m 1 = 1 and m 1 > 1.
is strictly negative for all k ≥ k 0 . By continuity w q,p (t) < 0 in some interval containing t k 0 . Thus the measure w q,p (t)dt is not positive measure, and the sequence q(n)/p(n) is not a Hausdorff moment sequence.
Case 2: m 1 > 1. Consider the real polynomial u(x) defined by
Thus for an arbitrary large M > 0, there exists a x 0 ∈ R such that u(x) < −M for all x > x 0 . Note that f 2 (t) < u(log 1/t) for all t ∈ (0, 1] and we have log(
Hence w q,p (t) < 0 in some interval containing t N . Thus the sequence q(n)/p(n) is not a Hausdorff moment sequence.
We use this result to answer the question of G. Misra. We show that the Schur product SK(z, w) of a subnormal kernel K with the Szego kernel S(z, w) = (1 − zw) −1 on the unit disc needs not necessarily be a subnormal kernel.
Let us consider the following family of kernel functions:
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It is straightforward to see that for every c > 0, the sequence {(n + c) −6 } n∈Z + is a Hausdorff moment sequence and associated with the measure 1 5! t c−1 (log(1/t)) 5 dt on the unit interval (0, 1]. Hence the kernel function K c is a contractive and subnormal kernel. The Schur product of K c with the Szego kernel S(z, w) = (1 − zw) −1 = (zw) n on the unit disc D is given by
Let p c (n) = n j=0 (j + c) 6 . Since the kernel SK c is already a contractive kernel, it follows that the kernel function SK c is subnormal if and only if the sequence (1/p c (n)) n∈Z + is a Hausdorff moment sequence. Using the known formulas for the power sums n j=0 j k , it is easy to see that for every c > 0 the term p c (n) is a real polynomial in n of degree 7. For c = 1 we use Faulhaber's formula for sums of powers of integers (see [5] ) to obtain
(j + 1) 6 = (n + 1)(n + 2)(2n + 3) 3(n + 1) 4 + 6(n + 1) 3 − 3(n + 1) + 1 42 a polynomial of degree 7. That is, p 1 (z) = (z+1)(z+2)(2z+3)q(z) has three real roots {−2, −
a polynomial of degree 4. All roots of any polynomial of degree 4 can be found explicitly, in particular we can get all roots of q and then of p 1 . We perform numerically computations instead and find that the complex roots are approximately given by {−0.62 ± 0.16i, −2.38 ± 0.16i}. As ℜ(−0.62 ± 0.16i) = −0.62 > −1, − 2 3 , −2, it follows from Theorem 1.8 that there exists a t 0 ∈ (0, 1) such that the weight function w p 1 (t 0 ) < 0 and that {1/p 1 (n)} n∈Z + is not a Hausdorff moment sequence. By continuity in c, it follows that the weight function w pc (t 0 ) < 0 for all c in some neighborhood of c = 1. Consequently {1/p c (n)} n∈Z + is not a Hausdorff moment sequence for all c in some neighborhood of 1. Thus we produce a family of subnormal kernel K for which SK is not a subnormal. Now we will discuss few special cases of rational function q(z)/p(z). First let us assume that all the roots of p are real and negative. Let p be the polynomial of the form
where α j 's are distinct negative real number. We order the roots so that α k < α k−1 , for k = 2, 3, . . . , m and α 1 < 0. Let q be any polynomial with real coefficients such that deg(q) < deg(p). In this case, using (2.4) we have,
So, in this case t α 1 +1 w q,p (t) takes the following form
where f 1 and f 2 is given by
Since f 1 (t) is a polynomial in log(1/t) and A
Thus we get a necessary condition, in this case, for {q(n)/p(n)} n∈Z + to be a Hausdorff moment sequence.
Theorem 4.1. Let p be a polynomial with all negative real roots. Let α 1 be the largest among all roots of p. Let q be another polynomial with real coefficients such that deg(q) < deg(p) and have no common roots with p. If {q(n)/p(n)} n∈Z + is a Hausdorff moment sequence, then necessarily we have q(α 1 ) > 0. This condition is also sufficient if q is a monic polynomial of degree 1.
The sufficient part follows from the following observation. Let q be the polynomial q(x) = (x − β) for some β ∈ R. The necessity condition q(α 1 ) > 0 gives us β < α 1 . In that case
This gives us that the sequence { n−β n−α 1 } n∈Z + is a Hausdorff moment sequence. Now it is straightforward to see that the sufficiency part of the Theorem 4.1 follows using the Lemma 1.9.
We have obtained an expression for the weight function w q,p in terms of finite divided differences in (3.2). This expression can be used to provide a sufficient condition on q so that the sequence {q(n)/p(n)} n∈Z + becomes a Hausdorff moment sequence.
Proof of Proposition 1.7. Using (3.2), in this case, we have
where F t (z) = q(z)t −z−1 , for ℜ(z) < 0. Now we apply Leibniz's rule for finite divided difference of product of two functions to obtain
Since α j 's are all real, applying mean value theorem for finite divided differences, we obtain that there exists a ζ j in R, determined by {α j , . . . , α m } so that
Thus w q,p (t) ≥ 0 for all t ∈ (0, 1] if q[α 1 , α 2 , . . . , α j ] ≥ 0 for j = 1, 2, . . . , m.
Let r be a rational function of the form q(x)/p(x), where deg(q) = deg(p) and assume that all the roots of q, p are distinct negative real number. Ball provided a sufficient condition on the zeros and poles of r so that r(x) is a completely monotone function on [0, ∞), see [4] . In particular these conditions ensure that (r(n)) n∈Z + is a Hausdorff moment sequence. Using Proposition 1.7, we obtain an alternative proof of the result of Ball in the case when deg(q) = deg(p) is at most 3. Let r be a rational function given by
We will show that if p 1 < b 1 and p 1 + p 2 < b 1 + b 2 then (r(n)) n∈Z + is a Hausdorff moment sequence.
Let q, p be the polynomial given by q(x) = (x + b 1 )(x + b 2 ) and p(x) = (x + p 1 )(x + p 2 ). From our assumption we get that the divided differences of (q − p)
Using Proposition 1.7, we get that r(n) − 1 = (q − p)(n)/p(n) is a Hausdorff moment sequence and consequently (r(n)) n∈Z + is a Hausdorff moment sequence. In a similar manner, for a rational function r(x) of the form
are strictly positive, where
Consequently, we will have (r(n)) n∈Z + is a Hausdorff moment sequence. It might be interesting to find necessary and sufficient conditions for this class of rational functions r(x) so that (r(n)) n∈Z + is a Hausdorff moment sequence.
SEQUENCES INDUCED BY POLYNOMIALS
In this section first we describe all polynomials p with real coefficients up to degree 4 and having roots in H − so that the sequence {1/p(n)} n∈Z + is a Hausdorff moment sequence. As we have seen that if p is reducible over R, then for such p the sequence {1/p(n)} n∈Z + is always a Hausdorff moment sequence, see Lemma 1.9. So, now on we consider only polynomials p which are not reducible over R, that is, p has at least one pair of non real roots.
The necessary condition in Theorem 1.8 gives us the answer in the case of degree 2 polynomial p. Let p be a real polynomial of degree 3 with a non real root, say α. Assume that p is of the form
where r, ℜ(α) < 0. In the case of r = −1, Theorem 1.3 shows that for such polynomial p the sequence {1/p(n)} n∈Z + is a Hausdorff moment sequence if and only if ℜ(α) ≤ 1. Their proof can be modified to get the answer for an arbitrary r < 0; it can also be proved using our Lemma 3.2 and Theorem 1.8. We state this as a Theorem 5.1 (Anand and Chavan). For p(z) = (z − r)(z − α)(z −ᾱ) with r, ℜ(α) < 0, ℑ(α) = 0, the sequence {1/p(n)} n∈Z + is a Hausdorff moment sequence if and only if ℜ(α) ≤ r.
To get a complete classification for all real polynomial p of degree 4 for which {1/p(n)} is a Hausdorff moment sequence, we need to consider different cases separately. (z − (r − iy j )), where r < 0 and 0 < y 1 < y 2 . Then the sequence {1/p(n)} n∈Z + is never a Hausdorff moment sequence.
Proof. In this case the weight function w 1,p (t) is given by
Since y 2 y 1 > 1, we get that w 1,p (t) < 0 whenever y 1 log(1/t) = 3π 2 . Hence {1/p(n)} is not a Hausdorff moment sequence.
Thus in view of Theorem 1.9, Theorem 1.8, Theorem 5.1 and Theorem 5.2, we obtain the following classification of all all real polynomials p of degree 4 for which {1/p(n)} is a Hausdorff moment sequence. Although we could not classify all real polynomial p of degree 5 but we have a complete classification result for a special class of degree 5 polynomials, namely polynomials whose roots lies in a vertical line.
Proof of Theorem 1.10. We will divide the proof in the following two cases.
Case 1: y 1 = y 2 : In this case we have p(z) = (z − r)(z − (r + iy 1 )) 2 (z − (r − iy 1 )) 2 . Using partial decomposition formula of 1/p(z) from Proposition 2.1 we obtain
Thus from (2.6) we get that 1 − cos(y 1 log t) − y 1 log t 2 sin(y 1 log t) .
Consider the sequence t k = exp(−
is not a Hausdorff moment sequence. Case 2: y 1 < y 2 : In this case, using partial decomposition formula of 1/p(z) from Proposition 2.1 we obtain that .
Again from (2.6) we get that so that u > 1. Our aim is to show that w p (t) ≥ 0 for all t ∈ (0, 1] if and only u is an integer greater than 1. We apply a change of variable x = y 1 log(1/t). As t ∈ (0, 1], we have x ∈ [0, ∞). Let g be the function on [0, ∞) defined by g(x) = g u (x) = u 2 − 1 − u 2 cos(x) + cos(ux), x ∈ [0, ∞).
Then w p (t) = t −r−1 y 2 2 (y 2 2 −y 2 1 )
g(y 1 log(1/t)) for all t ∈ (0, 1]. It is now sufficient to show that the function g(x) ≥ 0 for all x ∈ [0, ∞) if and only if u is an integer.
First observe that g(2π) = cos(2uπ) − 1. Hence g(2π) < 0 if u is not an integer. Now let us assume u is a positive integer. We will show in this case g(x) ≥ 0 for all x ∈ [0, ∞). We have g ′ (x) = u(u sin(x) − sin(ux)), g ′′ (x) = u 2 (cos(x) − cos(ux)).
As u is a positive integer, g is a periodic function with period 2π. We have g(0) = g(2π) = 0. So, it is enough to show that g(x) ≥ 0 for all x ∈ [0, 2π].
Since cos(x) is decreasing function on [0, π], we obtain that cos(x) > cos(ux) for x ∈ [0, As u is an odd integer, it follows that g ′ (π + x) = −g ′ (x) for all x. Since g ′ (x) > 0 for x ∈ (0, π], we get that g ′ (x) < 0 for all x ∈ (π, 2π]. Thus g(x) is strictly decreasing function on (π, 2π]. So, g(x) > g(2π) = 0 for all x ∈ [π, 2π). Hence g(x) ≥ 0 for all x ∈ [0, 2π].
Sub case 2: u = 2m : is an even integer 2m for some m ∈ N : From (5.1) we have that g ′ (x) > 0 for x ∈ [0, π 2 ]. Now we will show that g ′ (x) > 0 for x ∈ [0, π). It is sufficient to show that g ′ (π − x) > 0 for x ∈ (0,
As u is an even integer, g ′ (π − x) = u(u sin(x) + sin(ux)). So, g ′ (π − x) > 0 for x ∈ (0, Now we will show g ′ (x) < 0 for x ∈ (π, 2π]. Since u is an even integer, it is straightforward to see that u −1 g ′ (π + x) = −(u sin(x) + sin(ux)) = −u −1 g ′ (π − x) for all x. As we already have g ′ (π − x) > 0 for x ∈ (0, π 2 ], we get that g ′ (x) < 0 for x ∈ (π, 3π 2 ]. Also note that u −1 g ′ (2π − x) = −(u sin(x) − sin(ux)) =
