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Das Wichtigste in Kürze
Der demografische Wandel stellt eine der größten Herausforderungen für Industrienationen im
21. Jahrhundert dar. Insbesondere ist zu befürchten, dass eine alternde Gesellschaft die Wett-
bewerbsfähigkeit wissensbasierter Gesellschaften negativ beeinflusst. Es ist davon auszugehen,
dass sich die demografische Alterung dabei regional höchst unterschiedlich auf die Beschäftigten-
strukturen auswirken wird. Dabei könnten sich regionale Arbeitsmarktdisparitäten erhöhen und
Polarisierungsprozesse in Gang gesetzt werden, wenn innovative Regionen zunehmend junge und
gebildete Beschäftige für sich gewinnen, während andere Regionen weiter zurückfallen. Solche
ungünstigen Entwicklungen können sich weiter durch räumliche Spillover- und Nachbarschafts-
effekte in Folge formeller und informeller Interaktion verstärken.
Die vorliegende Untersuchung beschreibt die Innovationsaktivität sowie der Alters- und Bil-
dungsstruktur deutscher Regionen im Rahmen einer Explorativen Räumlich-Zeitlichen Daten-
analyse für den Zeitraum 1995-2008. Zum einen werden räumliche Cluster und Ausreißer oder
andere Formen solcher räumlicher Heterogenitäten identifiziert, um testbare Hypothesen für Re-
gressionsmodelle ableiten zu können, die sich mit dem Einfluss der demografischen Alterung auf
die regionale Innovationstätigkeit beschäftigen. Zum anderen werden neuere Visualisierungs-
methoden verwendet, die Aussagen zu räumlich-zeitlichen Dynamiken der regionalen Verteilun-
gen wie etwa verstärkte Clusterbildung oder räumliche Polarisierungstendenzen ermöglichen.
Die Ergebnisse weisen auf starke regionale Verwerfungen hin. Städtische und ländliche Kreise
im Westen und Süden des Landes bilden Ballungsgebiete innovativer Regionen mit überwiegend
jungen und heterogenen Belegschaften. Im Osten des Landes hingegen befinden sich weniger
innovative Regionen, meist dünn besiedelte ländliche Kreise mit eher älteren und homogeneren
Altersstrukturen. Bei den Untersuchungen zu den räumlich-zeitlichen Dynamiken zeigten sich
unterschiedliche Muster. So gab es, trotz leichter Verbesserungen im Osten, kaum Verän-
derungen in der räumlichen Patentverteilung. Dagegen deuten die Ergebnisse der Altersstruk-
turentwicklung auf einen sich verstärkenden Polarisierungstrend zwischen deutschen Regionen.
Während das Durchschnittsalter von kreisfreien Großstädten tendenziell sinkt (im Vergleich zum
nationalen Durchschnitt), sind städtische und ländliche Kreise mit stark alternden Belegschaften
in Folge alters- und bildungsselektiver Abwanderung konfrontiert. Ostdeutsche Regionen sind
aufgrund des ländlich geprägten Raums eher von diesen Entwicklungen betroffen.
Insgesamt legen die Untersuchungen nahe, dass die Schere zwischen städtischen und ländlich-
en Regionen weiter auseinander geht. Die Bedeutung von Großstädten steigt insbesondere für
junge und gebildete Beschäftigte, aufgrund des besseren kulturellen Angebots und der besseren
Matching-Effizienz zwischen Arbeitgebern und Jobsuchenden. Die Auswertungen zeigen, dass
alternde und wenig innovative Regionen eine geringe Wahrscheinlichkeit haben, den für sie
negativen Trend umzukehren, aufgrund starker Nachbarschaftseffekte und clusterspezifischen
Pfadabhängigkeiten. Vor dem Hintergrund einer drohenden geografischen Armutsfalle, müssen
regionalpolitische Akteure möglicherweise über neue Strategien wie ’Big-Push policies’ nach-
denken, um den Trend umzukehren.
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Non-technical summary
Demographic ageing has increasingly become one of the most pressing challenges that industri-
alized economies are facing in the 21st century. In particular, this trend has raised the concern
that an ageing workforce may reduce productivity, innovative capability and thus, ultimately,
competitiveness in the global, knowledge-based economy. More strikingly, demographic ageing
is expected to affect regions in very different ways on a regional scale. This might, in turn, lead
to increasing regional disparities if innovative regions attract particularly young and educated
workers and trigger a cumulative process towards more polarized regions. In addition, such re-
gional disparities might further be enhanced by spatial spillovers induced by formal and informal
interactions across firms and regions.
This paper describes the spatial and temporal pattern of regional innovation output, workers
age structure and human capital by conducting an Exploratory Space-Time Data Analysis for
German regions between 1995-2008. First, we detect spatial regimes or other forms of spatial
heterogeneity to help specifying testable hypotheses for the implementation of regression mod-
els that aim at assessing the link between regional age structure and innovation. Second, we
exploit newly developed visualisation methods that allow investigating the space-time dynamics
of the spatial distributions and help detecting a potential reinforcement of clusters and spatial
polarization tendencies.
Overall, the results reveal a great divide across German regions. On the one hand, there are
highly innovative regions that cluster in urban and rural counties in West and South Germany
and mostly coincide with young and heterogenous workers. On the other hand, less idea-driven
regions cluster in rural and sparsely populated areas in East Germany and coincide with an old
and homogenous working population. For the space-time developments of the different measures,
we observe different patterns. For instance, despite small improvements in patent production in
East Germany, the spatial distribution of innovation has not changed much during the observed
time period. In contrast, the local age structure shows a strong demographic polarization trend:
major cities are experiencing declining average ages (relative to the national value), whereas the
age distribution of rural areas is shifting upwards. East Germany with a large rural landscape
is particularly affected by these trends, thus further increasing the demographic divide between
both parts of the country.
The specific dynamic patterns observed suggest that the divide will further increase along
agglomeration lines. In particular, major cities are gaining importance for young and educated
workers since agglomerated (’thick’) labour markets increasingly offer several advantages such
as cultural infrastructure and a better matching efficiency between workers and employers. Our
investigations show that losing regions thereby have a small probability to reverse the trend due
to strong neighbouring forces and clusterwise path dependence. For policy makers of such regions
it will therefore become more important to develop strategies to counteract the geographical
poverty trap such as ’big push’ type of policies.
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1 Introduction
Demographic ageing has increasingly become one of the most pressing challenges that industri-
alized economies are facing in the 21st century. According to the latest Eurostat projections
over the next 50 years, workforce ageing will continue in all European countries, though the
magnitude, speed and timing are likely to vary. This demographic trend has raised the concern
that an ageing workforce may reduce productivity, innovative capability and thus, ultimately,
competitiveness in the global, knowledge-based economy. More strikingly, workforce ageing is
very likely to affect regions in very different ways. In particular, demographic ageing may fur-
ther increase regional disparities if innovative regions attract particularly young and educated
workers, which may in turn trigger a cumulative process towards more polarized regions (Kanbur
and Rapoport 2005, Fratesi and Riggi 2007). Such divergence processes due to agglomeration
forces and migration have already been discussed for the US labour market by Moretti (2011).
For the German labour market such phenomena are less clear due to limited worker and firm
mobility relative to the US. In this regard, Puga (2002) provides a discussion, based on location
theories, of the possible (negative) causes of polarization within European countries.
In addition, such regional disparities might further be enhanced by spatial spillovers induced
by migration movements and social interaction across firms and regions. For instance, workers
at highly productive ages may interact with those from other age groups, therefore generating
spatial externalities. Also, regional performance measures such as innovation are known to
depend on a knowledge transfer between firms and regions that results from sharing ideas and
information through informal conversation and interactions (see e.g. Glaeser 1999, Jaffe et
al. 1993). Investigating the structure and evolution of such spatial dependence might thus reveal
additional insights into spatial polarization tendencies. This could be particularly important for
researchers evaluating the impact of demographic ageing processes using regional (areal) data.
Spatial dependence or autocorrelation in such data may, if neglected, lead to inconsistent or
inefficient estimates in firm- or regional-level analyses (Anselin 1988, Anselin and Florax 1995).1.
The objective of this paper is to describe the spatial and temporal pattern of regional innova-
tion output and workers age structure by conducting an Exploratory Space-Time Data Analysis
(ESTDA) for innovation and demographic measures. We define regions as counties and distin-
guish between their degree of urbanisation. The aim is to detect spatial regimes (e.g., systematic
1Spatial dependence or autocorrelation can be defined as the coincidence of value similarity with locational
similarity (Anselin 2001).
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differences in data structure due to differing structural characteristics) or other forms of spatial
heterogeneity to help specifying testable hypotheses for the implementation of regression models
that aim at assessing the link between regional age structure and innovation. For instance, if
specific spatial clusters or outliers are detected, econometric techniques which explicitly include
the spatial structure of the exploratory variables could be applied.
There are several studies that explore the spatial distributions of economic performance or
income across European regions using local and global measures of spatial association (Le Gallo
and Ertur 2003, Ertur and Koch 2006, Dall‘erba 2005, Patacchini and Rice 2007). However,
these studies use more general indicators of economic performance and consider only partly
space-time dynamics. Exceptions are the study by Le Gallo (2004) and more recent studies by
Hierro et al. (2013) and Fazio and Lavecchia (2013) which deal with the persistence of regional
disparities by exploiting spatial transition probabilities. We build on this literature and extend
these approaches by newer visualisation methods for a comprehensive Exploratory Space-Time
Data Analysis (ESTDA) analysis of the German regional innovation system and demographic
measures.
Our contribution is threefold. Firstly, we describe the spatial distributions of regional age
structure, human capital and innovation in the interesting case of a strongly ageing Germany
and discuss the corresponding link. We thereby not only focus on the average age of workers, but
also consider age diversity in order to capture a more complete picture of the age distribution.
By including the share of high-skilled workers in our analyses we additionally capture one of
the most important drivers of regional innovation. Secondly, we use a rich data set from the
European Patent Office (EPO) that includes all published patents in Germany. By focusing
on patents as one direct measure of the innovation process at the regional level, we are better
able to capture innovativeness than more general indicators of economic performance such as
productivity and economic growth. Thirdly, instead of only using static (spatial) methods
such as Local Indicators of Spatial Association (LISA), we apply newly developed visualization
tools such as directional Moran scatterplots developed by Rey et al. (2012) and spatial drift
maps originally proposed by Cressie (1993). These methods allow investigating the space-time
dynamics of the spatial distributions and help detecting a potential reinforcement of clusters and
spatial polarization tendencies. In addition, we calculate LISA transition probabilities suggested
by Rey (2001) to study the persistence of regional disparities. To the authors’ knowledge, this
paper is the first to combine all the above methods and provide a comprehensive ESTDA on the
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themes of labour force ageing and innovation output.
Overall, the results reveal a great divide across German regions. On the one hand, highly
innovative regions cluster in urban and rural counties in West and South Germany and mostly
coincide with young and heterogenous workers. On the other hand, less idea-driven regions
cluster in rural and sparsely populated areas in East Germany and coincide with an old and
homogenous working population. Investigating the space-time dynamics of these clusters, we
further show that, despite small improvements in patent production in East Germany, the spatial
distribution of innovation has not changed much during the observed time period. In contrast,
the age structure shows a strong demographic polarization trend: major cities are experiencing
declining average ages (relative to the national value), whereas the age distribution of rural
areas is shifting upwards. East Germany with a large rural landscape is particularly negatively
affected by these trends, thus further increasing the demographic divide between both parts of
the country. Despite these developments, East German regions appear to be transitioning from a
highly age-homogeneous workforce towards a more heterogenous one with lower human capital.
Our findings further indicate that regions have a low probability to reverse their condition (when
poor) due to strong neighbouring forces and clusterwise path dependence. We find evidence of
a concentration process for which ideas and dynamic (age-heterogeneous and highly skilled)
workers tend to increasingly cluster in few successful regions (cities), while the low-performing
areas increase in geographical size.
The paper is structured as follows. Section 2 introduces the database and provides first
descriptives of the data. Section 3 presents the ESTDA including tests on global and local
spatial associations as well as space-time dynamics. Finally, Section 4 concludes.
2 Data
We define the workforce as all fulltime-employed workers in a region, i.e. excluding unemployed
individuals. For the calculation of the workforce age structure, we exploit the regional file of
the Sample of Integrated Labour Market Biographies (SIAB) from the Institute of Employment
Research (IAB) for the years 1995-2008. The data set is an employment subsample provided
by the German Federal Employment Agency and contains information on workers that are
subject to social insurance contributions by their employers, thus excluding civil servants and
self-employed individuals. The data includes individual employment histories on a daily basis
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and contains, among others, information on the age and skills of workers. We use annual cross
sections at the the cut-off date 30th June and calculate regional indicators of the demographic
composition including the average age, age dispersion (standard deviation) and the share of
high-skilled workers.2 We restrict the analysis to employed individuals subject to the social
insurance contribution, that is, excluding minor and unemployed workers. Furthermore, we
restrict our data set to working individuals between 18 and 65 years of age to avoid any selection
problems that would be given, for instance, by the fact that those few employed workers below
18 constitute a certain, particularly low-educated group. The data are calculated based on 332
regions3. Correspondingly, we define regions as counties and distinguish between their degree of
urbanisation.
As a measure of regional innovativeness, we use patent data which are provided by the
European Patent Office (EPO). The use of such direct outcome measures is still rare in the
literature dealing with the effects of ageing workers on competitiveness, especially in regional
level studies4, but should be better able to capture innovativeness than more general indicators
of economic performance. Our data set contains patent data both at the applicant and inventor
level. Whereas the applicant is the holder of the patent right, the inventors are the actual
inventors cited in the document. We focus on patent inventors since we are interested in the
spatial distribution of the actual inventors rather than the location of the formal holder of the
patent, which is often one of the firm’s headquarters. Since patents may have been developed by
serval inventors located in different regions, we apply a fractional counting approach to assign
to every region the respective share of the patent. For instance, an inventor who developed a
patent in Mannheim with one further individual working abroad would generate 0.5 patents for
this region. Following this procedure for each of the 332 regions, we calculate the number of
patent applications for the years 1995-2008. Since the number of inventions of a region may
simply reflect its size rather than the knowledge production efficiency, we furthermore condition
the number of patents (multiplied by 100) by the number of employed workers of the region to
obtain a measure of patent production per 100 workers.
There are several advantages and disadvantages of using patenting data on the regional level
(Giese and von Reinhard Stoutz 1998, Giese 2002). On the one hand, patent applications are a
2To encounter missings in the education variable, we apply the imputation procedure suggested by Fitzenberger
et al. (2006).
3We aggregated Aachen Kreis and Aachen Stadt to Aachen Städteregion, thus reducing the original number
of SIAB regions from 333 to 332.
4See, for instance, Brunow and Hirte (2006), Feyrer (2008) and Lindh and Malmberg (1999).
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useful indicator of research and invention activities on the local level, as they include information
on the regional origin of inventor activities, i.e. place of residence and therefore indirectly the
location of the research institute. On the other hand, not every invention becomes the subject
of a patent application, nor does a patent necessarily become a marketable product or process.
Moreover, the reasons for a patent application may not only rest on protecting an invention
against unjustified use, but may reflect strategic concerns such as securing and extending regional
markets, prestige advertisement and the demonstration of innovative capacity to the economic
counterparts. Despite these disadvantages, empirical evidence by Acs et al. (2002), who provide
an exploratory and a regression-based comparison of the innovation count data and data on
patent counts at the lowest possible levels of geographical aggregation, suggests that patents
provide a fairly reliable measure of innovative activity. Also, the survey study by Griliches
(1998) concludes that patents are a good indicator of differences in inventive activity across
different firms.
Table 1 shows descriptive statistics for patents per 100 worker, average age, age dispersion
and the share of high-skilled workers for the 332 regions during the 14-year period by East and
West Germany. In total we have 332 × 14 = 4648 observations for each variable. According to
the summary statistics, West (East) German regions generate, on average, 5.7 (1.21) patents per
100 workers. The variation across regions and time is large. For instance, the most innovative
region produced 35.24 patents per 100 worker, whereas other regions did not exhibit any patents
at all during the 14 year period. The variation in the share of high-skilled workers is similarly
large. In contrast, workers in East Germany are, on average, 41.2 years old, that is 1.1 years
older than their West German counterparts. However, the regional variation within both parts
of the country and across time is still substantial. Whereas young regions exhibit a mean age
of 36.4, the region with the oldest workforce comprises workers with, on average, 43.9 years of
age.
In order to better grasp the spatial distributions, Figure 1 plots the regional quantile maps
of the average values over the 14-year time period. For instance, the first quintile (light blue)
depicts the values for the 20 per cent least innovative regions whose values range from 0.2 to 1.4
patents per 100 workers. The fifth quintile contains the values for the most innovative regions
(dark blue), with values ranging from 7.6 to 29. The maps show that innovations are mostly
generated in urbanized counties around West German cities Wolfsburg, Cologne, Darmstadt,
Stuttgart, Freiburg, Nueremberg and Munich. In contrast, only a few East German cities such
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Table 1: Descriptive statistics for 332 German regions, by East and West (1995-2008)
Variable Mean Sd Min Max
East Germany (n=910)
Patents per 100 worker 1.21 1.36 0.00 11.07
Average age 41.19 0.96 38.82 43.43
Age dispersion 10.15 0.28 9.37 11.42
Share of high-skilled (in %) 7.06 2.96 2.56 18.23
West Germany (n=3738)
Patents per 100 worker 5.71 4.66 0.00 35.24
Average age 40.08 1.08 36.40 43.98
Age dispersion 10.39 0.37 9.13 11.75
Share of high-skilled (in %) 5.13 3.24 0.20 21.53
as Jena seem halfway competitive in the production of knowledge.
The map for the average age and age dispersion further reveals that almost all East German
regions have on old and homogenous workforce indicating that plant closures and out-migration
of young workers after reunification has strongly affected the age structure of the East German
labour force.5 Only Dresden shows a high age diversity which might reflect improving job per-
spectives for young and qualified workers that are complementing the large stock of old workers
in this region. In contrast, only a few West German regions comprise a high average workforce
age including regions around Kiel, Bremershaven, Hannover, Kassel, Dortmund, Mannheim and
Pforzheim. Interestingly, regions that have an old workforce in West Germany are not typically
rural regions (compare Table 7 in the appendix). In fact, the workforce is younger and more
heterogenous, on average, in rural compared to urban areas. However, it remains to be explored
how workforce ageing has developed over time during the observed time period in order to derive
conclusions for potential polarization trends.
The map for the share of high-skilled workers clearly indicates that skilled labour is located in
agglomerated areas. This is particularly true for East Germany. Overall, the maps demonstrate
that regions in East Germany exhibit higher shares of high-skilled workers compared to West
Germany. However, the level differences between both parts of the country might be explained
through the fact that, after reunification, the share of individuals with a college or university
degree was twice as high in Eastern compared to Western Germany.6 However, the qualification
degrees of old generations that were acquired in the former German Democratic Republic may
5Burda and Hunt (2001) and Hunt (2004) provide empirical evidence for age-selective migration patterns of
East-West migration after reunion and discuss the corresponding reasons.
6See, for instance, calculations based on the Socio-Economic Panel (SOEP) by Anger and Lupo (2004).
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Figure 1: Regional quantile maps for patents per 100 workers, average age, age dispersion and
share of high-skilled workers (1995-2008)











































































































































































































































Table 2: Correlation coefficients between patents per 100 workers, average age, age dispersion
and share of high-skilled (1995-2008)
Patents Average Age
per 100 workers age dispersion
East Germany (n=65)
Patents per 100 workers 1
Average age -0.2464** 1
Age dispersion 0.3136** -0.1518 1
Share of high-skilled 0.5128*** -0.1542 0.3731***
West Germany (n=267)
Patents per 100 workers 1
Average age -0.1247** 1
Age dispersion 0.1817*** -0.1358** 1
Share of high-skilled 0.1277** 0.2407*** -0.2484***
Significance levels: * 10%, ** 5%, *** 1%.
not be perfectly comparable to education levels in West Germany.
Table 2 shows correlation coefficients between patent activity and the demographic variables.
For their calculation we use the regional averages across the 14-year period similarly to Figure
1 and distinguish between East and West Germany. The correlations show that innovative
regions mostly exhibit a low average age and a high age diversity (proxied by age dispersion).
This finding could hint at a negative aggregate age-effect as well as an innovation enhancing
effect of workforce age diversity. Furthermore, Table 2 indicates a negative correlation between
average age and age dispersion, that is regions with older workers coincide with age-homogenous
regions. The findings are particularly true for East Germany, where almost all regions without
exception are suffering from ageing workforces and low innovation activity. Table 2 also shows
that in both parts of the country, regions with a larger share of high-skilled workers produce
more patents, although this correlation is higher for East Germany. The reason is that those few
regions with mentionable patent applications in East Germany are major cities with high shares
of high-skilled workers, whereas the innovators in West Germany are more often located in urban
and rural counties with lower skill shares. Overall, the summary statistics reveal large variation
across regions for the investigated variables and give first indications of spatial associations that
will be analysed explicitly in Section 3. Moreover, simple correlations indicate that areas of
high patent activity tend to have an old and age-heterogenous workforce and, at least for West
Germany regions, a larger share of high-skilled workers. For this reason, we will focus on the
co-evolution of these variables and their spatial regimes in the spatial descriptive analyses.
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3 Exploratory Space-Time Data Analysis
In the present section we conduct an Exploratory Space-Time Data Analysis (ESTDA) in order
to describe and visualize the spatial distribution of the data. In particular, we aim to identify
patterns of spatial clusters, spatial outliers and uncover space-time dynamics. For this perpose,
we first test the hypothesis of spatial randomness by using the global Moran’ I (MI) statistic
(Section 3.1). We also use Local Indicators of Spatial Association (LISA) to investigate and
visualize local patterns of spatial associations (clusters). Secondly, we analyse space-time dy-
namics of the observed spatial associations (Section 3.2) using spatial drift maps and directional
MI scatterplots that reveal movements of clusters over time and space to explore a potential
strengthening (weakening) of spatial clustering or polarization tendencies. Finally, we calculate
LISA transition matrices in order to gain a deeper insight into the stability of the spatial dis-
tributions. During the entire analysis, we focus on joint patterns and comovements between
innovation, age structure and human capital.
3.1 Global and Local Spatial Autocorrelation
Since the distribution of workers cannot be expected to be random in space, we first conduct a
test for global spatial autocorrelation using the MI indicator which provides a single summary
statistic describing the degree of clustering present in spatial data. In particular, it allows
implications on whether, for instance, highly (lowly) innovative regions are often surrounded
by regions that are also highly (lowly) innovative. This is interesting, since it reflects spatial
dependencies, that are induced, for instance, by social interactions and networking between
regions. Moreover, it allows to classify regions by type of cluster. Is a certain region part of a
hot (cold) spot or rather an outlier in the latter? This information can be used in any regression
analysis as a proxy for e.g. knowledge spillovers between regions.
We first define the structure of the spatial relationship by considering a spatial weights
matrix based on rook contiguity that assumes the neighbouring relationships between regions
by shared borders.7 The spatial weights matrix provides information on the spatial proximity
between each pair of locations i and j. We standardize the weights matrix so that the elements
of each row sum to one (row-standardization). The elements of the standardized weights matrix
7As recently shown in the literature (e.g. see Patuelli et al. 2012), the choice of the spatial weights matrix
is often of little importance, since different geography-based matrices tend to have strongly correlated weights
(Patuelli et al. 2012). In a regression framework, multiple matrices may be tested ex post, for example by means
of Bayesian model comparison (LeSage and Pace 2009).
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where Wij = 1 if i and j are defined as neighbours and Wij = 0 if otherwise. The diagonal
values of the weights matrix are set to zero. We define the spatial lag of a variable yi in region i
as the spatially weighted average value of a variable evaluated at the neighbouring units of the
region. We then construct a bivariate scatterplot with standardized values yi on the horizontal
axis and their spatial lags ∑Nj=1 W˜ijyi on the vertical axis (Moran Scatterplot, see Figure 2).
As a covariance and correlation measure we consider the Moran’s I statistic, which constitutes






j=1 W˜ij(yi − y¯)(yj − y¯)∑n
i=1(yi − y¯)2








The number of observations (regions) is N and yi represents the value of the ith observation as,
for instance, the number of patents per 100 worker of region i. So is a scaling factor equal to
the sum of all elements of W˜ij . MI can be interpreted as a regression coefficient resulting from
the regression of the spatial lag W˜ijyi on yi (Anselin 1996). The expected value for a spatially
random distribution is E(I) = −1/(N − 1) which equals −0.003 for the case of 332 regions.
Values of I greater (smaller) than E(I) indicate positive (negative) spatial autocorrelation.
Figure 2 shows the Moran Scatterplots for the investigated variables, and Table 3 contains
the corresponding MI coefficients. Each of the points in Figure 2 represents a combination of
a regions’ average value across the time period 1995-2008 and the corresponding value of the
spatially weighted neighbours (spatial lag). The values on the x- and y-axes are standardized
so that the vertical and horizontal lines represent the national values and divide the scatterplot
into 4 quadrants that correspond to the following four different types of spatial association
(anticlockwise from top right): high-high (HH), low-high (LH), low-low (LL) and high-low (HL).
For instance, a HH region exhibits a high number of patents per worker and is surrounded by
regions that exhibit a high number of patents as well. Both HH (hot spots) and LL (cold
10
Figure 2: Moran’s I scatterplot for patents per 100 workers, average age, age dispersion and
share of high-skilled (1995-2008)
(a) Patents per 100 workers
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spots) represent regimes of positive spatial association, whereas LH and HL indicate negative
association. The calculated MI for global autocorrelation is represented by the slope of the line
interpolating all points in the scatterplot since it is based on standardized values.
Figure 3 shows that all variables show a high and significant degree of spatial autocorrelation.
Most regions are either in the first or third quadrant. For instance, for patents per worker 98
regions fall into the first quadrant and 160 in the third (the last row in Table 4 summarizes the
total amount of regions in each quadrant). Interestingly, the points agglomerate dominantly
in the third quadrant and become more dispersed with increasing values. This result indicates
that large clusters of scarcely productive regions exist in terms of innovation, whereas clusters of
highly productive regions seem rare. A clearer picture is found for average age, for which positive
spatial association appears to be wide, in terms of both higher and lower values. According to
Column 5 in Table 4, 130 regions fall into the first quadrant and 122 into the third. The pattern
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Table 3: MI Coefficients for patents per 100 workers, average age, age dispersion and share of
high-skilled (1995-2008)
I sd(I) z p-value
Patents per 100 workers 0.473 0.037 12.737 0.000
Average age 0.691 0.038 18.417 0.000
Age dispersion 0.508 0.038 13.572 0.000
Share of high-skilled 0.282 0.038 7.592 0.000
is similar for age dispersion, thus indicating clustering tendencies as well as first evidence for
a divide across German regions. These observed patterns are statistically significant according
to the MI coefficients shown in Table 3, which are all above zero. For the share of high-skilled
workers, spatial clustering seems to play a less important role. In fact, the MI coefficient is
much lower than for the other variables. This difference is to be attributed to the different
type of spatial pattern of the share of high-skilled, which, as seen in Figure 1, is mostly due to
concentration at the metropolitan level, and only in part an East-West Germany issue.
So far, we have detected general tendencies towards clustering with respect to the variables
of interest. However, where are these clusters located and what is their spatial extent? Since
these questions cannot be answered by means of global measures of spatial autocorrelation, we
use Local Indicators of Spatial Association (LISA) as proposed by Anselin (1995). The local
version of MI gives an indication on the significance of local spatial clustering for each region i
and is defined as follows:
Ii =
∑N






Similarly to the global MI statistic, significance can be determined through the expected value
and variance. The interpretation is similar. A positive Ii indicates clustering of HH or LL values
in and around i, whereas a negative Ii indicates a spatial outlier, that is either HL or LH. Figure
3 shows the LISA cluster maps that depict the spatial distribution of the four categories and
where only those values that are significant at the 5 per cent level are presented. The maps
show large clusters of lowly innovative regions in rural and sparsely populated counties in East
Germany around the cities Rostock, Magdeburg, Leipzip, Chemnitz and Cottbus. In contrast,
the innovation hubs are located in urban and rural counties in West and South Germany around
Cologne, Darmstadt, Mannheim, Stuttgart, Freiburg, Nuremberg and Munich. There is almost
no significant outlier, indicating that regions are unlikely to be a high (low) innovative region
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in a low (high) innovative cluster.
Looking at the LISA cluster maps for average age and age dispersion shows a large cluster of
old and homogenous regions in East Germany. This area has been suffering from out-migration
and unfavorable economic perspectives since reunification. Considering West Germany, there is
only one old age cluster in the ruhr district that has been struggling with its structural change,
whereas almost all Bavarian regions in South Germany comprise one large cluster of young age
regions. Famous universities and good job perspectives has helped these regions to hold and
further attract young workers. Clusters of regions with a high age diversity are mainly located
in South Germany between Stuttgart, Nuremberg and Munich and in North Germany around
Hamburg. Similar to innovation, outliers are rare on the demographic landscape.
The LISA cluster maps for the share of high-skilled reveals clusters of highly educated workers
in cities with popular universities such as Cologne, Frankfurt, Mannheim, Stuttgart and Munich
in West Germany and Berlin, Dresden, Chemnitz and Jena in East Germany. However, the
map also shows a large strip of regions with lowly educated workers in South Germany around
Nueremberg and Regensburg. These regions are mostly rural regions with good job perspectives
for particularly low qualified workers.
We can now discuss the evidence shown in Figure 5 also from a numerical point of view. As
discussed in Section 1, the workforce composition may be expected to impact the innovativeness
of local firms negatively through a higher average age, lower age diversity and a lower skill
composition. If this is the case, we would expect lowly innovative clusters to be associated,
for instance, with clusters of old, homogeneous and less educated workers. To investigate this
question, we construct contingency tables in Table 4 that show two-way tables of frequency
counts for the number of regions by type of spatial cluster (HH, LL) or outlier (HL, LH). It
should be noted here that Table 4 includes all regions, that is also those regions for which the
local MI coefficient is insignificant. For instance, the number 98 in row (4) and column (1) means
that 98 lowly innovative regions are, at the same time, part of clusters with above average ages.
As a measure of statistical association we use Pearson’s χ2 test, which relies on the hypothesis
that the rows and columns in the two-way table are independent.
For all variables, Table 4 indicates a strong association with patent production as the Pear-
son’s χ2 test is rejected in all cases. In particular, our figures hint at an association between
clusters of young and age-heterogenous workers. The relationship between innovation and high-
skilled workers is less clear. Although 77 regions belonging to clusters with low shares of high-
13
Figure 3: LISA cluster maps for patents per 100 workers, average age, age dispersion and share
of high-skilled (1995-2008)













































































































































































































































skilled workers are at the same time part of a lowly innovative cluster, the opposite is not exactly
true. These ambiguous results are partly driven by lowly innovative (despite being highly ed-
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Table 4: Contingency tables between innovation and demographic cluster/outlier types
Patents per 100 workers
Variable Cluster/Outlier ( 1) (2) (3) (4) (5)
type High-High Low-High High-Low Low-Low Total obs.
Average High-High 13 10 9 98 130
age Low-High 12 7 4 16 39
High-Low 21 8 0 12 41
Low-Low 52 26 10 34 122
Pearson χ2 = 76.4687 Pr = 0.000
Age High-High 55 21 7 34 117
dispersion Low-High 16 8 4 12 40
High-Low 9 8 2 22 41
Low-Low 18 14 10 92 134
Pearson χ2 = 54.3235 Pr = 0.000
Share of High-High 31 9 3 38 81
high-skilled Low-High 16 5 3 20 44
High-Low 8 9 3 25 45
Low-Low 43 28 14 77 162
Pearson χ2 = 10.3431 Pr = 0.323
Total obs. 98 51 23 160 332
ucated) regions in East Germany. Also, innovative regions in West Germany are often urban
counties with lower shares of high-skilled workers, compared to major cities.
3.2 Space-Time Dynamics
So far, we have gained insights into the spatial dimension of the regional distributions, measured
by average values across the time period 1995-2008. We are now interested in how the distri-
butions evolved over time. Are there any observable time trends? How stable are the observed
spatial patterns? Most studies that analyse the evolution of a variable’s spatial distribution
visually compare different geographical maps for separate points in time. Such approaches make
it very difficult to analyse relative movements across time and space. For this reason, we apply
new methods that are designed to address this limitation.
3.2.1 Standardised Directional Moran Scatterplots
In the following section we investigate regional dynamics using Standardized Directional Moran
Scatterplots (SDMS, Rey et al. 2011). For each variable, we calculate Moran Scatterplots for
the years 1995 and 2008 separately (as described in Section 3.1) using relative values (to the
national value). Note, that this time period is particularly interesting, due to the large second
wave of selective migrants that moved from East to West Germany during the end 90ties after
15
Figure 4: Standardized directional moran scatterplots for patents per 100 workers, average age,
age dispersion and share of high-skilled (1995 to 2008)
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reunification(see Arntz et. al 2011). This wave of migrants took its peak in 2001 and is expected
to have changed the regional distribution of workforce age structure. We then plot each region’s
value in 1995 and 2008 into the same Scatterplot and connect both points to receive directional
movement vectors. We normalize all vectors by the national value in 1995 to produce the SDMS
shown in Figure 4. Whereas the arrowheads point to the regions’ relative value in 2008, the
vectors’ starting point (at the origin) represents the regions’ relative value in 1995. The SDMS
thus captures how a regions’ relative value developed between 1995 and 2008. For instance, a
relative move of a region towards the first (HH) or third quadrant (LL) reflects the strengthening
or emergence of positive spatial clustering, whereas movements towards the second (LH) or
fourth (HL) quadrant reflect negative clustering (i.e. local divergence process). The longer the
movement vector, the larger the relative movement compared to the mean.
Figure 4 shows the SDMS for our four variables. Movements of East German regions are
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shown in blue, and West German regions are represented by the colour red. Interestingly, for
all investigated variables the SDMS show dominant movements to the first (HH) and third
(LL) quadrant, i.e. we observe tendencies towards positive clustering. Overall, the patterns
speak in favour of a polarization trend among German regions where some regions develop in
a favourable way, whereas other regions’ relative position deteriorates. The specific patterns
are discussed in the following. In particular, the average size of movements (length of the
arrow) for patents per 100 worker is much greater compared to the other variables, indicating
that patent activity varies to a greater extent over time. In particular, East German regions
including mostly rural regions around the cities Berlin, Potsdam (e.g. Overhavel, Havelland,
Barnim, Teltow-Fläming and Dahme-Spreewald) and Jena (e.g. Weimar and Ilm) have improved
in terms of innovation production. However, the movements are small, reflecting low dynamics
in East Germany and low levels of innovation activity overall. In West Germany, the picture is
mixed. Even though some regions have moved towards the first quadrant, tendencies towards
cold spots (movements towards the third quadrant) are pronounced as well, particular among
rural West German regions. Nevertheless, some of these regions are moving from high initial
values such as Neustadt an der Weinstraße, Frankenthal and Darmstadt-Dieburg.
Looking at average age shows that dominant movement towards the first quadrant are driven
by mostly rural regions both in East and West Germany. In contrast, regions moving towards the
third quadrant mostly include major West German cities such as Munich, Stuttgart, Frankfurt,
Hamburg. The result shows that cities are becoming more important for young workers, whereas
rural regions are increasingly losing its youngest workers.
Another interesting observation can be made for age dispersion and the share of highly
skilled workers. We observe that most East German regions are moving in the direction of a
stronger clustering of more heterogenous age values and lower human capital. In contrast, West
German regions appear to be partly moving in the opposite direction (less heterogeneity and
higher skills). The development for the share of high-skilled reflects skill-selective East-West
migration patterns during the observed period, which has been found, for instance, by Arntz et
al. (2011).
In order to study potential comovements of the investigated variables, we construct contin-
gency tables for movement types in the SDMS similar to Table 4. As found above, in Table 5,
the Pearson χ2 test on independence is rejected in all cases. The table reads as follows. The
value in row (4) and column (1) indicates 63 positive comovements to HH for average age and
17
Table 5: Contingency tables between types of movements in the directional scatterplot
Patents per 100 workers
Variable Movements (1) (2) (3) (4) (5)
towards a High-High Low-High High-Low Low-Low Total obs.
Cluster/Outlier
type
Average High-High 63 30 24 44 161
age Low-High 27 14 15 17 73
High-Low 5 5 7 10 27
Low-Low 15 9 11 35 70
Pearson χ2 = 20.1743 Pr =0.017
Age High-High 70 20 15 33 138
dispersion Low-High 9 8 18 18 53
High-Low 5 9 6 18 38
Low-Low 26 21 18 37 102
Pearson χ2 =43.8184 Pr = 0.000
Share of High-High 31 24 27 58 140
high-skilled Low-High 12 15 17 29 73
High-Low 5 9 9 8 31
Low-Low 62 10 4 11 87
Pearson χ2 = 84.7773 Pr = 0.000
Total obs. 110 58 57 106 331
innovation, while row (4) and column (4) tell us that we observe 35 negative comovements to
LL. This result is somehow surprising, since we would expect the evolution of innovation clusters
to coincide with the evolution of young rather than old workers. However, the figures show low
innovative East German regions that have been relatively improving their innovation output,
despite an ageing workforce and low economic performance. The figures also indicate that 44
mostly West German regions have been moving both towards lowly innovative and high-age clus-
ters. For age diversity, the results reflect that an increase in the clustering of age-heterogenous
(homogenous) regions coincides largely with an increase in the clustering of highly (lowly) inno-
vative regions. These positive comovements hint at a positive relationship between age diversity
and a regions’ capability to innovate as has been found by many firm-level studies. The mostly
opposite movements of innovation and workers’ skills may reflect the positive relationship be-
tween the latter variable and workers’ age (although workers’ skills are more concentrated in
major cities), suggesting that if both variables were used in a regression framework, appropriate
diagnostics should be carried out to identify potential issues of collinearity.
One disadvantage of the SDMSs is that they hardly allow to infer how the clustering ten-
dencies and polarization trends are developing from a geographical point of view (e.g., in North-
South and East-West terms). In order to see how specific geographical patterns (e.g. the
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well-known East-West divide) evolve over time, we construct spatial drift maps in the following
section. Such analysis allows us to complement the above spatio-temporal results, by showing
whether change over time in the variables analysed leads to higher or lower concentration along
the main directions (North-South, East-West).
3.2.2 Spatial Drift Maps
In what follows, we construct spatial drift maps (SDM) for the investigated variables as described
by Laurent et. al (2012) and originally developed by Cressie (1993). The maps are constructed as
follows. First, we interpose a grid on the map of German regions. Second, we compute the mean
and median of each grid row and column, and plot the values of the selected variables in two
separate graphs, using alternatively the x and y axis, while maintaining each region centroid’s
latitude and longitude, respectively. Connecting - in each graph - the means (or medians) by
row or by column should result, in the case of random spatial distribution, in a vertical and
a horizontal line, respectively. Differences between the mean (bold) and median (dotted) lines
indicate the presence of outliers.
Figure 5 shows the SDMs for each of the four variables for both years 1995 and 2008 sepa-
rately. Looking first at the vertical line of patents per 100 worker in 1995 (Figure 5, top left)
shows a drift to the left when moving North. This means that the north part of Germany is
less productive than the south part regarding innovation. For the same year, the horizontal
line shows a drift to the bottom when moving East. This indicates that West German regions
generate more patents per worker than East German regions. Thus, we confirm the former find-
ings suggesting a East-West and North-South divide with respect to innovation performance.
More interestingly, we compare the drift maps of the years 1995 and 2008 and find no significant
overall change in spatial distribution, except that the amount of outliers is lower. This finding
may reflect regions absorbing the characteristics of its neighbours.
Considering the SDM for average age in 1995, we observe a drift to the right when moving
North. At the same time, we find that average age increases when moving East, although some
South German regions follow the opposite pattern. The finding again confirms the East-West and
North-South divide with respect to the average age. Moreover, the development between 1995
and 2008 shows that the average age has increased (strong rightward shift of the distribution).
Also, the vertical line has become slightly more straight, whereas the horizontal line shows a
upward drift. This development reflects East German regions that have been ageing faster than
19
Figure 5: Spatial drift maps for patents per 100 workers, average age, age dispersion and share
of high-skilled (1995, 2008)
(a) Patents per 100 workers
1995 2008 1995 2008
(b) Average age
1995 2008 1995 2008
(c) Age dispersion
1995 2008 1995 2008
(d) Share of high-skilled
1995 2008 1995 2008
West German regions, on average. Again, outliers have become less important. Thus, the divide
in average age of workers has increased between East and West Germany.
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The graph for the age dispersion shows a rightward drift when moving South and downward
shift when moving East, reflecting young and heterogenous regions in the South and mostly old
and homogenous regions in East Germany. Comparing the years 1995 and 2008 indicates that the
spatial heterogeneity and the curvature of the means interpolation has decreased. The pattern
can be explained by the rightward shift in the age distribution, as discussed in Section 3.2.1.
Therefore, interestingly, East and West Germany have become similar in their age diversity.
For the share of highly skilled workers, only a central drift can be observed for the vertical
line in 1995, which is mostly reabsorbed in 2008. The horizontal line shows an upward drift in
1995 as well, suggesting that the East German regions tend to have accumulated more human
capital. Comparing the lines for 1995 and 2008 shows that these outliers (as for the vertical
line) have greatly decreased and the East-West divide has disappeared. The reason for the
latter development lies, as mentioned in Section 3.2.1, in (retirement of older workers and)
skill-selective out-migration from East to West Germany that took place during the observation
period. Despite reservations against the comparability of the skills levels (as well as any other
human capital variable), the results indicate that East and West Germany have become more
similar in terms of their skill composition.
We have so far gained insights into the geographical patterns and dynamics of the investi-
gated variables. We now investigate the stability of these patterns over time by looking at the
probability for region to remain in the same state or to reverse the trend. For this, we look at
LISA transition probabilities in the next section.
3.2.3 Space-Time Transitions
In this section we calculate LISA transition matrices in order to track the evolution of the
investigated variables from a spatial clustering perspective. The method is based on the classical
Markov chain approach, which allows to study regional dynamics between different groups (or
quantiles). In this respect, from a methodological viewpoint, the proposed LISA transition
matrices are obtained similarly to the standard probability transition matrices. We follow Rey
(2001) and investigate the transitions of regions between the four different types of spatial
association outlined earlier (HH, LH, HL, LL). First, we specify a state probability vector Pt =
[P1t, P2t, P3t, P4t] that represents the probability of a region to be in one of the four states in
period t, where t = 1, 2, ..., 14 in our case. We then define a 4× 4 transition probability matrix,
M = [mijt], showing the likelihood of a region to remain in initial state i or to move from state
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Table 6: LISA transition probabilities for patents per 100 workers, average age, age dispersion
and share of high-skilled (1995-2008)
Cluster/Outlier type in period t+ 1
Cluster/ (1) (2) (3) (4) (5) (6)
Variable Outlier type (HH)t+1 (LH)t+1 (HL)t+1 (LL)t+1 Initial shares Steady
in period t in 1995 state
Patents per (HH)t 90.3 6.3 2.9 0.5 29.5 28.3
100 worker (LH)t 12.1 79.6 0.2 8.1 15.4 15.6
(HL)t 8.4 1.9 68.9 20.7 5.7 8.0
(LL)t 0.4 2.6 3.4 93.6 49.4 48.1
Average age (HH)t 91.4 4.6 3.5 0.6 44.6 38.3
(LH)t 16.5 68.1 1.3 14.2 9.0 11.8
(HL)t 9.6 1.8 71.4 17.2 10.8 13.3
(LL)t 0.3 4.9 6.3 88.6 35.5 36.7
Age dispersion (HH)t 82.7 8.5 7.6 1.2 45.2 29.5
(LH)t 17.6 63.6 3.8 15.0 13.3 13.5
(HL)t 12.4 2.4 66.9 18.3 11.8 17.8
(LL)t 1.3 5.0 8.1 85.6 29.8 39.2
Share of (HH)t 92.5 5.0 2.4 0.1 26.5 18.4
high-skilled (LH)t 5.7 88.1 0.2 6.1 10.5 14.9
(HL)t 3.6 0.2 88.6 7.6 13.9 14.0
(LL)t 0.1 1.6 2.1 96.3 49.1 52.7
i in period t to state j in period t + 1 during the 14-year period. Transition probabilities are
assumed to be time-invariant, that is mijt = mijt+b ∀ b. Given these assumptions, the state
probability vector in period t+ b can be written as follows:
Pt+b = PtMb
Finally, the limiting transition probabilities yield the ergodic steady-state distribution vector.
Formally, this can be expressed as follows:
MT 0 = A
where A is the steady-state matrix for the system and T 0 is the number of years required to
reach the steady state. The steady-state vector, defined by d, contains the values to which
all elements in each row of A tend to in the long run. Note that the long-run distribution is
determined solely by the properties of the transition matrix M and is not affected by the initial
state distribution vector P0.
The calculated transitions are shown in columns (1) to (4) in Table 6. Column (5) includes
22
the shares of regions for the different states in 1995, whereas Column (6) corresponds to the com-
puted steady state share. For instance, the probability of a highly innovative region surrounded
by highly innovative regions (HH) to remain in its current state over one time period is 90.3
per cent (see row 1 and column 1), whereas the probability of remaining a LL region accounts
to 93.6 per cent on average (row 4 and column 4). All variables show fairly high off-diagonal
probabilities. In particular, age dispersion shows relatively high transition probabilities reflect-
ing high dynamics over time. The two transitions with the highest probabilities are generally
those for regions moving from LH to HH and from HL to LL, that is, transitions where a
region absorbs the characteristics of its neighbours. In a recent paper, Hierro et al. (2013) inter-
pret transitions from LH to HH as ’positive contagion’, and those from HL to LL as ’negative
contagion’. This result indicates that it is highly likely, for an outlier, to become part of its
surrounding cluster. This is an interesting result, since it means, for example, that a region
is negatively (positively) affected in its innovative performance by being surrounded by weakly
(strongly) innovative regions.
Also, the probability of being absorbed by the neighbours’ state is always higher than the one
of the reverse outcome, and the gap in probability for the two events is greater for the negative
outcome (i.e., it is more likely for an HL region to become LL than for an LH region to become
HH). The only exception are LH regions concerning the share of high-skilled, probably again
because of the ongoing skill-selective out-migration. Our finding pertaining to the probability
of joining the neighbours’ state, albeit for different variables, seems to be in contrast with the
one of Hierro et al. (2013), who stress that positive spatial contagion (transitioning from LH to
HH) is more likely to be expected than negative (from HL to LL). Finally, movements from
LH to LL and from HL to HH seem fairly high as well in the case of average age and age
dispersion. Obviously, single regions may also end up pulling their neighbours up/down to their
status, but the probability of this occurernce is much lower. Thus, the probability to reverse the
trend, for underperforming regions with an old and homogenous age structure, for instance in
East Germany, is low. There appears then to exist a clusterwise ’path dependence’, where not
only a region’s own history influences its chances of modifying its status quo in the future (as
it is normal to expect). Additionally, the surrounding environment plays a role in limiting the
range of possible future outcomes, or in favouring different outcomes, when there is a mismatch
between a region’s state and the one of its surrounding areas. Clearly, such a hypothesis can
only be formulated on the basis of our findings, but it will need to be thoroughly tested in
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further research by means of regression modelling.
We can now investigate the long-run results suggested by our data, by means of the ergodic
steady-state distributions. We find that most regions were either LL or HH in 1995 and this
appears to be true in the long run as well. For instance, 29.5 (49.4) per cent of regions were in a
highly (lowly) innovative cluster in 1995 and the expected share in the long run is 28.3 (48.1) per
cent (see columns (5) and (6) of Table 6). Also, except for innovation, all variables show that
LL clusters will become more important, with a decrease in the size/number of the HH clusters.
Finally, the share of outliers is expected to increase (in particular HL), compared to the initial
share in 1995. Our results (a shrinking and enlargement of HH and LL clusters respectively, and
the emergence of more outliers) appear to signal an increase in the concentration of a variable in
few specific regions. This seems to be the case, for example, for the share of high skilled. Finally,
innovation seems much more stable in the long run, compared to the demographic measures.
Overall, the transition matrices presented above suggest that location matters for the evo-
lution of regional innovation and workers’ age structure and human capital. In particular, our
results show that the evolution of a region depends on its neighbouring regions. The latter find-
ing might explain why, for German regions, we currently observe clustering tendencies towards
polarization. Transition probabilities also show that it is unlikely for a region to reverse the
trend, suggesting strong neighbouring forces and clusterwise path dependence. In the long run,
the production of knowldege is very unlikely to change. However, for demographic measures HH
clusters will drop out while LL clusters will increase in extension.
Our findings may be reconsidered in an urban/agglomeration economics perspective. In
particular, one might argue that it is necessary to investigate the determinants of the process
we uncovered in this paper, and to verify whether this is consistent with what is suggested by
the new economic geography (NEG) literature on agglomeration and to what extent.
4 Conclusion
This paper contributes to the debate on demographic change in Europe and its potential effects
on innovative capability and regional disparities by exploring the spatio-temporal dynamics of
regional innovation output, worker age structure and human capital for German regions. Besides
commonly used tools, we apply newly developed approaches in order to detect spatial regimes
or other forms of spatial heterogeneity for the investigated variables. To our knowledge, this
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paper is the first to provide such an in-depth explorative analysis, in terms of both spatial and
temporal dynamics, on the topic.
Using global and local indicators of spatial correlation, we find specific clusters of highly
innovative regions in urban and rural counties in West and South Germany. These hot spots
mostly coincide with clusters of young and heterogenous workers. In contrast, less idea-driven
regions cluster in rural and sparsely populated areas in East Germany and coincide with an old
and homogenous working population. Interestingly, regions in East Germany with high skill
shares are mostly part of an innovation hub, whereas this is not true for West Germany. We
detect very few outliers, indicating that regions are unlikely to be a high (low) innovative region
in a low (high) innovate spatial environment.
Applying newly developed visualization tools, we further investigate the space-time dynamics
of the clusters. Our finding is that although few East German regions have slightly improved in
terms of innovation, the overall spatial distribution has not changed much during the observed
period. Our results for the age structure reveal a strong demographic polarization trend: major
cities are experiencing declining average ages (relative to the national value), whereas the age
distribution of rural areas is shifting upwards. East Germany with a large rural landscape is
particularly negatively affected by these trends, thus the demographic divide between both parts
of the country is further increasing. Despite these developments, East German regions appear
to be transitioning from a highly age-homogeneous workforce towards a more heterogenous one
with lower human capital. This development may reflect the joint result of age-selective out-
migration and retirement of the older workforce cohorts. In turn, East and West Germany have
become similar in their age diversity and skill composition.
Overall, our results reveal a great divide across German regions. The geography of innovation
shows not one, but two ’Germanies’: Innovation hubs with young and age heterogenous workers
on the one hand side and less idea-driven regions with old and homogenous workers on the
other. The specific dynamic patterns observed suggest that the divide will further increase along
agglomeration lines. In particular, major cities are gaining importance for young and educated
workers since agglomerated (’thick’) labour markets increasingly offer several advantages such
as cultural infrastructure and a better matching efficiency between workers and employers (see
e.g. Moretti 2011, Buch et al. 2013). Our investigations show that losing regions thereby have
a small probability to reverse the trend due to strong neighbouring forces and clusterwise path
dependence. For policy makers of such regions it will therefore become more important to
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develop strategies to counteract the geographical poverty trap such as ’big push’ type of policies
to move the region to a good equilibrium (Moretti 2011, Kline 2010).
Our findings also have implications for future work in this field. In particular, our in-depth
exploratory analysis may serve as a departure point for any analysis trying to measure the impact
of demographic ageing on firm or regional performance. The presence of strong clustering in
the demographic variables, and of very specific outliers with regard to innovation, suggests
that spatial econometric techniques may be required when investigating such research question.
From this point of view, it may be interesting to investigate whether demographic variables
interact in pushing technological development. Additionally, the presence of clusters might be
explicitly modelled in a regression framework to incorporate, for example, threshold effects in
the development of innovation capability. Alternatively, one might be interested in linking our
finding of a stronger concentration of highly performing regions to the theoretical and applied
literature on agglomeration, and to test the consistency of this finding in other contexts.
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Appendix
Table 7: Regional characteristics by agglomeration type, East and West Germany (1995-2008)
Patents Average Age Share of
per 100 workers age dispersion high-skilled
West Germany (n=3738)
independent (major) cities 3.66 40.43 10.30 8.39
urban counties 7.55 40.15 10.36 5.04
rural counties (with 5.58 39.79 10.50 3.39
concentration tendencies)
sparsely populated rural counties 3.14 39.72 10.46 2.99
East Germany (n=910)
independent (major) cities 1.97 41.16 10.28 12.45
urban counties 0.89 41.25 10.21 6.74
rural counties (with 1.20 41.18 10.17 6.47
concentration tendencies)
sparsely populated counties 1.00 41.19 10.07 5.48
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