Abstract. We study thin obstacle problems involving the energy functional with p(x)-growth. We prove higher integrability and Hölder regularity for the gradient of minimizers of the thin obstacle problems under the assumption that the variable exponent p(x) is Hölder continuous.
Introduction
In this paper we consider a thin obstacle problem for the p(x)-Laplacian. More precisely, we investigate a minimizer of the functional For the case p(x) ≡ 2, the problem is called the boundary thin obstacle problem for the Laplacian or the Signorini problem. This problem originates from optimal control of temperature [6, 20] , modelling of semipermeable membranes [17] , and financial mathematics [7, 34] . The optimal regularity (C 1, 1 2 -regularity) for a minimizer of the problem for n = 2 was shown by Richardson [31] . For a general dimesion n ≥ 2, the C 1,α -regularity for some 0 < α ≤ 1 2 was proved by Caffarelli [9] and the optimal (C 1, 1 2 ) result was achieved by Athanasopoulos and Caffarelli [1] . For the case p(x) ≡ p ∈ (1, ∞), the C 0,α -regularity and the gradient estimates for a minimizer of the obstacle problem were established by Bögelein, F. Duzaar and Mingione [8] , and the C 1,α -regularity for a minimizer of the thin obstacle problem was obtained by Andersson and Mikayelyan [4] .
The aim of this paper is to extend the C 1,α -regularity obtained in [4] to the thin obstacle problem for the p(x)-Laplacian. In the process, we find a minimal regularity requirement on the variable exponent p(x) to ensure the higher integrability, Theorem 3.3, and the C 1,α -regularity, Theorem 4.4, for the thin obstacle problem (1.1)-(1.2).
A main point in this paper is that the exponent p(x) in the functional under consideration is not a constant function. The functional (1.1) with p(x)-growth was first considered by Zhikov [35] in the context of homogenization, and in recent years there has been an increasing interest in this functional which provides a number of models arising in mathematical physics. For instance, the functionals with p(x)-growth appear in the modelling of electro-rheological fluid [30, 32, 33] , porous medium [5, 28] , image restoration [10] , and fluid with temperature-dependent viscosity [36] . Therefore, a great deal of work has been developed around variational problems with the p(x)-energy functional. In particular, the higher integrability result for a minimizer of the p(x)-energy functional was obtained by Zhikov [35] (see also [11] ), and the C 1,α -regularity was proved by Acerbi, Coscia and Mingione [3, 11] . Here we establish these regularity results for a minimizer of the p(x)-energy functional with a thin obstacle.
We briefly introduce our approach to the proofs of our main results; Theorem 3.3 and Theorem 4.4. In order to get the higher integrability result, Theorem 3.3, we shall derive a variational inequality of the thin obstacle problem and consider an associated problem whose solution enjoys the C 1,α -regularity. We then obtain the desired result by using Caccioppoli inequality, Poincaré inequality and Gehring lemma. To prove Theorem 4.4, we shall consider a minimizer of the thin obstacle problem for the p-Laplacian and derive a local estimate of the minimizer by comparison with an associated thin obstacle problem. This paper is organized as follows. In the next section, we present notation, function spaces and auxiliary lemmas. Section 3 is devoted to prove the higher integrability result. In the last section, we finally prove the C 1,α -regularity for a minimizer of the thin obstacle problem for the p(x)-Laplacian.
Preliminaries
We start with introducing basic notation.
(1) For a point y ∈ R n and for r > 0, B r (y) := {x ∈ R n : |x − y| < r}, B + r (y) := B r (y) ∩ {x n > 0}, (∂B r (y)) + := ∂B r (y) ∩ {x n > 0}, T r (y) := B r (y) ∩ {x n = 0}. If the center is clear in the context, we shall omit denoting it as follows:
From now on, for the sake of convenience, we employ the letter c to denote any universal constants which can be explicitly computed in terms of known quantities such as n, γ 1 , γ 2 . Thus the exact value denoted by c might be different from line to line.
Function spaces. Given a bounded domain Ω ⊂ R
n and a bounded measurable function p(·) : Ω ⊂ R n → (1, ∞), the variable exponent Lebesgue space
with the following Luxemburg norm
The variable exponent Sobolev space W 1,p(·) (Ω; R N ) is a collection of all measurable functions f : Ω → R N such that f is weakly differentiable and its gradient Df
We denote by W
(Ω). For further properties regarding variable exponent spaces, we refer to [12, 13, 14, 15, 25, 27] and references therein.
We now present the Camapanato's spaces. Let p ≥ 1 and λ ≥ 0. We denote by
where Ω ρ (x 0 ) = Ω ∩ B ρ (x 0 ). We remark that the quantity [f ] p,λ is a seminorm in L p,λ and is equivalent to the quantity
Moreover, L p,λ is a Banach space with the norm
The Campanato's spaces provide the following integral characterization of Hölder continuous functions. Let Ω be a bounded domain in R n , and let p ≥ 1 and n < λ ≤ n + p. Suppose that there exists a constant A > 0 such that for every x 0 ∈ Ω and for every ρ ∈ (0, diam Ω), we have
Auxiliary lemmas.
We shall use the following Sobolev-Poincaré type inequality.
We now state and prove a technical lemma. For the standard technical lemma, we refer the reader to [ 
2 , where A, B, α 1 , α 2 are non-negative constants with
Proof. For κ ∈ (0, 1 2 ) and r ≤ r 0 , we can rewrite (2.1) as
We now choose κ ∈ (0, 1 2 ) and ε 0 > 0 in such a way that 2 α1+1 κ α1 A ≤ κ α3 with α 1 > α 3 > α 2 and ε 0 κ −α1 < 1. Then we get for every r ≤ r 0 ,
Therefore, for all integers m ≥ 0, we have
Choosing m such that κ m+2 r < ρ ≤ κ m+1 r, we obtain (2.2) for all ρ ∈ (0, κr). Since ϕ is a non-decreasing function on [0, r 0 ], we also discover that for ρ ∈ (κr, r),
which proves the lemma.
Higher integrability of the gradient
In this section, we establish the higher integrability for the gradient of a minimizer of the functional F p(·) in (1.1) over the admissible set A in (1.2). We first present a variational inequality of the thin obstacle problem.
) be a minimizer of the functional F p(·) over the admissible set A and let
Then we have
Proof. Let v ∈ A 0 . Then we see at once that u + tv = g on (∂B 1 ) + and that
Observe that
Combining (3.3) with (3.4), we obtain the desired conclusion (3.2).
We now consider an associated problem whose solution has C 1,θ -regularity for some θ ∈ (0, 1), and show a comparison result.
) for some θ ∈ (0, 1). In addition, we have u ≥ w in B + 1 .
Proof. Let w denote the odd extension of w from B + 1 to B 1 as
and let p denote the even extension of p from B + 1 to B 1 as
Then it follows from (3.5) that w ∈ W 1, p(·) (B 1 ) is a weak solution of
Hence, we conclude that w ∈ C 1,θ (B 3 4 ) for some θ ∈ (0, 1) (see [3] ). This yields
).
We next prove that u ≥ w in B + 1 . To see this, we start with an observation that for each q ∈ (1, ∞), there exists a constant c = c(q) > 0 such that
for every ξ 1 , ξ 2 ∈ R n . From this, we obtain that if q ≥ 2, then
for some c = c(q) > 0. If 1 < q < 2, it follows from Young's inequality with ε ∈ (0, 1) that
we have for any ε ∈ (0, 1),
as a test function of (3.5) and (3.2), we get
Therefore, it follows from (3.6) that for any ε ∈ (0, 1),
Letting ε → 0, we conclude that w ≤ u in B + 1 .
From now on, we fix a minimizer u ∈ W 1,p(·) (B + 1 ) of the thin obstacle problem (1.1)-(1.2), and we take the weak solution w ∈ W 1,p(·) (B + 1 ) to the problem (3.5). We write
Now, we are ready to prove the higher integrability of the gradient of u.
Theorem 3.3 (Higher integrability).
Suppose that there exists β > 0 such that and r > 0 satisfying
there holds Du ∈ L (1+σ0)p(·)
We observe from Lemma 3.2 that
Hence v ∈ A 0 , where A 0 is the admissible set in (3.1). From Lemma 3.1, we have
dx.
It follows from (3.11) and Young's inequality with ε ∈ (0, 1) that
where we have used the fact that
Taking ε = 
and then we obtain from the condition (3.9) that
Thus, by Lemma 2.2 and Hölder's inequality for 
On the other hand, the condition (3.9) implies that
This yields
Hence, we obtain from Hölder's inequality that
and that
Consequently, we get
), we have the desired inequality (3.10) by using Gehring's lemma (see [23, Theorem 6 .6]).
Hölder continuity of the gradient
Under the same assumptions and conclusions as in Theorem 3.3, we further investigate a finer regularity for the problem (1.1)-(1.2). Especially, we will prove the Hölder continuity for the gradient of a minimizer of the p(x)-energy functional (1.1) over the admissible set (1.2).
We recall that B ) .
We further assume on r for which
Then we get
According to (3.10) with σ = σ0 2 , we have Du ∈ L p2 (B + r ). Moreover, it follows from (3.10), (3.13) and (4.2) that
We now consider a minimizer u 0 ∈ W 1,p2 (B + r ) of the functional
over the convex admissible set
We apply Lemma 3.1 when p(x), g, u, B Then we obtain the following comparison estimates. Then we have
where M is given as (3.7), for some constant c = c(n, Combining (4.8) and (4.9) yields
By (3.6) and (4.5), we get
for any ε ∈ (0, 1). From the mean value theorem for the map t → |Du| t(p2−p(x)) , for x ∈ B r , there exists t x ∈ (0, 1) such that
By using t γ1−1 | log t| ≤ c(γ 1 ) for 0 < t ≤ 1, and log t ≤ c(σ)t σ for t > 1 with σ > 0, we have
for |Du| ≤ 1, while
for |Du| > 1. Thus, we get
where
.
By the definition of II, (4.11), (4.12), (4.5) and (4.1), we have
Moreover, by using Theorem 3.3, we have
Therefore, we obtain from (4.10), I ≤ II and the estimate for II that
by taking ε = r β−nσ 1 2 and using the fact that
We now provide the results of Hölder regularity for the gradient of a minimizer of the thin obstacle problem for the p-Laplacian. 
over the admissible set
) for some α 0 = α 0 (n, γ 1 , γ 2 ) ∈ (0, 1). Moreover, there exists a constant c = c(n, γ 1 , γ 2 ) > 1 such that for any 0 < ρ < r 8 ,
and
Proof. We first observe that it is sufficient to prove the lemma only for the case r = 1 by scaling. Indeed, if we set u 0 (x) := 1 r u 0 (rx) and g(x) := 1 r g(rx) for
, and hence u 0 is a minimizer of the functional
Then we obtain that u 0 ∈ C 1,α0 (B
) for some α 0 = α 0 (n, γ 1 , γ 2 ) ∈ (0, 1) and that for any 0 < ρ <
where c = c(n, γ 1 , γ 2 ) > 1. After scaling back, we conclude that u 0 ∈ C 1,α0 (B + r 8 ) and that for any 0 < ρ < r 8 , 16) for some α = α(n, p) ∈ (0, 1) and c = c(n, p) > 1, where
. Then it follows from a classical renormalization argument (see [4] ) that
On the other hand, putting v 0 = |Du 0 | p , we can deduce from [2, 16] that for any
) with η ≥ 0,
for some positive constant c = c(n, p), where
) is bounded and uniformly elliptic. Hence, v 0 is a subsolution to
Let v 0 be the even extension of v 0 from B
, and let a ij (x) be an extension
. Then we see that v 0 is a non-negative function and that the matrix A(x) = ( a ij (x)) is bounded and uniformly elliptic. Moreover, v 0 is a subsolution to
We then use Moser iteration technique (see [2, 16] ) to obtain that v 0 ∈ L ∞ (B 
Combining (4.17) with (4.18) gives
. We then find that for any
Therefore, we conclude that for any 0 < ρ <
, where we have used the fact that 1 < γ 1 ≤ p ≤ γ 2 < ∞. This proves (4.14). Furthermore, it follows from (4.18) that for any 0 < ρ <
which yields (4.15).
Using the previous lemma and the comparison estimate in Lemma 4.1, we have the following lemma. We recall our assumptions (3.9), (4.1) and (4.6) on r.
Lemma 4.3. For any τ ∈ (0, n), there exists a constant δ ∈ (0, 1) depending on
with then we have 20) whenever ρ ∈ (0, r), for some constant c = c(n,
Proof. By (4.5), (4.7) and (4.15), we have which is the desired inequality.
We finally state and prove the main theorem. ).
Proof. Since u ∈ W 1,p(·) (B (see for instance [3] ). Hence we only focus on the boundary case x 0 ∈ T 1 2 . Let r 0 satisfy (3.9), (4.1) and (4.6) for r = r 0 . We also assume that 
