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Abstract 
Combining the particle swarm optimization (PSO) technique with the chaotic local search (CLS) and roulette wheel 
mechanism (RWM), an efficient optimization method solving the constrained nonlinear optimization problems is 
presented in this paper. PSO can be viewed as the global optimizer while the CLS and RWM are employed for the 
local search. Thus, the possibility of exploring a global minimum in problems with many local optima is increased. 
The search will continue until a termination criterion is satisfied. Benefit from the fast globally converging 
characteristics of PSO and the effective local search ability of CLS and RWM, the proposed method can obtain the 
global optimal results quickly which was tested for six benchmark optimization problems. And the improved 
performance comparing with the standard PSO and genetic algorithm (GA) testified its validity. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1. Introduction 
The particle swarm optimization (PSO)[1-3] developed by Dr. Kennedy and Dr. Eberhart, has been 
proposed as an alternative to evolutionary techniques such as genetic algorithm (GA)[4] for several years. 
It was developed based on observations of the social behavior of animals such as bird flocking, fish 
schooling, and swarm theory. Generally, the PSO is characterized as a simple heuristic of well balanced 
mechanism with flexibility to enhance and adapt to both global and local exploration abilities [2]. The 
steps of PSO algorithm are straightforward and a population of random solutions are adopt for PSO 
initialization. A randomized velocity is assigned to each individual according to its own and its 
companions' flying experiences, and the individuals, called particles, are then flown through hyperspace.  
So based on the algorithm designs [5], PSO is a stochastic search technique with reduced memory 
requirement, computationally effective and easier to implement compared to other evolutionary algorithms 
(EA). PSO has its own memory, so it can retain the knowledge of good solutions by all particles. The 
particles in the swarm would share information between them with their constructive cooperation in 
particles. Due to the simple construct and concept, easy implementation and quick convergence, recently 
PSO has gained much attention and wide applications in different fields [6-12]. 
PSO has very fast converging characteristics at the beginning; however it has a slow local search ability 
Available online at www.sciencedirect.com
© 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of ICAPIE Organization Committee.
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
270  Xiaohua Xia / Physics Procedia 24 (2012) 269 – 275
[13] is proposed in is paper. In the beginning PSO has more possibilities to explore a large space and the 
best value of all the particles will be taken as the initial starting point for the CLS. Thus, the possibility of 
exploring a global minimum in problems with more local optima is increased. The search will continue 
until a termination criterion is satisfied. To validate the performance of the proposed approach, six 
benchmark optimization problems were tested and the results were compared with those obtained using 
PSO and GA respectively. 
2. Basic PSO 
A kind of real optimization problem can be formulated as the following functional optimization 
problem. 
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where f is the objective function, and X is the decision vector with n decision variables. 
PSO is a population-based optimization technique proposed firstly for the above unconstrained 
minimization problems. In a PSO system, multiple candidate solutions coexist and collaborate 
simultaneously. Each solution called a “particle”, flies in the problem search space looking for the optimal 
position to land. A particle, as time passes through its quest, adjusts its position according to its own 
“experience” as well as the experience of neighboring particles. Tracking and memorizing the best position 
encountered build particle’s experience. For that reason, PSO possesses a memory (i.e. every particle 
remembers the best position it reached during the past). PSO system combines local search method 
(through self experience) with global search methods (through neighboring experience), attempting to 
balance exploration and exploitation. 
A particle status on the search space is characterized by two factors: its position and velocity, which are 
updated by following equations. 
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where, [ , ,..., ],1 , 2 ,V v v vi i i i n called the velocity for particle i, which represents the distance to be traveled 
by this particle from its current position; [ , ,..., ],1 , 2 ,X x x xi i i i n  represents the position of particle i; Pi
represents the best previous position of particle i (i.e. local-best position or its experience); Pg  represents 
the best position among all particles in the population [ , ,..., ]1 2X X X N X  (i.e. global-best position); ()Rand
and ()rand  are two independently uniformly distributed random variables with range [0,1]; 1c and 2c  are 
positive constant parameters called acceleration coefficients which control the maximum step size[15]; w
is called the inertia weight that controls the impact of previous velocity of particle on its current one. 
In the standard PSO, (2) is used to calculate the new velocity according to its previous velocity and to 
the distance of its current position from both its own best historical position and its neighbors’ best position. 
Generally, the value of each component in Vi can be clamped to the range [ , ]max maxv v  to control excessive 
roaming of particles outside the search space. Then the particle flies toward a new position according (3). 
This process is repeated until a user-defined stopping criterion is reached, where N denotes the size of 
population, fi represents the function value of the i-th particle, and [ ]f ibest  represents the local-best 
function value for the best position visited by the i-th particle.  
The PSO algorithm steps are listed as below. 
Step 1 (Initialization): For each particle i in the population: 
Step 1.1: initialize iX  randomly. 
Step 1.2: initialize iV  randomly. 
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Step 1.3: evaluate if .
Step 1.4: initialize gP  with the index of the particle with the best function value among the 
population. 
Step 1.5: initialize iP  with a copy of iX , i N d .
Step 2: Repeat until a stopping criterion is satisfied: 
Step 2.1: find gP  such that [ ] , .g if P f i Nd  d
Step 2.2: for each particle i,  
[ ],i i i bestP X if f f i i N   d .
Step 2.3: for each particle i, update iV  and iX  according to equation2 and 3. 
Step 2.4: evaluate if  for all particles. 
3. Chaotic Local Search 
To enrich the searching behavior and to avoid being trapped into local optimum, chaotic dynamics is 
incorporated into the above PSO [7]. A well-known logistic equation id employed for the hybrid PSO. The 
logistic equation is defined as follows. 
 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where P  is the control parameter, x  is a variable and 0,1,2,...,n  . Although the above equation is 
deterministic, it exhibits chaotic dynamics when 4P   and 0 {0,0.25,0.5,0.75,1}x  .
Interested readers could refer to Liu [7] for more details. 
4. Pso Based on Cls and Roulette Wheel Mechanism 
The prematurity of PSO and sensitive dependence on initial conditions of CLS can be avoided by 
combine these two strategies. And in order to balance the global exploration and local exploitation better, a 
new chaotic PSO based on roulette wheel mechanism (RWM) is proposed in this paper and which is 
named RCPSO.  
After the PSO search, the particles with higher evaluation will be chosen using RWM perform the CLS 
with specified probabilities clsp .
So the particles with higher evaluations will have much more chances to perform CLS. And the CLS 
range can be controlled by adjust clsp .
The RCPSO algorithm steps are listed as below. 
Step 1 (Initialization): Set 0k  . For each particle i in the population: 
Step 1.1: initialize iX  randomly. 
Step 1.2: initialize iV  randomly. 
Step 1.3: evaluate if .
Step 1.4: initialize gP  with the index of the particle with the best function value among the 
population. 
Step 1.5: initialize iP  with a copy of iX , i N d .
Step 2: Repeat until a stopping criterion is satisfied: 
Step 2.1: find gP  such that [ ] , .g if P f i Nd  d
Step 2.2: for each particle i,  
[ ],i i i bestP X if f f i i N   d .
Step 2.3: for each particle i, update iV  and iX  according to equation 2, 3 and 4. 
Step 2.4: evaluate if  for all particles. 
Step 3: Choose the particles with better function values using RWM and perform the CLS local search 
with the specified probability. And then adapt the corresponding paticle iP  and gP .
Step 4: If a stopping criterion is satisfied, output the solution found best so far. 
Step 5: Let 1k k   and go back to step 2. 
In this RCPSO algorithm, PSO is applied for performing global exploration and CLS with RWM is 
employed to perform local exploitation.  
272  Xiaohua Xia / Physics Procedia 24 (2012) 269 – 275
5. Numberical Results 
To verify the performance of RCPSO algorithms proposed above, six famous benchmark optimization 
problems [14] are tested, which are described below. 
[1] GP–Goldstein-Price, ( 2n  ):
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The global minimum is equal to 3 and the minimum point is (0, -1). There are four local minima in the 
minimization region. 
[2] BR–Branin ( 2n  ):
 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The global minimum is approximately 0.398 and it is reached at the three points (-3.142, 12.275), 
(3.142, 2.275) and (9.425, 2.425). 
[3, 4] Hn–Hartman ( 3, 6n  ):
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For 3n  ˈ the global minimum is equal to –3.86 and it is reached at the point (0.114, 0.556, 0.852). 
For 6n   the minimum is –3.32 at the point (0.201, 0.150, 0.477, 0.275, 0.311, 0.657). 
[5] RA–Rastrigin ( 2n  ):
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x ii
   
 d d  

The global minimum is equal to –2 and the minimum point is (0, 0). There are about 50 local minima 
arranged in a lattice configuration. 
[6] SH–Shuber ( 2n  ):
       5 5cos 1 cos 11 21 1
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The function has 760 local minima, 18 of which are global with 186.7309fS   .
The RCPSO was compared with the PSO [9] and GA [10]. In both PSO and RCPSO, the population, 1c
and 2c  are set to 30, 2.0 and 2.0. And variable maxv  is clamped to be 20% of the whole search space. The 
population of GA [10] is 120 with random initialization. Crossover and mutation probabilities are set as 0.8 
and 1 n  respectively, where n  is the dimension of the problem. 
The performances of the three algorithms for solving the six functions were showed in Fig. 1 to Fig. 6. 
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Figure 1. Comparisons of algorithms for GP. 
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Figure 2. Comparisons of algorithms for BR. 
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Figure 3. Comparisons of algorithms for HN3. 
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Figure 4. Comparisons of algorithms for HN6. 
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Figure 5. Comparisons of algorithms for RA.
274  Xiaohua Xia / Physics Procedia 24 (2012) 269 – 275
0 500 1000 1500 2000
-200
-180
-160
-140
-120
-100
Function Evaluations
f(
x)
RCPSO
PSO
GA
Figure 6. Comparisons of algorithms for SH. 
From Fig. 1 through Fig. 6, it can be seen that the varying curves of objective values using RCPSO 
descend much faster than those using PSO and GA, and the objective values descent to lower level by 
using RCPSO than by using PSO and GA. So, it is concluded that RCPSO is more efficient than PSO and 
GA, and it is also concluded that the final searching quality of RCPSO is better than PSO and GA. 
Conclusion 
An approach by integrating the PSO with the CLS and RWM for solving the nonlinear optimization 
problem is presented. PSO with inertia weight has the ability of global exploration at the beginning and has 
a local exploitation at the end. Thus, there are possibilities for it to miss the global optimum point while in 
the beginning, and will fine tune the point at the end which may not be the global optimum. To overcome 
this drawback, CLS with RWM is integrated and used to improve the results of the PSO. The solutions of 
the PSO were given for the starting point of the CLS with RWM. The CLS explores the search space 
quickly with a gradient direction and guarantees a local optimum solution. The performance of the RCPSO 
method was tested for six famous benchmark optimization problems and compared with the results 
obtained by employing the standard PSO and GA. The RCPSO algorithm can find the global optimal 
solutions reliably with fast converging characteristics. 
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