This paper examines the impact of Ontario's Greenbelt legislation, a land use policy that permanently protects over 1.8 million acres of land from non-agricultural development, on farmers' exit and investment decisions. A farm-level panel data set for 32,512 farms in Ontario is used to perform two econometric estimations: a correlated random effects Probit model of farm exit and a dynamic unobserved effects Tobit model of farm investment. The Greenbelt policy is found to have influenced both farm exit and farm investment decisions, with the impact varying depending on location within the Greenbelt. In particular, the results indicate evidence of a negative impact on farm investment, which is contrary to one of the objectives of the Greenbelt policy.
Introduction
Ontario's Greenbelt (see Figure 1 ), a farmland preservation program implemented in 2005, permanently protects over 1.8 million acres of farmland and environmentally sensitive lands surrounding the Greater Golden Horseshoe -one of the most populous and fastest growing regions in North America -from urban development. This policy was implemented primarily in response to the significant loss of prime farmland that had been occurring in this area due to continually advancing urban sprawl 1 . In addition to protecting farmland, the goals of the Greenbelt included providing protection and support to the local agriculture industry in order to foster long-term investment in the industry and to contribute to its economic viability. Proponents of the Greenbelt argue that the permanent protection of farmland can serve as a commitment to the agricultural industry and stimulate farmers to invest and to be successful rather than waiting to "sell out" to developers, where farmland tends not to be used optimally for agricultural production.
On the other hand, contrary to other public land preservation policies, the Greenbelt protection applies to primarily private lands. Hence, this policy may influence decision-making by private landowners. For example, the protection of farmland may encourage farmers to invest in their operation and expand production, while concerns regarding potential declines in farmland values due to the loss of development potential may encourage them to sell their farmland. In addition, even with this protection, prior loss of local agriculture infrastructure due to encroaching urban development may reduce the likelihood that farms will invest or even stay in business. As a result, the impact of the Greenbelt legislation on farm structure, particularly farm exit and investment, remains unclear. On a broader level, while numerous farmland preservation policies have been enacted across North America, it is unclear whether the benefits of these policies extend beyond preservation itself to actually enhance the local agriculture industry.
The purpose of this study is to assess empirically the impact of the Greenbelt protection on farmers' decisions to expand production and to exit from agriculture. Although in recent years there have been a number of studies identifying factors contributing to farmers' exit and investment decisions (e.g., Goetz and Debertin, 2001; Benjamin and Phimister, 2002; Ahearn et al., 2005; Dong et al., 2010) , limited attention has been paid to the influence of land use policies on these decisions. In examining the effect of a dairy price floor policy on farm exit, Foltz (2004) also found that the number of acres of land preserved by the purchase of development rights (PDR) program in Connecticut had no significant effect on dairy farm entry or exit decisions or on dairy farm sizes. Foltz (2004) also highlights land use policies as an important avenue for future research. This paper builds on previous empirical studies that examined government policies and farm structure by focusing explicitly on the influence of a land use policy, i.e., the Greenbelt, on farm exit and investment decisions.
Given the prevalence of land use policies that have been implemented to protect farmland, it is important to determine whether such protection impacts the agriculture industry and, in particular, whether it influences farm-level decisions.
Generally, empirical models of farm exit and farm investment have been estimated using state-or county-level aggregate data. The models estimated in this paper take advantage of unique unbalanced panel data on individual Ontario farms for the period 2003-2011, which allows for controlling for many factors that could affect farmers' production and management decisions in order to identify the effect of the policy change. Similar to Kazukauskas et al. (2013) , we use a correlated random-effects (CRE) specification in a Probit model of farm exit to control for unobserved heterogeneity in identifying the impact of Greenbelt policy.
Though rarely reported in non-linear "difference-in-differences" models, treatment effects have more direct economic relevance than the coefficient of a treatment interaction term.
We apply a method recently proposed by Puhani (2012) to identify the average treatment effects of the Greenbelt policy on the treated (ATT).
Another advance made in this paper is that we employ a dynamic panel Tobit model with unobserved individual-specific effects to identify the impact of the Greenbelt policy on farm investment decisions. A dynamic panel setting is appropriate to capture investment dynamics at the farm level, since disaggregated investment decisions are often observed to be largely persistent. We apply an innovative approach to disentangle the effect of the Greenbelt policy from investment persistence due to unobserved heterogeneity or state dependence. In addition, by relaxing the strong assumption of independence between initial conditions and unobserved heterogeneity, this approach facilitates a simple estimation of policy treatment effects averaged across the distribution of the unobserved heterogeneity.
A Theoretical Model of Farm Exit and Investment Decisions and Strict Zoning Policies
Following Goetz and Debertin (2001) and Ahearn et al. (2005) , we view the exit decisions of farm operators as an outcome of comparing the present value of expected future utility derived from continuing farming (V tf ) and expected utility of quitting (V tq ), with the present value of expected future utility defined by:
where δ is the continuously compounded discount rate, and R is the rental rate for farmland.
In this model, the one period household utility (U t ) depends on goods and services consumed by the household (c), the investment of the accumulated savings (I), the labor hours (h), the decision whether to sell or continue renting the farmland (R), as well as a vector of other household characteristics (z). Expected utility (V t ) is maximized subject to standard constraints, such as existing production technology, intertemporal budget constraint and time allocations. Farm proprietors will continue in farming as long as V tf ≥ V tq .
The Greenbelt policy could potentially affect farm household decisions in different ways.
First, it impacts the expected utility associated with discontinuing the farm operation by directly affecting the sale price of farmland. If agricultural zoning has a negative effect on farmland sale price, as shown empirically in Lynch et al. (2007) and Deaton and Vyn (2010) , among others, then it directly decreases the expected return from selling a farm.
On the other hand, decreasing farmland value may lower the entry cost and therefore raise the number of potential entrants. Absent of zoning, the high cost of farmland represents a barrier to entry that may help to reduce competition from potential entrants and therefore sustain low productivity farms. In this regard, if strict zoning reduces farmland value and, subsequently, reduces entry costs of farming as well as marginal utility of farm work and farm investment, then it can assist in "crowding out" less efficient farms.
Second, the Greenbelt policy could either stimulate or discourage investment for existing farmers. Farmland in this area has generally appreciated steadily over time, mainly due to urban development pressure. The Greenbelt policy, however, precludes the possibility for the zoned agricultural lands to be developed for non-agricultural uses in the future. The resulting increased certainty for the agriculture industry in this area may encourage farmers to make a strategic commitment to farming, rather than waiting to sell out to developers, and invest more in capital, machinery and long-term conservation improvements in order to improve farm productivity in the long run.
There are also factors that could cause a negative effect of the Greenbelt policy on farmlevel investment. First, the timing of zoning policies is critical to the adjustment process. The agriculture infrastructure (i.e., farm services, input suppliers, etc.) in rural areas adjacent to large, growing urban centers may have deteriorated considerably prior to the implementation of the land protection policy. Such deterioration may substantially reduce the marginal return of additional investment in farming. Second, farmers' expectations may play a role in diminishing the "incentive" effect of the Greenbelt policy. While reduced farmland prices in the Greenbelt may make it less enticing to sell their farms, farmers may remain inactive in investment with the expectation of selling their farms when land prices go back up in the future.
Empirical Model
We capture the effect of the Greenbelt through a difference-in-differences (DD) approach.
This approach hinges on the "common trend" assumption, i.e. the difference in the average outcome between the treatment and the control groups (farms within and outside of the Greenbelt) remains constant over time without treatment. The policy effect of the Greenbelt protection is then identified by the difference in the expected potential outcomes conditional on treatment, defined as the average treatment effect on the treated (ATT):
where Y denotes the outcome of interest, with superscript 1 indicating participation in the treatment; X denotes a vector of control variables; d indicates the treatment status, which is equal to 1 if the treatment is received and 0 otherwise. Note that the counterfactual outcome
Using this approach, we first use a panel Probit model to examine the impact of the Greenbelt on the decisions of farmers to sell their farm and exit the industry. Next, we compare the investment patterns before and after the implementation of the Greenbelt policy across individual farms located in southern Ontario, both within and outside of the Greenbelt, utilizing a dynamic panel Tobit model.
Unlike the linear DD model, the treatment effects in nonlinear models like Probit or Tobit cannot be constant across the treated population (Athey and Imbens, 2006) . To address this issue, we follow Puhani (2012) by calculating the treatment effects on the treated as the incremental effect of the coefficient of the treatment interaction term θ, assuming a constant difference between groups across time in the unobserved latent variable (rather than the observed limited dependent variable itself).
The issue of endogeneity can arise with land use policies such as the Greenbelt, which can bias the estimated impacts of such policies. However, as discussed in Deaton and Vyn (2010) , endogeneity is unlikely to be an issue in the case of the Greenbelt due to the manner in which it was implemented. Specifically, the Greenbelt boundary was delineated without direct input or influence from individual landowners or from municipalities. As a result, neither landowners nor municipalities were able to self-select in or out of the Greenbelt.
This substantially reduces the likelihood of endogeneity, which was confirmed through testing procedures in Deaton and Vyn (2010) . Similarly, we anticipate exogenous assignment to the treatment and control groups.
Modeling the Probability of Exit
To explore the potential impact of the Greenbelt on farm exit decisions, we use panel data to estimate a random effects Probit model as follows:
where Exit * it is a latent variable denoting the unobservable value of selling farm i = 1, . . . , N in year t = 1, . . . , T , and the actual farm exit variable Exit it =1 if Exit * it > 0 and 0 otherwise.
GB i is a policy treatment variable indicating whether a farm is located in the Greenbelt area;
Y 05 t is a time dummy for post-Greenbelt years; τ t is a time dummy; x it is a vector of control variables; and u i denotes a time-invariant component capturing farm-specific unobserved heterogeneity.
As the standard random-effects model requires a restrictive assumption that the random effects (u i ) are not correlated with explanatory variables, we use the correlated random-effects (CRE) model, following Mundlak (1978) . More specifically, the unobserved heterogeneity is modeled in the following function:
where α 0 is a constant term andx i ≡ T t=1x it /T i . The time invariant disturbance term ε i is assumed to be independent and identically distributed with variance σ 2 ε and zero mean, and independent of of x it and v it .
Therefore, the full model may be written as:
We apply a recent method proposed by Puhani (2012) 
where 1 (·) is an indicator function. ATT would be readily computable by averaging TT across i and t.
In order to assess the fit of the binary choice model, we employ the expected Percentage of Correct Predictions (ePCP) statistic proposed by Herron (1999) , which essentially measures the average of the probabilities the hypothetical model assigns to the correct outcome category. The traditional model fit statistic, "percentage correctly predicted" (PCP), which reports percentage correctly classified by a model based on a classification rule -any observation with a predicted probability Pr j ≥ 0.5 are classified as 1, 0 otherwise -suffers the problem of overstated precision. For example, an observation with the predicted probability Pr j = 0.51 is treated equally precise as an observation with Pr j = 0.99 when the actual outcome Y j is 1. In contrast, ePCP distinguishes between large and small values of predicted probabilities Pr j by employing the following formula:
Obviously, models with high ePCP values are preferred, where only relatively small differences exist between observed outcomes and predicted probabilities.
Modeling the Level of Investment
There is well-documented evidence that physical capital investments are "irreversible" (e.g., Hill, 2010) ; as a result, farm investment decisions are made cautiously as well as infrequently.
Accordingly, farm-level data tends to contain a substantial number of zero observations for investment. We therefore treat investment as a corner response variable bounded below at zero and utilize a Tobit model to estimate the effect of the Greenbelt policy on the level of farm investment.
It is often observed that disaggregated investment decisions are largely persistent (e.g., Sakellaris, 2004) . To capture investment dynamics at the farm level, we employ a dynamic panel model. For dynamic nonlinear models with unobserved individual-specific effects, special attention must be paid to the treatment of the initial conditions. One possibility is to treat the initial conditions I * i0 as exogenous, i.e., a non-random starting value for each cross-sectional unit, implying a strong assumption of independence between initial I * i0 and unobserved heterogeneity u i . In the case of farm investment, for example, this amounts to assuming that unobserved individual specific characteristics such as "farm management skill" and "risk preference" are independent of initial farm investment. Wooldridge (2005) provided a simple, easily applicable solution to treat the initial conditions as endogenous by specifying an auxiliary distribution for the unobserved heterogeneity conditional on the initial outcome variable and explanatory variables. While Wooldridge's model includes values of the time-varying explanatory variables at each period (except the initial period), subsequent empirical work often uses a more constrained specification that includes the within-means of the time-varying explanatory variables. Rabe-Hesketh and Skrondal (2013) showed that the constrained model that includes within-means of time-varying explanatory variables across all periods can lead to severe bias for short panels and proposed several corrections.
In our work, we adopt the following version of Wooldbridge's dynamic Tobit model proposed by Rabe-Hesketh and Skrondal (2013):
where I * it is a latent variable that underlies the observed investment I it ; and the unobserved heterogeneity is defined as
To allow for the possibility that the effect of lagged investment varies depending on whether it was a corner solution (zero) or an interior solution, we use two transformed variables to capture these effects, i.e.:
Among other advantages, as pointed out by Wooldridge (2005) , specifying a distribution of heterogeneity conditional on initial conditions facilitates easy identification of partial effects on the mean outcome, averaged across the distribution of unobserved heterogeneity.
With βw it = ρg (I i,t−1 ) + γx it + α 0 + α 1 I i,1 + λx + i , the treatment effect on the treated (TT) can be easily computed as:
Data and Variable Descriptions
We use farm-level data for 32,512 farms from the Ontario Farm Income Database Table 1 . It is evident from this table that the share of exiting farms increased in the control group in the post-treatment period but decreased (statistically insignificant) in the treatment group. Also of note is that, while investment increased in both the control and treatment groups between the pre-and post-treatment period, the increase was insignificant for the treated farms.
In Canada, capital expenditures on depreciable property such as buildings, machinery and equipment are deducted over a period of several years instead of in full in the year of purchase. This yearly deduction is called a capital cost allowance (CCA). Since we do not have data for net investment, we construct the investment variable based on a five-year leading moving average of CCA, that is
Using the moving average instead of the original level of CCA helps alleviate the effect of arbitrary manipulation of CCA for tax-saving purposes. As shown in Table 1 , while both groups increased investment in the post-Greenbelt period, the average farm investment is larger in the treatment group both before and after the implementation of the Greenbelt policy. Table 2 presents the descriptive statistics for all variables used for the empirical analysis.
The key explanatory variables of interest are the Greenbelt policy variables. As evident in Figure 1 , the Greenbelt consists of three distinct areas: the Protected Countryside (PC) area, the Oak Ridges Moraine Conservation Plan (ORM) area, and the Niagara Escarpment Plan (NEP) area. The latter two of these zones, the ORM and the NEP, had previously been protected (though less restrictively) by specific provincial regulations prior to the implementation of the Greenbelt. For this reason, we consider the disaggregated effects of PC, ORM, and NEP. As we do not have the physical address of farms in the data set, the way in which we identify whether a farm is within or outside of the Greenbelt boundary is based on the postal codes on record 2 . Geographic information systems (GIS) software was used to identify the percentage of land for each postal code area that is within the Greenbelt boundary. For postal code areas that are not fully within the Greenbelt, the assumption is that the higher the percentage of area within the boundary the greater the likelihood that the farm is located in the Greenbelt. However, to reduce the likelihood of incorrect identification of farm locations with respect to the Greenbelt boundary, we exclude observations whose postal code areas have a proportion of 25%-75% of land located in the Greenbelt boundary (we further address this issue through robustness checks). The remaining lower end and higher end observations are assigned to 0 and 1, respectively, for the Greenbelt dummy variables.
A similar approach is used to assign farms to the three areas within the Greenbelt. Under this classification, 1,153 (3.5%) farms are identified as inside the PC area, while only 27 and 19 farms are located inside the ORM and NEP areas, respectively. Evidently, the majority of Greenbelt farms are in the PC. Next, we define post-treatment variables (GB_post, P C_post, ORM _post, and N EP _post) for farms located within the Greenbelt boundary in post-policy years (i.e., 2005 onward). We conduct joint Wald tests for both components of the analysis to determine whether the estimated Greenbelt effect should be disaggregated for the three zones.
We control for a variety of farm-level factors that we expect will influence farm decisions.
These include profitability as measured by operating profit margin ratio 3 , operating efficiency as measured by operating expense ratio 4 , farm size categorized by total operating revenue (the omitted size is that of farms with revenues between $10,000 and $49,999) 5 , the number of family employees indicated by the number of taxfilers associated with the farm operation, farm type based on the percentage of the sales of the major commodity or commodity group (the omitted type is field crop farms), whether the farm is incorporated, and whether the farm uses credit. To account for the effect of specialization/diversification, we control for the proportion of revenue contributed by the major commodity. We also include interest expense, as a proxy for the amount of farm debt, and rent expense variables.
Farm management decisions may be influenced not only by farm-level factors but also by the location of the farm. Specifically, the proximity of a farm to urban areas may influence these decisions. To account for this potential influence, we include the distances from the postal code area centroid (since we do not have farm addresses) to the city of Toronto and to the nearest urban area with population greater than 50,000.
In addition to the Greenbelt policy, Ontario has a number of other programs intended to strengthen the viability of farm operations and to support investment in farm operations: for example, business risk management (BRM) programs such as AgriStability and AgriInvest.
In order to capture the effects of these programs we include a variable to measure total government payments. Government program payments have also been used as a determinant of farm exit by Kazukauskas et al. (2013) and by Goetz and Debertin (2001) .
Finally, to account for unobserved heterogeneity, we include year-averaged variables for profitability, operating efficiency, interest, rent, and government payments.
Results
In this section we present and discuss the empirical results. We begin by discussing the parameter estimates for variables that affect the probability that a farmer exits farming, including the Greenbelt variables. Subsequently, we discuss the effects of the Greenbelt variables on farm investment. The tables of results for both components of the empirical analysis include parameter estimates for the primary models as well as for alternate model specifications used for robustness checks, which are described below. to reject the hypothesis that the policy effect is the same across the three Greenbelt zones.
Estimation Results for Probability of Exit
As a result, the Greenbelt policy effect is estimated using a single variable (GB ), following
Equation 4.
Most of the time-averaged control variables are statistically significant, suggesting that the CRE specification is appropriate. The signs of the year-averaged variables indicate that higher levels of debt (i.e., interest expense) and lower operating profit margins are associated with a higher probability of exit, which is consistent with expectations. One interesting finding is that the sign of lagged interest expense is the opposite of the corresponding timeaveraged variable. The interpretation of this finding is that taking on more debt in the previous year may help farms temporarily stay in business; however, in the long run, farms relying on high levels of debt have a higher probability of going out of business.
As for other control variables, the results suggest the likelihood of exit is higher for farms that are less diversified, unincorporated, and smaller-sized (lower revenue class), as well as for farms hiring fewer family members. Conversely, usage of credit, higher government payments, and higher rent expenses are found to decrease the probability of exit. Differences in the probability of exit are found to exist across farm types, where, relative to field crop farms, the probability is significantly higher for all other farm types except for beef, tender fruits, and other crops. The location of the farm with respect to urban areas is also found to influence the likelihood of farm exit, where farms in closer proximity to urban areas are more likely to exit. This is consistent with the effects of urban development pressure on surrounding farmland.
The results for a number of these control variables are consistent with those of previous studies. For example, Goetz and Debertin (2001) found that government payments reduced the probability of farm exit and that significant differences in exit existed between various farm types, while Ahearn et al. (2005) and Dong et al. (2010) each found inverse relationships between farm size and exit rate.
We now turn to the effects of the Greenbelt policy variables. We find that the implementation of the Greenbelt has had a negative and significant effect (though only at the 10% level) on the probability of exit. This suggests that the protection for the agriculture industry provided by the Greenbelt policy may have reduced farm exit in the Greenbelt relative to areas outside the Greenbelt. The corresponding treatment effect, calculated based on Equation 5, indicates that, on average, farmers in the Greenbelt area have a 2.1% lower probability of going out of business following the implementation of the Greenbelt zoning policy, relative to farmers outside the Greenbelt boundary (see Table 5 ) 6 .
As a robustness check, we use an alternate, more restrictive threshold to specify whether a farm is located within or outside the Greenbelt boundary. Instead of omitting farms in postal code areas that are between 25% and 75% within the Greenbelt, we use 10% and 90%
as the cut-off percentiles for the treatment and control groups, where farms in postal code areas that are greater than 90% within the Greenbelt are assigned to 1 for the Greenbelt dummy variables. Column 2 of Table 3 reports the results of this model specification, which are qualitatively the same as those of the primary model.
Next, to reduce the potential influence of outliers, we estimate the model using a reduced sample. Since small farms with very low operating income may have a substantially different production function and may benefit from off-farm income, their decision-making processes may not be consistent with those of typical farming operations. As a result, we exclude unincorporated farms with total operating revenues below $10,000. The results of this specification, provided in column 3 of Table 3 , indicate that the impact of the Greenbelt policy remains qualitatively unchanged relative to the primary model. Hence, overall, these results imply that the Greenbelt policy has influenced farm exit decisions in a manner that appears to be consistent with the goals of the Greenbelt policy.
Estimation Results for Level of Investment
The dynamic Tobit estimates for farm investment are provided in Table 4 . Both lagged investment variables are significant, which suggests that high levels of persistence exist in agricultural investment. The effect of I i1 is significant at the 5% level, which implies endogeneity of the initial conditions. The LR test statistic suggests that the random effects model is more appropriate than a pooled model. A joint Wald test of equality of the coefficients PC_post, ORM_post, and NEP_post rejects (at the 10% level) the hypothesis that the policy effects of the three Greenbelt zones are the same. This implies that the unrestricted model that explicitly estimates the effects of the Greenbelt in each of the three zones is more appropriate. Hence, for the estimation of this model, the variable GB in Equation 6 is broken down into three variables that correspond with the three areas of the Greenbelt.
The results for the time-averaged control variables indicate that farms with higher rent expenses and lower government payments tend to invest more. Similar to the farm exit model, opposing effects are found for lagged interest expense and the corresponding timeaveraged variable. The interpretation of this finding is that more debt in the previous year may discourage farm investment temporarily; however, in the long run, a high level of debt is associated with a higher level of investment.
The signs of other control variables indicate that less diversified farms and unincorporated farms have higher levels of investment, while farms with more family employees and usage of credit have lower investment. A number of significant differences in investment exist across farm types, where, relative to field crop farms, investment is significantly lower for dairy, floriculture, nursery, tobacco, other fruits and vegetables, and other animal farms. Finally, investment is not significantly influenced by profitability or operating efficiency 7 .
The effects of the Greenbelt policy are found to vary by zone (see Table 4 ), with a significantly negative effect in the PC and a significantly positive effect (though only at the 10% level) in the ORM. Calculation of the corresponding treatment effects, based on Equation 7, indicates that relative to areas outside the Greenbelt the average investment of farms in the ORM would be $3,406 higher following the implementation of the Greenbelt zoning policy while the average investment of farms in the PC would be $1,067 lower (see Table 5 ). This negative effect may be due to farmers' inactivity in investment with the expectation of selling their farms after the implementation of Greenbelt policy.
As with the farm exit model, we perform robustness checks to examine whether our results are robust to alternate thresholds (10% and 90%) for the specification of the treatment and control groups and to a reduced sample specification in which unincorporated farms with revenues below $10,000 are excluded. As evident in Table 4 , the results of these specifications indicate that the policy effect in the PC is consistent with the result of the primary model while the effect in the ORM is not significant across all models.
In addition, we perform a third robustness check in which we use an alternate specification of the dependent variable, where the level of investment is specified based on a four-year instead of a five-year leading moving average of the CCA. As shown in column 4 of Table 4 , the results of this specification are qualitatively the same as those of the other two robustness checks for the PC, while the effect in the ORM is not significant. Overall, these results provide evidence that the implementation of the Greenbelt has negatively impacted the level of farm investment in the PC, an outcome that is contrary to the goals of the Greenbelt. Conversely,
given the results of the robustness checks as well as the very low number of observations in the ORM and the relatively low level of statistical significance, the positive impact in the ORM observed in the primary model should be viewed with caution.
Conclusions
Economic theory suggests competing hypotheses regarding the effects of zoning policies on farm exit and investment decisions. This paper examines empirically the impact of the Greenbelt policy on the Ontario agriculture industry using farm-level panel data. This paper adds to the literature on factors that influence farm exit and investment decisions, but is, to our knowledge, the first study to explicitly examine the impacts on farm exit and investment of a land use policy that was implemented to protect the agriculture industry.
This study may have application for areas with other farmland preservation programs, such as purchase or transfer of development rights (PDR/TDR) programs.
We use a difference-in-differences approach to estimate the effects of the Greenbelt policy on farmers' exit and investment decisions. We find evidence that the Greenbelt policy has influenced both exit and investment decisions. The probability of farm exit is found to have decreased among farms in the Greenbelt relative to farms outside the Greenbelt, which suggests that the protection for the agriculture industry provided by the Greenbelt has reduced farm exit. However, the level of farm investment in the Protected Countryside area of the Greenbelt has been negatively impacted relative to areas outside the Greenbelt, a finding that is supported by the robustness checks. This impact is contrary to one of the stated objectives of the Greenbelt policy, as the protection provided by the Greenbelt does not appear to have enhanced investment in the local agriculture industry. While these results with respect to the impacts on farm exit and on investment appear to be conflicting, the reduction in farm exit may have occurred due to the decrease in farmland values caused by the Greenbelt policy (see Deaton and Vyn (2010) ), which may have delayed farm exit decisions in the hope that prices would recover, during which period no major farm investments are made.
There are limitations inherent in this study that should be acknowledged. There are potential limitations associated with the specifications of the dependent variables for both components of the analysis. Farm-level investment is not specifically observed; as a result, capital cost allowance is used as a proxy for the level of investment. However, since capital expenditures are typically depreciated over a number of years, there is likely a high degree of correlation between investment and capital cost allowance, which enhances the suitability of the use of CCA as a proxy for investment. Nonetheless, the inability to observe actual investment levels remains a potential shortcoming of this study. In addition, this variable would not capture alternate forms of investment such as long-term investment in soil quality through production practices such as reduced tillage. Farm exit is determined by the discontinuation of farm identifiers in subsequent years of the data. However, farm restructuring (i.e., incorporating the farm) or ownership changes (i.e., transferring ownership from father to son), where the farm does not actually go out of business, would result in a new identifier being assigned to the farm. Since the original identifier is discontinued, this would be interpreted as a farm exit. Such cases likely comprise only a small proportion of farm exit observations, but the possibility remains that this could influence the results. Finally, the method for identifying whether farms are located in the Greenbelt (i.e., farms in postal code areas that are at least 75% within the Greenbelt area are identified as being located in the Greenbelt) allows for the possibility of incorrect identification, which could bias the results. However, the results of the robustness checks in which 90% is used as the threshold for identification within the Greenbelt are qualitatively consistent with the results of the primary model.
The implications of the results of this study are notable. The finding of decreased investment in the PC suggests that the Greenbelt policy has not achieved the objective of enhancing long-term investment in the local agriculture industry. This finding also contradicts the argument of Greenbelt proponents that permanent protection of farmland can stimulate investment in the agriculture industry. It may be the case that the infrastructure (i.e., farm services, input suppliers, etc.) necessary to support the agriculture industry in the Greenbelt area had already deteriorated considerably prior to the implementation of the Greenbelt. Such deterioration, which can often occur in rural areas adjacent to large, growing urban centers, may discourage additional investment in agriculture despite the protection of the agriculture industry from encroaching urban influence that was provided by this policy. This suggests that the timing of land use policies to protect the agriculture industry in near-urban areas is critical. A more in-depth examination of agriculture in the 
