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Sunnnary 
Many statistical problems lead to posterior expectations that are 
linear combinations of the sample mean and the prior mean. Erickson 
[1969] proposed a characterization of such results for the univariate 
case. In this paper we discuss the natural multivariate generalization 
of his results, as well as extensions to quasi-linear posterior 
expectations resulting from two-stage prior structures. We also 
consider the applicability of these results for exponential family 
distributions in a form suggested by Jewell (1975]. 
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1. Introduction 
Following up on a aeries of results available in the statistical 
literature on posterior means which are linear combinations of a sample 
mean and a prior mean, Erickson (1969) proposed a simple characterization 
of such results in the univariate case. Suppose ~· • (X1,x2, ••• ,Xn) are 
jointly distributed random variables conditional on an unknown parameter 
vector ~. with common mean, m(~), and finite variances V(Xil~). Let 
have a prior distribution such that E(m(~)) • m, 0 < V(m(~)) < m, and 
the posterior mean of m(8) given X • x is of the form: 
- - -
E(m(~) I~> - ax+ B 
where a and B are independent of x. Then 
xV(m(~)) + mE8V(xf~) 
E(m(~) I~)• 
V(m(~) + E0V(xl2) 
Hartigan [1969] derived related results using a "linear" version of 
Bayes' theorem, where the structure in (1.1) is formally true. 
Goldstein [1975), building on Erickson's result, noted that when 
(1.1) 
(1.2) 
(1.1) holds, the moments of the prior distribution are uniquely determined, 
and he gave a recursive expression for their derivation. Kagan, Linnik, 
and Rao (1973, Addendum B] also discuss linear characterizations in terms 
of moments of the prior distribution, but they use their characterizations 
primarily to develop results that hold off both the sampling and prior 
distributions are normal. 
Parallel to the developments in the statistical literature, Jewell 
[1974a, 1974b, 1975) put foward a series of resu~ts on linear Bayes pre-
diction in the context of the actuarial work on credibility theory. 
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These results provide multivariate generalizations of (1.1) and (1.2), 
and describe a class of distributions for which posterior means are 
linear. Diaconis and Ylvisaker (1977] give a rigorous treatment of 
several of Jewell's results. 
In Section 2 we review the multivariate generalization of Erickson's 
result due to Jewell. Then we go on, in Section 3, to show how the 
linear structure of the Bayes predictors are modified when the parameters 
of the prior distribution are themselves viewed as random variables. In 
the univariate case, such structure leads to replacing a and B in (1.1) 
by quantities that are functions of the data, x. In Section 4, we consider 
the special case of exponential family distributions with conjugate priors. 
This is the most :Important class of distributions for which the results of 
Section 2 hold. 
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2. Multidimensional Linear Bayes Estimators 
Let !i• ! 2, ••• , !n be independent identically distributed 
p-dimensional random variables such that 
(2.1) 
where ! is of dimension s and t is a vector of hyperparameters of 
dimension 3. Moreover, let us denote the variance-covariance matrix of 
!1 with respect to this conditional distribution by 
(2.2) 
We wish to find the posterior mean of~(~) (given the data and t>, a 
parameter which is often of interest in its own right or because it is 
the mean of the predictive distribution of a·new observation !n+l given 
the observed values for x1, x2, •.• , X. ... - -n 
Averaging over the conditional distribution of 8 given ~ we 
get the quantities 
and 
We assume that D is positive definite so that D-l exists. 
- 0 
Suppose that the posterior expectation of ~(~) given !i • ~l' 
x2 • x2, ••• , X • x has the linear form 
- - -n -n 
(2.3) 
(2.4) 
(2.5) 
- s -
Then it follows (see Jewell [1974b]) that the posterior mean of 
! given ! and the sample !l • ~1 , ! 2 • ~2, ••• , ~n • ~n is 
E~l!1•!2•···!n•~(~(~)) • E~l!,1(~(~)) 
- * 
• i1 + C 1-U m < lJJ) , 
...... ~ """ --
(2.6) 
(2.7) 
where I is the pxp identity matrix, i' is the vector of sample means, 
and ~ is defined by 
-
Z(E + nD) • nD 
- - -
-
::: 
Alternatively we can define 
and then ~ is given by 
-1 Z • n(N + nl) • 
- - -
The linear property exhibited by (2.6) is referred to as exact 
credibility by those in the actuarial profession and ~ is known as 
the credibility matrix. 
(2.8) 
(2.9) 
(2.10) 
Equations (2.6) and (2.7) provide the multivariate generalization 
of equations (1.1) and (1.2) when we assume that our observations are 
independent and id.entically distributed. Clearly they can be further 
generalized to the situation where x1, x2, ••• , X have a common mean 
- - -n 
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m(8), but are not necessarily independent given 8. The linear Bayes 
~ ~ 
estimator is still of the form (2.7), but expression (2.8) for Z is 
replaced by 
"' Z(E + D) • D. 
st, = ::: = 
* * ~ (~) • E~I~(~ (~,~)) , 
and 
c*(e,~) • VarX X X fe ,,.(x) • 
~ ~ ~ -l'-2•···•-n - ! -
-
~ 
(2.11) 
(2.12) 
{2.13) 
For the remainder of the paper, we work with the less general form 
of independent identically distributed random vectors. 
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3. Quasi-Linear Bayes Estimators 
Expression (2.7) gives the posterior mean of the sampling distribution 
as a vector of linear combinations of the sample means ~ and the prior 
* mean ~(!),given the hyperparameter $. The weights for the linear 
combination also depend on t through the matrices Z, E, and D. 
== == = 
Now let ! • (~1 ,~2) where ~l has a density !C~1). Then 
I 
E~l!,t2{~{~)) • /E~l!,t1•t2{~{~)) • !<t1i!,t2>dt 
• Et1l!,tJ~] . ~ + E!il!•t2 [~ - ~~"'{t~ (3 .1) 
• ~(~,~2>~ + [! - ~(~,~2>] ~(~,t2> ' 
where 
W(x,1"2> • E1,, Ix 1" Z(,.P) ' 
- ~ ~ !1 ~·~2= ~ 
(3 .2) 
and 
~{~, t2> • [E!1 l!•!/!-~<t»] -1 • E!1 l!,t2 [<~-:{!})~ *<!~ • (3 .3) 
Thus we end up with a quasi-linear posterior mean of a form similar to 
(2.7), but where the new version of the credibility matrix Z is a 
matrix : which is the average of 
~ 
Z over the distribution of 
~ 
and now depends on the sample data through the mean ~-
!1 
If we actually did not know ~(~1), we misht choose to use the 
marginal likelihood L(~Jp1,~2) to get a marginal maximum likelihood 
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estimator of !i for fixed ~2, ~l • ~1(~,t2). Then the compound 
Bayes estimator of Eelx,~ (~(~)) has the same form as the estimator 
- - -2 
in expression (3.1) with ~ and ~ replaced by 
w*<i,$ > • [~<~~ $ -~ , ~ - -2 - ~l -1 (3.4) 
and 
*-~ (~·!2> - r(I-~<!»~*<!>] $ _$ ~ = - -1 -1 (3.5) 
Examples of such approximations to quasi-linear Bayes estimators 
are given by Sutherland, Holland, and Fienberg [1975), and by Zellner 
and Vandaele [1975]. 
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4. Multivariate Exponential Families 
A general class of sampling distributions for which the results of 
Sections 2 and 3 can be shown to hold is the multivariate exponential 
family with natural parameter e. The results are exact in the case 
-
where ~ has a "simple" conjugate prior distribution or an "enriched" 
conjugate prior distribution. The converse of the linear Bayes 
result, where we begin with the linear posterior mean (2.6) and ask 
if we can conclude that 8 has a conjugate prior (or a mixture of 
such priors) has been explored by Diaconis and Ylvisaker [1977]. 
Suppose X is a p-dimensional random variable from the 
-
multivariate exponential family with natural parameter 8 and density 
p(xle) -
- -
a(~) exp(-~'~) 
c(8) (4 .1) 
where the normalization constant c(~) is found by integrating the 
nwaerator of (4.1) with respect to ~- We assume that the minimal 
representation (see Barnsdorff-Nielsen [1973]) for the density is as 
given in (4.1). Then x is a minimal sufficient statistic for ~, 
and 
E(!I~) - ~(~) 
--
alog c(~) 
ae 
fa2(-log c(~))} ~(~) 
var<!I~> • L aoiaoj • -~ 
(4.2) 
(4.3) 
Example 1. 
covariance 
Suppose X 
-
-1 
n I, i.e. 
-
-
X -
-
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is multivariate normal with mean 
'7 p (~,n -lI) • 
-
Then X is exponential family form with 8-Nµ, 
- -
c(0) • (2n)P12n-½exp{~'~} , 
and m(8) • µ • -0/n. 
- - -
µ and 
... 
Example 2. Suppose X is multinomial with sample size n and cell 
probabilities n' • (n1, •.• ,np), i.e. 
X - 71/. (n, n) • 
- p ... 
Then, ignoring the redundant parameter (since Ini • 1), we again 
i 
have X in exponential family form with 0 defined by 
and 
-8 i 
e 
ni • p -0 ' 
I: e j 
j•l 
c(~) « I: e j • 
[ 
p -8 ~ n 
j•l 
The mean is ~i(~) • nn. 
Both examples have been chosen to allow for the interpretation of 
the components of ~ as averages, or sums. Thus we are in effect dealing 
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with a sample of independent identically distributed random variables 
from a multivariate exponential family. 
We wish to characterize the class of prior distributions for 
the natural exponential family parameter ~ which yield posterior means 
for ~(~) that are linear in ~· the average for a sample of size n. 
A natural starting point for inquiry is the class of "simple" conjugate 
prior densities 
-n 
u(8) a: G<~>] 0 exp(-~·~0) , (4.4) 
with n0 > O. The posterior density of ~ for a sample of size n is 
of the same form as (4.1) with n0 and ~O replace by 
n 
xO + l: xi. If we assume suitable regularity conditions and the 
- i•l -
like for the density ~(~) (see e.g. Jewell [1974b] or Diaconis 
and Ylvisaker, [1977]), it follows that 
(4 .5) 
• where ~ is the prior mean, i.e. 
(4 .6) 
Thus each component of this posterior mean is the same linear combination 
of the sample mean and the prior mean. The specialization of this 
result to the two examples above is well known (e.g. see Sutherland, 
Holland, and Fienberg, [1975]). 
To achieve the full generality of the structure of expression (2.7) 
we need to go beyond "simple" conjugate priors of the form (4 .4)° to 
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ones which allow a full prior covariance structure ~O where we had 
n0! in (4.4). Thus we now take the "enriched" conjugate prior 
u(8) a: P [ ( ,J-niO -e'xo 1:1 di ~iiehJ e , (4. 7) 
where n
10 
> 0 (1•1,2, ••• ,p), and we assume the existence of an invertible 
pxp matrix,~' such that the linear transformation~~ yields a set of p 
~ ~ 
independent random variables, each of which has a univariate exponential 
distribution, with natural parameters ~ • t'~ and normalization constants 
{di(~i)}. This formulation includes as a special case the well-known 
example of a multivariate normal random vector with known covariance 
matrix r. 
::: 
Jewell [1974b] proves that the posterior mean of~{~) when the prior 
X is (4.7) is given by expression (2.7) where m • ~O' 
-1 ~ • ~o~ (4.8) 
and !o • diag(n10,n20, ••• ,np0). 
By extending the exponential family density in (4.1) to allow for 
functions of x as the minimal sufficient statistics, Jewell also shows 
~ 
how we get linear Bayes predictors of the desired form, (2.7). These 
extensions include the well-known case of a Normal-Wishart prior for 
independent identically distributed normal random vectors with unknown 
mean and unknown covariance matrix. 
Mixtures of the priors considered in this section also yield linear 
Bayes estimators. 
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5. Discussion 
The exponential family distributions with suitable conjugate 
priors and their extensions do not determine a general class of 
sampling distributions and priors for which the linear structure of 
(2.7) holds. Diaconis and Ylvisaker [1977] explore the general 
location parameter problem, and provide an extension to the theorem 
of Goldstein [1975], which goes well beyond the exponential family 
class of distributions. 
Because the structure of linear predictors is so intuitively 
appealing, a natural class of extensions worthy of further exploration 
involves the possible existence of linear Bayes structures similar 
to (2.7) for exponential response models. In these models the natural 
parameter vector 0 • ~I• where ~ can change from one observation 
to the next {see e.g. Dempster [1971] and Haberman [1977]). Some of 
the calculations in Hartigan [1969] seem to be relevant here, and it 
may be that the posterior linearity for the general exponential 
response model will be approximate at best. 
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