element of D D D is equal to 0 for n + 1 k m. Consequently, a k = 0 w.p. 1 for n + 1 k m. Therefore, we conclude thatŴ W W s is block diagonal. The upper left n2n block is a diagonal matrix, with diagonal elements c= p d k ; the lower right block is arbitrary, since b k = a k = 0 regardless of the choice of this block. We, therefore, chooseŴ W W s to be a diagonal matrix with the first n diagonal elements equal to c= p d k and the remaining diagonal elements equal to 0.
If we choose to minimize the MSE with respect to c as well, then it is straightforward to show that the optimal value of c is given by s = 1 [8] , "Least-squares orthogonalization using semidefinite programming," Linear Alg. Appl., submitted for publication. [9] 
Deviation Bounds for Wavelet Shrinkage
Dawei Hong and Jean-Camille Birget
I. INTRODUCTION
We address the classical problem of the reconstruction of signal samples from noisy samples. We consider an original signal of bounded duration f: t2[0; 1] ! f(t)2R. We also have additive noise e: [0; 1]! R. Thus, the observed noisy signal at time t is y(t)=f(t)+e(t).
We sample the noisy signal at n uniformly spaced instants and we denote the sample values by yi = fi + ei = f i n + e i n (for1 i n):
Our goal is to recover a good approximation of the original signal samples (f 1 ; . . . ; f n ) from the noisy signal samples (y 1 ; . . . ; y n ). For this to be possible we need some assumptions that distinguish the signal from the noise.
• The original signal f has a certain degree of "smoothness," i.e., f belongs to a Hölder class 3 (M) for some > 0 and M > 0.
• The noise is "random," i.e., (e 1 ; . . . ; e n ) consists of n independent random variables.
The Hölder classes are defined as follows:
For 0 < 1; 3 (M) = fh 2 R . . . ; y n ), where n 2 J . This yields the "empirical wavelet coefficients" (1; . . . ; n). ( Step 2) Fix a "threshold" n (>0) and apply either "hard" or "soft thresholding" to ( 1 ; . . . ; n ).
Hard thresholding consists of replacing each i by 0 when j i j n , and keeping i unchanged when j i j > n .
Soft thresholding consists of transforming each i as follows: i is replaced by 0 if j i j n ; if i > n , i is replaced by i 0 n ; if i < 0 n , i is replaced by i + n .
(Step 3) Apply the inverse DWT to the result of (2). This yields the estimate (ỹ 1 ; . . . ;ỹ n ).
To what extent does wavelet shrinkage depend on the smoothness conditions of the signal f and on the randomness conditions of the noise samples ei, and how do the estimatorsỹi approximate the original signal f? In [6] , [7] , it was assumed that the e i are independent and identically distribute (i.i.d.) Gaussian variables with distribution N(0; 2 ), and the threshold was chosen to be n = 2 log n n :
Assuming that f 2 3 (M) (the Hölder class) with > 0, it is proved in [6] , [7] that
where C depends only on M and on the wavelet system used. It was observed in [6] , [7] (the proofs are due to Lepskii [9] and to Brown and Low [3] ) that this upper bound is optimal over all possible algorithms, if the parameters and M are not known. For the optimality of the wavelet shrinkage algorithm it is important that the threshold be of the form c 1 log n n (where c does not depend on n).
Since the publication of [6] , [7] there has been further progress on wavelet shrinkage ( [13, Ch. 6 ] is an excellent reference up to 1999). Most recently, Averkamp and Houdré [1] , [2] expanded the scope of wavelet shrinkage by allowing the noise samples e i to have different distributions Fi, chosen from a wide class of distributions. They show in [1, p. 32 ] that the error expectation of the wavelet shrinkage algorithm for bounded noise is roughly the same as for Gaussian noise, if the parameters and M of the Hölder class of the signal are not known.
They also discuss various choices of thresholds.
All the results on wavelet shrinkage in the literature so far have evaluated the quality of the approximation by bounding the expectation
. In this correspondence, we study the deviation bound (rather than just the expectation) of the maximum squared error maxf(ỹi 0 fi) 2 : 1 i ng.
Assumptions: We assume that the signal f belongs to a Hölder class A theoretical lower bound for the minimum number of samples n0 is 2 9 = 512 when 0 < 1; when > 1, n 0 = (4 + 2) 2+2 1
(log 2 (4 + 2)) 2 . In most practical applications, it is the case where 1. Taking more than 512 samples from a signal is quite easy for today's computer.
Many applications of denoising are carried out in real-time environment. For example, recognizing a warship by its shape, ours or enemy's, in foggy sea. A signal is presented a few times. The computer system must respond promptly. Suppose that the wavelet shrinkage is employed for denoising. The sharper the deviation estimate, the more we can trust the outputs from the wavelet shrinkage. We prove a deviation bound on the maximum squared error that is stronger than the usual expectation error bound given in analysis of the wavelet shrinkage. Theorem 1.1 shows a better behavior for the maximum squared error and thus from application viewpoint gives more confidence in the wavelet shrinkage.
The main technique we use to prove Theorem 1.1 is Talagrand's isoperimetric theorem [12] , which has been very successfully applied to probabilistic analysis of combinatorial optimizations [11] , but has not been used in analysis of the wavelet shrinkage. We find that the discrete wavelet transform can fit into the framework of Talagrand's convex distance (it is technically nontrivial), which gives a new approach to estimates for the wavelet shrinkage.
The remainder of this correspondence is organized as follows: In the next section, we give preliminaries on wavelets and Talagrand's theorem. Then, in the last section, we prove Theorem 1.1.
II. PRELIMINARIES

A. Wavelets
We will usually follow the notation of [5] regarding wavelets, the only exception being that we reverse the multiresolution indexes. More- In this correspondence, we will use two wavelet systems. The Haar wavelets (because of their simplicity, especially for programming purposes), and the interval wavelets with predefined vanishing moments, based on Daubechies wavelets (Cohen, Daubechies, Jawerth, Vial [4] ).
For the Haar wavelets, the scaling function is '(x) = 1 when 0 < x 1, and '(x) = 0 otherwise. Hence, ' j; k (x) = 2 j=2 when k2 0j < x (k + 1)2 0j , and ' j; k (x) = 0 otherwise. The Haar wavelet function is (x) = 1 if 0 < x 1 2 , (x) = 01 if For the interval wavelet system of [4] , with N vanishing moments, the scaling function ' and the wavelet function are complicated.
However, all we need to know about them is the following.
• A multiresolution of L The DWT is an orthogonal transformation (represented by an orthogonal matrix W ).
We will always assume that n is a power of 2: n = 2 J . Throughout this correspondence, log will refer to log 2 , and ln will denote the natural logarithm.
Let us now return to the analysis of a noisy signal y(t) = f(t)+e(t). where C' 1 depends only on the wavelet system.
The two propositions in this subsection can be proved by straightforward calculations. We omit the proofs.
B. Talagrand's Isoperimetric Theorem
We shall use the following result of [12] . Let (; 6; i ) (i = 1; . . . ; n) be probability spaces, and let n be the product space with product measure P = 1 To simplify the notation we often write e i (!) for e i (! i ).
In what follows, the proofs are technical. But there is a clear guideline. To apply Talagrand's theorem we need a subset A of n which has positive probability. Moreover, the maximum squared error for noise e(!), ! 2 A, is small. A technical difficulty is how to construct such a subset A. We do this in Section III-A. After A is obtained, in Section III-B, we expand A by Talagrand's convex distance. We achieve this by relating the discrete wavelet transform to Talagrand's convex distance. The following lemma shows that A has positive probability measure, a desired property. To prove this lemma we need a classical result from probability theory. log n n by using j J 0 log J + 2 for the last inequality.
By an argument similar to the above we obtain the bound for jc (e(!)) J ; k j.
To implement wavelet shrinkage we need two parameters: a decomposition level J 0 and a threshold n; . We define J1 = 1 1 + 2 (J 0 log J) and we choose J 0 so that J 0 J 1 .
For the Haar wavelets (when 0<1) we can simply pick J0 =0, but for the interval wavelet system (when 1< and we have N =de vanishing moments), we also require (see [4] ) that J 0 1+log(2N01).
When > 1 we choose
Thus, for J 0 to exist (when > 1) we need n = 2 J to be such that 1 + log(2de 0 1) J1:
A sufficient condition for this is that J 0 log J (1 + log(2 + 1))(1 + 2) or equivalently n log n (4 + 2) 2+1 :
By using the fact that n log n is an increasing function of n and that the relation y log y x is implied by y x 1 log x 1 log log x, we have the following sufficient condition on n.
When > 1 we assume that n (4 + 2) 2+2 1 (log(4 + 2)) 2 :
We use the threshold n; = C'b 1 + 2 (1 + ) ln 2 log n n :
The first step of the wavelet shrinkage algorithm is DWT, which maps (y1; . . . ; yn) to p n (c We shall show that B contains a subset that is an expansion of the subset A within Talagrand's convex distance, and thus has probability measure quite close to one (Lemma 3.5). Furthermore, for every ! 0 in B , the wavelet shrinkage works as well as it works for ! in A (Lemma 3.6). The lemma then follows from Lemma 3.3.
For the following lemma we use the threshold n; as above; we let n 0 = 2 9 when 0 < 1, and n 0 = (4 + 2) . . . ; a n ) 2 A :
We choose the following n vectors for = (1; . . . ; n) in the above formula:
(jW 1;`j ; . . . ; jW n;`j ) ; for`= 1; . . . ; n: 
A New Metric for Probability Distributions
Dominik M. Endres and Johannes E. Schindelin
Abstract-We introduce a metric for probability distributions, which is bounded, information-theoretically motivated, and has a natural Bayesian interpretation. The square root of the well-known distance is an asymptotic approximation to it. Moreover, it is a close relative of the capacitory discrimination and Jensen-Shannon divergence.
Index Terms-Capacitory discrimination, distance, Jensen-Shannon divergence, metric, triangle inequality.
I. INTRODUCTION
This correspondence is the result of the authors' search for a probability metric that is bounded and can be easily interpreted in terms of both information-theoretical and probabilistic concepts. Metric properties are the prerequisites for several important convergence theorems for iterative algorithms, i.e., Banach's fixed point theorem [2] , which is the basis of several pattern-matching algorithms. Boundedness is a valuable property, too, when numerical applications are considered.
We will limit the following discussion to discrete probability distributions, but the result can be generalized to probability density functions.
II. MOTIVATION
The motivation we are presenting in this section is aimed at providing the reader with an idea of the meaning of the metric. As such, it is not to be understood as a derivation in a strict mathematical sense. However, we will observe mathematical rigor in the following section, which contains the actual proof of the metric properties.
Let X be a discrete random variable which can take on N different values 2 N = f! 1 ; . . . ; ! N g. We now draw an independent and identically distributed (i.i.d.) sampleX, where each observation is drawn from one of two known distributions, P and Q. Each of those is used with equal probability. However, we do not know which one is used when. Now we wish to find the coding strategy that gives the shortest average code length for the representation of the data. In other words, we are looking for the most efficient distribution R.
Let us call this code . The code lengths are i = 0 log ri, where i 2 f1; . . . ; Ng and r i is the probability of X = ! i under R. Denoting the expectation of with respect to (w.r.t.) P by E(; P ), the average code length hi is then 1 2 E(; P ) + 1 2 E(; Q). By the very definition of the entropy, the minimum hi is obtained by setting R = 1 2 (P + Q), i.e., hi = H(R).
An ideal observer, i.e., one who knows which distribution is used to generate the individual data, could reach an even shorter average code length 
