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INTRODUCTION
Whether the world changes abruptly or gradually is a question that has absorbed scholars for centuries. The statistical theory of detecting and estimating structural change has evolved over at least sixty years beginning with work on detecting departures from tolerance limits in the theory of statistical quality control (Shewhart (1931, Ch 19-20) ). The purpose of this paper is to present a statistical uncertainty principle for the localization of a single change in the mean of a bandlimited stationary random process. The statistical model used here is made as simple as possible to provide insight into the smallest mean squared error that can be obtained from any estimate of the time of change.
Developments in both the underlying motivation of the problem and associated statistical theory arose in the seminal contributions by Page (1954 Page ( , 1955 Page ( , and 1957 , Chernoff and Zacks (1964) and Hinich and Farley (1966) . These papers, in turn, motivated further generalizations resulting in the emergence of related but distinct problems.
First, the issues relating to estimation and inference about the change in the mean of a stationary random process was examined in Hinich (1970a, 1970b) , Hinkley (1970) , Hawkins (1977) , Hsu (1979) , Talwar (1983) , Worsley (1986) , Ritov (1990) , Bai (1994) and Lavielle and Moulines (2000) .
Some of this statistics literature has been used in papers in biology (Fryer and Nicholson (1999) and Luhring (1999) ), medicine (Berman, et al., (1996 ), Hall, et al., (2001 ), and Slate and Turnbull (2000 ),
seismology (Mulargia and Tinti (1985) ), climatology (Kiely (1999) and Perreault, et. al., (2000) ), engineering (Mertikas and Rizos (1997) and Brodskii and Darkhovskii (1999) ), economics (Bai, Lumsdaine and Stock (1998) ), political science (Smith, Brown and Overby (1999) ), and even the humanities (De Gooijer and Laan (2001) ).
Second, another related but distinct problem involved estimation and inference about regime shifts associated with intersecting or "broken line" regressions were examined in Hudson (1966) , Hinkley (1969 Hinkley ( , 1971 and Feder (1975a Feder ( , 1975b .
One major distinguishing feature of the latter problem was that the regression function was constrained to be continuous at the change point. This meant that the change point phenomenon could be is typically not identified under the null hypothesis of no mean shift (Davies (1977 (Davies ( , 1987 , Worsley (1986) , Andrews (1993) , Andrews and Ploberger (1994) and Hansen (1996) ).
A third related problem was the determination of the location of a change in the position and slope of a linear statistical model. The seminal papers by Chow (1960) and Quandt (1960) were followed by Brown, Durbin and Evans (1975) , Farley, Hinich and McGuire (1975 ), Feder (1975a , 1975b , James, James and Siegmund (1987) , Kim and Siegmund (1989) , Andrews (1993) , Bai (1994) , Kim (1994 ) and Yashchin (1995 , 1997 were demonstrated not to be asymptotically normal (Feder (1975b, p. 
85)).
In this paper we concentrate on the least squares estimate of the unknown time of an abrupt shift in the mean of a stationary white noise random process when it is known that there is one such change during the time that the process is observed and sampled. If the noise is gaussian then the least squares estimate is maximum likelihood and this is optimal as the sample size goes to infinity (Cox and Hinkley (1974, Sect. 9 .2)). The large sample standard deviation of this maximum likelihood estimate of the time of shift will serve as the lower bound to the estimate of the shift time for a more complicated mean shift problem.
The practical meaning of a "large sample" will be made explicit after the sampling process is defined.
The general conceptions of the three above-mentioned problems all share one common property. The starting point is a discrete time series model. It was recognized early on that the assumption of discrete time was one of the key determinants of the discontinuity problem associated with the time evolution of the log-likelihood function at the change point (Quandt (1960, p. 876 and footnote 7), Hinkley (1970, p. 6) and Feder (1975a, p. 52-53) ).
In fact, it is common in time series analysis to begin with a discretetime sample of the time series. Whereas in the engineering and science applications of statistical signal processing methods it is understood that any discrete-time series is the result of filtering the observed signal and then decimating the filtered output (discrete-time sampling) to obtain the discrete-time sample. The filtering operation is designed to remove the high frequency components of the signal whose frequencies are higher than twice the sampling rate used in order to avoid aliasing.
Even if the signal is not deliberately filtered to remove high frequency energy, any measurement system has finite bandwidth and there is a natural high frequency cutoff in the observed signal. This finite bandwidth property can perhaps be viewed most fundamentally as being a consequence of the constraints imposed on the natural universe by the second law of thermodynamics. These constraints impinge on all organisms is terms of limitations this law imposes on the physical environment and the metabolism of individual organisms as it relates to their ability to consume energy and information which impose increasing resource costs. In such systems there is no thing such as a "free lunch"
or unlimited growth potential. 1.3). However, this assumption is wrong. Any discrete-time observation made is the result of some smoothing of the underlying process and that the discrete-time observation is the average of the continuous time process in a time slice around the t . As a result of the confusion about how discrete-time observations are generated, it is not true that there is no consistent estimator of change time as argued by Hinkley (1970 ), Feder (1975a , 1975b , Hawkins (1977) , Worsley (1986) , and Ritov (1990) .
n n Instead we formulate the ideal problem as a continuous time process with either a fixed mean or, in the current context, a mean that shifts once in the observation period. Then we either low-pass filter the signal or nature (and society) low-pass filters the signal and then samples it at the Nyquist rate. This will produce a discrete time problem where the mean shift has been smoothed by the filtering operation. We show in Section 2 that the mean shift is smoothed by the integral of the impulse response of the low-pass filter.
If we assume that the impulse response is known, the location of the mean shift is then known and estimable using conventional methods.
This rules out the need to appeal asymptotically to stochastic theory based on Brownian motion in order to define the asymptotic distribution of the log-likelihood function together with the associated need to simulate these distributions for significance tests as done, for example, in Hinkley (1970) , Hawkins (1977) , Kim and Siegmund (1989) , Bai (1994 Bai ( , 1996 , Kim (1994) and Lavielle and Moulines (2000) . The technical details of the sampling and filtering issues are addressed in the next section. 
SAMPLING A CONTINUOUS SIGNAL

H t h ds
The assertion made above that a defining characteristic of the underlying process is a continuous time process can be readily extended to economic and social systems. In the context of economic systems, for example, the continuity of the underlying process is related to the notion of continuity of exchange. Specifically, the structure of both domestic and international trade and finance, together with the availability of spot and forward markets engenders a continuous flow of economic transactions. However, some sort of filtering operation is still latent in social science applications even if the investigator believes that each value of n x t is the true value of the process at time .
n t
The fundamental uncertainty principle in the natural world applies for all measurements in the social science as well as the natural sciences. In particular, it should be recognized that the consequences of inherent limitations to coding, transmitting, and analyzing information on institutional and other forms of organizational behavior in the face of complex real-world situations constitutes an important source of finite bandwidth in social systems. As a consequence it is impossible to obtain a precise measurement of a process at a precise time. In this paper we are not going to address the inherent error in the time of measurement.
We treat t as the true time of measurement but n n x t is really from equation (1.1) for some filtering operation with a usually unknown impulse response. The impulse response will be assumed to be known in order to find the least squares estimate of the shift time Bergstrom, (1976) and Priestley, (1981, pp. 234-235) ). The assumption of infinite bandwidth will also ensure that the sampling interval approaches zero, a condition that seems to be necessary and implied in applications of standard stochastic techniques such as Brownian Motion.
It is our contention that the latter situation cannot be viewed as an appropriate approximation in any sense to any meaningful real world problem, irrespective of whether the problem is in the realm of the natural or social sciences. This is because even in the ideal setting both nature and society will ensure that will have an upper bound that, while possibly being very large in magnitude, is definitively finite. This In order to establish the minimum mean squared error of any estimate
of o a precise statement of the statistical problem must be made. and is thus efficient (Rao (1965, p. 289-90) 
THE LEAST SQUARES ESTIMATE OF THE SHIFT TIME
CONCLUSION
The approximation (2.4) can be characterized as a physical limit to the accuracy of any estimate of the time of a mean shift. If the sampling system response is not the ideal bandpass filter used to derive the result then the noise will not be white and the accuracy of the least squares estimate will be worse than for the ideal case.
The standard deviation is expressed in terms of energy and bandwidth that is not common parlance in the statistics and social science literature. A simple example is helpful to understand one implication of this result. Since ˆe then if is a day and 2 e , the uncertainty of the estimate of the mean shift will be about four days.
