Abstract-
INTRODUCTION
Weather forecasting is a major service provided by the Meteorological Department. Perfect forecasting of weather plays one vital role in day to day life of general public. Most of the agriculture in India depends on rain water and the industries also dependent on weather conditions. In case of the natural disasters and calamities, the meteorological department warns the public well before the incident which helps to be safe and take precaution for the accidents to happen. Meteorologists try for different techniques and methods for better prediction of weather. Numerical weather prediction was first proposed by Lewis Fry Rechardson in 1992. Many more soft computing techniques [10] [11] [12] are developed which are now used to predict the weather at a future date easily.
Our study in this paper is based upon training and testing the J48 Decion Tree, Support Vector Machine ans Multi Layer Perceptron with weather data of 5 years collected from Delhi.The objective of this study is to compare the three different models and find a conclusion to decide which model performs the best in predicting the weather at Delhi. 
II. LITERATIRE SURVEY

III. EXPERIMENTAL SETTINGS
The weather data of Delhi was collected for 5 years i.e. from January 2011 till December 2015. The weather parameters like temperature, Dew Point, humidity, Sea level Air Pressure, Wind Speed, Precipitation and events values are collected for 5 years. The data are fed to the the 3 models for training purpose then one year data was tested to check the validity of the system for use in predicting weather events. The real data may be having a lot of noise and unexpected values associated with the database. So, the data needs to be pre processed for better accuracy in prediction using the models. The WEKA (Waikato Experient and knowledge Analysis) software provides the facility to learn the 3 models by feeding the dat of 5 years and then testing it individually for validation.
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IV. J48 DECISION TREE
Decision Tree is the most powerful tool in Knowledge discovery in data mining. There are many algorithms in creating the decision tree in case of data mining such as ID3, C4.5 and J48. In this paper we use J48 decision tree in building the decision tree.
V. SUPPORT VECTOR MACHINE
Support Vector Machine (SVM) is a powerful tool for data classification. It uses linear or non linear surfaces among the datasets to apply classification. The original data is mapped to feature space f with j a non linear mapping function. In this article, Support Vector Machine is used to predict the event at Delhi by analyzing the 6 other weather parameters at that particular place under discussion.
VI. MULTI LAYER PERCEPTRON
The successful application of neural network to do the data analysis is the Multi Layer Perceptron (MLP). These models are non linear neural network models which can be used for approximating a high degree of accurate prediction. It contains input layer, hidden layers and output layer.
VII. EXPERIMENTAL RESULTS
After feeding the data of 5 years to the J48 decision tree, SVM and MLP, the parameters like Correctly classified Instances, Incorrectly Classified Instances, Kappa statistic, Mean absolute error(MAE), Root mean squared error(RMSE), Relative absolute error(RAE) , Root relative squared error(RRSE) and Total Number of Instances are captured from the WEKA interface and tabulated as below for 5 distinct years.
The use of WEKA enabled us to minutely look into the different statistical parameters for 5 years of data.
The different error parameters for analyzing the prediction we have used as follows: RSME -The root-mean-square deviation (RMSD) or root-mean-square error (RMSE) is a frequently used measure of the differences between values (sample and population values) predicted by a model or an estimator and the values actually observed.
MAE -The mean absolute error (MAE) is a quantity used to measure how close forecasts or predictions are to the eventual outcomes.
RAE -The relative error is the absolute error divided by the magnitude of the exact value. The percent error is the relative error expressed in terms of per 100.
RRSE -The Root relative squared error is calculated as the Mean absolute error divided by the error of the ZeroR classifier (a classifier, that ignores all predictors and simply selects the most frequent value). 
IX. CONCLUSION AND FUTURE WORK
From the analysis of 4(Four) different error parameters among the 3(Three) different models for the weather data of 5(Five) years at Delhi, it is concluded that J48 decision tree performs consistently better than the other 2(two) for accurate and better weather forecasting. So, in future the model of J48 decision tree may be enhanced to better forecast the rain fall, cyclone, storm and other natural disaster and calamities in near future thereby saving the life of lakhs of human beings and domestic animals. Better prediction of natural disasters and calamities will make the people aware to safeguard themselves. The forecasting of weather with better accuracy and less prediction error is really useful in the field of agriculture, mountaineering, fishing in sea and many more day to day activities of human being. The better the prediction, the safer will be the people and the properties. The J48 decision tree may be used for many more such forecasting problems in future. 
