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Abstract: Osteoarthritis is the most common type of arthritis. Hand osteoarthritis leads to specific structural changes
in the joints, such as asymmetric joint space narrowing and osteophytes (bone spurs). Conventional radiography has
traditionally been the primary method of visualizing these structural changes and diagnosing osteoarthritis. We aimed
to develop a computerized method that is capable of determining the structural changes seen in radiography of the hand
and to assist practitioners in interpreting radiographic changes and diagnosing the disease.
In this retrospective study, transfer-learning-based convolutional neural networks were trained on a randomly
selected dataset containing 332 radiography images of hands from an original set of 420 and were validated with the
remaining 88. Multilayer convolutional neural network models were designed based on a transfer learning method using
pretrained AlexNet, GoogLeNet, and VGG-19 networks. The accuracies of the models were 93.2% for AlexNet, 94.3% for
GoogLeNet, and 96.6% for VGG-19. The sensitivities of these models were 0.9167 for AlexNet, 0.9184 for GoogLeNet,
and 0.9574 for VGG-19, while the specificity values were 0.9500, 0.9744, and 0.9756, respectively. The performance
metrics, including accuracy, sensitivity, specificity, and precision, of our newly developed automated diagnosis methods
are promising in the diagnosis of hand osteoarthritis. Our computer-aided detection systems may help physicians in
interpreting hand radiography images, diagnosing osteoarthritis, and saving time.
Key words: Hand osteoarthritis, convolutional neural networks, transfer learning, conventional hand radiography,
classification

1. Introduction
Osteoarthritis (OA) is the most common type of arthritis, and its incidence has been rising due to increases in life
expectancy [1]. OA of the hand leads to specific structural distortions in the joints, and most commonly affects
the first carpometacarpal joints (1.CMC), distal interphalangeal joints (DIP), and proximal interphalangeal
joints (PIP). The radiographic hallmarks of OA include nonuniform joint space loss, osteophyte formation, and
subchondral sclerosis [2–5]. Notable risk factors for OA include age, obesity, sex, smoking, genetics, diet, and
occupation [3]. Hand OA is common in manual workers such as textile employees [6], and previous trauma
may speed up the development of the disease. The diagnosis of hand OA is based primarily on the patient’s
history, physical examination, and radiographic findings. A radiological examination may reveal instability and
ankylosis of the joints, Heberden nodes (enlargement of DIP), Bouchard nodes (enlargement of PIP), and joint
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deformities. Levels of acute-phase reactants such as C-reactive protein and erythrocyte sedimentation rate are
typically within the reference range in patients with OA [3, 4].
Conventional radiographs (CRs) of the hands are the gold standard diagnostic method for OA. CRs are
also successful in demonstrating the severity of the disease, monitoring its development, and differentiating
between erosive and nonerosive patterns of OA [7, 8]. CRs are widely used since they are low-cost, quick,
and easily accessible imaging methods. Osteophytes, joint space narrowing, subchondral sclerosis, pseudocystic
areas, subchondral erosions, subluxations, and loss of joint space can be seen with a CR. Various scoring
methods have been proposed to assess the severity of OA, and the Kellgren-Lawrence scoring method is the
most universally accepted of these [9].
Computer-aided detection (CAD) is a term for systems that assist doctors in the interpretation of
medical images. Image processing and computer vision in healthcare have been expanding following recent
technological advancements, and the increased resolution of images has created a rich data pool, making it easier
to identify pathological markers. The successful classification of heterogenous images relies on the availability
of large datasets. Computerized methods, and especially image analysis and machine learning, can facilitate the
identification of pathological findings, help in making a correct diagnosis, and support the physician’s workflow
[10]. A convolutional neural network (CNN) is a deep learning method based on a multilayer structure of
artificial neural networks. A typical CNN architecture for image processing consists of stacks of multiple
convolution filter layers and a series of data reduction or accumulation layers. Convolution layers are used as
small-scale detectors to explore the features of an image, and a feature in a given location within the image can
be computed by convolution. The number of layers, neurons, iterations, and samples to be used for training
and validating should be determined before train the network. CNN applications offer a promising approach
and provide state-of-the-art results for image processing. There is a growing interest in CNNs, and encouraging
results are being reported [10]. Successful results have been obtained in studies using CNN as a method for
diagnosing breast cancer [11], brain tumors [12], lung lesions [13], and rheumatoid arthritis [14].
CNNs are particularly successful when applied to feature extraction and classification. A great deal of data
is required for the implementation of a CNN method, and the quality of the images, the availability of sufficient
data, and an appropriate design of the CNN are important factors [10, 15, 16] in creating a successful model.
When not enough data are available, data augmentation and transfer learning can be applied. ImageNet is a
project containing 1.2 million images in 1000 separate categories, and networks such as AlexNet [17], SqueezeNet
[18], Resnet [19], VGG [20], GoogLeNet [21], and Inceptionv3 [22] have been developed based on this dataset.
These are relatively popular networks with different features and levels of performance: AlexNet and VGG have
traditional sequential network architectures, while ResNet is an ”exotic architecture” based on microarchitecture
modules (also called a ”network in a network”). GoogLeNet contains an inception module [23].
Hand OA is a very common health problem, and patients with hand pain may seek medical advice from
primary care doctors or a broad range of different specialists. The accurate diagnosis of OA leads to a reduction
in the number of unnecessary examinations and healthcare costs, and can also contribute to the diagnosis of
inflammatory arthritis via the exclusion of OA. In this context, we aim to develop a CNN-based model using
CR to diagnose hand OA.
2. Materials and methods
An ethical approval certificate was obtained from the Noninterventional Clinical Research Ethics Board at
Kırıkkale University. Certificate date: Sep 12th 2018; Certicate no: 2018.09.01.
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2.1. Image acquisition
Images were obtained from patients examined at the rheumatology outpatient clinic of Kırıkkale University,
between Jan 1st, 2012, and Oct 1st, 2018. The dataset consisted of 210 X-ray images of patients’ both hands,
with various dimensions. The radiographs were evaluated by an experienced rheumatologist, who classified each
radiograph based on whether or not it was compatible with osteoarthritis. Of these 210 radiographs, 103 were
compatible with hand OA. The images were cut in two to give left- and right-hand images and the left-hand
radiographs were flipped, giving a dataset containing 214 normal and 206 OA radiographs.
2.2. Data preprocessing and splitting
The radiographs were in RGB image format.

All of the images were resized to 224×224 pixels.

Thus,

224 × 224 × 3 (3 means RGB image format) dimension images were obtained, and the dataset was randomly
split into a training set and a validation set, as shown in Table 1.
Table 1. Training and validation statistics after splitting.

Images
Normal
Osteoarthritis
Total

Training
168
164
332

Validation
46
42
88

2.3. Data augmentation
Image data augmentation helps to prevent overfitting and improves the overall performance of CNN. We,
therefore, applied online data augmentation by randomly translating images by up to three pixels horizontally
and vertically, and rotating images through an angle of up to 20°.
2.4. Transfer learning
AlexNet, GoogLeNet, and VGG-19 networks used in this study were developed using the Imagenet dataset.
AlexNet and VGG-19 have a sequential network structure. AlexNet has 8 layers, VGG-19 has 19 layers.
These layers are convolution layers, max-pooling layers, and fully connected layers. In these networks, the
rectified linear unit (ReLU) was used as the activation function, which shows improved training performance
over tanh and sigmoid. GoogLeNet has an inception network architecture and has 22 layers. The Inception
network model consists of modules. Each module consists of different dimensional convolution and max-pooling
processes. Nowadays these pretrained networks are used successfully for transfer learning. Figure 1 shows the
overview of the transfer model architecture. The characteristics of these pretrained networks are shown in Table
2. In this study, a transfer learning method was applied using pretrained AlexNet, GoogLeNet, and VGG-19
networks, and a binary classifier was added instead of the original classifier. During the training, fine-tuned
same hyperparameters were used for each model, as shown in Table 3.
2.5. Methods
This study was implemented in MATLAB® programming environment. The networks were trained on a dataset
containing 332 images of hands, of which 168 were normal and 164 OA, and validated them on 88 radiographs,
of which 46 were normal and 42 OA. Hand joints are different from the knee and hip joints; they are small and
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Fine-tunedTransfer Net

¼

Replacing last
predicting layers with
task specific predicting
layers

Pooling

+
Freezing low-level
convolution layers

Normalization

+
+
Dropout

Dense layer
+
ReLU
+
Dropout

Normal

Osteoarthritis

Figure 1. The overview of the transfer model.
Table 2. Properties of CNN models used in this study.

Model
Depth
Number of layers
Number of filters
Filter size
Stride
Dropout
Activation function
Output size

AlexNet
Sequential
8
25
96
11x11
4x4

GoogLeNet
Inception modul
22
144
64
7x7
1x1
50%
ReLU
2

VGG-19
Sequential
19
47
64
3x3
1x1

Table 3. Hyperparameters used in this study.

AlexNet
Optimizer
Momentum
Initial learn rate
L2 Regularization
Gradient threshold method
Gradient threshold
Validation frequency
Validation patience
Maximum epochs
Frozen weights (layers)
Total learnables
Mini batch size
Shuffle

1:6
56,876,418

GoogLeNet
sgdm
0.900
3.0000e − 04
1.0000e − 04
L2 Norm
Inf
3
Inf
30
1:10
5,975,602
16
Every epoch

VGG-19

1:6
139,578,434
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numerous. Depending on the etiology, different joints can be affected at different degrees. Therefore, during
preprocessing, in this study, each hand image was cut separately on the radiographs and the left-hand image
was turned to the right. Thus, the number of images for training was also increased. Figure 2 shows some
sample images from our dataset.

Figure 2. Image samples from the dataset (left: patient without osteoarthritis; right: patient with osteoarthritis).

3. Results
Figures 3–5 show the accuracy of training and loss plots for the transfer learning models using AlexNet,
GoogLeNet, and VGG-19, respectively. We observed that all of the models behaved similarly. The accuracies
of training (blue line) and validation (dashed black line) converged to each other during the training process
for each model. We observed that both the training and the validation losses gradually decreased further in the
learning process for each model.
Figure 6 shows the confusion matrices for the AlexNet, GoogLeNet, and VGG-19 models. We used
these confusion matrices to evaluate the efficacy based on performance metrics such as accuracy, sensitivity,
specificity, and precision. The accuracies of the models were 93.2% for AlexNet, 94.3% for GoogLeNet, and
96.6% for VGG-19, while the sensitivities of the models were 0.9167 for AlexNet, 0.9184 for GoogLeNet, and
0.9574 for VGG-19, and the specificity values were 0.9500, 0.9744, and 0.9756, respectively (Table 4).
These three models were tested with the images which had been used neither training nor validating. The
test set included 22 normal both hand radiographs and 26 hand OA. With a total of 96 images consisting of 44
normal and 52 hand OA images, 0.9375, 0.8958 and 0.8958 accuracies were obtained for AlexNet, GoogLeNet,
and VGG-19, respectively.
4. Discussion
CR assessment is important in the final diagnosis of hand OA, as acute phase reactants are typically within
the reference range and there are no clear biomarkers. Experience is very important in detecting the early
radiographic changes in hand OA. Our CAD methods can assist physicians irrespective of their experience and
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Figure 3. Transfer learning using a pretrained AlexNet: training accuracy (upper image), training loss (lower image).
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Figure 4. Transfer learning using a pretrained GoogLeNet: training accuracy (upper image), training loss (lower image)

could be used by a range of types of physicians, from those who are not familiar with hand radiographs to
rheumatologists and radiologists, in their daily practice or research activities.
Recent developments in computer technology have facilitated the acquisition of high-resolution images
and have increased the ability of systems to process these. These developments have revolutionized medical
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Figure 5. Transfer learning using a pretrained VGG-19: training accuracy (upper image), training loss (lower image)
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Figure 6. Confusion matrix for transfer learning using AlexNet (left), GoogLeNet (middle), and VGG-19 (right).

Table 4. Performance statistics.

Measure
Sensitivity
Specificity
Precision
Accuracy

Value
AlexNet
0.9167
0.9500
0.9565
0.9318

GoogLeNet
0.9184
0.9744
0.9783
0.9432

VGG-19
0.9574
0.9756
0.9783
0.9659

imaging and artificial intelligence, resulting in numerous successful studies that have reported the efficacy of
CNN applications in the diagnosis of several conditions [12, 13, 24].
2974

ÜRETEN et al./Turk J Elec Eng & Comp Sci

Training a CNN network from scratch requires a great deal of data (images) and time. When insufficient
data are available, data augmentation and transfer learning can be applied. Transfer learning is a way of applying
a previously trained model to a new problem and allows us to train deep neural networks with relatively small
amounts of data. This represents a new era in deep learning since it would be hard to find large, labeled datasets
to train complex models. In particular, finding sufficient datasets for medical research purposes is extremely
difficult, due to the cost of annotating images and the scarcity of disease lesions. With transfer learning, we
can use previously trained CNN models for new medical tasks [24, 25].
Few studies using pretrained networks developed using Imagenet dataset images have reported successful
applications in the medical field. Successful results were obtained with a CNN method using transfer learning for
the diagnosis of hip and knee OA, and hand fractures [24, 26–28]. Studies on osteoarthritis on plain radiographs
using CNN and transfer learning are shown in Table 5. To the best of our knowledge, the present work is the
first to detect hand OA using transfer learning with a CNN. In this study, transfer learning was performed using
three different pretrained networks to detect hand OA. The architectures and features of AlexNet, GoogLeNet,
and VGG-19 are different, and we found that the performance of VGG-19 was slightly better than the others;
however, all three networks successfully diagnosed OA of the hand with high levels of accuracy, sensitivity, and
specificity.

Table 5. Comparison of the proposed study with the existing studies on osteoarthritis in the literature.

Tiulpin et al. [27]

Gorriz et al. [28]

Xue et al. [26]

Proposed study

Dataset

Studied on

Used CNN models

Knee osteoarthritis

Number of
arthritic images
27.293

Osteoarthritis
Initiative (OAI)
and Multicenter
Osteoarthritis
Study (MOST)
Osteoarthritis
Initiative (OAI)
and Multicenter
Osteoarthritis
Study (MOST)
Beijing Chaoyang
Hospital, China

Knee osteoarthritis

4.446

End-to-end CNN
model

Hip osteoarthritis

201

Hand osteoarthritis

206

Transfer learning
using VGG-16
network
Transfer learning
using AlexNet,
GoogLeNet,
VGG-19 networks

Kırıkkale
University
Hospital, Turkey

Deep siamese CNN
model

Overfitting is an important problem in training CNN networks. We used data augmentation, dropout, and
L2 regularization, all of which are validated methods for avoiding overfitting [29, 30]. In addition, normalization,
pooling, and dropout implementation in CNN middle layer has been shown to increase performance [31].
Dropout is the random selection and deactivation of a particular portion of neurons during training. Neurons are
forced to learn, thus enhancing the network’s generalization capability. L2 regularization improves generalization
in linear models by penalizing weights in proportion to the sum of squares of weights [32]. We observed no signs
of overfitting in the training graphs for the networks.
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This study does have certain limitations: the severity of osteoarthritis can be determined by Kellgren
Lawrence severity score. Osteophytes, joint space narrowing and subchondral sclerosis are evaluated in the
Kellgren-Lawrence scoring system. Our dataset contained images of both early and late OA, and we did not
code our CAD method to assess the severity of OA using the Kellgren-Lawrence scoring system, meaning that
we cannot comment with a high degree of accuracy on the reliability of our system in recognizing early OA
[33]. Further studies using more data should be conducted to assess whether this CAD method is capable of
diagnosing early OA. We are collecting more patient data to improve our CAD model for this purpose.
This was a preliminary study performed in a single center, and state-of-the-art methods such as transfer
learning and data augmentation were used to attain better accuracy. The accuracy, sensitivity, and specificity
of all of the networks studied here were found to be promising. Our CAD model can support a clinician in
the decision-making process towards the correct diagnosis of hand OA. The key interventions in treating OA
are related to education and lifestyle modification for the patient, both of which lead to a better quality of life
and course of disease in early OA patients. Our results suggest that the model is promising for clinical usage;
our CAD system can allow primary care physicians to diagnose OA accurately and to take an active role in its
management.
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