The growing dependence of electric power systems on gas-fired generators to balance fluctuating and intermittent production by renewable energy sources has increased the variation and volume of flows withdrawn from natural gas transmission pipelines. Adapting pipeline operations to maintain efficiency and security under these dynamic conditions requires optimization methods that account for substantial intra-day transients and can rapidly compute solutions in reaction to generator re-dispatch. Here, we present a computationally efficient method for minimizing gas compression costs under dynamic conditions where deliveries to customers are described by time-dependent mass flows. The optimization method uses a simplified representation of gas flow physics, provides a choice of discretization schemes in time and space, and exploits a two-stage approach to minimize energy costs and ensure smooth and physically meaningful solutions. The resulting large-scale nonlinear programs are solved using an interior-point method. The optimization scheme is validated by comparing the solutions with an integration of the dynamic equations using an adaptive time-stepping differential equation solver, as well as a different, recently proposed optimal control scheme. The comparison shows that solutions to the discretized problem are feasible for the continuous problem and also practical from an operational standpoint. The results also indicate that our scheme produces at least an order of magnitude reduction in computation time relative to the state-of-the-art and scales to large gas transmission networks with more than 6000 kilometers of total pipeline.
Introduction
In recent decades, the increasing penetration of renewable energy sources into electric power grids and the growth in availability of natural gas has driven installation of gas-fired electric power plants to meet most of the demand for new generating capacity and reserves [1, 2, 3] . Gas-fired generators often go online and shut down several times a day, and can rapidly adjust their production, which makes them attractive resources to use for balancing the fluctuation of renewable energy sources such as wind and solar [4, 5, 6] .
Historically, withdrawals from natural gas transmission systems came from utilities and industrial consumers whose usage is predictable and exhibits low variation in demand [6] . These withdrawals are traded using day-ahead contracts for fixed deliveries and implicitly assume that injections and withdrawals remain nearly constant [7] . As a result, optimization approaches for natural gas transmission systems have traditionally restricted attention to steady-state models [8, 9] .
For example, early studies [10, 11] focused on optimizing steady-state gas flows, for which the state equations are algebraic relations. Recent efforts have scaled and improved optimization techniques for similar problems [12, 13, 14, 15, 16] . In short-term operations, the operating setpoints for gas compressor stations can be readily changed, and compressor optimization for steadystate flows has been solved in the form of an optimal gas flow (OGF) [14] .
However, the growing use of gas-fired power plants for electricity generation [3, 17] has prompted concerns in both industry sectors [5] . The integration of electric and gas systems may 3 result in gas-fired generator dispatch and commitment schedules that create substantial intra-day fluctuations in high-volume gas flows. The physics underlying these fuctuations cannot be adequately captured by steady-state models [18, 19] , raising challenges highlighted in recent studies [20] . To enable natural gas systems to inter-operate with electric power systems on the time-scale of generator dispatch, the OGF must take into account transient flow conditions and new optimization models are required to capture the gas dynamics in pipeline networks [21] . In particular, an automatic control methodology for optimally managing transient intra-day flows in gas transmission systems necessitates stable, accurate, physics-based, and efficient optimization algorithms for computing model-based compressor control protocols.
Gas pipeline flow dynamics over appropriate spatial and temporal scales do not experience waves or shocks, and can be represented by Euler equations for compressible gas flow in onedimension with significant simplifications [22, 23] . These partial differential equations (PDEs) are highly nonlinear however, and are challenging to simulate, particularly for networks coupling hundreds of equations over different domains [24] . The vast majority of previous studies on gas pipeline transients have focused on physical modeling and simulation of initial value problems (IVPs) [25, 26, 27 ]. An excellent review of early literature was written by Thorley et al. [28] . However, the traditional approaches to finding solutions to PDEs require fine space-time discretizations that are not tractable for representing dynamic constraints in optimization problems.
The nonlinearity and complexity of gas pipeline network dynamics is also an obstacle to the tractable optimization of these flows under transient conditions. Several studies have proposed optimization schemes for gas networks on the time-scale of daily operations and the issues of computation time and scalability have been noted repeatedly. These optimization methods are focused on producing time-dependent schedules of compressor discharge pressures that satisfy pipeline constraints and meet time-varying loads. These computations are typically very expensive and often too slow for real-time decision-making. This motivates the need for new optimization tools.
Existing approaches for optimization of gas pipelines with dynamics typically fall into one of two categories. Simulation-based methods optimize controllable parameters and rely on repeated executions of high-fidelity simulations to verify that inequality constraints such as pressure limits are satisfied [29, 30] . By solving initial value problems (IVPs) based on highly detailed physical and engineering models to evaluate the dynamic constraints, such methods provide strong guarantees that all constraints are satisfied for feasible solutions. These methods are augmented with adjoint-based gradients [31] . While adjoint methods exploit sparsity and parallelization, higher order derivatives and Jacobians of the active constraints, both of which accelerate convergence and aid robustness, are computationally costly.
Alternatively, discretize-then-optimize approaches are focused on rapid evaluation of constraint Jacobians for the entire optimization period [32] . These approaches start with optimal control formulations that incorporate a cost objective, equality and inequality constraints on state variables, and differential-algebraic approximations of PDE dynamic constraints directly within the optimization problem (instead of relying on simulations). The entire problem is discretized in time using approximations of the functions evaluated at time-and space-collocation points, using local difference schemes [33] or spectral approximation [34] . The resulting model is a nonlinear program (NLP) with purely algebraic objective and constraint functions. Although this type of formulation may be large-scale, it can be solved by taking advantage of special structure or by recently developed general optimization tools for problems with sparse constraints [35] .
Recently developed approaches to reduced order representation of PDE dynamics on graphs [36] , and their extension to control system modeling [34, 35] , have enabled tractable representations of gas pipeline system dynamics. Such models are used to express constraints in dynamic optimization problems as well as to perform simulations of IVPs. In the former case, the constraints over the entire optimization time interval are represented using a coarse discretization. In the latter case, fine-grained time stepping is used to compute the solution forward over the simulation time interval. Here, we show that using a "discretize-then-optimize" approach on a coarser grid than those used in simulation-based approaches results in solutions with low error rates and significantly improved computation times. This paper examines the Dynamic Optimal Gas Flow (DOGF) problem, which generalizes the OGF to capture the dynamics of a gas pipeline network subject to time-dependent intra-day consumptions. The objective of the DOGF is to minimize the cost of gas compression subject to system pressure constraints and time-dependent flow withdrawals. Our main contribution is a computationally efficient optimization scheme for the DOGF, that is validated with an accurate simulation method for gas pipeline networks with dynamic flows and compressor operations. The DOGF is formulated for optimizing intra-day flow schedules, and therefore, does not consider valves as controllable variables. Major topological changes for re-routing flows by changing valve positions are typically made on a weekly or monthly basis. By fixing the system topology, we formulate the DOGF as a continuous-time, continuous-state optimal control problem that is discretized as a 5 nonlinear program with continuous variables only. Generalizing the problem to include valves significantly increases model complexity by adding a large number of binary variables. This addition is outside of the scope of the present work but is an important topic for further research in energy systems in general.
The key aspects of our optimization scheme are summarized as follows. The hydrodynamic relations that describe gas flows are discretized in time and space using first-order approximations [34] . Several relaxations of the nonlinear constraints are proposed: The spatial discretization is performed by either the trapezoidal rule or a lumped element approximation, while the temporal discretization employs either a trapezoidal rule or a pseudospectral approximation. While trapezoidal, lumped element, and similar space-discretization schemes have been used in simulation studies [28, 36] , pseudospectral schemes are often used for time discretization in computational optimal control [37] . For various combinations of discretizations in time and space, we investigate the trade-offs between computational efficiency of the optimization and feasibility of the physical model, as verified by a fine-grained simulation. While a significant theory exists on convergence of computational optimal control methods based on pseudospectral approximation [38, 39] , such schemes are dense and global on the time interval of interest. Simpler, local differentiation rules support sparse computations that yield faster, more accurate solutions. We find that, for the DOGF problem, the combination of lumped elements in space and trapezoidal rule in time yields the most advantageous discretization in this respect.
In general, time and space discretizations for PDEs cannot be chosen independently. In this study, we focus on practical algorithmic aspects of dynamic optimization of pipeline transients, rather than the theoretical justifications of particular discretization schemes for parabolic PDE systems. We support the resulting optimization approach by empirically comparing the solution of the dynamic constraints (pressures and flows) to solutions using a validated high-fidelity simulation of the same constraints. The time and space discretization procedures are applied sequentially in the schemes proposed here. This approach is inspired by the simulation methodology for solving initial value problems [34, 36] , in which the uniform lumped element space discretization yields a differential algebraic equation (DAE) system on a fixed space grid. Starting from initial conditions, the equations are integrated forward in time using adaptive stepping, thus falling into the class of method of lines (MOL) approaches [40] . Therefore, we apply time-discretization to the dynamic constraints after they have been discretized in space, and examine the quality of solutions empirically based on several case studies. Moreover, to compensate for potential inaccuracies and model operational constraints on compressors, the paper proposes a two-stage optimization approach. In the first stage, the scheme optimizes the compression cost (the original objective). In order to obtain a solution that appropriately represents smooth fluid flow physics and operational considerations, the second stage minimizes the time derivative of the compressor boost ratios while ensuring that the overall compression costs remain close to the value found in the first stage. The resulting large-scale, nonlinear optimization problems (with up to 130,000 decision variables) are solved using the IPOPT 3.12.2, ASL routine (version 2015) nonlinear optimization system [41] .
The solutions produced by our optimization scheme are compared to a validated dynamic simulation method for gas pipeline networks with transient compression [42, 43] , which is parametrized by the compressor ratios from our optimized solutions. The validation process indicates that our optimization scheme produces solutions with no pressure constraint violations and with physically meaningful mass flow and pressure trajectories that match well the corresponding simulations.
Moreover, the compressor ratios from our four discretization variants exhibit negligible differences and eventually converge to the same solution. The main benefit of our optimization scheme, however, is its computational efficiency. It provides a highly accurate solution to a previously investigated 24-pipe gas network case study in less than 30 seconds, and demonstrates scalability to pipeline networks with 25, 40, and 135 nodes, 24, 45, and 170 pipes, and with total pipeline lengths of 477, 1118, and 6964 kilometers respectively.
Preliminary results of our work were published in the proceedings of the 2016 American Control Conference [35] , where the trapezoidal rule was used for discretization in both time and space. This paper extends our previous work by presenting and comparing four discretization schemes in detail, as well as by developing initial formulations for maximizing system throughput or operator revenue in the presence of highly variable loads.
The rest of the paper is organized as follows. Section 2 contains a summary of physical modeling of gas pipeline networks, and formulates the DOGF. Section 3 describes the discretization schemes that we examine. Section 4 motivates and presents our two-stage optimization approach to enforce smooth, physically accurate solutions. Section 5 describes computational and validation results for three case studies on systems of increasing scale and complexity. Section 6 concludes with a discussion and summary of possible future directions. 7 
Compressor Optimization in Gas Pipelines
A gas pipeline network can be represented as a directed graph G = (J , P), where edges {i, j} ∈ P represent pipes P i j connecting nodes i, j ∈ J representing junctions J i and J j . The length of pipe P i j is denoted by L i j , its diameter by D i j , and its cross-sectional area by A i j . The dynamic state on the pipe P i j at a location x i j ∈ [0, L i j ] and time t ∈ [0, T ] is given by pressure p i j (t, x) and mass flow q i j (t, x) functions.
We are interested in the subsonic and isothermal regime where transients are sufficiently slow so as not to excite shocks or waves, i.e., where the flow velocity through a pipe is less than the speed of sound a in the gas, and temperature is assumed to be constant. Major changes in gas temperature generally occur because of gas compression. Since nearly all gas pipelines are buried under ground (with a few exceptions, e.g., river crossings), the gas temperature returns to ground temperature one or two kilometers downstream of compression [44] . Because the variation in absolute ground temperature outside the neighborhood of compressor stations is on the order of a few percent, and because modern compressor stations are equipped with gas coolers, we assume that there are no large temperature differences in the network.
The flow dynamics on a single pipe P i j can be adequately described in this regime [23] by:
and further reduced [23] , by approximating
We used the modeling assumptions outlined in [22] , which is validated and widely used in other studies on modeling of gas pipeline networks for optimization with dynamics [6, 23, 35] .
In addition to omitting higher-order inertial terms and gravity effects from the flow equations, we assume that gas composition and temperature are uniform throughout the network, and a nominal value for gas compressibility is chosen. This results in a constant, system-wide value for the speed of sound in the gas. Thus, the speed of sound a is assumed to be uniform and constant throughout the system. Our focus here is on the development and validation of an optimization methodology for dynamics, rather than on detailed physical modeling. We are focused on capturing the key physical phenomena of large-scale gas pipeline flows. The second term in (4) approximates friction effects, which constitute the major phenomenon that dissipates momentum of the gas flow [22] .
We leave for future work the generalizations of our results to cases where temperature and gas composition are inhomogeneous and an equation of state determines gas compressibility.
The gas dynamics on a pipeline segment are represented using (3)-(4) and possess a unique solution when any two of the boundary conditions p i j (t, 0),
specified. For both computational and notational purposes, we apply a transformation to dimensionless variables [23] given bỹ
where p N and q N are scaling constants. This results in the dimensionless equations
Note that the space and time variables x i j and t i j are now pipe-dependent. Design limits and regulations for pipeline systems require pressure to remain within specified bounds given bỹ
The momentum dissipation due to the friction term in (4) causes the gas pressure to decrease, hence it must be augmented by compressors to maintain the minimum required pressure. We define C ⊆ P as the subset of pipes that have compressors. The action of compressors is modeled as a conservation of flow and an increase in pressure at a point c i j ∈ [0, L i j ] by a multiplicative ratio
Specifically,
The cost of compression S i j is proportional to the required power [45] , and is approximated by
with 0 < K = (γ − 1)/γ < 1, where γ is the heat capacity ratio and η is a compressor efficiency factor. In this study we do not consider pressure regulation (decompression), so the compressor ratio for a given station must remain bounded within a feasible operating region
A compression ratio with a value greater than 1, i.e., R i j (t i j ) ≥ 1, corresponds to a compressor applying power in its defined working direction. A value of R i j (t i j ) = 1 denotes a compressor that is bypassed by the flow, in either the working or the reverse direction. This study does not model regulators and makes certain assumptions on the structure of the system and the pressure bounds. We assume that the pipeline system was built in order to admit feasible solutions in its usual operations. Specifically, since pressure cannot be actively decreased in our model (in accordance with the typical construction of transmission pipelines), we assume that the maximum pressure bound throughout the network is uniform. While this may appear to be a strong assumption, it is reasonable in practice as: 1) the intra-day operation of high-pressure, largescale transmission systems is separated from operation of lower pressure distribution systems, and 2) transmission systems rarely experience changes in large-scale flow directions. This assumption guarantees that R i j must be assigned to 1 (set to bypass mode) in the optimal solution if gas is delivered in the reverse direction (from j to i) on a pipe P i j with compressor C i j . Indeed, assume that R i j is larger than 1 (i.e., set to regulator mode in the reverse flow direction) in an optimal solution.
Because the maximum pressure bound is uniform across the network, it is possible to remove the decompression and obtain a feasible solution with a lower cost based on our objective function, contradicting the optimality assumption. This means that R i j = 1 when the flow is reversed on pipe P i j . The investigation of appropriate models and optimal control problems for systems with more complex structure, such as multi-pressure systems that require intra-day control of regulators, is a topic for future research.
In addition to the dynamic equations (6)- (7) and continuity conditions for compressors (9)- (10) that characterize the system behavior on each pipe P i j ∈ P, we specify balance conditions for each junction J i ∈ J . We first define variables for the unique nodal pressure p i (t) at each junction, as well as mass injections f i (t) from outside the system (negative for withdrawals/consumption).
Each junction J j ∈ J then has a flow balance condition
as well as a pressure continuity conditioñ
∀ J i , J k ∈ J s.t. P i j , P jk ∈ P wheret i j is the pipe-dependent dimensionless time transformed from the time t in nominal unit.
A subset of the junctions S ⊂ J may be treated as "slack" nodes, which reasonably represent large sources in a transmission system, such as significant storages or interconnections. For these junctions, the mass inflow f i (t) is a free variable and the nodal pressure is defined at a supply pressure boundary parameter s i (t) (in dimensionless unit). For the remaining junctions, which reasonably represent consumers or small suppliers, the nodal pressure p i (t) is free and the mass inflow is initialized with an injection/withdrawal boundary parameter d i (t) (in dimensionless unit).
These boundary conditions are given by
Here, we express injections into and withdrawals from the pipeline network in terms of mass flow. While the contracts and daily nominations for natural gas are given in units of energy, e.g., kWh or mmBtu, the assumption of uniform system-wide composition allows the use of mass flow units. In practice, the mass flow nominated depends on the calorific value, which is normally assumed to be known at the sources. Our focus is on large-scale transmission pipelines that receive gas from processing plants, which supply gas with composition with less than 2% variability. Preliminary validation on real data of transmission pipeline modeling using density and mass flow variables only has recently shown the approach to be acceptable in an industrial setting [46] . 11 The optimization problem that we solve involves a gas pipeline network for which the conditions at each junction are parameterized by an injection/withdrawal d i (t) or supply pressure s i (t). The design goal is for the system to deliver all of the required flows d i (t) while maintaining feasible system pressure given the physics-based dynamic constraints, and minimizing the cost of com-
to be the dimensionless time horizon of P i j .
This cost objective is given by
In this study, we consider time-periodic boundary conditions on the system state and controls, i.e.,
and therefore feasible parameter functions also must satisfy (16) s.t. pipe dynamics: (6), (7) compressor continuity: (9), (10) junction conditions: (13) , (14) density & compression constraints: (8), (12) periodicity constraints: (17), (18) boundary parameters: (15) compressor power: (11)
In the next section, we describe a spatial and temporal discretization scheme and relaxation conditions that facilitate efficient solution of this PDE-constrained optimization problem using standard nonlinear programming tools.
Discretization to a Nonlinear Program
We evaluate several discretization schemes to balance the high nonlinearity in the spatiotemporal dynamics (6)- (7) among a collection of auxiliary variables in which the constraints in Problem n . Normalization and rescaling is performed after choosing the collocation points identically throughout the network in order to maintain consistency of the time discretization.
We use a uniform grid for the trapezoidal scheme for simplicity. For pseudospectral methods, the collocation points are chosen according to the polynomial approximation scheme.
Trapezoidal Quadrature Rule Approximation
For trapezoidal discretization, we discretizet i j m andx i j n uniformly:
∆ t i j and ∆ x i j are (dimensionless) time and space discretization steps, andT i j is the dimensionless time horizon for pipe P i j obtained from T according to (5) . We omit the subscripts {i j} on N i j when they are clear from the context. For each of the (M + 1) × (N i j + 1) discrete points in the time-space
for the flow dynamics on a pipe P i j , we definẽ
to be the pressure and mass flow variables at timet 
A constraint that relates the discretized variables (23) to their derivatives (24)- (25) is created by approximating the integral over a time or space step by the trapezoid rule. This yields 
Non-dimensional Dynamic Equation with Compressors
The non-dimensional dynamic equations (6)- (7) are then discretized in the above variables by For each pipe with compressors P i j ∈ C , we define the discrete compression variables R m i j for m = 0, 1, . . . , M, and assume that the compressor is located at c i j = x k for some 0 ≤ k ≤ N, where the dependence of k on the pipe P i j in question is clear from the context. The pipe is then divided into two pipes P i ju and P i jl , with non-dimensional lengths L i ju and L i jl , and for which we define the discretized variablesp
and corresponding spatial derivative variablespt
These state and derivative variables satisfỹ
for P i j ∈ C and 0 ≤ m ≤ M − 1, and
for P i j ∈ C and 0 ≤ m ≤ M. In addition, we require continuity constraints at the compressor location to connect pipes P i ju and P i jl for all P i j ∈ C and 0 ≤ m ≤ M, which take the form The equations (6)- (7) on either side of the compressor are discretized for P i j ∈ C bỹ
for all P i j ∈ C and 0 ≤ m ≤ M. The equations (26)- (28) and (31)- (41) discretize the dynamic equations (6)- (7) and continuity conditions for compressors (9)-(10).
Pseudospectral Approximation
Another approach to time discretization is a pseudospectral approximation, which is a global approximation scheme that is endowed with the desirable properties of spectral accuracy [38] .
Here, we use the Legendre-Gauss-Lobatto (LGL) pseudospectral collocation scheme for time discretization [47, 48, 49] . Suppose we want to discretize a function into M + 1 time points 
and also induces a re-scaled function
The scheme is based on the M th degree interpolating polynomial f M (τ), constructed as follows:
Because φ m is constructed such that φ m (τ j ) will be 1 if m = j and 0 otherwise, f M will be equal to f T on all discretized re-scaled points (τ 0 , . . . , τ M ). By restricting our attention to f M and only at the discretized points, we have the following approximation for differentiation:
where D m j is the time differentiation coefficient on the j th Legendre polynomial at time τ j :
We also obtain an expression for integration int i j from t a to t b given by
where w j is the weighting coefficient with respect to the Lagrange polynomial φ j :
To change from trapezoidal time discretization to LGL pseudospectral discretization, we replace (26), (31) , and (32) byp
for all P i j ∈ P − C , 0 ≤ m ≤ M, and 0 ≤ n ≤ N, and
for P i j ∈ C and 0 ≤ m ≤ M, whereT i j is the pipe-dependent dimensionless time horizon, and k is the compressor location of pipe P i j .
Lumped Element Approximation
So far, we have approximated equations (6)- (7) by spatial discretization for both the pressure and flux variables and only a time discretization for the pressure variables. One way to further decrease the computational complexity is to simplify the space discretization by using a lumped element approximation, where spatial derivative variables are no longer required. Instead of approximating spatial derivatives by (27) and (33)- (36), a lumped-element approximation is applied to the nondimensional dynamic equations (6)- (7) by integrating along each pipe segment in space, either explicitly or by the trapezoid quadrature rule. This yields the relations:
Substituting back into (6)- (7) yields
for all P i j ∈ P − C , 0 ≤ m ≤ M, and 0 ≤ n ≤ N − 1. By similar reasoning on pipes with compressors, we obtain (58)-(61) replacing (33)- (36):
for all P i j ∈ C and 0 ≤ m ≤ M. Overall, lumped element approximation can be seen as a simplified trapezoidal rule discretization in space, where (27) and (33)- (36) are omitted and (28), (38)- (41) are replaced with (56)-(57) and (58)-(61).
Constraints and Objective
We now show how to express the problem constraints and objective. The pressure variables must lie within the operational/safety bounds, as given in (8) . In discretized form, we have for all 0 ≤
In addition, the compression ratio must lie within operational requirements and satisfy
for all P i j ∈ C and 0 ≤ m ≤ M. The cost of compression is then expressed by a constraint
for all P i j ∈ C and 0 ≤ m ≤ M, whereq m m i j is an auxiliary variable with the constraints
so that minimizingq m m i j will minimize |q mk i ju | (when R m i j > 1). Compressor cost is also constrained to be positive, i.e., 
For all J i , J k ∈ J s.t. P i j , P jk ∈ P,p
Parametrization of these balance conditions for 0 ≤ m ≤ M is given by
whered i (t) ands i (t) are given flow injection or supply pressure functions (in dimensionless form).
The time-periodic boundary conditions on the states and controls are given for 0 ≤ m ≤ M by −ε ≤p
Article where ε is a sufficiently small tolerance. The integral in the objective of problem (19) is approximated by a Riemann sum (normalized by U m ) of the form
where U m denotes weights for the compression energy at time point m. We set U m to 2/(M + 1) 
The Two-Stage Optimization Model
A direct encoding of the optimization problem over the discretized constraints and objectives may result in solutions where the pressure, flow, and compression ratio solutions may not be smooth. Figure 1 ) which may cause severe damage to turbomachinery or piping.
Moreover, the jitters in the pressure trajectories (in the middle subfigure) indicates that the physics is not represented accurately. Finally, the simulated pressures for these compressor ratios also violate their bounds and raises potential safety issues in practice.
To remedy these limitions, we add a second objective function that aims at producing smooth compressor ratios. This second objective minimizes
i.e., the sum of the second derivatives of the compressor ratios over time. For the trapezoidal time discretization, the second derivatives can be approximated by
where we map R 
where D 2 is equal to the matrix product of the differential matrix D with itself (i.e.,
To integrate the two objectives, we employ a lexicographic strategy in our implementation. We first solve the original nonlinear program with the first objective (77), and then solve the nonlinear program with the second objective (78), while imposing the additional constraint
where f is the objective value obtained from the first step. Intuitively, the tolerance r is a useradjustable parameter that quantifies the factor of increase in compression energy that can be traded for a smoother solution. In our implementation, the second stage is initialized with the first-stage solution. This two-stage approach had the desirable property that smoothness can really be controlled effectively, which was not the case when using a weighted sum of the two objectives with a penalty on C 2 or when imposing a smoothness-enforcing constraint directly in a one-stage optimization model. We now summarize our formulation. The first-stage optimization is specified by 
Case Studies
The large-scale nonlinear programs for our DOGF problems are modeled with AMPL (version 2014) [50, 51] and solved with the nonlinear solver IPOPT 3.12.2, ASL routine (version 2015) [41] with AMPL pre-solve. The implementation is run on a Dell PowerEdge R415 with AMD Opteron 21 4226 and 64 GB of ram. We present the computational results of three case studies that include a validation of the approach, as well as results about solution quality, efficiency, and scalability.
Validation
The solution obtained using our implementation was validated on the 24-pipe benchmark gas network used in prior work [34] , and illustrated in Figure 2 . The pressures at supply sources were fixed at 500psi (≈ 3.45 × 10 6 Pa), the dimensionless constants for the dimensionless equation transformation were set to p N = 250psi (≈ 1.72 × 10 6 Pa) and q N = 100 kg/s, physical parameters a = 377.968 m/s, γ = 2.5, and λ = 0.01 were used, and a time horizon T = 24 hrs (86400s) was considered. Parameters D i j , A i j , L i j , R i j , and R i j were set according to the benchmark case study, as well as time-dependent profiles of gas injections/withdrawals d i (t). The benchmark network structure and the gas draw profiles are provided in the online supplement section. For the trapezoidal space approximation, each pipe P i j is discretized uniformly according to its length L i j into L i j /E + 1 segments, where E is set to 10km by default. The test case is a tree network and hence the flow direction on each pipe is known. The compressors are placed on the first segment of the i th end of every pipe P i j ∈ C .
The admissible pressure range is 500 to 800 psi throughout the network. A feasible solution to the discretized problem that satisfies the pressure constraints may cause these constraints to be violated in a high-accuracy simulation of the dynamics for the continuous problem. To address this issue, one version of our implementation tightens the pressure bounds conservatively by 4% or less, i.e., in the range [520,780] psi for this particular benchmark. We refer to this as "tightened" problem, while optimizing over the nominal constraints of 500 to 800 psi is referred to as the "regular" problem.
The optimization results were validated by using the optimized compression ratio solution as a time-varying parameter in a validated dynamic simulation method [42, 43] . The trajectories computed using the simulation are used to validate the optimization solution in two ways. First, we quantify how much the constraints on pressure are exceeded by evaluating the L 2 -norm of the violations. The violation measure aggregates violations over the 24-hour period by integrating the square of the pressure violations (psi) of the bounds at every junction. It is defined by
Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) where (x) + = x if x ≥ 0 and (x) + ≡ 0 if x < 0. The unit of the metric is psi-days. Tables 1 and 2 list solution values found using various time discretizations, smoothing parameter r, the tightened vs. regular problems, and using 3km and 10km space discretization settings. With tightened bounds, the optimization solution has no, or negligible, violations in the studied configurations. respectively, and with E = 10km spatial trapezoidal discretization and lumped element approximation. The second-stage tolerance r is set to 5%. The results show that the compressor ratios over time are smooth, producing meaningful physical solutions and control profiles that can be implemented by operators. This is true even for coarse time discretizations. The only exception is the pseudo-spectral discretization (25tp, PS time, TZ space, 5%, tightened). The last column of Figure 3 describes validation results that compare the optimization solutions with simulations. The simulation results were found by providing the optimal control solutions as input to a dynamic simulation of a differential algebraic equation (DAE) model of the network [34] and the adaptive time-stepping solver ode15i in MATLAB. Figure 3 reports the relative difference between the optimized pressure profiles p m j (re-scaled from dimensionless to nominal unit) for every junction in the network with the pressure trajectories p m j obtained from simulations over time. Table 3 and Table 4 give the maximum relative error (in %) across all the pipe junctions and all the time steps for our four discretization schemes with the formula:
We tested the test cases with both regular and tightened constraints, with a 5% and 10% reoptimization tolerance, and with both 3km and 10km space discretization settings in simulations.
With only 25 time points, the (time and space) trapezoidal methods gave smooth control profiles with less than 4% of error when compared with simulations. This error disappears almost entirely with 200 time points. In general, the lumped element method with a trapezoidal discretization for time gives slighly less accurate results.
Because the sources of the compared pressure profiles are qualitatively very different, i.e., optimization of algebraic equations that discretize PDEs over a fixed grid compared with adaptive time-stepping solution of an ODE system, these results are a powerful cross-validation of both models. and 10%. We vary time points from 25pt up to 300pt/50tp for trapezoidal/pseudospectral time discretization respectively. The table gives the value of the C 1 objective after the first stage, and also in the second stage for r = 5% and 10%. CPU times in seconds reported by IPOPT for the first and second stages are also given. First, observe that enforcing the smoothness of the solution does not fundamentally decrease the quality of the C 1 objective, which is important from an operational standpoint. Second, as expected, refining the time discretization increases the objective value in the various trapezoidal schemes (since more constraints are added). Third, for the trapezoidal time discretization, the convergence rate is fast and the solutions obtained with a coarse discretization are already of high quality, as illustrated in Figure 3 . The lumped element approximation further reduces the model size by more than 50% and increases computational efficiency by factors from 4 to 25 depending on the accuracy of the discretization. As a result, the method exhibits excellent performance. Consider the time granularities with 25 and 50 points: For r = 10%, the method requires less than 10 seconds, which indicates that it can be used during real-time operations. On the other hand, the pseudospectral time discretizations are orders of magnitude slower than trapezoidal scheme. Pseudospectral methods link every pressure/flux differential variable to pressure/flux variables at every time step [47, 49] , producing a dense constraint matrix. Since the iteration counts of IPOPT for both types of discretization are similar in scale, the increased matrix density in the pseudospectral discretization is responsible for the observed loss in efficiency.
Scalability
To study the scalability of the proposed method, two additional instances are considered: Gaslib-40
and Gaslib-135 from the GasLib library [52] . The pressure ranges are set to 500 to 800 psi and 500
to 1000 psi for Gaslib-40 and Gaslib-135 respectively, and the source pressures are set to 600 psi. Tables 6-8 present the results on solution quality and efficiency. We omit results for pseudospectral time method since it does not converge or scales poorly on both benchmarks.
The trapezoidal time methods scale well on Gaslib-40 and they exhibit similar behavior as in the 24-pipe network. In particular, it can be solved in less than two minutes. The Gaslib-135 network is much more challenging and consists of more than 6000km of pipes. Hence, we only consider the lumped element method and relax the acceptable tolerances (termination condition) of IPOPT from 10 −6 to 10 −4 given the size of the test case. The cases that satisfy the acceptable tolerance but fail to reach the optimality region (IPOPT default: 10 −8 ) are marked with ' * in the objective column. The results show that the lumped element method finds high-quality solutions in reasonable time, solving a 25pt discretization in about an hour. The objective function does not necessarily increase monotonically due to the difficulty in reaching the feasibility region. Still these results are promising and demonstrate the method's ability to find high-quality solutions to large networks.
Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) We also report results on the validation of the solutions for Gaslib-40. Figure 4 presents the pressure and flow profiles resulting from simulations. The figure shows the differences in percentage for each junction over time between optimization and simulation on pressure trajectories. Table 7 again shows the maximum relative error across all the pipe junctions. In this larger benchmark, the method produces smooth control profiles with less than 2% of error using 50 trapezoidal time
points. Figure 5 further shows two compression solutions on the Gaslib-135 benchmark.
The results in Figures 3-4 also show the benefits and justify our two-stage approach. The figures demonstrate that the largest errors occur when there are fast changes in the demands and are not due to compressor ratios.
Extensions & Variants
We now present a related optimization problem to showcase the generality of the dynamic gas pipeline flow modeling proposed here. With the growing number of gas-fired generators, it 27 becomes important in planning and signing contracts to understand how much gas could be supplied, packed into the system, and delivered to potential customers at any time. It is also important to understand the bottlenecks of transmission networks when planning for future upgrades.
In this section, we modify our optimization problem for the 24-pipe system to maximize the outflows for a set of important demand points D ⊆ J , while keeping the flow profiles for the other demands J \ D fixed. In other words, equation (71) will be relaxed for demands in D. To align our experiments with industry practice, we seek the maximal outflows that are steady (i.e., constant over time). Thus, we create decision variables f j for functions J j ∈ D and change (69) for these junctions to
where f j is now steady. We then replace (77) by
where c j is the node-dependent costs. We further add penalty terms in (78) to smooth the source flux S which act as the slack variable in our formulation. This gives
where w p is the weight of the new penalty and f m j are the flux variables of the source. We use the same method as in (78) to approximate the second derivatives of f m j for both the trapezoidal and pseudospectral discretizations. Because we switch from minimization to maximization, we flip the inequality in (79) to obtain:
and where v is the objective value obtained in the first step.
We report experimental results on on the 24 pipe system with three different cases: Table 9 .
Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) Table 9 Gas price ($ per 10 kg mass) and optimized demand (kg/s). Table 10 the maximum contractable throughput for a specific demand point in the presence of the remaining known load profiles. Case 3 further considers price weights among different demands, with the goal to find the optimal contractable throughput based on maximum revenue to the pipeline operator.
The optimal solution will then represent the maximum contractable revenue that the gas transmission system can obtain by optimizing allocation of supplies to flexible customers with different offer bids. We repeat the computational studies as done in previous sections on both cases with the trapezoidal time discretization and the lumped element space approximation. Table 11 shows the model size, objective values M 1 , and computational runtimes. Figure 6 and Table 9 Overall, these results show that the proposed method produces consistent results across a number of case studies and objectives.
Conclusions
This paper investigated the Dynamic Optimal Gas Flow (DOGF) problem of pipeline flow management whose goal is to minimize compressor operating costs while maintaining pressure constraints under dynamic intra-day conditions where offtakes by customers are described by time-dependent mass flow functions. This study was motivated by the growing reliance of electric power systems on gas-fired generation, which has been driven by the need to balance intermittent sources of renewable energy and low prices for new power plant construction and natural gas. This deeper integration has increased the variation and volume of flows through natural gas transmission pipelines, making progress beyond steady-state optimization a critical operational need for controlling and optimizing natural gas networks. Maintaining efficiency and security under such dynamic conditions requires optimization methods that accurately account for intra-day transients and can quickly compute solutions to follow generator re-dispatch.
This paper presented an efficient scheme for the DOGF that relies on a compact yet appropriately accurate representation of gas flow physics. The paper also detailed two time-and two spacediscretization methods and formalized the nonlinear model for optimization. A two-stage approach is applied to minimize energy costs and maximize smoothness of compressor ratios to obtain physically realistic solutions. The resulting large-scale nonlinear programs are solved using a general interior-point method, and the results are validated against an accurate simulation of the dynamic equations and a recently proposed state-of-the-art method. The novel optimization scheme yields solutions that are feasible for the continuous problem and practical from an operational standpoint.
Scalability of the scheme was demonstrated using three networks with 25, 40, and 135 nodes, 24, 45, and 170 pipes, and total pipeline lengths of 477, 1118, and 6964 kilometers respectively. We further extended the formulation to tackle the maximum throughput problem, demonstrating the flexibility of our model. This opens new directions for the investigation of previously computationally difficult control and optimization problems involving gas networks, as well as integration of pipeline operations with electric power systems. 
Figure 6
Optimized demands(kg/s). From left to right: case 1: r = 3% and 7%, and case 3: r = 3% and 7%. 
