Principal component regression is a linear regression model with principal components as regressors. This type of modelling is particularly useful for prediction in settings with high-dimensional covariates. Surprisingly, the existing literature treating of Bayesian approaches is relatively sparse. In this paper, we aim at filling some gaps through the following practical contribution: we introduce a Bayesian approach with detailed guidelines for a straightforward implementation. The approach features two characteristics that we believe are important. First, it effectively involves the relevant principal components in the prediction process. This is achieved in two steps. The first one is model selection; the second one is to average out the predictions obtained from the selected models according to model averaging mechanisms, allowing to account for model uncertainty. The model posterior probabilities are required for model selection and model averaging. For this purpose, we include a procedure leading to an efficient reversible jump algorithm. The second characteristic of our approach is whole robustness, meaning that the impact of outliers on inference gradually vanishes as they approach plus or minus infinity. The conclusions obtained are consequently consistent with the majority of observations (the bulk of the data).
Introduction
Principal component regression (PCR) corresponds to the usual linear regression model in which the covariates arise from a principal component analysis (PCA) of some explanatory variables. PCA is commonly used to reduce the dimensionality of data sets through two steps: first, the transformation of the "original" variables into principal components; second, the selection of the first d components, where d is smaller than the number of "original" variables. PCR is thus especially useful in situations where the number of explanatory variables is larger than the number of observations, or simply when one wishes to deal with smaller and therefore more stable models. The price to pay is that we do not obtain the typical inference on the "original" explanatory variables (as the identification of which variables have a statistically significant relationship with the dependent variable). PCR is, as a result, mostly used for prediction. Still, it can be useful for elucidating underlying structure in these "original" explanatory variables, as explained and shown in the very interesting paper of West (2003) . We focus on prediction in this paper, but we believe that our contributions can also be beneficial for elucidating underlying structure.
Traditionally, linear regression analysis assumes normality of the errors. We explain in Section 2.1 that this has the advantage that estimates are easily computed. A well-known problem however arises: inference may be contaminated by outliers. This problem is due to the slimness of the normal tails, which causes a shift in the posterior density to incorporate all data. It may find itself concentrated between the outliers and the bulk of the data, in an area that is not supported by any source of information. This translates into predictions that are not in line with either the nonoutliers or the outliers. Following Box and Tiao (1968) and West (1984) , we propose to model the errors in a different way, and more precisely, to replace the traditional normal assumption by an assumption that accommodates for the presence of outliers. This strategy is presented in Section 2.2. We instead assume that the error term has a super heavy-tailed distribution that allows attaining whole robustness, as stated in Gagnon et al. (2017b) . Consequently, the predictions obtained reflect the behaviour of the bulk of the data.
Another challenge of PCR is the determination of which components to incorporate in the predictions. As a first step, we recommend to set d such that a predetermined percentage of the total variation is accounted for (provided that it is possible to do the estimation), as done in West (2003) . In our analyses, we aim at reaching 90%. This step does not involve a study of the relationship between the variable of interest and the components. West (2003) proposes, as a second step, to use a product of Student distributions centered at 0 as prior for the regression coefficients, seeking to attract towards 0 the coefficients that are not significantly far from this value. This supports the effort of dimension reduction. We believe this approach, although interesting, may contaminate the inference as the prior may act as "conflicting information", in the sense that it may be in contradiction with the information carried by the data. The prior may have similar impact as outliers on the inference. We propose instead to identify the relevant components via model selection. More precisely, we introduce a random variable K representing the model indicator and compute its posterior probabilities. Given that the components carrying significant information for prediction are usually the first ones, we consider d models, where Model K = k is comprised of the first k components, k ∈ {1, . . . , d}. This means that K also represents the number of components in a given model. This strategy aims at simplifying the computations. After having identified the relevant models, we propose to account for model uncertainty using model averaging (see, e.g., Raftery et al. (1997) and Hoeting et al. (1999) ). More precisely, we propose to identify models with posterior probabilities larger than 0.01, and to average over predictions arising from these models by weighting them according to the normalised probabilities. Model selection and model averaging allow to further reduce the dimensionality, while effectively considering the relevant components in predictions.
The need of computing the model posterior probabilities, combined with the increased complexity of the posterior due to the new assumption on the error term, point towards the use of the reversible jump algorithm. Indeed, it is a useful Markov chain Monte Carlo method introduced by Green (1995) that allows switches between subspaces of differing dimensionality. It is thus a useful tool, not only for parameter estimation, but also for model selection; the method is described Section 2.3. The implementation of such samplers requires the specification of some functions, and their efficiency relies heavily on their design (i.e. on how the functions are specified). In Section 2.4, we provide a detailed procedure to implement an efficient reversible jump algorithm.
The applicability and performance of our PCR approach is illustrated in Sections 3 and 4, containing respectively a simulation study and a real data analysis. The former is used to illustrate the performance of our approach under ideal conditions. The attained level of performance is used as a reference in the latter to establish that our method is suitable in real life situations.
Principal Component Regression
Consider that a PCA has been performed on p ∈ {1, 2, . . .} explanatory variables with n observations each, from which the first d ∈ {1, . . . , p} components are retained in order to be able to estimate the models (i.e. d is such that n ≥ d + 1, see citegagnon2016regression for conditions that guarantee a proper posterior distribution). Let the associated design matrix be denoted by
, where x 11 = . . . = x n1 = 1, and x i j ∈ R for i = 1, . . . , n and j = 2, . . . , d. For simplicity, we consider the vector (x 11 , . . . , x n1 ) T = (1, . . . , 1) T as a component, but in fact, the principal components are the vectors (x 12 , . . . , x n2 ) T , . . . , (x 1d , . . . , x nd ) T . These principal components are such that n i=1 x i j x is = 0 for all j, s ∈ {2, . . . , d} with j s (they are pairwise orthogonal vectors), and (1/n) n i=1 x i j = 0 for all j ∈ {2, . . . , d} (their mean is 0). They are ordered, as usual, by their variability; the first one has the largest sample variance, the second one has the second largest sample variance, and so on.
The main goal is to study the relationship between a dependent variable, represented by the random variables Y 1 , . . . , Y n ∈ R, and the covariates (the components) in order to predict values for the dependent variable. We start from the premise that the following models are suitable:
From this perspective of statistical modelling, we can achieve the main goal (study the relationship between the dependent variable and the covariates for prediction purpose) through the identification of the relevant principal components (i.e. determination of the "best" models) and estimation of the parameters. Under the Bayesian paradigm, the model selection is performed considering K as a random variable. In this paper, we choose to perform model selection and parameter estimation simultaneously through the computation of π(k, σ k , β k | y), the joint posterior distribution of (K, σ K , β K ) given y := (y 1 , . . . , y n ). A prior structure has to be determined to proceed with the computations. It is set to be fully non-informative, letting the data completely drive the inference. More precisely, we set the prior of K, denoted π(k), equal to 1/d for all k in {1, . . . , d}, the prior of σ K , denoted π(σ k ), proportional to 1/σ k for σ k > 0, and the conditional prior of
, which are the usual non-informative priors for these types of random variables. We obviously assume the appropriate prior independence to obtain the following prior on (K, σ
It might seem that the so-called Lindley paradox (Lindley (1957) and Jeffreys (1967) ) may arise when using such prior structure. Casella et al. (2009) explain that this is due to the improper reference prior on the parameters π(σ k , β k | k) = c/σ k , and propose a solution. The constant c can indeed be arbitrarily fixed, and it can even be different for the different models. We are however consistant in our choices and use 1 for all models. We agree that this choice is arbitrary, but no approach is completely objective, including that of Casella et al. (2009) . We believe further theoretical investigations are needed to verify the validity of using such prior structure. That said, the model selection results presented in the numerical analyses are in line with those arising from the Bayesian information criterion (BIC, see Schwarz (1978) ), which suggests that the paradox does not arise. Note that the approach proposed in this paper is still valid if informative priors are used, such as those in Raftery et al. (1997) . If users are looking for simpler models, they can set the prior on K to penalise for the number of parameters in the same vein as the BIC. For instance, they can set π(k) ∝ 1/n k/2 for all k ∈ {1, . . . , d}. A power different from k/2 would result in a more (less) aggressive penalty if it is increased (decreased).
As is typically done in Bayesian linear regression, we assume that
Note that the normalisation constant of π(k | y) is the sum over k of the expression on the right-hand side in (1).
Proof. See Section 6. Proposition 1 indicates that users can easily determine which Model k * has the highest posterior probability and estimate its parameters. Indeed, they can evaluate π(k | y) (up to a constant) for all k ∈ {1, . . . , d} in order to find the maximum, and given Model k * , the parameters can be estimated using posterior meansβ
In our analyses, we use Bayesian model averaging (see Raftery et al. (1997) ) to predict values for the dependent variable given sets of observations of the covariates. When normality is assumed, we can therefore use
Tβ k , wherê
Note that, in this context of normality assumption, (σ K ) 2 | K, y has an inversegamma distribution with shape and scale parameters given by (n − k)/2 and (
i j )/2, respectively. As explained in Section 1, an important drawback of the classical normal assumption on the error term is that outliers have a significant impact on the estimation. This issue is addressed in Section 2.2.
Second Situation: Possible Presence of Outliers
The proposed solution to limit the impact of outliers is simple: replace the traditional normal assumption on the error term by a super heavy-tailed distribution assumption, aiming at accommodating for the presence of outliers. As explained in Gagnon et al. (2017b) , this is the strategy to attain whole robustness, meaning that the impact of outliers gradually vanishes as they approach plus or minus infinity. Whole robustness ensures that the resulting inference is consistent with the majority of observations (the bulk of the data). The super heavy-tailed distribution that we use is the log-Pareto-tailed standard normal distribution, with parameters α > 1 and ψ > 1. This is a distribution introduced by Desgagné (2015) that is expressed as
It exactly matches the standard normal on the interval [−α, α], while having tails that behave like (1/|z|)(log |z|) −ψ (which is a log-Pareto behaviour). Assuming that the error term follows this distribution and provided that there are at most n/2 − (d − 1/2) outliers ( · is the floor function), Theorem 1 in Gagnon et al. (2017b) indicates that the posterior distribution of (σ K , β K ) converges towards the posterior of (σ K , β K ) arising from the nonoutliers only, when the outliers approach plus or minus infinity, for any given model (i.e. for any given K). Whole robustness is thus attained for any given model. Consider for instance a sample of size n = 20 and that the first 7 components are retained for the analysis (i.e. d = 7). The convergence holds for any model if there is at most three outliers. The result ensures that, for any given model, any estimation of σ K and β K based on posterior quantiles (e.g. using posterior medians and Bayesian credible intervals) is robust to outliers. Given that this result is valid for any given K, we conjecture that it is also valid for the whole joint posterior of (K, σ K , β K ); this is empirically verified in Sections 3 and 4. In the analyses we set α = 1.96, which implies that ψ = 4.08, according to the procedure described in Section 4 of Desgagné (2015) (this procedure ensures that f is a continuous probability density function (PDF)). As explained in Gagnon et al. (2017b) , setting α = 1.96 seems suitable for practical purposes.
Reversible Jump Algorithm
The price to pay for robustness is an increase in the complexity of the posterior. We consequently need a numerical approximation method for the computation of integrals with respect to this posterior. The method commonly used in contexts of model selection and parameter estimation within the Bayesian paradigm is the reversible jump algorithm, a Markov chain Monte Carlo method introduced by Green (1995) . The implementation of this sampler requires the specification of some functions, a step typically driven by the structure of the posterior. In the current context, we rely on Proposition 1 for specifying these functions. As illustrated in Gagnon et al. (2017b) , if there is no outlier, the posterior arising from an error term with density f as in (2) is similar to that arising from the normality assumption, for any given model. Furthermore, in presence of outliers, the posterior is similar to that arising from the normality assumption, but based on the nonoutliers only (i.e. excluding the outliers), again for any given model. Therefore, whether there are outliers or not, the posterior should have a structure similar to that expressed in Proposition 1. In other words, the posterior should reflect some kind of conditional independence between the regression coefficients, given K and σ K . We consider this feature to design the reversible jump algorithm. In particular, we borrow ideas from Gagnon et al. (2017a) , in which an efficient reversible jump algorithm is built to sample from distributions reflecting a specific type of conditional independence (the sampler that we use is described in detail later in this section).
The reversible jump algorithm is the preferred method because it allows switches between subspaces of differing dimensionality, and therefore, to select models and estimate parameters from a single output. One iteration of this sampler is essentially as follows: a type of movement is first randomly chosen, then a candidate for the next state of the Markov chain (that depends on the type of movement) is proposed. The candidate is accepted with a specific probability; if it is rejected, the chain remains at the same state. We consider three types of movements: first, updating of the parameters (for a given model); second, switching from Model K to Model K + 1 (this requires that a regression coefficient be added); third, switching from Model K to Model K −1 (this requires that a regression coefficient be withdrawn). The probability mass function (PMF) used to randomly select the type of movement is the following:
where 0 < τ < 1 is a constant. Therefore, at each iteration, an update of the parameters is attempted with probability τ, and a switch to either Model K + 1 or Model K − 1 is attempted with probability (1 − τ)/2 in each case. Updating the parameters of Model K is achieved here by using a (K + 1)-dimensional proposal distribution centered around the current value of the parameter (σ K , β K ) and scaled according to / √ K + 1, where is a positive constant. We assume that each of the K + 1 candidates is generated independently from the others, according to the one-dimensional strictly positive PDF ϕ i , i = 1, . . . , K + 1. Although the chosen PDF ϕ i usually is the normal density, using the PDF in (2) induces larger candidate steps, and therefore, results in a better exploration of the state space. This claim has been empirically verified, and we thus rely on this updating strategy in the analyses in Sections 3 and 4. Note that one can easily simulate from (2) using the inverse transformation method.
A major issue with the design of the reversible jump algorithm is related to the fact that there may be a great difference between the "good" values for the parameters under Model K and those under Model K + 1. As witnessed from the posterior density detailed in Proposition 1, this should not be a concern in the case where there is no outlier. Furthermore, when the same data points are diagnosed as outliers for both Model K and Model K + 1, this should not be a concern either, as explained previously. When observations are outliers with respect to Model K +1 but not to Model K however, there will be a difference between the "good" values for the parameters of these models (because of the robustness provided by the super heavy-tailed distribution assumption). Therefore, when switching from Model K to Model K + 1 for instance, the parameters that were already in Model K need to be moved to a position that is, combined with a candidate value for the new parameter, appropriate under Model K + 1. Otherwise, this model switching will be less likely to be accepted, and if it is, it will possibly require some (maybe a lot of) iterations before the chain reaches the high probability area. This may result in inaccurate estimates. Existing research has focused on this issue (e.g. Brooks et al. (2003) , Al-Awadhi et al. (2004) , Hastie (2005) , and Karagiannis and Andrieu (2013) ).
Our strategy is simple and easy to implement. First, add up the vector c K+1 to the current value of the parameters of Model K to end up in a suitable area under Model K + 1. Then, generate a value u K+1 for the new parameter β K+1 K+1 from a strictly positive PDF q K+1 . The candidates for the parameters under Model K + 1 are thus (σ T and q 2 equal to the distribution given in (2) with location and scale parameters of 2 and 1, respectively, should result in a vector ((σ 1 , β 1 ) + c 2 , u 2 ) that is in the high probability area under Model 2. Note that, in order not to obtain negative values for σ K , we always set the first component of the vectors c i to 0. We now provide a pseudo-code for the reversible jump algorithm used to sample from π(k, σ k , β k | y) when assuming that f is given in (2). We thereafter explain how to specify the inputs required to implement it.
. Remark: the number in parentheses beside a vector (or a scalar) indicates the iteration index of the vector (or of the scalar). For instance, (K,
, and It is easily verified that the resulting stochastic process
k | y)-irreducible and aperiodic Markov chain. Furthermore, it satisfies the reversibility condition with respect to the posterior, as stated in the following proposition. Therefore, it is an ergodic Markov chain, which guarantees that the Law of Large Numbers holds.
Proposition 2. Consider the reversible jump algorithm described above. The Markov chain
, m ∈ N} satisfies the reversibility condition with respect to the posterior π(k, σ k , β k | y) arising from the assumption that f is given in (2).
Proof. See Section 6.
Optimal Implementation
In order to implement the reversible jump algorithm described above, we have to specify the PDFs q i , the constants τ and , and the vectors c i . In the following paragraphs, we explain how we achieve this task.
In Gagnon et al. (2017a) , a simple structure for the posterior is considered in order to obtain theoretical results that lead to an optimal design of the reversible jump algorithm. The structure is the following. The parameters are conditionally independent and identically distributed for any given model. The model indicator K indicates the number of parameters that are added to the simplest model (the one with the fewest parameters). Finally, when switching from Model K to Model K + 1 (i.e. when adding a parameter), the distributions of the parameters that were in Model K do not change. The authors find asymptotically optimal (as the number of parameters approaches infinity) values for τ and . They conjecture that their results are valid (to some extent) when the parameters are conditionally independent, but not identically distributed, for any given model. They also provide guidelines to suitably design the PDFs q i . Their setting is somewhat similar to ours, because, as explained above, the posterior should reflect some kind of conditional independence between the regression coefficients, given K and σ K . Also, when switching from Model K to Model K+1, if there is no outlier or if the same data points are diagnosed as outliers for both models, there should not be a great difference between the "good" values for the parameters under Model K and those under Model K +1. We therefore use their results to design the reversible jump algorithm (at least as a starting point).
In the setting of Gagnon et al. (2017a) , the asymptotically optimal value for τ depends on the PDFs q i . But for moderate values of d, selecting any value between 0.2 and 0.6 seems almost optimal. We recommend to set τ = 0.6 if d is rather small (because there are not so many models to visit), as in our analyses in Sections 3 and 4. Selecting larger values for τ leaves more time between model switchings for the chain to explore the state space of the parameters. We ran several reversible jump algorithms with different values for τ to verify if 0.6 actually is a good choice. The optimal values are close to 0.6 for the data sets analysed in Sections 3 and 4.
If the parameters (σ K , β K ) were independent and identically distributed for any given model, the asymptotically optimal value for would correspond to an acceptance rate of candidates w K of approximately 0.234. Note that this rate have to be computed by considering only iterations in which there has been an attempt at updating the parameters. If the parameters are nearly independent but not identically distributed, the asymptotically optimal value may correspond to an acceptance rate smaller than 0.234, as explained in Bédard (2007) . If in addition σ K has a great impact on the distribution of β K , the asymptotically optimal value may correspond to a further reduced acceptance rate, as explained in Bédard (2015) . Considering this, combined to the fact that d can be rather small, we recommend to perform trial runs to identify the optimal value for . We use the 0.234 rule to initiate the process. In our analyses in Sections 3 and 4, the optimal values for correspond to acceptance rates relatively close to 0.234.
We propose to specify the PDFs q i and the vectors c i through trial runs too. Specifying these functions and vectors requires information about the location of all regression coefficients for all models and about the scaling of β K K for Model K, K ≥ 2. In order to gather this information and to identify the optimal value for , we propose a naive but simple strategy for the trial runs that can be executed automatically: run a random walk Metropolis (RWM) algorithm for each model. The RWM algorithm is the reversible jump algorithm described above in which τ = 1 (it is an algorithm in which only updates of the parameters are proposed). Here is the procedure that we recommend for the trial runs:
For each k ∈ {1, . . . , d}: 1. Tune the value of so that the acceptance rate of candidates w k is approximately 0.234. Record the corresponding value k .
Select a sequence of values for around
, where L is a positive integer. 3. For each j : run a RWM algorithm with: (σ k (0)) 2 ∼ Inv-Γ with shape and scale parameters given by (n − k)/2 and ( (0))/2 and (
2 ), and β
In the analyses in Sections 3 and 4, we use sequences of length L = 10 for , T = 100,000 iterations and a burn-in period of length B = 10,000 for the trial runs. When running the reversible jump, we use 1,000,000 iterations and a burn-in period of length 100,000.
Simulation Study
Through this simulation study, we empirically verify the conjecture stated in Section 2.2 about the convergence of the posterior of (K, σ K , β K ) towards that arising from the nonoutliers only when the outliers approach plus or minus infinity. A framework that includes the presence of large outliers is thus set up. This can be considered as ideal conditions for the application of our method (given that this simulates the limiting situation). This nevertheless also allows to illustrate the performance of our approach under these conditions (recall that in the next section, its performance is evaluated when applied to a real data set). To help evaluate the performance, we compare the results with those arising from the normality assumption. The impact of model selection and model averaging is not analysed. We believe that the beneficial effect of these statistical techniques is well understood, contrary to that of using super heavy-tailed distributions in linear regression analyses. Indeed, this strategy has been recently introduced in Desgagné and Gagnon (2017) , in which the special case of simple linear regressions through the origin is considered. Then, its validity when applied the usual linear regression model was verified in Gagnon et al. (2017b) . It is the first time that this strategy is considered in a context of model selection.
We begin by generating n = 20 observations from explanatory variables. We shall work with 24 such variables which, by construction, are expected to be represented by 4 principal components. We define the vectors u 1 := (1, . . . , 20)
T , u 2 := (0 2 , 1 2 , . . . , 19 2 ) T , u 3 := (log(1), . . . , log (20)) T , and u 4 := (exp(1), . . . , exp (20)) T . From these vectors, four orthogonal, centered, and standardised vectors e 1 , . . . , e 4 are obtained through the Gram-Schmidt method. The vectors e 1 , . . . , e 4 represent the observations from the first four explanatory variables. The remaining 20 explanatory variables are obtained from e 1 , . . . , e 4 , introducing correlation between the explanatory variables. More precisely, for each of the vectors e i , we generate five vectors from a 20-dimensional normal distribution with mean e i and diagonal covariance matrix, where each of 11 the elements on the diagonal is arbitrarily set to 0.1 2 . From these variables, we first generate observations from the dependent variable using the linear regression model with a normal error term. The intercept and the second regression coefficient are arbitrarily set to 10 and 1, respectively, and each of the following regression coefficients are equal to minus the half of the previous one (therefore, −1/2, 1/4, and so on). The scale parameter of the error term is arbitrarily set to 1. We now perform the statistical analysis of the resulting data set. We shall then add a large outlier to evaluate the impact on the estimation (and therefore, on the predictions) under both the normality and the super heavy-tailed distribution assumptions. We apply the PCA on the initial data set and select d upon examining the variation explained by each of the principal components (see Figure 1 and Table 1 ).
As expected, everything suggests that we should retain 4 principal components, and therefore, select d = 5. We now compute the posterior probabilities of the models and the parameter estimates. The results under the super heavy-tailed distribution assumption are presented in Table 2 . We notice that the parameter estimates do not vary significantly from one model to another. As explained in Section 2.2, this is expected when there is no outlier or when the same data points are diagnosed as outliers for all models. The results under normality assumption are essentially the same, which suggests the absence of outliers. In particular, the posterior probabilities of Models 1 to 5 are 0.02, 0.02, 0.04, 0.49, and 0.42, respectively. The estimates of the first to the fifth regression coefficients are 10.14, −0.18, 0.21, 0.28, and 0.15, respectively. Therefore, predictions shall be essentially the same under both assumptions, provided that we
Tβ k in both cases, along with posterior medians under the super heavy-tailed distribution assumption. We now add an outlier to the data set. In order to preserve the properties on the columns in the design matrix X containing the principal components, we set x d 21 = (1, 0, . . . , 0) T , ensuring that the conclusions of Proposition 1 still hold. Indeed, the vectors comprised of the observations from the covariates are still pairwise orthogonal and their mean is still 0. This prevents us from doing another PCA, and therefore, facilitates the comparison of results. We set y 21 = 30, a large outlier compared with the trend emerging from the bulk of the data (this can correspond to the estimated intercept from the original data set for most models, i.e.β K 1 = 10.14). With or without the outlier, the estimates for β K i , i = 2, . . . , 5, under normality do not vary; recall that they are given byβ
. . , 5. The estimates for β K 1 and σ K are however different: whilê β K 1 = 11.09 for all models, we find for instance that the estimate for the scale parameter of the error term in Model 5 is 5.04 (compared with 0.95 based on the original data set). The impact of the outlier thus mainly translates into higher probabilities on large scale parameter values for the error term. This is due to the position of the outlier (the impact of an outlier with a different position is shown in Section 4). Its impact is however not only on the marginal posterior distributions of σ K and β K 1 . It propagates through the whole joint posterior of K, σ K and β K , increasing the posterior scaling of the entire vector β K and modifying the posterior probabilities of the models. The latter are 0.12, 0.14, 0.18, 0.25 and 0.32, respectively for Models 1 to 5.
The results under the super heavy-tailed distribution assumption are now presented in Table 3 . Whole robustness seems attained. Indeed, the posterior probabilities of the models and the parameter estimates are essentially the same as those based on the original data set. As a result, predictions made under the super heavy-tailed distribution assumption reflect the behaviour of the bulk of the data, contrary to those made under normality. In other words, new observations from the dependent variable in line with the bulk of the data are more accurately predicted under the robust approach.
Real Data Analysis: Prediction of Returns for the S&P 500
In Section 3, we showed that our strategy allows to obtain adequate inference in presence of large outliers, corresponding to an ideal condition for the application of our method. In this section, we show how our strategy performs when applied to a real data set containing outliers. Again, the results obtained from our method are compared with those arising from the normality assumption.
Models Posterior prob.
Posterior medians of Table 3 : Posterior probabilities of models and parameter estimates under the super heavy-tailed distribution assumption based on the data set with the outlier
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The context is the following: we model the January 2011 daily returns of the S&P 500 by exploiting their potential linear relationship with some financial assets and indicators, aiming at predicting the February 2011 daily returns of this stock index. The detailed list of explanatory variables is provided in Section 7. There are 18 explanatory variables in total, and obviously, their observations on day i are used to predict the return of the S&P 500 on day i + 1. For each of the explanatory variables and for the dependent variable, there are n = 19 observations that can be used to estimate the models, and the linear regression model with all explanatory variables has 20 parameters (18 regression coefficients for the variables, the intercept, and the scale parameter). The PCA should be a beneficial procedure given that financial assets and indicators are likely to carry redundant information.
As in Section 3, we start by selecting d. We decide to retain 10 principal components which account for approximately 92% of the total variation (see Figure 2 and Table 4 ), and therefore, to set d = 11. We now present the results under the super heavy-tailed distribution assumption in Table 5 . The posterior probabilities of models other than 2 to 6 are all less than 0.01. We notice from Table 5 that outliers seem present with respect to either Models 2 and 3 or Models 4, 5 and 6 (because parameter estimates are significantly different). To help us in this outlier investigation, we now present the results under the normality assumption. The probabilities of Models 2 to 6 are 0.92, 0.07, 0.01, 0.00, and 0.00 (to two decimal places), respectively, and the estimates of the first to sixth regression coefficients are 0.06, −0.23, 0.03, 0.08, 0.06, and −0.09, respectively. This suggests that there are outliers with respect to Models 4, 5, and 6 (because the parameter estimates under the normality assumption are different from those under the super heavy-tailed distribution assumption for these models). It is noteworthy that Model 4 is an unlikely model under the normality assumption, but a relatively likely model under the super heavy-tailed assumption. This leads, along with the discrepancies in the parameter estimates, to different predictions. In particular, the mean absolute deviation between the predicted and actual returns in percentage for February 2011 is 0.62% under the normality assumption, whereas it is 0.57% under the super heavy-tailed distribution assumption. Under both assumptions, we use the same expression to predict, i.e.ŷ n+1
Tβ k , but the estimates are posterior medians for the super heavy-tailed distribution assumption. It may be of interest to only predict whether the financial asset (in this case, the S&P 500) will go up or down the day after. Using the sign of our predicted returns to answer this question, we are respectively correct 10 and 12 times out of 19, under the normality and the super heavy-tailed assumptions.
We now identify the outliers and redo the statistical analysis excluding these observations to evaluate their impact. For the identification step, we compute the errors, i.e.
Tβ k , i = 1, . . . , 19, of Model 4 (the most probable model among those for which there are outliers) under the super heavy-tailed assumption (see Figure 3) . Note that the computation of these errors is based on the data used to estimate the models, i.e. the January 2011 daily returns. The second observation seems to be not in line with the trend emerging from the bulk of the data. This is also true under Models 5 and 6. The results excluding this observation under the super heavy-tailed distribution assumption are presented in Table 6 . Again, the probabilities of models other than 2 to 6 are all less than 0.01. The results under the normality assumption are now essentially the same. Note that the conclusions of Proposition 1 do not hold any more. Indeed, without the second observation, the properties on the columns in the design matrix are not preserved. The reversible jump algorithm has therefore been used, and the strategy explained in Section 2.2 to design it has been applied.
The second observation has a significant impact on the posterior distribution under the normality assumption. The robust alternative is able to limit the impact (as can be seen by comparing the results in Table 5 with those in Table 6 ). In fact, this example illustrates another feature of our method. It has the ability of reflecting the level of uncertainty about the fact that an observation really is an outlier or not. This phenomenon was discussed in Gagnon et al. (2017b) . In this example, the method seems to diagnose the second observation as an outlier (which explains why it limits its impact), but not as a "clear" outlier, as it does in Section 3 with the twenty-first observation. It is a question of whether or not the observation is far enough from the bulk of the data, and more precisely, far enough from the probable hyperplanes for the bulk of the data. Note that the differences between the predictions made under the two different assumptions, based on the original data set, are due to the presence of second observation. Indeed, without this observation they are the same. In particular, the mean absolute deviation between the predicted and actual returns in percentage is now 0.50% (it is 0.57% for the robust approach with the outlier), and the number of correct predictions of whether the S&P 500 will go up or down is 12 (it also 12 for the robust approach with the outlier).
Conclusion and Further Remarks
In this paper, we have introduced a Bayesian PCR approach that addresses the two following issues: first, how to identify the components that should be involved in the prediction process Table 6 : Posterior probabilities of models and parameter estimates under the super heavy-tailed distribution assumption based on the returns in %, without the second observation (and how to involve them); second, how to limit the impact of outliers so that inferences are not contaminated. All the required guidelines for a straightforward implementation of our method have been provided. In particular, a detailed procedure to implement an efficient reversible jump algorithm has been included, allowing to obtain the required model posterior probabilities and parameter estimates. The relevance of our approach has been shown via a simulation study and a real data analysis in Sections 3 and 4, respectively. The method used to reduce dimensionality in our paper is the traditional PCA. Recall that this method transforms the "original" explanatory variables into principal components. This transformation is based on the sample correlation matrix of the observations from the explanatory variables. This process can be contaminated if there are outliers among these observations. The approach to attain robustness presented in this paper can thus be viewed as a first step towards fully robust PCR. Further research is therefore needed. We believe it would be particularly useful to develop a robust procedure to reduce dimensionality that also induces sparsity to deal with the case of interest p n.
Proofs
Proof of Proposition 1. The proof is essentially a computation using that f = N(0, 1) and the structure of the principal components. First,
The likelihood function for a given model is
We now analyse the sum in the exponential:
We also have
x 2 i j , using n i=1 x i j x is = 0 for all j, s ∈ {2, . . . , d} with j s, x 11 = . . . = x n1 = 1, and (1/n) n i=1 x i j = 0 for all j ∈ {2, . . . , d}. Consequently,
using again x 11 = . . . = x n1 = 1. We have
Putting this together leads to:
Multiplying and dividing by the appropriate terms leads to the result.
