A human psychoacoustical experiment is described that investigates the role of the monaural and interaural spectral cues in human sound localization. In particular, it focuses on the relative contribution of the monaural versus the interaural spectral cues towards resolving directions within a cone of confusion ͑i.e., directions with similar interaural time and level difference cues͒ in the auditory localization process. Broadband stimuli were presented in virtual space from 76 roughly equidistant locations around the listener. In the experimental conditions, a ''false'' flat spectrum was presented at the left eardrum. The sound spectrum at the right eardrum was then adjusted so that either the true right monaural spectrum or the true interaural spectrum was preserved. In both cases, the overall interaural time difference and overall interaural level difference were maintained at their natural values. With these virtual sound stimuli, the sound localization performance of four human subjects was examined. The localization performance results indicate that neither the preserved interaural spectral difference cue nor the preserved right monaural spectral cue was sufficient to maintain accurate elevation judgments in the presence of a flat monaural spectrum at the left eardrum. An explanation for the localization results is given in terms of the relative spectral information available for resolving directions within a cone of confusion.
I. INTRODUCTION
The interaural time and level difference cues extracted by the auditory system are spatially ambiguous in elevation angle as a consequence of the rather symmetrical arrangement of the ears on either side of the head. This spatial ambiguity is referred to as the cone of confusion ͑Wallach, 1939͒, and can be resolved using spectral cues associated with the acoustic filtering of the external auditory periphery. The external ears filter sound differently depending on the direction of the sound source relative to the ears. However, exploiting these cues for localization implies that the spectrum of the sound source is known, at least in part, prior to the acoustic filtering of the external auditory periphery. Of course, the spectrum of the sound source cannot be known a priori. The question of how the auditory system disambiguates the ear-filtered spectrum from the spectrum of the source remains unanswered. Nevertheless, the auditory localization system demonstrates a remarkable capacity for localizing transient, broadband sounds with random and widely varying sound spectra ͑see Macpherson and Middlebrooks, 2003; Wightman and Kistler, 1997͒. The dependence of human auditory localization on the monaural versus the interaural spectral cues has been the focus of copious research with interesting, but also conflicting results ͑e.g., Butler, 1969a,b; Duda, 1997; Gardner, 1973; Hebrank, 1976; Hebrank and Wright, 1974; Janko et al., 1997; Macpherson and Middlebrooks, 2003; Searle et al., 1975; Kistler, 1997, 1999͒ . Numerous psychophysical methods have attempted to reduce the significance of the interaural time difference ͑ITD͒ and interaural level difference 1 ͑ILD͒ cue in order to focus on the spectral cues. Such methods involve: ͑1͒ restricting sound locations to the midsagittal plane and listening binaurally or blocking one ear so that monaural and binaural sound localization can be compared ͑Butler, 1969a; Gardner, 1973; Hebrank and Wright, 1974͒ ; ͑2͒ using headphones to present diotic sound stimuli with correct spectral cues for only one ear ͑Searle et al., 1975͒; ͑3͒ using spectrally irregular sounds ͑Macpher-son and Middlebrooks, 2002; Wightman and Kistler, 1997͒ ; ͑4͒ filling in the pinna cavities of the ear and thus unilaterally or bilaterally degrading the spectral cues ͑Gardner, 1973͒. The primary novelty of the work presented here is the use of virtual auditory space so that the binaural difference cues ͑overall ITD and overall ILD͒ can be preserved and the monaural spectral cues disrupted. In addition, we present a new information-theoretic analysis of the spectral cues that clarifies the relative importance of the monaural and interaural spectral cues.
II. METHODS

A. Listeners and localization paradigm
Four subjects ͑3 male, 1 female͒ participated in the localization experiments. Three of the subjects were authors of the paper and one subject was naive as to the purpose of the experiment. Each participant was an unpaid volunteer with normal hearing ͑as verified by an audiometric examination͒. All of the subjects were experienced listeners and had participated in previous localization experiments within the laboratory. The sound localization experiments were conducted in an anechoic chamber using a head-pointing localization paradigm that has been described in detail previously ͑Carlile et al., 1997͒. The sound stimuli were presented in virtual auditory space using the ER-2 insert earphones ͑Ety-mōtic Research͒ that are designed to produce an approximately flat frequency response, within 3 dB, at the human eardrum over the frequency range 300 Hz to 10 kHz. The subject's head position was continuously monitored using an electromagnetic sensor system in which the receiver was attached to a headband worn by the subject. Prior to the VAS localization tests, the four subjects were first trained in the free-field acoustic environment to accurately use head pointing to indicate the location of a broadband sound source. A single localization trial consisted of the following steps.
͑1͒
The subject stood on a platform in the darkened anechoic chamber and oriented himself/herself with the calibrated start position of ͑0,0͒, indicated by LED light feedback. ͑2͒ The subject pressed a push button indicating his/her readiness, after which the sound stimulus was played over the earphones. ͑3͒ The subject turned and pointed his/her head in the perceived direction of the sound source. ͑4͒ The subject pressed the push button to indicate his/her completion of the head-pointing task, after which the response direction as measured by the electromagnetic sensor system was logged by the controlling computer.
B. Measuring directional transfer functions
The pressure transformation from a location in space to the listener's eardrum is referred to as the head-related transfer function ͑HRTF͒. There is a different HRTF for each ear and each direction in space. A set of HRTFs was recorded for each of the four subjects who participated in the VAS localization experiments. Recordings were carried out in a triplewalled anechoic sound chamber. Inside the chamber was a height-adjustable platform used to position the subject so that his/her head was in the center of the room. There was also a robotic arm inside the chamber configured as a double-hoop system that could revolve about the subject. The robotic arm was able to position a loudspeaker accurately ͑within a fraction of 1 deg͒ at points on an imaginary surface of a sphere 1 meter in radius and centered about the subject's head. The HRTF measurements were made for both ears simultaneously using a ''blocked ear'' recording technique with a small Sennheiser electret microphone ͑KE4-211-2͒ placed in each ear ͑Møller et al., 1995͒. For each subject, 393 HRTF measurements were made at locations evenly distributed around the subject's head. In order to improve the signal-to-noise ratio, digitally constructed Golay codes with a 1024 length were used as the recording stimulus. The response of the microphone was bandpass filtered from 200 Hz to 16 kHz, digitized at 80 kHz, and averaged over 16 repetitions of the stimulus. The standard processing technique for Golay sequences was then used to derive the impulse responses ͑see Zhou et al., 1992͒ . The transfer function of the external ear was obtained by deconvolving the response of the microphone in the free field from the response recorded at the entrance to the blocked ear ͑see Mehrgardt and Mellert, 1977; Pralong and Carlile, 1994; Wightman and Kistler, 1989͒ . The free-field calibration of the recording system was recorded without the subject in the anechoic chamber and at the position corresponding to the center of the subject's head.
The directional transfer functions ͑DTFs͒ were derived from the HRTFs as described in Middlebrooks and Green ͑1990͒. First, the average log-magnitude spectrum was calculated across all 393 positions to provide an estimate of the location-independent transfer function. The locationindependent transfer function was then deconvolved from the HRTFs to obtain the DTFs. The virtual-space sound stimuli were constructed by convolving the stimuli with the measured DTFs. The sound stimuli were presented to the subjects using the ER-2 earphones. The ear-canal resonance, although not present in the blocked ear recording, is not reintroduced by the earphones and was not compensated for when synthesizing virtual noise stimuli using the DTFs. The reasons for ignoring this detail are that: ͑1͒ accurate localization of broadband noise stimuli is empirically obtained without simulating the ear-canal resonance ͑see Carlile et al., 1997 , for details͒, and ͑2͒ the ear-canal resonance generally occurs between 3 and 4 kHz and does not play a significant role with respect to the high-frequency ͑Ͼ5 kHz͒ spectral cues of the outer ear ͑see Blauert, 1997͒, which are the primary focus of this work. To assess the quality of the DTF measurements and the virtual-space sound stimuli, the subjects' VAS localization performance was compared with their free-field performance ͑data presented in Sec. V A͒. We refer to this step as empirical validation of the DTF filters and have found that most subjects can accurately localize sounds filtered with DTF filters.
C. The VAS stimuli
Four different sound conditions were used in the VAS localization experiments. These sound conditions differed by the manipulations applied to the frequency magnitude spectrum of the subjects' DTF filters. Specifically, as discussed below, there were two control conditions ͑A and B͒, a ver-idical interaural ͑VI͒ condition, and a veridical right ͑VR͒ condition. For each condition in which the DTF magnitude spectra were modified, minimum-phase filter approximations were used to generate new FIR filters. When using the minimum-phase filters, the relative phase delay ͑ITD͒ between the original left and right filters was analytically determined by filtering a low-pass ͑4-kHz cutoff͒ noise stimulus with the filters and then calculating the delay corresponding to the peak of the cross correlation between the signals. This relative phase delay was then modeled by applying an appropriate all-pass delay to the minimum-phase filters. Kulkarni et al. ͑1999͒ have recently observed that there can be an intrinsic phase delay between the filters for the left and right ears that should be taken into account when creating the all-pass delay. This phase correction was not applied in this work when generating the all-pass delay.
However, we empirically demonstrate control-level localization performance ͑control B sound condition, see below͒ for the minimum-phase DTF filters, so the intrinsic phase delay errors are presumably small.
The noise stimuli consisted of Gaussian noise ͑300 to 14 000 Hz, 150-ms duration with 10-ms raised-cosine onset and offset ramps͒ that was regenerated for each localization trial. In the control A sound condition, the virtual noise stimuli were digitally filtered with the subjects' original DTF filters for the left and right ear. In the control B sound condition, the virtual noise stimuli were filtered using a minimum-phase approximation of the subject's DTF filters with an all-pass delay applied to model the ITD as described above. In the two test sound conditions, the magnitude of the frequency spectrum of the DTF filter for the left ear was made spectrally flat between 300 and 14 000 Hz for all target locations. This resulted in sound stimuli with a flat frequency spectrum being presented to the left eardrum regardless of the direction of the virtual source. The sound-pressure level of the noise stimuli at the left ear was then adjusted so that averaged across frequency it was equal to that of the corresponding control stimulus for that ear and location ͓Fig. 1͑a͔͒. After setting the filter for the left ear, the magnitude of the frequency spectrum of the right ear's filter was determined. In the VI sound condition, an effort was made to preserve the interaural spectral difference ͑ISD͒ cue by spectrally shaping the filter for the right ear. In the VR sound condition, the original and spectrally correct right-ear DTF filter was used, resulting in an incorrect ISD cue.
In order to clarify the description of the sound conditions, the spectra of example sound stimuli for the location ͑Ϫ40°,0°͒ are shown in Fig. 1 . Consider first the left monaural spectra. The spectrum for the control sound stimulus shows a broad peak around 5 kHz, a notch around 8 kHz ͑indicated by an arrow͒, and another broad peak between 12 and 14 kHz. In contrast, the magnitude spectrum of the left sound stimulus for both the VI and VR sound conditions has been flattened and is at roughly the same level across frequency. The levels of the spectra for the VI and VR sound stimuli have been set at the linear average level across frequency corresponding to the control sound stimulus. Note that this results in varying level changes across frequency, so that, for example, at 5 kHz the test sound stimuli are roughly 6 dB lower than the control stimulus, while at 7 kHz they are approximately 8 dB higher. Consider next the right monaural spectra. In this case, the control sound stimulus and the VR sound stimulus have a similar spectral shape. The spectrum of the VI sound stimulus, on the other hand, has level changes across frequency that correspond to the opposite or negative of the level changes in the left ear. These level changes preserve the interaural spectral differences. This is shown in Fig. 1͑c͒ , where the shape of the interaural spectra for the control and VI conditions are well matched. For example, the interaural spectral notch at 7 kHz ͑indicated by the arrow͒ is preserved for the VI sound condition, but removed for the VR sound condition.
The crux of the method for this experiment, then, was how to shape the frequency spectrum of the right ear's DTF filter in order to preserve the ISD cue for a specified target location despite the flat sound spectrum present at the left eardrum. To accomplish this task, we made the simplifying approximation ͑justified below͒ that a sound's cochlear excitation pattern can be estimated by a smoothed version of the logarithm of the magnitude of the sound's frequency spectrum. The logarithm was applied to approximate the cochlear compression of the signal, and a moving average was applied to improve the spectral inversion process, which involves dividing one spectrum by another. With this approximation, the ISD excitation pattern was calculated as the difference between the smoothed magnitudes of the left and right sound spectrums on a logarithmic ͑or decibel͒ scale. A detailed list of the methodological steps used to generate the stimuli for the VI sound condition is given in Appendix A.
The validity of the sound stimuli derived using the above spectral manipulations was checked using the Glasberg and Moore cochlear excitation pattern model ͑see Appendix B for a description of the model͒. After the sound stimuli for the VI condition were generated for a particular target direction, its ISD excitation pattern was calculated using the Glasberg and Moore model. If the approximations made above were reasonable, then this ISD excitation pattern should be similar to the ISD excitation pattern calculated for the control sound condition for a source at the same location. A graphical comparison of the differences between the ISD excitation patterns for the control sound condition and the VI sound condition is shown in Fig. 2 . The graphs show that although the approximations made were not perfect, the ISD excitation patterns were very similar given the amount of spectral variation associated with adjacent spatial locations. That is to say, the spectral variation between the ISD excitation patterns for the control and VI sound conditions was much less than the spectral variation between the ISD excitation patterns for adjacent locations. It is also evident that larger errors were made at the higher frequencies. In order to quantify these results, the mean-square difference across frequency between the corresponding ISD excitation patterns of the VI sound condition and the control sound condition was calculated ͑i.e., the error in the VI excitation patterns was calculated for each frequency, squared, and then averaged across frequency͒. A similar analysis was also applied to the spectral difference between the ISD excitation patterns for neighboring spatial locations separated by 10°of spherical angle in the control sound condition. The mean-square errors described above were calculated and averaged over the full database of DTF filters. It was found that the spectral difference errors associated with the VI sound condition were approximately 60 percent smaller than the spectral difference associated with the ISD excitation patterns of neighboring locations separated by 10°of spherical angle. This suggests that the approximations used to generate the sound stimuli for the VI sound condition were reasonable, at least for the task in question.
D. Testing procedure
For each sound condition, the four subjects performed five repeat localization tests at each of 76 test locations evenly distributed around the sphere within Ϯ40°of elevation. The same 76 test locations were used for each sound condition. In order to ensure that the listeners were not biased by an unbalanced attraction of localization responses to a particular region of space, the sound stimuli for the two test conditions ͑VI and VR͒ were randomly interleaved with the control sound stimuli, from the control A sound condition ͑see Sec. II C͒. The randomization was performed such that the three stimulus types were evenly balanced across three sound lists. Each sound list contained 76 interleaved sounds that were identified with a random sequence of the 76 test locations. A different random sequence of locations was used for every trial, with the constraint imposed that across the three sound lists each stimulus type would be presented from each of the 76 test locations once. Because the sequence of locations was randomized for every trial, it would be virtually impossible for a listener to anticipate the location of a sound source. The localization tests for the control B sound condition were performed separately in five repeat localization trials containing a random sequence of the 76 test locations.
As this experiment involved stimuli that were not natural, it should be made clear that none of the subjects reported a break in their perceptual spatialization of the sound stimuli. Subjects did at times report ''spatial broadness and blurring,'' but none of the subjects observed multiple images or ''inthe-head'' listening or lateralization of the sound stimuli. The subjects were instructed to point their nose in the direction of the sound source, with no explicit instructions given regarding spatially broad sound images. Also, when performance on early control blocks was compared with later control blocks, no learning effects were observed in these subjects.
III. GRAPHICAL PRESENTATION OF LOCALIZATION DATA
Scatter plots have been used to display the localization data for the test sound conditions because there were many large localization errors and these plots render a relatively ''clean'' picture of the data. In addition, spherical and circular statistics provided a convenient means for analyzing the sound localization data visually as well as numerically. Be-FIG. 2. The ISD excitation pattern for the VI sound condition is compared with that for the control sound condition at three neighboring locations ͑in degrees of azimuth and elevation͒: ͑a͒ ͑0°,10°͒; ͑b͒ ͑0°,0°͒; ͑c͒ ͑10°,0°͒. Although there is a consistent difference of a few dB at the high frequencies between the control and VI sound condition, the change at the high frequencies between neighboring positions on the sphere is much greater.
cause a complete description of these graphical methods is rather lengthy, a detailed presentation has been reserved for Appendix C and only a brief presentation is provided here. With respect to describing the statistics and the localization data, it is important to note that we use the lateral-polar angle coordinate system, where the lateral angle indicates the angle of incidence with respect to the midsagittal plane and the polar angle indicates the angle around the interaural axis. The method of spherical statistics is well suited to the task of describing the global distribution of the localization responses for all spatial directions about the subject. The spherical correlation coefficient, mean spherical angle error, and front-back error rates were statistical quantities used to describe the data. Circular statistics, in contrast to spherical statistics, is well suited to describing the distribution of the polar angle component of the localization responses. In this context, the correspondence between the response and target polar angles was analyzed visually using plots that are referred to here as circular hair plots. The utility of these plots over scatter plots is that the clustering of polar angle responses to one direction, as might be expected because a flat spectrum stimuli was continuously presented to the left ear, becomes much more readily apparent. Also, the von Mises distribution was used to model the polar angle data and a nonparametric homogeneity test know as the WWM test was used to statistically compare two different polar angle data distributions.
IV. MUTUAL INFORMATION AND THE CONE OF CONFUSION
Information theory was used to theoretically compare the amount of information contained within the monaural and interaural spectral cues. The analysis was aimed at differentiating which spectral cue provides more information for resolving directions within a cone of confusion. To this end, the average mutual information between spectral cue and location was examined for 32 different cones of confusion spaced every 5 deg in lateral angle from Ϫ80°to 80°. Importantly, the mutual information was calculated based on cochlear excitation patterns corresponding to stimulus spectra and is a theoretical quantity that is later compared with observed performance data. A detailed presentation of the mutual information analysis is provided in Appendix D.
V. RESULTS
A. Psychophysical validation of the fidelity of VAS
The validity of each subject's measured acoustic transfer functions was assessed by comparing his/her free-field sound localization performance with his/her VAS localization performance in a set of validation localization trials. As with all of the localization experiments, the subjects performed 5 repeat localizations for 76 test locations. Note that the validation localization data are separate and in addition to the control localization data obtained in the main experiment. Localization performance for all subjects was evaluated both visually and statistically using the methods of spherical statistics ͑Appendix C 2͒. The localization data indicated that accurate localization performance was obtained in VAS as well as in the free field ͑see Table I͒ . Although there was a definite increase in the percentage of front-back errors for Subjects A and D in the VAS as compared to the free-field condition, this increase is small compared to the increase obtained in the test conditions of the main experiment. In addition, an increase in front-back errors is a common occurrence with most VAS presentations ͑see Carlile et al., 1997͒. Since conclusions are only drawn from comparisons between test and control conditions, the statistical data for the validation localization trials indicate that the DTF filters properly rendered the acoustic filtering of the subjects' external auditory periphery.
B. Control localization performance
The subjects' localization performance in the two control sound conditions was measured and compared with their corresponding localization in the VAS validation trials. The purpose of the comparisons was to check that the performance effects of interleaving the sounds ͑control A͒ and using a minimum-phase filter approximation ͑control B͒ were relatively small compared with the performance effects seen across the two test sound conditions. A statistical summary of the localization performance results for both control sound conditions is given in Table II. In the control A sound condition the mean spherical correlation coefficient across all subjects was 0.90, which was indicative of accurate localization performance similar to that obtained in the VAS validation trials. In the control B sound condition, the subjects also demonstrated accurate localization performance, with a mean spherical correlation coefficient across all subjects of 0.89 and the lowest spherical correlation coefficient being 0.85. The average spherical angle error for each subject in both of the control sound conditions was approximately 15°and the rate of front-back confusions was less than 6 percent, except for Subject D in the control B sound condition, for whom the rate of front-back errors was 10 percent. Visual inspection of the localization data ͑see Figs. 3-6͒ for each subject also indicated accurate localization performance. Finally, it should be noted that the variations described here are much smaller than those seen in the two test sound conditions ͑de-scribed in Sec. V C below͒.
C. Localization performance in the two test sound conditions
All subjects demonstrated a substantial degradation in their localization performance for the veridical interaural ͑VI͒ and veridical right ͑VR͒ test sound conditions, as compared to the control sound condition. In order to provide a suitable reference with which to compare the localization results in the two test sound conditions, the data for all subjects in the control B sound condition are shown along side the localization data for the test sound conditions in Figs. 3-6, which show scatter plots ͑see Appendix C 1͒ of the front-back angle and the elevation angle. The control B sound condition is used as the control sound condition. In the scatter plots, the target angle is indicated by the horizontal axis and the response angle is indicated by the vertical axis. The plane spanning the target and response angles was divided into square sections with a side length of 5 deg. The number of responses in each square was indicated by a grayscale color value, with the darker colors indicating a greater number of responses.
The localization data for the VI and VR sound conditions clearly indicate that the subjects' localization performance was disrupted by the flat monaural sound spectrum presented to the left eardrum despite the preserved interaural sound spectrum or preserved right monaural sound spectrum. The data show an increase in front-back confusions, elevation errors, and an increased mean spherical angle error as compared to the control localization data ͑compare Tables III  and II͒ . Nonetheless, the data do not show a complete absence of spatial discrimination in the left hemisphere of space ͑as would be expected for monaural VAS sound localization by naturally binaural listeners, e.g., see Wightman and Kistler, 1997͒ . A distinguishing characteristic of the localization data is that the probability of responses to the front hemisphere is somewhat reduced in the VI sound condition compared to the VR sound condition ͑see Table III and Figs. 3-6͒. Because of the bilateral symmetry of the human external auditory periphery, a flat sound spectrum at the left eardrum in the VI sound condition entails a relatively flat sound spectrum at the right eardrum for target directions on and close to the midsagittal plane. For the VR sound condition, on the other hand, the sharp spectral features associated with the acoustic filtering of the external auditory periphery in the front hemisphere of space were preserved in the sound spectrum at the right eardrum. Therefore, the reduced number of localization responses to the front hemisphere of space in the VI sound condition, as compared with the VR sound condition, suggests that the monaural spectral features may be playing an important role in human auditory localization with respect to the accurate localization of sounds to the front hemisphere of space.
It is clear that the flat sound spectra that were present at the left eardrum for all test stimuli disrupted auditory localization performance and that the cue information in the VI and VR conditions was unable to support control level localization. This raises the issue of whether the flat sound spectrum at the left ear was causing localization responses to be clustered toward a specific region of space. This question, which cannot be answered easily from the scatter plots, is the focus of the next section.
D. Analysis of the lateral and polar angles
In order to better characterize the subjects' mislocalizations and the possible clustering of responses as a result of the flat sound spectra presented to the left eardrum in the two test sound conditions, the localization data were analyzed in terms of the lateral-polar angle coordinate system. The analyses indicate that the mislocalizations largely preserved the lateral angle component of the target direction, but not the polar angle component. In other words, the subjects' ability to resolve the virtual source direction within the cone of confusion was disrupted.
Lateral angle analysis
There is a strong correlation between the lateral angle of the response direction and the lateral angle of the target direction. This correlation is an important feature of the localization performance data that was constant across all of the subjects and all of the sound conditions. The average magnitude of the lateral angle error across all of the performance data was approximately 10°, with a standard deviation of about 10°. The lateral angle data were analyzed visually us- ing a scatter plot for each subject and each sound condition. As the data were visually similar across all of the subjects, the data were pooled across all of the subjects ͑shown in Fig.  7͒ . The lateral angle data were modeled using linear regression. In all three sound conditions, the lateral angle of the target location is a good predictor of the lateral angle of the response location.
2 Despite the ''unnatural'' and modified sound spectra, the interaural time and level difference cues preserved accurate perception of the target direction's lateral angle.
Polar angle analysis
The accuracy of the subjects' response directions within the cone of confusion was analyzed by collapsing the localization data across lateral angles and examining the polar angle component of the subjects' response directions. The polar angle data for the control B sound condition is shown in Fig. 8 using a separate circular hair plot ͑see Sec. III and Appendix C 3͒ for locations in the left hemisphere ͑azi-muthal angles: Ϫ140°to Ϫ40°͒, in the right hemisphere ͑azi-muthal angles: 40°to 140°͒, and in the front and back hemispheres near the midline ͑azimuthal angles: Ϫ50°to 50°, 130°to 180°, and Ϫ130°to Ϫ180°͒. For each circular hair plot, a circle was drawn representing the cone of confusion. The target polar angles were then indicated by the location of small dots on the circle. For a given target direction, the response polar angle was indicated by a short line segment that was connected to the small dot and drawn such that it pointed in the direction of the response polar angle. So, for example, front-back errors correspond to a dot on the circle connected to a horizontal line, and up-down errors correspond to a dot on the circle connected to a vertical line. For the control B sound condition, the hair lines were approximately tangent to the circle, indicating quite accurate localization performance. For each circular hair plot, a von Mises distribution was fit to all of the response polar angle data within the plot, and the concentration parameter, , of the fit is shown underneath the plot. The concentration parameter, , is a metric of the degree of clustering of the responses within the plot. In the case that Ͼ0.65, an arrow is drawn on the plot to indicate the mean circular direction across all of the response polar angle directions.
The polar angle data distributions for the VI and VR sound conditions are shown in Figs. 9 and 10, respectively. Comparisons of these two figures show that for the two test sound conditions, the circular hair plots corresponding to the same subject and the same hemisphere of space are remarkably similar. That is to say, the circular hair plots show a clustering of response directions in the left hemisphere of space, numerous front-back errors, and a mild clustering of response directions in the right hemisphere of space. The most salient characteristic of these data is the tendency for many responses to sources in the left hemisphere of space to cluster to a polar angle that was relatively constant for each subject, but that varied across subjects. This observation indicates that it is likely that the subjects' response directions in the left hemisphere of space were partially driven by the flat sound spectrum that was presented to the left eardrum, despite the fact that the interaural spectral cue was preserved in the VI sound condition and the right monaural spectral cue was preserved in the VR sound condition. In addition, the clustering of the response directions in the left hemisphere of space, as indicated by , was greater for all subjects in the VR sound condition compared to the VI sound condition. The significance of the increased clustering of response directions in the VR condition compared to the VI condition was statistically tested using the WMM test ͑see Appendix C 3͒ and was significant for all subjects, excepting Subject A ͑see Table IV͒ . The reduced clustering of responses in the left hemisphere of space for the VI sound condition compared to the VR sound condition is consistent with a reduction in the mean value of the magnitude of the polar angle error as shown in Table V. A difference between the VI sound condition and the VR sound condition is also seen for the response directions near the median plane. In this region of space, the clustering of the responses directions, as indicated by , was greater for all subjects in the VI sound condition compared to the VR sound condition. The significance of the increased clustering of response directions in the VI condition compared to the VR condition was statistically tested using the WMM test and was significant for all subjects, excepting Subject D ͑see Table IV͒ . The reduced clustering of responses in the median plane region of space for the VR condition compared to the VI condition is consistent with a reduction in the mean value of the magnitude of the polar angle error as shown in Table  V . With regard to the polar angle data distributions in the right hemisphere of space, there were no statistically significant differences between the two sound conditions for all subjects, excepting Subject D ͑see Table IV͒. In addition, there is no consistent trend across subjects in the mean value of the magnitude of the polar angle error for the right hemisphere of space ͑see Table V͒. Relative to previous experiments, the polar angle data shown here have been collected across a wide range of directions in space and demonstrate that neither the veridical interaural spectrum nor the veridical right monaural spectrum preserves control levels of localization performance in the face of conflicting monaural spectral cues. Circular statistics indicate that the differences between the VI and VR condition are not significant for 3 of the 4 subjects for the right hemisphere of space, but are significant for 3 of the 4 subjects for the left hemisphere of space and also for the region of space near the median plane. For the left hemisphere of space, the localization responses are slightly less clustered and more accurate for the VI condition compared to the VR condition. The opposite is true for the median plane region of space, where the localization responses are slightly less clustered and more accurate for the VR condition compared to the VI condition.
E. Comparison of mutual information for the spectral cues
The information available for the discrimination of locations within a cone of confusion can be analyzed quantitatively using mutual information as discussed in Sec. IV ͑see Appendix D for details͒. More precisely, the mutual information between spectral cue and location provides a quantitative measure of the degree of spatial discrimination conferred by the spectral cue. The mutual information varies depending on the spectral cue and the cone of confusion as shown in Fig. 11 . In Fig. 11 , the mutual information associated with the left, right, and interaural spectral cues is shown for 32 different cones of confusion varying in lateral angle by 5°b etween Ϫ80°and 80°for all 4 subjects who participated in the localization experiments. What is shown is that depending upon the lateral angle, different spectral cues provide more or less information and are therefore more or less reliable. For example, for all 4 subjects the monaural spectra provide more information than the interaural spectra ͑with respect to resolving locations within a cone of confusion͒ for lateral angles within 20°of the median plane. As one moves more laterally toward one side or the other, the information provided by the interaural spectral cue increases and can, in some cases, even exceed the information provided by the monaural spectral cues. The fact that the mutual information between the ISD cue and locations within the cone of confusion is smaller for the midsagittal plane ͑i.e., 0°lateral angle͒ than for any other lateral angle is a reasonable finding in view of the fact that if one assumes that the subject has a bilaterally symmetric body ͑mainly, head and ears͒, then the FIG. 7 . The lateral angle component of the localization performance data was pooled across all subjects and is shown using a scatter plot for the three sound conditions: ͑a͒ control; ͑b͒ veridical interaural; and ͑c͒ veridical right. The lateral angle error was Gaussian distributed and the distribution for each sound condition is shown below the scatter plots ͑ is the mean and is the standard deviation.͒ See Fig. 3 for further details concerning the scatter plots.
ISD cue would not vary at all along the midsagittal plane. However, people are not perfectly bilaterally symmetric and Duda ͑1997͒ has shown that estimates of sound elevation can be extracted computationally from the ISD cue even along the midsagittal plane ͑see also Carlile and Pralong, 1994͒. Figure 11 also shows that for all subjects the near ear generally carries more information than the far ear, although substantial intersubject variations exist.
VI. DISCUSSION
The psychoacoustic experiment presented here investigates the ability of the auditory localization system to use the ISD cue ͑i.e., the pattern of interaural intensity differences across frequency͒ and monaural spectral cues to resolve directions within a cone of confusion. In other words, we have focused on the accuracy of polar angle localization as opposed to azimuth angle localization. Compared to many of the very early experiments, the target locations are not restricted to the midsagittal plane or the frontal hemisphere of FIG. 8 . The polar angle component of the localization performance data is shown for all subjects in the control sound condition using circular hair plots. The four subjects ͑Subjects A-D͒ are identified by the letters of the alphabet ͑a͒-͑d͒, respectively. Each row corresponds to one subject. Each column shows polar angle data that have been collapsed across a region of space, as indicated by the column headings, based on the target direction of the sound source. The target polar angle is indicated by the angular position of a solid black dot on the perimeter of the circle. The response polar angle matching that target angle is indicated by a short line segment that is connected to the black dot and points in the direction of the response polar angle. Thus, the response polar angle can be determined by extending the short line segment until it intersects the circle. The angular position of the point of intersection along on the circle gives the response polar angle. The orientation of the circle with respect to the listener is the same in all cases and is indicated by a compass outline in the right margin of the figure. See the text for further details. space ͑as in, e.g., Butler, 1969a,b; Fisher and Freedman, 1968; Gardner, 1973; Hebrank and Wright, 1974; Searle et al., 1975͒ and conclusions are not drawn from comparisons between monaural and binaural listening conditions ͑as in, e.g., Butler, 1969a,b; Fisher and Freedman, 1968͒ . In addition, this experiment preserves the natural overall ITD cue and overall ILD cue, while investigating the ISD cue and the monaural spectral cues, similar to several recent experiments, e.g., Searle et al. ͑1975͒, Humanski and Butler ͑1988͒, Hofman and Opstal ͑2003͒, Morimoto ͑2001͒. Unlike the previous experiments, however, this experiment includes a sound condition in which the veridical ISD cue is presented in the presence of conflicting monaural spectral cues. The experimental data ͑VI condition͒ presented here indicate that preservation of the ISD cue does not lead to accurate localization in the face of conflicting monaural spectral cues. In other words, the ISD cue is not such a powerful cue that it can overcome the conflicting monaural spectral information. In addition, the data ͑VR condition͒ also indicate that in the absence of a veridical ISD cue, veridical spectral information within only one ear does not lead to accurate localization, especially within the contralateral hemisphere of space.
Early on, it was argued ͑e.g., Butler, 1969a,b; Fisher and Freedman, 1968͒ that because the binaural listening condition improved auditory localization performance as compared with monaural listening, the ISD cue was playing an important role. Our results indicate, however, that the ISD cue is not so important as to overcome conflicting monaural spectral information. For example, the flat spectrum presented to the left eardrum led to substantial clustering of the localization data in the left hemisphere of space in the VI condition ͑Fig. 9͒. In the early experiments mentioned above, the monaural listening conditions in naturally binaural listeners present an unnatural ILD and ITD cue. Therefore, it is unclear as to whether the binaural localization performance was improved by the presence of an ISD cue or alternatively that the monaural localization performance was hindered by an unnatural ITD and ILD cue. Furthermore, more recent sound localization experiments in virtual auditory space show that naturally binaural listeners cannot localize sounds monaurally 3 ͑Wightman and Kistler, 1997͒. Wightman and Kistler ͑1997͒ have suggested that the ''plug and mufl'' methods of past free-field monaural experiments did not provide adequate attenuation and that sound localization at low intensity levels is difficult to evaluate.
A number of recent studies examine the role of spectral cues in human sound localization ͑e.g., Hofman and Opstal, 2003; Humanski and Butler, 1988; Kulkarni and Colburn, 1998; Langendijk and Bronkhorst, 2002; Morimoto, 2001; Searle et al., 1976; Shinn-Cunningham et al., 2000͒ . Of these, we focus on those which have the most direct relevance to the data presented here. Searle et al. ͑1976͒ developed a signal detection localization model based on the localization data from 42 published experiments between 1969 and 1976. They conclude that the ''results suggest the existence of an interaural pinna cue which is stronger than the individual monaural pinna cue.'' Their model uses the lateral-polar angle coordinate system and calculates the weighted sum of four different localization cues in order to predict a source position. These four cues consist of: ͑1͒ a single lateral angle cue that combines the three cues of interaural time delay, interaural head shadow, and monaural head shadow; ͑2͒ an interaural pinna cue; ͑3͒ a monaural pinna cue; and ͑4͒ a shoulder-bounce cue. The weights for these cues are the reciprocal of their estimated variance ͑in degrees squared͒ which were determined from the average angle errors given in the localization data. Searle et al. ͑1976͒ point out, however , that the cumulative localization data were insufficient to reliably separate the polar angle variance from the lateral angle variance. Therefore, they determined only a single weight for the monaural ͑weight 0.0017͒ versus interaural pinna cues ͑weight 0.0045͒. Based on the data presented here, we suggest that the lateral angle variations contribute principally to the results obtained by Searle et al. ͑1976͒ and that a veridical ISD cue cannot overcome conflicting monaural spectra with respect to resolving directions within the cone of confusion.
Experimental results comparing the relative importance of the near and far ear to the perception of the vertical or elevation angle have been described by Humanski and Butler ͑1988͒, Morimoto ͑2001͒, and Hofman and Opstal ͑2003͒. In these studies, the ISD cue is not directly compared with the monaural spectral cues, but rather the relative significance of the monaural spectral cues obtained from the near and far ear is obtained from behavioral data obtained following manipulation of the pinna structure. In these experiments, ear molds were used to distort the spectral cues at either one or both ears. The general conclusion is that there is a smooth change in the relative importance of the near and far ear as a function of the sound's lateral angle, with the near ear playing the more important role. The data presented here are in accordance with the observation that the near ear generally seems to play an important role in resolving directions within a cone of confusion. For example, when the spectra presented to the near ͑left͒ ear were falsely flat and the spectra presented to the far ͑right͒ ear were veridical, the polar angle data for the left hemisphere were strongly clustered ͑Figs. 9 and 10, left column͒. Also, when the spectra for the near ͑right͒ ear were veridical and the spectra for the far ͑left͒ ear were falsely flat, the polar angle data for the right hemisphere were much less clustered and more accurate ͑Figs. 9 and 10, right column͒. Hofman and Opstal ͑2003͒ have suggested further that the azimuth angle is being used by the auditory system to somehow weight the relative importance of the spectral cues from the near and far ear. However, it may be that an ear mold that essentially fills the cavity of the outer ear disrupts the spectral information from the near ear more than for the far ear as a smooth function of lateral angle. In other words, the effect of the ear molds used in the above experiments is not independent for each lateral angle.
With regard to the relative importance of the ISD cue versus the monaural spectral cues for resolving directions within a cone of confusion, considering the information available to the auditory system is likely to be important. As a first step in this direction, Fig. 11 compares the theoretical mutual information between the spectral cues and locations within the cone of confusion as a function of lateral angle. What is shown is that within 20°of the midline, the monaural spectral cues carry more information for resolving directions within a cone of confusion than the ISD cue, but as one moves more laterally there is a substantial increase in the information associated with the ISD cue. In this context, it is interesting that the behavioral results indicate that the polar angle data for the left hemisphere of space are slightly more accurate for the VI condition compared to the VR condition, and that this result was statistically significant for 3 of 4 subjects ͑see Sec. V D 2͒. Similarly, it is interesting that for the region of space near the median plane, the behavioral results indicate that the polar angle data are slightly more accurate for the VR condition compared to the VI condition, and that this result was also statistically significant for 3 of 4 subjects ͑Sec. V D 2͒. These results indicate that with respect to localization in the left hemisphere of space, the auditory localization system seems to be extracting more information from the ISD cue than from the monaural spectral cue for the far ͑right͒ ear, and that within the region of space near the median plane, the auditory localization system seems to be extracting more information from the right monaural spectral cue than from the ISD cue. These observations are consistent with the fact that the mutual information analysis shows that, for lateral locations, the ISD cue can carry more information than the monaural spectral cue for the far ear ͑see Fig. 11͒ and that near the median plane, the monaural spectral cues carry more information than the ISD cue. The difficulty with the above interpretation is that the mutual information analysis also shows that, in some cases and for lateral locations, the ISD cue carries more information than even the monaural spectral cue for the near ear. Clearly, one would not want to argue that, in the left hemisphere of space, the monaural spectrum from the near ear is less significant than the ISD cue. The data certainly show that the flat spectrum at the left ear strongly influenced the response directions in the left hemisphere of space. Obviously then, our understanding is incomplete, but perhaps the resolution to this difficulty is related to the fact that the mutual information analysis does not take into account sound level or signal-to-noise ratio, and that the signal-to-noise ratio at the near ear is certainly greater than that at the far ear. In addition, the mutual information analysis does not consider variations in the spectra of the source. Given these limitations, one should not overinterpret the mutual information analysis.
An important reason for seriously considering the ISD cue as a localization cue for resolving locations within a cone of confusion is its robustness to spectral irregularities in the source spectrum ͑see Hebrank, 1976; Hebrank and Wright, 1974; Searle et al., 1975͒ . This should allow separation of the spectral filtering of the external auditory periphery from the source spectrum. Indeed, Searle et al. ͑1975͒ demonstrated that the ISD cue or ''binaural pinna disparity cue'' gives an advantage in the presence of spectral irregularities. Auditory localization performance was tested at only five restricted directions in the midsagittal plane ͑0°,45°,90°,135°, 180°͒ and localization performance in the binaural listening condition was much better than in a diotic listening condition where the spectra presented to the two ears were identical. Furthermore, when the spectrum of the sound source was scrambled by Ϯ5 dB in 1/3-octave bands, the binaural listening condition demonstrated even greater advantage, consistent with the idea that the ISD cue is robust to spectral irregularities. A serious criticism of the above methodology is that the diotic listening condition disrupted the monaural spectral cue to one ear as much as it supposedly removed the ISD cue. By presenting the same sound to both ears, both the ISD cue and one monaural spectral cue were disrupted, and it is difficult to clearly argue that one is more important than the other. It would be interesting to repeat the VAS localization experiment presented here with spectrally scrambled stimuli as in Searle et al. ͑1975͒ .
VII. CONCLUSIONS
The differential contribution of the monaural and interaural spectral cues have been examined from a psychoacoustical and mutual information viewpoint. Techniques of virtual auditory space were used to present a flat spectrum sound to the left eardrum. The sound spectrum at the right eardrum was then adjusted so that either the true right monaural spectrum ͑VR condition͒ or the true interaural spectrum ͑VI condition͒ was preserved, while maintaining both the overall ITD cue and overall ILD cue at their natural values. To the extent that the signal manipulations were able to preserve the auditory system's internal representation of the ISD information in the VI condition, the psychoacoustical evidence indicates that the ISD cue cannot preserve accurate localization performance in the face of conflicting monaural spectral cues. Also, in the absence of a veridical ISD cue, veridical spectral information within one ear ͑the right ear in the VR condition͒ does not lead to accurate localization. Using an information analytic approach, it was shown that the amount of spectral information available for resolving the cone of confusion varies with lateral angle. The experimental data and analytical results are consistent with the view that the auditory localization system can extract information from both the monaural spectral cues and ISD cue for resolving locations within a cone of confusion.
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APPENDIX A: GENERATING STIMULI FOR THE VI SOUND CONDITION
͑1͒
The logarithms of the magnitude of the frequency spectrum ͑referred to as the log-magnitude spectrum͒ for the true left and true right DTF filters representing a specific target direction were calculated. ͑2͒ A moving average spanning approximately 200 Hz was applied to the log-magnitude frequency spectra. ͑3͒ The ISD spectrum was estimated as the left smoothed log-magnitude frequency spectrum minus the right smoothed log-magnitude frequency spectrum. ͑4͒ A ''false'' spectrally flat log-magnitude frequency spectrum was generated for the left ear. ͑5͒ The level of the spectrally flat log-magnitude frequency spectrum for the left ear was set equal to the mean level across frequency of the original, unsmoothed logmagnitude frequency spectrum for the left ear.
͑6͒ The log-magnitude frequency spectrum for the right ear was then calculated as the left ear's new spectrally flat log-magnitude spectrum minus the calculated ISD spectrum. ͑7͒ New minimum-phase FIR filters were generated from the calculated left and right log-magnitude frequency spectra. ͑8͒ The correct relative phase delay ͑ITD͒ between the left and right filters was set by adding an all-pass delay. ͑9͒ The sound stimulus for each ear was created by filtering the noise stimuli with the new filters.
APPENDIX B: EXCITATION PATTERN MODEL
The basic premise of excitation pattern models is that the pattern of auditory-nerve excitation as a function of frequency can be represented by the output of a bank of overlapping bandpass filters whose filter shapes broaden with increasing level ͑e.g., Baker et al., 1998; Glasberg and Moore, 1990; Lutfi and Patterson, 1982; Moore and Glasberg, 1987; Moore et al., 1997; Patterson, 1976; Patterson and Moore, 1986͒ . Estimates of the ISD cue for a given direction in space were derived using the subject's DTFs and an updated version of the Glasberg and Moore excitation pattern model ͑Moore et al., 1997͒. This model was essentially composed of a set of modified rounded-exponential auditory filters. These filters were logarithmically spaced on the frequency axis with a total of 200 filters between 300 Hz and 14 kHz. The cochlea's compressive nonlinearity was modeled mathematically using a logarithmic function. Thus, the logarithm of the output energy of a given filter indicated the amount of neural activity in that particular cochlear channel.
The computer program for the model was written using the MATLAB software package and calibrated according to the psychophysical sound conditions used in the laboratory. The calibration was accomplished by measuring the soundpressure level of a 1-kHz tone at the maximum amplitude of the sound system ͑comprised of TDT system II hardware and ER-2 earphones͒ and incorporating this value ͑75 dB SPL͒ as a stored parameter in the model. A Zwislocki coupler and Brüel & Kjaer 4192 pressure microphone were used for the sound-level measurements.
After calibration of the model, three basic steps were used to calculate the interaural spectrum: ͑1͒ a broadband Gaussian noise was filtered with the subject's left and right ear DTF filters corresponding to a specified location in space; ͑2͒ the directional sounds for both ears were then further processed using the excitation pattern model described above to produce directional excitation patterns ͑DEPs͒; ͑3͒ the linear spectral difference between the left and right auditory-nerve excitation patterns was then taken as the computational representation of the interaural spectrum.
APPENDIX C: GRAPHICAL AND STATISTICAL METHODS FOR LOCALIZATION DATA
Scatter plots of localization data
Scatter plots have been used to display the localization data for the test sound conditions ͑see Fig. 3͒ . These plots are similar in style to the ''triple pole'' scatter plots described by Kistler and Wightman ͑1992͒. In order to create these plots, the azimuth component of the localization responses was decomposed into two angles: ͑i͒ the left-right angle formed by the response location vector and the midsagittal plane ͑nega-tive angles towards the left and positive angles towards the right͒; ͑ii͒ the front-back angle formed by the response location vector and the vertical plane containing the interaural axis ͑negative angles towards the back, positive angles towards the front͒. The elevation component of the response directions is described by the elevation angle which is equivalent to the up-down angle described by Kistler and Wightman, 1992 . In the scatter plots, the target angle is indicated by the horizontal axis and the response angle is indicated by the vertical axis. The plane spanning the target and response angles was divided into square sections with a side length of 5 deg. The number of responses in each square was indicated by a gray-scale color value, with the darker colors indicating a greater number of responses. The frontback angle data have been separated into two groups depending upon whether the target direction lies in the left or right hemispheres of space. This division highlights the hemispheric differences that may be attributable to the different sound stimuli presented to the left and right ears in the different sound conditions. In addition, the front-back angle data have been sorted into three groups depending on the elevation of the target direction. The elevation angle component of the localization data is shown for the four hemispheres of space: front, back, left, and right.
Spherical statistics
Statistical summary of localization performance is specified in terms of spherical correlation coefficient, front-back error rates, and mean spherical angle error. The front-back errors were defined as the localization responses in which the perceived location, relative to the target location, crossed the vertical plane through the interaural axis which separates the anterior and posterior hemispheres of space. However, target locations within 5°of lateral angle with respect to the vertical plane containing the interaural axis were excluded from the front-back error analysis. The correlation between two sets of spherical data ͑viz., the target directions of sound stimuli and the directions of human localization responses to those sound stimuli͒ can be calculated using the spherical correlation coefficient ͑see p.232 of Fisher et al., 1993a͒ . The spherical correlation coefficient ranges from Ϫ1 for complete negative correlation to ϩ1 for complete positive correlation. Assuming that the direction cosines ͑i.e., the Cartesian coordinates͒ of the unit length vectors for N target directions are specified by an Nϫ3 matrix, X, and that the corresponding matrix of direction cosines for the unit length vectors of N response directions is specified by Y, the spherical correlation coefficient, , is calculated as
Circular statistics
The correspondence between the response and target polar angles was analyzed visually using plots that are referred to here as circular hair plots. The utility of these plots over scatter plots is that the clustering of polar angle responses to one direction, as might be expected because a flat spectrum stimuli was continuously presented to the left ear, becomes much more readily apparent. For example, for the VR condition and Subject A, contrast the elevation data for the right hemisphere of space in Fig. 3͑c͒ with the polar angle data for the right hemisphere in Fig. 10͑a͒ . The degree of clustering is clear in Fig. 10͑a͒ , but not in Fig. 3͑c͒ . In order to create these plots, for each subject, the localization data were divided into overlapping groups based on the azimuthal angle of the target direction. The groups were centered at Ϫ90, 90, 0, 180 deg of azimuth, and all target directions within a 50-deg span of the center azimuth in both the clockwise and anticlockwise directions were included in each group. In other words, the data were collapsed over lateral angle for the midline and the left and right hemispheres of space. The polar angle component of the localization data was then displayed in three separate circular hair plots: ͑i͒ one for the left hemisphere of space ͑the group centered at Ϫ90°and spanning Ϫ140°to 40°͒; ͑ii͒ one for the right hemisphere of space ͑the group centered at 90°and spanning 40°to 140°͒; and ͑iii͒ one for both the front hemisphere of space ͑the group centered at 0°and spanning Ϫ50°to 50°͒ and back hemisphere of space ͑the group centered at 180°and spanning 130°to 180°and Ϫ130°to Ϫ180°͒. For each circular hair plot, a circle was drawn representing the cone of confusion. The target polar angles were then indicated by the location of small dots on the circle. For a given target direction, the response polar angle was indicated by a short line segment that was connected to the small dot and drawn such that it pointed in the direction of the response polar angle. That is to say, if the short line segment was extended until it intersected the circle, the intersection point would be the location of the response polar angle. For example, a frontback error would be represented by a dot on the circle connected to a horizontal line pointing inwards ͑toward the other half of the circle͒, and an up-down error would be represented by a dot connected to a vertical line. If the response polar angle matches the target polar angle, the short line becomes tangent to the circle. The tangent lines are not so noticeable and by contrast thereby emphasize the localization errors. For targets with multiple identical responses, the lines were overlaid on top of each other.
The distribution of the polar angle of the response directions across all target polar angles shown in the circular hair plot was then modeled using a von Mises distribution, VM (,,), which is commonly used to model unimodal circular data distributions ͑see Fisher, 1993b͒. The von Mises probability density function for , the sample angle, is given by
where
is the modified Bessel function of order 0, represents the mean direction, and , the concentration parameter, is inversely related to the ''spread'' in the distribution and therefore provides a measure of the data clustering. In the case that the of the response polar angle distribution was greater than the arbitrary, but reasonable, cutoff of 0.65, an arrow was drawn on the plot to indicate the mean circular direction of the polar angle data distribution. In addition, a nonparametric homogeneity test known as the Wheeler-Watson-Mardia ͑WWM͒ statistical test ͑see Fisher 1993b͒ was used to measure the similarity of two different polar angle data distributions. The first step in this test is to pool the data across the two sample groups and then calculate the ''circular ranks'' of the pooled data. The circular ranks of the data can be calculated as follows. The pooled data are first treated as linear data and arranged in ascending order according to their direction. The linear rank, r, of each data point is calculated as its position in the ordered arrangement, with a rank of 1 indicating the smallest value. The circular rank, ␥, of each data point is then defined as
where N is the total number of data points in the pooled data. In other words, the circular rank maps the linearly ranked data around a circle so that each data point represents a direction on the unit circle. Now, let ␥ i j represent the circular rank of the jth data point in the ith sample group within the pooled data. For each sample group, labeled by i, the quantities, C i and S i are defined as
where n i is the number of data points in the ith sample group. The test statistic, W, is then given as
and is proportional to the sum of the squared magnitude of the vector sum of the directions for each sample group. If the two sample groups are similar, then the circular rank interleaves and rather evenly distributes the data points for each sample group around the circle so that vector sum of the directions for each sample group is a short vector and W is small. On the other hand, if the two sample groups are very different, then the circular rank will cluster the data points for each sample group on one half of the circle and the vector sum of the directions for each sample group is now a longer vector and W is larger. Statistical significance at the 100͑1 Ϫ␣͒% level is determined by comparing W with the upper 100͑1Ϫ␣͒% point of the 2M Ϫ2 2 distribution.
APPENDIX D: MUTUAL INFORMATION ANALYSIS OF SPECTRAL CUES
The average mutual information between spectral cue and location was examined for 32 different cones of confusion spaced every 5 deg in lateral angle from Ϫ80°to 80°. For each lateral angle, 88 positions were chosen evenly distributed around the cone of confusion, i.e., 88 polar angles were chosen. For each of the 88 polar angles, there exists a corresponding left and right monaural spectral cue as well as an interaural spectral difference cue. Given one of these spectral cues for one of the 88 positions as an input, one can ask how probable is it that any of the 88 positions would actually be chosen as the source position by some sound localization algorithm. In other words, one pairs a spectral cue with a position on the cone of confusion and asks how probable is the given combination of spectral cue and position. Intuitively, the probability of a response at a given location, L i , is related to the spectral similarity between the spectral cue, S i , associated with the chosen position and the given spectral cue, S j . In other words, the conditional probability p(L i ͉S j ) is based, in theory, on the degree of spectral similarity between the DEP spectra ͑calculated as described in the Appendix B͒ corresponding to locations L i and L j , and would therefore be inversely proportional to the spectral variance between the two spectra. Thus, the conditional probability p(L i ͉S j ) was taken as proportional to the reciprocal of the spectral variance across frequency between the spectral cues S i and S j . The spectral variance between S i and S j was calculated as described in Middlebrooks ͑1999͒. For each frequency bin, the difference in dB between the two spectra was determined and the variance of these values calculated. The variance of these values ͑in dB 2 ͒ represents the spectral variance. In this way, a constant dB offset across frequency between the spectra does not change the value of the spectral variance. In order to ensure that the spectral variance was never zero ͑i.e., an infinite conditional probability͒, a small constant offset ͑approximately 20% of the mean spectral variance across all pairs of spectra͒ was added to all spectral variance calculations representing noise in the system.
Within information theory, it is well-known that all of the properties of a discrete communication channel are completely determined by the joint probability matrix specifying the joint probabilities for a given pairing of transmitted and received letters ͑e.g., Reza, 1961͒ . In this case, the machinery of information theory can be employed by considering the pairing as not between letters of the alphabet, but between a given spectral cue and a given position on the cone of confusion. It then follows that one can calculate ͑e.g., see Reza, 1961͒ where Lϭ͕L i ͉iр88͖ represents the set of 88 locations within the cone of confusion, Sϭ͕S j ͉ jр88͖ represents the set of 88 spectral cues corresponding to the 88 locations, p(L i ,S j ) represents the joint probability for the pairing of L i and S j , p(L i ͉S j ) represents the conditional probability for L i given S j , and p(L i ) represents the marginal probability for L i . For the purposes of calculation, it is convenient to use the rules of probability to re-express the above formula as ͪ , ͑D2͒ where p(S j ) represents the marginal probability for S j . The advantage of the second equation is that the mutual information is expressed in terms of only two quantities, p(L i ͉S j ) and p(S j ), which can be readily determined. The determination of p(L i ͉S j ) has already been described above. With regard to p(S j ), it is reasonable to assume that the source positions in the localization experiment were randomly chosen so that each S j is equally likely, i.e., p(S j )ϭ1/88. All probabilities were normalized appropriately to be within 0 and 1. The ILD cue is used here to refer to an interaural intensity difference calculated as a single value averaged across frequency, while the interaural spectral difference ͑ISD͒ cue is used to refer to a spectral intensity pattern representative of the intensity differences in and across each frequency band.
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The distribution of the lateral angle error for the pooled data was modeled using the normal distribution and the goodness-of-fit tested. The statistical results showed that the null hypothesis that the data possess a normal distribution could not be rejected for all three sound conditions. Figure 7 shows that the variance of the lateral angle data was greater for the two test sound conditions than for the control sound condition. 
