Given a finite collection of C 1 vector fields on a C 2 manifold which span the tangent space at every point, we consider the question of when there is locally a coordinate system in which these vector fields are C s+1 for s ∈ (1, ∞], where C s denotes the Zygmund space of order s. We give necessary and sufficient, coordinate-free conditions for the existence of such a coordinate system. Moreover, we present a quantitative study of these coordinate charts. This is the second part in a three part series of papers. The first part, joint with Stovall, addressed the same question, though the results were not sharp, and showed how such coordinate charts can be viewed as scaling maps in sub-Riemannian geometry. When viewed in this light, these results can be seen as strengthening and generalizing previous works on the quantitative theory of sub-Riemannian geometry, initiated by Nagel, Stein, and Wainger, and furthered by Tao and Wright, the author, and others. In the third part, we prove similar results concerning real analyticity.
Introduction
Let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M , which span the tangent space at every point of M . For s > 0, let C s denote the Zygmund space of order s, and let C ∞ denote C ∞ . In this paper, we investigate the following closely related questions for s ∈ (1, ∞]:
(i) When is there a coordinate system near a fixed point x 0 ∈ M such that the vector fields X 1 , . . . , X q are C s+1 in this coordinate system?
(ii) When is there a C s+2 manifold structure on M , compatible with its C 2 structure, such that X 1 , . . . , X q are C s+1 with respect to this structure? When such a structure exists, we will see it is unique.
(iii) When there is a a coordinate system as in (i), how can we pick it so that X 1 , . . . , X q are "normalized" in this coordinate system in a quantitative way which is useful for applying techniques from analysis?
We present necessary and sufficient conditions for (i) and (ii), and under these conditions give a quantitative answer to (iii). The heart of this paper is (iii); (i) and (ii) are simple consequences of our answer to (iii). The first paper in this series, joint with Stovall, [SS18] focused on a solution to (iii) which "lost one derivative". In this paper, we take the coordinate chart developed in [SS18] as a black box, and show how to improve it to give the sharp result. The methods in [SS18] are based on ODEs, while the methods in this paper are based on elliptic PDEs. These PDE methods were inspired by, and are closely related to, Malgrange's celebrated proof of the Newlander-Nirenberg theorem [Mal69] .
The coordinate charts developed in (iii) can be viewed as scaling maps in sub-Riemannian geometry. When viewed in this light, these coordinate charts can be seen as the latest results on the quantitative theory of sub-Riemannian geometry which was initiated by Nagel, Stein, and Wainger [NSW85] and C. Fefferman and Sánchez-Calle [FSC86] , and furthered by Tao and Wright [TW03] and the author [Str11] . We refer the reader to [SS18] for how these charts can be viewed as scaling maps, as well as a more leisurely introduction to the questions investigated in this paper.
This paper is a continuation of the results in [SS18] . That paper gives several applications and motivations for the results described here, and a more leisurely description of some of the main definitions (though we include all necessary definitions in this paper, so that the statement of the results is self-contained).
Results
In this section, we present the main results of this paper. In Section 4 (also in [SS18, Section 2]), Zygmund spaces are defined, where a distinction is made between Zygmund spaces on a subset of R n , and Zygmund spaces on a C 2 manifold M . If Ω ⊂ R n is a bounded, connected, open set and s > 0, we write C s (Ω) for the classical Zygmund space of order s on Ω; and for a Banach space V , we write C s (Ω; V ) for the Zygmund space of order s of functions taking values in V . For a vector field Y = n j=1 a j (t) ∂ ∂tj on Ω, we identify Y with the function (a 1 , . . . , a n ) : Ω → R n , so that it makes sense to consider Y C s (Ω;R n ) . We write C ∞ (Ω) := s>0 C s (Ω), which coincides with the space of smooth functions on Ω, all of whose derivatives are bounded on Ω. For complete definitions and more details on C s (Ω), see Section 4.1. Fix M a C 2 manifold with C 1 vector fields X 1 , . . . , X q on M . On M , we have the following:
• B X (x, δ): the sub-Riemannian ball of radius δ > 0 centered at x ∈ M , induced by X 1 , . . . , X q . This is defined by B X (x, δ) := y ∈ M ∃γ : [0, 1] → M, γ(0) = x, γ(1) = y, γ ′ (t) = q j=1 a j (t)δX j (γ(t)),
(2.1)
• ρ(x, y): the sub-Riemannian distance 1 on M induced by X 1 , . . . , X q -this is the distance associated to the balls B X (x, δ).
ρ(x, y) := inf{δ > 0 : y ∈ B X (x, δ)}. (2.2)
• C m,s X (M ): the scale of Hölder spaces on M , for m ∈ N, s ∈ [0, 1], with respect to X 1 , . . . , X q . Here, and in the rest of the paper, we use the convention 0 ∈ N.
• C s X (M ): the Zygmund space of order s ∈ (0, ∞] on M , with respect to X 1 , . . . , X q . Definitions of C m,s X (M ) and C s X (M ) are given in Section 4.2, and we refer the reader to [SS18] for more leisurely discussion of these spaces. We remark that the Banach spaces C X (M) and f C s X (M) are "coordinate-free." In practice, this means that these norms can be computed in any C 2 coordinate system, and the answer is independent of the chosen coordinate system. Moreover, it makes sense to talk about, for example, C ∞ X (M ) = m C m,0 X (M ), even if M is merely a C 2 manifold, and X 1 , . . . , X q are C 1 vector fields on M .
Throughout the paper, if we say f C s X (M) < ∞ we mean f ∈ C s X (M ) and the norm is finite, and similarly for any other function spaces.
Qualitative Results
Let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M. For x, y ∈ M, let ρ(x, y) denote the sub-Riemannian distance associated to X 1 , . . . , X q on M defined in (2.2). Fix x 0 ∈ M and let Z := {y ∈ M : ρ(x 0 , y) < ∞}. ρ is a metric on Z, and we give Z the topology induced by ρ (this is finer 2 than the topology as a subspace of M, and may be strictly finer). Let M ⊆ Z be a connected open subset of Z containing x 0 . We give M the topology of a subspace of Z. We begin with a classical result to set the stage. • The inclusion M ֒→ M is a C 2 injective immersion.
• X 1 , . . . , X q are C 1 vector fields tangent to M .
• X 1 , . . . , X q span the tangent space at every point of M .
Furthermore, this C 2 structure is unique in the sense that if M is given another C 2 structure (compatible with its topology) such that the inclusion map M ֒→ M is a C 2 injective immersion, then the identity map M → M is a C 2 diffeomorphism between these two structures.
For a proof of Proposition 2.2, see [SS18, Appendix A]. Henceforth, we assume the conditions of Proposition 2.2 so that M is a C 2 manifold and X 1 , . . . , X q are C 1 vector fields on M which span the tangent space at every point. We write n := dim span{X 1 (x 0 ), . . . , X q (x 0 )} so that dim M = n. . . , Φ * X q ∈ C s+1 (U ; R n ).
(ii) Re-order the vector fields so that X 1 (x 0 ), . . . , X n (x 0 ) are linearly independent.
There is an open neighborhood V ⊆ M of x 0 such that:
Remark 2.5. (ii) and (iii) of Theorem 2.4 are similar but have slightly different advantages. In (ii), because X 1 , . . . , X n form a basis for the tangent space of M near x 0 , the functionsĉ k i,j and b k j are uniquely determined (so long as V is chosen sufficiently small).
3 If q > n, X 1 , . . . , X q are linearly dependent, and the c k i,j in (iii) are not uniquely determined; (iii) only asks that there exist a choice of c k i,j satisfying the conditions in (iii). In Section 7 we will exploit the uniqueness of the functions in (ii) in an essential way. However, in many applications it is more convenient to use the setting in (iii) (see, for example, the application of the quantitative results in [SS18, Section 7.1.1]).
Remark 2.6. Theorem 2.4 is stated for s ∈ (1, ∞]. It would be nice to obtain the same result for s ∈ (0, ∞], however to do this with the methods of this paper, if it is even possible, would require a more technical analysis of the PDEs which arise. See Remark 5.10 for more details. Similar remarks hold for the other main results of this paper.
Theorem 2.7 (The Global Theorem). For s ∈ (1, ∞], the following three conditions are equivalent:
(i) There exists a C s+2 atlas on M , compatible with its C 2 structure, such that X 1 , . . . , X q are C s+1 with respect to this atlas.
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(ii) For each x 0 ∈ M , any of the three equivalent conditions from Theorem 2.4 holds for this choice of x 0 .
Furthermore, under these conditions, the C s+2 manifold structure on M induced by the atlas from (i) is unique, in the sense that if there is another C s+2 atlas on M , compatible with its C 2 structure, and such that X 1 , . . . , X q are C s+1 with respect to this second atlas, then the identity map M → M is a C s+2 diffeomorphism between these two C s+2 manifold structures on M .
Remark 2.8. As a corollary, we obtain results similar to Theorems 2.4 and 2.7 with the Zygmund spaces C s replaced by the easier to understand Hölder spaces C m,s , with the restriction that s ∈ (0, 1). For details, see Section 6.
Remark 2.9. See Section 7 for an additional result when s = ∞.
Quantitative Results
Theorem 2.4 gives necessary and sufficient conditions for a certain type of coordinate chart to exist. For applications in analysis, it is essential to have quantitative control of this coordinate chart. By using this quantitative control, these charts can be seen as generalized scaling maps-see [SS18, Section 7] for more details on this and other applications. We now turn to these quantitative results, which are the heart of this paper. Because the goal is to keep track of what each constant depends on, this is somewhat technical. To ease notation, we introduce various notions of "admissible constants"; these are constants which depend only on certain parameters. While these definitions are somewhat unwieldy, they greatly simplify the statement of results and proofs throughout the paper.
Let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M. Throughout the paper, B n (η) denotes the Euclidean ball of radius η > 0 centered at 0 ∈ R n .
Definition 2.10. For x ∈ M, η > 0, and U ⊆ M, we say the list X = X 1 , . . . , X q satisfies C(x 0 , η, U ) if for every a ∈ B q (η) the expression e a1X1+···+aqXq x 0 exists in U . More precisely, consider the differential equation
We assume that a solution to this differential equation exists up to r = 1, E : [0, 1] → U . We have E(r) = e ra1X1+···+raqXq x 0 .
For 1 ≤ n ≤ q, we let
For J = (j 1 , . . . , j n ) ∈ I(n, q) we write X J for the list of vector fields X j1 , . . . , X jn . We write X J := X j1 ∧ X j2 ∧ · · · ∧ X jn . Fix x 0 ∈ M and let n := dim span{X 1 (x 0 ), . . . , X q (x 0 )}. Fix ξ, ζ ∈ (0, 1]. We assume that on B X (x 0 , ξ), the X j 's satisfy
4 By this we mean that the vector fields are locally C s+1 with respect to this atlas.
where B X (x 0 , ξ) is given the metric topology induced by ρ from (2.2). Proposition 2.2 applies to show that B X (x 0 , ξ) is an n-dimensional, C 2 , injectively immersed submanifold of M. X 1 , . . . , X q are C 1 vector fields on B X (x 0 , ξ) and span the tangent space at every point. Henceforth, we treat X 1 , . . . , X q as vector fields on B X (x 0 , ξ).
Let J 0 ∈ I(n, q) be such that X J0 (x 0 ) = 0 and moreover max J∈I(n,q)
where
XJ 0 (x0) is defined as follows. Let λ : n T x0 B X (x 0 , ξ) → R be any nonzero linear functional; then
is one dimensional, (2.5) is independent of the choice of λ; see [SS18, Section 5] for more details. Note that a J 0 ∈ I(n, q) satisfying (2.4) always exists-one can pick J 0 so that (2.4) holds with ζ = 1; however, it is important for some applications 5 to have the flexibility to choose ζ < 1. Without loss of generality, reorder the vector fields so that J 0 = (1, . . . , n).
• Let η > 0 be such that X J0 satisfies C(x 0 , η, M).
• Let δ 0 > 0 be such that for δ ∈ (0, δ 0 ] the following holds: if z ∈ B XJ 0 (x 0 , ξ) is such that X J0 satisfies C(z, δ, B XJ 0 (x 0 , ξ)) and if t ∈ B n (δ) is such that e t1X1+···+tnXn z = z and if X 1 (z), . . . , X n (z) are linearly independent, then t = 0.
Remark 2.11. Because X 1 , . . . , X n are C 1 , such an η > 0 and δ 0 > 0 always exist; see Lemma 5.12 and Remark 5.13. However, in general one can only guarantee that η, δ 0 are small in terms of the C 1 norms of X 1 , . . . , X n in some coordinate system-and this is not a diffeomorphic invariant quantity. Thus, we state our results in terms of δ 0 an η to preserve the diffeomorphic invariance. See [SS18, Section 4.1] for more details on η and δ 0 .
Definition 2.12. We say C is a 0-admissible constant if C can be chosen to depend only on upper bounds for q, ζ −1 , ξ −1 , and c
For the remainder of this section, fix s 0 > 1. The results which follow depend on this choice of s 0 , and are stronger as s 0 approaches 1. Definition 2.13. For s ≥ s 0 , if we say C is an {s}-admissible constant, it means that we assume c l j,k ∈ C s XJ 0 (B XJ 0 (x 0 , ξ)) for 1 ≤ j, k, l ≤ q. C is then allowed to depend on s, s 0 , lower bounds > 0 for ζ, ξ, η, and δ 0 , and upper bounds for q and c
(x0,ξ)) , 1 ≤ j, k, l ≤ q. For s < s 0 , we define {s}-admissible constants to be {s 0 }-admissible constants.
We write A {s} B for A ≤ CB where C is a positive {s}-admissible constant. We write A ≈ {s} B for A {s} B and B {s} A. Similarly we define 0 and ≈ 0 for the same comparisons with 0-admissible constants in place of {s}-admissible constants.
Theorem 2.14 (The Quantitative Theorem). There exists a 0-admissible constant χ ∈ (0, ξ] such that:
5 For example, it will be essential that we may take ζ < 1 in an upcoming work concerning complex vector fields [Str18] .
(c) ∀χ
is an open subset of B X (x 0 , ξ) and is therefore a submanifold.
For the rest of the theorem, we assume c
is an open subset of B XJ 0 (x 0 , χ), and is therefore a submanifold of B X (x 0 , ξ).
(e) Φ :
There exists an {s 0 }-admissible K ≥ 1 and a matrix A ∈ C s0 (B n (1); M n×n ) such that:
where ∇ denotes the gradient in R n (thought of as a column vector) and we are identifying Y J0 with the column vector of vector fields
We have the following equivalence of norms, for f ∈ C(B n (1)), s > 0,
Remark 2.15. The main results of this paper (including Theorem 2.14) are invariant under arbitrary C 2 diffeomorphisms. This is true quantitatively-all of the estimates are unchanged when pushed forward under an arbitrary C 2 diffeomorphism; this is a consequence of (2.3). See [SS18] for more details.
Densities
Let χ ∈ (0, ξ] be as in Theorem 2.14. In many applications (e.g., [SS18, Section 7.1]), one is given a density on B XJ 0 (x 0 , χ) and it is of interest to measure certain sets with respect to this density. For a quick introduction to the basics of densities, we refer the reader to [Gui08] . Let ν be a C 1 density on
where L Xj denotes the Lie derivative with respect to X j . Our goal is to understand Φ * ν and ν(B X (x 0 , ξ 2 )), where Φ and ξ 2 are as in Theorem 2.14.
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Remark 2.16. Recall, in Theorem 2.14 we fixed some s 0 > 1 and all of the estimates in Theorem 2.14 were in terms of this fixed s 0 . Similarly, all of the results in this section depend on this fixed choice of s 0 .
Definition 2.17. If we say C is a [s 0 ; ν]-admissible constant, it means that C is a {s 0 }-admissible constant which is also allowed to depend on upper bounds for f j C(BX J 0 (x0,χ)) , 1 ≤ j ≤ n.
Definition 2.18. For s ∈ (0, ∞), if we say C is an {s; ν}-admissible constant, it means that we assume
, and C is a {s}-admissible constant which is also allowed to depend on upper bounds for f j C s 
In particular, h(t) always has the same sign, and is either never zero or always zero.
Corollary 2.20. Let ξ 2 be as in Theorem 2.14. Then,
and therefore,
Part I
In this section, we describe the main result of [SS18] ; namely, [SS18, Theorem 4.7]. We do not state the full result and instead state an immediate consequence of it, which is what is relevant for this paper. The setting is the same as Theorem 2.14, so that we have fixed some s 0 > 1 and defined 0-admissible constants and {s}-admissible constants as in Definitions 2.12 and 2.13. Set η 0 := min{η, ξ} and define
Proposition 3.1. There exists a 0-admissible constant χ ∈ (0, ξ] such that:
There exists an {s 0 }-admissible constant η 1 > 0 such that:
is an open subset of B XJ 0 (x 0 , χ) and is therefore a submanifold of B X (x 0 , ξ).
Let Y j := Φ * 0 X j , and write Y J0 = (I + A)∇.
The statement of [SS18, Theorem 4.7] uses "1-admissible constants" which we have not defined here. However, it is easy to see that 1-admissible constants are {s 0 }-admissible constants for s 0 > 1, and so Proposition 3.1 follows from [SS18, Theorem 4.7].
Remark 3.2. The main difference between Proposition 3.1 and Theorem 2.14 can be seen by comparing (3.2) and (2.6): (2.6) is stronger than (3.2) by one derivative. The central point of this paper is to obtain this stronger (sharp) result.
Densities
We describe the results on densities from [SS18, Section 6] needed in this paper. The setting is the same as in Section 2.2.1; thus we are given a density ν on
; ν] and {s; ν}-admissible constants are defined as in that section. We also use another type of admissible constant.
Definition 3.3. We say C is a 0; ν-admissible constant if C is a 0-admissible constant which is also allowed to depend on upper bounds for f j C(BX J 0 (x0,χ)) , 1 ≤ j ≤ n. We write A 0;ν B for A ≤ CB, where C is a 0; ν-admissible constant, and write A ≈ 0;ν B for A 0;ν B and B 0;ν A. Note that 0; ν-admissible constants are [s 0 ; ν]-admissible constants.
We introduce a distinguished density on B XJ 0 (x 0 , χ) given by
Proposition 3.4. There exists g ∈ C(B XJ 0 (x 0 , χ)) such that ν = gν 0 and
In particular, g always has the same sign, and is either never zero or always zero.
Proof. This is an immediate consequence of [SS18, Theorem 6.5].
Function Spaces
In this section, we define the function spaces which are used in this paper as well as discuss the main properties we use. These spaces were all defined in [SS18] , and we refer the reader to that paper for a more detailed discussion these spaces. As in that paper, we make a distinction between function spaces on subsets of R n and function spaces on a C 2 manifold M .
Function Spaces on Euclidean Space
In this section, we describe the standard function spaces on R n which we use. Let Ω ⊂ R n be a bounded, connected, open set (we will almost always be considering the case when Ω is a ball in R n ). We have the following classical Banach spaces of functions on Ω:
For m ∈ N,
Next we define the classical Lipschitz-Hölder spaces. For s ∈ [0, 1],
Next, we turn to the Zygmund-Hölder spaces.
We set
For a Banach space V , we let C(Ω; V ), C m (Ω; V ), C m,s (Ω; V ), and C s (Ω; V ) denote the analogous spaces of functions taking values in V .
is somewhat unusual, and is usually replaced by f C(Ω) . As is well-known, if Ω is a bounded Lipschitz domain, these two choices yield equivalent norms (this follows easily from [Tri06, Theorem 1.118 (i)]). However, the constants involved in this equivalence depend on Ω. In this paper, we will almost always be considering the case Ω = B n (η), for some explicit choice of η. Thus, the difference between these two possible definitions of f C s (Ω) will not affect any of the results in this paper. The choice we have made here is slightly more convenient for some of our purposes; see [SS18, Remark 2.1] for more comments on this.
Function Spaces on Manifolds
Let X 1 , . . . , X q be C 1 vector fields on a connected C 2 manifold M . Corresponding to X 1 , . . . , X q , we have a sub-Riemannian metric given by (2.2). We use ordered multi-index notation: X α . Here, α denotes a list of elements {1, . . . , q} and |α| denotes the length of the list. For example X (2,1,3,1) = X 2 X 1 X 3 X 1 and |(2, 1, 3, 1)| = 4.
Associated to the vector fields X 1 , . . . , X q , we have the following Banach spaces of functions on M .
For m ∈ N, we define
For s ∈ [0, 1], we define the Lipschitz-Hölder space associated to X by
For m ∈ N and s ∈ [0, 1], set
We turn to the Zygmund-Hölder spaces. For this, we use the Hölder spaces
is defined via the same formula as in (4.1). Given h > 0, s ∈ (0, 1) define
and we set
It is a consequence of [SS18,
is clear while the reverse containment follows from [SS18, Lemma 8.1]. For more details on these spaces, we refer the reader to [SS18] . Remark 4.2. When we write V f for a C 1 vector field V and f : M → R, we define this as
f (e tX x). When we say V f exists, it mean that this derivative exists in the classical sense, ∀x. If we have several
) and to say that this exists means that at each stage the derivatives exist. Remark 4.3. For certain subsets of M which are not themselves manifolds, we can still define the above norms. Indeed, let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M and fix ξ > 0. In this setting, B X (x 0 , ξ) might not be a manifold (though it sometimes is-see Proposition 2.2). B X (x 0 , ξ) is a metric space, with the metric ρ. For a function f : B X (x 0 , ξ) → C and x ∈ B X (x 0 , ξ), it makes sense to consider
f (e tXj x). Using this, we can define the spaces C m,s X (B X (x 0 , ξ)) and C s X (B X (x 0 , ξ)), and their corresponding norms, with the same formulas as above.
Some Results on Function Spaces
In this section, we present some results concerning the above function spaces which we need later in the paper.
where the implicit constants depend on n, m, s, and an upper bound for η −1 . Furthermore, for m ∈ N,
where the implicit constant depends on n, m, s, r, and an upper bound for η −1 .
Proof. Lemma 4.5. The spaces C m,s
, where C m,q is a constant depending only on m and q. And for m ∈ N, s ∈ (m, m + 1],
Moreover, these algebras have multiplicative inverses for functions which are bounded away from zero. If Proof. This is [SS18, Proposition 8.3].
where C can be chosen to depend only on s 1 , s 2 , D 1 , D 2 , m, n, and an upper bound for g C s 2 (B m (D2)) . Furthermore, if s 1 ∈ (0, 1), f is as above, and
where C can be chosen to depend only on s 1 , D 1 , D 2 , n, and an upper bound for g C 1 (B m (D2)) .
Proof. We use the notation A B for A ≤ CB where C is as in the statement of the lemma. Without loss of generality, we assume f C s 1 (B n (D1)) = 1. We prove the first claim by induction on k, where s 1 ∈ (k, k + 1].
We begin with the base case k = 0 so that s 1 ∈ (0, 1]. We use y to denote elements of R n and x to denote elements of R m . Since s 1 ∈ (0, 1], we may, without loss of generality, assume s 2 ∈ (1, 2); indeed, if s 2 ≥ 2 we may replace s 2 with 3/2 in the proof that follows. Since
which will complete the proof of the base case. Define γ :
is a line segment of length |g(x + 2h) − g(x)| ≤ 2|h| g C 1 |h|. Thus, we have
For t ∈ [0, 2|h|], we have
for some c 1 , c 2 ∈ [0, 2|h|] by the mean value theorem. Thus,
We again use the classical fact that
completing the proof of (4.6), and therefore the proof of the base case. Now take s 1 > 1 and we assume the result for s 1 − 1. We have,
1 by the inductive hypothesis, so it suffices to estimate
. We have, using Lemma 4.5,
The inductive hypothesis shows
1, and
Combining the above estimates shows f • g C s 1 1, and completes the proof of the induction. Finally, we turn to the case when s 1 ∈ (0, 1) and g ∈ C 1 (B m (D 2 ); R n ). In this case, the same proof as the base case above works, by taking r = 0 throughout. Here, we use the Lemma 4.4 to see f C 0,s 1 (B n (D1)) f C s 1 (B n (D1)) , for s 1 ∈ (0, 1).
where C can be chosen to depend only on n, s, D 1 , D 2 , c 0 , and an upper bound for H C s (B n (D1);R n ) .
Proof. We use A B for A ≤ CB, where C is as in the statement of the lemma. Since
We use the formula
From our hypotheses, we have dH C s−1 (B n (D1);M n×n ) 1. Since inf t∈B n (D1) |det dH(t)| 1, using the cofactor representation of v → (dH(v)) −1 and applying Lemma 4.5, we have
We begin by proving (4.7) in the case s ∈ (1, 2). Since (dH)
1, it follows from Lemma 4.6 (using (4.8)) that d(H −1 ) C s−1 (B n (D2);M n×n ) 1, which completes the proof of (4.7) in this case.
We now proceed by induction. Take m ≥ 2 and suppose we know the lemma for s ∈ (1, m) and we wish to prove (4.7) for s ∈ [m, m + 1). Fix s ∈ [m, m + 1). Take s 1 = m+1+s 2 − 1 ∈ (m − 1, m); note that s − 1 < s 1 . By our inductive hypothesis, we have
Combining this with (dH)
1 (as shown in (4.9)) and using (4.8), Lemma 4.6 shows that d(H −1 ) C s−1 (B n (D2);M n×n ) 1, which completes the proof.
Proof. Using γ ∈ (0, 1], it follows immediately from the definitions that
(4.10)
Since f γ (0) = f (0) = 0, we have (using the Fundamental Theorem of Calculus)
Directly from the definitions (see also [SS18, Lemma 8 .1]), we have (on any domain and for any function g)
Thus, using (4.11), we have
Combining this with (4.10) yields the result.
Remark 4.9. For the next two results, we use the convention that for s ∈ (−1, 0] we set C s = C 0,(s+1)/2 and for m < 0 we set C m,s = C 0 , with equality of norms.
Proposition 4.10. Fix η ∈ (0, 1], and let Y 1 , . . . , Y q be vector fields on B n (η). We suppose
where the implicit constants can be chosen to depend only on upper bounds for q, m, and a
, and
where the implicit constants can be chosen to depend only on s and upper bounds for q, η −1 , and a
Proof. This is [SS18, Proposition 8.12].
Corollary 4.11. Let 0 < η 1 < η 2 . Let Y 1 , . . . , Y q be C 1 vector fields on B n (η 2 ) which span then tangent space to B n (η 2 ) at every point.
Proof. We describe the proof for (i); the proof for (ii) is similar. Since
. . , Y q span the tangent space at every point of B n (η 2 ), we may write
. From here, Proposition 4.10 yields (i), completing the proof.
Proofs
We turn to the proofs of the main results in this paper; as in the statement of Theorem 2.14, we fix some s 0 > 1 throughout. The most difficult part is constructing the map Φ from Theorem 2.14. We will construct Φ by seeing it as a composition of two maps Φ = Φ 0 • Φ 2 , where Φ 0 is the map from Proposition 3.1 and Φ 2 is described in Section 5.1. Φ 2 itself will be constructed as a composition of two maps Φ 2 = Ψ γ • Φ 1 , which will be described in Section 5.6.
In the some of the sections below, we introduce new notions of {s}-admissible constants. We will be explicit in each section which notion we are using. These notions will be defined in such a way that the compositions described above give the proper result. For example, we prove Theorem 2.14 by reducing it to Proposition 5.3, below. Theorem 2.14 and Proposition 5.3 use different notions of {s}-admissible constants. However, in the application of Proposition 5.3 to prove Theorem 2.14, constants which are {s}-admissible in the sense of Theorem 2.14, will be {s}-admissible in the sense of Proposition 5.3. A similar situation occurs when we reduce Proposition 5.3 to Proposition 5.8. Thus, the various notions of {s}-admissible constants will seamlessly glue together to yield the main results of this paper. In each setting, once we have defined {s}-admissible constants, we use the notation A {s} B to mean A ≤ CB where C is a positive {s}-admissible constant. And we write A ≈ {s} B for A {s} B and B {s} A.
In Section 5.1 we describe the map Φ 2 . In Section 5.2 we show how Theorem 2.14 follows by setting Φ = Φ 0 • Φ 2 . In Section 5.3 we prove the results on densities, namely Theorem 2.19 and Corollary 2.20. In Section 5.4 we state and prove a result on how to recognize the regularity of vector fields by considering their commutators. In Section 5.5 we describe and construct the map Φ 1 . In Section 5.6 we construct the map Φ 2 . Finally, in Section 5.7 we prove the qualitative results; namely Theorems 2.4 and 2.7. As mentioned in the introduction, the proofs which follow take many ideas from the work of Malgrange [Mal69] .
The main idea is the following. In Proposition 3.1 we only have Y j C s (B n (η1);R n ) {s} 1, but we wish to have Y j C s+1 (B n (η1);R n ) {s} 1. However, Proposition 3.1 gives us additional information: namely, (i), where we have
{s} 1. Notice, if all we knew was Y j C s (B n (η1);R n ) {s} 1 then the best we could say in general is that c l j,k C s−1 (B n (η1)) {s} 1; thus (i) gives us additional regularity information on Y 1 , . . . , Y n . This is not enough to conclude that Y j C s+1 (B n (η1);R n ) {s} 1; indeed it is easy to find two non-smooth vector fields on R 2 , Z 1 , Z 2 , which span the tangent space at every point, such that [Z 1 , Z 2 ] = 0.
8 However, as we will describe in Section 5.1, this is enough to conclude that there is a different coordinate system (denoted by Φ 2 ) in which we have Φ * 2 Y j C s+1 (B n (1);R n ) {s} 1,which will complete the proof.
Φ 2
Fix η 1 > 0 and suppose we are given vector fields Y 1 , . . . , Y n on B n (η 1 ) of the form
Here, we are writing Y for the column vector of vector fields
⊤ (which we also write as ∇), and A is an n × n matrix depending on t ∈ B n (η 1 ). Fix s 0 > 1 and suppose A ∈ C s0 (B n (η 1 ); M n×n ) and
C can be chosen to depend only on s 0 , s and upper bounds for
, and c l j,k C s (B n (η1)) . For s < s 0 , we define {s}-admissible constants to be {s 0 }-admissible constants.
Remark 5.2. In the definition of {s}-admissible constants, the vector fields Y j and the functionsc l j,k are assumed to have the same regularity. Usually, one would expect the functionsc l j,k to be one derivative worse than the vector fields Y j . What the following proposition shows is that one can pick a different coordinate system in which the vector fields Y j have one more derivative of regularity, thereby achieving this expectation.
Proposition 5.3. There exists an {s 0 }-admissible constant K ≥ 1 and a map Φ 2 :
and
We defer the proof of Proposition 5.3 to Section 5.6. 8 Let Ψ : R 2 → R 2 be any C 2 diffeomorphism and set Z j = Ψ * ∂ ∂x j .
Proof of Theorem 2.14
In this section, we prove Theorem 2.14 by combining Propositions 3.1 and 5.3. We take the same setting as in Theorem 2.14, and define 0-admissible and {s}-admissible constants as in Definitions 2.12 and 2.13. Take Φ 0 , Y 1 , . . . , Y q , A, η 1 , and χ be as in Proposition 3.1, so that Φ 0 : B n (η 1 ) → B XJ 0 (x 0 , χ). Note that (3.2) implies A C s (B n (η1);M n×n ) {s} 1. Hence, using Proposition 3.1 (f), (g), and (i), we see that Proposition 5.3 applies to Y 1 , . . . , Y n (with this choice of η 1 ), and every constant which is {s}-admissible in the sense of Proposition 5.3 is {s}-admissible in the sense of this section. Thus we obtain a map Φ 2 : B n (1) → B n (η 1 ) as in Proposition 5.3. Let K, A, and Y 1 , . . . , Y n be as in that proposition. Notationally, we prove Theorem 2.14 with Y in place of Y and A in place of A.
With χ ∈ (0, ξ] as in Proposition 3.1, Theorem 2.14 (a), (b), and (c) follow immediately from Proposition 3.1 (a), (b), and (c). For 1 ≤ j ≤ n, we have Φ
and (e) shows Y J0 = K(I + A)∇ and proves Theorem 2.14 (h) and (i).
Proposition 5.3 (f) proves Theorem 2.14 (j) for 1 ≤ j ≤ n. For n + 1 ≤ j ≤ q, we proceed as follows. Let b l j be as in Proposition 3.1 (h). Then, we have
We have already shown
{s} 1 by Proposition 3.1 (h) and Φ 2 C s+1 (B n (1);R n ) {s} 1 by Proposition 5.3 (a), we have b k j •Φ 2 C s+1 (B n (1)) {s} 1 for s > 0 (see Lemma 4.6). Combining this with (5.1) and (5.2) completes the proof of Theorem 2.14 (j).
Notice that Theorem 2.14 (j) (which we have already shown) implies A C s+1 (B n (1);M n×n ) {s} 1. We have
n (1), (I + A(u)) is invertible for all u ∈ B n (1) and we have (I + A)
{s} 1 (this uses Lemma 4.5 and the cofactor representation of (I + A) −1 ).
Hence, ∇ = K −1 (I + A) −1 Y J0 . I.e., for each 1 ≤ j ≤ n, ∂ ∂tj can be written as a linear combination, with coefficients in C s+1 (B n (1)) of Y 1 , . . . , Y n , and the C s+1 norms of the coefficients are {s} 1. Combining this with Theorem 2.14 (j), Proposition 4.10 applies to prove Theorem 2.14 (k).
For Theorem 2.14 (l), we already know by Theorem 2.14 (
(x0,χ)) follows from [SS18, Proposition 8.6]; Theorem 2.14 (l) follows.
Densities
In this section, we prove Theorem 2.19 and Corollary 2.20. We take the setting of Theorem 2.19 and therefore we have a density ν and a notion of {s; ν}-admissible constants, as in Definition 2.18. We let Φ, Y 1 , . . . , Y q , K, and A be as in Theorem 2.14, and we let ν 0 be as in (3.3).
Lemma 5.4. Define h 0 by Φ * ν 0 = h 0 σ Leb . Then, h 0 = det (K(I + A)) −1 . In particular, h 0 (t) ≈ {s0} 1, ∀t ∈ B n (1), and
Proof. Because sup t∈B n (1) A(t) M n×n ≤ 1 2 and K ≈ {s0} 1 by Theorem 2.14, we have | det(K(I + A)) −1 | = det(K(I + A)) −1 , and det(K(I + A))
This proves h 0 = det (K(I + A)) −1 and therefore h 0 (t) ≈ {s0} 1. Theorem 2.14 (j) implies A C s (B n (1);M n×n ) {s−1} 1; (5.3) follows from this using Lemma 4.5, completing the proof.
Proof of Theorem 2.19. Let g be as in Proposition 3.4 so that ν = gν 0 . Hence, hσ Leb To prove Corollary 2.20, we introduce a corollary of Theorem 2.14.
Corollary 5.5. Let Φ, ξ 1 , and ξ 2 be as in Theorem 2.14. Then, there exist {s 0 }-admissible constants 0 < ξ 4 ≤ ξ 3 ≤ ξ 2 and a map Φ : B n (1) → B XJ 0 (x 0 , ξ 2 ) which satisfies all the same estimates as Φ so that
Proof. After obtaining ξ 1 , ξ 2 , and Φ from Theorem 2.14, we apply Theorem 2.14 again with ξ replaced by ξ 2 , to yield the map Φ and {s 0 }-admissible constants ξ 3 and ξ 4 as above.
Proof of Corollary 2.20. Using Theorem 2.19 (a), we have
and we have the same estimate for Φ replaced by Φ, where Φ is as in Corollary 5.5. Since
and since h(t) always has the same sign (by Theorem 2.19 (a)), (2.7) follows.
To complete the proof, we need to show
However, either both sides of this equation equal 0, or Proposition 3.4 shows
where we have used the definition of ζ (see (2.4)). Since the left hand side of (5.4) is ≤ the right hand side, this completes the proof.
A Regularity Result
Let Y 1 , . . . , Y n be vector fields on B n (2). Using the vector notation from Section 5.1, write
where A : B n (2) → M n×n . Let a k j denote the (j, k) component of A, and define A j = [a 1 j , . . . , a n j ]; i.e., A j is the jth row of A. We have
Proposition 5.6. In the above setting, there exists γ 1 = γ 1 (n) > 0 (depending only on n) such that the following holds. If s > 1 is such that c
where D n,s can be chosen to depend only on s, and upper bounds for n, a k j C s (B n (2)) , and c
(for all j, k, l).
Combining this with (5.6) shows that A satisfies the following system of equations:
Γ is a constant coefficient bilinear form, depending only on n, and C = ((C j,k (I + A)) 1≤j<k≤n , 0). By Lemma A.6, E is elliptic. Also, C C s ≤ D n,s , where D n,s is as in the statement of the proposition (see Lemma 4.5). From here, the result follows from Proposition A.3 (taking s 1 = s − 1 and s 2 = s in that proposition).
Φ 1
Fix s 0 > 1. Let Y 1 , . . . , Y n be C s0 vector fields on B n (5). Using the matrix notation of Section 5.1, we assume Y 1 , . . . , Y n have the form
where A :
Definition 5.7. For s ≥ s 0 , if we say C is a {s}-admissible constant it means that A ∈ C s (B n (5); M n×n ) and c j,k ∈ C s (B n (5)), 1 ≤ j, k, l ≤ n. C can be chosen to depend only on s, s 0 , n, and upper bounds for A C s (B n (5);M n×n ) and c l j,k C s (B n (5)) , 1 ≤ j, k, l ≤ n. For s < s 0 , we define {s}-admissible constants to be {s 0 }-admissible constants.
Proposition 5.8. There exists γ 2 = γ 2 (n, s 0 ) > 0 (γ 2 depending only on n and s 0 ) such that if A C s 0 (B n (5);M n×n ) ≤ γ 2 then there exists Φ 1 : B n (1) → B n (5) such that:
, where D n,s0 depends only on n and s 0 .
(b) Φ 1 C s+1 (B n (1)) {s} 1, ∀s > 0.
(c) Φ 1 (0) = 0 and dΦ 1 (0) = I.
The rest of this section is devoted to the proof of Proposition 5.8.
Lemma 5.9. Fix σ, γ 1 > 0. There exists γ 2 = γ 2 (n, s 0 , σ, γ 1 ) > 0 (γ 2 depending only on n, s 0 , σ, and
If σ > 0 is sufficiently small, depending only on s 0 and n, and if (c) holds, the Inverse Function Theorem implies (a). Thus, without loss of generality, we shrink σ > 0 so that (a) holds. (d) for s < s 0 follows from the result for s = s 0 (by the definition of {s}-admissible constants). Thus it suffices to prove (d) for s ≥ s 0 .
To begin, let R ∈ C s0+1 (B n (4); R n ) be any function satisfying R(0) = 0, dR(0) = 0, and R C s 0 +1 (B n (4);R n ) ≤ σ (we will later specialize to a specific choice of R). To emphasize the dependance of H on R, we write H R in place of H, so that H R (t) = t + R(t). Using the standard notation if R = (R 1 , . . . , R n ), we have
Without loss of generality, we take σ ≤ γ1 2 , and by taking γ 2 > 0 sufficiently small (5.7) implies (f). We wish to pick R so that
where the subscript j, k denotes taking the (j, k) component of the matrix. In light of (5.7), (5.8) is equivalent to Ψ(A, R)(t) = 0, t ∈ B n (4). For any function K(t), the chain rule shows
where e j denotes the jth standard basis element. Thus, using the notation of Appendix A.3, we have
for some smooth function g defined near the origin, with g(0, 0) = 0. Furthermore, it is easy to see that g(D 1 A(t), D 2 R(t)) is quasilinear in R in the sense of (A.10). We wish to solve for R in terms of A so that Ψ(A, R) = 0, provided A C s 0 (B n (5);M n×n ) ≤ γ 2 , where γ 2 is a chosen small as in the statement of the lemma. To do this, we apply Proposition A.4; thus we need to make sure g(D 1 A(t), D 2 R(t)) is elliptic in the sense of that proposition (where we are replacing B with R in the statement of that proposition). Define E 2 as in (A.11); we wish to show E 2 is elliptic. Note that
is a second order, constant coefficient, differential operator acting on R whose principal symbol is E 2 . Thus, we wish to show that this differential operator is elliptic. It suffices to compute this operator in the special case when R ∈ C ∞ . Assuming R is C ∞ , we have
Thus,
and we conclude g(D 1 A(t), D 2 R(t)) is elliptic in the sense of Proposition A.4. We apply Proposition A.4 with D = 4, η = 3, and
Thus, if γ 2 > 0 is sufficiently small, and if A C s 0 (B n (5);M n×n ) ≤ γ 2 , we may solve for R = R(A) such that Ψ(A, R) = 0, R(0) = 0, dR(0) = 0, and (c) and (d) hold. As we saw earlier, Ψ(A, R) = 0 is equivalent to (e), and (a) and (f) have already been verified. This completes the proof.
Remark 5.10. Throughout this paper, we fixed s 0 > 1. It would be nice if we could achieve the same results for s 0 > 0, however technical issues arise if we try to follow the methods of this paper with s 0 ∈ (0, 1]. This is particularly notable in the proof of Lemma 5.9. When s 0 > 1, the solutions we consider to the PDE which arises in that lemma are classical, however if s 0 ∈ (0, 1], it seems likely one would have to consider some kind of generalized solution. A similar problem occurs in the proof of Proposition 5.6.
Proof of Proposition 5.8. Let γ 1 = γ 1 (n) > 0 be as in Proposition 5.6. We shrink γ 1 > 0, if necessary, to ensure that if A is an n × n matrix with componentsâ k j and |â
We take σ n,s0 > 0 to be so small that if R C s 0 +1 (B n (4);R n ) ≤ σ n,s0 we have
• det dH(t) ≥ 1 2 , ∀t ∈ B n (3).
Applying Lemma 5.9 with this choice of γ 1 and with σ = σ n,s0 yields γ 2 and H as in that theorem. Since B n (2) ⊆ H(B n (3)), by the choice of σ n,s0 , and in light of Lemma 5.9 (a), we may define Φ 1 :
and (e) follow from the corresponding properties of H described in Lemma 5.9.
Since H C s+1 (B n (3);R n ) {s} 1 (by Lemma 5.9 (d)) and because det dH(t) ≥ 1 2 , ∀t ∈ B n (3) (by the choice of σ = σ n,s0 ), we have Φ 1 C s+1 (B n (2);R n ) {s} 1 (see Lemma 4.7), proving (b); the same proof gives (a). Moreover, if
, that A(0) = 0 follows from (c) and the fact that A(0) = 0. That sup u∈B n (1) A(u) M n×n ≤ 1 2 follows from the choice of γ 1 and Lemma 5.9 (f). This establishes (f).
All that remains to establish are the two (clearly equivalent) statements (g) and (h). For this, we use Proposition 5.6. Since Y j C s (B n (2);R n ) {s} 1, we have â
, Lemma 4.6, and the assumption c
{s} 1, this implies ĉ l j,k C s (B n (2)) {s} 1. Finally, Lemma 5.9 (e) and (f) show that all of the hypotheses of Proposition 5.6 hold for Y 1 , . . . , Y n . Applying Proposition 5.6 yields (g) and (h), completing the proof.
Construction of Φ 2
In this section, we prove Proposition 5.3, and we take the same setting and notation as in that proposition; thus, we have vector fields Y 1 , . . . , Y n and functionsc k i,j as in that proposition, and we have a notion of {s}-admissible constants given in Definition 5.1. Because of this definition of {s}-admissible constants, it suffices to assume s ≥ s 0 in all of Proposition 5.3. Thus, in this section we consider only s ≥ s 0 .
Lemma 5.11. Define, for γ ∈ (0, 1], Ψ γ :
Proof. Since A γ (t) = A(γt) and A(0) = 0, that A γ C s (B n (5);M n×n ) {s} γ follows from Lemma 4.8 (this uses s ≥ s 0 > 1). Since c
{s} γ follows directly from the definitions (this uses γ ∈ (0, 1]).
Proof of Proposition
In light of these remarks, Proposition 5.8 applies to Y 
Qualitative Results
We now turn to the qualitative results; i.e., Theorems 2.4 and 2.7. These are simple consequences of Theorem 2.14. We begin with Theorem 2.4. For this we recall [SS18, Proposition 4.14].
Lemma 5.12 (Proposition 4.14 of [SS18] ). Let X 1 , . . . , X q be C 1 vector fields on a C 2 manifold M.
• ∀x 0 ∈ M, ∃η > 0, such that X 1 , . . . , X q satisfy C(x 0 , η, M).
• Let K ⋐ M be a compact set. Then, there exists δ 0 > 0 such that ∀θ ∈ S q−1 if x ∈ K is such that
Remark 5.13. Lemma 5.12 shows that we always have η and δ 0 as in the assumptions of Theorem 2.14. Thus, if we wish to apply Theorem 2.14 to obtain a qualitative result, we do not need to verify the existence of η and δ 0 .
Proof of Theorem 2.4. (i)⇒(ii):
First we prove the result with s < ∞. Let U , V , x 0 , and Φ be as in (i). Without loss of generality assume 0 ∈ U and Φ(0) = x 0 . Reorder X 1 , . . . , X q so that X 1 (x 0 ), . . . , X n (x 0 ) are linearly independent and let
. . , Y n form a basis for the tangent space on B n (2η). It is immediate to verify, for 1
. . , Y q span the tangent space at every point of B n (2η) and
3) and (5.11) combine to giveĉ
). Using that Y 1 , . . . , Y n span the tangent space at every point of B n (2η) and that Y j ∈ C s+1 (U ; R n ), 1 ≤ j ≤ q, for n + 1 ≤ j ≤ q, we may write
this completes the proof of (ii) with V replaced by Φ(B n (η)), when s < ∞. If s = ∞ note that in the above proof η,ĉ l j,k , and b k j can be chosen independent of s, thus when s = ∞ the above proof applied to each s < ∞ completes the proof of (ii).
(ii)⇒(iii): Suppose (ii) holds. We wish to show for 1 ≤ i, j ≤ q,
where s and V are as in (ii). For 1 ≤ i, j ≤ n, (5.13) is contained in (ii). We prove the result for n+1 ≤ i, j ≤ q. The remaining cases (1 ≤ i ≤ n and n + 1 ≤ j ≤ q, or n + 1 ≤ i ≤ q and 1 ≤ j ≤ n) are similar and easier. We have
We are given b
. From here, (5.13) follows from the fact that C s X (V ) is an algebra (see Lemma 4.5), completing the proof of (iii).
(iii)⇒(i): This is a consequence of Theorem 2.14. We make a few comments to this end. First of all, as discussed in Lemma 5.12 and Remark 5.13, there exist η and δ 0 as in the hypotheses of Theorem 2.14. Fix any s 0 ∈ (1, s] \ {∞} and take ξ > 0 so small B X (x 0 , ξ) ⊆ V . Take J 0 as in Theorem 2.14 (with ζ = 1). We have, directly from the definitions,
Thus, all of the hypotheses of Theorem 2.14 hold for this choice of s 0 . This yields a map Φ as in Theorem 2.14. This map satisfies the conclusions of (i), and this completes the proof.
We now turn to Theorem 2.7. The uniqueness of the C s+2 structure described in that theorem follows from the next lemma.
Lemma 5.14. Fix s ∈ (0, ∞]. Let M and N be two n-dimensional C s+2 manifolds, and suppose X 1 , . . . , X q are C s+1 vector fields 9 on M which span the tangent space at every point, and
Proof. Fix a point x 0 ∈ M , we will show Ψ is C s+2 on a neighborhood of x 0 ; since x 0 ∈ M is arbitrary, this will complete the proof. Reorder X 1 , . . . , X q so that X 1 (x 0 ), . . . , X n (x 0 ) are linearly independent; and reorder Z 1 , . . . , Z q in the same way so that we have Ψ * X j = Z j . Since X 1 (x 0 ), . . . , X n (x 0 ) span the tangent space T x0 M , we may pick a neighborhood U 1 of x 0 so that X 1 , . . . , X n form a basis of the tangent space at every point in U 1 . Let U ⋐ U 1 be a neighborhood of x 0 , whose closure is compact and in U 1 . Since
(5.14)
Suppose we know Ψ ∈ C s ′ +2 (U ) for some s ′ ≥ 0. We will show Ψ ∈ C min{s ′ +3,s+2} (U ), and the result will follow by iteration. Writing (5.14) in coordinates x 1 , . . . , x n and using that X 1 , . . . , X n form a C s+1 basis for the tangent space on U 1 , we see that we may write
Since Ψ ∈ C s ′ +2 (U ), the right hand side of (5.15) is in C min{s ′ +2,s+1} (U ) (see Lemmas 4.5 and 4.6). As this is true for every j, we conclude Ψ ∈ C min{s ′ +3,s+2} (U ), completing the proof. 
. We wish to show that the collection {(Φ −1
x , V x ) : x ∈ M } forms a C s+2 atlas on M ; once that is shown, (i) will follow since the X j will be C s+1 with respect to this atlas by definition, and this atlas is clearly compatible with the C 2 structure on M . Hence, we need only verify that the transition functions are C s+2 . Take
. We wish to show Ψ is a C s+2 diffeomorphism. We already know Ψ is a C 2 diffeomorphism and Ψ * Y x1 j
where the implicit constants depend only on m + s and n. Let Y j = Φ * X j , and let A be as in Theorem 2.14. Letting Y j = Φ * X j , Theorem 2.14 (j) shows Y j C m+s−1 (B n (1);R n ) {m+s−2} 1, and therefore by (6.2), Y j C m−1,s (B n (1);R n ) {m+s−2} 1. Here, we are using the convention in Remark 4.9 to define C −1,· and C
Thus, we may write ∇ as a linear combination of Y 1 , . . . , Y n , with coefficients whose C m−1,s (B n (1)) and C m+s−1 (B n (1)) norms are {m+s−2} 1. With all of the above remarks, Proposition 4.10 shows for any g ∈ B n (1),
(B n (1)) .
Combining this with (6.2), we have
Combining this and (6.3) with g = f • Φ yields (6.1) and completes the proof.
Similarly, we may create Hölder versions of Theorems 2.4 and 2.7. We state these results here. We take the same setup as in Theorems 2.4 and 2.7.
Corollary 6.2 (The Local Result). For m ∈ N, m ≥ 1 and s ∈ (0, 1) the following three conditions are equivalent:
There is an open neighborhood V ⊆ M of x 0 such that: (i) There exists a C m+2,s atlas on M , compatible with its C 2 structure, such that X 1 , . . . , X q are C m+1,s with respect to this atlas.
(ii) For each x 0 ∈ M , any of the three equivalent conditions from Corollary 6.2 holds for this choice of x 0 .
Furthermore, under these conditions, the C m+2,s manifold structure on M induced by the atlas from (i) is unique, in the sense that if there is another C m+2,s atlas on M , compatible with its C 2 structure, and such that X 1 , . . . , X q are C m+1,s with respect to this second atlas, then the identity map M → M is a C m+2,s diffeomorphism between these two C m+2,s manifold structures on M .
Proof. With Corollary 6.2 in hand, the proof is nearly identical to the proof of Theorem 2.7 and we leave the details to the reader.
Smoothness is local
Proposition 7.1. Let X 1 , . . . , X q be C 1 vector fields on a connected C 2 manifold M , such that X 1 , . . . , X q span the tangent space at every point. Suppose ∀m ∈ N, m ≥ 1, there is a C m+1 manifold structure on M , compatible with its C 2 structure, such that X 1 , . . . , X q are C m with respect to this manifold structure. Then, there is a C ∞ manifold structure on M , compatible with its C 2 structure, such that X 1 , . . . , X q are C ∞ with respect to this manifold structure. Moreover, in this setting, this is the unique C ∞ manifold structure on M , compatible with its C 2 structure, such that X 1 , . . . , X q are C ∞ with respect to this manifold structure.
Proposition 7.1 is an immediate consequence of the next lemma.
Lemma 7.2. Let X 1 , . . . , X q be C 1 vector fields on a connected C 2 manifold M of dimension n such that X 1 , . . . , X q span the tangent space at every point. Suppose ∀x ∈ M , ∀m ∈ N, m ≥ 1, there exists a neighborhood V m,x of x and a
Then, there is a C ∞ manifold structure on M (compatible with its C 2 structure) such that X 1 , . . . , X q are C ∞ with respect to this manifold structure. Moreover, in this setting, this is the unique C ∞ manifold structure on M , compatible with its C 2 structure, such that X 1 , . . . , X q are C ∞ with respect to this manifold structure.
Remark 7.3. Of course if a C ∞ manifold structure exists as in the conclusion of Lemma 7.2, then coordinate charts Φ m,x as in the hypothesis exist as well. But more is true: one may choose the coordinate charts Φ m,x and neighborhoods V m,x to be independent of m. Thus, Lemma 7.2 takes a weak hypothesis (the charts and neighorboods may depend on m) and derives a stronger conclusion (the charts and neighborhoods do not depend on m).
Proof of Lemma 7.2. Fix x 0 ∈ M . Reorder X 1 , . . . , X q so that X 1 (x 0 ), . . . , X n (x 0 ) are a basis for T x0 M . Let N 1 be a neighborhood of x 0 such that X 1 , . . . , X n form a basis of the tangent space at every point of N 1 . Let N be a neighborhood of x 0 such that N ⊂ N 1 and N is compact.
For
. Since x 0 ∈ M was arbitrary, the result will follow from Theorem 2.7. Fix m ≥ 2, we will showĉ 
A Elliptic PDEs
We require quantitative versions of some standard results from elliptic PDEs. The proofs of these results are well-known, and the quantitative versions follow by keeping track of constants in the proofs. We make no effort to present the results or proofs in greatest generality, and only present what is needed for this paper.
A.1 Regularity of Linear Elliptic Equations
Let E be a constant coefficient partial differential operator of order M ,
where m 2 ≥ m 1 . We may think of E as a m 2 × m 1 matrix of constant coefficient partial differential operators of order
Proposition A.1. Suppose E is elliptic, and fix ǫ 0 > 0. There exists γ = γ(E) > 0 such that if u and g satisfy (A.1) and c α L ∞ (B n (D);M m 2 ×m 1 ) ≤ γ, ∀α, then the following holds for all s > s 0 > 0, η ∈ (0, D),
Moreover we have
where C can be chosen to depend only on s 0 , s, E, D, η, ǫ 0 , and upper bounds for c α
, and g C s (B n (D);C m 2 ) .
Proof Sketch. We sketch a proof of (A.2) using theory from [Tay11] 10 ; (A.3) follows by keeping track of constants in this proof. For Zygmund spaces, [Tay11] uses the notation C s * instead of C s (R n )-for this proof, we use this notation to help the reader make the connection with the results in that book.
Note
) such that φ j ≡ 1 on a neighborhood of the support of φ j−1 and φ 1 ≡ 1 on a neighborhood of the closure of B n (η). Since (E + L)u = g, we have
Using the notation of Chapter 13, Section 9 of [Tay11], we have
so that δ ∈ (0, 1). By Proposition 9.9 of Chapter 13 of [Tay11] ,
Note that since E + L is elliptic on B n (D), a is elliptic on a neighborhood of the support of φ 1 , and the same is therefore true of a ♯ . Rewriting (A.4) we have η) ) (see Remark 4.1). The constants in this eqivalence depend on s, n, and η. This does not create a problem in Proposition A.1 since C is allowed to depend on E (and therefore on n), s, s 0 , η, and D.
A.2 Regularity for a Nonlinear Elliptic Equation
Let E be a constant coefficient, first order, partial differential operator,
where m 2 ≥ m 1 . We may think of E as a m 2 × m 1 matrix of constant coefficient partial differential operators of order ≤ 1. Let Γ : C m1 ×C nm1 → C m2 be a bilinear map. Fix D > 0, we consider the equation, for b :
Proposition A.3. Suppose E is elliptic. Then, there exists γ = γ(E, Γ) > 0 such that if b and c satisfy (A.6), and if for some
where C can be chosen to depend only on s 1 , s 2 , D, η, E, Γ, and upper bounds for
Proof. We will show, under the hypotheses of the proposition, that there exists γ = γ(E, Γ) > 0 such that if b and c are as in the proposition, we have for η ∈ (0, D), Here g is C ∞ and defined on a neighborhood of the origin, takes values in C m2 , and satisfies g(0, 0) = 0. Our goal is to give conditions on g so that given A (sufficiently small), we can find B = B(A) so that (A.9) holds; we further wish to understand the regularity properties of B in a quantitative way.
A.3 Existence for a Nonlinear Elliptic Equation
Though it is not necessary for the results that follow, we assume (A.9) is quasilinear in B, which is sufficient for our purposes and simplifies the proof. That is, we assume where C s,η can be chosen to depend on an upper bound for A C 1+s (B n (D);C m 1 ) and does not depend on A ∈ W in any other way. It can depend on any of the other ingredients in the problem.
The rest of this section is devoted to a sketch of a proof of Proposition A.4. The proof is a standard application of the Inverse Function Theorem combined with Proposition A.1; we include the proof as it gives the required quantitative estimates, which are essential for our purposes.
By expanding g into a Taylor series, we have
where A is a first order linear differential operator with constant coefficients, E is a second order linear differential operator with constant coefficients whose principal symbol is E 2 , and q is smooth and vanishes to second order at (0, 0). Since E is elliptic (because E 2 is), it is a standard fact that E has a continuous right inverse
where EP = I and for all |α| ≤ 1, ∂ G(A, B) ). We set B(A) := −PA A + P G(A, 0).
It is clear that B satisfies (A.12). By taking N 0 small, we may take U 0 and W as small as we like. Thus, because the range of G is contained in U 0 , if N 0 , U 0 , and W are chosen to be sufficiently small we have B : W → N . Furthermore, by the choice of P we have D 1 B(A)(0) = 0. Also, (A.13) follows from (A.16) and the continuity of P.
It remains to prove (A.14) and (A.15). For this, we use that we have the flexibility to take U 0 and N 0 as small as we like (though they must be chosen independent of s).
Let γ = γ(E 2 ) > 0 be as in Proposition A.1. By taking N 0 and U 0 sufficiently small, and using the fact that g 1 is smooth, we have for A ∈ W , every coefficient of the differential operator L := (g 1 (A(x), D 1 B(A)(x)) − g 1 (0, 0))D 2 has L ∞ norm ≤ γ; indeed, since W 0 ⊆ N 0 , taking N 0 small forces W 0 , and therefore W , to be a small neighborhood of 0. Setting B = B(A), we will apply Proposition A.1 (with u = B) to the equation where C s,s2,η1,η2 can be chosen to depend on A C 1+s (B n (D);C m 1 ) and B C 2+s 2 (B n (η2);C m 2 ) , but not depend on A or B in any other way. It can depend on any other ingredient in the problem. (A.14) and (A.15) follow from (A.18) and (A.19) via a simple iteration. Thus we prove (A.18) and (A.19) which will complete the proof.
Since g 1 and g 2 are smooth, if A ∈ C 1+s and B ∈ C 2+s2 , we have g 1 (A, D 1 B) ∈ C s2+1 and g 2 (D 1 A, D 1 B) ∈ C min{s,s2+1} ⊆ C min{s,s2+ 
A.4 An Elliptic Operator
In this section, we discuss a particular first order, overdetermined, constant coefficient, linear, elliptic operator which is needed in this paper. For a function A = (A 1 , . . . , A n ) ∈ C ∞ (R n ; R n ) we define
