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A1. The choice of the dynamic model for productivity
In Figure A1 (left panel) we present the autocorrelogram of value added per worker with six lags and its 95% con…dence interval. The fact that autocorrelation becomes insigni…cant at the sixth lag justi…es the inclusion of …ve lags of productivity in our regression speci…cations. Including further lags reduces the sample size dramatically and does not a¤ect the magnitude of the coe¢ cient of our interest. The right panel of Figure   A1 shows autocorrelogram of the residuals from equation (3) and its 95% con…dence interval, con…rming that the hypothesis of no autocorrelation in the error term cannot be rejected at 95% con…dence level. This result corroborates our choice of dynamic speci…cation.
A2. Estimating the link between receiving …rm's productivity and the gap by 2-digit NACE industry.
In Table A3 we present results of running equation (5) on the nine 2-digit NACE industries separately.
Here we estimate the coe¢ cient on the productivity gap de…ned for four groups of new workers: new workers coming from more productive …rms and from the same industry (gap_p_same), from more productive …rms and di¤erent industry (gap_p_dif f ), from less productive …rms and same industry (gap_n_same), and from less productive …rms and di¤erent industry (gap_n_dif f ). The estimation results suggest that there is a considerable degree of variation in the gap's coe¢ cients across industries. For two industries out of nine, namely "Textile, cloth and footwear" and "Wood, paper and products thereof", the condition P;same > P;dif f > 0, consistent with the spillovers hypothesis, is not satis…ed. For the remaining seven industries it is satis…ed, and for "Publishing, printing and recording","Metals and products thereof ", "Machinery and equipment"and "Electrical and optical equipment" the coe¢ cient P;same is positive and statistically signi…cant at the 95% con…dence level. Combined, these four industries account for almost 60% of the entire sample. The case of the "Manufacturing, n.e.c. (not elsewhere classi…ed)" industry, where the coe¢ cients P;same and P;dif f are nearly identical, is special. Since this highly synthetic industry group is likely to include …rms with widely di¤erent production technologies, the ease of knowledge transfer between …rms within and outside this industry should not be much di¤erent. Hence, one should not expect to see a big di¤erence between P;same and P;dif f . Table A4 contains estimation results for an extension of equation (3) where …rm-speci…c time trends are included as additional controls to account for heterogeneity in productivity growth patterns among …rms. For computational reasons, we restrict our sample only to large …rms (50+ workers), so the results in Table A4 should be compared with those in Table 4 's column (4). We use two methods to estimate the speci…cation with …rm-speci…c time trends. First, we add …rm dummies interacted with the time variable and apply OLS to the thus augmented speci…cation. (Results reported in the …rst column of Table A4 ). Second, we estimate a random coe¢ cients model which allows the coe¢ cient on the time trend to vary by …rm. (Results in the second column of Table A4 ). The random coe¢ cients estimator (implemented using Stata xtmixed command) is more e¢ cient than OLS but it relies on stricter identifying assumptions. Nevertheless, the results from both estimators are similar to each other, and to the benchmark results in Table 4 , column 4. Table A2 . Receiving firm's productivity and the gap calculated separately for more and less productive sending firms. 
A3. Results with …rm-speci…c time trends

