In order to learn effective features from temporal sequences, the long short-term memory (LSTM) network is widely applied. A critical component of LSTM is the memory cell, which is able to extract, process and store temporal information. Nevertheless, in LSTM, the memory cell is not directly enforced to pay attention to a part of the sequence. Alternatively, the attention mechanism can help to pay attention to specific information of data. In this paper, we present a novel neural model, called long short-term attention (LSTA), which seamlessly merges the attention mechanism into LSTM. More than processing long short term sequences, it can distill effective and valuable information from the sequences with the attention mechanism. Experiments show that LSTA achieves promising learning performance in various deep learning tasks.
Introduction
In recent years, many researchers are working on the timeseries forecasting tasks based on recurrent neural network (RNN) (Rumelhart, Hinton, and Williams 1986; Werbos 1990 ). Among the RNN models, long short-term memory (LSTM) (Hochreiter and Schmidhuber 1997) is an effective and scalable one for several learning problems related to sequential data (Greff et al. 2017) . In LSTM, the memory cell states are updated repeatedly over time. However, it can only memorize the sequential information, but can not pay special attention to important part during learning.
On the other hand, human perception system has the attention mechanism as proved in (Corbetta and Shulman 2002) . More importantly, it can pay attention to various emphases. The first information that humans received is often the most interesting, valuable and effective. Human automatically ignores irrelevant information by one of the most inquisitive facets of the brain system, which is the manifestation of attention (Xu et al. 2015; Corbetta and Shulman 2002) . Moreover, (Xu et al. 2015) has justified the effect of the attention mechanism in machines. Attention mechanism notices noteworthy information dynamically. This function is particularly vital when there is plenty of confusion in the sequences (Xu et al. 2015) . Although attention mechanism is Copyright c 2019, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. increasingly employed in sundry machine learning and deep learning tasks, much of the work at the present time is not incorporated it into the LSTM cell to collectively focus on sequential long short term information.
To fill up this gap, a novel model unifying the long short term messages should be proposed, which can lead learning machines to jointly remember historical information and notice crucial details. Moreover, in previous work, no one had integrated the attention mechanism into the intra-cell of LSTM models to acquire excellent effectiveness. Motivated by these two aspects, we present a new long short-term attention (LSTA) model in this paper. The crux to this LSTA structure is adding an attention gate into the intra-cell of traditional LSTM.
Long short-term attention means needing to focus on short-term and long-term dependence information simultaneously. A figurative metaphor can be used to describe LSTA: when students are preparing an exam, they should pay attention to the key points of the exam. Then they need to concentrate on reviewing the key exam content and omit non-critical content, instead of spending time and energy to learn it. They do not merely browse the information and remember it, but draws emphatic points to highlight. The momentous part for fully understanding and the meaning of the entire article should be learned. Besides, students need to consolidate their knowledge so as to reach the effect of long-term attentional memory, rather than relying only on a short bursts to temporarily notice the examination points. That is to say, they have to pay attention to both long-term and short-term information just like our long short-term attention (LSTA) model.
In this paper, we demonstrate that LSTA possesses extraordinarily powerful learning ability. It can learn more accurate, effective, valuable, and meaningful information. LSTA fulfills the state-of-the-art prediction and learning results on the used datasets. It can be a general and modular framework for predictive learning and is not limited to the experiments done here.
Related Work
LSTM is a powerful RNN model for learning information from sequential data. Based on it, some learning models, such as, attention-based models for structured prediction Xu et al. 2015) , machine translation Sutskever, Martens, and Hinton 2011) , speech recognition (Graves, Mohamed, and Hinton 2013; Jaitly 2014), video caption (Donahue et al. 2015) and natural language conduction Mikolov et al. 2010) , have been deeply studied. The LSTM prediction systems depend on whether it is capable for memorizing interrelated information ) and focus on modeling temporal variations (such as the object moving trajectories) Xingjian et al. 2015) . For memorizing spatiotemporal information, one kind of the LSTM's variants to predictive learning and enhancing its units, is the spatiotemporal LSTM (ST-LSTM) units. This model learns spatial and temporal representations in consolidated memory blocks, and delivers the memory both vertically across layers and horizontally over states ). In another model-phased LSTM model (Neil, Pfeiffer, and Liu 2016) , which extends the LSTM unit by adding a new time gate, can process asynchronous information.
Except that, a wide variety of efforts have continued to push the boundaries of recurrent models and encoderdecoder architectures (Vaswani et al. 2017; Luong, Pham, and Manning 2015; Jozefowicz et al. 2016) . For instance, if we think over the sum of the amount of information handled in parallel (width) and computation steps (depth) in a network (Bengio and others 2009; He et al. 2017) , stacking multiple LSTM layers (Graves, Mohamed, and Hinton 2013) is not adequate. But, the tensorized LSTM model can both widen and deepen LSTM, in which the hidden states are represented by tensors and updated via a cross-layer convolution (He et al. 2017) .
In many learning tasks, the attention mechanisms are applied to incorporate with LSTMs. It permits the models to establish the dependencies without taking into account the distance between the input and output sequences (Vaswani et al. 2017; Bahdanau, Cho, and Bengio 2014; Kim et al. 2017) . For example, a self-attention mechanism is able to connect various parts of a sequence information (Vaswani et al. 2017) , and it is applied to triumphantly accomplish sundry learning tasks, including reading understanding, extracting abstract, presenting textual and learning sentence expressions (Cheng, Dong, and Lapata 2016; Paulus, Xiong, and Socher 2017; Parikh et al. 2016; Lin et al. 2017 ).
In addition, other networks based on a recurrent attention mechanism are an end-to-end memory networks, which have commendable performance on several language modeling missions (Sukhbaatar et al. 2015) . A model construction inspiring us is given in (Vaswani et al. 2017) , which averts recurrences and relies entirely on attention mechanism to compute representations of its input and output without using sequence aligned LSTM or convolution.
Normative LSTM
In this section, we narrate the widely used normative LSTMs. Normative LSTMs have chains of circulatory blocks of neural network for eschewing the long-term dependency problem. Their function is to remember information for long periods of time. And the default structure can be defined as follows,
(1)
Here, W f , W i , Wc, W o are the weight parameters and b f , b i , bc, b o are biases. Where the input sequence x t and the state of the upper layer h t−1 constitute forget gate layer f t by the sigmod function. The input gate layer i t and the output gate O t are also calculated by x t and h t−1 . i t is used in the element-wise multiplicative operation with candidate valuesC t acquired by the tanh activation. Forget gate f t unites with front cell state C t−1 to discard the information by element-wise multiplication.
Then, adding the two multiplicative calculations mentioned above can get the cell state at the current moment C t . The hidden state of each layer h t is updated by the joint operation of current cell state C t and output section o t . Normative LSTM's application range is very wide and it works very well. However, it merely imitate the continuous memory, but doesn't own the attention function. In order to gain the ability of attention memory, we propose the long shortterm attention (LSTA) model.
Attention Gate
"Attention" in human brain is a cognitive process that refers to selectively focusing on certain perceived information, which may be objective or subjective, while ignoring other information received at the same time. Furthermore, attention mechanisms have one of the most exciting advantages in the area of deep learning. Attention can be depicted as a "selection mechanism" for allocating limited information processing power, so that it contributes quick analysis of information, equips with an efficient information choice and gambling mechanism, and places all computing power on momentous tasks (Posner 2011).
In the first, let us focus on attention block of the LSTA model, as shown in Figure 1 . It is integrated in the cell of LSTA, but not outside of cell like previous LSTM-based models. In preceding work, some attention models add the "attention" unit outside of the LSTM cells, which is quite distinct from the structure of LSTA. For example, the additive attention, multiplicative attention, self-attention mechanism (Vaswani et al. 2017; Xu et al. 2015) and other traditional attention models use the sof tmax function. On contrast, due to the architecture of LSTA, we integrate the attention mechanism as a gate (shown in Figure 2 ) in the LSTA cell.
Emphatic point is that the weight of the attention gate can help to realize the attention mechanism. And the sigmoid function is only for nonlinear transformation. It couples forgotten information f t and processed input information i t to receive disparate levels of attention,
Here, Wã, Wâ are weight parameters and bã, bâ are biases. Attention mechanism is employed to getÂ t and its candidate valuesÃ t by merging the information of the input handling and forgotten processing. We can obtain the output of the attention block A t by Eq. (4):
where represents the point-wise product. ψ is the attention function to control the extent of attention mechanism. In other words, it chooses which element to pay attention to, when acquiring the information. The attention block is embedded in the structure of normative LSTMs, converting the unitary memory cell into attention cell. Attention block calculates sequence characterization for different positions of attention, and assists our model to "choose" to use effective resources in a pile of noisy information for finding and analyzing it. It is capable of being applied to classification and regression tasks and so on.
LSTA
LSTM can only memorize long short-term dependency information, but it can not decide which information needs to pay attention. LSTA, a novel model we proposed, is able to impel information through cell by an "attention" way. It is based on the attention mechanism like human beings. Human is able to pay attention to certain things for a short term, but also pay attention to it for a long term.
Attention block mentioned in the last section, is selective to pay attention to information. It is fused to the inside of the LSTM cell to complete attention function. As mentioned above, in some traditional methods, "attention" is added on the unfolded LSTM cells, which is equivalent to employ attention after seeing the sequence. However, we creatively add "attention" in the LSTM cell, which is equivalent to pay "attention " to the sequence at each time step. Intuitively, the later should be more reasonable considering how human behave.
It pays attention to the input sequence and a priori information for obtaining the learning result. Beyond that, long short-term attention means that there is corporate and selective attention at short-term and long-term information at different periods. It enables training to focus on relevant parts of the input data, ignoring irrelevant parts so as to improve the accuracy during completing tasks. In a word, long shortterm attention (LSTA) model's dominating function is to focus on and notice short-term and long-term information.
LSTA seamlessly integrates attention block into LSTM, that is the memory cell of LSTM turn into attention cell of LSTA, which can notice worthy long short-term information by attention mechanism. For concreteness, the attention cell can be computed aŝ
where A t is the updated results of attention block byÂ t and A t . It becomes an update formula of the attention cellular status (see Eq. (5)) after adding the memorize cell status C t in Eq. (1). While we reap the new cell state, we still need to update the predicted output of the current sequence by o t and h t in Eq. (1). In this work, LSTA can perform parallel computation on the hidden representation of all input and output positions. Moreover, the output of formulas f t , i t , o t andC t in Eq.
(1) can be executed in parallel and improve the efficiency of the calculation, because these equations do not depend on the results generated by others. LSTA has differentiable structure as shown in Figure 2 . This model has emerged as the attentional structure for tending to remember things interested in. Its primary function is to select, record, classify, and manage information, taking into account the degree of interest and emotional factors. Invalid and worthless information will be omitted.
LSTA is a method of internal implementation of the attention mechanism which can be viewed as a hidden relationship within the sequences. It possesses extraordinarily mighty learning ability so that it can be nested in internal loop blocks in RNN and its variant networks and applied to various forecasting and learning tasks, such as video extraction and semantic analysis. 
Regularization Methodology
In order to improve the effectiveness of LSTA, we apply the regularization approach. If we do not use the regularization methodology, oscillations may occur and have an impact on the conclusive learning and predicting results. This regularization method is mainly practiced on experiments on the IMDB data set. Group Lasso (Yuan and Lin 2006 ) is a sparse learning algorithm based on model regularization. For instance, it can be applied to restrain the construction of low rank approximation (LRA) (Liu et al. 2015) and regularize multiple DNN structures (Wen et al. 2016) . Sparsity regularized optimization is exceedingly utilized in compressed sensing (Candes and Romberg 2007) to search outstanding schemes and inverse problems in highly under determined systems based on the sparsity hypothesis.
Except that, ridge regression or weight decay are also valid constraint to prevent overfitting. We impose the constraint on the specialities of our LSTA model by sparsity regularized optimization. In this way, priori knowledge can be incorporated into the learning of the LSTA, forcing the learned model to have sparse characteristics. Here, constraints of L1-norm for W A,bA (see Eq. (6)) is utilized as penalty items.
where t is the upper bound of the constraints. L1-norm regularization item can produce a sparse weight matrix, and the result is a sparse model which can achieve automatic feature selection. It allows only a few elements to be non-zero and prevent overfitting to some extent. Loss function is capable of prompting the solution space smaller or even sparse. This loss function is similar to prune the low-weight connections and trains a sparse network. This L1-norm regularization has all-right interpretability. It zero out certain parameters to accomplish the target of sparsity regularization by the following formula:
Here, Eq. (6) is the L1-norm constraints and Eq. (7) is the total loss function of LSTA. Aggrandizing constraints (shown in Eq.(6)) to L turn it into a smooth objective function for acquiring least absolute shrinkage and selection operator (Robert 2014).
In which, loss(W ) represents original loss function. W is the collection of weights W f , W i , Wc, W o and b is the (1)); h represents updated hidden layer state; y is output of LSTA model calculated by y = sof tmax(h t + b y ) (Lipton, Berkowitz, and Elkan 2015). Moreover, W A is the integrate of weights ofÂ t andÃ t , and bã, bâ synthesize b A (see Eq. (2)). λ and α is parameters of the weight matrix. The last term α W A , b A in the formula is a new penalty for getting non-intensive optimization.
Loss function tends to penalize inconsequential sequence information and remove redundant knowledge in order to explore sparsity to regularize just as (Wen et al. 2016) . It means the phenomena of oscillations and overfitting will be effectively mitigated by non-intensive optimization method. L1-norm regularization can result in sparsity and enhance the effect of attention mechanism. Experiments show that it is in possession of effective results.
Experiments
As an effective RNN model, LSTM has been utilized in many applications, such as speech recognition and handwriting recognition. In this work, we incorporate the attention mechanism into LSTM cell to enhance its performance. Previous attention models add the "attention" unit in the outside of the LSTM cells, which is quite distinct from the structure of LSTA. LSTA also can add "attention" in the outside of the cell as well. Definitely, the closest model to LSTA is LSTM. Hence, our baseline should be LSTM, as any application using LSTM can also use LSTA. We mainly compare LSTA against LSTM on their performance in different applications.
In our experiments, we select two different tasks to compare LSTM and LSTA. For evaluating the validity of our model, we conduct experiments on imparity operating frameworks and different data sets. For concreteness, our LSTA model is evaluated on the Movie Review Dataset (IMDB) (Maas et al. 2011) in Theano and Fashion-MNIST (Xiao, Rasul, and Vollgraf 2017) datasets in TensorFlow, respectively. The LSTA obtains promising results in these experiments.
Experiments on the Movie Review Dataset
The Movie Review Dataset (IMDB) (Maas et al. 2011 ) is a crawler data set from Stanford. This dataset crawls reviews on each movie's appraising page and it is divided into two types of positive / negative emotion tags. Compared to Naive Bayes' use of spam classification, it is obvious that analyzing a emotion of text is more challenging. IMDB is a dataset used for sentiment analysis and classification which contains 25,000 highly polar movie comments for training, and 25,000 for testing. Our LSTA model can be seen as a powerful characteristic extractor to distinguish the semantics interlinked words. This experiment on IMDB aims to predict whether it is positive or negative message when provided some movie reviews by using the long short term attention (LSTA) architecture implemented in Theano.
In this experiment, L1-norm regularization can result in sparsity and enhance the attention mechanism, such that LSTA with regularization converge even faster than normal LSTM. Since there is no attention gate in traditional LSTM cell, we did not consider mentioned regularization added on LSTM.
Except that, this experiment examines the effectiveness of our proposed regularization method and the results of this experiment is shown in Table 1 . The LSTA with regularization model products higher accuracy than others, and its running time is shorter. The computer CPU version that we run the experiment is E5-1620 v4 @ 3.50GHz with 8 logical kernel. The training iteration is at most 100 epoches and it terminates the training iteration to get the eventual result, if the early stop criteria are met.
From Figure 3 , we can see that LSTA with regularization better performance than LSTA without regularization method. At first, the error rate of these two methods is similar, but later, our LSTA + regular method error rate is lower than LSTA + non-regular, and keeps on low after convergence. It is obvious that LSTA + regular converges faster. Hence, this method can speed up the calculation rate, save computing time and reduce the waste of computing resources.
Experiments on Fashion-MNIST Dataset
Fashion-MNIST is an image dataset that is similar to the MNIST handwritten digits dataset (LeCun, Cortes, and Burges 2010) . It covers a total of seventy thousand positive 28x28 gray scale pictures generated from 10 disparate categories. The size, format, and the division of training sets and test sets in Fashion-MNIST are exactly the same as those in the classic MNIST dataset. In the same way, it has 60,000 training sample sets and 10,000 test sample sets. It can be utilized to complete machine learning, deep learning algorithm and related prediction tasks high-efficiently. This experiment is run under GPU: NVIDIA GM204 and Tensor-Flow framework. The long short-term attention (LSTA) model is used on Fashion-MNIST and it shows up favourable results which is discussed in two different aspects: one is qualitative investigation, the other one is quantitative investigation.
Qualitative Investigation
The program iterates about 60,000 epochs for each compared method to receive a qualitative analysis. Qualitative analysis is globality investigation of experimental performance. Compared with normative LSTM, the accuracy and convergence rate of LSTA have been improved significantly as shown in Figure 4 . It shows that its accuracy is higher and it converges faster. Moreover, from the comparison of the two methods, normative LSTM possess more grievous oscillation, and LSTA's robustness is evidently better than normative LSTM.
In brief, our LSTA model has played an admirable role in qualitative investigation.The results show that LSTA performance better than LSTA with faster convergence and more stable learning process Quantitative Investigation We have explained the advantages of the overall performance of the model, after that, quantitative investigation is demonstrated in this section. Qualitative analysis is based on the specific data of the experiment to make a comparison and get the analysis results. We command the experimental data iterate disparate steps and select three of them (shown in Table 2 ) for illustrating and contrasting to accomplish quantitative investigation.
The experiment is run for 20,000 Epochs, 40,000 Epochs and 60,000 Epochs for comparing LSTA with the original LSTM (N-LSTM). This experiment get taken out commendable consequence in Fashion-MNIST. Experiment shows that the accuracy of classification tasks in this data set has been distinctly improved. Specifically, in the early stages of the learning process, our LSTA model exhibits further better results than N-LSTM. Forceful evidence can prove it in this experiment. In the case of fewer iterations (such as 20,000 and 40,000 steps), the accuracy gap of our model between original model exceeds the case of the multi-step iterations (such as 60,000 steps) a lot. This shows a faster convergence of our model, and it is also a mightiness demonstrating of the attention learning mechanism. Therefore, with attention, LSTA own better learning property in shorter iterations.
In Figure 5 , we extracted more detailed data according the number of iterations with equal interval, such as, 20,000, 30,000, 40,000, 50,000, 60,000 epochs, to achieve the comparison between LSTA and LSTM. Although there are some oscillating nodes, the accuracy rates of LSTA are higher than LSTM. Further, LSTA model has smaller standard deviation, which shows that LSTA's accuracies have lower dispersion degree. In Figure 6 , there are the trends of accuracy after linear transformation according the results of LSTA and LSTM. Clearly demonstrated by these line segments is that LSTA possesses higher accuracy and more stable in the mass. Therefore, LSTA model has better performance than LSTM, and our work is effective.
According comparison between LSTM and LSTA, both models are based on "memorize" sequence, but LSTA based on "attention memorize" mechanism. So, with long time iteration, they may all perform effective. However, in most cases, LSTA outperforms LSTM with a margin. More importantly, the learning of LSTA is faster and more stable than that of LSTM.
Not only that, our LSTA is an interior module that can be integrated with other internal or external modules to fulfill better performance and effect. It has compatibility and adaptability, so that it can be employed to diverse learning tasks and different data sets. For a long version of our work, we would like to consider more applications of LSTA and LSTM.
Conclusion
Attention can be applied to a variety of simple or complex machine learning and deep learning tasks. In our work, unlike previous methods that use attention mechanism outside the LSTM cells, we design an attention gate and incorporate the attention mechanism into the LSTM cells. Hence, we call the proposed model LSTA . The model integrate attention mechanism into the LSTM kernel. The memory cell in standard LSTMs is able to merely memorize long-term dependency sequences, but it can not directly pay attention to different information. The attention cell in LSTA we presented utilizes attention mechanisms to process information for obtaining preferable performance, especially in the early learning process.
LSTA is able to take place of traditional LSTM. In addition, we use regularization methods to optimize the performance of LSTA to save computing resources and alleviate the oscillations. This model can learn and notice more distant dependencies to fulfill the state-of-the-art performance. On the other side, the experiments and results are not limited to the article mentioned above, because LSTA can be an internal module which is able to joint other models or networks to acquire more excellent results.
