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In the present paper we study the convergence of an algorithm for a class 
of quasivariational inequalities modelling contact problems with friction in 
elastostatics. (2 1990 Acadamc Press, Inc. 
1. INTRODUCTION 
Mathematics is a central element of our current technology but few 
people realize that this celebrated high technology is so strongly based on 
mathematics. Variational inequalities are a very powerful tool of the 
current mathematical technology and have become a rich source of inspira- 
tion for scientists and engineers. There are numerous standard textbooks 
and monographs dealing with various aspects of this domain. One can find 
a fairly complete bibliography in Siddiqi [lo]. The convex set in a varia- 
tional inequality does not depend upon its solution. If in a variational 
inequality formulation, the convex set does depend upon its solution, then 
this class of variational inequalities is called a quasivariational inequality. 
These were introduced and studied by Bensoussan, Goursat, and Lions 
[2]. For further details we refer to Bensoussan and Lions [3] and 
Baiocchi and Capelo [ 11. Noor [7] has proved the existence and unique- 
ness of the variational inequalities for a class of contact problems with 
friction in elastostatics which was originally investigated by Duvaut and 
Lions 141. For the physical formulation of this problem we refer to Oden 
and Pires [9]. Siddiqi and Ansari [ 1 l] have proved that the approximate 
solution of this class of variational inequalities converges strongly to the 
exact solution. 
In the present paper we consider a class of quasivariational inequalities 
related to contact problems with friction in elastostatics and study 
convergence of its algorithm. 
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2. PRELIMINARIES 
Let H be a Hilbert space with its dual H*, whose norm and inner 
product are denoted by 11. I/and ( .,.), respectively. The pairing between H* 
and H is denoted by ( .,. ). Let K be a nonempty closed convex subset of 
H and a(u, u) be a coercive and continuous bilinear form on H, that is, 
there exist constants x > 0, fl> 0 such that 
for all v E H (2.1) 
and 
a(u, 0) d Bllull II~II, for all U, u E H. (2.2) 
Let the form b: H x H --+ R satisfy the following properties. 
(i) h(u, u) is linear in the first argument. 
(ii) h(u, v) is bounded, that is, there exists a constant v > 0 such that 
Hu, VI d 4lull IIUII~ for all U, u E H. (2.3) 
Let ,f E H* then find u E K such that 
a(u, v - u) + b(u, u) - h(u, u) B (f; v - u), for all UE K. (2.4) 
Variational inequality (2.4), which models contact problems with friction in 
elastostatics, has been studied by Duvaut and Lions [4], Noor [7], and 
Siddiqi and Ansari [ 111. 
If the convex set K depends upon the solution, then the inequality (2.4) 
becomes a quasivariational inequality. More precisely, given a point-to-set 
mapping K from H into itself, the quasivariational inequality problem is to 
find u E K(u) such that 
a(u, u - u) + b(u, 0) - h(u, u) 3 (f, v - u), for all u E K(u). (2.5) 
In many important applications, the set K(u) is of the form 
K(u) = m(u) + K, (2.6) 
where m is a point-to-point mapping and K is a closed convex set [ 1,6]. 
Since a(u, u) is a continuous bilinear form on H, then by the Riesz- 
Frtchet representation theorem, we have 
a(u, u) = (Tu, v) for all u E H. (2.7) 
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It has been shown that 11 TII < /3; see [S]. Finally, we define A, a canonical 
isomorphism from H* onto H, by 
(A 0) = (/?f, 2’) for all u E H, f E H*. (2.8) 
Then IIAilH* = 1= IlA ‘IIN. 
Now we state two well-known results which will be used in the proof of 
our main results. 
LEMMA 2.1 [S]. Let K be a convex subset of H. Then, given z E H, we 
have 
x= P,z 
if and only if 
XEK: (x-z, y-x)>0 ,for all y E K, 
where PK is a projection of H into K. 
LEMMA 2.2 [S]. P, is nonexpansive, that is, 
IIPKZ, - Pd*ll d llz, - 2211 for all zl, zz E H. 
Remark 2.1. If K(u) is of type (2.6), then for any u and v, 
PKCuju = m(u) + P,(v - m(u)). 
Now we make the following hypothesis. 
(2.9) 
CONDITION N. We assume that v < c(, where tx and v are coercivity and 
boundedness constants of a(u, v) and b(u, v), respectively. 
3. MAIN RESULTS 
ALGORITHM 3.1. For any given u E K(u), compute 
u,+ 1 = m(k) + PK(4(un) -m(k)), 
where m is a point-to-point mapping, #(u,) E H*, and 
(3.1) 
(Mu,)> 0,) = (d(unh U”> 
= (u,,c) - Mu,,, 0,) - 5b(u,,, 0,) + t(L 0,) (3.2) 
for some positive constant <. 
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Now in the next theorem we will prove that the approximate solution 
obtained from the iterative scheme (3.1) converges strongly to the exact 
solution of (2.5). 
THEOREM 3.1. Let u(u, r) he II coercive, continuous hilinerir ,fbrm and 
h(u, v), the ,form sati&‘ng the properties (i) und (ii). Alw, let K(u) he 
dqfined as (2.6) und m he u Lipschit? continuous wlith Lipschitz constunt p. 
[f Condition N holds, and u und u,, + , are solutions of (2.5) und (3.1 ), respec- 
tively, then 
for 
U fItI +u strongly in H, (3.3) 
P< 
l-(J(1+52p'-25a)+v5) 
2 
We need the following lemmas for the proof of this theorem. 
LEMMA 3.1. For K(u) given by (2.6), u~K(u) .rati~fie.s (2.5) if and 
only if 
u = m(u) = P,(Aqs(u) -m(u)), 
where m is a point-to-point mapping, d(u) E H*, and 
(44uh 0) = (4(U)? v) 
=(U,L~)-~u(u,v)-~b(u,v)+r(f;v), 
for some positive constant 5. 
(3.4) 
for all DE K(u) 
(3.5) 
Proof: By using Lemma 3.1 of [ 111, u E K(u) satisfies (2.5) is equivalent 
to finding u E K(u) such that 
(u - A&u), v - u) >, 0, for all v E K(u). 
Thus the problem of finding u E K(u) satisfying (2.5) is equivalent to finding 
u E K(U) such that 
u=P K,,,@(U) by Lemma 2.1 
= m(u) + PK(A#(u) - m(u)). 
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LEMMA 3.2. Let [ he u number such that 0 < 5 < 2(c( - v)/(fl’- v’) and 
5 < l/v. Then there exists a 6 such that 
IId - d(uz)ll G au, - UZIL ,for all u,, u2 E H, (3.6) 
where,for ME H, C$(U)E H* is dqfined as (3.5) and 
o<e=J(l+5’~“-2t’~)+v5<1. 
Proof: It is similar to the proof of Lemma 1 of [7]. 
Proof of Theorem 3.1. Since u E K(u) satisfies (2.5) if and only if it 
satisfies (3.4) we obtain 
u,,+ I - u = 4%) + PK(MU,,) - 44,)) -m(u) - PK(@(U) -m(u)). 
Hence by using Lemma 2.2 and Lemma 3.2, we get 
IIU n+l --u/I 
6 IId%,) - m(u)ll + Il4HuJ - m(u,) - MuI + m(u)ll 
G IIN%) - m(u)ll + Il4%) - m(u)ll + Il4Yu,) - @(u)ll 
d 2llNu,) - m(u)ll + ll9(u,J - &u)ll 
62Pl/U,-ull +Qllu,,-ull 
= VP + wu,, - 49 
where (2~ + 0) < 1 for 0 < 5 < 2(a - v)/(/?’ - v’), 5 < l/v, and 
P< 
1 - (J( 1 + <‘/I’- 25a) + V5) 
2 
Repeating this relation n times, we get 
I/u .+,-4ld(2P+W IIu,-4. 
Since (2p + 0) < 1, we find that u,+ , -+ u strongly in H. 
We also note that the hypotheses of Theorem 3.1 guarantee the existence 
of a unique solution of (2.5). 
Remark 3.1. (a) If K(u) is independent of u, that is, K(u) = K, which 
implies that the point-to-point mapping is zero, then the Lipschitz constant 
p is zero and Theorem 3.1 is exactly the same as proved in [ 111. 
(b) If the form b(u, u) is zero, which implies that the constant /I is 
zero, then Theorem 3.1 is similar to Theorem 3.2 of Noor [S]. 
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