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Abstract—Magnetic flux noise limits the performance of quan-
tum computers based on superconducting flux qubits by altering
their states in an uncontrolled manner throughout computations
and reducing their coherence time. In quantum annealers, this
noise introduces fluctuations to the linear constants of the original
problem Hamiltonian, such that they find the ground states of
problems perturbed from those programmed. Here we describe
how to turn this drawback into a method to probe the flux noise
frequency dependence in situ of the D-Wave 2000Q quantum
annealer. The method relates the autocorrelation of the readout-
state of a qubit repeatedly collapsed from uniform superposition
to that of the flux noise impingent on the qubit. We show that this
leads to an estimate for the noise spectral density affecting D-
Wave qubits under normal operating conditions. The method is
general and can be used to characterize noise in all architectures
for quantum annealing.
Index Terms—noise, quantum annealing, flux noise, supercon-
ducting qubit hardware
I. INTRODUCTION
Quantum annealers are non-universal quantum computers
designed to solve optimization problems [1]–[3]. Because
quantum annealing (QA) has less stringent requirements on
qubit control than gate-based quantum computing, it permits
an easier route for scaling up to a large number of qubits. The
company D-Wave Systems Inc. currently offers access to its
2000-qubit quantum annealer on its cloud-based platform D-
Wave Leap, and has announced a 5000-qubit device that will
be available in the near future [4].
The D-Wave quantum annealer (hereafter annealer) is a lat-
tice of superconducting quantum interference device (SQUID)
flux qubits [5]. It realizes the following programmable quan-
tum Hamiltonian:
HQA = −A(t)
2
∑
i
σ(i)x +
B(t)
2
∑
i
hiσ
(i)
z +
∑
i>j
Jijσ
(i)
z σ
(j)
z
 ,
(1)
where σ(i)x and σ
(i)
z are x and z Pauli matrices acting on qubit
i, satisfying σ(i)z |±1〉 = ± |±1〉 (it is convenient to denote
the two qubit states by {|+1〉 , |−1〉}, instead of the usual
{|0〉 , |1〉}). The parameter hi is called the “bias” on qubit
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i, and Jij is called the “coupling” between qubits i and j.
The hi and Jij are the programmable input parameters that
define the problem to be solved. Time dependent constants
A(t) and B(t) determine the annealing schedule. At t = 0,
A(0)  B(0) so that the ground state of the n-qubit system
is in the superposition of all computational basis states,
|ψ0(0)〉 = (|+1〉+ |−1〉)⊗· · ·⊗(|+1〉+ |−1〉) /
√
2n. As time
evolves, the device decreases A(t) and increases B(t), so that
at time t = ta (the end of the anneal schedule) it satisfies
A(ta) B(ta). Under certain circumstances approaching the
satisfaction of the adiabatic theorem [3], the system remains
in the ground state throughout the time evolution, and each
qubit state in |ψ0(ta)〉 can be read-out to determine the lowest
energy solution of the Ising Hamiltonian:
HIsing(s) =
∑
i
hisi +
∑
i>j
Jijsisj , (2)
where si = ±1 are (classical) Ising spin variables. As it
turns out, the problem for finding the vector s that minimizes
Eq. (2) belongs to the NP-Hard complexity class of classical
computation, and maps with polynomial overhead to a num-
ber of important combinatorial problems including travelling
salesman, exact cover, and 3-satisfiability [6], [7].
Similar to all architectures for quantum computing, QA
hardware is sensitive to electromagnetic noise from its solid-
state environment. In the case of the D-Wave annealer, the
bias coefficients of the problem Hamiltonian at ta end up as
hi + φi(ta) instead of hi, with the noise amplitude φi(ta)
expected to occur due to intrinsic flux noise in the SQUIDs
forming qubit i, as well as sources stemming from adjacent
qubits and control hardware [8]. A notable consequence of
φi(ta) 6= 0 is that the system ends up solving the “wrong
problem” even when the QA finds the correct ground state
[9]. We refer to this effect as “Hamiltonian noise”.
Here we show that the presence of Hamiltonian noise in the
D-Wave annealer can be exploited for in situ characterization
of the amplitude and frequency dependence of the electromag-
netic noise affecting qubits, identifying its physical origin and
suggesting a method for benchmarking noise in future devices.
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II. DEGENERATE QUANTUM ANNEALING AS A WITNESS
FOR TIME-CORRELATED HAMILTONIAN NOISE
We now describe a series of annealing experiments using
the D-Wave Leap interface with the DW_2000Q_6 quantum
processing unit (QPU). Our method is to solve the degenerate
Ising problem (hi = Jij = 0) over the qubits of the annealer N
times over in immediate, periodic succession. Each run yields
a set of 2000 time series βi(j) = ±1, denoting the state of
qubit i = 1, . . . , 2000 readout at time tj = (j + 1)∆t, where
j = 0, . . . , N − 1. Here ∆t = td + ta, where td = 295 µs is
the time it takes for initialization and readout, and ta is the
annealing time set by the user.
The time correlation function for the solution-state of qubit
i at time tk = k∆t is computed from:
〈β(tk)β(0)〉i = 1
N − k
N−k−1∑
j=0
βi(j + k)βi(j). (3)
Clear from this definition is that as k increases, fewer observa-
tions of βi(j + k)βi(j) are used in calculating 〈β(tk)β(0)〉i,
with only one observation being used in the case that k =
N − 1. In our calculations, we chose to consider k =
0, 1, 2, ..., N/2 such that the maximum and minimum numbers
of observations used in computing 〈β(tk)β(0)〉i differ by only
a factor of 2. With N = 1000, this means that we use
a minimum of 500 observations in computing 〈β(tk)β(0)〉i.
Figures 1(a) and 1(b) shows the measured solution-state time
correlation function for qubits i = 1 and i = 2000, both for
annealing time ta = 1 µs (∆t = 296 µs).
Fig. 1: Solution-state time correlation function obtained from N = 1000 degenerate QA runs in the DW_2000Q_6 QPU. (a) Correlation
function for qubit i = 1, for annealing time ta = 1 µs (∆t = 296 µs). (b) Same for qubit i = 2000. (c) Correlation functions after averaging
over all 2000 qubits in lin-lin and log-log (inset), for ta = 1, 100, 500 µs. For comparison we also show the correlation function obtained
by sampling the same degenerate problem by classical simulated annealing using neal [4].
A significantly smoother version of the time correlation
function is obtained by averaging over all 2000 qubits. Fig-
ure 1(c) shows this result for three different annealing times,
ta = 1, 100, 500 µs, corresponding to ∆t = 296, 395, 795 µs.
For comparison to what would be true in the absence of
Hamiltonian noise, we also included the correlation function
obtained by running the same degenerate problem by way of
classical simulated annealing using neal (Fig. 1(c)). Clearly,
Fig. 1 reveals the presence of a long time tail in QA mea-
surements. This is clear evidence for the presence of colored
noise in the QPU, in contrast to the uncorrrelated white noise
of the simulator.
Our interpretation of this result is that the actual hi param-
eters in the QPU differ from zero at readout. They are instead
given by hi = φi(ta) where φi(ta) is a stochastic process.
In order to characterize the details of this process, we need
Fig. 2: Probability p− for obtaining the one-qubit ground state |−〉
for small values of hi = φ > 0. The linear relation p± = 12 ∓
α(ta)φ holds with coefficient α(ta) depending on the annealing time
ta (inset).
to find the relationship between hi and the probability for
measuring the corresponding one-qubit ground state in the QA
(e.g. p− = p(|−1〉) for hi > 0) as a function of anneal time.
To find p± experimentally, we performed N = 1000 “non-
degenerate” QA runs for several small values of hi = φ > 0.
We estimated p± as the fraction of runs that the annealer
measured +1 or −1 for the qubit state. The result is shown
in Fig. 2 where we see that the linear relation:
p± =
1
2
∓ α(ta)φ (4)
holds for φ smaller than 10−2. Values for the coefficient α(ta)
depend strongly on the annealing time ta, as shown in the
inset.
Armed with Eq. (4), we get an explicit relation between the
correlation functions for β(t) and φ(t):
〈β(t)β(0)〉 = 〈[p+(t)− p−(t)] [p+(0)− p−(0)]〉
= 4α2(ta)〈φ(t)φ(0)〉. (5)
We should remark that this relation is based on the assumption
that QA was used to probe φ; as a result, Eq. (5) requires
t ≥ ∆t. It does not hold for t = 0, where 〈β(t)β(0)〉 = 1 by
design, but 〈φ(t)φ(0)〉 is not necessarily equal to 1/[4α2(ta)].
Figure 3 shows the resulting 〈φ(t)φ(0)〉 obtained using
Eq. (5) with α(ta) adjusted within their ranges of uncertainty
to yield a better collapse of the three different ta curves.
Fig. 3: Time correlation function for hi = φ averaged over all qubits,
obtained from 〈φ(t)φ(0)〉 = 〈β(t)β(0)〉/[4α2(ta)], see Eq. (5). Data
shown for ta = 1, 100, 500 µs. The log-log plot is shown in the inset.
III. ESTIMATED POWER SPECTRAL DENSITY
We now obtain an estimate for the noise spectral density
associated with φ:
Sφ(f) =
∫ ∞
−∞
dte2piift〈φ(t)φ(0)〉. (6)
To do this, we applied the Welch method [10] directly to the
βi(tj) time series, averaged over all qubits i, and divided
by 4α2(ta) following Eq. (5). We used the largest possible
segment length (nperseg=N=1000, the length of the time
series [11]) to minimize the usual periodogram oscillations in
the low frequency region. The result is shown in Fig. 4.
As pointed out above, the fact that 〈β2〉 = 1 gives an
additional contribution to the correlation function 〈φ(t)φ(0)〉
at t = 0. Because this contribution is present only at t = 0,
it contributes an artifactual white noise background to Sφ(f).
This white noise background enforces the satisfaction of the
sum rule:∫ 1
2∆t
0
dfSφ(f) = Limt→0〈φ(t)φ(0)〉 = 1
4α2(ta)
. (7)
With Eq. (7) we are able to obtain a simple model that
explains our measurements. We assume the noise is dominated
by universal magnetic flux noise within the materials forming
the SQUIDs [12]–[15] plus the artifactual white noise back-
ground:
Sφ(f) =
[(
A
f
)a
+W
]
µs, (8)
Fig. 4: Estimated noise spectral density using the Welch method.
The dashed lines are universal fits based on Eq. (8) using two fitting
parameters independent of ∆t: The flux noise amplitude A = (23±
1) Hz and the exponent a = (0.70±0.02), plus the artifactual white
noise background given by Eq. (9).
where the amplitude A and exponent a are fitting parameters
independent of ta and ∆t. The white noise background W is
calculated using Eq. (7) to be:
W =
(∆t)
2α2(ta)µs
− [2(∆t)A]
a
1− a . (9)
In order to fit the data we first removed the f = 0 data
points from the power spectral densities estimated with the
Welsh method, so that any static effect such as long-lived
spin polarization [16] is subtracted from the data [note that
Eq. (6) did not subtract 〈φ(t)〉 from the fluctuations of
φ]. Equations (8) and (9) were used to fit all three curves
simultaneously in Fig. 4 leading to A = (23 ± 1) Hz and
a = (0.70± 0.02) (dashed lines) [17].
IV. CONCLUSIONS
In conclusion, we describe a method for in situ measurement
of Hamiltonian noise in QA hardware, based on sampling the
states of qubits after annealing the device in the degenerate
regime. Applying this method to the D-Wave 2000Q device
yields estimates for the qubit bias time correlation function
〈φ(t)φ(0)〉 and its noise spectral density Sφ(f).
Our measurements of the time correlation function for
the qubit bias φ lead to an estimate for the uncertainty
when programming bias hi in QA. The rms uncertainty is√〈φ2〉 ≈√〈φ(∆t)φ(0)〉 = 2× 10−2 for ∆t = 1 µs.
Moreover, the estimation of the noise spectral density
Sφ(f) for different annealing times ta allows us to conclude
that qubit bias noise is dominated by the 1/f0.7 frequency
dependence characteristic of universal flux noise intrinsic to
the materials forming the device [12], [13], [15]. This shows
that in the D-Wave annealer intrinsic noise currently plays a
more important role than cross-talk due to adjacent qubits and
control hardware.
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