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Abstract
We develop a novel framework for estimating causal effects based on the discrep-
ancy between unobserved counterfactual distributions. In our setting a causal effect
is defined in terms of the L1 distance between different counterfactual outcome
distributions, rather than a mean difference in outcome values. Directly comparing
counterfactual outcome distributions can provide more nuanced and valuable infor-
mation about causality than a simple comparison of means. We consider single-
and multi-source randomized studies, as well as observational studies, and analyze
error bounds and asymptotic properties of the proposed estimators. We further pro-
pose methods to construct confidence intervals for the unknown mean distribution
distance. Finally, we illustrate the new methods and verify their effectiveness in
empirical studies.
1 Introduction
First consider a simple randomized experiment with binary treatmentA ∈ {0, 1} and outcome Y ∈ R
so we have data (A, Y ) ∼ P for some unknown distribution P. In classical causal inference problems,
one often pursues the average effect of A on Y , defined as
EP[Y 1 − Y 0] (1)
where Y a is the counterfactual outcome that would have been observed under A = a for a ∈ {0, 1}
[22].
In this paper, we provide a novel insight on causal inference by re-defining a causal effect as a degree
of distributional discrepancy between different counterfactual outcome distributions. Hence our target
causal parameter is a distributional distance between different unobserved counterfactual distributions.
For example, in the randomized experiment above, as can define Qa as the distribution of Y a, and
instead target the distributional discrepancy between Q1 and Q0 defined as
D(Q1, Q0) (2)
where D is a distance defined on distribution inputs.
We also consider data structures where there are multiple data sources (e.g., multiple experiments) or
where the data comes from an observational study with covariates. For instance, instead of having
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single data distribution P for (A, Y ) if we had conducted a randomized experiment over different
sites we would have a set of multiple data distributions {Pi}Ni=1 whose size N is equal to the number
of study sites. In this case, we have extra randomness to be averaged over different Pi’s. Thus in this
case our target parameter may be given as
1
N
N∑
i=1
D(Q1i , Q
0
i ) ≡ E[D(Q1, Q0)]. (3)
Our problem differs from traditional causal inference by relying on a more nuanced measure of
treatment effect. Note that average treatment effects can easily be zero even when treatment has an
important impact; for example if Y 0 = 0 but P(Y 1 = 1) = P(Y 1 = −1) = 1/2 then the average
effect is zero even though treatment yields extreme harms and benefits to half the population, relative
to control. For this reason, distributional distances such as those we propose can be a critical first
step towards the study of personalized or optimal treatment assignment.
Relation to previous work Here we give a very brief review of some related literature, and refer to
cited references for more details. There have been several attempts to incorporate distribution data
into learning tasks in the modern machine learning literature. For example, distribution regression
has been discussed in a regression framework for functional data ([19, 6]). In the supervised learning
setup, distribution regression has been studied by [18, 23]. In terms of distributional distances, most
work has been in the observational and not causal realm. Recently, for example, Kandasamy et al.
[12] studied smooth distance functionals using the theory of influence functions and sample splitting,
and Jiao et al. [11] gave minimax lower bounds for observational L1 distances. There has also been
substantial work in econometrics considering counterfactual quantile estimation, for example by
Firpo [7] and Rothe [21].
We extend this previous work by proposing and studying counterfactual non-smooth L1 distributional
distances, not only in single experiments but also in more complex multi-source and observational
studies. Considering the counterfactual versions of distributional distance functionals leads to a
number of non-trivial subtleties, to be discussed shortly, which are largely avoided in the observational
work of [12, 11] for example. The same goes for the non-smooth L1 distance compared to the quantile
and cumulative distribution function (cdf)-based effects of [7, 21], whose analysis relies on more
standard techniques. In addition to requiring different theoretical tools, the L1 distance provides a
number of other advantages. First, it is a simple one-number summary of distributional differences,
unlike the quantile and cdf effects which are potentially complex curves. Second, even if one is
interested in quantiles/cdfs, the L1 distance can be used to test hypotheses that these quantities differ.
Third, the L1 distance is interpretable as the average absolute difference in densities, and is invariant
under monotone transformations of Y (which is not true of L2 distance, for example) [4]. Finally, the
L1 distance can be a simple tool to use as a first step in assessing whether there is effect modification
beyond a mean shift (e.g., when the average effect is zero).
2 Setup and Identification
For every case, we set A ∈ A := {0, 1} and Y ∈ Rd. Let P be a probability distribution on a
compact subset Y ⊂ Rd and have a density with respect to the Lebesgue measure. For treatment
assignment A = a we write Qa := P(Y a). Note d = 1 is most common in practice, but we consider
the more general case and allow d ≥ 1. For distributional distance, we take D to be the L1 distance
between densities so that D(P,Q) = ‖p− q‖1 =
∫ |p(u)− q(u)|du for two distributions P,Q with
the corresponding Lebesgue measure u. Here the counterfactual density qa is defined as a Radon-
Nikodym derivatives of Qa with respect to u. As a distributional distance, L1 distance is interpretable
as the average absolute difference in densities, and is invariant under monotone transformations of
Y a which is not true for many other distances. Furthermore, for the sake of simplicity, in this paper
we only consider the case that treatment A ∈ {0, 1} is binary and counterfactual density qa is finite
such that qa ≤ qmax <∞ for ∀a on entire Y . In this section we address three useful setups.
Single-source randomized study: Z = (A,Y ). Here we suppose we observe an i.i.d sample
(Z1, ..., Zn) ∼ P, for data structure Z = (A, Y ). For our causal parameter D(Q1, Q0) to be
identified we require the following consistency and randomization assumptions.
• Consistency: Y = Y a if A = a
2
• Randomization: A ⊥ Y a
These assumptions are standard in causal inference, and will hold by design in an experiment.
Consistency implicitly conveys a no-interference condition: one subject’s outcomes cannot be
affected by others’ treatments. Importantly, these assumptions imply
Qa = P(Y a) = P(Y a|A = a) = P(Y |A = a)
by randomization followed by consistency assumption. Since D is L1 distance, we have
D(Q1, Q0) =
∫
|q1(u)− q0(u)|du =
∫ ∣∣p(u|A = 1)− p(u|A = 0)∣∣du
where p(·|A) is a conditional density of Y given A. Hence D(Q1, Q0) is identified.
Multi-source randomized study: Z = ((A, Y )P,P) . Now we assume we have multiple source
of P for the same data structure (A, Y ) but distributional properties of the dataset vary over different
P, i.e. ZP = (A, Y )P ∼ P. To this end, we let D denote the set of all distributions on Y which have a
density with respect to the Lebesgue measure. Then let P be a probability measure on a measurable
space (D, σ(D)) where σ(D) is a σ-field generated by a measurable function D : D→ R+0 which is
defined on L1 distance. Now suppose we have N distinct Pi’s which are an i.i.d. sample from P on
D, that is,
P1,P2, ...,PN
i.i.d.∼ P
where (A, Y )Pi ∼ Pi, i = 1, ..., N . Each (A, Y )Pi is a single-source experiment under Pi and has ni
samples. Hence our causal parameter in this case is given as EP [D(Q1, Q0)] which is the averaged
difference in counterfactual outcomes over all Pi’s.
If the same consistency and randomization assumptions hold for each (A, Y )Pi as they do for the
single-source experiment, Qai is identifiable for all i ∈ {1, 2, ..., N} since the same argument from
single-source experiment can be applied to each subpopulation from Pi. Note that this multi-source
experiment can be considered a special case of a conditionally randomized experiment. However
setting up in this way helps facilitate the theoretical analysis.
Observational study: Z = (X,A,Y ). In observational studies, although the basic setup is
analogous to a single-source randomized study, there is no longer a guarantee of randomization from
the study design. Instead we try to collect as many relevant covariates as possible, to try to ensure that
treatment is conditionally randomized. Thus suppose we observe an i.i.d sample (Z1, ..., Zn) ∼ P, for
data structure Z = (X,A, Y ) with A ∈ {0, 1}, Y ∈ Rd, and X on some compact support X ⊂ Rk.
Now we require following three assumptions for our causal parameter D(Q1, Q0) to be identified.
• Consistency: Y = Y a if A = a
• Exchangeability: A ⊥ Y a | X
• Positivity: P(A = a|X) > 0 a.e P
Exhangeability will hold if the collected covariates can explain treatment assignment, to the extent
that after conditioning on them, treatment is not further related to potential outcomes. Positivity
requires everyone to have some chance at all treatment levels. Under these assumptions, with the
same definition for p, qa, we have
qa(u) = dP(Y a = u) =
∫
X
p(Y a = u|X = x)dP(x) =
∫
X
p(Y = u|X = x,A = a)dP(x)
and thus our distributional distance parameter is identified as
D(Q1, Q0) =
∫
|q1(u)− q0(u)|du
=
∫ ∣∣∣∣∫X
{
p(Y = u|X = x,A = 1)− p(Y = u|X = x,A = 0)
}
dP(x)
∣∣∣∣ du. (4)
In what follows, we use kernel density estimation to estimate the unknown densities without imposing
strong modeling assumptions on the counterfactual distributions. In doing so, we consider a fixed
bandwidth analysis, following for example [2, 20, 5]. Hence hereafter we denote our target parameter
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as D(Q1h1 , Q
0
h0
) with fixed bandwidths h0, h1 to emphasize this fact. Using a fixed bandwidth
provides several advantages. First, we do not need strong smoothness assumptions about the form of
the density. In fact, the kernel-smoothed density can exist even if Y a itself does not have a density in
the usual sense [20]. Second, fixed bandwidths may more closely mirror practical data analysis, since
we typically face a single dataset with a particular sample size, rather than a sequence of datasets of
increasing size. Finally, with a fixed bandwidth we avoid the need for any impractical undersmoothing
to remove bias [27], and can achieve faster rates of convergence towards the smoothed parameter. We
aim to consider varying bandwidth analyses in future work.
3 Proposed Estimator and Error Bound
3.1 Single-source randomized study
We first suppose our data structure follows Z = (A, Y ) from P, which is a single-source randomized
study. To estimate distribution Qa from the data - or, more precisely, the density qa of Qa - we use a
conditional kernel density estimator
q̂a(y) =
1
na
n∑
j=1
1
hda
K
( ||y − Yj ||2
ha
)
1(Aj = a), (5)
where K is an appropriate kernel function with bandwidth ha > 0 which has been specified through
the separate external process and na =
∑
i 1(Ai = a). In practice, particularly for randomized
studies, one can simply set h1 = h0 = h.
We are ultimately concerned with upper bounding the quantity
EP
[∣∣∣D(Q̂1h1 , Q̂0h0)−D(Q1h1 , Q0h0)∣∣∣] (6)
which is L1 risk (mean absolute deviation) of our plug-in estimator D(Q̂1h1 , Q̂
0
h0
). For the sake
of simplicity, we only consider binary treatment case. First we need to bound E[D(Qah, Q̂ah)] =
E[‖qah − q̂ah‖1], the L1 risk of our kernel density estimator, uniformly over all Qa on D. Before we
proceed analysis, we make two basic assumptions (A1) and (A2) on the counterfactual distribution
Qa and on the kernel function to be used in kernel density estimation respectively. The assumptions
are formally stated in section D of the appendix. Both (A1) and (A2) are all very weak and commonly
found in nonparametric statistics. Now the following lemma provides upper bound on E[D(Qah, Q̂ah)]
for any distribution Qa, which is a basic ingredient to prove subsequent theorems.
Lemma 3.1. Let Q̂ah denote estimated distribution for true distribution Q
a
h under treatment A = a
with kernel bandwidth h. Then for the data structure Z = (A, Y ) from P ∼ P , under the assumptions
(A1) and (A2), we have
EP[D(Qah, Q̂ah)] = O
(
1√
npia
)
(7)
where pia = P(A = a).
Proof can be found in the appendix. Consequently, we have the following theorem regarding the
upper bound of (6).
Theorem 3.1. L1 risk of the estimator D(Q̂1h1 , Q̂
0
h0
): Under the assumptions (A1) and (A2),
EP
[∣∣∣D(Q̂1h1 , Q̂0h0)−D(Q1h1 , Q0h0)∣∣∣] = O( 1√npi1 + 1√npi0
)
. (8)
Proof appears in the appendix. Note that we have achieved much faster rate than ordinary kernel
density estimation even without any structural assumptions, which is a clear benefit from having the
bandwidth h fixed. Furthermore we characterize asymptotic behavior of our estimator in following
theorem which is used for constructing a confidence interval in the next section.
Theorem 3.2. Under the assumptions (A1), (A2’), for a treatment assignment A = a we have
√
nD(Qˆah, Q
a
h)→
1
pia
∫
|G(y)− qah(y)G(a)| dy in distribution,
where G is a centered Gaussian process with Cov[G(y1),G(y2)] = piaE[Th(y1)Th(y2)] −
pi2aqh(y1)qh(y2), Cov[G(y),G(a)] = pia(1− pia)qh(y), and V ar[G(a)] = pia(1− pia).
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3.2 Multi-source randomized study
For the multi-source randomized experiment whose data structure follows Z =
(
(A, Y )Pi ,Pi
)
with
Pi ∼ P , we have our target causal parameter as EP [D(Q1h1 , Q0h0)]. We propose a sample average of
plug-in estimator 1N
∑N
i=1D
(
(̂Q1h1)i, (̂Q
0
h0
)
i
)
to estimate the target parameter, where each (̂Qaha)i
is estimated counterfactual distribution for assignment A = a for Pi via kernel density estimation (5)
with a predetermined bandwidth h. Thus now we are concerned with upper bounding the L1 risk
E
[∣∣∣∣∣ 1N
N∑
i=1
D
(
(̂Q1h1)i, (̂Q
0
h0
)
i
)
− EP [D(Q1h1 , Q0h0)]
∣∣∣∣∣
]
. (9)
The following theorem provide the error bound for (9).
Theorem 3.3. L1 risk of the estimator 1N
∑N
i=1D
(
(̂Q1h1)i, (̂Q
0
h0
)
i
)
: Under the assumptions (A1)
and (A2),
E
[∣∣∣∣∣ 1N
N∑
i=1
D
(
(̂Q1h1)i, (̂Q
0
h0
)
i
)
− EP [D(Q1h1 , Q0h0)]
∣∣∣∣∣
]
= O
(
1
N
N∑
i=1
(
1√
nipi1,i
+
1√
nipi0,i
)
+
1√
N
)
(10)
where ni is the total number samples from Pi. In particular, when ni = n, pi1,i = pi1, pi0,i = pi0 for
all i, then
E
[∣∣∣∣∣ 1N
N∑
i=1
D
(
(̂Q1h1)i, (̂Q
0
h0
)
i
)
− EP [D(Q1h1 , Q0h0)]
∣∣∣∣∣
]
= O
(
1√
npi1
+
1√
npi0
+
1√
N
)
.
Proof of Theorem 3.3 appears in the appendix. Notice that the error bound from (10) consists of two
parts; the first part comes from estimation errors inN different single-source randomized experiments
and the second part stems from the uncertainty of estimating a centered sample average type estimator
under normal distribution. Hence, the error bound is basically in the same order with the single-source
experiment except for an additional sampling error from P decaying with√N .
3.3 Observational study
Case of an observational study involves more complicated arguments for developing the estimator.
Since the identifying expression (4) contains conditional densities not only depending on Y ∈ Rd
but also X ∈ Rk which is potentially high-dimensional, a plug-in type kernel density estimator may
yield very slow convergence rate and thus render it impractical. To resolve this issue, we apply a
kernel smoothing process on density of the counterfactual distribution Qa directly. Specifically, for
a ∈ {0, 1}, we write the smoothed version of a density of our counterfactual distribution as
ψah(y) := E
{
1
hd
K
(‖Y a − y‖2
h
)}
= E
{
E
[
1
hd
K
(‖Y − y‖2
h
) ∣∣∣X,A = a]} (11)
where the second equality follows by the law of total expectation, exchangeability, and consistency
assumptions. K is a valid kernel and h is its bandwidth that has determined from some independent
process. Let Th(y) denote 1hdK
(
‖Y−y‖2
h
)
in (11). Then clearly we have
E
{
E
[
Th(y)
∣∣∣X,A = a]} = ψah(y) −→ ψa(y) := P(Y a = y)
as h→ 0. We propose the following doubly-robust type estimator for ψah(y).
ψ̂ah(y) = Pn
{
1(A = a)
pia(X)
(
Th(y)− µ̂A(X)
)
+ µ̂a(X)
}
(12)
where pia(X) = P(A = a|X), µA(X) = E[Th(y)|A,X], µa(X) = E[Th(y)|A = a,X] and pia(X),
µ̂A(X), µ̂a(X) are their estimates respectively. This doubly-robust type estimator provides nice
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theoretical properties, e.g.,
√
n-consistency and asymptotic normality even in a nonparametric model
where pi and µ are estimated flexibly at slower rates, as will be addressed in detail in the subsequent
proof. We can use parametric models for the estimation of these nuisance parameters, but here we
also allow nonparametric models without harming the rates, only under mild conditions. Estimating
the nuisance functions with nonparametric methods provides more flexibility and thus makes the
results more robust. For more details on doubly robust estimators and related topics, we point the
reader to [1, 24, 26, 13].
Now we propose our estimator for observational study as D(Q̂1h, Q̂
0
h) where density of Q̂
a
h is
estimated as ψ̂ah to estimate the target parameter D(Q
1
h, Q
0
h). Note that since we directly smooth the
marginal density of Y here we use a single bandwidth h. Before formally stating the theorem, we
enumerate additional assumptions as below.
• (B1) Convergence rate of nuisance parameters. Let pia and µa denote fixed functions to which
pia and µ̂a converge in the sense that ‖pia − pia‖ = OP(r(n)) and ‖µ̂a − µa‖ = OP(s(n)). We
require r(n)s(n) = O(n−
1
2 ) but we only require either pia = pia or µa = µa where pi
a and µa
are true parameters.
• (B2) Uniform boundedness. ‖1/pia‖∞ and ‖µ̂a‖2 are uniformly bounded.
• (B3) Sample splitting. The estimators (pia, µ̂a) are constructed in a separate independent sample.
Theorem 3.4. L1 risk of the estimator D(Q̂1h, Q̂
0
h). Under the assumptions (A1), (A2), (B1), (B2),
and (B3), we have
EP
[∣∣∣D(Q̂1h, Q̂0h)−D(Q1h, Q0h)∣∣∣ ∣∣∣] = O( 1√n
)
+OP (s(n)r(n)) . (13)
We use random sample splitting so we can estimate ψah and (pi
a, µ̂a) on separate sample sets ([3]).
Proof of Theorem 3.4 can be found in the appendix. It is worth noticing that the upper bound of
above L1 risk does not depend on covariate dimension k and we still achieve the rate of 1/
√
n.
Note that the extra assumptions for observational study are all quite weak. Assumption (B1), which
plays a central to Theorem 3.4, says that at least one of the estimators pia or µ̂a must be consistent for
the true pia or µa in terms of the L2 norm at the rate of oP(s(n)), oP(r(n)) respectively. Since only
one of the nuisance estimators is required to be consistent (not necessarily both), our estimator shows
double robustness. The requirement on double rate of s(n)r(n) = n−
1
2 is achievable under some
reasonable structural conditions (e.g. sparsity) through many nonparametric methods. One sufficient
condition would be s(n) = n−
1
4 and r(n) = n−
1
4 . Assumption (B2) involves a minimal regularity
condition only on the reciprocal of estimator pia and its limit pia. Assumption (B3) enables us to
accommodate the added complexity from estimating both nuisance functions and ψah by avoiding
problematic double use of the sample ([3, 14]).
The following theorem characterizes asymptotic property of the propose estimator, which will be a
basic ingredient to construct confidence interval in the next section.
Theorem 3.5. Under the assumptions (A1), (A2’), (B1’), (B2’), (B3), it follows
√
nD(Qˆaha , Q
a
ha)→
∫
|G(y)|dy in distribution a.s.,
where G is a centered Gaussian process with Cov[G(y1),G(y2)] = E
[
fay1f
a
y2
] − E [fay1]E [fay2]
and fay :=
1(A=a)
pia(X)
(
Th(y)− µA(X)
)
+ µa(X).
4 Confidence Interval
In this section we propose the way to construct confidence interval for each of the proposed estimator
based on bootstrapping. For α ∈ (0, 1), a 1− α confidence interval Cˆαfor a causal parameter θ is an
interval satisfying
lim inf
n→∞ P(θ ∈ Cˆα) ≥ 1− α,
where θ = D(Q1h1 , Q
0
h0
) for single-source randomized study or observational study and θ =
EP [D(Q1h1 , Q
0
h0
)] for multi-source randomized study.
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We construct the confidence interval Cˆα be centered at the causal estimator θˆ and of width 2cn,
where θˆ = D(Q̂1h1 , Q̂
0
h0
) for single-source randomized study or observational study, and θˆ =
1
N
∑N
i=1D((Q̂
1
h1
)i, (Q̂0h0)i) for multi-source randomized study. Specifically, the confidence interval
has the following form
Cˆα = [θˆ − cn, θˆ + cn].
Then Cˆα is a valid 1− α asymptotic confidence set if and only if
lim inf
n→∞ P(|θˆ − θ| ≤ cn) ≥ 1− α.
Theorem 4.1. Under (A1), (A2’) for Single-source randomized study and Multi-source randomized
study, and under (A1), (A2’), (B1’), (B2’), (B3) for observational study, corresponding confidence
intervals Cˆα constructed in Algorithm 1, 2, 3 (section B of the appendix) are valid confidence
intervals, i.e.
lim inf
n→∞ P
(
θ ∈ Cˆα
)
≥ 1− α.
Proofs are in section E.7, E.8, and E.9 of the appendix.
5 Numerical Illustration
To verify effectiveness of the proposed estimators for the single-source experiment, we conduct
simulation studies by generating a set of different counterfactual distributions having the same mean.
We consider two randomized experiment cases and illustrate how the proposed estimator captures an
important clue about treatment dynamics which other widely-used methods cannot detect.
5.1 Single-source experiment
For a single-source experment, we prepare two sets of distributions having the exactly same mean as
illustrated in Figure 1. The first set has two beta distributions and the second set has Gaussian and
mixture of two Gaussians.
Figure 1: Two counterfactual distributions with same mean
We estimate causal effect under this setting using proposed estimator. For baseline methods, we
use Difference-in-means and Horvitz-Thompson estimators, two of most widely used methods in
randomized experiment setting, that basically estimate the treatment effect defined in (1). Detailed
information about the baseline estimators appears in section A of the appendix.
The two counterfactual distributions in Figure 1 look quite different, which implies that there might
be different underlying process for each group. However, by construction, estimators whose target
parameter is (1) say nothing but zero treatment effect. In fact, as one can see in Table 1 the baseline
estimators only claim there is no treatment effects in the sense that the 95% confidence interval
contains zero, whereas the proposed estimator successfully indicates there might be a significant
underrepresented treatment effect.
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Estimator Two beta distributions Uni- vs. Bi-modalPoint Estimation 95% CI Point Estimation 95% CI
Difference-in-means 0.002 (−0.015, 0.020) 0.013 (−0.189, 0.215)
Horvitz-Thompson 0.014 (−0.030, 0.059) 0.012 (−0.188, 0.212)
Difference-in-distribution 0.735 (0.718,0.752) 0.311 (0.250,0.371)
Table 1: Estimated causal effects over different methods for single-source experiment
5.2 Multi-source experiment
For simulation for the multi-source experiment, we setup the super-distribution P as below
Pi ∼ (1−A)N (0, u21) +A
{
wN ((1− w)u2, u23) + (1− w)N (−wu2, u24)
}
,∀i
u1 ∼ U(0.5, 1.5)) u2 ∼ U(1, 5) u3 ∼ U(0.5, 1.5)
u4 ∼ U(0.5, 1.5) w ∼ U(0.25, 0.75) A ∼ Bernoulli(0.5)
, where we set N = 50, n = 100. Under this setting, for each Pi ∼ P we will have
Pi(Y A)⇒
{
unimodal, if A = 0
bimodal, if A = 1.
in which Pi(Y 1),Pi(Y 0) still have the same mean. As shown in Table 3, we can observe the proposed
estimator is the only one which can tell there must be an underrepresented treatment effect for given
treatment mechanism.
Estimator Point Estimation 95% CI
Difference-in-means 0.039 (−0.361, 0.435)
Horvitz-Thompson 0.037 (−0.368, 0.432)
Difference-in-distributions 0.194 (0.105,0.284)
Table 2: Estimated causal effects over different methods for the multi-source experiment
6 Application: Effect of free lunch on achievement gap
Disparity in academic achievement across races is a severe social problem in the US. For example,
the achievement gap between white students and black students has narrowed very little over the
last 50 years, despite supposed progress in race relations and increased emphasis on closing such
discrepancies [10]. Many public schools in the US provide free lunch for qualifying students, with the
aim of equalizing performance based on the clear relationship between students’ learning and overall
nutritional status [28]. Surprisingly, the debate over free lunch programs involved little discussion
as to whether providing the free meal plans at school could improve the educational achievement
gaps between different races. Here we attempt to investigate the causal effect of offering more free
lunches on the improvement on the achievement gaps between different ethnicities.
We use datasets from the Stanford Education Data Archive (SEDA) in which we collect test score
gaps between ethnicities, percent free lunch in average and other socioeconomic, and demographic
characteristics of geographical school districts during 2009-2013 on a district basis. We consider a
school district treated if it is providing above-average school level free lunch to ethnic minorities.
Our outcome is Math and ELA test score gaps between White and two ethnic minorities. Detailed
information about dataset can be found in Table 4 and 5 in section A of the appendix.
We first estimate the causal effect of free lunch on test gaps each year by employing three baseline
methods that are widely used for observational studies in modern causal inference. Details of the
baseline estimators appear in section A of the appendix. The results for year 2009 are presented in
Table 3. The point estimates shows roughly 1-2% decreases in achievement gaps across baseline
methods, but many of them are not significant in that their 95% confidence interval contains zero.
However, the proposed estimator indicates substantial distributional difference between the treated
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and the control, implying that there might be unrevealed treatment effects and thereby the effect of
free lunch program should not be underestimated until further investigations are done. The results for
other years have similar implications as well, which can be found in Table 6, 7, 8 in section A of the
appendix.
Estimator White-Black White-HispanicMath ELA Math ELA
Plug-in regression −0.030
(−0.086,0.026)
0.025
(−0.085,0.036)
−0.029
(−0.057,0.028)
−0.024
(−0.084,0.036)
IPW −0.020
(−0.059,0.019)
−0.012
(−0.056,0.032)
−0.022
(−0.059,0.015)
−0.002
(−0.029,0.028)
Doubly Robust −0.056
(−0.070,−0.042)
−0.035
(−0.048,−0.024)
−0.049
(−0.062,−0.037)
−0.013
(−0.026,0.001)
Difference-in-distributions 0.752
(0.724,0.780)
0.638
(0.596,0.680)
0.702
(0.650,0.754)
0.529
(0.480,0.579)
Table 3: Estimated causal effect of free lunch on test gaps in 2009 (with 95% CI)
7 Conclusion
In this paper, we proposed a new way of formulating and estimating causal effects based on the differ-
ence in counterfactual outcome distributions. We analyzed error bounds and studied the asymptotic
properties of the proposed estimators, showing they all share favorable theoretical properties. Finally,
we illustrated their effectiveness through empirical studies and showed they can provide important
implications for causal inference in real world applications.
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A Simulations: supplementary materials
The numerical integration in proposed estimator is done via Monte Carlo with uniform sampling.
This section particularly provides detailed information about basedline methods, data and additional
simulation results for section . For bootstrapping we use B = 100 for first two simulations and
B = 50 for each simulation in the application section.
Baseline methods
In section 5, for single- and multi-source randomized experiments with given dataset (A, Y ) and
known pi = P(A = 1), we use following estimators as baseline.
• The difference-in-means estimator ˆψdiff:
ˆψdiff = Pn[Y |A = 1]− Pn[Y |A = 0] = Pn[AY ]Pn[A] −
Pn[(1−A)Y ]
Pn[1−A]
• The Horvitz-Thompson estimator ˆψHT:
ˆψHT = Pn[
AY
pi
− (1−A
1− pi )Y ]
In section A, given data structure (X,A, Y ) we use the following estimators as baseline.
• The plug-in regression estimator ψˆpi
φˆpi = Pn[µˆ1(X)− µˆ0(X)]
where µ is regression function of Y on (A = a,X) to be estimated.
• The inverse probability weighting estimator ˆψIPW
φˆIPW = Pn
[
AY
pi(X)
− ( 1−A
1− pi(X) )Y
]
where pi(X) = P̂(A = 1|X).
• The doubly-robust (semi-parametric) estimator ψˆDR
φˆDR = φˆpi + Pn
{(
A
pi(X)
− 1−A
1− pi(X)
)
[Y − µˆA(X)]
}
. We can employ almost any nonparametric methods with proper regularization unless they violate
(B2) too much. Here we use random forest for both pi, µˆ.
More details about these estimators (e.g. asymptotic properties) can be found, for example, in [17].
Summary of variables
Variable labels in the following tables are exactly match with the one in the SEDA archive at Stanford
Center for Education Policy Analysis 3. In the end, I have on average 1035 samples (the number of
districts) each year. In the following tables, one can find list of covariates (X) used in the simulation
and also description of treatment (A) and outcome (Y ) variables.
Additional results
For completeness of section A, we attach additional simulation results for year 2010-2012. Original
data in SEDA ranges from 2009-2013, but we found that there are some unusual outliers and a number
of samples is particularly also very small for year 2013. Hence we exclude year 2013 and conduct the
same simulation with rest of the years. Here ψˆDD indicates estimated value of our proposed estimator
(difference-in-distribution) for observational study.
3https://cepa.stanford.edu/seda/papers
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Group Variable Labels
Varies
by
grade?
Varies
by
year?
Baseline
Covariates
fips, baplus_all, poverty517_all,
singmom_all, snap_all, samehouse_all,
unemp_all, inc50all, giniall,
baplus_mal, baplus_fem, pov_mal,
pov_fem, teenbirth_all
No No
Time-varying
Covariates
nsch, speced, tottch, aides,
diffstutch_hspwht, diffstutch_blkwht No Yes
Table 4: Summary of covariates
Group Variable Labels Description
Treatment (A) flunch_hsp, flunch_blk
Percent free lunch in average
{Black, Hispanic} student’s school
Outcome (Y )
White.Black.ELA.Gap,
White.Hispanic.ELA.Gap,
White.Black.Math.Gap,
White.Hispanic.Math.Gap
Test score gaps between white and {Black, Hispanic}
students in English/Language Arts (ELA)
and Math standardized assessment outcomes
in grades 3 to 8. We render it binary by using
their average (i.e. 1 if > mean).
Table 5: Summary of treatment and outcome
Estimator White-Black White-HispanicMath ELA Math ELA
ψˆpi −0.057 (−0.098,−0.016) −0.041 (−0.075,−0.006) −0.041 (−0.087,0.006) −0.028 (−0.061,0.006)
φˆIPW −0.040 (−0.089,0.009) −0.032 (−0.055,−0.009) −0.032 (−0.065,0.002) −0.033 (−0.069,0.004)
ψˆDR −0.053 (−0.064,−0.045) −0.055 (−0.067,−0.041) −0.029 (−0.040,−0.019) −0.050 (−0.076,−0.025)
ψˆDD 0.812 (0.768,0.856) 0.783 (0.740,0.822) 0.658 (0.620,0.695) 0.802 (0.775,0.830
Table 6: Estimated causal effect of free lunch on test gaps in 2010 (with 95% CI)
Estimator White-Black White-HispanicMath ELA Math ELA
ψˆpi −0.032 (−0.076,0.012) −0.029 (−0.047,−0.010) −0.052 (−0.097,−0.007) −0.025 (−0.054,0.005)
φˆIPW −0.012 (−0.038,0.005) −0.019 (−0.039,0.002) −0.022 (−0.059,0.015) 0.011 (−0.025,0.048)
ψˆDR −0.003 (−0.009,0.016) −0.060 (−0.070,−0.050) −0.036 (−0.049,−0.023) 0.038 (0.026,0.048)
ψˆDD 0.752 (0.725,0.780) 0.538 (0.510,0.555) 0.702 (0.665,0.730) 0.359 (0.334,0.385)
Table 7: Estimated causal effect of free lunch on test gaps in 2011 (with 95% CI)
Estimator White-Black White-HispanicMath ELA Math ELA
ψˆpi −0.039 (−0.087,0.016) −0.030 (−0.060,0.001) −0.046 (−0.077,−0.016) −0.039 (−0.072,−0.006)
φˆIPW −0.037 (−0.091,0.018) −0.022 (−0.067,0.023) −0.019 (−0.055,0.035) 0.019 (−0.018,0.057)
ψˆDR −0.068 (−0.079,−0.057) −0.066 (−0.077,−0.056) −0.080 (−0.092,−0.069) 0.022 (−0.001,0.045)
ψˆDD 0.798 (0.749,0.847) 0.723 (0.681,0.745) 0.658 (0.629,0.694) 0.746 (0.723,0.770)
Table 8: Estimated causal effect of free lunch on test gaps in 2012 (with 95% CI)
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B Algorithms
Algorithm 1. Bootstrapping algorithm for single-source randomized study.
1. We generate B bootstrap samples {Z˜11 , . . . , Z˜1n}, . . . , {Z˜B1 , . . . , Z˜B1 }, by sampling with
replacement from the original sample.
2. On each bootstrap sample, compute T ai =
√
nD(Q̂aha
i
, Q̂aha), where Q̂
a
ha
i
is the esti-
mated distribution of kernel density estimator Q̂aha computed on ith bootstrap samples
{Z˜i1, . . . , Z˜in}.
3. Compute α2 -quantile zˆ
a
α/2 = inf
{
z : 1B
∑B
i=1 I(T
a
i > z) ≤ α2
}
.
4. Define Cˆα =
[
D(Q̂1ha , Q̂
0
ha
)− zˆ
0
α/2√
n
− zˆ
1
α/2√
n
, D(Q̂1ha , Q̂
0
ha
) +
zˆ0α/2√
n
+
zˆ1α/2√
n
]
.
Algorithm 2. Bootstrapping algorithm for multi-source randomized study.
1. For each i = 1, . . . , N , we generate ith bootstrap samples {Z∗Pi,1, . . . , Z∗Pi,ni} by sampling
with replacement from the ith original sample {ZPi,1, . . . , ZPi,ni}.
2. On each bootstrap sample {Z∗Pi,1, . . . , Z∗Pi,ni} , compute Dai =
√
nD((Q̂aha)
∗
i , (Q̂
a
ha
)i),
where (Q̂aha)
∗
i is the estimated distribution of kernel density estimator Q̂
a
ha
computed on ith
bootstrap samples {Z∗Pi,1, . . . , Z∗Pi,ni}.
3. Compute D¯a = 1N
∑N
i=1D
a
i .
4. We generateB bootstrap distributions {P(1)1 , . . . ,P(1)N }, . . . , {P(B)1 , . . . ,P(B)N }, by sampling
with replacement from the original distribution {P1, . . . ,PN}.
5. On each bootstrap sample, compute
Tj =
∣∣∣∣∣ 1√N
N∑
i=1
D((Q̂1h1)
(j)
i , (Q̂
0
h0
)
(j)
i )−
1√
N
N∑
i=1
D((Q̂1h1)i, (Q̂
0
h0
)i)
∣∣∣∣∣ ,
, where (Q̂aha)
(j)
i is the estimated distribution of kernel density estimator Q̂
a
ha
computed on
the sample {ZP(j)i ,1, . . . , ZP(j)i ,n} from the bootstraped distribution P
(j)
i .
6. Compute α-quantile zˆα = inf
{
z : 1B
∑B
j=1 I(Tj > z) ≤ α
}
.
7. Define
Cˆα =
[
1
N
N∑
i=1
D((Q̂1h1)i, (Q̂
0
h0
)i)− D¯
1
√
n
− D¯
0
√
n
− zˆα√
N
,
1
N
N∑
i=1
D((Q̂1h1)i, (Q̂
0
h0
)i) +
D¯1√
n
+
D¯0√
n
+
zˆα√
N
]
.
Algorithm 3. Bootstrapping algorithm for observational study.
1. We generate B bootstrap samples {Z˜11 , . . . , Z˜1n}, . . . , {Z˜B1 , . . . , Z˜B1 }, by sampling with
replacement from the original sample.
2. On each bootstrap sample, compute T ai =
√
nD(Q̂aha
i
, Q̂aha), where Q̂
a
ha
i
is the esti-
mated distribution of kernel density estimator Q̂aha computed on ith bootstrap samples
{Z˜i1, . . . , Z˜in}.
3. Compute α2 -quantile zˆ
a
α/2 = inf
{
z : 1B
∑B
i=1 I(T
a
i > z) ≤ α2
}
.
4. Define Cˆα =
[
D(Q̂1ha , Q̂
0
ha
)− zˆ
0
α/2√
n
− zˆ
1
α/2√
n
, D(Q̂1ha , Q̂
0
ha
) +
zˆ0α/2√
n
+
zˆ1α/2√
n
]
.
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C Bootstrap and Stochastical Convergence of Empirical Process
Validity of bootstrap is based on the stochastical convergence of empirical process. Suppose an
i.i.d sample (Z1, ..., Zn) ∼ P on Z , and let Pn = 1n
∑n
i=1 δZi be the empirical measure. Let
(Z∗1 , . . . , Z
∗
n) be the bootstrap sample, i.e. a sample with replacement from the original sample
(Z1, . . . , Zn), and let P∗n = 1n
∑n
i=1 δZ∗i be the bootstrap empirical measure. Bootstrap is used to
infer information of unknown measure Pn − P by known and computable measure P∗n − Pn.
One theoretical guarantee for bootstrap is that
√
n(Pn − P) and
√
n(P∗n − Pn) converges to same
Brownian Bridge. Let F ⊂ RZ be a class of measurable functions. We let `∞(F) be the collection
of all bounded functions φ : F → R equipped with the sup norm ‖ · ‖∞. A random measure
µ is understood in `∞(F) as µ(f) =
∫
fdµ. For random measures {µn}n∈N and µ, we say
µn → µ weakly in `∞(F) if and only if E [φ(µn)]→ E [φ(µ)] for every bounded continuous map
φ : `∞(F)→ R.
Theorem C.1. ([8, Theorem 2.4], [16, Theorem 2.6])
√
n(Pn − P)→ G weakly in `∞(F) to a limit
process G if and only if
√
n(P∗n − Pn)→ G a.s. weakly in `∞(F). If either convergence happens,
the limit process G is a centered Gaussian process with Cov[G(f),G(g)] =
∫
fgdP− ∫ fdP ∫ gdP.
Therefore, once
√
n(Pn−P)→ G weakly in `∞(F) is shown, Theorem (C.1) implies that
√
n(P∗n−
Pn)→ Gweakly in `∞(F) a.s. as well, and the unknown measure
√
n(Pn−P) can be asymptotically
approximated by know and computable measure
√
n(P∗n−Pn). One way to show
√
n(Pn−P)→ G
weakly in `∞(F) is from the following theorem.
Theorem C.2. ([16, Theorem 2.5]) For a class of measurable functions F , let F := supf∈F |f |.
Suppose ∫ 1
0
√
log sup
P
N (F , L2(P ), ‖F‖L2(P )) <∞,
whereN (Z, ‖ · ‖, ) is a covering number of Z by -balls with norm ‖ · ‖, and the supremum is taken
over all finitely discrete probability measures P with ‖F‖L2(P ) > 0. If PF 2 <∞, then
√
n(Pn −
P) → G weakly in `∞(F), with G being a centered Gaussian process with Cov[G(f),G(g)] =∫
fgdP− ∫ fdP ∫ gdP.
D Assumptions
In this section, we list assumptions to analyze analyze error bounds in Section 3 and show validities
of confidence intervals in Section 4. First, we have following weak assumptions on the probability
distribution Qa and the kernel function K.
• (A1) Bounded density and support of the counterfactual distribution. Probability distribution
of the counterfactual Qa = P(Y a) has a density qa = dQ
a
dλd
with respect to Lebesgue
measure λd with qa ≤ qmax <∞. and is supported on a compact set Y ⊂ Rd.
• (A2) Finite L2 norm and bounded support of the kernel function. The kernel function
K : Rd → R has finite L2 norm ‖K‖2 :=
√∫
K(u)2du <∞ and has a bounded support,
i.e. there exists RK < ∞ with supp(K) ⊂ B(0, RK), where B(0, RK) = {u ∈ Rd :
‖u‖2 ≤ RK}.
For observational study, we need additional assumptions on pia and µ̂a.
• (B1) Convergence rate of nuisance parameters. Let pia and µa denote fixed functions to
which pia and µ̂a converge in the sense that ‖pia − pia‖ = OP(r(n)) and ‖µ̂a − µa‖ =
OP(s(n)). We require r(n)s(n) = O(n−
1
2 ) but we only require either pia = pia or µa = µa
where pia and µa are true parameters.
• (B2) Uniform boundedness. ‖1/pia‖∞ and ‖µ̂a‖2 are uniformly bounded.
• (B3) Sample splitting. The estimators (pia, µ̂a) are constructed in a separate independent
sample.
For bootstrap, we need slightly stronger version of (A2) and (B1)-(B2), but those assumptions are
still mild.
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• (A2’) Finite L∞ norm, Lipschitz, and bounded support of the kernel function. The kernel
function K : Rd → R has finite L∞ norm ‖K‖∞ := supu |K(u)| <∞ and has a bounded
support, i.e. there exists RK < ∞ with supp(K) ⊂ B(0, RK), where B(0, RK) = {u ∈
Rd : ‖u‖2 ≤ RK}. Also, K is Lipschitz, i.e. there exists LK < ∞ with |K(u1) −
K(u2)| ≤ LK‖u1 − u2‖.
• (B1’) Convergence rate of nuisance parameters. Let pia and µa denote fixed functions to
which pia and µ̂a converge in the sense that ‖pia − pia‖ = OP(r(n)) and ‖µ̂a − µa‖ =
OP(s(n)). We require r(n)s(n) = o(n−
1
2 ) but we only require either pia = pia or µa = µa
where pia and µa are true parameters.
• (B2’) Uniform boundedness. ‖1/pia‖∞ and ‖µ̂a‖∞ are uniformly bounded.
E Proofs
In every proof, all the constants are only defined locally unless a connection to one in the main paper
is explicitly stated.
E.1 Proof of Lemma 3.1
Lemma E.1. Under the assumption (A1), (A2),
E [|qˆah(y)− qah(y)|] ≤
CK,qmax√
npiahd
,
where CK,qmax is a constant depending only on ‖K‖2 and qmax.
Proof. Let qah = E[q̂ah], where q̂ah is an estimated kernel density of our counterfactual distribution Qa.
Note that qˆah(y) can be expanded as
qˆah(y) =
∑n
i=1 Th,y(Yi)1(Ai = a)∑n
i=1 1(Ai = a)
1(na > 0).
Hence, (qˆah(y)− qah(y))2 can be expanded as
(qˆah(y)− qah(y))2 =
(∑n
i=1 Th,y(Yi)1(Ai = a)∑n
i=1 1(Ai = a)
1(na > 0)− qah(y)
)2
=
(∑n
i=1(Th,y(Yi)− qah(y))1(Ai = a)∑n
i=1 1(Ai = a)
)2
1(na > 0) + q
a
h(y)
2
1(na = 0).
(14)
Consider the first term of (14). Conditioned on A, its expectation can be expanded as
E
[(∑n
i=1(Th,y(Yi)− qah(y))1(Ai = a)∑n
i=1 1(Ai = a)
)2
1(na > 0)|A
]
=
E
[
(
∑n
i=1(Th,y(Yi)− qah(y))1(Ai = a))2 |A
]
(
∑n
i=1 1(Ai = a))
2
1(na > 0)
=
∑n
i=1 E
[
(Th,y(Yi)− qah(y))2|A
]
1(Ai = a)
(
∑n
i=1 1(Ai = a))
2
1(na > 0)
+
∑
i6=j E [(Th,y(Yi)− qah(y))(Th,y(Yj)− qah(y))|A]1(Ai = a)1(Aj = a)
(
∑n
i=1 1(Ai = a))
2
1(na > 0). (15)
Then under (A1) and (A2), Proposition 1.1. from [25], E[Th,y(Yi)] = qah(y) and A, Y being
independent imply
E
[
(Th,y(Yi)− qah(y))2|A
]
= V ar(Th,y(Yi)) ≤ qmax‖K‖
2
2
hd
. (16)
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Also, again E[Th,y(Yi)] = qah(y) and A, Y being independent imply that for i 6= j,
E [(Th,y(Yi)− qah(y))(Th,y(Yj)− qah(y))|A] = E [(Th,y(Yi)− qah(y))(Th,y(Yj)− qah(y))]
= E [Th,y(Yi)− qah(y)]E [Th,y(Yj)− qah(y)]
= 0. (17)
Hence applying (16) and (17) to (15) gives
E
[(∑n
i=1(Th,y(Yi)− qah(y))1(Ai = a)∑n
i=1 1(Ai = a)
)2
1(na > 0)|A
]
≤
∑n
i=1
qmax‖K‖22
hd
1(Ai = a)
(
∑n
i=1 1(Ai = a))
2
1(na > 0)
=
qmax‖K‖22
hd
1(na > 0)∑n
i=1 1(Ai = a)
. (18)
Then applying Lemma 4.1 from [9] to (18) gives the bound for the first term of (14) as
E
[(∑n
i=1(Th,y(Yi)− qah(y))1(Ai = a)∑n
i=1 1(Ai = a)
)2
1(na > 0)
]
= E
[
E
[(∑n
i=1(Th,y(Yi)− qah(y))1(Ai = a)∑n
i=1 1(Ai = a)
)2
1(na > 0)|A
]]
≤ qmax‖K‖
2
2
hd
E
[
1(na > 0)∑n
i=1 1(Ai = a)
]
≤ 2qmax‖K‖
2
2
(n+ 1)hdpia
. (19)
Also, by applying Proposition 1.1. from [25], the second term of (14) can be calculated as
E
[
qah(y)
2
1(na = 0)
]
= qah(y)
2P(na = 0) ≤ qmax‖K‖
2
2
hd
(1− pia)n. (20)
Hence applying (19) and (20) to (14) gives L2(P) bound for qˆah(y)− qah(y) as
E
[
(qˆah(y)− qah(y))2
]
= E
[(∑n
i=1(Th,y(Yi)− qah(y))1(Ai = a)∑n
i=1 1(Ai = a)
)2
1(na > 0)
]
+ E
[
qah(y)
2
1(na = 0)
]
≤ qmax‖K‖
2
2
hd
(
2
(n+ 1)pia
+ (1− pia)n
)
≤ qmax‖K‖
2
2
hd
(
2
npia
+ exp(−npia)
)
≤ 3qmax‖K‖
2
2
npiahd
.
=
CK,qmax
npiahd
,
And then applying Jensen’s inequality gives the bound for qˆah(y)− qah(y) as
E [|qˆah(y)− qah(y)|] ≤
√
E
[
(qˆah(y)− qah(y))2
]
≤
√
3qmax‖K‖2√
npiahd
≤ CK,qmax√
npiahd
,
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where CK,qmax =
√
3qmax‖K‖2 is a constant depending only on ‖K‖2 and qmax.
Lemma E.2.
EP
[
D(Qˆah, Q
a
h)
]
≤ CK,qmax,D√
npiahd
,
where CK,qmax,D is a constant depending only on ‖K‖2, qmax, λd(D).
Proof. Applying Lemma E.1 and Fubini Theorem gives
EP
[
D(Qˆah, Q
a
h)
]
= EP
[∫
D
|qˆah(u)− qah(u)|du
]
=
∫
D
EP [|qˆah(u)− qah(u)|] du
≤ λd(D) sup
u∈D
EP [|qˆah(u)− qah(u)|]
≤ CK,qmaxλd(D)√
npiahd
=
CK,qmax,D√
npiahd
,
where CK,qmax,D = CK,qmaxλd(D).
E.2 Proof of Theorem 3.1
Claim E.1. For distributions Q1, Q2, Q3, Q4,
|D(Q1, Q2)−D(Q3, Q4)| ≤ D(Q1, Q3) +D(Q2, Q4).
Proof. Since D is distance measure, by triangle inequality it follows
D(Q1, Q2) ≤ D(Q1, Q3) +D(Q3, Q4) +D(Q4, Q2),
D(Q3, Q4) ≤ D(Q3, Q1) +D(Q1, Q2) +D(Q2, Q4),
and consequently we obtain
|D(Q1, Q2)−D(Q3, Q4)| ≤ D(Q1, Q3) +D(Q2, Q4).
Theorem E.1. Under the assumptions (A1) and (A2),
EP
[
|D(Q̂1h1 , Q̂0h)−D(Q1h1 , Q0h0)|
]
≤ CK,qmax,D
(
1√
npi1hd1
+
1√
npi0hd0
)
,
where CK,qmax,D is a constant depending only on ‖K‖2, qmax, λd(D).
Proof. Applying Claim E.1 gives
|D(Q̂1h1 , Q̂0h0)−D(Q1h1 , Q0h0)| ≤ D(Q̂1h1 , Q1h1) +D(Q̂0h0 , Q0h0).
Hence under (A1) and (A2), taking expectation and applying Lemma E.2 gives
EP
[
|D(Q̂1h1 , Q̂0h0)−D(Q1h1 , Q0h0)|
]
≤ EP
[
D(Q̂1h1 , Q
1
h1)
]
+ EP
[
D(Q̂0h0 , Q
0
h0)
]
≤ CK,qmax,D
(
1√
npi1hd1
+
1√
npi0hd0
)
.
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E.3 Proof of Theorem 3.2
For a ∈ {0, 1}, let pia = 1n
∑n
i=1 1a(Ai) =
na
n . For all y ∈ Rd, let fah,y : {0, 1} × R→ R be
fah,y(a
′, y′) =
1
hd
K
(‖y − y′‖2
h
)
1a(a
′),
and let Fa := {fah,y : y ∈ Yh,RK} ∪ {1a}.
Lemma E.3. Under the assumptions (A1), (A2’),
√
n(Pn − P)→ G weakly in `∞(Fa).
Proof. Let F : {0, 1} → Rd be a constant function F (a′, y′) = max{1, h−d‖K‖∞}. Note that
|fah,y(a′, y′)|, |1a(a′)| ≤ F (a′, y′). Also, note that for all y1, y2 ∈ Yh,RK ,
∣∣fah,y1(a′, y′)− fah,y2(a′, y′)∣∣ ≤ 1hd
∣∣∣∣K (‖y1 − y′‖2h
)
−K
(‖y2 − y′‖2
h
)∣∣∣∣
≤ LK
hd+1
‖y1 − y2‖2,
and hence for any probability measure P on {0, 1} × Rd,
‖fah,y1 − fah,y2‖L2(P ) ≤ ‖fah,y1 − fah,y2‖∞ ≤
LK
hd+1
‖y1 − y2‖2,
and hence
N (F , L2(P ), ) ≤ N
(
Yh,RK , ‖ · ‖2,
hd+1
LK
)
+ 1,
whereN (Z, ‖ · ‖, ) is a covering number of Z of radius -ball under norm ‖ · ‖. Since Yh,RK ⊂ Rd,
there exists some constant A with N (Yh,RK , ‖ · ‖2, ) ≤
(
A

)d
for all  < 1. Hence
N (F , L2(P ), ‖F‖L2(P )) ≤ N
(
Yh,RK , ‖ · ‖2,
h‖K‖∞
LK
)
+ 1
≤
(
2 max{ALK/h‖K‖∞, 1}

)d
and then
∫ 1
0
√
log sup
P
N(F , L2(P ), ‖F‖L2(P ))d ≤
∫ 1
0
√
log
(
2 max{ALK/h‖K‖∞, 1}

)d
d
≤
∫ 1
0
√
d
2 max{ALK/h‖K‖∞, 1}

d <∞.
Then from [16, Theorem 2.5],
√
n(Pn − P)→ G weakly in `∞(Fa).
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Proof of Theorem 3.2. Note that from Claim E.3, qˆah(y) = q
a
h(y) = 0 if y /∈ Yh,RK . Hence√
nD(Qˆah, Q
a
h) can be expanded as
√
nD(Qˆah, Q
a
h) =
∫ √
n |qˆah(y)− qah(y)| dy
=
∫
Yh,RK
√
n |qˆah(y)− qah(y)| dy
=
∫
Yh,RK
√
n
∣∣∣∣Pnfah,yPn1a − Pf
a
h,y
P1a
∣∣∣∣ dy
=
∫
Yh,RK
√
n
1
Pn1a
∣∣∣∣(Pn − P)fah,y − (Pn − P)1aPfah,yP1a
∣∣∣∣ dy
=
1
pia
∫
Yh,RK
∣∣√n(Pn − P)fah,y − qah(y)√n(Pn − P)1a∣∣ dy
= Φ(
√
n(Pn − P), pia, qah),
where Φ : `∞(Fa)× [0, 1]× `∞(R)→ R is Φ(µ, θ, q) = 1θ
∫
Yh,RK
|µfah,y− q(y)µ1a|dy. Then Φ is
continuous on `∞(Fa)× (0, 1]× `∞(R). Note that from strong law of large numbers, pia → pia > 0
a.s.. Hence continuous mapping theorem (e.g., [16, Theorem 7.7]) applied to
√
n(Pn − P)→ G and
pˆa → pa implies
√
nD(Q̂ah, Q
a
h)→ Φ(G, pia, qah) =
1
pia
∫ ∣∣Gfah,y − qah(y)G1a∣∣ dy weakly in R.
E.4 Proof of Theorem 3.3
Theorem E.2. Under the assumptions (A1) and (A2),
EP
[∣∣∣∣∣ 1N
N∑
i=1
D((Q̂1h1)i, (Q̂
0
h0
)i)− EP
[
D(Q1h1 , Q
0
h0)
]∣∣∣∣∣
]
≤ CK,qmax,D
N
N∑
i=1
 1√
nipi1,ihd1
+
1√
nipi0,ihd0
+ σP√
N
,
where CK,qmax,D is from Theorem E.1 and σP =
√
V arP
[
D(Q1h1 , Q
0
h0
)
]
depends only on P .
Proof. First, note that 1N
∑N
i=1D(Q̂
1
i , Q̂
0
i )− EP [D(Q1, Q0)] can be expanded as
1
N
N∑
i=1
D((Q̂1h1)i, (Q̂
0
h0
)i)− EP
[
D(Q1h1 , Q
0
h0)
]
=
1
N
N∑
i=1
(
D((Q̂1h1)i, (Q̂
0
h0
)i)−D(Q1h1 , Q0h0)
)
+
1
N
N∑
i=1
(
D(Q1h1 , Q
0
h0)− EP
[
D(Q1h1 , Q
0
h0)
])
.
(21)
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For the first term of (21), by law of total expectation and Theorem E.1, we have
EP
[∣∣∣∣∣ 1N
N∑
i=1
(
D((Q̂1h1)i, (Q̂
0
h0
)i)−D(Q1h1 , Q0h0)
)∣∣∣∣∣
]
= EP
[
E
[∣∣∣∣∣ 1N
N∑
i=1
(
D((Q̂1h1)i, (Q̂
0
h0
)i)−D(Q1h1 , Q0h0)
)∣∣∣∣∣ |P1, . . . ,Pn
]]
≤ 1
N
N∑
i=1
EP
[
E
[∣∣∣D((Q̂1h1)i, (Q̂0h0)i)−D(Q1h1 , Q0h0)∣∣∣ |Pi]]
≤ CK,qmax,D
N
N∑
i=1
 1√
nipi1,ihd1
+
1√
nipi0,ihd0
 , (22)
For the second term of (21), Jensen inequality and applying Lemma E.5 gives the bound as
EP
[∣∣∣∣∣ 1N
N∑
i=1
(
D(Q1h1 , Q
0
h0)− EP
[
D(Q1h1 , Q
0
h0)
])∣∣∣∣∣
]
≤
√√√√√EP
( 1
N
N∑
i=1
(
D(Q1h1 , Q
0
h0
)− EP
[
D(Q1h1 , Q
0
h0
)
]))2
≤
√
V arP
[
D(Q1h1 , Q
0
h0
)
]
√
N
. (23)
Hence applying (22) and (23) to (21) gives the bound for 1N
∑N
i=1D((Q̂
1
h1
)i, (Q̂0h0)i) −
EP
[
D(Q1h1 , Q
0
h0
)
]
as
EP
[∣∣∣∣∣ 1N
N∑
i=1
D((Q̂1h1)i, (Q̂
0
h0
)i)− EP
[
D(Q1h1 , Q
0
h0)
]∣∣∣∣∣
]
≤ EP
[∣∣∣∣∣ 1N
N∑
i=1
(
D((Q̂1h1)i, (Q̂
0
h0
)i)−D(Q1h1 , Q0h0)
)∣∣∣∣∣
]
+ EP
[∣∣∣∣∣ 1N
N∑
i=1
(
D(Q1h1 , Q
0
h0)− EP
[
D(Q1h1 , Q
0
h0)
])∣∣∣∣∣
]
≤ CK,qmax,D
N
N∑
i=1
 1√
nipi1,ihd1
+
1√
nipi0,ihd0
+ σP√
N
,
where σP =
√
V arP
[
D(Q1h1 , Q
0
h0
)
]
depends only on P .
E.5 Proof of Theorem 3.4
Part A: Preliminaries
First we prove following two lemmas that come in handy for rest of the proof.
Lemma E.4. Let pia and µa denote fixed functions to which pi
a and µ̂a converge in the sense that
‖pia − pia‖ = op(1) and ‖µ̂a − µa‖ = op(1), where pia and µa are not necessarily true functions pia
and µa. Also recall that ψah(y) = E
{
E
[
Th(y)
∣∣∣X,A = a]} as defined in (11). Then under the set
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of causal assumptions for observational study, it follows
ψah(y) = E {µa(X)}
= E
{
1(A = a)
pia(X)
(
Th(y)− µA(X)
)
+ µa(X)
}
= E
{
1(A = a)
pia(X)
(
Th(y)− µA(X)
)
+ µa(X)
} (24)
Proof. First equality comes from the definition. Let’s start with the second equality in which pia is
not correctly specified. It is not hard to obtain the following:
E
{
1(A = a)
pia(X)
(
Th(y)− µA(X)
)
+ µa(X)
}
= E
{
E
[
1(A = a)
pia(X)
(
Th(y)− µA(X)
)
+ µa(X)
∣∣∣A,X]}
= E
{
1(A = a)
pia(X)
(
E[Th(y)|A,X]− µA(X)
)
+ µa(X)
∣∣∣}
= E
{
1(A = a)
pia(X)
(
µA(X)− µA(X)
)
+ µa(X)
∣∣∣}
= E {µa(X)}
, where the first equality comes from the law of total expectation. Next, we show the third equality of
(24) where µa is not correctly specified. In fact, it follows that
E
{
1(A = a)
pia(X)
(
Th(y)− µA(X)
)
+ µa(X)
}
= E
{
E
[
1(A = a)
pia(X)
(
Th(y)− µA(X)
)
+ µa(X)
∣∣∣A,X]}
= E
{
1(A = a)
pia(X)
(
E[Th(y)|A,X]− µA(X)
)
+ µa(X)
}
= E
{
1(A = a)
pia(X)
(
µA(X)− µA(X)
)
+ µa(X)
}
= E
{
1(A = a)
pia(X)
(
µa(X)− µa(X)
)
+ µa(X)
}
= E
{
E
[
1(A = a)
pia(X)
(
µa(X)− µa(X)
)
+ µa(X)
∣∣∣X]}
= E
{
E[A = a|X]
pia(X)
(
µa(X)− µa(X)
)
+ µa(X)
}
= E {µa(X)− µa(X) + µa(X)}
= E {µa(X)}
, where we use the law of total expectation in the first and the fifth equality and use the fact that
E[A = a|X] = pia(X) in the sixth equality.
We then show the following Lemma, which is a slight modification from [15, Lemma 2]. For a
function f , we use the notation ‖f‖q =
(∫ |f(z)|qdP(z)) 1q be the Lq(P)-norm of f .
Lemma E.5. Let Pn denote the empirical measure over (Z1, . . . , Zn), which is i.i.d. from P. Let fˆ
be a real-valued function constructed in a separate independent sample. Let P(fˆ) =
∫
fˆ(z)dP(z)
and let E be over (Z1, . . . , Zn), then we have√
E
[(
(Pn − P)fˆ
)2]
≤
√√√√V ar [fˆ]
n
≤
∥∥∥fˆ∥∥∥
2√
n
.
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Proof.
(
(Pn − P)fˆ
)2
can be expanded as
(
(Pn − P)fˆ
)2
=
(
1
n
n∑
i=1
(
fˆ(Zi)− E
[
fˆ(Zi)
]))2
=
1
n2
n∑
i=1
(
fˆ(Zi)− E
[
fˆ(Zi)
])2
+
∑
i 6=j
(
fˆ(Zi)− E
[
fˆ(Zi)
])(
fˆ(Zj)− E
[
fˆ(Zj)
])
.
Then from independence of Zi and Zj ,
E
[(
(Pn − P)fˆ
)2]
=
1
n2
n∑
i=1
E
[(
fˆ(Zi)− E
[
fˆ(Zi)
])2]
+
∑
i 6=j
E
[
fˆ(Zi)− E
[
fˆ(Zi)
]]
E
[
fˆ(Zj)− E
[
fˆ(Zj)
]]
=
1
n
V ar
[
fˆ
]
≤ 1
n
E
[
fˆ2
]
=
1
n
∥∥∥fˆ∥∥∥2
2
.
Just for further guide to notations, notice that P(f) is random only if fˆ depends on samples, in which
case P(fˆ) 6= E(fˆ). Otherwise P and E can be use exchangeably.
Part B: Bounding ψ̂ah − ψah
For all y ∈ Rd, let Th,y : Rd → R be Th,y(y′) = 1hdK
(
‖y−y′‖2
h
)
, and let fˆah,y : Rd×{0, 1}×R→
R, fah,y : Rd × {0, 1} × R→ R be
fˆah,y(x
′, a′, y′) =
1a(a
′)
pˆia(x′)
(Th,y(y
′)− µˆa′(x′)) + µˆa(x′),
fah,y(x
′, a′, y′) =
1a(a
′)
p¯ia(x′)
(Th,y(y
′)− µ¯a′(x′)) + µ¯a(x′),
Hereafter we proceed with shorthand notations pia, µ̂a, pia, µa.
Claim E.2. Under the assumption (B1), for all y ∈ Rd, ψ̂ah(y)− ψah(y) can be decomposed as
ψ̂ah(y)− ψah(y) = (Pn − P)fˆah,y + P(fˆah,y − fah,y).
Proof. Under the assumption (B1), by Lemma E.4, we have
ψ̂ah(y)− ψah(y) = Pnfˆah,y − Pfah,y = (Pn − P)fˆah,y + P(fˆah,y − fah,y),
as long as at least one of µa and pi
a is correctly specified as µa and pia, respectively.
Lemma E.6. Under the assumptions (A2), (B1), (B2), and (B3), for all y ∈ Rd,
E
[∣∣∣ψ̂ah(y)− ψah(y)∣∣∣] ≤ Ch,K,pˆia,µˆa 1√n + Cpˆia‖µ̂a − µa‖2‖pia − pia‖2,
where Ch,K,pˆia,µˆa is a constant depending only on h, ‖K‖2,
∥∥ 1
pˆia
∥∥
∞, ‖µˆa‖2, and Cpˆia is a constant
depending only on
∥∥ 1
pˆia
∥∥
∞.
Proof. Under (B1), from Claim E.2,
ψ̂ah(y)− ψah(y) = (Pn − P)fˆah,y + P(fˆah,y − fah,y). (25)
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For the first term of (25), under (A2) and (B2), note that
∥∥∥fˆah,y∥∥∥
L2
can be bounded as∥∥∥fˆah,y∥∥∥
2
=
∥∥∥∥1apˆia (Th,y − µˆa) + µˆa
∥∥∥∥
2
≤
∥∥∥∥1apˆia
∥∥∥∥
∞
(‖Th,y‖2 + ‖µˆa‖2)+ ‖µˆa‖2
≤
∥∥∥∥ 1pˆia
∥∥∥∥
∞
(
h−d ‖K‖2 + 2 ‖µˆa‖2
)
.
Hence under (B3), we apply Lemma E.5 and get the bound as
E
[∣∣∣(Pn − P)fˆah,y∣∣∣] ≤
√
E
[∣∣∣(Pn − P)fˆah,y∣∣∣2]
≤
∥∥∥fˆah,y∥∥∥
2√
n
≤ 1√
n
∥∥∥∥ 1pˆia
∥∥∥∥
∞
(
h−d ‖K‖2 + 2 ‖µˆa‖2
)
. (26)
For the second term of the decomposition (25), we have that
P(fˆah − fah ) = P
[
1(A = a)
pia
(Th − µ̂A) + µ̂a − 1(A = a)
pia
(Th − µA)− µa
]
= P
[
1(A = a)Th
piapia
(pia − pia)− 1(A = a)
pia
(µ̂A − µA)− µA1(A = a)
pia − pia
piapia
+ µ̂a − µa
]
= P
[
1(A = a)
piapia
(pia − pia) (Th − µA) + (µ̂a − µa)
(
1− 1(A = a)
pia
)]
= P
[
1(A = a)
piapia
(pia − pia) (µA − µA) + (µ̂a − µa)
(pia − pia)
pia
]
= P
[
(µ̂a − µa)
(pia − pia)
pia
]
where the second inequality follows by adding and subtracting 1(A=a)pia µA and the fourth by the law
of total expectation conditioning on (X,A). By assumption (B2), we have
∥∥ 1
pˆia
∥∥
∞ <∞. Hence by
conditional Cauchy-Schwarz inequality finally we have
P(fˆah − fah ) ≤
∥∥∥∥ 1pˆia
∥∥∥∥
∞
P [(µ̂a − µa) (pia − pia)]
≤
∥∥∥∥ 1pˆia
∥∥∥∥
∞
‖µ̂a − µa‖2‖pia − pia‖2. (27)
Hence applying (26) and (27) to (25) leads to
E
[∣∣∣ψ̂ah(y)− ψah(y)∣∣∣] ≤ E [∣∣∣(Pn − P)fˆah,y∣∣∣]+ P(fˆah,y − fah,y)
≤ 1√
n
∥∥∥∥ 1pˆia
∥∥∥∥
∞
(
h−d ‖K‖2 + 2 ‖µˆa‖2
)
+
∥∥∥∥ 1pˆia
∥∥∥∥
∞
‖µ̂a − µa‖2‖pia − pia‖2
= Ch,K,pˆia,µˆa
1√
n
+ Cpˆia‖µ̂a − µa‖2‖pia − pia‖2,
where Ch,K,pˆia,µˆa =
∥∥ 1
pˆia
∥∥
∞
(
h−d ‖K‖2 + 2 ‖µˆa‖2
)
is a constant depending only on h, ‖K‖2,∥∥ 1
pˆia
∥∥
∞, ‖µˆa‖2, and Cpˆia =
∥∥ 1
pˆia
∥∥
∞ is a constant depending only on
∥∥ 1
pˆia
∥∥
∞.
Part C: Bounding L1 risk of D(ψ̂1h, ψ̂0h)
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Claim E.3. Let Yh,RK = {u ∈ Rd : there exists y ∈ Y with
∥∥u−y
h
∥∥ ≤ RK}. Then if u /∈ Yh,RK ,
ψ̂ah(u) = ψ
a
h(u) = 0.
Proof. Note that for all u /∈ Yh,RK and y ∈ Y , K
(
u−y
h
)
= 0. And hence ψ̂ah(u) = ψ
a
h(u) = 0 if
u /∈ Yh,RK .
Lemma E.7. Under the assumptions (A1), (A2), (B1), (B2), and (B3),
EP
[∣∣∣D(Q̂ah, Qah)∣∣∣] ≤ Ch,K,pˆia,µˆa,Yh,RK 1√n + Cpˆia,Yh,RK ‖µ̂a − µa‖2‖pia − pia‖2,
where Ch,K,pˆia,µˆa,Yh,RK is a constant depending only on h, ‖K‖2,
∥∥ 1
pˆia
∥∥
∞, ‖µˆa‖2, λd(Yh,RK ), and
Cpˆia,Yh,RK is a constant depending only on
∥∥ 1
pˆia
∥∥
∞, λd(Yh,RK ), with Yh,Rk from Claim E.3.
Proof. From our set up we have that
D(Q̂ah, Q
a
h) =
∫
|qˆa(u)− qa(u)| du =
∫ ∣∣∣ψ̂ah(u)− ψah(u)∣∣∣ du.
Then from Claim E.3,
D(Q̂ah, Q
a
h) =
∫
Yh,Rk
∣∣∣ψ̂ah(u)− ψah(u)∣∣∣ du.
Then applying Fubini’s Theorem and Lemma E.6 provides the upper bound for EP
[∣∣∣D(Q̂ah, Qah)∣∣∣] as
EP
[∣∣∣D(Q̂ah, Qah)∣∣∣] = EP
[∫
Yh,Rk
∣∣∣ψ̂ah(u)− ψah(u)∣∣∣ du
]
=
∫
Yh,Rk
EP
[∣∣∣ψ̂ah(u)− ψah(u)∣∣∣] du
≤ λd(Yh,Rk) sup
u∈Yh,Rk
∣∣∣EP [∣∣∣ψ̂ah(u)− ψah(u)∣∣∣]∣∣∣
≤ λd(Yh,Rk)Ch,K,pˆia,µˆa
1√
n
+ λ(Yh,Rk)Cpˆia‖µ̂a − µa‖2‖pia − pia‖2
= Ch,K,pˆia,µˆa,Yh,RK
1√
n
+ Cpˆia,Yh,RK ‖µ̂a − µa‖2‖pia − pia‖2,
where Ch,K,pˆia,µˆa,Yh,RK = λd(Yh,RK )Ch,K,pˆia,µˆa and Cpˆia,Yh,RK = λd(Yh,RK )Cpˆia .
Theorem E.3. Under the assumptions (A1), (A2), (B1), (B2), and (B3), we have
EP
[∣∣∣D(Q̂1h, Q̂0h)−D (Q1h, Q0h)∣∣∣] ≤ Ch,K,pˆi1,pˆi0,µˆ1,µˆ0,Yh,RK 1√n+Cpˆi1,pˆi0,Yh,RK ‖µ̂a−µa‖2‖pia−pia‖2,
where Ch,K,pˆi1,pˆi0,µˆ1,µˆ0,Yh,RK is a constant depending only on h, ‖K‖2,
∥∥ 1
pˆi1
∥∥
∞,
∥∥ 1
pˆi0
∥∥
∞, ‖µˆ1‖2,
‖µˆ0‖2, λd(Yh,RK ), and Cpˆi1,pˆi0,Yh,RK is a constant depending only on
∥∥ 1
pˆi1
∥∥
∞,
∥∥ 1
pˆi0
∥∥
∞, λd(Yh,RK ).
In particular,
EP
[∣∣∣D(Q̂1h, Q̂0h)−D (Q1h, Q0h)∣∣∣] = O( 1√n
)
+OP (s(n)r(n)) .
Proof. EP
[∣∣∣D(Q̂1h, Q̂0h)−D (Q1h, Q0h)∣∣∣] can be bounded as
EP
[∣∣∣D(Q̂1h, Q̂0h)−D (Q1h, Q0h)∣∣∣] ≤ EP [∣∣∣D(Q̂1h, Q1h)∣∣∣]+ EP [∣∣∣D(Q̂0h, Q0h)∣∣∣] .
25
Then under (A1), (A2), (B1), (B2), (B3), applying Lemma E.7 gives the bound as
EP
[∣∣∣D(Q̂1h, Q̂0h)−D (Q1h, Q0h)∣∣∣] ≤ Ch,K,pˆi1,µˆ1,Yh,RK 1√n + Cpˆi1,Yh,RK ‖µ̂a − µa‖2‖pia − pia‖2
+ Ch,K,pˆi0,µˆ0,Yh,RK
1√
n
+ Cpˆi0,Yh,RK ‖µ̂a − µa‖2‖pia − pia‖2
≤ Ch,K,pˆi1,pˆi0,µˆ1,µˆ0,Yh,RK
1√
n
+ Cpˆi1,pˆi0,Yh,RK ‖µ̂a − µa‖2‖pia − pia‖2,
whereCh,K,pˆi1,pˆi0,µˆ1,µˆ0,Yh,RK = Ch,K,pˆi1,µˆ1,Yh,RK +Ch,K,pˆi0,µˆ0,Yh,RK andCpˆi1,pˆi0,D = Cpˆi1,Yh,RK +
Cpˆi0,Yh,RK .
E.6 Proof of Theorem 3.5
For all y ∈ Rd, let Th,y : Rd → R be Th,y(y′) = 1hdK
(
‖y−y′‖2
h
)
, and let fˆah,y : Rk×{0, 1}×Rd →
R, fah,y : Rk × {0, 1} × Rd → R be
fˆah,y(x
′, a′, y′) =
1a(a
′)
pˆia(x′)
(Th,y(y
′)− µˆa′(x′)) + µˆa(x′),
fˆah,y(x
′, a′, y′) =
1a(a
′)
p¯ia(x′)
(Th,y(y
′)− µ¯a′(x′)) + µ¯a(x′),
and let Fˆa = {fah,y : y ∈ R}.
Lemma E.8. Under the assumptions (A1), (A2’), (B1’), (B2’), (B3),
√
n(Pn − P)→ G weakly in `∞(Fˆa).
Proof. Let F : {0, 1} → Rd be a constant function F (a′, y′) = ∥∥ 1pˆia ∥∥∞ (h−d‖K‖∞ + ‖µˆa‖∞).
Note that |fˆah,y(x′, a′, y′)|, |fah,y(x′, a′, y′)| ≤ F (a′, y′). Also, note that for all y1, y2 ∈ Yh,RK ,∣∣∣fˆah,y1(x′, a′, y′)− fˆah,y2(x′, a′, y′)∣∣∣ ≤ ∥∥∥∥ 1pˆia
∥∥∥∥
∞
1
hd
∣∣∣∣K (‖y1 − y′‖2h
)
−K
(‖y2 − y′‖2
h
)∣∣∣∣
≤
∥∥∥∥ 1pˆia
∥∥∥∥
∞
LK
hd+1
‖y1 − y2‖2,
and hence for any probability measure P on {0, 1} × Rd,
‖fˆah,y1 − fˆah,y2‖L2(P ) ≤
∥∥∥∥ 1pˆia
∥∥∥∥
∞
‖fah,y1 − fah,y2‖∞ ≤
∥∥∥∥ 1pˆia
∥∥∥∥
∞
LK
hd+1
‖y1 − y2‖2,
and similarly,
‖fah,y1 − fah,y2‖L2(P ) ≤
∥∥∥∥ 1pˆia
∥∥∥∥
∞
LK
hd+1
‖y1 − y2‖2.
Hence,
N (F , L2(P ), ) ≤ 2N
(
Yh,RK , ‖ · ‖2,
hd+1
LK
∥∥ 1
pˆia
∥∥
∞
)
,
whereN (Z, ‖ · ‖, ) is a covering number of Z of radius -ball under norm ‖ · ‖. Since Yh,RK ⊂ Rd,
there exists some constant A with N (Yh,RK , ‖ · ‖2, ) ≤
(
A

)d
for all  < 1. Hence
N (F , L2(P ), ‖F‖L2(P )) ≤ 2N
(
Yh,RK , ‖ · ‖2,
‖F‖∞hd+1
LK
∥∥ 1
pˆia
∥∥
∞
)
≤ 2
(
ALK
∥∥ 1
pˆia
∥∥
∞ /h‖K‖∞

)d
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and then
∫ 1
0
√
log sup
P
N(F , L2(P ), ‖F‖L2(P ))d ≤
∫ 1
0
√√√√log 2(ALK ∥∥ 1pˆia ∥∥∞ /h‖K‖∞

)d
d
≤
∫ 1
0
√
log 2 + d
ALK
∥∥ 1
pˆia
∥∥
∞ /h‖K‖∞

d <∞.
Then from [16, Theorem 2.5],
√
n(Pn − P)→ G weakly in `∞(Fˆa).
Proof of Theorem 3.5. Note that from Claim E.3, ψˆah(y) = ψ
a
h(y) = 0 if y /∈ Yh,RK . Hence√
nD(Qˆah, Q
a
h) can be expanded as
√
nD(Qˆah, Q
a
h) =
∫ √
n
∣∣∣ψˆah(y)− ψah(y)∣∣∣ dy
=
∫
Yh,RK
√
n
∣∣∣ψˆah(y)− ψah(y)∣∣∣ dy
=
∫
Yh,RK
√
n
∣∣∣Pnfˆah,y − Pfah,y∣∣∣ dy
=
∫
Yh,RK
∣∣∣√n(Pn − P)fah,y +√nPn(fˆah,y − fah,y)∣∣∣ dy.
= Φ(
√
n(Pn − P)) + rn,
where Φ : `∞(Fˆa)→ R is Φ(µ) =
∫
Yh,RK
|µfah,y|dy and
rn =
√
nD(Qˆaha , Q
a
ha)− Φ(
√
n(Pn − P))
≤
∫
Yh,RK
|√nPn(fˆah,y − fah,y)|dy
≤
∫
Yh,RK
|√nP(fˆah,y − fah,y)|dy +
∫
Yh,RK
|√n(Pn − P)(fˆah,y − fah,y)|dy.
Then Φ is continuous on `∞(Fa). Hence continuous mapping theorem (e.g., [16, Theorem 7.7])
applied to
√
n(Pn − P)→ G implies
Φ(
√
n(Pn − P))→ Φ(G) =
∫
Yh,RK
|Gfah,y|dy a.s. weakly in R.
Also, from (27) and s(n)r(n) = o(n−
1
2 ),∫
Yh,RK
|√nP(fˆay − fay )|dy ≤
∫
Yh,RK
√
n
∥∥∥∥ 1pˆia
∥∥∥∥
∞
‖µ̂a − µa‖2‖pia − pia‖2dy = oP(1),
And this implies
∫
Yh,RK
|√n(Pn − P)(fˆah,y − fah,y)|dy = oP(1) as well. And hence
rn = oP(1).
Hence from Slutsky Theorem (e.g. [16, Theorem 7.5]),
√
nD(Qˆaha , Q
a
ha)→
∫
|Gfay |dy a.s. weakly in R.
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E.7 Bootstrap validity of Theorem 4.1 for Single-source randomized study
For this case, θ = D(Q1h1 , Q
0
h0
) and θˆ = D(Q̂1h1 , Q̂
0
h0
). Then |θˆ − θ| ≤ D(Q̂1h1 , Q1h1) +
D(Q̂0h0 , Q
0
h0
), hence one of the sufficient condition for the confidence interval Cˆα to be valid
is
lim inf
n→∞ P
(
D(Q̂1h1 , Q
1
h1) +D(Q̂
0
h0
, Q0h0) ≤ cn
) ≥ 1− α.
And this is implied from
lim inf
n→∞ P
(√
nD(Q̂1h1 , Q
1
h1) ≤ zˆ0α/2
)
≥ 1− α
2
,
lim inf
n→∞ P
(√
nD(Q̂0h0 , Q
0
h0) ≤ zˆ1α/2
)
≥ 1− α
2
.
Hence it suffice to show that
√
nD(Q̂ah, Q
a
h) and
√
nD(Q̂ah
∗
, Q̂ah) converges to the same distribution
D.
For a ∈ {0, 1}, let pia = 1n
∑n
i=1 1a(Ai) =
na
n . For all y ∈ Rd, let fah,y : {0, 1} × R→ R be
fah,y(a
′, y′) =
1
hd
K
(‖y − y′‖2
h
)
1a(a
′),
and let Fa := {fah,y : y ∈ Yh,RK} ∪ {1a}.
Theorem E.4. Under the assumptions (A1), (A2’),
√
nD(Q̂ah, Q
a
h)→
1
pia
∫ ∣∣G(fah,y)− qah(y)G(1a)∣∣ dy weakly in R, (28)
√
nD((Q̂ah)
∗, Q̂ah)→
1
pia
∫ ∣∣G(fah,y)− qah(y)G(1a)∣∣ dy weakly in R, (29)
where G is a centered Gaussian process with Cov[G(f),G(g)] =
∫
fgdP− ∫ fdP ∫ gdP.
Proof. Note that (28) is from Theorem 3.2. Hence we are to left show (29), which is from Theorem
(C.1) and repetition of the proof of Theorem 3.2.
Combining Lemma E.3 and Theorem (C.1) implies that√
n(P∗n − Pn)→ G weakly in `∞(Fa).
Then as similar to proof of Theorem 3.2,
√
nD((Q̂ah)
∗, Q̂ah) can be expanded as
√
nD((Q̂ah)
∗, Q̂ah) =
∫ √
n |(qˆah)∗(y)− qˆah(y)| dy
=
∫
Yh,RK
√
n |qˆah(y)− qah(y)| dy
=
∫
Yh,RK
√
n
∣∣∣∣P∗nfah,yP∗n1a − Pnf
a
h,y
Pn1a
∣∣∣∣ dy
=
∫
Yh,RK
√
n
1
P∗n1a
∣∣∣∣(P∗n − Pn)fah,y − (P∗n − Pn)1aPnfah,y(Pn1a)
∣∣∣∣ dy
=
1
(pia)∗
∫ ∣∣√n(P∗n − Pn)fah,y − qˆaha(y)√n(P∗n − Pn)1a∣∣ dy
= Φ(
√
n(P∗n − Pn), (pia)∗, qˆaha),
where Φ : `∞(Fa) × [0, 1] × `∞(R) → R is Φ(µ, θ, q) = 1θ
∫ |µfay − q(y)µ1a|dy. Then Φ is
continuous on `∞(Fa)×(0, 1]×`∞(R). Note that from strong law of large numbers, (pia)∗ → pia > 0
a.s. and qˆah → qah a.s.. Hence continuous mapping theorem (e.g., [16, Theorem 7.7]) applied to√
n(Pn − P)→ G, pia → pia, and qˆah → qah implies
√
nD((Q̂ah)
∗, Q̂ah)→ Φ(G, pia, qah) =
1
pia
∫ ∣∣Gfah,y − qah(y)G1a∣∣ dy weakly in R.
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E.8 Bootstrap validity of Theorem 4.1 for Multi-source randomized study
For this case, θ = EP
[
D(Q1h1 , Q
0
h0
)
]
and θˆ = 1N
∑N
i=1D((Q̂
1
h1
)i, (Q̂0h0)i). Then∣∣θˆ − θ∣∣ ≤ ∣∣∣ 1
N
N∑
i=1
(
D((Q̂1h1)i, (Q̂
0
h0
)i)−D((Q1h1)i, (Q0h0)i)
) ∣∣∣
+
∣∣∣ 1
N
N∑
i=1
D((Q1h1)i, (Q
0
h0)i)− EP
[
D(Q1h1 , Q
0
h0)
] ∣∣∣
≤ 1
N
N∑
i=1
D((Q̂1h1)i, (Q
1
h1)i) +
1
N
N∑
i=1
D((Q̂0h0)i, (Q
0
h0)i)
+
∣∣∣ 1
N
N∑
i=1
D((Q1h1)i, (Q
0
h0)i)− EP
[
D(Q1h1 , Q
0
h0)
] ∣∣∣,
hence one of the sufficient condition for the confidence interval Cˆα to be valid is
lim inf
n→∞ P
(
1
N
N∑
i=1
D((Q̂1h1)i, (Q
1
h1)i) +
1
N
N∑
i=1
D((Q̂0h0)i, (Q
0
h0)i)
+
∣∣∣ 1
N
N∑
i=1
D((Q1h1)i, (Q
0
h0)i)− EP
[
D(Q1h1 , Q
0
h0)
] ∣∣∣ ≤ D¯1√
n
+
D¯0√
n
+
zˆα√
N
)
≥ 1− α.
And this is implied from
1
N
N∑
i=1
√
nD((Q̂aha)i, (Q
a
ha)i) and D¯
a converges to same limit,
lim inf
n→∞ P
(√
N
∣∣∣ 1
N
N∑
i=1
D((Q1h1)i, (Q
0
h0)i)− EP
[
D(Q1h1 , Q
0
h0)
] ∣∣∣ ≤ zˆα) ≥ 1− α.
And for the second one, it suffice to show that
√
N
(
1
N
∑N
i=1D((Q
1
h1
)i, (Q
0
h0
)i)− EP
[
D(Q1h1 , Q
0
h0
)
])
and
√
N
(
1
N
∑N
i=1D((Q
1
h1
)∗i , (Q
0
h0
)∗i )− 1N
∑N
i=1D((Q
1
h1
)i, (Q
0
h0
)i)
)
converges to same distri-
bution D, and then plugging in (Q̂aha)i in place of (Q
a
ha
)i when computing zˆα.
Theorem E.5. Under the assumptions (A1), (A2’),
1
N
N∑
i=1
√
nD((Q̂1h1)i, (Q
1
h1)i)→ EP
[
1
pia
∫ ∣∣G(fah,y)− qah(y)G(1a)∣∣ dy] a.s., (30)
D¯a → EP
[
1
pia
∫ ∣∣G(fah,y)− qah(y)G(1a)∣∣ dy] a.s.. (31)
Proof. For (30), from Theorem E.4 and stong law of large numbers,
1
N
N∑
i=1
√
nD((Q̂1h1)i, (Q
1
h1)i)→ EP
[
1
pia
∫ ∣∣G(fah,y)− qah(y)G(1a)∣∣ dy] a.s..
For (31), note that D¯a = 1N
∑N
i=1
√
nD((Q̂aha)
∗
i , (Q̂
a
ha
)i). Then from Theorem E.4 and stong law
of large numbers,
D¯a → EP
[
1
pia
∫ ∣∣G(fah,y)− qah(y)G(1a)∣∣ dy] a.s..
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Theorem E.6. Under the assumptions (A1), (A2’),
√
N
(
1
N
N∑
i=1
D((Q1h1)i, (Q
0
h0)i)− EP
[
D(Q1h1 , Q
0
h0)
])→ N (0, V arP [D(Q1h1 , Q0h0)])
(32)
√
N
(
1
N
N∑
i=1
D((Q1h1)
∗
i , (Q
0
h0)
∗
i )−
1
N
N∑
i=1
D((Q1h1)i, (Q
0
h0)i)
)
→ N (0, V arP [D(Q1h1 , Q0h0)]) a.s.
(33)
Proof. For (32), note that 1N
∑N
i=1D((Q
1
h1
)i, (Q
0
h0
)i)−EP
[
D(Q1h1 , Q
0
h0
)
]
= (PN −P)Φ, where
Φ(P) = D(Q1h1 , Q
0
h0
). Hence from Central Limit Theorem,
√
N
(
1
N
N∑
i=1
D((Q1h1)i, (Q
0
h0)i)− EP
[
D(Q1h1 , Q
0
h0)
])→ N (0, V arP [D(Q1h1 , Q0h0)]) .
For (33) note that 1N
∑N
i=1D((Q
1
h1
)∗i , (Q
0
h0
)∗i ) − 1N
∑N
i=1D((Q
1
h1
)i, (Q
0
h0
)i) = (P∗N − PN )Φ.
Hence from (32) and Theorem (C.1),
√
N
(
1
N
N∑
i=1
D((Q1h1)
∗
i , (Q
0
h0)
∗
i )−
1
N
N∑
i=1
D((Q1h1)i, (Q
0
h0)i)
)
→ N (0, V arP [D(Q1h1 , Q0h0)]) a.s.
E.9 Bootstrap validity of Theorem 4.1 for Observational study
For this case, θ = D(Q1h, Q
0
h) and θˆ = D(Q̂
1
h, Q̂
0
h). Then |θˆ − θ| ≤ D(Q̂1h, Q1h) + D(Q̂0h, Q0h),
hence one of the sufficient condition for the confidence interval Cˆα to be valid is
lim inf
n→∞ P
(
D(Q̂1h, Q
1
h) +D(Q̂
0
h, Q
0
h) ≤ cn
) ≥ 1− α.
And this is implied from
lim inf
n→∞ P
(√
nD(Q̂1h, Q
1
h) ≤ zˆ0α/2
)
≥ 1− α
2
,
lim inf
n→∞ P
(√
nD(Q̂0h, Q
0
h) ≤ zˆ1α/2
)
≥ 1− α
2
.
Hence it suffice to show that
√
nD(Q̂ah, Q
a
h) and
√
nD(Q̂ah
∗
, Q̂ah) converges to the same distribution
D.
For all y ∈ Rd, let Th,y : Rd → R be Th,y(y′) = 1hdK
(
‖y−y′‖2
h
)
, and let fˆah,y : Rk×{0, 1}×Rd →
R, fah,y : Rk × {0, 1} × Rd → R be
fˆah,y(x
′, a′, y′) =
1a(a
′)
pˆia(x′)
(Th,y(y
′)− µˆa′(x′)) + µˆa(x′),
fah,y(x
′, a′, y′) =
1a(a
′)
p¯ia(x′)
(Th,y(y
′)− µ¯a′(x′)) + µ¯a(x′),
and let Fˆa = {fˆah,y, fah,y : y ∈ R}.
Theorem E.7. Under the assumptions (A1), (A2’), (B1’), (B2’), (B3),
√
nD(Qˆaha , Q
a
ha)→
∫
|Gfay |dy weakly in R, (34)
√
nD((Q̂ah)
∗, Q̂ah)→
∫
|Gfay |dy weakly in R, (35)
where G is a centered Gaussian process with Cov[G(f),G(g)] =
∫
fgdP− ∫ fdP ∫ gdP.
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Proof. Note that (34) is from Theorem 3.5. Hence we are to left show (35), which is from Theorem
(C.1) and repetition of the proof of Theorem 3.5.
Combining Lemma E.3 and Theorem (C.1) implies that
√
n(P∗n − Pn)→ G weakly in `∞(Fˆa).
Then as similar to proof of Theorem 3.5,
√
nD((Q̂ah)
∗, Q̂ah) can be expanded as
√
nD((Q̂ah)
∗, Q̂ah) =
∫ √
n
∣∣∣(ψˆah)∗(y)− ψˆah(y)∣∣∣ dy
=
∫
Yh,RK
√
n
∣∣∣(ψˆah)∗(y)− ψˆah(y)∣∣∣ dy
=
∫
Yh,RK
√
n
∣∣∣(P∗n − Pn)fˆah,y∣∣∣ dy
= Φ(
√
n(P∗n − Pn)) + rn,
where Φ : `∞(Fˆa)→ R is Φ(µ) =
∫ |µfah,y|dy and
rn =
√
nD(Qˆaha , Q
a
ha)− Φ(
√
n(Pn − P))
≤
∫
Yh,RK
|√n(P∗n − Pn)(fˆah,y − fah,y)|dy.
Then Φ is continuous on `∞(Fa). Hence continuous mapping theorem (e.g., [16, Theorem 7.7])
applied to
√
n(P∗n − Pn)→ G implies
Φ(
√
n(P∗n − Pn))→ Φ(G) =
∫
Yh,RK
|Gfah,y|dy a.s. weakly in R.
Also, from (27) and s(n)r(n) = o(n−
1
2 ),∫
Yh,RK
|√nP(fˆay − fay )|dy ≤
∫
Yh,RK
√
n
∥∥∥∥ 1pˆia
∥∥∥∥
∞
‖µ̂a − µa‖2‖pia − pia‖2dy = oP(1),
and this implies
∫
Yh,RK
|√n(P∗n − Pn)(fˆah,y − fah,y)|dy = oP(1) as well. And hence
rn = oP(1).
Then Φ is continuous on `∞(Fa). Hence continuous mapping theorem (e.g., [16, Theorem 7.7])
applied to
√
n(P∗n − Pn)→ G a.s. implies
√
nD(Qˆaha)
∗, Qˆaha)→
∫
|Gfˆay |dy a.s. weakly in R.
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