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Resumen
En la actualidad, la mayor parte de las misio-
nes de intervención llevadas a cabo en ambien-
tes submarinos, son realizadas por robots teleope-
rados conocidos como Remote Operated Vehicles
(ROV). Sin embargo, debido a sus elevados cos-
tes económicos y loǵısticos, recientemente se están
empezando a usar un nuevo sistema autónomo
conocido como Intervention Autonomous Under-
water Vehicles (I-AUV). No obstante, estos siste-
mas omiten al usuario dentro del bucle de control,
que unido a ciertas restricciones operacionales, li-
mitan su uso en algunas intervenciones. Con el
fin de combinar las ventajas y minimizar los pro-
blemas de ambos sistemas, existe una nueva pro-
puesta basada en un enfoque h́ıbrido, en la que
el robot puede permitir el cambio de modo de uso
(i.e. autónomo-teleoperado). No obstante, los pro-
blemas de este nuevo enfoque se hallan en la ar-
quitectura de control y la interacción hombre-robot
(HRI).
Palabras clave: robótica submarina, tele-
operación, ROV, AUV, HROV, interfaz de
usuario, arquitectura de control, control
h́ıbrido ROV
1. INTRODUCCIÓN
Existen múltiples aplicaciones en las que un ro-
bot teleoperado es muy útil para la ejecución de
tareas, pero esta utilidad es aún más importante
cuando se trata de un entorno hostil para los seres
humanos. Podemos encontrar ejemplos de entor-
nos hostiles en los programas espaciales (e.g. ex-
ploración de otros planetas o en el trabajo en los
satélites), militar / defensa (e.g. el control de un
veh́ıculo no tripulado, ya sea aéreo o terrestre), en
problemas de seguridad (e.g. robots para la desac-
tivación de bombas o robots de telepresencia [1]),
en operaciones bajo el agua (e.g. topograf́ıa del
fondo marino, batimetŕıas o la inspección de una
presa) o en el campo médico (e.g. teleciruǵıa). Por
otro lado, los robots totalmente autónomos se en-
cuentran todav́ıa en sus primeras fases de desa-
rrollo [2], principalmente debido a las dificultades
para adaptarse, en tiempo real, a los cambios que
se producen en su entorno.
En la actualidad, la mayoŕıa de las actividades en
entornos submarinos se llevan a cabo con robots
teleoperados, dadas las ventajas sobre los robots
autónomos, como la posibilidad de alcanzar ma-
yores profundidades o su mayor versatilidad a la
hora de realizar una intervención (e.g. manipular
un objeto). No obstante, la principal ventaja de
los robots autónomos frente a los teleoperados es
la descarga de estrés [3] por parte del usuario du-
rante la teleoperación [4]. Aśı, la innovación más
reciente en robots submarinos son los llamados
ROV-h́ıbrido (HROV), ya que pueden funcionar
tanto en modo autónomo como teleoperado, au-
nando las principales ventajes de ambos modos de
control. No obstante, una de las principales limi-
taciones de este tipo de robots, es la arquitectura
en la que se basan, ya que no suelen permitir un
cambio de modo sencillo.
Las ventajas de usar un HROV son diversas:
La capacidad del robot para hacer partes de la
misión de manera autónoma reduce la fatiga
cognitiva y el estrés del usuario, aśı como los
fallos humanos [5].
Las operaciones complejas que son dif́ıciles de
realizar de forma autónoma por el robot, pue-
den ser ejecutadas por el usuario de forma
teleoperada
El usuario puede supervisar el funcionamien-
to autónomo del robot, tomando el control del
mismo en cualquier momento para prevenir y
evitar cualquier problema.
No obstante, los principales problemas a la hora
de aplicar dicho enfoque h́ıbrido se concentran en
el HRI y en la arquitectura de control.
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Este art́ıculo presenta un nuevo enfoque para con-
trolar un HROV. Este enfoque incluye una arqui-
tectura centrada en la reducción de la responsabi-
lidad del usuario durante la misión, garantizando
que el robot alcance con éxito el objetivo de la
misión, y mejorando la transición entre los modos
de trabajo autónomo y teleoperado.
El resto de este art́ıculo se organiza de la siguiente
manera: La sección 2 describe los detalles de im-
plementación de la arquitectura propuesta. En la
sección 3 se presenta la interfaz inmersiva que fa-
cilita el HRI. Por último se muestra el trabajo en
curso y se ofrecen algunas conclusiones del trabajo
expuesto.
2. DESCRIPCIÓN DE LA
ARQUITECTURA
Tal y como se ha mencionado anteriormente, una
de las ventajas del uso de un HROV es la posibili-
dad de operar de forma autónoma o teleoperada.
A fin de mejorar la experiencia de usuario y am-
pliar las funcionalidades del HROV, es interesante
que el usuario pueda controlar el robot una vez
se ha iniciado la misión. Aśı, tras especificar qué
debe realizar el robot, el usuario supervisa la mi-
sión hasta que decide tomar el control del robot.
De este modo, cuando el robot opera de forma
autónoma, se mantienen las ventajas de tener al
usuario dentro del bucle de control (e.g. interpre-
tar información compleja proveniente de diferentes
fuentes), mientras que a la vez se reduce la fati-
ga cognitiva t́ıpica de un piloto de ROV, que es
uno de los problemas más importantes a la hora
de teleoperar.
Este nuevo método de control supone nuevos re-
tos desde el punto de vista del HRI, pues se vuel-
ve imprescindible una arquitectura y mecanismos
de control entre las diferentes partes de la arqui-
tectura. Usando este enfoque, se distinguen tres
posibles situaciones:
Mejor caso: el robot completa la misión satis-
factoriamente sin la intervención del usuario.
Caso intermedio: el robot realiza la misión,
pero el usuario detecta un problema o decide
modificar la misión.
Peor caso: el robot no puede completar la mi-
sión satisfactoriamente, cancela la misión y
es el usuario quien debe finalizar la misma de
forma totalmente teleoperada.
En las dos últimas opciones, el usuario debe tener
la posibilidad de comunicarse con el robot y po-
der teleoperarlo. La diferencia entre ambos casos
es que en el caso intermedio, el usuario devuelve
el control al robot una vez finaliza su interven-
ción (e.g. evitar un obstáculo o modificar la ruta),
mientras que en el último caso, el robot aborta
la misión y es el usuario quien debe finalizar la
misión.
A fin de lograr este tipo de control compartido
(autónomo - teleoperado) y que el usuario pue-
da cambiar sobre la marcha el nivel de la auto-
nomı́a del robot, es necesario un nuevo enfoque
y arquitectura que lo soporte. En esta sección, se
detalla una propuesta de arquitectura (ver Fig. 1)
que permite dicho control de la autonomı́a del ro-
bot, moviendo la responsabilidad de la tarea del
robot al usuario (o viceversa) dependiendo de la
situación, o en el caso de que el usuario solicite
expĺıcitamente el control del robot.
Figura 1: Estructura de la nueva arquitectura pro-
puesta.
Debido a las dificultades para poner a prueba el
sistema en entornos reales, la Universitat Jaume
I (UJI) comenzó a desarrollar en 2011 una nue-
va herramienta de software de código abierto pa-
ra la planificación, visualización y simulación de
misiones robóticas submarinas: UWSim [6]. Este
simulador fue creado en el proyecto financiado por
la comisión europea [7], además ha sido utilizado
en otros proyectos europeos como [8] o [9]. A fin
de mejorar la integración del simulador y el robot
en la misma arquitectura, es casi imprescindible
el uso de un middleware que facilite dicha integra-
ción. Debido a la experiencia previa en nuestro la-
boratorio (IRSLab, UJI), su estabilidad, y su am-
plia aceptación en la comunidad de investigadores,
se seleccionó el middleware Robot Operative Sys-
tem (ROS) [10]. El uso de ROS no sólo facilita la
integración de los diferentes componentes y robot,
sino que también proporciona una abstracción de
la capa de comunicación. Una ventaja de esta abs-
tracción es que UWSim se puede utilizar para la
visualización, en tiempo real, de todos los datos
del robot relacionados con la misión.
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2.1. UIAL
La capa de abstracción de usuario (User Inter-
face Abstraction Layer), ya fue presentada ante-
riormente en [11]. En la actualidad, este módulo
ha sufrido diversas modificaciones para ampliar su
funcionalidad, pero manteniendo la idea original:
El usuario puede controlar diversos dispositi-
vos de entrada, aunque no todos a la vez.
Permite el control del veh́ıculo con o sin
dinámica, principalmente para su uso junto
al simulador UWSim.
Controla y publica información relativa a
cuando el usuario requiere el control teleope-
rado del veh́ıculo o del brazo.
Recibe los datos de los sensores del robot, tan-
to reales como simulados.
2.2. AUV CONTROL
Esta parte del sistema es la encargada de contro-
lar el veh́ıculo de manera autónoma. Por tanto
recibe órdenes de HROV CONTROL, el cual de-
cide cuándo el veh́ıculo debe actuar de manera
autónoma. Recibe por tanto un objetivo en forma
de posición y trata de alcanzarlo de la forma más
eficiente posible monitorizando señales que indi-
quen que el usuario ha tomado el mando y debe
en consecuencia dejar el control del veh́ıculo.
La complejidad de éste módulo de la arquitectura
dependerá por tanto de la necesidad y/o objetivo
de la tarea a realizar. Ciertas misiones requieren
un control muy preciso como la arqueoloǵıa sub-
marina mientras que otras pueden necesitar un re-
sultado más reactivo como bioloǵıa submarina. En
este trabajo se presenta una implementación senci-
lla orientada a un objetivo general, no demasiado
exigente, como puede ser una reconstrucción del
terreno o inspeccionar un objeto de interés.
El sistema consta de dos controladores en cascada.
El primero obtiene una referencia de velocidad de-
pendiendo de la posición del veh́ıculo mientras que
el segundo intenta alcanzar esta velocidad man-
dando la fuerza a los motores teniendo en cuenta
la velocidad actual del veh́ıculo.
El controlador de posición ha sido implementado
como un P utilizando la posición estimada por la
odometŕıa del veh́ıculo y la posición objetivo. Hay
que tener en cuenta que la odometŕıa produce de-
riva y por tanto una medida absoluta es recomen-
dable en misiones largas donde la posición real del
veh́ıculo puede ser muy diferente a la obtenida por
odometŕıa.
El controlador de velocidad es similar, pero en lu-
gar de usar la estimación de odometŕıa utiliza un
sensor DVL. Además es necesario establecer la re-
lación entre la configuración de los motores y los
ejes de coordenadas del veh́ıculo, lo cual es depen-
diente del veh́ıculo en śı mismo. En este caso solo
se utilizan desplazamientos y giros únicamente res-
pecto al eje vertical, siendo suficiente para llegar
a cualquier posición y poder manipular distintos
objetos.
Además este control de velocidad permanece acti-
vo independientemente de si el usuario controla el
robot o no. De esta forma la persona que teleope-
ra el veh́ıculo no necesita conocer la configuración
exacta de motores, ya que ésta podŕıa cambiar
según las necesidades. Además, el usuario dirige
el veh́ıculo usando velocidades cartesianas, lo cual
facilita en gran medida el control del mismo.
2.3. HROV CONTROL
Uno de los puntos clave de la arquitectura pro-
puesta, es el control de la autonomı́a del robot y
el estado de la misión. Entendemos como control
de la autonomı́a del robot, el control del funciona-
miento en modo autónomo o teleoperado; mientras
que el control del estado de la misión es el control
de cada una de las fases en las que se encuentra la
misión. Para pasar de modo automático a teleope-
rado, el usuario debe pulsar el botón User Control
Request del joystick. Una vez pulsado, este contro-
lador se encargará de mandar la señal correspon-
diente para que se deshabilite el control autónomo
de los motores, hasta que el usuario vuelva a pre-
sionar dicho botón.
Cabe indicar que cada misión está dividida en
fases, como por ejemplo en una misión de tipo
Search & Recovery : reconocimiento, reconstruc-
ción de la escena, detección de objetos de interés,
identificación del objetivo, recuperación del obje-
tivo, subir a superficie y volver al punto de parti-
da. Gracias a esta división en fases, el controlador
supervisa la misión y sólo permite la interacción
del usuario al respecto de la fase en marcha. Por
ejemplo, durante la fase de reconocimiento, cual-
quier intervención del usuario se limita al control
de la navegación del veh́ıculo, imposibilitando el
control y operación del brazo. A medida que una
fase finaliza (satisfactoriamente o no), el algorit-
mo correspondiente env́ıa un comando de control
a este controlador. Una vez recibido, se procederá
a la ejecución de la siguiente fase.
Aśı pues, a fin de conseguir ambos objetivos, el
módulo HROV CONTROL se encarga de monito-
rizar el estado del robot y los procesos del resto
de módulos para conocer el estado de la misión:
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Del módulo UIAL obtiene la información re-
lativa a la interacción del usuario con los dis-
tintos dispositivos de entrada para el control
del veh́ıculo y del brazo, o cuando el usuario
requiere el control de la misión.
Del robot, real o simulado, obtiene la infor-
mación relativa a la odometŕıa y al resto de
sensores disponibles.
Al módulo THRUSTER CONTROL le env́ıa
la posición a la que el robot debe llegar.
Al módulo HROV ARM CONTROL le env́ıa
el comando para activar el control del brazo.
Dado que este módulo podŕıa considerarse como el
centro neurálgico de información, una de las fun-
ciones más importantes es la de velar por la seguri-
dad del robot (Robot Safety Measures, RSM). Tal
y como se ha mencionado anteriormente, los pilo-
tos de ROV sufren de la denominada fatiga cog-
nitiva debido, principalmente, al estrés de prestar
atención a múltiples entradas de información. A
fin de mitigar este problema, las RSM se encar-
gan de evitar que el robot pueda dañarse como
consecuencia de un fallo de control humano o bien
porque se puede comprometer la seguridad del ro-
bot (e.g. llegando a la profundidad máxima). Aśı,
evitará que el robot pueda descender más allá de
un ĺımite preestablecido, aún cuando el usuario lo
intente, evitará que el brazo se active mientras el
robot esté navegando, o pueda navegar hacia un
obstáculo previamente detectado. Otro ejemplo de
su utilidad es en el caso de pérdida de comunica-
ción con el usuario, ya que el robot emergerá a
superficie para que pueda ser rescatado.
Resumiendo, las funciones más relevantes de este
módulo son:
Recibir la información de los sensores del ro-
bot real o simulado.
Controlar las diferentes fases de cada tipo de
misión.
Controlar cuándo debe activarse el controla-
dor del brazo o del veh́ıculo.
Establecer cuando el robot debe funcionar
en modo automático (AUV) o teleoperado
(ROV).
Implementar funciones espećıficas para ga-
rantizar la seguridad del robot.
2.4. HROV ARM CONTROL
Tal y como se ha explicado anteriormente, el usua-
rio puede controlar tanto el brazo como el veh́ıcu-
lo. En primer lugar, el usuario debe pulsar el botón
User Control Request del joystick, y posteriormen-
te el botón Arm Control Request.
Para ello, el usuario mueve el joystick indicando
cuál es la posición deseada del efector final, en este
caso la pinza robótica. Estos movimientos son re-
cogidos por la capa de abstracción (UIAL), que se
encargará de filtrarlos. Con el resultado de dichos
movimientos, se genera un vector con las posicio-
nes x, y, z, roll, pitch, yaw. Usando la cinemática
inversa de libreŕıa de KDL [12] para el modelo del
brazo, obtenemos los valores finales de cada ar-
ticulación para obtener dicha posición del efector
final.
Si el módulo HROV CONTROL env́ıa una señal
de alarma de profundidad máxima/distancia al
suelo mı́nima a través de RSM, este controlador
bloqueará el uso del brazo en modo manual. Es-
te bloqueo evitará que el usuario daña de forma
accidental el brazo.
3. INTERFAZ INMERSIVA
Una vez presentada la arquitectura, el siguiente
aspecto clave dentro de la arquitectura propuesta
es la interfaz de usuario. Siguiendo con la propues-
ta presentada en [13], la evolución que se presenta
aqúı hace hincapié en la experiencia de usuario,
sensación de inmersión, comunicación visual gráfi-
ca (usando iconos) y la reducción de la cantidad
de información a mostrar a lo estrictamente nece-
sario (e.g. durante la navegación, no se muestran
datos relativos al brazo).
La sensación de inmersión se consigue gracias a
las gafas de realidad virtual Oculus Rift. Los be-
neficios de usar un Head-Mounted Display (HMD)
como este son: abstracción del entorno para evitar
distracciones, sensación de realismo, inmunidad a
la luz solar (en comparación a usar una pantalla
al aire libre)... Del mismo modo, algunos de estos
beneficios suponen, en cierta medida, una desven-
taja: la pérdida de referencias espaciales del en-
torno. Dicho de otro modo, una vez se está usan-
do el HMD es complicado poder usar dispositivos
de entrada como ratón-teclado o Leap Motion, ya
que se pierde la referencia de su ubicación.
La interfaz de usuario que presentamos funciona
como una nueva capa visual sobre el simulador
UWSim y se compone de dos partes: el menú de
usuario y un Virtual Cockpit (VC).
Dado que el módulo UIAL es capaz de contro-
lar diversos dispositivos de entrada, podemos usar
uno de dichos dispositivos (en nuestro caso un Spa-
ceNavigator) para mostrar u ocultar el menú y
para la selección de la opción deseada del menú.
En la Fig. 2 podemos observar un ejemplo del
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Figura 2: Ejemplo del menú de usuario dentro de
una escena del UWSim.
menú principal que se muestra tras la activación
del menú por parte del usuario. Las ventajas de
usar este enfoque son múltiples, como por ejemplo
que el menú es compatible con UWSim, teniendo
acceso a todas las funciones del mismo; o que el
usuario no necesita quitarse el HMD, pues el uso
de un menú contextual es dif́ıcil de visualizar en
3D. Las opciones de este menú hacen referencia
a instrucciones de alto nivel (e.g. Survey specifi-
cation, Panel intervention, Object recovery). Una
vez el usuario ha seleccionado la opción deseada,
aparecerá un nuevo menú con las opciones dispo-
nibles para dicha selección.
Respecto al VC, la idea principal es reducir la can-
tidad de información visual a la que el usuario de-
be prestar atención. Aśı, nuestro enfoque inmer-
sivo usa una visión egocéntrica natural, en contra
de las interfaces de teleoperación tradicionales que
utilizan el control manual de la cámara y la visua-
lización de información relacionada con la misión
a través de un conjunto de monitores. Para ello,
el VC está compuesto por:
Una mesa y joystick virtual, consiguiendo el
efecto de visión egocéntrica natural. Además,
el movimiento del joystick virtual, que es in-
dependiente del dispositivo de control, añade
realimentación visual respecto al movimiento
del veh́ıculo.
Una señal para el control del usuario, que se
activa cuando el HROV CONTROL solicita
la intervención del usuario o bien cuando el
propio usuario solicita el control del robot.
Una señal de alarma, que se activa en el mo-
mento que hay una alarma procedente de
RSM solicitando la interacción del usuario.
3.1. Interactive markers
Además para esta interfaz se han adaptado los in-
teractive markers de ROS para trabajar en el mo-
tor gráfico de UWSim: OpenSceneGraph (OSG)
[14]. Los interactive markers permiten al usuario
crear e interactuar con marcadores como cajas, fle-
chas, puntos, objetos... etc. de una manera sencilla
utilizando las interfaces de ROS. De esta forma el
programa cliente de los marcadores, en este caso
el simulador, se abstrae del servidor, la interfaz,
que es la que toma el control de ellos.
Esto ofrece una gran versatilidad para el desarrollo
de nuevas aplicaciones sobre el simulador ya que
únicamente mandando información de alto nivel
como puede ser: crea una esfera aqúı o mueve el
objeto 3 metros, puede controlar la información
que finalmente se muestra. En el caso de la inter-
faz inmersiva es aún más interesante ya que permi-
te mostrar información sobre el mismo simulador
integrando todo en una única vista.
Para ello ha sido necesario crear un paquete de
ROS, disponible para la comunidad, que traduce
los mensajes al motor gráfico creando y modifican-
do las diferentes geometŕıas disponibles o incluso
cargando modelos 3D. Además ha sido necesario
adaptar el simulador UWSim con nuevos servicios
ROS que utilizan el paquete anteriormente men-
cionado para crear los modelos en la escena del
simulador. Como ejemplo se muestra la figura 3
y el video disponible en goo.gl/ok6r7s donde un
veh́ıculo sigue la posición de un marcador gúıado
por el ratón.
Figura 3: Capturas del control de la posición de
un veh́ıculo utilizando un interactive marker con-
trolado por el ratón.
En el caso de la interfaz inmersiva existen gran
cantidad de posibilidades de aplicación. En pri-
mer lugar puede añadirse un segundo brazo robóti-
co para planear el movimiento del brazo real, y
moverlo mediante cualquier dispositivo disponible
(e.g. LeapMotion) hasta la posición deseada antes
de ejecutar la acción. También puede hacerse algo
similar para los movimientos del robot, permitien-
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do ver el destino final y la trayectoria a seguir.
4. CONCLUSIONES
En este trabajo se ha presentado una propuesta
para el control de un HROV, compuesta por una
arquitectura y una interfaz de usuario. Gracias al
uso de la arquitectura propuesta, el usuario podrá
especificar la misión a realizar por el robot y que-
dará como supervisor del mismo hasta que decida
tomar el control (e.g. en caso de detectar un fallo)
o hasta que finalice la misión. De este modo, se
consiguen mantener las ventajas de tener al usua-
rio dentro del bucle de control, mientras que a la
vez se reduce la fatiga cognitiva t́ıpica de un piloto
de ROV. Por otra parte, la interfaz de usuario se
centra en la reducción de la cantidad de informa-
ción dada al usuario, haciéndolo de manera más
visual e intuitiva. Gracias al uso de un HMD, el
usuario obtiene una sensación de inmersión dentro
de la escena, consiguiendo reducir la fatiga cogni-
tiva.
Actualmente, este trabajo tiene su continuación en
la integración de nuevos dispositivos que mejoren
la interacción hombre-robot. En concreto, se está
trabajando en un algoritmo que permita al usuario
interactuar con un objeto representado a través de
una nube de puntos. Dicho algoritmo permitirá
modificar el punto de vista del mismo e indicar
cuál y cómo debe ser el mejor punto de agarre
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