Program Slice Metrics and Their Potential Role in DSL Design by Counsell, S. et al.
Program Slice Metrics and Their Potential Role in DSL
Design
Steve Counsell1, Tracy Hall1, David Bowes2, Sue Black3,
1 Dept. Information Systems and Computing,
Brunel University, Uxbridge,
2Dept. of Computing,
University of Hertfordshire, Hatfield, UK,
3Dept. of Computer Science,
University of Westminster, Harrow, UK,
{Steve.Counsell, Tracy. Hall}@brunel.ac.uk,
d.h.bowes@herts.ac.uk, sblack@gmail.com.
Abstract. The advantages a DSL and the benefits its use potentially brings
imply that informed decisions on the design of a domain specific language are
of paramount importance for its use. We believe that the foundations of such
decisions should be informed by analysis of data empirically collected from
systems to highlight salient features that should then form the basis of a DSL.
To support this theory, we describe an empirical study of a large OSS called
Barcode, written in C, and from which we collected two well-known ‘slice’
based metrics. We analyzed multiple versions of the system and sliced its
functions in three separate ways (i.e., input, output and global variables). The
purpose of the study was to try and identify sensitivities and traits in those
metrics that might inform features of a potential slice-based DSL. Results
indicated that cohesion was adversely affected through the use of global
variables and that appreciation of the role of function inputs and outputs can be
revealed through slicing. The study presented is motivated primarily by the
problems with current tools and interfaces experienced directly by the authors
in extracting slicing data and the need to promote the benefits that analysis of
slice data and slicing in general can offer.
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1 Introduction
A wide range of DSLs exist and, as a community, the number and application of
DSLs is likely to grow in popularity in the coming years [2, 14, 15, 18, 20, 21]. One
question that arises however during development of any DSL is which syntactical
features it should comprise for maximum expressive power and effectiveness. We
would want the design of any DSL to be informed by empirical data specific to that
domain using tried and trusted software metrics. Program slicing is an area that has
received a great deal of attention in the past few years and has been applied
successfully in a number of program analysis contexts. While tools for extracting
slice-based data exist, these do not give the user much freedom in interpreting the
output, especially when a function can be sliced in multiple ways. Moreover, there are
a wide range of problems associated with extracting and most importantly interpreting
data extracted from slice-based tools. The data extracted in the study presented is a
case in point. In this paper, we therefore provide justification for a dedicated slice-
based DSL through data extracted from a large C system. Two well-known slice
based metrics were extracted from multiple versions of the same system. We sliced on
input, output and global variables. Results show promise in being able to highlight the
features of program functions that are relevant to any analysis involving program
slicing, in particular the different emphases of the three types of variable.
The paper is organized as follows. In the next section we present motivation and
related work. In Section 3, we present preliminary descriptions including definition of
the two metrics used in the paper. In Section 4, we present analysis of each of the
three categories through the two metrics. We then present conclusions and point to
future work in Section 5.
2 Motivation and Related Work
The motivation for the work described in this paper stems from several sources. First,
vast amounts of slicing analysis has been undertaken in the past, but the languages
used for extracting and interpreting slicing data have been notoriously difficult to use
and interpret. The authors themselves suffered from a number of logistical problems
of extracting slicing data from the presented Barcode system. Second, in the light of
the value of program slicing as a software engineering concept, a reflective DSL for
analyzing code is long overdue. This paper motivates the need for such a DSL by
showing the traits of functions that slice-based metrics can reveal and the
opportunities for re-engineering and refactoring that emerge as a result. Finally, the
process of arriving at the data presented in this paper represented a long chain in both
developer time and effort from first, using and tailoring CodeSurfer [11], second,
definition and extraction of the metrics and, finally, extraction into Excel and
subsequent sorting, interpretation and analysis. We feel significant benefits can be
accrued through a single, one-stop, slice-based DSL. The purpose of this paper is to
demonstrate the viability and visibility of such a DSL.
In terms of slicing literature, the paper from which the slicing metrics we present and
which is considered the seminal slicing text is that of Weiser [27]. The techniques of
program slicing have been adopted and used by many disciplines and in a multitude
of contexts [4, 5, 6, 7, 19, 23, 24, 27]. Ott and Thuss explored some of Weiser’s
original metrics [25] and also introduced several of their own. These metrics were
then analyzed from an empirical viewpoint. Bieman and Ott [3] used program slicing
in the context of ‘glue’ that held those tokens together. Meyers and Binkley [22]
undertook a large-scale empirical study of five slice-based metrics (largely those of
Ott and Thuss) and provide baseline values for those metrics on a longitudinal basis;
lowly-rated modules according to those baselines would be candidates for re-
engineering. The research also showed that the same set of metrics could be used to
analyze the decay of systems. In this paper, we try to demonstrate the value of
program slicing for illuminating function features that we can abstract to a DSL.
As a concept, cohesion was introduced as early as 1979 when Yourdon and
Constantine introduced their seven point ordinal scale for component cohesion [29].
Stevens et al. looked at inter-module metrics earlier [26]. In terms of the OO
paradigm, the best known and most researched cohesion metric is the Lack of
Cohesion of Methods (LCOM) proposed by C&K [10]. LCOM measures the
relationship of methods and variables of a class by counting the number of method
pairs accessing different variables minus the number of method pairs accessing the
same variables. A high LCOM for a class is undesirable and indicates high
complexity in that class. The research in this paper builds upon work comparing
cohesion metrics and properties of metrics in general [8, 12, 13, 16] where a
comparative study of OO cohesion metrics highlighted the strengths and weaknesses
of each; various other studies of cohesion have also been undertaken [1, 9, 12].
3. Preliminaries
3.1 Metrics Definitions
The two metrics which we explore in this paper were originally proposed by Weiser
[27], namely ‘Tightness’ and ‘Overlap’ and we use exactly the same definitions of
those metrics. Before formally defining the two metrics, we first describe the formal
underpinnings of a slice’s components proposed by Ott and Thuss [24] and which we
also adopt in this paper.
We denote a set of variables used by a function F as VF and V{IP, OP, GL} as the subset
of VF representing either input (IP), output/return (OP) or global variables (GL); the
choice of which of the three variables to slice on is drawn from the set of three
elements of V. F represents a program ‘function’, defined as a unit of code under
consideration. We further note that in the OO paradigm, this would equate to a class,
the level at which OO cohesion metrics have tended to be applied in past studies [1,
10, 12]. We denote a slice SLi as that obtained for vi V{IP, OP, GL} and SLint as the
intersection of SLi over all vi  V{IP, OP, GL}. We use the same example function from
[22] for consistency. This function is shown in Appendix A, the purpose of which is
to determine the smallest and largest of an array of integers. The slice of each output
variable and intersection are shown, in this case for two output (smallest and largest)
as output variables in ‘printf’ statements:
Tightness(F) =
)(
|| int
Flength
SL (Tightness measures the number of statements that occur
in every slice.)
Overlap(F) =
|Vo|
1 

|Vo|
1i |SLi|
|| intSL (Overlap measures ‘how many statements
in a slice are found only in that slice [22]’.)
From the definitions of Tightness and Overlap, we obtain the following values for the
function in Appendix A:
Tightness =
19
11 = 0.58 and Overlap =
2
1 (
14
11 +
16
11 ) = 0.74
The relatively high value of Overlap is due to high value of SLint relative to the size
of the two slices for ‘smallest’ and ‘largest’. The value of Tightness reflects the fact
that SLint accounts for just over half the function length.
4 Data Analysis
4.1 Data Collection
Table 1 gives a description of the three categories used to slice as part of our analysis.
We sliced in three different ways and produced the values of the two metrics for each
function as a result.
Table 1. Categories of variable
Categories Description
Formal ins (IP) Input parameters for the function
Formal outs (OP) The set of return variables
Global variables (GL) The set of variables which are used by the module
We investigate two key research questions as part of our study. First, we hypothesize
that any slices using GL will show significantly lower values of the two slice-based
metrics than those for IP or OP; the values of the two slice-based metrics will reflect
that difference. This theory is based on the belief that global variables are generally
accepted as ‘bad’ programming practice whose use should be avoided and that
program ‘cohesion’ is impaired by their use. Second, and most importantly can
information gleaned from the values of the two metrics and their interpretation inform
an understanding of the requirements for a slicing-based (DS) language?
4.2 Slicing Analysis
4.2.1 Input (IP) variables
Figure 1 gives the profile for the two metrics when considering slices based on IP
variables only. The mean value of the Tightness metric from the data in this figure is
0.73 and the median Tightness value is 0.92; the corresponding values for Overlap are
0.84, with median 1. Clearly, from a cohesion perspective, IP variables contribute
significantly and positively to function cohesiveness as defined by the two metrics. A
high value of Tightness implies that there is a relatively high intersection set SLint
(and tightly bound inter-dependence between input variables). Also noticeable from
Figure 1 are a number of low and zero values for both Tightness and Overlap. These
are primarily from main functions (which do not have input values) and from
functions whose functionality is not usually thought of input-oriented; these tend to be
functions such as ‘print’ which generally require no input values and have a low
reliance on manipulation of data. Inspection of the data revealed that these metric
values were found for functions such as ‘Barcode_ps_print’ and ‘main’.
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Fig. 1 Tightness and Overlap values (IP)
4.2.2 Output (OP) variables
Figure 2 shows the values of the Tightness and Overlap metrics when just slicing on
OP variables is considered. The mean value of the Tightness metric for this set of
values is 0.36, with median 0.30. For the Overlap metrics, the corresponding mean is
1, with median 1. Two features of the data for OP variables are evident from Figure 2
and the summary statistics. First, the values of Tightness are far lower than for IP
variables (mean 0.36 for OP, compared with 0.73 for IP). The explanation for such a
characteristic of the data is that OP variables tend to be used in functions to produce a
single output/return value which is then returned by the function. In other words, OP
variables do not tend to be as inter-dependent and intrinsic to the algorithmic
operations of the function as IP variables are and this consequently affects the values
of the two metrics; the SLint is lower on average as a result.
The second feature of the data is the large set of values of 1 for the Overlap metric
(given by the horizontal line in Figure 2). Every value for Overlap in this set of slices
is 1. The reason for this high number can be explained as follows. With a relatively
small number of OP variables, small slice sizes, and low intersection of those slices,
the value of the Overlap will always approach (or be equal to) 1 by definition; the
Tightness metric values under the same set of conditions are significantly lower
because of the relationship between a low numerator (SLint) and relatively high
denominator (i.e., length).
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Fig. 2 Tightness and Overlap values (OP)
4.2.3 Global (GL) variables
Figure 3 shows the values of the Tightness and Overlap metrics when all Barcode
functions are sliced on GL variables only. The mean value of Tightness for the set of
values in Figure 1 is 0.33 and the median is 0.29. The corresponding values of mean
and median for Overlap are 0.77 and 0.75, respectively. These values are significantly
smaller than the corresponding values for IP and OP variables, suggesting that
cohesion (measured by Tightness and Overlap) is adversely affected by the use of GL.
The erratic range of values for both Tightness and Overlap is also a feature of Figure
3 (unlike Figures 1 and 2). In Figure 1, there appears to be a strong correlation
between the Tightness and Overlap values. Because of the constant ‘1’ values in the
data for OP variables, no correlation could be computed. The relatively low number
of ‘1’ values for the Overlap metric in Figure 3 and the lack of Tightness values in the
range 0.6-0.8 indicates the negative influence that GL has on the values of the two
metrics. The explanation for the erratic values in Figure 3 is that it reflects the
haphazard and inconsistent use of global variables in Barcode functions within the
respective modules. In other words, the danger of using such variables in any
language is in the lack of scope restriction and the problems that this presents for
maintenance when the declaration of a global variable is modified.
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Fig. 3 Tightness and Overlap values (GL)
Table 2 shows Pearson’s (parametric assuming a normal distribution), Kendall’s and
Spearman’s (non-parametric) coefficients for the three sets of data i.e., Tightness vs.
Overlap. All values are significant at the 1% level. The extent of the difference
between IP variables and GL variables is evident from the values in Table 2. The
correlations in Table 2 indicate that there are larger differences between the two
metrics when GL are considered (c.f. input variables).
Table 2. Correlation values
Variable/Coefficient Pearson’s Kendall’s Spearman’s
Input variables 0.93 0.72 0.82
Output variables n/c n/c n/c
Global variables 0.48 0.44 0.57
To reflect on the first of the two research question posed in Section 4.1, the over-
riding conclusion from this analysis is that, in line with software engineering practice,
global variables have a direct effect on the cohesion of a system when measured using
Tightness and Overlap and that slicing metrics can show features of functions and
modules that would not necessarily be revealed by application of static, ad hoc
metrics. We see the study as the first in a line of studies using slicing to abstract
features that could be incorporated into a slice-based DSL. Thus, in terms of the
second research question, we see significant promise in slicing as a means of teasing
out germane features of functions that could be incorporated into a slice-based DSL.
One aspect of such a language is that it could be used to identify functions worthy of
re-engineering and refactoring [17]; DSLs have been the target of particular interest
from the XP/Agile and refactoring communities [17, 18] and we see this as a main
thrust of future work.
5. Conclusions
In this paper, we have described an empirical analysis based on slice data. We
collected two slice-based metrics, Tightness and Overlap on multiple versions of the
Barcode system. The study was motivated by the difficulty we encountered as
researchers in extracting and then analysing slice-based data using a gamut of tools.
Our motivation was therefore two-fold; first to demonstrate that slice-based metrics
combined with tool use can be a very useful software engineering mechanism.
Secondly, to envisage a one-step DSL that would be of use to developers and project
managers for evaluating and interpreting traits in their software. In both cases, we feel
the research question was answered positively. There are a number of avenues for
future work. First, we want to investigate fault data from each of the functions and the
relationship between those faults and the slicing metrics. Thereafter, to integrate fault
analyses with program analyses such as that presented in this paper. Second, we
would like to design and implement the DSL based on program slicing to understand
how and where program slicing can be targeted. All the data used in this study can be
made available upon request from the authors.
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Appendix A: Function slices taken from [22]
Function SLsmallest SLlargest SLint
main()
{
int i;
int smallest;
int largest;
int A[10];
for (i=0; i <10; i++)
{
int num;
scanf(“%d”,
&num);
A[i] = num;
}
smallest = A[0];
largest=smallest;
i=1;
while (i <10)
{
if (smallest >
A[i])
smallest = A[i];
if (largest < A[i])
largest = A[i];
i = i +1;
}
printf(“%d \n”,
smallest);
printf(”%d \n”,
largest);
}
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Length =19 14 16 11
