The square-root fixed-interval discrete-time smoother has been used extensively in discrete recursive estimation since it was first developed by Rauch, Tung and Streibel [10] . Various people, for example Bierman [2], [3] , have recognized the inherent instability in employing this kind of smoother in its original form; they have investigated implementing the recursion more stably. Bierman's paper [3] is one such contribution. In this paper we plan to present a more comprehensive development of Bierman's approach, and to show that this algorithm can be implemented more stably as a square-root smoother. Throughout this paper the fixed-interval discrete-time smoother will be referred to as the RTS smoother. Numerical results are given for the usual form of the RTS smoother, Bierman's algorithm and our square-root formulation of his algorithm. These confirm that the square-root formulation is more desirable than Bierman's algorithm, which performs better than the usual implementation of the RTS smoother.
Introduction
Reports of computational experience with the RTS smoother suggest that on occasions numerical problems can occur. Bierman [3] identifies these problems as being caused by computations involving the differences of positive definite matrices which can cause loss of significance due to cancellation, and to a lesser extent by the inversion of covariance matrices which can be ill conditioned. In addition, these explicit inversions can be computationally expensive. He suggested an alternative formulation which avoided these problems. 58 Tania Prvan and M. R. Osborne [2] In this paper we plan to give a more comprehensive development of Bierman's embedded smoother approach and to show how the equations can be rearranged to exploit the inherent structure. It will be shown that his algorithm can be implemented in a numerically stable way as a square-root smoother. This is desirable because the positive definiteness of the smoothed covariances can be preserved. Numerical results are given for the usual form of the RTS smoother, Bierman's algorithm and our square-root formulation of his algorithm. These confirm the expected advantages.
An appropriate background reference for the filtering and smoothing algorithms to [1] . An accessible account of the Kalman filter is given in [6] .
Preliminaries
The following signal model is considered 
where v k , w' fc and xx are uncorrelated. [3] Square-root discrete-time smoother 59
The RTS smoother is 
The quantities Xn| n and S n \ n which initiate this backward recursion are obtained from the Kalman filter. It is in (2.7b) that the possibility of losing the property of positive definiteness for the smoothed covariance may arise because of the differencing of the positive definite matrices. Our algorithm exploits Bierman's equations for the RTS smoother by arranging it as a square-root smoother which ensures that the smoothed covariances remain positive definite. In some contexts it is desirable to maintain the positive definiteness of the smoothed covariances. Another distinct advantage of using a square-root implementation of the RTS smoother is that it is numerically stable for the covariance calculations. This was supported experimental by numerical results obtained from running the usual form of the RTS smoother, Bierman's formulation of the RTS smoother, and our square-root implementation of Bierman's formulation of the RTS smoother in both single and double precision to obtain estimates of the accuracy of the smoothed estimates and covariances for the three algorithms. The results are given in Section 5 for two examples.
Bierman's algorithm
In this section, a modified version of Bierman's approach to obtaining smoothed estimates and their respective covariances will be given.
As a preliminary the following signal model will be considered
which has no associated observation equation. The vectors x^ and b are of dimension p, and Wj is a scalar with zero mean and unit variance. In this special case the Kalman filter collapses to the following equations
The RTS smoother becomes
where
Rearranging (3.2c) as an expression for 5^ and substituting this into (3.3c), we have that Aj is given by the rank / matrix where Substituting this expression for Aj into (3.3a) and (3.3b), using (3.2c) and simplifying gives
and
From (3.2a) and (3.2b) the term x J + 1 | J + 1 is equivalent to xi|i. The formula for the smoothed covariance is a rank II matrix plus a correction term. This formulation is desirable because it lends itself to numerically stable implementation. The model (3.1), and recursion (3.2) and (3.4) are pivotal to Bierman's development of his algorithm.
To make use of (3.4), it is necessary to organise (2.1) into a series of steps, each of which has the form (3.1) with uncorrelated noise terms. Here this is done by rewriting the state equation (2.1) as where L 3 -is the Cholesky factor of the covariance fij which for the present is assumed to be positive definite. The quantity L~x is never evaluated. It is worthwhile noting here that any square-root factorization of the covariance fij available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000006032 [5] Square-root discrete-time smoother 61 will suffice to make Wj have identity covariance which is equivalent to the elements of wy being uncorrelated. We choose the Cholesky decomposition because it is readily calculated. 
which can be written recursively as
This gives a deterministic update (3.7a) and a noise process update (3.7b). The state equation (2.1) can now be replaced with (3.7a), (3.7b) and (3.7c). The recursion (3.7) considered as a state space formulation does not contain an observation equation.
To obtain the solution for one step prediction the special case Kalman Filter (3.2) is applied to (3.7) which gives
Note that X,j is being used to represent X^ and Sji to represent Sij\j. The recursion (3.8) gives Xjp+i =x J -| i _ 1 (3.8g) and Sjp+i = S>|j-l-(3.8h)
Upper case bold letters are used to denote embedded recursions. The subscript j indicates that the j'th state equation is of interest, while the subscript i indicates that the ith embedded recursion is of interest.
The special case RTS smoother (3.3a) is applied to (3.7) to obtain
as the recursion for the smoothed estimate where
To obtain Vji, i = 1,... , p, a forward pass of the recursion (3.8) for the covariances is required. If a Cholesky decomposition is applied to Sji+i then can be solved for the V Jt by a forward and backward substitution, thus avoiding inverting Sji+i. The special case RTS smoother (3.3b) is applied to (3.7) to obtain We are now in the position to use the formulation of the Kalman filter and RTS smoother given in this section. The crucial step is that Wj given in (3.5), even when Qj is positive semi definite, still has a covariance which is diagonal, albeit one, which may have some entries that have to be interpreted as approaching infinity (although we never need evaluate it), so the elements of wy are still equivalent to being uncorrelated. Bierman did not consider using his algorithm for the state transition covariance Qj being positive semi definite; he argued that if this occurred then it served as a warning that the state space formulation needed reformulation.
A square-root algorithm
As noted in the preceding section, the V,», i = 1,... ,p, are required to apply the recursions (3.9) and (3.10) for given j which in turn requires the quantities Sji+i, i = 1,... ,p. First of all a square-root algorithm for updating Sji will be developed. To do this the recursion (3.8b), (3.8d) and (3.8f) will be exploited.
A square-root Kalman filter is used initially to obtain the square roots of the covariances {Sj\j) [5] . Once the square root of the leading term in (3.10b) is evaluated the square root of the smoothed covariance can be formed by reducing available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000006032 [9] Square-root discrete-time smootherby a series of elementary reflectors as outlined for (4.2). After going through (4.5) to (4.7) which implements (3.10b) p times, the quantity {S^n) T is obtained. The final step computes which is not necessarily in upper triangular form. This must be restored by orthogonal transformation. Note that both this reduction and that required following (4.1) are relatively expensive (of the same order as the internal recursion).
Examples
The RTS smoother, Bierman's [3] implementation of the RTS smoother and the square root formulation of the RTS smoother in Section 4 were run in single and double precision to obtain estimates of the precision of the smoothed estimates and covariances for two data sets. The data sets were from Gallant [4] (here n = 72) and the sunspot data in Pandit and Wu [9] (here n = 176).
The following covariance was used for the transition equation (2.1): n« fc = A((2 P + 1 -k -Z)(P -I)KP -fc)!)" 1 for j = 2,..., n, where the algorithms were used for p = 1,..., 5. This covariance structure was chosen because we were interested in fitting to the data a polynomial smoothing spline employing a method which made use of the Kalman filter and RTS smoother. For more details refer to Wecker and Ansley [11] and Osborne and Prvan [7] , [8] and references contained therein. The results in Table  1 and Table 2 are for values of A which straddle the optimal A for the smoothing spline. The smoothed estimates do not vary with the mode of calculation and we believe they reflect the attainable accuracy. Thus they provide a standard by which to judge the covariance calculations. From the results in Table 1 and Table 2 it is apparent that Bierman's algorithm is more accurate than the standard implementation of the RTS smoother, and that the square-root formulation of the RTS smoother is more accurate than either algorithm for p > 3. Thus our formulation of the RTS smoother has two distinct advantages over its competitors by being more accurate for large p, and by ensuring that the smoothed covariances are positive definite. 
