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1 Introduction
In recent years, more and more frequently optimization problems are appearing
defined by functions for which derivatives are unavailable or available only at
a prohibitive cost. These problems originate from various disciplines, like for
example science, engineering, or finance and cover a broad spectrum of problem
classes. As two main reasons why derivative-free optimization is currently an
area of impact can be seen the growing complexity in mathematical modeling
and increasing sophistication of scientific computing.
A significant group of algorithms within the derivative-free optimization
methods are Evolutionary Algorithms. Evolutionary Algorithms are inspired
by biology and especially by those processes that allow populations of organ-
isms to adapt to their surrounding environment, namely the principles of vari-
ation and selection. These concepts were established in the 19th century by
Charles Darwin and introduced into the engineering context in the 1960’s by
Ingo Rechenberg, Hans-Paul Schwefel, John H. Holland, and others.
Natural evolution is driven by the principles of recombination and mutation
of genetic information and fitness-based selection. In nature, the genetic infor-
mation of the descendants is either a copy of the genes of a single parent or a
mixture of gene sequences from the parents as the result of a mating process.
Due to reproduction errors or other random perturbations, genetic information
of the descendants also includes minor modifications. Based on their genetic
habitude, individuals in a population differ in their fitness with respect to their
environment. Those who are well adapted to their environment are likely to sur-
vive the natural selection process. They are more probable to become parents
thus spreading their genetic information into the following generations.
In an engineering context, the genetic information is represented by the de-
cision variables which specify the properties of a solution to the optimization
problem. The fitness of the solution is determined by the objective function.
Variation is introduced by recombination and mutation operators. The recombi-
nation operator exchanges information of different solutions while the mutation
operator adds random perturbations to the variables.
It was the time when Dr. Hildebrand was working at his Asymmetrische
Mutation (German, asymmetric mutation) that resulted 2001 in his disser-
tation Asymmetrische Evolutionsstrategien (German, asymmetric evolution
strategies) [Hildebrand, 2001]. There he reported his mutation method to
be somewhat superior compared to conventional symmetric mutation oper-
ators. Prof. Dr. Reusch1 and me were working at that time together with
1Chair Automata- and Switching Theory and Computational Intelligence, Department of
Computer Science, Universita¨t Dortmund
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Prof. Dr.-Ing. Kauder2 and Dr. Helpertz of the mechanical engineering faculty
at a DFG3 founded project. Since this project aimed at finding optimal profiles
of screw-type machines, there was the hope to benefit from the new mutation
operator. However, as no gain could be recognized, further research into the
area was necessary. The results of this work will be presented in what follows.
Since the early work of Rechenberg [1973] and Schwefel [1974] the design of
mutation operators turned out to be one of the most critical points in Evo-
lution Strategies. Even though till this day various mutation techniques have
been proposed, almost all of them rely on symmetrically distributed mutations,
usually normally distributed ones. As a consequence, no true directionality of
the search can be modeled. The intention of directed mutation on the other
hand is to impart exactly this. Put simply, for every problem dimension a
tendency towards the positive or negative domain can be established by the
mutation distribution. Thus, hopefully the mutation distribution will adapt
favorable directions over the generations and sustain further advance into it.
Hence, directed mutation introduces a different mutation principle.
The basis of any directed mutation operator is an appropriate customizable
skew distribution. Usually introducing skewness into any distribution concurs
with expectations unequal to zero. There are several methods to reach this
goal whereof the two essential variants are the constructive approach and the
skewing function approach.
The guiding principle of the constructive approach is to use a piecewise de-
fined function whereof one half equals the normal distribution and the other
half is scaled to some extent with respect to the abscissa. This construction
principle traces back to Hildebrand [1996]. He used it to build several skew
distributions for his asymmetric mutation. As these distributions have some
serious drawbacks, with the na¨ıve skew-normal distribution an alternative us-
ing the same construction principle has been developed.
However, there remain some construction principle immanent problems. The
mentioned distributions are all of limited mathematical tractability and random
variate generation by the proposed inversion method is expensive due to the
relative complex functions.
All this will be mastered by a novel construction principle. The fundamental
idea of the skewing function approach is to multiply an arbitrary symmetric
probability density function with a skewing function. This operation amplifies
one side of the density and attenuates the other at the same amount such that
on average the density remains the same up to a constant factor. Loosely
speaking, the two operations annihilate each other in total. Using this method
skew distributions occur that are of striking simplicity and beauty.
This thesis is structured in four parts. Part I gives a survey on optimization.
Optimization problems and algorithms are introduced and basic mathematical
definitions are provided. Further, Evolution Strategies are recapitulated. In
Part II Directed Evolutionary Algorithms are presented. Two approaches to
2Chair Fluid Energy Machines, Faculty of Mechanical Engineering, Universita¨t Dortmund
3Deutsche Forschungsgemeinschaft, German Research Foundation
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directed mutation are discussed and directed variants of the conventional Evo-
lution Strategy and the Covariance Matrix Adaptation Evolution Strategy are
presented. In Part III empirical results are subsumed. Part IV closes the thesis
with conclusions and gives an outlook and suggestions for future work.
In the first chapter of Part I, i.e. Chapter 2, we specify what we will un-
derstand under the term optimization. We will see that different classes of
optimization problems exist and various techniques to solve them. Several of
the most widely used optimization algorithms are sketched and classified. Some
theoretical fundamentals needed for the design of directed mutation operators
are provided in Chapter 3. Besides others, these include random variables, cu-
mulative distribution functions, probability density functions, and the moments
of random variables. Chapter 4 deals with Evolution Strategies in detail. After
the representation of the parameters within the strategies has been discussed,
the main ingredients of general Evolution Strategies and different mechanisms
of adaptation are outlined. Last, a state-of-the-art strategy with covariance
matrix adaptation is presented.
Since Part II is about Directed Evolutionary Algorithms, in Chapter 5 the
concept is motivated. The principle of directed mutation is sketched and some
alternative approaches are rendered. The next chapter, Chapter 6, is dedicated
to the biological foundations and questions that arise from these. In Chap-
ter 7 the first and older constructive approach is presented in detail, which
relies on piecewise defined distributions. With the Ξ distribution and the na¨ıve
skew-normal distribution two variants are discussed that differ only slightly in
construction but vastly in operation. However, both suffer from some immanent
drawbacks of this technique. Chapter 8 introduces the novel and more substan-
tive skewing function approach that realizes the idea to multiply an arbitrary
symmetric probability density function with a skewing function. With this the
mentioned problems of the previous construction principle will be fixed. The
construction principle, some skewing functions – whereof some are also distri-
butions theirselves – and the class’ most prominent member, the skew-normal
distribution are presented thoroughly. In Chapter 9 the theoretical fundamen-
tals of directed mutation are utilized. First the realization of directed mutation
operators on basis of the previously presented distributions is discussed. With
directed mutation operators being available, then Directed Evolution Strate-
gies as a whole are introduced. The last chapter of this part is devoted to
a very powerful directed variant of the Covariance Matrix Adaptation Evolu-
tion Strategy. Chapter 11, which is the first of the two chapters of Part III,
presents simulation results of Directed Evolution Strategies applied to several
single-objective test functions. In contrast to that, Chapter 12 is dedicated
to simulation results achieved for a multiobjective real world application. To
be more precise, the optimization of a screw-type machine is treated. Finally,
Chapters 13 and 14 conclude this thesis and point to future work, respectively.
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2 Optimization Problems and
Algorithms
Optimization is the activity that aims at finding the best, i.e. optimal solution
to a given problem. To tackle the problem comprises the definition of the set of
decision variables that are to be optimized plus one single or a set of objective
functions that measures the quality of these decision variables. Furthermore,
an appropriate optimization algorithm has to be selected.
This chapter introduces to the optimization problem in its single- and multi-
objective variant. A classification of the main optimization approaches is given
with some typical, most widely used optimization algorithms.
2.1 Optimization Problems
2.1.1 Definitions
The aim of every optimization process is to optimize a vector of some given ob-
jective functions f with respect to a set of decision variables x. The optimization
problem then reads:
f(x)→ opt., f ∈ F , x ∈ X . (2.1)
In principle, the decision space X (also referred to as search space) can be
any set of data structures of finite, not necessarily fixed length. The type of the
components xi of x, and therefore the space X spanned by them, depends on
the optimization problem. Examples for X are the n-dimensional real-valued
search space Rn, the integer search space Zn, and the binary search space Bn;
moreover mixtures of different spaces, as well as more complex data structures
are possible. Due to constraints, X also can contain subspaces of these. In the
sequel, we restrict ourselves to the real-valued decision space.
Without loss of generality, the optimization process can be restricted to the
minimization of all objectives, since every maximization of a function f can be
transformed into a corresponding minimization problem by
max(f(x)) = −min(−f(x)). (2.2)
Depending on the number of objective functions given, we distinguish single-
objective and multiobjective optimization. In the first case, the objective is
scalar-valued; in the second, the objective is vector-valued.
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2.1.2 Single-Objective Optimization
Single-objective optimization is the classical optimization task and simply called
optimization if there is no likelihood of confusion. It is more intuitive in the
sense that the objective function is scalar-valued and thus a total order on the
search space F is induced by the well known “less than”-relation.
Definition 2.1. A single-objective optimization problem is defined as the search
for a solution to the problem given by:
min f(x) ∈ F , with x = (x1, x2, . . . , xn)T ∈ X , (2.3)
where X ⊆ Rn is the n-dimensional decision space and F ⊆ R is the one-di-
mensional objective space with a total order induced by the <-relation.
Definition 2.2. A point x∗ ∈ X is a global optimum of a function f , if
f(x∗) ≤ f(x), ∀ x ∈ X . (2.4)
The corresponding objective value fmin := f(x∗) is called optimal value.
Definition 2.3. A point x∗ is a local minimum of a function f , if there exists
some  > 0 such that
f(x∗) ≤ f(x), ∀ x with ‖x− x∗‖ < . (2.5)
Note that a norm is involved in this definition and hence also in the definition
of a local minimum. Any global optimum is also a local optimum, but not vice
versa.
2.1.3 Multiobjective Optimization
Most real-world problems require simultaneous optimization of more than one
objective function. If these are conflicting, obviously a distinct configuration of
the decision variables will not result in optimal values for all of them. Hence,
some trade-off between the objectives is needed to ensure good compromise
solutions.
Given a set of solutions to the problem, these compromise solutions can be
identified by the principle of dominance. It states that a solution is definitely
superior to another solution, i.e. dominating this solution, if it is superior or
equal in all objectives and strictly superior for at least one objective. Applying
this principle to the set of all solutions in order to remove solutions being
dominated by at least one other, the subset of best compromise solutions results.
This subset is termed Pareto optimal set, named after the work of the engineer
and economist Vilfredo Pareto [1906].
All solutions within the Pareto optimal set are of equal quality and share the
common feature that further improvement of any objective is possible only at
the expense of at least one other objective. Further selection can be done on
basis of preference information, known as Multiple Criteria Decision Making
(MCDM).
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Definition 2.4. A multiobjective optimization problem (MOP, hereafter) is de-
fined as the search for solutions to the problem given by:
min f(x) = min (f1(x), . . . , fm(x))
T ∈ F , (2.6)
with
x = (x1, . . . , xn)T ∈ X ,
where X ⊆ Rn is the n-dimensional decision space and F ⊆ Rm is the m-di-
mensional objective space.
To solve the optimization problem described by (2.6), a quality measure for
comparing different solutions is needed. Such a partial ordering is given by the
dominance criterion.
Definition 2.5 (Pareto dominance). A vector u = (u1, . . . , uk)T is said to dom-
inate a vector v = (v1, . . . , vk)T , denoted by u  v, if and only if u is partially
less then v, i.e.
u  v, iff ∀ i ∈ {1, . . . , k} : ui ≤ vi
∧ ∃ i ∈ {1, . . . , k} : ui < vi.
(2.7)
If neither of two vectors is dominating the other one, the two are said to be
indifferent.
Definition 2.6 (Pareto indifference). Vector u is indifferent to vector v, if and
only if neither is dominating the other one.
With the domination principle the concepts of non-domination and Pareto
optimality can be defined. Among a set of solutions S ⊂ X , a non-dominated
solution x is a solution that is not dominated by any member of the set S.
When the set S is the entire search space X , a non-dominated solution x is
denoted as Pareto optimal.
Definition 2.7 (Non-dominance principle). A solution x ∈ S with S ⊂ X is said
to be non-dominated with respect to the set S if and only if there is no y ∈ S
for which v = f(y) dominates u = f(x).
Definition 2.8 (Pareto optimality). A solution x ∈ X is said to be Pareto optimal
with respect to X if and only if there is no y ∈ X for which v = f(y) dominates
u = f(x).
The best solution to a multiobjective optimization problem is the subset of
non-dominated solutions among all feasible solutions of the entire search space
X , called Pareto optimal set.
Definition 2.9 (Pareto optimal set). For a given MOP f(x), the Pareto optimal
set P∗ is defined as:
P∗ := {x ∈ X | @ y ∈ X : f(y)  f(x)} . (2.8)
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The front spanned in the objective space F by the Pareto optimal set P∗ is
referred to as Pareto front .
Definition 2.10 (Pareto front). For a given MOP f(x) with the Pareto optimal
set P∗, the Pareto front PF∗ is defined as:
PF∗ :=
{
u = f(x) = (f1(x), . . . , fm(x))
T | x ∈ P∗
}
. (2.9)
Depending on the relationship between the different objectives, the Pareto
optimal set may contain one or several solutions. When no a priori preference
is defined among the objectives, the dominance criterion is the only way to
determine if one solution performs better than the other.
Example 2.1. The dominance principle for a two-objective minimization prob-
lem is illustrated in Figure 2.1. Solution a is dominating c, since a is superior
in both objectives. a is indifferent to b, as b is to c; since in a mutual com-
parison, each solution is superior in one objective. The Pareto-optimal set is
P∗ = {a, b}.
f1
f2
opt
opt
ba
bb
bc
Figure 2.1: Illustration of the dominance principle for a two-objective minimiza-
tion problem
2.2 Optimization Algorithms
2.2.1 Classification
The current literature (cf. e.g. [Goldberg, 1989]) identifies three main types of
search methods, as illustrated in Figure 2.2: calculus based, enumerative, and
guided random algorithms.
Calculus based algorithms rely on gradient information of the objective func-
tion. Direct and indirect methods are distinguished.
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Search Techniques
CalculusBased Guided Random Enumerative
Evolutionary
Programming
Evolution
Strategies
Genetic
Algorithms
Genetic
Programming
Direct Indirect SimulatedAnnealing
Evolutionary
Algorithms Full Enumeration
Figure 2.2: Classification of search and optimization algorithms
Guided random algorithms utilize random processes in trying to find the opti-
mum. Many of them are inspired by nature where random processes occur
e.g. in mutations, within the annealing process of metal, or in behaviors
of bird flocks. Well-known representatives of guided random algorithms
are Evolutionary Algorithms and Simulated Annealing.
Enumerative algorithms simply evaluate the objective function at every point
in the search space. Full enumeration is exhaustive, but also most ex-
pensive in terms of the number of objective function evaluations. Other
representatives of enumerative algorithms are branch and bound algo-
rithms.
The three types are outlined in the following sections. Apart from the above
classification, with hybrid methods another related approach is presented.
2.2.2 Calculus Based Algorithms
Calculus based algorithms utilize gradient or higher order derivative information
of the objective function. Therefore they are sometimes also referred to as
gradient methods. Depending on the way this information is exploited, direct
and indirect approaches are distinguished. Direct methods work “directly”
on the objective function and take advantage of the gradient information in an
implicit manner whereas indirect methods apply techniques of classical analysis.
While there exists a broad consensus of which algorithms should be termed
indirect there can be observed some inconsistency in the direct group. A rather
strict classification is e.g. proposed by Wright [1995] in claiming that “A direct
search method does not ‘in its heart’ develop an approximate gradient.” In
contrast to other authors, this excludes for instance finite difference Quasi-
Newton schemes.
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Direct Methods
Direct calculus based methods are iterative and most often deterministic al-
gorithms. They uncover gradient information of the objective function only
indirectly by reasoning on the search steps to execute. Kolda et al. [2003] give
a recent overview about optimization by direct search methods. The probably
most widely cited direct method is the Simplex Algorithm, to be presented
next.
Simplex Algorithm The Simplex Algorithm proposed by Spendley, Hext, and
Himsworth [1962] bases on the reiterated variation of the n + 1 vertices of an
object spanned in the n-dimensional search space. The start points are arranged
equidistant. Hence, they are the vertices of a regular simplex. For n = 2, the
simplex is a triangle, for n = 3, a tetrahedron and in general it is a polyhedron.
Initially the objective values of the vertices have to be calculated. Then, at
every iteration the worst vertex is replaced by its reflection on the midpoint of
the other vertices, illustrated in Figure 2.3.
x0
x1
x '0
x2
x3
x2
x0
x1
x '0
Figure 2.3: Reflection operator for 2-dimensional and 3-dimensional simplices
It may occur that the new vertex is again the one with the worst objective
value which would in the next step anew be reflected to its origin. To avoid
such oscillation, instead the second worse vertex is reflected, and so on. The
consequence is that the entire simplex may begin to rotate around the vertex
next to the optimum. Therefore, after some rotations the length of the edges
is halved. It is proposed to do this shrinking whenever a vertex is included
in more than 1.65n + 0.05n2 consecutive polyhedrons. The fact that the edge
length can only be reduced limits the convergence velocity of the algorithm.
Nelder and Mead [1965] extended the method with a more flexible reflection
operator and introduced an expansion and contraction operator. This enables
the simplex algorithm to adapt to changing topologies and solves the collapsing
size problem. Consequently, the algorithm operates with irregular simplices.
The simplex algorithm is widely used. However, Wright [1995] recently
showed that it is slow for some problems. Even on convex functions the al-
gorithm may fail.
Indirect Methods
Algorithms of the first group of indirect methods analytically compute positions
of potential minima. This is done by differentiating the unconstrained objective
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function and solving the usually nonlinear set of equations resulting from setting
the gradient of the objective function equal to zero. Thus the gradient and
where required the Hessian matrix of the objective function are needed. The
gradient (“first derivative”) is the vector of the n partial derivatives of the
objective function f(x), denoted by ∇f(x) and defined as:
∇f(x) =
(
∂f(x)
∂x1
, . . . ,
∂f(x)
∂xn
)
. (2.10)
The Hessian matrix (“second derivative”) is defined by the n2 partial deriva-
tives of the n first derivatives with respect to the n decision variables. It is
denoted by ∇2f(x) and defined as:
∇2f(x) =

∂2f(x)
∂x1∂x1
· · · ∂2f(x)∂x1∂xn
...
. . .
...
∂2f(x)
∂xn∂x1
· · · ∂2f(x)∂xn∂xn
. (2.11)
A necessary condition for x∗ being a local minimum is that the gradient
∇f(x∗) vanishes. If additionally the Hessian matrix ∇2f(x∗) becomes positive
definite, the sufficient condition is fulfilled. This means, x∗ is a local minimum
if and only if
∇f(x∗) = 0 and
∇2f(x∗) is positive definite. (2.12)
Hence this group of indirect gradient-based methods require the mathemati-
cal equations of the objective functions. While these are available for test func-
tions, in real-world optimization problems this is usually not the case. Most
often exact derivatives of the objective function cannot be calculated. Either
the gradient simply does not exist, for example due to unpredictable disconti-
nuities, or the function obviates the use of automatic differentiation techniques
as it may be defined by a complex or convoluted computational structure.
This problem is circumvented by algorithms of the second group of indirect
methods that utilize an iterative approach. The objective function is evaluated
successively and search steps are preformed in the direction related to the local
gradient. The simplest way to obtain the local gradient of the objective function
f is finite differencing. The forward difference of the ith component of g(x),
i.e. the ith partial derivative of f(x), is given by
gi(x) ≈ f(x+ h ei)− f(x)
h
, (2.13)
where ei is the unit vector of the ith space direction and h is the length of the
finite step.
This gradient is the most obvious choice for the descent step direction, p =
−g(x), as realized in the steepest descent method. That way the objective func-
tion value decreases at the fastest rate. However, the drawback with gradient
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descent is that moving into the descent direction is a local feature only.
A second order derivative approach is Newton’s method. It is based on setting
up a quadratic model of the objective function f in a neighborhood of its current
position via the second order Taylor expansion of f around xk
f(xk + p) ≈ f(xk) +∇f(xk)Tp+ 12p
T∇2f(xk)p, (2.14)
where p is the step to the minimum. By differentiating (2.14) with respect to
p, the minimum necessarily fulfills
∂
∂p
f(xk + p) = ∇f(xk) +∇2f(xk)p = 0. (2.15)
This can be reformulated to get the Newton direction p,
p = − ∇f(xk)∇2f(xk) . (2.16)
The Newton method is of second order convergence speed and considered
to be fast. If ∇2f(xk) is a positive definite matrix, just one iteration step is
required to find the minimum of the quadratic model from any starting point.
However, good convergence can only be expected when the model (2.14) is
accurate, otherwise the iterative Newton process might diverge.
A large number of varieties of Newton’s method exist, all using the explicit
computation of the gradient and the Hessian matrix. Since explicit computation
of this matrix can be very expensive, if possible at all, this has to be seen as
the main drawback with the Newton method.
By approximation of the Hessian, algorithms can circumvent that. The lat-
ter are also referred to as Quasi-Newton methods, often of same convergence
speed as the original method. One example is the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm, which was independently proposed by Broyden
[1970], Fletcher [1970], Goldfarb [1970], and Shanno [1970]. It consists in cal-
culating a matrix at every iteration by which the gradient vector is multiplied
to take account of the additional knowledge gained during the iteration. With
the Newton direction given by the vector p, a line search is executed that min-
imizes the objective function along the line xk + αp, α ∈ R+, determined by
the starting point and the search direction. An example for line search meth-
ods is the golden section method. Hence, from a more formal point of view,
gradient descent methods can be characterized by successive minimizations in
one-dimensional subspaces.
2.2.3 Guided Random Algorithms
Guided random algorithms, also referred to as semi-stochastic algorithms, rep-
resent one fraction of the group of random search algorithms, strictly random
algorithms the other one. Examples for the latter are strictly random walks
through the search space with saving the best known solution so far. A de-
tailed comparison of guided random and related algorithms is e.g. given by
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Berlik [2000]. Two prominent members of this group of algorithms are pre-
sented in the following: Evolutionary Algorithms and Simulated Annealing.
Evolutionary Algorithms
Evolutionary Algorithms (EAs) are a set of optimization algorithms inspired by
biology and especially by those processes that allow populations of organisms
to adapt to their surrounding environment, namely the principles of variation
and selection. These concepts were established in the 19th century by Charles
Darwin [1859] and are still today widely acknowledged as valid, even though
complemented with further details [Futuyma, 1998, 2005], cf. also Chapter 6.
Natural evolution is driven by the principles of recombination and mutation
of genetic information and fitness-based selection. In nature, the genetic infor-
mation of the descendants is either a copy of the genes of a single parent or a
mixture of gene sequences from the parents as the result of a mating process
(recombination). Due to reproduction errors or other random perturbations,
genetic information of the descendants also includes minor modifications (mu-
tations). Based on their genetic habitude, individuals in a population differ in
their fitness with respect to the environment. Those who are well adapted to
the environment are likely to survive the natural selection process (selection).
These individuals can become parents and spread their genetic information into
the following generations.
In an engineering context, the genetic information is represented by the de-
cision variables which specify the properties of a solution to the optimization
problem. The fitness of the solution is determined by the objective function.
EAs are optimization algorithms of zeroth order, i.e. no gradient information
is required. They belong to the class of stochastic optimization algorithms and
are considered as robust [Ba¨ck et al., 1997b] since they are applicable to a wide
variety of problems. EAs can tackle problems with arbitrary combinations of
the following features: static or dynamic problems; discrete or continuous de-
cision variables; discontinuous, noisy, or multi-modal objective functions; one
single or several objective functions [Schwefel, 1995]. However, EAs are also
considered computationally expensive in terms of the number of objective func-
tion evaluations required for convergence.
EA is a generic term, coined in the year 1991. If only the optimization
methods are considered, it comprises three main branches:
• Evolution Strategies,
• Genetic Algorithms,
• Evolutionary Programming.
All have independently been developed in the 1960’s and will be outlined
in the following paragraphs. For a more detailed presentation of each of the
three groups of EAs see the monographs by Rechenberg [1994] or Schwefel
[1995] for Evolution Strategies, Holland [1994] or Goldberg [1989] for Genetic
Algorithms, and Koza [1992] for Evolutionary Programming. In addition a
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paper by Ba¨ck et al. [1993], Ba¨ck and Schwefel [1996], or a book by Fogel [1999]
can be consulted for a unified presentation and comparison between them.
Evolution Strategies (ESs) were a joint development of a group of three stu-
dents, Bienert, Rechenberg, and Schwefel, by the mid-1960’s in Berlin [Bienert
et al., 1966, Rechenberg, 1964, Schwefel, 1965]. Originally, they were used
as experimental optimization techniques [Rechenberg, 1964, Klockgether and
Schwefel, 1970], e.g. with hydrodynamical problems like driving a flexible pipe
bending into a form with minimal loss of energy [Lichtfuss, 1965]. These early
strategies relied on two individuals per generation only, one parent and one de-
scendant. Like in Evolutionary Operation (EVOP) [Box, 1957, Box and Draper,
1969] the variables were altered in discrete steps, but stochastically instead of
deterministically. With the appearance of the first computers the ES developed
toward a multi-membered numerical optimization strategy based on real-valued
vector representations.
In ESs, mutation is performed by adding normally distributed random num-
bers with zero mean and a certain standard deviation to the decision variables.
In classical ESs, mutation was the solely variation operator and is even now
considered the main operator. The principle of self adaptation is of core im-
portance. It is used to steer the control parameters of the mutation operator,
e.g. a global standard deviation, individual standard deviations or correlation
information. In ESs, the parents of a descendant are chosen at random and
selection is done deterministically; only the best individuals survive.
ESs for single-objective problems will be discussed in detail in Chapter 9 and
for a multiobjective problem in Chapter 12. A more detailed review of the
field’s history is given e.g. by Ba¨ck et al. [1991, 1997b].
Genetic Algorithms (GAs) were proposed by Holland [1962, 1969, 1973]. In its
most canonical form, individuals are represented by bit strings of fixed length.
Other than binary decision spaces have to be mapped to a binary representa-
tion and vice versa. Mutation and recombination is performed by flipping bits
or exchanging substrings of different parents, respectively. The recombination
operator is considered the key operator, justified by the schema theorem. Mu-
tations are seen as less important and occur rather seldom. In GAs, selection
is stochastic; proportional to an individual’s fitness.
Evolutionary Programming (EP) was introduced by Fogel [1962, 1964] to sim-
ulate evolution as a learning process aiming at generating intelligent behavior.
While its original form was proposed to operate on finite state machines and the
corresponding discrete representations, currently individuals are represented in
EP similar to ESs as real-valued vectors.
Simulated Annealing
Simulated Annealing (SA) is inspired by the annealing process in metallurgy, a
technique involving heating and controlled cooling of a material to increase the
size of its crystals and reduce their defects. In the beginning of the annealing
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process, atoms are likely to change between different crystal structures and
their internal energy might decrease, or due to the external energy of the heat
even increase. At lower temperatures, merely small changes occur; especially
no changes that would increase the internal energy. Hence, always the lowest
energies are kept.
Kirkpatrick et al. [1983] proposed with SA a transformation of the annealing
process in metallurgy to optimization. The algorithm works with two solutions
x,x′ ∈ X . Starting with an arbitrary solution x, another solution x′ is created
in the neighborhood of x by some random process. If the objective value of
the new solution f(x′) is equal or better than that of the old solution f(x),
the algorithm continues with x′. But even if the objective value of the new
solution is worse, it is not automatically rejected. While in the real annealing
process atoms may change from lower to higher energy levels, in SA the worse
of two solutions may be selected. The selection of worse solutions may help to
overcome local minima and is done with probability P (∆, T ). ∆ measures the
resulting decrease in the objective value, ∆ = f(x)− f(x′), and T is a control
parameter (analog of temperature). Similar to the real annealing, the parameter
T decreases during the optimization. In the beginning, a stronger increase in
the objective value is accepted, whereas at the end only better solutions are.
One possible function for the calculation of the selection probability is given by
P (∆, T ) = e−∆/T . (2.17)
2.2.4 Enumerative Algorithms
Enumerative methods use the simple technique of checking the objective func-
tion value of every point in the search space. Therefore, they are usually applied
to finite search spaces, or at least discretized infinite search spaces. Since they
are exhaustive, they are guaranteed to find the optimum. However, enumerative
methods are applicable only to search spaces of limited size which makes them
unsuitable for many real world problem domains.
Hybrid Methods
Hybrid methods fusion different optimization algorithms aiming at improving
its overall performance. Utilizing the power of local search inside EAs has been
conceived since the very beginning of EAs. Usually the EA adopts the part of
global optimization and starts a local search algorithm from time to time to
explore the neighborhood of the best solution found so far.
Hybrid methods are a lively field of research. An overview is given in [Ba¨ck
et al., 1997a, Part D3], for a recent work in the field of Covariance Matrix
Adaptation-ES see [Auger et al., 2004].
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This chapter provides the foundation of probability theory needed for the design
of directed mutation operators. Therefore issues like random variables, cumu-
lative distribution functions, probability density functions, and the moments
of random variables are treated. Especially the higher moments, skewness and
kurtosis are presented. Since the aim is to lay a solid foundation, also defini-
tions of the σ-algebra, probability spaces and measures are given. However, this
chapter does not claim to be complete. To get a profound introduction to prob-
ability theory, the reader is referred to the standard monographs. Good sources
of information are for example the ones of Chow and Teicher [1997], Karr [1993],
Rasch [1995], or Ross [2000], where the presented matter is compiled from.
3.1 Sets and Set Operations
A set is a collection of well-defined and well-distinguished objects considered
as a single whole. The objects are also called elements and the set is also said
to be the aggregate of these elements. In a set the order of its elements has no
significance and multiplicity is generally also ignored. We think of the set Ω as
a universal set if every set we consider is a subset of Ω. A set containing no
elements is called an empty set, denoted by ∅, while a set whose elements are
themselves sets is called a class.
To indicate that ω is an element of the set Ω we write ω ∈ Ω and ω /∈ Ω
otherwise. If A and B are sets and every element of A is likewise an element of
B, then A is called a subset of B, denoted by A ⊂ B. An axiom of set theory
called extensionality says that two sets are equal if and only if they contain
exactly the same elements. Then both A ⊂ B and B ⊂ A and we write A = B.
Definition 3.1. Let Ω be a universal set.
1. The union of the sets Ai; i = 1, . . . , n is the set
A1 ∪A2 ∪ · · · ∪An =
n⋃
i=1
Ai = {ω ∈ Ω | ω ∈ Ai for at least one i}.
Similarly, the union of the infinite sequence of sets Ai; i = 1, . . . is the
set
A1 ∪A2 ∪ · · · =
∞⋃
i=1
Ai = {ω ∈ Ω | ω ∈ Ai for at least one i}.
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2. The intersection of the sets Ai; i = 1, . . . , n is the set
A1 ∩A2 ∩ · · · ∩An =
n⋂
i=1
Ai = {ω ∈ Ω | ω ∈ Ai for every i}.
Similarly, the intersection of the infinite sequence of sets Ai; i = 1, . . . is
the set
A1 ∩A2 ∩ · · · =
∞⋂
i=1
Ai = {ω ∈ Ω | ω ∈ Ai for every i}.
Notice that two sets are disjoint if and only if A ∩B = ∅.
3. The difference A \B of two sets A and B is defined by
A \B = {ω ∈ Ω | ω ∈ A, ω /∈ B}.
Notice the definition of the complement
Ac = {ω ∈ Ω | ω /∈ A}
as special case of the difference.
4. The symmetric difference A ∆ B of two sets A and B is defined by
A ∆ B = {ω ∈ Ω | (ω ∈ A) XOR (ω ∈ B)}.
Union, intersection, difference, and symmetric difference are referred to as
set operations.
Definition 3.2. The collection A1, A2, . . . of sets is mutually (or pairwise) dis-
joint if Ai ∩ Aj = ∅ for every i 6= j. Then
⋃n
i=1Ai sometimes is written as∑n
i=1Ai, and similarly for infinite sums.
Lemma 3.1. For any sets A,B,C ∈ Ω the following identities hold:
1. Associative laws
A ∪ (B ∪ C) = (A ∪B) ∪ C, A ∩ (B ∩ C) = (A ∩B) ∩ C
2. Commutative laws
A ∪B = B ∪A, A ∩B = B ∩A
3. Distributive laws
A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C), A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C)
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4. Idempotent laws and complement laws
A ∪A = A, A ∩A = A
A ∪Ac = Ω, A ∩Ac = ∅
5. Identity laws and domination laws
A ∪ ∅ = A, A ∩ Ω = A
A ∪ Ω = Ω, A ∩ ∅ = ∅
6. De Morgan’s laws
(A ∪B)c = Ac ∩Bc, (A ∩B)c = Ac ∪Bc
Proof. We only proof the first part of 1 here. The other identities are derived
similarly.
A ∪ (B ∪ C) = {ω ∈ Ω | ω ∈ A ∨ (ω ∈ B ∪ C)}
= {ω ∈ Ω | ω ∈ A ∨ (ω ∈ B ∨ ω ∈ C)}
= {ω ∈ Ω | (ω ∈ A ∨ ω ∈ B) ∨ ω ∈ C}
= {ω ∈ Ω | (ω ∈ A ∪B) ∨ ω ∈ C)}
= (A ∪B) ∪ C
3.2 σ-Algebras and Measurable Spaces
When we think of a non-deterministic experiment we intuitively think of it as an
experiment whose outcome is uncertain. The set Ω of all conceivable outcomes
associated with such an experiment is referred to as the sample space. Often it
is not appropriate to consider the universal set Ω with all possible subsets on
the whole. Instead, only the collection of sets of interest is to be treated.
3.2.1 Algebras
Definition 3.3. Let Ω be a universal set. An algebra A is a nonempty collection
of subsets of Ω, satisfying the axioms:
(A1) A ∈ A ⇒ Ac ∈ A
(A2) A1, A2 ∈ A ⇒ A1 ∪A2 ∈ A
Example 3.1. Let Ω = {a, b, c, d}. Then A1 = {∅, {a, b, c}, {d},Ω} is an algebra
while A2 = {∅, {a}, {b, c},Ω} is not.
The sets of an algebra A are called events. Mutually disjoint sets in A are
called mutually exclusive events. Thus an algebra A can be thought of as a
collection of events associated with an experiment whose sample space is Ω. It
follows that algebras are closed under unions, intersections, and differences.
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Lemma 3.2. Let A be an algebra and A1, A2, . . . , An ∈ A with i, j ∈ {1, . . . , n}.
Then the following holds:
1. ∅,Ω ∈ A
2. Ai ∩Aj ∈ A
3. Ai \Aj ∈ A
4.
n⋃
k=1
Ak ∈ A,
n⋂
k=1
Ak ∈ A
Proof.
1. Because A is not empty, an A ∈ A exists, with A ⊂ Ω. It then follows
from (A1) that Ac ∈ A, from (A2) that A ∪ Ac = Ω ∈ A, and last from
(A1) that Ωc = ∅ ∈ A.
2. Ai ∩Aj =
(
Aci ∪Acj
)c ∈ A
3. Ai \Aj = Ai ∩Acj = (Aci ∪Aj)c ∈ A
4. By induction.
3.2.2 σ-Algebras and Measurable Spaces
To investigate limits it is necessary that the system of sets A is not only closed
under unions and intersections of finite many sets but also under unions and
intersections of countably infinite many sets. This can be reached by adding
the following axiom.
Definition 3.4. A σ-algebra is an algebra satisfying the additional axiom
(A3) A1, A2, . . . ∈ A ⇒
∞⋃
i=1
Ai ∈ A.
Definition 3.5. The pair (Ω,A) is called a measurable space if A is a σ-algebra
relative to Ω.
For every Ω the power set P is always also a σ-algebra. If Ω is finite or
countably infinite, A = P can be chosen. If Ω is uncountable (e.g. Ω = R or
Ω = [0, 1]), a smaller σ-algebra has to be chosen.
3.3 Probability Spaces and Measures
Definition 3.6 (Kolmogorov Axioms of Probability). Let (Ω,A) be a measurable
space. A probability function (or probability measure) on Ω is a function P :
A → [0, 1] such that
(P1) P is non-negative: P (A) ≥ 0 for each A ∈ A
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(P2) P is normed: P (Ω) = 1
(P3) P is σ-additive: P
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
P (Ai) for pairwise disjoint A1, A2, . . . ∈ A
P (A) is termed probability of the event A ∈ A. Let (Ω,A) be a measurable
space and P be a measure on A. Then the tripel (Ω,A, P ) is called a measure
space. If P (Ω) = 1, then it is called a probability space.
Theorem 3.1. Let (Ω,A, P ) be a probability space and the event A ∈ A, then
1. P (∅) = 0
2. P (A) ≤ 1
3. P (Ac) = 1− P (A)
Proof.
1. Since Ω and ∅ are pairwise disjoint, by axiom (P3) then P (Ω) = P (Ω ∪
∅) = P (Ω) + P (∅). Also, P (Ω) = 1 by (P1), hence 1 = 1 + P (∅), so that
P (∅) = 0.
2. 1 = P (Ω) = P (A ∪ Ac) = P (A) + P (Ac) by (P2) and (P3). Since P (A)
and P (Ac) are non-negative by P(1), then P (A) ≤ 1.
3. This follows immediately from 1 = P (Ω) = P (A) + P (Ac).
Theorem 3.2. Let (Ω,A, P ) be a probability space and A,B ∈ A be two events,
then
1. A ⊂ B ⇒ P (A) ≤ P (B)
2. P (A ∪B) = P (A) + P (B)− P (A ∩B)
3. P (A ∪B) ≤ P (A) + P (B)
Proof.
1. P (B) = P (A∪ (B \A)) = P (A)+P (B \A). Since P (B \A) ≥ 0 by (P1),
then P (B) ≥ P (A).
2. Since P (A \B) = P (A)− P (B) for A,B ∈ A with A ⊃ B and
A ∪B = (A \ (A ∩B)) ∪ (A ∩B) ∪ (B \ (A ∩B))
it holds
P (A ∪B) = P (A \ (A ∩B)) + P (A ∩B) + P (B \ (A ∩B))
= P (A)− P (A ∩B) + P (A ∩B) + P (B)− P (A ∩B)
= P (A) + P (B)− P (A ∩B).
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3. This follows immediately from 2.
With Theorem 3.2 immediately further properties of probability measures fol-
low:
1. P is finitely additive:
P (
n⋃
i=1
Ai) =
n∑
i=1
P (Ai) (3.1)
for every finite sequence {Ai}ni=1 of mutually disjoint events in A.
2. Subadditivity of P:
P (
n⋃
i=1
Ai) ≤
n∑
i=1
P (Ai) (3.2)
for every collection {Ai} of events in A.
As a generalization of the second part of Theorem 3.2, also Poincare´-
Sylvester’s inclusion-exclusion formula arises.
Corollary 3.1. Let (Ω,A, P ) be a probability space. For every n = 1, 2, . . . and
every sequence A1, . . . , An ∈ A holds
P
( n⋃
i=1
Ai
)
=
n∑
i=1
(−1)i−1
∑
1≤k1<...<ki≤n
P (Ak1 ∩ . . . ∩Aki) . (3.3)
Proof. By induction.
Further we can show with Theorem 3.2 that probability measures are contin-
uous with respect to the monotone convergence of sets.
Corollary 3.2. Let A1, A2, . . . ∈ A be events as defined above. Then it holds
P
( ∞⋃
i=1
Ai
)
= lim
i→∞
P (Ai), if A1 ⊂ A2 ⊂ . . . , (3.4)
and
P
( ∞⋂
i=1
Ai
)
= lim
i→∞
P (Ai), if A1 ⊃ A2 ⊃ . . . . (3.5)
Proof. Omitted.
The subadditivity of probability measures is not only valid for two events as
discussed in part 3 of Theorem 3.2 or for finite many events as shown in (3.2).
It is also valid for infinite collections.
Theorem 3.3. Let (Ω,A, P ) be a probability space and {Ai}∞i=1 be a sequence
of events from A. Then it holds
P (
∞⋃
i=1
Ai) ≤
∞∑
i=1
P (Ai). (3.6)
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Proof. Instead of the sequence {Ai}∞i=1, define the sequence {A′i}∞i=1 as
A′1 = A1, A
′
i = Ai \
i−1⋃
k=1
Ak.
Now A′i ∩ A′j = ∅ for i < j so {A′i}∞i=1 is a sequence of disjoint sets. Since⋃∞
i=1A
′
i =
⋃∞
i=1Ai, and since A
′
i ⊂ Ai, it holds
P (
∞⋃
i=1
Ai) = P (
∞⋃
i=1
A′i) =
∞∑
i=1
P (A′i) ≤
∞∑
i=1
P (Ai),
and the claim follows.
3.4 Random Variables
In Section 3.3 we studied properties of a set function P defined on a measurable
space (Ω,A). Since P is a set function, it is not very easy to handle. Moreover,
in practice we are usually more interested in some function X(ω) of elementary
events ω.
Definition 3.7. Let (Ω,A, P ) be a probability space. A random variable (rv)
is a mapping X : Ω→ R such that
{ω | ω ∈ Ω, X(ω) ≤ x} ∈ A, ∀x ∈ R . (3.7)
The regularity condition (3.7) is called measurability of the mapping X with
respect to the σ-algebra A. Often we are not only interested in the probability
that the values X(ω) of a rv X do not exceed a given threshold x, i.e. take
values in the interval B = (−∞, x]. Rather we are interested in the probability
that X takes values in a more general subset B ⊂ R, where B might be the
union of disjoint intervals. Therefore not only in the sample space, but also in
the event space a system of subsets is considered that is closed under the set
operations ∪,∩, and \. Usually the Borel σ-algebra B(R) is considered, that is
defined as the minimal σ-algebra of subsets of R containing all open sets (a, b),
with −∞ < a < b < ∞. Hence, B(R) = σ ({(a, b), −∞ < a < b <∞}) is a
generating system. In particular, B(R) also contains all half-open resp. closed
intervals, since e.g. (a, b] =
⋂∞
n=1(a, b+ n
−1) ∈ B(R) holds.
Thus, we can give an equivalent to the regularity condition (3.7) as follows:
Theorem 3.4. Let (Ω,A, P ) be a probability space. A mapping X : Ω→ R is a
rv if
{ω | ω ∈ Ω, X(ω) ∈ B} ∈ A, ∀B ∈ B(R) (3.8)
where B is the Borel σ-algebra over R.
Proof. Omitted.
Example 3.2. When rolling two dice, the sample space is given by Ω = {ω =
(ω1;ω2), ωi ∈ {1, . . . , 6}}. If we are interested in the sum of the two dice, then
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ω → X(ω) = ω1+ω2. The event that we get a sum of 4, for example, is given by
A = {ω | X(ω) = 4} = {(1, 3), (2, 2), (3, 1)}, or in general A = {ω | X(ω) = k}
with k ∈ {2, . . . , 12}. In question is the probability P (A), thus it is necessary
that A ∈ A. It has to hold {ω | ω ∈ Ω, X(ω) = k} ∈ A for every k = 2, . . . , 12.
In this example this is equivalent to {ω | ω ∈ Ω, X(ω) ≤ x} ∈ A for every x ∈ R.
3.5 Distributions, Cumulative Distribution Functions,
and Probability Density Functions
Theorem 3.4 leads to the definition of the distribution and the cumulative dis-
tribution function of a rv X.
3.5.1 Distributions
Definition 3.8. Let (Ω,A, P ) be a probability space and X : Ω → R an ar-
bitrary rv. The distribution of X is the set function PX : B(R) → [0, 1] with
PX(B) = P ({ω | ω ∈ Ω, X(ω) ∈ B}) , ∀B ∈ B(R). (3.9)
The set function defined in (3.9) is a probability measure over the measure
space (R,B(R)), since PX is σ-additive and normed due to PX(R) = P (Ω) = 1.
Usually, (3.9) is written in its abbreviated form,
P (X ∈ B) = P ({ω | ω ∈ Ω, X(ω) ∈ B}) , ∀B ∈ B(R)
and especially
P (X ≤ x) = P ({ω | ω ∈ Ω, X(ω) ≤ x}) , ∀x ∈ R.
3.5.2 Cumulative Distribution Functions
With the definition of the distribution (3.9), the cumulative distribution func-
tion of a rv X can be defined.
Definition 3.9. The function FX : R→ [0, 1] with FX(x) = P (X ≤ x) is called
cumulative distribution function (cdf) of the rv X.
Next, some properties of cdfs are discussed.
Theorem 3.5. Let X : Ω → R be an arbitrary rv and FX : R → [0, 1] its cdf.
Then it holds
1. Asymptotic behavior at infinity:
FX(−∞) := lim
x→−∞FX(x) = 0, FX(∞) := limx→∞FX(x) = 1, (3.10)
2. Monotony:
FX(x) ≤ FX(x+ h), ∀x ∈ R and h ≥ 0, (3.11)
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3. Continuity from the right: FX(x) is continuous from the right, i.e. for
every sequence {hn} with hn ≥ 0 and lim
n→∞hn = 0 it holds
lim
n→∞FX(x+ hn) = FX(x), ∀x ∈ R . (3.12)
Proof.
1. Only the first part of (3.10) is shown. Since FX is monotone we can
w.l.o.g. assume that x converges monotone against −∞. With Corollary
3.2 then follows
lim
x→−∞FX(x) = limx→−∞PX((−∞, x]) = PX
(⋂
x≤0
(−∞, x]) = PX(∅) = 0.
The proof of the second part of (3.10) is analog.
2. Since (−∞, x] ⊂ (−∞, x + h], it follows from the first part of Theorem
3.2 that
FX(x) = PX((−∞, x]) ≤ PX((−∞, x+ h]) = FX(x+ h).
3. Analog to the proof of the first part, from Corollary 3.2 follows that
lim
n→∞FX(x+ hn) = limn→∞PX((−∞, x+ hn])
= PX
(⋂
n≥1
(−∞, x+ hn]
)
= PX((−∞, x])
= FX(x).
With the distribution function FX also the following probabilities can be de-
scribed
P (a ≤ X ≤ b), P (a < X ≤ b), P (a < X < b), P (a ≤ X < b),
because for example
P (a ≤ X ≤ b) = P ({X ≤ b} \ {X < a})
= P (X ≤ b)− P (X < a)
= FX(b)− lim
h↓0
FX(a− h).
However, in general FX(a) = lim
h↓0
FX(a− h) does not hold, but
FX(a) = lim
h↓0
FX(a− h) + P (X = a). (3.13)
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In Theorem 3.5 it is shown that distribution functions are monotone and
bounded. Hence, they can have for every ε > 0 only countable many jump
discontinuities with jumps higher then ε; and thus only countable many jump
discontinuities can exist.
Theorem 3.6. Let X : Ω → R be an arbitrarily rv. Then the distribution PX
of X is uniquely determined by the cdf FX of X.
Proof. Omitted.
3.5.3 Probability Density Functions
Definition 3.10. The rv X : Ω → R (resp. its distribution) is called absolutely
continuous, if the cdf FX of X has the following integral representation
FX(x) =
x∫
−∞
fX(y)dy, ∀x ∈ R (3.14)
where fX : R → [0,∞) is a non-negative (Lebesgue-integrable) function, re-
ferred to as probability density function (pdf) or density of X.
The integral in (3.14) is usually regarded as Lebesgue integral.
The cdf FX (and thus also the distribution PX) of a absolutely continuous
rv X is in the following sense completely determined by a pdf fX .
Theorem 3.7.
1. The rv X : Ω → R is absolutely continuous, if the distribution PX of X
can be written in the following form:
PX(B) =
∫
B
fX(y) dy, ∀B ∈ B(R) (3.15)
2. Let X,Y : Ω → R be absolutely continuous rvs. Then PX = PY , if and
only if
fX(x) = fY (x) (3.16)
for almost all x ∈ R, i.e. (3.16) holds for all x ∈ R \ B, where the set of
exceptions B ⊂ R has Lebesgue measure zero.
Proof. Omitted.
Often the density fX is an (at least piecewise) absolutely continuous function.
IfX is absolutely continuous, then the cdf FX has no jumps. With (3.13) follows
especially
P (X = x) = 0, ∀x ∈ R. (3.17)
To describe an absolutely continuous rv X it is sufficient to regard its pdf fX ,
since fX uniquely determines the cdf FX and with this also the distribution PX
of X. Some examples of pdfs are given in the next definition.
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Definition 3.11. Let X be a continuous rv. It is said to possess
(a) uniform distribution, U(a, b), with support (a, b) if the pdf is
fX(x; a, b) =
{
1
b−a if a < x < b
0, otherwise
∀x ∈ R, (3.18)
(b) normal distribution, N (µ, σ2), with parameters µ ∈ R and σ > 0 if the
pdf is
fX(x;µ, σ) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
, ∀x ∈ R, (3.19)
(c) lognormal or logarithmic normal distribution with parameters µ ∈ R and
σ > 0 if the pdf is
fX(x;µ, σ) =
1√
2pi σ x
exp
(
−(log(x)− µ)
2
2σ2
)
, ∀x ∈ R+, (3.20)
(d) exponential distribution with parameter λ > 0 if the pdf is
fX(x;λ) = λe−λx, ∀x ∈ R0+, (3.21)
(e) Cauchy distribution with parameters γ > 0 and m ∈ R if the pdf is
fX(x;m, γ) =
1
piγ
(
1 +
(
x−m
γ
)2) , ∀x ∈ R, (3.22)
(f) logistic distribution with parameters µ ∈ R and s > 0 if the pdf is
fX(x;µ, s) =
e−(x−µ)/s
s(1 + e−(x−µ)/s)2
, ∀x ∈ R. (3.23)
Plots of the distributions defined in the previous definition are shown in
Figure 3.1.
3.6 Moments
In this section we will be concerned with calculating the expectation and the
variance of a rv. These two statistics give an indication of the location and
spread of a distribution. Further, we will also determine whether a distribution
is skewed to the left or right of its expectation by calculating its skewness,
and whether the distribution is strongly centered around its expectation by
calculating its kurtosis.
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(a) Uniform distribution with a = 1 and b = 2
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fXHx;Μ,ΣL
(b) Normal distribution with µ = 0 and σ = 1
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fXHx;Μ,ΣL
(c) Lognormal distribution with µ = 0 and
σ = 1
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fXHx;ΛL
(d) Exponential distribution with λ = 1
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0.3
fXHx;m,ΓL
(e) Cauchy distribution withm = 0 and γ = 1
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x
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0.1
0.15
0.2
0.25
fXHx;Μ,sL
(f) Logistic distribution with µ = 0 and s = 1
Figure 3.1: Probability density functions of the uniform, normal, lognormal,
exponential, Cauchy, and logistic distribution with selected param-
eters
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These distinguishing values for a rv are called its moments. In each case,
we are required to compute the expected value of the rv raised to some integer
power.
3.6.1 Expectation
The first moment of a rv X is called expectation (also referred to as expected
value or mean). It represents the probability-weighted average value of that rv
and is denoted as either EX or µ.
Definition 3.12. Let (Ω,A, P ) be a probability space and X : Ω→ R a rv with∫
R
|x|PX(dx) <∞ .
Then the rv X is integrable, and the expectation (or expected value or mean)
EX of X is given by the following (Lebesgue-) integral
EX =
∫
R
xPX(dx) . (3.24)
An alternative way of defining the expectation of a rvX is to use the Lebesgue-
Stieltjes integral regarding the cdf FX of X, then EX =
∫∞
−∞ x dFX(x). With
the definition of the expectation given in (3.24), both the definitions of discrete
and continuous rv can easily be obtained.
Theorem 3.8. Let X : Ω→ R be a rv.
1. If X is discrete with P (X ∈ C) = 1 for a countable set C ⊂ R, then the
expectation EX of X is given by the weighted average
EX =
∑
x∈C
xP (X = x), (3.25)
provided that ∑
x∈C
|x|P (X = x) <∞ . (3.26)
2. If X is continuous with the pdf fX(x), then the expectation EX of X is
given by the integral
EX =
∞∫
−∞
xfX(x) dx, (3.27)
provided that
∞∫
−∞
|x|fX(x) dx <∞ . (3.28)
Proof.
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1. Let X be discrete with P (X ∈ C) = 1 for a countable set C ⊂ R, then
PX(B) =
∑
x∈B∩C
P (X = x), ∀B ∈ B(R).
With this and (3.24) the claim follows.
2. Let X now be continuous with the pdf fX(x), then by (3.15) holds
PX(B) =
∫
B
fX(x) dx, ∀B ∈ B(R).
With this and (3.24) the claim follows.
Example 3.3. We might think of the expectation of a rv as being analogous
to a center of mass. This is illustrated in Figure 3.2. The pdfs of two rvs
are indicated with their means on the x-axes. It can be confirmed by visual
inspection that the indicated means appear to be “centers of mass” for the two
pdfs.
ì ì
Figure 3.2: Notion of the expected value
Lemma 3.3. Let X be a rv with pdf according to Definition 3.11. Then its
expectation is defined as follows
(a) uniform distribution: EX = (a+ b)/2 (3.29)
(b) normal distribution: EX = µ (3.30)
(c) lognormal distribution: EX = eµ+σ
2/2 (3.31)
(d) exponential distribution: EX = λ−1 (3.32)
(e) Cauchy distribution: undefined (3.33)
(f) logistic distribution: EX = µ. (3.34)
Properties of the Expectation
Some useful properties of the expectation of a rv are the following:
Theorem 3.9. Let X,Y : Ω→ R be arbitrarily rvs over an arbitrary probability
space (Ω,A, P ). Then the following holds:
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1. Inequality: If X and Y are integrable and if X ≤ Y , then it holds
EX ≤ EY, (3.35)
especially
|EX| ≤ E |X|. (3.36)
2. Linearity: If X and Y are integrable, then aX + bY is also integrable for
arbitrary a, b ∈ R, and it holds
E (aX + bY ) = aEX + bEY. (3.37)
Proof.
1. The first part follows immediately from the integral representation of the
expectation and the monotony property of the integral. The second holds,
because if X is integrable, also |X| resp. −|X| are, and since X ≤ |X|
resp. −|X| ≤ X, form (3.35) follows that EX ≤ E |X| resp. E |X| =
E−|X|) ≤ EX.
2. That aX+ bY is integrable follows from |aX+ bY | ≤ |a||X|+ |b||Y |, from
(3.35), and from the linearity of the Lebesgue integral, since E |aX+bY | ≤
E(|a||E |X|+ |b|E |Y | <∞. The validity of (3.35) follows then also from
the linearity of the Lebesgue integral.
3.6.2 kth Moments
We have already seen how to calculate the expectation of a rv, also termed
the first raw moment. In the following, the expected value of a rv raised to an
integer power will be investigated.
Definition 3.13. Given a rv X, the kth moment µ′k(a) of X about a is the
expected value of the function g(X) = (X − a)k, provided the expectation
exists. Thus
µ′k(a) = E
(
g(X)
)
= E
(
(X − a)k), k = 0, 1, . . . . (3.38)
If a = 0, the kth moment taken about 0 is termed raw moment , and is
denoted by µ′k. Is a = µ
′
1 = µ the expected value of X, we get the kth central
moment , denoted by µk. Note that although the expected value of X is the
first raw moment µ′1, we continue to write µ instead of µ′1.
The kth moment about 0 (kth raw moment) is
µ′k = E(X
k), k = 0, 1, . . . , (3.39)
and the kth moment about the mean (kth central moment) reads
µk = E
(
(X − µ)k), k = 0, 1, . . . . (3.40)
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The central moments µk can be expressed in terms of the raw moments µ′k
using (3.40) or the following binomial transform, cf. [Rasch, 1995]:
µk =
k∑
i=0
(
k
i
)
(−1)iµ′k−iµi. (3.41)
The first four central moments are then given by
µ1 = 0 (3.42)
µ2 = µ′2 − µ′12 (3.43)
µ3 = µ′3 − 3µ′1µ′2 + 2µ′13 (3.44)
µ4 = µ′4 − 4µ′1µ′3 + 6µ′12µ′2 − 3µ′14. (3.45)
3.6.3 Variance
The second central moment is called variance and gives an indication of the
spread of a rv’s distribution.
Definition 3.14. The variance of a rv X is defined as
VarX = µ2 = E
(
(X − EX)2). (3.46)
The positive square root of the variance of a rv X is called its standard
deviation or mean square deviation and is denoted by σ,
σ =
√
VarX. (3.47)
Theorem 3.10. Let X : Ω→ R be a rv with E (X2) <∞. Then it holds
VarX = E(X2)− (EX)2, (3.48)
and for arbitrary a, b ∈ R
Var (aX + b) = a2VarX. (3.49)
Proof. From the definition of the variance (3.46) and the linearity of the expec-
tation (3.37) it follows
VarX = E
(
(X − EX)2) = E (X2 − 2X EX + (EX)2)
= E(X2)− E (2X EX) + E ((EX)2)
= E(X2)− 2 EX EX + (EX)2
= E(X2)− (EX)2 .
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From (3.48) it follows,
Var (aX + b) = E
(
(aX + b)2
)− (E (aX + b))2
= E
(
(aX)2 + 2abX + b2
)− (aEX + b)2
= a2 E (X2) + 2abEX + b2 − a2(EX)2 − 2abEX − b2
= a2
(
E (X2)− (EX)2)
= a2VarX .
Example 3.4. The variance measures the dispersion of a rv’s probability dis-
tribution. In Figure 3.3 probability density functions are indicated for two rvs.
The one on the left has a higher variance. It is more dispersed than the one on
the right.
ì ì
Figure 3.3: Notion of the variance
Lemma 3.4. Let X be a rv with pdf according to Definition 3.11. Then its
variance is defined as follows
(a) uniform distribution: VarX = (b− a)2/12 (3.50)
(b) normal distribution: VarX = σ2 (3.51)
(c) lognormal distribution: VarX = e2µ+σ
2
(eσ
2 − 1) (3.52)
(d) exponential distribution: VarX = λ−2 (3.53)
(e) Cauchy distribution: undefined (3.54)
(f) logistic distribution: VarX = (pi s)2/3. (3.55)
3.6.4 Skewness
Skewness is the third standardized moment and measures the degree of symme-
try, or more precisely, the lack of symmetry of a rv’s distribution. A distribution
is referred to as negatively skewed, if its left tail is more pronounced than its
right tail. Skewness can range from minus infinity to infinity.
Definition 3.15. The skewness of a random variable X is defined as
γ1(X) =
µ3
µ
3/2
2
=
µ3
σ3
=
E [(X − µ)3]
σ3
, (3.56)
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where µi and µ are the ith central moment and the mean, respectively, and σ
denotes the standard deviation.
Several other forms of skewness have also been defined; e.g. Pearson [1905]
suggested measuring skewness by standardizing the difference between the mean
and the mode of a distribution (referred to as the Pearson mode skewness),
skewX =
µ−modeX
σ
, (3.57)
where modeX gives the mode of the distribution.
Example 3.5. A distribution is symmetric if it looks the same to the left and
right of the center point. In Figure 3.4 probability density functions are in-
dicated for two rvs with the same mean and variance. The one on the left is
negatively skewed, i.e. its left tail is heavier than its right tail; whereas the one
on the right is positively skewed.
ì ì
Figure 3.4: Notion of the skewness
Lemma 3.5. Let X be a rv with pdf according to Definition 3.11. Then its
skewness is defined as follows
(a) uniform distribution: γ1(X) = 0 (3.58)
(b) normal distribution: γ1(X) = 0 (3.59)
(c) lognormal distribution: γ1(X) = (eσ
2 − 1)1/2(2 + eσ2) (3.60)
(d) exponential distribution: γ1(X) = 2 (3.61)
(e) Cauchy distribution: undefined (3.62)
(f) logistic distribution: γ1(X) = 0. (3.63)
3.6.5 Kurtosis
Pearson [1905] introduced kurtosis as a measure of how flat the top of a sym-
metric distribution is when compared to a normal distribution of the same
variance.
In older works, kurtosis is sometimes defined as the fourth standardized mo-
ment of a distribution,
β2(X) =
µ4
µ22
=
µ4
σ4
. (3.64)
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More commonly used is the following definition of kurtosis, which is also known
as excess kurtosis:
Definition 3.16. The kurtosis of a rv X is defined as
γ2(X) = β2(X)− 3 = µ4
µ22
− 3 = µ4
σ4
− 3 = E [(X − µ)
4]
σ4
− 3, (3.65)
where µi and µ are the ith central moment and the mean, respectively, and σ
denotes the standard deviation.
Compared to a normal distribution, Pearson [1905] classified more flat-topped
distributions, γ2 < 0, as platykurtic, less flat-topped distributions, γ2 > 0, as
leptokurtic, and equally flat-topped distributions (γ2 = 0) as mesokurtic. How-
ever, kurtosis is actually more influenced by the characteristic of the distribu-
tion’s tails than the characteristic of the distribution’s center [DeCarlo, 1997].
Accordingly, it is often reasonable to describe a leptokurtic distribution as “fat
in the tails” and a platykurtic distribution as “thin in the tails”.
Example 3.6. In Figure 3.5 probability density functions are indicated for two
rvs to illustrate the kurtosis. The one on the left is more peaked at the center
and has fatter tails. Hence, it has a greater kurtosis than the one on the right.
Note that it is impossible to say which one has the greater variance. The one
on the left is more peaked at the center, which might indicate that it has a
lower variance. On the other hand it has fatter tails, which might indicate that
it has a higher variance. If the effect of the peakedness exactly offsets that of
the fat tails, the two probability density functions will have the same variance.
ì ì
Figure 3.5: Notion of the kurtosis
Lemma 3.6. Let X be a rv with pdf according to Definition 3.11. Then its
kurtosis is defined as follows
(a) uniform distribution: γ2(X) = −6/5 (3.66)
(b) normal distribution: γ2(X) = 0 (3.67)
(c) lognormal distribution: γ2(X) = e4σ
2
+ 2e3σ
2
+ 3e2σ
2− 6 (3.68)
(d) exponential distribution: γ2(X) = 6 (3.69)
(e) Cauchy distribution: undefined (3.70)
(f) logistic distribution: γ2(X) = 6/5. (3.71)
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3.6.6 Moment-Generating Function
Provided it exists, the moment-generating function generates the moments of
a pdf, whereby the distribution of the corresponding rv is uniquely defined.
Definition 3.17. The moment-generating function of a rv X is defined as the
expected value of g(X) = etX , i.e.
M(t) = E(etX), −∞ < t <∞ (3.72)
provided that the expected value exists.
If M(t) is differentiable at zero, then the nth moment about the origin is
generated as follows,
E(Xn) =M (n)(0) =
dn
dtn
∣∣∣∣
t=0
MX(t). (3.73)
For a rv X with continuous probability density function f(x) the moment
generating function is given by,
M(t) =
∞∫
−∞
etxf(x)dx
=
∞∫
−∞
(1 + tx+
1
2!
t2x2 + . . . )f(x)dx
= 1 + tµ′1 +
1
2!
t2µ′2 + . . . ,
(3.74)
where µ′k is the kth raw moment. Sometimes it is simpler to work with the
logarithm of the moment-generating function, which is called the cumulant-
generating function, and is defined by K(t) = lnM(t).
3.7 Functions of Random Variables
Since we will later need linear transformations of rvs and sums of normal rvs,
these will be presented in the following. The issue is treated in-depth for ex-
ample in the monograph of Springer [1979].
Let X be a rv and Y = g(X). Then also Y is a rv since, for any outcome
ω, Y (ω) = g(X(ω)). Often we know FX(x) and wish to calculate FY (y) and
fY (y). The distribution function then must satisfy
FY (y) = P (Y ≤ y) = P (g(X) ≤ y).
Thus, we need to find all intervals on the x axis such that g(x) ≤ y in order to
calculate the above probability from FX(x).
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Linear Transformations
An important operation on a rv is its linear transformation, ϕ(x) = ax+ b with
ϕ : R→ R and a, b ∈ R.
Theorem 3.11. Let X : Ω → R be an arbitrarily rv and a, b ∈ R arbitrary
constants with a 6= 0. Then aX + b is a rv, and
1. the cdf of aX + b is given by
FaX+b(x) =
{
FX
(
x−b
a
)
, if a > 0,
1− FX
(
x−b
a
)
+ P
(
X = x−ba
)
, if a < 0,
(3.75)
2. if X is absolutely continuous with pdf fX , then aX + b is also absolutely
continuous with pdf
faX+b(x) =
1
|a|fX(
x− b
a
). (3.76)
Proof. Omitted.
Sums and Differences of Normal Random Variables
Lemma 3.7. Let X1 and X2 be independent rvs with X1 ∼ N (µ1, σ21) and
X2 ∼ N (µ2, σ22), then the sum X1+X2 and the difference X1−X2 are normally
distributed with
X1 +X2 ∼ N (µ1 + µ2, σ21 + σ22), (3.77)
resp.
X1 −X2 ∼ N (µ1 − µ2, σ21 + σ22) . (3.78)
Proof. Omitted.
3.8 Random Variate Generation by the Inversion Method
The following theorem can be used to generate random variates with an ar-
bitrary continuous distribution function F provided that the inverse function
F−1 is explicitly known.
Theorem 3.12 (Devroye [1986, p. 28]). Let F be a continuous distribution func-
tion on R with inverse F−1 defined by
F−1(u) = inf{x | F (x) = u, 0 < u < 1}.
If U is a uniform [0, 1] random variable, then F−1(U) has the distribution func-
tion F . Moreover, if X has the distribution function F , then F (X) is uniformly
distributed on [0, 1].
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Proof. The first claim follows after noting that for all x ∈ R,
P (F−1(U) ≤ x) = P (inf{y | F (y) = U} ≤ x) = P (U ≤ F (x)) = F (x).
The second statement follows from the fact that for all 0 < u < 1,
P (F (X) ≤ u) = P (X ≤ F−1(u)) = F (F−1(u)) = u.
Hence, a random variate with distribution function F can be generated by
means of a uniform [0, 1] rv with the transform X = F−1(U). The expense to
generate X depends on the expense the computation of the inverse causes. The-
orem 3.12 will be used extensively by the directed mutation operators presented
in Chapter 7.
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This chapter presents Evolution Strategies in detail, preluded by an intuitive
flow-chart. In Section 4.2 a general Evolution Strategy is introduced together
with the standard notation. The following Sections 4.3 to 4.7 deal with the
different operators used within. Section 4.8 is devoted to the adaptation of
strategy parameters and a state-of-the-art Evolution Strategy with covariance
matrix adaptation is outlined in Section 4.9.
4.1 Introduction
In Section 2.2 Evolution Strategies (ESs) have been introduced as represen-
tatives of guided random optimization algorithms, mimicking the principles of
natural evolution to find optimal solutions to an optimization problem. Accord-
ingly, an ES comprises of a selection, recombination, and mutation operator.
These three operators are successively processed for all considered ESs, as il-
lustrated by the evolutionary loop in Figure 4.1.
evolutionaryloop
initial population
selection
evaluation
reproduction
recombination
mutation
solutiontermination
Figure 4.1: Flow-chart of an Evolution Strategy
4.2 The (µ/ρ +, λ)-ES: Algorithm and Notation
A more detailed view of the algorithm shown in Figure 4.1 is given by the
pseudo-code of the (µ/ρ +, λ)-ES in Listing 4.1. In the following we briefly
outline the algorithm, postponing most of the details to the next sections.
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Listing 4.1: Pseudocode of the (µ/ρ +, λ)-ES
1 begin
2 g := 0;
3 i n i t
(
P(0)µ :=
{
a(0)m
}
=
{(
x(0)m , s
(0)
m ,F(x
(0)
m )
)})
;
4 repeat
5 for l:=1 to λ do begin
6 Rl := reproduct ion
(
P(g)µ , ρ
)
;
7 sl := sRecombination(Rl) ;
8 s˜l := sMutation(sl) ;
9 xl := xRecombination(Rl) ;
10 x˜l := xMutation(xl, s˜l) ;
11 f˜l := F (x˜l) ;
12 end ;
13 P˜(g)λ :=
{
a˜(g)l
}
=
{(
x˜l, s˜l, f˜l
)}
;
14 case s e l e c t i onType of
15 , : P(g+1)µ := s e l e c t i o n
(
P˜(g)λ , µ
)
;
16 +: P(g+1)µ := s e l e c t i o n
(
P˜(g)λ ,P
(g)
µ , µ
)
;
17 end ;
18 g := g + 1;
19 until t e rm ina t i onCr i t e r i on ;
20 end ;
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4.3 Representation
The evolutionary optimization initiates by generating a first population of
individuals at generation g = 0. The population P at generation g con-
sists of µ parental individuals and λ descendants and can be described by
P(g)µ+λ = {I(g)i }i=1,...,µ+λ. An individual i in the population consists of a set
of decision and strategy variables, Ii ∈ I, where I is the state space. During
the evolutionary optimization process the population evolves over several gen-
erations g, until some termination criterion is fulfilled. Within each generation,
the variation operators recombination and mutation are applied and selection
takes place. The recombination operator exchanges information in the popu-
lation in order to spread good properties of solutions. The mutation operator
adds random variations to the variables and thus increases diversity in the pop-
ulation. Selection is the counterpart to the variation operators. It decreases on
average the diversity in the population by selecting fitter individuals. Thereby
selection guides the search into promising regions of the object parameter space
and increases the fitness in the population.
The way the offspring population is generated is reflected in the (µ/ρ +, λ)
notation. Besides the number of parents µ and offspring λ, the number of
parents involved in the procreation of one offspring is stated by ρ. The special
case ρ = 1 represents cloning, i.e. no recombination takes place. The parameter
is then usually omitted and the notation reduces to (µ +, λ). The case ρ > 1
results in strategies with recombination. The symbol “+, ” refers to the kind of
selection to be used, i.e. “+”- or “,”-selection, respectively (see Section 4.4).
Sometimes another parameter κ is introduced that determines the maximal
life span of an individual [Schwefel and Rudolph, 1995]. The strategy specific
parameters µ, ρ, λ, and κ are termed exogenous strategy parameters which are
kept constant during the evolutionary run.
The quality of the whole ES depends highly on the interplay of these oper-
ators. Some combinations of recombination and mutation operators may even
lead to divergence [Kursawe, 1995].
Mutation is considered the main operator in ESs [Ba¨ck and Schwefel, 1993], in
detail treated in Section 4.7. It most often evolves itself during the optimization,
called self-adaptation (see Section 4.8). Self-adaptation is necessary for fast
convergence as shown by Rechenberg [1973].
4.3 Representation
Evolution strategies are population based algorithms. Thus, the strategy op-
erates on a population P that consists of a set of individuals I. Besides the
object parameter set x, x ∈ X , and its objective function value f(x), f ∈ F
(also referred to as fitness), an individual usually also contains a set s, s ∈ S,
of endogenous (i.e. evolvable) strategy parameters
I := (x, s, f(x)), with I ∈ I. (4.1)
The occurrence of the endogenous strategy parameter set s is a peculiarity of
ESs. It encodes certain properties of the genetic operators, especially those of
the mutation operator (see Section 4.7). The endogenous strategy parameter
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set is not directly involved in the calculation of the fitness of the individual;
however, it is passed to the offspring depending on the fitness value of the
individual. During the optimization process it can evolve and is an inevitable
ingredient in self-adaptive ESs (cf. Section 4.8).
Hence, the state space of an individual is completely defined by the tuple
(x, s, f(x)). The total of these elements composes the state space I,
I = X × S × F , (4.2)
where evolution takes place.
As already mentioned, the individuals form a population P. Within this pop-
ulation, µ parents Im, m = 1, . . . , µ, and λ offspring Il, l = 1, . . . , λ exist. The
parameters µ and λ are exogenous strategy parameters, i.e. they are unchanged
by the ES. The distinct populations of the parents and offspring at generation
g are denoted by P(g)µ and P
(g)
λ , respectively
P(g)µ :=
{
I(g)m
}
=
(
I(g)1 , . . . , I
(g)
µ
)
(4.3)
P(g)λ :=
{
I(g)l
}
=
(
I(g)1 , . . . , I
(g)
λ
)
. (4.4)
4.4 Selection Operator
In nature, evolution is a highly parallel process carried out with large pop-
ulations of individuals. If the growth of the population is limited by some
constraints, selection takes place. In ESs, the growth of the population is also
limited. A selection pressure is induced by the ratio of the offspring to the
parents, λ/µ. Hence, in each generation g, only a fraction of the population is
selected to serve as parental population in the next generation P(g+1)µ ,
sel : Iγ → Iµ. (4.5)
The selection operator is a deterministic procedure, which chooses the µ best
individuals from the set of γ individuals (I1, . . . , Iγ) according to their fitness
value f(x). Note that the fitness is only determined by the object parameters.
Using the same notation as Beyer [2001], selection reads
sel(I1, . . . , Iγ) := (I1;γ , . . . , Iµ;γ), γ ≥ µ. (4.6)
The symbol (·)m;γ represents the individual with the mth best fitness value,
(·)1;γ the best, and (·)γ;γ the worst individual, respectively. The advantage
of this notation is the unification of the two optimization types, minimization
and maximization. It is a generalization of the (·)m:γ notation known from the
theory of order statistics, which expresses the order relation
F1:γ ≤ · · · ≤ Fm:γ ≤ · · · ≤ Fγ:γ . (4.7)
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Two versions of selection techniques are commonly used. Depending on
whether or not the parental population is included in the selection pool, we
distinguish plus selection, denoted by (µ + λ), and comma selection, denoted
by (µ, λ), respectively.
In the case of plus selection, both the current population and their parents
are copied to the selection pool which is thus of size γ = µ + λ. This version
of selection is elitist by preserving always the best solutions obtained so far.
Hence, a deterioration of the fitness in the parental population is avoided and
constant improvement of the fitness is ensured.
In contrast to plus selection, the comma selection only takes the current
population into account. Therefore the fitness of the population can decreases
between two generations. While at first this seems unfavorable for an optimiza-
tion algorithm, in this way the plus selection ensures a constant change in the
parental population.
Both variants have rather specific application areas. Based on simulation
results, Schwefel [1987] recommends comma selection in the field of real-valued
parameter optimization. In the case of combinatorial optimization problems
Beyer [1992] recommends plus selection, due to the principal failure of self-
adaptation of the mutation strength.
Introducing a maximal life span of an individual, 1 ≤ κ ≤ ∞, both selection
techniques can be unified in the (µ, κ, λ)-selection [Ba¨ck et al., 1997b]. Then
κ = 1 corresponds to the (µ, λ)-strategy and κ = ∞ to the (µ + λ)-strategy,
respectively.
4.5 Reproduction Operator
The reproduction operator selects the 1 ≤ ρ ≤ µ parents which will procreate
one offspring individual,
rep : Iµ → Iρ. (4.8)
The vector R of selected parents is defined as follows:
R :=
(Ii1 , . . . , Iir , . . . , Iiρ), if ρ < µ(I1, . . . , Im, . . . , Iµ), if ρ = µ (4.9)
with
∀ r ∈ {1, . . . , ρ} : ir := rand{1, . . . , µ}, if ρ < µ
m = 1, . . . , µ, if ρ = µ.
(4.10)
In the case of ρ = µ all parents are involved in the production of the offspring,
i. e. R = Pµ. Whereas for ρ < µ only ρ parent individuals will procreate the
offspring. They are chosen at random out of Pµ with uniform probability 1/µ.
For the sake of simplicity, selected individuals are returned to the pool again
whereby “inbreeding” can occur. Of course this can be prevented using an
appropriate selection mechanism. Anyway, to attain the maximum progress
rate it is recommended to use all parents for recombination [Beyer, 2001].
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4.6 Recombination Operator
In nature, most species recombine their genetic information by mating two
parents. This allows to spread genetic information in the population and the
offspring might benefit from combining preferable properties of their parents.
In the ES context, mating is denoted as recombination. It is more flexible in the
sense that an arbitrary number of parents can be involved in the recombination
of the offspring.
The recombination operator creates one offspring by mixing the characteris-
tics of the ρ parental individuals selected for reproduction,
rec : Iρ → I. (4.11)
In particular, the case ρ > 2 is termed multirecombination. Two kinds of
recombination are distinguished, intermediate recombination and discrete re-
combination, also called dominant recombination. Often different types of re-
combination operators are applied to the distinct subparts of the individuals.
The operator is defined on a ρ-tuple of vectors (v1, . . . ,vρ). The symbol v
stands for the actual subpart of the individual’s representation, i.e. the object
parameters x or the strategy parameters s.
Intermediate ρ-recombination: The descendant r is defined by the center of
gravity of the selected parents
r :=
1
ρ
ρ∑
i=1
vi. (4.12)
The cases ρ = 2 and ρ = µ are simply called intermediate recombination and
global intermediate recombination, respectively.
Discrete ρ-recombination: Every component of the descendant r is defined by
random selection from the ρ corresponding components of the selected parents
r :=
d∑
i=1
(
eTi vmi
)
ei, (4.13)
with d = dim(x), mi := rand{1, . . . , ρ}, and the symbol ei representing the
unit vector in the ith dimension. Thus, the ith component of the descendant is
specified exclusively by the ith component of a randomly selected parent. The
cases ρ = 2 and ρ = µ are called discrete recombination and global discrete
recombination, respectively.
4.7 Mutation Operator
Mutation is the process of adding random changes to the genetic information.
This guarantees the collective genetic information to be constantly varied and
enables a population to adapt to changing environmental conditions.
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The mutation operator
mut : I→ I (4.14)
is defined as
mut := muto ◦ muts (4.15)
such that first the strategy parameters undergo a mutation and the object
parameters are then mutated with these strategy parameters.
A comprehensive discussion about mutation is given by Beyer [2001]. Ac-
cording to that, mutation operators should fulfill some general requirements:
1. Reachability
Since the operator shall perform arbitrary search moves in the state space
of the individual, it should be realized so that it can transfer the individual
from its current state to any other state in finite time. The fulfillment of
this requirement is a necessary condition for the functioning of any EA.
2. Scalability
The mutation strength, i.e. the length of the search steps should be tun-
able for the calibration of the locally optimal mutation strength. To what
extent this demand can be fulfilled depends on the granularity of the
parameter space.
3. Absence of biases
The mutation distribution should be chosen according to the maximum
entropy principle. Following the central limit theorem, for unconstrained,
real-valued search spaces this leads to a Gaussian normal distribution.
4. Symmetry
This demand is strongly linked to the third requirement, but not equiva-
lent to it. It reflects the supposed isotropy of the parameter space. Hence,
under this assumption, the state change induced by the mutations should
be zero.
Beyer points out that the given demands should be seen as guiding principles
for the design of mutation operators. Only the first requirement expresses a
certain minimal condition which should always be fulfilled, whereas the others
are neither absolutely important nor definitely necessary. Since step size adap-
tation plays a crucial role in approaching the optimum [Rudolph, 1996], also
the second requirement has some importance and should thus be fulfilled by a
mutation operator.
According to the third requirement, the vector of object parameters x of
a recombined individual is usually mutated by adding a normally distributed
random vector z
x˜ := x+ z, with z ∼ N (0,C), (4.16)
where N (0,C) is a multivariate normal distribution with expectation E z = 0
and covariance matrix C. Depending on the grade of variability granted to
the normal distribution, three mutation strategies are commonly distinguished:
isotropic mutation, scaled mutation, and correlated mutation.
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4.7.1 Isotropic Mutation
In the simplest possible case, an isotropic mutation distribution is used to gen-
erate the random vector z,
z ∼ N (0, σ2I) = σN (0, I). (4.17)
Every component zi is statistically independent of other components and thus
the covariance matrix has only diagonal entries. Since the components also all
have the same standard deviation σi = σ, it is the identity matrix I. Hence,
the previous equation can be written in a scalar form as
zi ∼ σN (0, 1), i = 1, . . . , n. (4.18)
A plot of the probability density is shown in Figure 4.2. Iso-probability
contours are circles for n = 2 variables and (hyper-)spheres for n ≥ 3.
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Figure 4.2: Iso-probability contours for isotropic mutations with σ = 3
4.7.2 Scaled Mutation
More flexibility is achieved by providing each decision variable with an individ-
ual step size. The resulting covariance matrix is diagonal, C = diag(σ2i , . . . , σ
2
n)
and scaled mutation then reads
zi ∼ σiN (0, 1), i = 1, . . . , n. (4.19)
By means of the separate mutation strengths, stretched or compressed vari-
ants of an isotropic probability distribution parallel to the coordinate axis can
be realized. A probability density plot of this mutation is given in Figure 4.3.
Iso-probability contours are (hyper-)ellipses with their principal axis parallel to
the coordinate axis.
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Figure 4.3: Iso-probability contours for scaled mutations with σ1 = 3 and
σ2 = 1
4.7.3 Correlated Mutation
The whole flexibility of the multivariate normal distribution is obtained by
allowing non-zero correlation coefficients in the covariance matrix. Because
the decision variables are now mutated with correlated random variables, this
mutation is referred to as correlated mutation. Thus, the random vector z is
given by
z ∼ N (0,C). (4.20)
An example of the probability density of this mutation is given in Fig-
ure 4.4. Iso-probability contours are linear transformations (rotation, scale) of
an isotropic probability distribution. Now n(n+ 1)/2 strategy parameters need
to be adapted, n step sizes (diagonal elements cii = σ2i ), and due to the symme-
try of the covariance matrix n(n− 1)/2 correlation coefficients (non-diagonal
elements cij = cji, i 6= j).
In practice, instead of sampling random numbers directly from N (0,C) as
implied by (4.20), contemporary ES use the decomposition C = (ST)T (ST),
where S = D1/2 is the diagonal matrix of standard deviations (sii = σi)
[Rudolph, 1992]. The matrix
T =
n−1∏
i=1
n∏
j=i+1
Rij(αk) (4.21)
is the product of the n(n − 1)/2 elementary rotation matrices Rij(αk), with
angles αk ∈ (0, 2pi]. The elementary rotation matrices Rij are obtained from
the identity matrix by replacing four elements as follows, rii = rjj = cosα, rij =
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Figure 4.4: Iso-probability contours for correlated mutations with σ1 = 3, σ2 =
1 and α = pi/3
−rji = − sinα, yielding
Tij(αj) =

1 0 · · · 0
0 1
. . .
1
cos αj − sin αj
1
...
. . .
...
1
sin αj cos αj
1
. . .
1 0
0 · · · 0 1

. (4.22)
Then with
z′ ∼ TTSTN (0, I) (4.23)
random vectors with the same probability density function as in (4.20) can be
generated. More details of this mutation variant can be found in [Rudolph,
1992] or [Ba¨ck, 1996].
4.7.4 Problem Dependence
Which mutation distribution is chosen for an optimization is in the end prob-
lem dependent. It is always a trade-off between minimizing the learning effort
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and being able to adapt to mis-scaling or correlated decision variables. The
increasing flexibility from isotropic mutation via scaled mutation to correlated
mutation results in the number of strategy parameters growing from 1 via n
to n(n + 1)/2 with the concurrent adaptation effort. However, adaptation of
the mutation distribution has been shown to be necessary for any efficient opti-
mization algorithm as constant distributions are far from being optimal [Ba¨ck
et al., 1997a]. Several techniques are available for this purpose, as described in
the following Section 4.8.
4.8 Adaptation of the Strategy Parameters
This section is dedicated to the adaptation of strategy parameters controlling
the properties of the variation operators, in particular the parameters of the
mutation operator. After the need of a mutation strength control is motivated,
the famous 1/5th-success rule for controlling the mutation strength in (1+1)-ES
is presented. Next, the ideas of self-adaptation are rendered and an advanced
adaptation technique utilizing nonlocal search space information is outlined.
4.8.1 Motivation
The necessity of controlling endogenous strategy parameters already becomes
evident when running a simple (1+1)-ES with fixed uniform mutations on the
sphere function. Rudolph [1996] shows for this scenario, that the convergence
rate of an ES with fixed mutation strength declines to the asymptotics of a pure
random search. Beyer and Schwefel [2002] give an example where an ES with
isotropic normal mutations has lost its evolvability and stagnates after a period
of improvements.
4.8.2 One-Fifth Success Rule
In 1964 Rechenberg developed the first evolution strategy, the (1+1)-strategy
[Rechenberg, 1964]. One parent creates a single offspring that is perturbed by
an isotropic mutation, see Section 4.7.1. If the mutation is successful, i.e. the
objective function value of the offspring is better than that of the parent, the
parent is replaced by the offspring. For two simple objective functions, the
sphere function (see Section C.1) and the corridor function1, Rechenberg [1973]
computed theoretically the ideal progress rate. The progress rate ϕ is a measure
describing the expected local approach to the optimum. As well as the success
probability Ps that measures the probability by which an offspring replaces a
parent, the progress rate depends on the step size σ. Based on that fact, a σ
control rule can be framed. Rechenberg concluded that the success probability
Ps should be one fifth and formulated the adaptation of the step size σ as a
function of the success in his famous 1/5th-success rule:
To obtain nearly optimal (local) performance of the (1+1)-ES in
real-valued search spaces, the mutation strength has to be adjusted
1A linear objective function with 2(n - 1) inequality constraints
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in such a way that the (measured) success rate is about 1/5.
An implementation of the 1/5th-success rule was given by Schwefel [1975]. He
proposed to compute the success probability Ps always after generating n off-
spring, where n is the number of decision variables. After it is measured over the
last 10n computed offspring, Rechenberg’s adaptation rule should be applied
the following way
σ(g+1) =

c σ(g), if ps < 1/5
σ(g), if ps = 1/5
σ(g)/c, if ps > 1/5,
(4.24)
where σ(g) is the step size of generation g and c is a multiplicative factor. The
optimal value of the factor c depends on the objective function to be optimized,
the dimensionality of the search space n, and on the number of generations
G that are to be executed. Under the condition that n is sufficiently large,
n ≥ 30, G can be approximated by G = n and Schwefel [1975] recommended
using 0.85 ≤ c ≤ 1. In general, the success rate Ps should be decreased if the
objective function is noisy [Rechenberg, 1973], or constraints or local minima
exist [Schwefel, 1995].
The 1/5th-success rule can be characterized by utilizing the global informa-
tion of success probability in order to deterministically change the mutation
strength, obtained by collecting statistical data over a number of generations.
Obviously, the 1/5th-success rule is limited in its scope. For one thing it is
restricted to the control of only one strategy parameter; for another thing it is
highly dependent on the actual fitness landscape. Therefore, it is usually used
in (1+1)-ES with isotropic mutation only.
4.8.3 Self-Adaptation
In the previous subsection we presented with the 1/5th-success rule a first
heuristic for tuning the endogenous strategy parameter σ. To avoid such
external control mechanisms, Rechenberg [1973] proposed that the values of
multiple strategy parameters could instead result from a “learning popula-
tion”. He argued that this approach is more flexible since it can be applied
with non-isotropic mutation distributions and more robust since it can handle
discontinuities in the derivatives. Schwefel [1981] extended this approach to
the correlated mutation setting and denoted his adaptation principle as “self-
adaptation”. While originally developed for mutation operator control in ESs,
self-adaptation is meanwhile associated with a great variety of different oper-
ators. It found its way also to the field of GA, e.g. for the adaptation of the
mutation and recombination rates [Ba¨ck, 1992, Ba¨ck and Schu¨tz, 1996]. This
more flexible, evolutionary control method will be explained next.
Motivation
The principal idea of self-adaptation bases on coupling the endogenous (i.e.
evolvable) strategy parameters with the object parameters in the individuals.
Hence, every individual carries its own set of strategy parameters in addition
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to its object parameters, as already hinted in Section 4.3. These endogenous
strategy parameters are similar to the object parameters subject to variation.
They may undergo recombination and mutation, as is apparent from the pseudo-
code of the (µ/ρ +, λ)-ES in Listing 4.1. The altered strategy parameters
configure then the mutation operator which is in turn applied to the individual’s
object parameters. Since the strategy parameters are not regarded during the
calculation of the individual’s fitness, they are selected indirectly via the fitness
of the individual’s object parameters. Hence, they have a higher probability of
survival when they lead to object parameter variations that result on average in
fitter object parameters. Using this methodology, it is plausible to expect the
individuals to learn optimal strategy parameter settings during the evolutionary
process. More detailed presentations of the concept of self-adaptation can be
found in [Eiben et al., 1999] or [Ba¨ck et al., 1997a, Sec. C7.1].
Implementation
The mutation strength σ is varied by a logarithmic normal mutation,
σ˜ = σ exp(τ N (0, 1)). (4.25)
The choice of the multiplicative logarithmic normal mutation of the strategy
parameters is motivated by heuristic arguments [Schwefel, 1977]. The main
reason is that this process preserves positive values. This is mandatory since
σ represents the standard deviation of the mutation distribution, which is per
definition positive. Then, the median should equal one. By this mutation
technique this is guaranteed, since on average a multiplication by a certain
value occurs with the same probability as a multiplication with its reciprocal
value. Hence, under absence of selection the process would be neutral with
respect to the mutation strength. Last, taking the natural logarithm on both
sides of (4.25), we get ln σ˜ = lnσ + τ N (0, 1). On a logarithmic scale the
strategy parameters are thus mutated similarly to the way, mutations of the
object parameters are performed.
The rotation angles αj of the correlated mutation can be varied like the object
parameters. Simply a normally distributed random number zj is added.
Depending on the different mutation methods presented in Section 4.7, the set
of strategy parameters incorporated into the individuals varies (see Section 4.3).
The mutation of the strategy parameters then reads:
• Isotropic mutation, (nσ = 1, nα = 0)
As the standard deviation is identical for all objective parameters, only
one strategy parameter σ has to be updated. All objective parameters
are then mutated by adding normally distributed random numbers with
that mutation strength,
σ˜ = σ exp(τ0 z0), with z0 = N (0, 1) (4.26)
x˜i = xi + σ˜ zi, with zi = N (0, 1), (4.27)
where τ0 = 1√n .
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• Scaled mutation, (nσ = n, nα = 0)
Every objective parameter has an individual standard deviation σi, thus
n strategy parameters have to be updated. The objective parameters are
then mutated by adding normally distributed random numbers with the
corresponding mutation strengths,
σ˜i = σi exp(τ ′ z0 + τ zi), with z0, zi = N (0, 1) (4.28)
x˜i = xi + σ˜i zi, with zi = N (0, 1), (4.29)
where τ ′ = 1√
2n
and τ = 1√
2
√
n
.
• Correlated mutation, (nσ = n, nα = n(n−1)2 )
A covariance matrix has to be updated that is completely defined by
n standard deviations and n(n− 1)/2 correlation coefficients. The objec-
tive parameters are then mutated by adding normally distributed random
numbers with the corresponding correlation,
σ˜i = σi exp(τ0 z0 + τ zi), with z0, zi = N (0, 1) (4.30)
α˜j = αj + β zj , with zj = N (0, 1) (4.31)
x˜ = x+N (0,C(σ˜, α˜)), (4.32)
where N (0,C(σ˜, α˜)) denotes the correlated mutation vector, τ ′ = 1√
2n
,
τ = 1√
2
√
n
, and β ≈ 0.0873 ≈ 5◦.
The variables τ0, τ, τ ′, and β are exogenous strategy parameters, called learn-
ing rates. The settings are recommended by Schwefel [1977] as reasonable
heuristic settings. However, depending on the actual topology of the objective
function, the optimal values of these parameters might differ from the proposed
ones.
4.8.4 Nonlocal adaptation approaches
The major disadvantage of self-adaptation on the level of the individuals as
introduced in Section 4.8.3 is its “opportunistic” behavior. Selection in ESs
is a temporal local business. The individual’s fitness is judged on its short
term success only. However, local progress need not be positively correlated
to global progress. The optimization process may thus get trapped in a local
optimum and miss the global optimum. It may even exhibit so-called premature
convergence.
Clearly, there is no general solution to these problems, but countermeasures
can be taken to reduce the probability of such events. One such possibility is
to utilize nonlocal – with respect to time – information. This can be achieved
either by considering a history of the evolutionary process or by aggregation
of state variables. A simple example of this approach has already been dis-
cussed in detail in Section 4.8.2: the 1/5th-success rule. Two more advanced
techniques are the ideas of cumulative path-length control and the covariance
matrix adaptation.
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Cumulative Path-Length Control
Cumulative path length control is a deterministic nonlocal adaptation technique
for the mutation strength control proposed by Ostermeier et al. [1994].
The basic idea is to exploit information of the so-called evolution path p. In
the simplest case, this is just the vector sum of the actually realized evolution
steps over a number of g generations. By means of a comparison of p with the
expected length of a path that would result from random selection, it is decided
how the step size has to be adjusted.
The basic idea presented is to some extend a reminiscence of the 1/5th-
success rule, as given in subsection 4.8.2. The main difference lies in the way
how the nonlocal information is utilized. While with the 1/5th-success rule only
the number of individuals hitting the local success domain are counted, evolu-
tion path related techniques elaborate search space information in a more ad-
vanced manner. They are also termed Cumulative Step Size Adaptation meth-
ods (CSA). Since it is an essential part of the Covariance Matrix Adaptation-ES,
it is in more detail discussed in subsection 4.9.4.
Covariance Matrix Adaptation
In contrast to the stochastic update mechanism for the covariance matrix C,
as presented in Section 4.8.3, the Covariance Matrix Adaptation (CMA) tunes
the matrix in a deterministic fashion. It is presented in the next section.
4.9 Covariance Matrix Adaptation-ES
The Covariance Matrix Adaptation-ES (CMA-ES) uses correlated mutations
and a deterministic technique for the adaptation of the covariance matrix C. It
was proposed by Hansen and Ostermeier in 1996 [Hansen and Ostermeier, 1996]
while first ideas date back to the year 1992 [Ostermeier, 1992]. In some sense,
whereas CMA-ES has just been introduced as a deterministic correlated muta-
tion algorithm from the ES point of view, from the point of view of numerical
optimization it could also be seen as a stochastic steepest-descent technique.
In the sequel, we refer to articles from Hansen and Ostermeier [2001], from
Hansen and Kern [2004], and another one from Hansen [2005].
In CMA-ES, individuals xk are sampled from a multivariate normal distri-
bution,
x(g+1)k ∼ N
(
m(g),
(
σ(g)
)2
C(g)
)
, for k = 1, . . . , λ, (4.33)
where x(g+1)k ∈ Rn is the kth offspring at generation g + 1, and m(g) ∈ Rn,
σ(g) ∈ R+, and C(g) ∈ Rn× n are the expected value, overall standard deviation,
and the covariance matrix at generation g, respectively.
In practice, a sample of distribution (4.33) can be obtained by the equivalence
in distribution [Hansen, 2005]
x(g+1)k ∼ N
(
m(g),
(
σ(g)
)2
C(g)
)
∼m(g) + σ(g)B(g)D(g)N (0, I), (4.34)
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using the eigendecomposition of C,
C = BD2BT , (4.35)
where B is an orthonormal matrix of eigenvectors from C and D2 = DD is
a diagonal matrix containing the eigenvalues of C. Hence, a sample of the
distribution can be obtained by first sampling a vector from the uncorrelated
multivariate normal distribution, which then undergoes a linear transformation.
In turn it is multiplied by the global step size and translated by the distribution’s
expectation.
Selection and recombination are performed as follows,
m(g+1) =
µ∑
i=1
wi x
(g+1)
i:λ , with
µ∑
i=1
wi = 1, w1 ≥ w2 ≥ · · · ≥ wµ > 0, (4.36)
where the new expectationm(g+1) of the distribution is the weighted average of
the µ selected from the λ generated offspring. The positive weight coefficients
are denoted by wi=1,...,µ ∈ R+. For wi=1,...,µ = 1/µ, (4.36) calculates the mean
value of the µ selected offspring. x(g+1)i:λ represents the ith best out of the λ
individuals.
To update of the covariance matrix two mechanisms are used, the rank-µ-
update and the rank-one-update. While the first extracts information from the
µ best solutions at a given generation, the latter interprets the development of
successive iterations via the evolution path. The step size σ is updated also by
means of an evolution path method. For explanations of the various constants
used within the CMA-ES and reasonable settings, the reader is referred to
[Hansen, 2005].
4.9.1 Rank-µ-Update
To get a reliable estimator of the covariance matrix, the variance effective selec-
tion mass µeff must be large enough. However, for the sake of fast search, the
population size λ and thus also µeff must be small. As a remedy, information
from previous generations is reused. A reliable estimator then reads
C(g+1) = (1− ccov)C(g) + ccov
µ∑
i=1
wiOP
(
x(g+1)i:λ −m(g)
σ(g)
)
, (4.37)
where ccov is a learning rate with 0 < ccov ≤ 1 that implements exponential
smoothing, assigning recent generations a higher weight. The operator OP
gives the outer product of a vector with itself. As initial covariance matrix the
identity matrix is chosen, C(0) = I. The name rank-µ-update of this covariance
matrix update arises from the fact that the sum of outer products in (4.37) is
with probability one of rank min(µ, n) [Hansen et al., 2003].
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4.9.2 Rank-One-Update
This covariance matrix update mechanism takes a different viewpoint. The
matrix is updated repeatedly in every generation using a single selected step
only. Therefore the so-called evolution path is introduced.
The evolution path is a sequence of successive steps that the strategy has
taken over the last generations. Hence, it can be described by a summation
of consecutive steps, also referred to as cumulation. In the construction of the
evolution path, the step size is disregarded. Thus, an evolution path of the last
three steps of the distribution’s mean m reads
m(g+1) −m(g)
σ(g)
+
m(g) −m(g−1)
σ(g−1)
+
m(g−1) −m(g−2)
σ(g−2)
. (4.38)
Using again exponential smoothing as in (4.37), the evolution path can be
calculated by
p(g+1)c = (1− cc)p(g)c +
√
cc(2− cc)µeff m
(g+1) −m(g)
σ(g)
, (4.39)
where p(g)c ∈ Rn is the evolution path at generation g, cc ≤ 1 determines the
decay of information from previous steps, and the factor (cc(2− cc)µeff)1/2 is a
normalization constant for p(g+1)c . The initial evolution path is set to the zero
vector, p(0)c = 0.
The rank-one-update of the covariance matrix C(g+1) via the evolution path
p(g+1)c then reads
C(g+1) = (1− ccov)C(g) + ccov p(g+1)c p(g+1)c
T
. (4.40)
4.9.3 Combining Rank-One-Update and Rank-µ-Update
In the final CMA update of the covariance matrix, (4.37) and (4.40) are com-
bined with relative weighting µcov.
C(g+1) = (1− ccov)C(g) + ccov
µcov
p(g+1)c p
(g+1)
c
T
+ ccov
(
1− 1
µcov
) µ∑
i=1
wiOP
(
x(g+1)i:λ −m(g)
σ(g)
)
(4.41)
4.9.4 Cumulative Step Size Adaptation
There are two reasons to introduce an explicit step size control in addition to
the adaptation rule (4.41) for the covariance matrix C(g+1). First, by (4.41) the
optimal overall step size cannot be well approximated and second, the maximal
reliable learning rate for the covariance matrix update in (4.41) is too slow to
obtain competitive change rates for the overall step size.
The control of the step size σ(g) is realized via the evolution path (see Sec-
tion 4.9.2). In each generation, the evolution path is compared to a path that
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(a) Short evolution path (b) Medium evolution path (c) Long evolution path
Figure 4.5: Evolution paths from different typical situations. Each consists of
six single steps of comparable length. The overall length of the
evolution paths is remarkably different and evaluated for step size
control
would result from random selection. Comparing the two paths lengths provides
an indication of an efficient mutation strength. This technique is termed cu-
mulative step size adaptation (CSA) or cumulative path length control and can
be used independently of the covariance matrix update. To exploit the length
of an evolution path is motivated by the following heuristics:
• If the evolution path is short, the single steps annihilate each other (Fig-
ure 4.5(a)). When steps are “anti-correlated”, the step size should be
decreased.
• If the evolution path is long, the single steps point to similar directions
(Figure 4.5(c)). When steps are “correlated”, the step size should be
increased since the same distance could have been covered by fewer but
longer steps.
• If the evolution path is of medium length, the path of selected steps is ap-
proximately as long as the expected path length under random selection.
As this is the desired situation the step size remains unchanged.
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To calculate the evolution path, the same techniques as in (4.39) are applied,
p(g+1)σ = (1− cσ)p(g)σ +
√
cσ(2− cσ)µeffC(g)
− 12 m(g+1) −m(g)
σ(g)
, (4.42)
where C(g)
− 12 rescales the stepm(g+1)−m(g) within the coordinate system given
by B(g). The step size update by means of the comparison of the evolution path
length to the expected path length under random selection then reads
σ(g+1) = σ(g) exp
(
cσ
dσ
(
‖p(g+1)σ ‖
E ‖N (0, I)‖ − 1
))
, (4.43)
where dσ ≈ 1 is a damping parameter.
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5 Motivation
Since the early work of Rechenberg [1973] and Schwefel [1974] the design of
mutation operators turned out to be one of the most critical points in ES.
These early works relied on just one single mutation strength, i.e. step size,
for all problem dimensions (isotropic mutation, see subsection 4.7.1) and were
concerned mainly with determining the optimal step size for a faster search. To
put it in a more general light, besides the one step size, the covariance matrix of
the mutation operator’s distribution was considered to be the identity matrix.
Soon Schwefel extended this approach and proposed to self-adapt one step size
per variable, i.e. to use a diagonal covariance matrix with positive entries (scaled
mutation, subsection 4.7.2). Consequently, as the most general case, he later
suggested self-adapting of the whole covariance matrix (correlated mutation,
subsection 4.7.3).
Anyway, all of these methods rely on normally distributed mutations and
relatively little effort has been put into examining different distributions as
mutation operators. One such example is the so-called Fast Evolution Strategy
by Yao and Liu [1997], where a Cauchy distribution is proposed as mutation
operator. Nevertheless, Rudolph [1998] later proved that the order of local
convergence is identical to that of normal mutations. An example where a
Laplace distribution is applied can be found in [Montana and Davis, 1989].
However, just to exchange the mutation distribution seems in general to be a
questionable idea.
The intention of directed mutation on the other hand is to introduce a differ-
ent mutation principle. Directed mutation will impart true directionality to the
search. This means that for every problem dimension a tendency towards the
positive or negative domain can be established by the mutation distribution.
Thus, hopefully the mutation distribution will adopt favorable directions over
the generations and sustain further advance into it. An example of a directed
mutation operator in a two dimensional setting is illustrated in Figure 5.1. The
shown distribution tends to favor the positive direction on the x1 axis and the
negative on the x2 axis, respectively.
Directed mutation will abandon the random mutation hypothesis – a funda-
mental tenet postulating that mutations occur at random, regardless of fitness
consequences to the resulting offspring. This seems to be justified by the fact
that the ES knows its optimization history and is thus able to extrapolate the
evolution path to some extent. Under the assumption of a local similar objec-
tive function it is obviously reasonable to generate a bigger portion of offspring
along the successful path. In this sense directed mutation is another example
of the nonlocal adaptation approaches presented in subsection 4.8.4.
To achieve directed mutation it is necessary to give up the symmetry demand
posed in Section 4.7; at least symmetry with respect to the ordinate, if not even
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Figure 5.1: Iso-probability contours of a skew distribution
symmetry with respect to the distribution’s mean. Stripping away this demand
results in a great new flexibility of the mutation operator. Some iso-probability
contours of a directed mutation operator with selected parameters are shown in
Figure 5.2. It is apparent that the isotropic as well as the scaled mutation are
included as marginals. Beyond, arbitrary skew distributions can be realized.
The basis of any directed mutation operator is an appropriate customizable
distribution. Usually introducing skewness into any distribution concurs with
expectations unequal to zero. There are obviously several methods to reach
this goal whereof some are presented in the sequel. Two essential variants are
the constructive approach and the skewing function approach.
Roughly, this part is organized as follows: in the sequel of this chapter the
general principle of directed mutation is rendered, postponing the mathemati-
cal and implementational details to the next chapters. Also, several alternative
techniques recently found in the literature are subsumed. The next chapter
is devoted to the biological foundations and questions that arise from this.
In Chapter 7 the first and older constructive approach is presented in detail.
Two distinct variants are discussed that differ only slightly in construction but
vastly in operation. The next chapter introduces the more substantive skewing
function approach with its most prominent member, the skew-normal distribu-
tion (see Section 8.4). In Chapter 9 the theoretical fundamentals of directed
mutation are utilized. First the realization of directed mutation operators on
the basis of the previously presented distributions is discussed. With directed
mutation operators being available, then Directed Evolution Strategies as a
whole are introduced. The last chapter of this part is devoted to a directed
variant of the Covariance Matrix Adaptation-ES. It is shown how this most
powerful ES can further be enhanced by the directed mutation principle. Due
to its functioning, adaptation of the shape parameters can be realized via an
intragenerational update.
64
-6 -4 -2 0 2 4 6
-6
-4
-2
0
2
4
6
(a) No skewness and equal muta-
tion strengths resulting in isotropic
mutation
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(b) No skewness and different mu-
tation strengths resulting in scaled
mutation
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(c) Symmetry with respect to the
x1 axis and negative skewness with
respect to the x2 axis under equal
mutation strengths
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(d) Positive skewness with respect
to both, the x1 and the x2 axis un-
der different mutation strengths
Figure 5.2: Several iso-probability contours of a skew distribution
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5.1 Principle
The main idea of directed mutation is to impart true directionality to the search
by generating random numbers that lie preferably in the direction the optimum
is expected. This usually implies distributions with expectations unequal to
zero, contrasting with conventional mutation operators. Using this method the
optimization strategy should adopt most promising directions over the genera-
tions.
An obvious approach is to use distributions with non-zero mean. Suppose
we want to favor the positive domain intensively, say 95% of the generated
random numbers should be positive. Using a non-central normal distribution,
the distribution N (1.64, 1) will obtain this, depicted in Figure 5.3(a).
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(a) Non-central normal distribution,
N (1.64, 1)
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(b) Skew-normal distribution, SN(x; 6.31)
Figure 5.3: Directed mutation by means of a non-central versus a skew distri-
bution; generating 95% positive and 5% negative random numbers
However, the distribution itself is still symmetric. As it is merely translated
by some amount, the random numbers are in fact sampled around a new loca-
tion. The major appearance of this approach is surely the translation rather
than the directionality. Since the aim is to enhance the frequency of positive
numbers but not their expectation this strategy seems not to be very useful.
Further interpreting of the pdf in Figure 5.3(a) reveals another undesired be-
havior. Ideally, negative and positive random numbers are scattered around
the origin with different frequencies but both with declining probability for in-
creasing distance. In the example this is fulfilled only in the negative domain
while in the positive domain the probability of creation is at first even increas-
ing with increasing distance. In general, to adapt variable means is a different
concept, for example tackled by the Covariance Matrix Adaptation presented
in subsection 4.9.
An alternative to generate positive random numbers with higher frequency
is to use skew distributions as illustrated in Figure 5.3(b). With respect to the
previous explanations, this pdf is apparently more sensible. Also here 95% of
the sampled random numbers will be positive, but the distribution’s expectation
is with EX = 0.78 not even half the expectation of the translated variant. Thus
the change of location is comparably small.
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To be able to tune the proportion of positive to negative random numbers
customizable skew distributions are needed. These are the basis of the directed
mutation operators presented in the sequel of this part.
5.1.1 On the Moments and their Convergence
As described in Section 3.6, moments are statistics that give an indication of
several characteristics of a distribution. Since the distributions to be tackled
next are parameterized, the actual value of the moments usually depends on
these control parameters. Under this condition the concept of the moments’
convergence needs to be generalized. Of interest is now the convergence of the
moments with respect to the control parameters. Even if the moments are
convergent for an arbitrary fixed parameter setting, this need not be the case
when the parameters tend to infinity. Thus, convergence is not only demanded
for a particular setting but rather for all possible modulations, including the
limit cases.
It has now repeatedly been intimated that true directionality usually concurs
with expectations unequal to zero1. First of all this means that the mutation
operator is not compliant to the conventional evolution strategy any longer pos-
tulating expected values of zero, thus maintaining the current position under the
absence of selection (cf. the symmetry demand in Section 4.7). Anyway, more
important is to ensure the expectation’s convergence, i.e. forcing the mutation
operator to continue mutating near by the current position. As argued before,
this has to be guaranteed for all degrees of skewness. Mutation operators based
on the Ξ-distributions proposed by Hildebrand [2001] violate this demand. Di-
verging expected values for increasing skewness parameters can result in wide
jumps in the search space.
More important is the second moment, the variance. Since it can be seen
as a measure of the mutation strength it is a strategy parameter in most evo-
lution strategies, cf. the subsections Isotropic Mutation, Scaled Mutation, and
Correlated Mutation on page 48ff. Because of this it should not implicitly be
modified by the skewness parameter. In the ideal case the variance is shape
invariant. At least convergence is necessary and a small spread between its
minimum and maximum is desired to limit the impact of the skewness on the
mutation strength. Again, the Ξ-distribution violates this demand.
5.2 Alternative Approaches
Besides the directed mutation operators resulting from the two major construc-
tion approaches explained in the Chapters 7 and 8, several other forms can be
found in the literature. Three of these are in advance recapitulated.
1In fact it is possible to design skew distributions with vanishing first two moments for
arbitrary skewness. However, these distributions look quite strange and are of no relevance
for directed mutation.
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5.2.1 Adaptation of a Non-Central Normal Distribution
As stated above, an obvious approach to impart directionality to the search is to
use symmetric distributions with non-zero mean, i.e. translated distributions.
Examples for this can be found in [Ostermeier, 1992] or [Voigt and Anheyer,
1994], where the expectation vector is used as additional strategy parameter.
For a dynamic context this approach has been proposed by Weicker [2001]. The
task there is not only to optimize a given function, but also to track the moving
optimal region. In an early paper this task has been identified to be difficult
for the usual strategies [Weicker and Weicker, 1999].
Therefore, an offset vector v is introduced which determines the new position
of an offspring. The mutation of an individual then reads
σ = σ exp(n−1/2N (0, 1)) (5.1)
vi = vi +N (0, 1) (5.2)
xi = xi + vi +N (0, σ). (5.3)
This mutation scheme is applied to two dynamic test functions, the moving
circle problem and the moving corridor problem. Both realize a tracking region
with “good” fitness while all other points are assigned to a “bad” fitness. The
fitness within the tracking region is determined by the distance to the optimum.
As the focus lay on dynamic problems, the results are not discussed in detail
here. However, it can be concluded from the experiments that ES with either
isotropic mutation or scaled mutation exhibit a substantially increasing number
of invalid individuals with increasing problem dynamics.
5.2.2 Directed Mutations by Means of Direction Vectors
Ghozeil and Fogel [1996] proposed to shift the representations of the individuals
from Cartesian to polar coordinates. Offspring then can be generated by adding
a direction vector with some given step size, (r, θ), to the parental individual.
For the mutation, independent step sizes σr and σθ are used. Adaptation of σr
is done in the usual self adaptive way by
σ′r = σr exp(N (0, 1)). (5.4)
Mutation on the direction is done as follows: the direction θ is defined as
an n-dimensional vector in Cartesian coordinates which is perturbed by an
n-dimensional normally distributed random vector with zero mean and self
adaptive standard deviation σθ. The result is normalized again to give the new
direction vector. Ghozeil and Fogel [1996] also investigated a variant where r
was set equal to σr and applied both methods to four test functions.
Their directed mutation outperformed the scaled mutation with standard
deviation σ = 1.224(f(x))1/2/n only on the Rosenbrock function but performed
worse on the other three functions. However, compared to a scaled mutation
with self adaptive step sizes it performed slightly better on all four functions.
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5.2.3 Polymorphic Mutation
Anticipating some aspects of the skewing function approach (see Chapter 8),
the polymorphic mutation was the first directed mutation operator with a skew
distribution given in closed form [Berlik, 2003a,b]. Its pdf is defined by
fPM(x;λ) =
√
2
σ
√
pi
1
1 + e−λx
e−
x2
2σ2 , ∀x, λ ∈ R, (5.5)
where the three functional parts in (5.5) are the well known kernel of the normal
distribution on the right, a term introducing the skewness in the middle, and a
normalization factor on the left.
Most interesting of course is the term in the middle. It is a sigmoid function
that enforces one side of the entire distribution and attenuates at the same time
the other one. In fact, it is a distribution itself, namely the logistic distribu-
tion (3.23). By the real-valued parameter λ the intensity of skewness can be
adjusted. For some values of λ density functions are plotted in Figure 5.4. The
normal distribution is contained as a marginal for λ = 0, meaning symmetry.
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Figure 5.4: Probability density functions fPM(x;λ) of the polymorphic distri-
bution with skewness parameter λ ∈ {−10,−1, 0, 1/2, 5}
However, although the function looks quite sweet-tempered and the logis-
tic distribution is the simplest conceivable continuous sigmoid function (confer
Section 8.2), it is mathematically difficult to handle. For example, the func-
tion cannot be integrated analytically and the moments cannot be calculated.
Furthermore, no efficient method for random variate generation is known, such
that it disqualifies as mutation distribution and is not further investigated.
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“If under changing conditions of life organic beings present indi-
vidual differences in almost every part of their structure, and this
cannot be disputed; if there be, owing to their geometrical rate of
increase, a severe struggle for life at some age, season or year, and
this certainly cannot be disputed; then, considering the infinite com-
plexity of the relations of all organic beings to each other and to
their conditions of life, causing an infinite diversity in structure,
constitution, and habits, to be advantageous to them, it would be
a most extraordinary fact if no variations had ever occurred use-
ful to each being’s own welfare, in the same manner as so many
variations have occurred useful to man. But if variations useful to
any organic being ever do occur, assuredly individuals thus charac-
terised will have the best chance of being preserved in the struggle for
life; and from the strong principle of inheritance, these will tend to
produce offspring similarly characterised. This principle of preser-
vation, or the survival of the fittest, I have called natural selection.
It leads to the improvement of each creature in relation to its organic
and inorganic conditions of life; and consequently, in most cases, to
what must be regarded as an advance in organisation. Nevertheless,
low and simple forms will long endure if well fitted for their simple
conditions of life.”
On the Origin of Species, Charles Darwin [1859]
It is now almost 150 years ago that Darwin originally published these revolu-
tionary ideas. When they were controversial discussed first, nowadays they are
widely accepted and found their way from the scientific community to society
in general. Darwin clearly anticipated the importance of his paradigm in the
field of species of organic nature but realized little of the consequences it would
cause besides.
“A grand and almost untrodden field of inquiry will be opened, on
the causes and laws of variation, on correlation, on the effects of
use and disuse, on the direct action of external conditions, and so
forth.”
On the Origin of Species, Charles Darwin [1859]
The applicability of the paradigm beyond the field of genetics in more abstract
constructs turned out later. Its worth in an engineering context was not realized
until the latter half of the 20th century. Evolution inspired algorithms for
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optimization and machine learning were e.g. proposed by Box [1957], Box and
Draper [1969], Friedman [1959], and Bremermann [1962].
In this chapter several aspects concerning biology are treated. Therefore
we start with a short survey on the field. The presented material is compiled
from von Sengbusch [1989] and Futuyma [1998, 2005]. Then, the controversy
of directed mutation in biology is outlined and some thoughts about the term
directed mutation are sketched.
6.1 Survey
Evolution is the process that created all the great variety of organisms. Mankind
recognized rather early that some kind of heredity of features exists, while the
connection between heredity and evolution was not recognized until much later.
Till the last century the belief lasted that the variety of species existed right from
the beginning of life and that the features of species are constant. Nowadays,
it is regarded as assured that each species has developed from more primitive
predecessors, that complex systems evolved from simpler ones, and that the
adaptation of organisms is continuously improved.
By and by proofs for changes during earth history accumulated and it became
evident that the formation of living things has to be seen as a historical process.
Different attempts to explain the mechanisms and reasons for these changes
were proposed. It was the theory of selection by Charles Darwin [1859] that
gave an interpretation that is today - after decades of controversial discussions -
regarded as a fact. It has to be viewed as one of the most important foundations
of general biology. In short, it states the following:
1. Species are mutable. They developed to its current expression in a con-
tinuous succession of generations beginning with the origin of life.
2. Individuals of one species differ from one another. Within a species each
feature can be found in considerable variations.
3. Each individual undergoes a natural selection. Only those who are
adapted best to their environment have a chance to survive and to prop-
agate.
As the two equally important causes of evolution are seen changes and re-
structuring of genetic information by means of mutations and recombination
on the one hand, and selection on the other. In contrast to selection, mutations
are seen as non-directional events in evolution. Regarding evolution as the sum
of subtle subsequent steps, the directed tendencies can be identified. However,
selection is not oriented on the future. It is rather oriented on a given present
state. Structures and functions that have no advantage in the present situation
are not developed any further and can actually be lost. Hence, characteristics
that could be advantageously in the future have no selection advantage.
Evolution results in an accumulation of valuable, i.e. effectively used genetic
information causing an increasing complexity of advantageous structures and an
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improved success in reproduction, in other words an increased fitness. Such ten-
dencies are regarded as an advance. Advance is always based on some change,
but not every change is advantageous. Tendencies resulting in a poorer fitness
are called regression. Evolution is an opportunistic principle, with only a very
small percentage of changes actually leading to improvements. Whether the
particular change is of advantage depends on the respective situation. Better
or of advantage in this context means more efficient, more often or more com-
plex than before. With the wide variety of different environmental factors many
different trends of evolution emerged, resulting in a diversification of organisms
as a consequence.
Since quite a long time now, research into evolution is not concerned any
longer with the question whether evolution did take place, but is interested
instead in the details of how evolution occurred. Since it is mainly dependent
on circumstantial evidence like fossils, the exact time of events can never be
specified with absolute certainty. Taking into account all existing evidence, it is
however possible to deduce the most probable sequence of events. On the other
hand, the physical and chemical laws have most likely always remained the same
and it is reasonable to assume that the diversity of environmental influences was
formerly not larger than it is today. With leaving the period of the origin of
living systems aside, we can presume that inheritance follows rules that can
also be elucidated by studying living organisms. Thus partial developments
can today, too, be observed or understood by experiments. Evolution is a
continuous process, what has been illustrated by numerous examples. It is the
mainspring of today’s great variety of organisms.
6.2 Directed Mutation in Biology
The term directed mutation has a slightly different meaning in the field of biol-
ogy than that presented in the previous chapter where we emphasized the direc-
tional aspect of directed mutation in the scenario of optimization. By means of
distributions with adjustable skewness a tendency has been introduced into the
mutation operator. In contrast to that in the biological setting the attention is
focused primarily on whether advantageous mutations occur depending on the
environment or not. Directed mutation thus assumes that the occurrence rate
of mutation is not independent of the fitness that a particular one confers to
the mutant.
After the famous experiments of Luria and Delbru¨ck [1943] and later Leder-
berg and Lederberg [1951] it was until some years ago seen as a fundamental
tenet of modern evolutionary theory that adaptively directed mutations do not
occur [Futuyma, 1998]. However, recently new evidence is reported support-
ing the directed mutation hypothesis (see e.g. [Cairns et al., 1988]). Anyway,
since the controversy is hard to follow for non-microbiologist, we will not unfold
the theme any further. For some mathematical consequences arising from the
controversy see [Zheng, 2003].
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6.3 About the Term “Directed Mutation”
There are two aspects concerning the naming of directed mutation that should
further be explained. The one is the naming conflict with the asymmetric
mutation, the other the connotation the term incurred in the area of natural
evolution.
We prefer to use the term directed rather then asymmetric to designate the
mutation type. First, the term directed better describes the phenomenological
view on the mutation. Usually we are more interested in this then the intrinsic
property of the underlying distribution – that without doubt is asymmetric.
Second, if really the characteristic of the distribution should be described, it
would be more accurate to speak of skew mutations, as the third moment is
commonly referred to as skewness, not asymmetry.
Besides the question whether directed mutation occurs in biology or not (re-
call the previous section), the connotation the term recently incurred should
be mentioned. Some people impute that directed mutations indicate the im-
pact of an intelligent guiding instance in the evolutionary process. We are not
concerned with this debate and can think of directed mutation just as a tool
evaluating non-local search space information.
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This chapter is dedicated to the first kind of skew distributions utilized in
evolution strategies. The guiding principle is to use a piecewise defined function
whereof one half equals the normal distribution and the other half is scaled to
some extent with respect to the abscissa. The integral of the complete function
is subsequently normed to one again. This construction principle, in more
detail presented in Section 7.1, traces back to Hildebrand [1996]. He used it
to build several skew distributions for his asymmetric mutation. Two of them
are elucidated in what follows. In Section 7.2 the Ξc,σ distribution is presented.
An extended version, the Ξγc,σ distribution, is discussed in Section 7.3. As these
distributions have some immanent drawbacks, with the Na¨ıve Skew-Normal
distribution an alternative using the same construction principle is developed
in Section 7.4.
7.1 Construction Principle
All skew distribution functions presented in this chapter have the construction
principle in common: the functions are piecewise defined. Dedicated functions
are applied for the negative and positive semi-infinite support. As one part,
the corresponding piece of the normal distribution is chosen, the other part
is defined by a scaled variant of the normal distribution with respect to the
abscissa, illustrated in Figure 7.1(a). The integral of the complete function has
subsequently to be normed to one again, see Figure 7.1(b). The extension of
the scaling, i.e. the grade of skewness, is determined by a control parameter λ,
where a positive (negative) skewness parameter λ results in positive (negative)
skewness of the distribution. For λ = 0, the distribution as a whole gets back
to the normal distribution.
Depending on whether positive or negative skewed distributions are desired,
the left or right half of the normal distribution has to be replaced by the scaled
normal distribution. Thus, in sum four cases have to be distinguished in the
definition of the distribution.
The aim of every distribution function used in mutation operators is to sample
random variables from it. There are several possibilities to do so as discussed
for example in [Devroye, 1986] or [Ho¨rmann et al., 2004]. The approach used to
generate random numbers of the distributions presented in this chapter is called
inversion method, see subsection 3.8. Therefore the inverse of the distribution
function has to be known explicitly.
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(a) Non-normed interim result
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(b) Normed variant
Figure 7.1: Construction principle of skewed distributions with skewness pa-
rameter λ ∈ {0, 1/2, 1, 2, 10}
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7.2 Ξc,σ Distribution
This section introduces the most relevant distribution to Hildebrand’s asym-
metric mutation, the Ξc,σ distribution [Hildebrand, 2001]. The parameter con-
trolling the skewness here is denoted by c. The second parameter σ regulates
the mutation strength. Presented in the following subsections are the density
(7.2.1), distribution (7.2.2), inverse of the distribution with random variate
generation (7.2.3 and 7.2.4), and the moments (7.2.5).
7.2.1 Density
The probability density function of a Ξc,σ distributed random variable X is
given by
ξc,σ(x) =

√
2√
piσ(1+
√
1−c) e
− x2
2σ(1−c) if c < 0, x < 0
√
2√
piσ(1+
√
1−c) e
−x2
2σ if c < 0, x ≥ 0
√
2√
piσ(1+
√
1+c) e
−x2
2σ if c ≥ 0, x < 0
√
2√
piσ(1+
√
1+c) e
− x2
2σ(1+c) if c ≥ 0, x ≥ 0.
(7.1)
Some graphs are depicted in Figure 7.2. Skewness is introduced by stretching
one function half a time. This will impact the moments, shown in subsection
7.2.5. Note the way the mutation strength σ is incorporated. As the variable
σ is not squared in the exponent of the terms e−x2/2σ, it takes the role of a
variance. This can easily lead to some confusion, cf. in particular the definition
of the variance in (7.4).
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Figure 7.2: Probability density functions ξc,σ(x) of the Ξc,σ distribution with
skewness parameter c ∈ {−10,−1, 0, 1/2, 5} and σ = 1
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7.2.2 Distribution
The definition of the cumulative distribution function of a Ξc,σ distributed ran-
dom variable X reads
Ξc,σ(x) =

√
1−c
1+
√
1−c
(
1 + erf x√
2σ(1−c)
)
if c < 0, x < 0
1
1+
√
1−c
(√
1− c+ erf x√
2σ
)
if c < 0, x ≥ 0
1
1+
√
1+c
(
1 + erf x√
2σ
)
if c ≥ 0, x < 0
1
1+
√
1+c
(
1 +
√
1 + c erf x√
2σ(1+c)
)
if c ≥ 0, x ≥ 0,
(7.2)
where erf(·) denotes the error function, see Appendix B. Some graphs are illus-
trated in Figure 7.3.
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Figure 7.3: Cumulative distribution functions of the Ξc,σ distribution with
skewness parameter c ∈ {−10,−1, 0, 1/2, 5} and σ = 1
7.2.3 Inverse of the Distribution
Generating Ξc,σ distributed random variables is done using the inversion
method. Hence, the inverse of the distribution function is needed that is given
by Hildebrand [2001] as
Ξ¯c,σ(y)=

√
2σ(1− c) erf -1
(
y
(
1 + 1√
1−c
)
− 1
)
if c < 0, y <
√
1−c
1+
√
1−c
√
2σ erf-1
(
y
(
1 +
√
1− c)−√1− c) if c < 0, y ≥ √1−c
1+
√
1−c√
2σ erf-1
(
y
(
1 +
√
1 + c
)− 1) if c ≥ 0, y < 1
1+
√
1+c√
2σ(1 + c) erf -1
(
y + y−1√
1+c
)
if c ≥ 0, y ≥ 1
1+
√
1+c
,
(7.3)
where erf-1(·) denotes the inverse error function.
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7.2.4 Random Variate Generation
As already stated, random numbers of the Ξc,σ distribution are generated using
the inversion method described in Section 3.8. According to Theorem 3.12, uni-
form distributed random numbers have to be multiplied with the Ξc,σ distribu-
tion’s inverse (7.3). Note that this method is demanding and cumbersome. Two
case differentiations, one calculation of the transcendent inverse error function
(see Appendix B.2), and several arithmetic operations are necessary to generate
a single Ξc,σ distributed random variable.
7.2.5 Moments
This subsection provides formulas of the moments of a Ξc,σ distributed random
variable. Regard the fat tails in Figure 7.2 which already indicate diverging
moments as c→ ±∞.
Expectation The formula for the expected value of the Ξc,σ distribution takes
the form
E(X) =
c
√
2σ
√
pi
(
1 +
√
1 + |c|
) , (7.4)
depicted in Figure 7.4.
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Figure 7.4: Expectation of a Ξc,1 distributed random variable vs. skewness pa-
rameter
The limits are
lim
c→−∞
(
E(X)
)
= −∞ (7.5a)
lim
c→∞
(
E(X)
)
=∞. (7.5b)
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Variance The variance of the Ξc,σ distribution is given by
Var(X) = σ
(2−√1 + |c|+ |c|)− 2c2
pi
(
1 +
√
1 + |c|
)2
. (7.6)
Keep in mind that using the given definitions the variance is proportional to
σ, Var(X) ∝ σ, and not to σ2. The standard deviation is thus proportional to
the unusual term
√
σ. A graph of the variance is depicted in Figure 7.5.
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Figure 7.5: Variance of a Ξc,1 distributed random variable vs. skewness param-
eter
The limits are
lim
c→−∞
(
Var(X)
)
=∞ (7.7a)
lim
c→∞
(
Var(X)
)
=∞. (7.7b)
Skewness The skewness of the Ξc,σ distribution reads
γ1(X) =

−
√
2c(−4c2+pi(
√
1−c(c−2)+c2+2c−2))
(1+
√
1−c)3(−4−
√
1−c(pi−4)−pic+2c+2pi)3/2
if c < 0
√
2c(4c2+pi(
√
1+c(c+2)−c2+2c+2))
(1+
√
1+c)3(−4−
√
1+c(pi−4)+pic−2c+2pi)3/2
if c ≥ 0
(7.8)
and is illustrated in Figure 7.6. The limits are
lim
c→−∞
(
γ1(X)
)
= −
√
2 (4− pi)
(pi − 2)3/2 (7.9a)
lim
c→∞
(
γ1(X)
)
=
√
2 (4− pi)
(pi − 2)3/2 . (7.9b)
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Figure 7.6: Skewness of a Ξc,1 distributed random variable vs. skewness param-
eter
7.3 Ξγc,σ Distribution
Hildebrand [2001] also proposed another skew distribution that extends the
Ξc,σ variant by a further control parameter γ. This parameter is an exogenous
strategy parameter that affects the variance. As the Ξγc,σ distribution offers no
principally new properties we present only its density and distribution.
7.3.1 Density
The probability density function of the Ξγc,σ distribution reads
ξγc,σ(x) =

√
2√
piσ
γ (1+(1−c)γ ) e
− x2
2(σ(1−c))γ if c < 0, x < 0
√
2√
piσ
γ (1+(1−c)γ ) e
− x2
2σ
γ if c < 0, x ≥ 0
√
2√
piσ
γ (1+(1+c)γ )
e
− x2
2σ
γ if c ≥ 0, x < 0
√
2√
piσ
γ (1+(1+c)γ )
e
− x2
2(σ(1+c))
γ if c ≥ 0, x ≥ 0.
(7.10)
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7.3.2 Distribution
The cumulative distribution function of the Ξγc,σ distribution is given by
Ξγc,σ(x) =

√
(1−c)γ
1+
√
(1−c)γ
(
1 + erf x√
2(σ(1−c))γ
)
if c < 0, x < 0
1
1+
√
(1−c)γ
(√
(1− c)γ + erf x√
2σγ
)
if c < 0, x ≥ 0
1
1+
√
(1+c)γ
(
1 + erf x√
2σγ
)
if c ≥ 0, x < 0
1
1+
√
(1+c)γ
(
1 +
√
(1 + c)γ erf x√
2(σ(1+c))γ
)
if c ≥ 0, x ≥ 0.
(7.11)
7.4 Na¨ıve Skew-Normal Distribution
The na¨ıve skew-normal (NSN) distribution is built similar to the Ξc,σ distribu-
tion [Berlik, 2004a]. The main difference lies in the scaling operation. One half
of the normal density is compressed instead of being expanded. This avoids fat
tails (see Figure 7.8) and guarantees convergent expectation (7.22) and variance
(7.25). Also, the variance σ2 occurs with its “correct” exponent in the density
function. Since the mean of the distribution is always set to zero when used as
mutation function, it is omitted in the following definitions. As is true for the
Ξ distribution, also the NSN distribution is symmetric in the case λ = 0 and
then meets the normal distribution. The NSN distribution is termed as it is in
allusion to the skew-normal distribution, reflecting the ingenuous construction
principle.
7.4.1 Kernel Function
The distribution function’s active kernel is a compressed part of the normal
distribution. To get negative skewness for negative skewness parameters λ, the
active kernel has to be located on the positive domain. The fix part on the
negative domain then becomes the (constant) fat tail. Hence, the active kernel
takes the form
f(x;λ) = e−
(1−λ)x2
2σ2 if λ < 0, x ≥ 0. (7.12)
For positive skewness an analog argumentation holds,
f(x;λ) = e−
(1+λ)x2
2σ2 if λ ≥ 0, x < 0. (7.13)
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Supplemented by the fix parts the interim “distribution” reads
f(x;λ) =

e−
x2
2σ2 if λ < 0, x < 0
e−
(1−λ)x2
2σ2 if λ < 0, x ≥ 0
e−
(1+λ)x2
2σ2 if λ ≥ 0, x < 0
e−
x2
2σ2 if λ ≥ 0, x ≥ 0,
(7.14)
illustrated in Figure 7.7.
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Figure 7.7: Kernel of the na¨ıve skew-normal distribution
To transform (7.14) into a probability density function its integral has to be
normalized to one. Therefore the area depending on λ is calculated
for λ < 0 :
∞∫
−∞
f(x;λ)dx =
0∫
−∞
e−
x2
2σ2 dx+
∞∫
0
e−
(1−λ)x2
2σ2 dx
=
√
pi
2
σ +
√
pi
2
1√
1− λ σ
=
√
pi
2
1 +
√
1− λ√
1− λ σ, (7.15a)
and for λ ≥ 0 :
∞∫
−∞
f(x;λ)dx =
0∫
−∞
e−
(1+λ)x2
2σ2 dx+
∞∫
0
e−
x2
2σ2 dx
=
√
pi
2
1√
1 + λ
σ +
√
pi
2
σ
=
√
pi
2
1 +
√
1 + λ√
1 + λ
σ. (7.15b)
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7.4.2 Density
With the above results (7.15a) and (7.15b) the density function of the NSN
distribution can be defined.
Definition 7.1. A random variable X is said to be na¨ıve skew-normal with
skewness (or shape) parameter λ, λ ∈ R, written X ∼ NSN (λ), if its proba-
bility density function is
fNSN(x;λ) =

√
2
pi
√
1−λ
(1+
√
1−λ)σ e
− x2
2σ2 if λ < 0, x < 0√
2
pi
√
1−λ
(1+
√
1−λ)σ e
− (1−λ)x2
2σ2 if λ < 0, x ≥ 0√
2
pi
√
1+λ
(1+
√
1+λ)σ e
− (1+λ)x2
2σ2 if λ ≥ 0, x < 0√
2
pi
√
1+λ
(1+
√
1+λ)σ e
− x2
2σ2 if λ ≥ 0, x ≥ 0.
(7.16)
Graphs of the NSN density for several degrees of skewness are shown in
Figure 7.8.
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Figure 7.8: Probability density functions fNSN(x;λ) of the na¨ıve skew-normal
distribution with skewness parameter λ ∈ {−10,−1, 0, 1/2, 5}
7.4.3 Distribution
To obtain the cumulative distribution function of the na¨ıve skew-normal distri-
bution the density given in (7.16) has to be integrated. Again, four separate
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cases are treated resulting in:
If λ < 0, x < 0 :
∫
fNSN(x;λ)dx =
√
1− λ
1 +
√
1− λ erf
x√
2σ
+ c1, (7.17a)
If λ < 0, x ≥ 0 :
∫
fNSN(x;λ)dx =
1
1 +
√
1− λ erf
√
1− λx√
2σ
+ c2, (7.17b)
If λ ≥ 0, x < 0 :
∫
fNSN(x;λ)dx =
1
1 +
√
1 + λ
erf
√
1 + λx√
2σ
+ c3, (7.17c)
If λ ≥ 0, x ≥ 0 :
∫
fNSN(x;λ)dx =
√
1 + λ
1 +
√
1 + λ
erf
x√
2σ
+ c4, (7.17d)
where erf(·) denotes the error function (see Appendix B). The next step is to
calculate the integration constants. They are determined by the intended limits,
for λ < 0, x < 0 :
lim
x→−∞
( √
1− λ
1 +
√
1− λ erf
x√
2σ
+ c1
)
!= 0
⇔ c1 =
√
1− λ
1 +
√
1− λ, (7.18a)
for λ < 0, x ≥ 0 :
lim
x→∞
(
1
1 +
√
1− λ erf
√
1− λx√
2σ
+ c2
)
!= 1
⇔ c2 =
√
1− λ
1 +
√
1− λ, (7.18b)
for λ ≥ 0, x < 0 :
lim
x→−∞
(
1
1 +
√
1 + λ
erf
√
1 + λx√
2σ
+ c3
)
!= 0
⇔ c3 = 1
1 +
√
1 + λ
, (7.18c)
for λ ≥ 0, x ≥ 0 :
lim
x→∞
( √
1 + λ
1 +
√
1 + λ
erf
x√
2σ
+ c4
)
!= 1
⇔ c4 = 1
1 +
√
1 + λ
. (7.18d)
From the partial results in (7.17a)-(7.17d) follows with the integration con-
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stants as given in (7.18a)-(7.18d) the distribution function of the na¨ıve skew-
normal distribution.
Definition 7.2. A random variable X is said to be na¨ıve skew-normal with
skewness (or shape) parameter λ, λ ∈ R, written X ∼ NSN (λ), if its cumula-
tive distribution function is defined as
F (x;λ) =

√
1−λ
1+
√
1−λ
(
1 + erf x√
2σ
)
if λ < 0, x < 0
1
1+
√
1−λ
(√
1− λ+ erf
√
1−λx√
2σ
)
if λ < 0, x ≥ 0
1
1+
√
1+λ
(
1 + erf
√
1+λx√
2σ
)
if λ ≥ 0, x < 0
1
1+
√
1+λ
(
1 +
√
1 + λ erf x√
2σ
)
if λ ≥ 0, x ≥ 0,
(7.19)
where erf(·) denotes the error function.
Illustrated in Figure 7.9 are graphs of the NSN distribution for several degrees
of skewness.
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Figure 7.9: Cumulative distribution functions FNSN(x;λ) of the
na¨ıve skew-normal distribution with skewness parameter
λ ∈ {−10,−1, 0, 1/2, 5}
7.4.4 Moments
Next, formulas for the first three moments of a NSN (λ) distributed random
variable X are derived.
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Expectation
The expectation of a random variable X distributed according to (7.19) can be
calculated as follows:
If λ < 0 :
E(X) =
∞∫
−∞
xf(x;λ)dx
=
√
2
pi
√
1− λ(
1 +
√
1− λ) σ
 0∫
−∞
x e−
x2
2σ2 dx+
∞∫
0
x e−
(1−λ)x2
2σ2 dx

=
√
2
pi
√
1− λ(
1 +
√
1− λ) σ
(
−σ2 + σ
2
1− λ
)
=
√
2
pi
λσ(
1 +
√
1− λ)√1− λ
(7.20a)
If λ ≥ 0 :
E(X) =
∞∫
−∞
xf(x;λ)dx
=
√
2
pi
√
1 + λ(
1 +
√
1 + λ
)
σ
 0∫
−∞
x e−
(1+λ)x2
2σ2 dx+
∞∫
0
x e−
x2
2σ2 dx

=
√
2
pi
√
1 + λ(
1 +
√
1 + λ
)
σ
(
−σ2 + σ
2
1 + λ
)
=
√
2
pi
λσ(
1 +
√
1 + λ
)√
1 + λ
(7.20b)
Formulas 7.20a and 7.20b can be consolidated. The expectation of a NSN (λ)
distributed random variable X is then given by
E(X) =
√
2
pi
λσ(
1 +
√
1 + |λ|
)√
1 + |λ|
, ∀ λ ∈ R, (7.21)
depicted in Figure 7.10. For the limits holds
lim
λ→−∞
(
E(X)
)
= −
√
2
pi
(7.22a)
lim
λ→∞
(
E(X)
)
=
√
2
pi
. (7.22b)
87
7 Constructive Approach
-4 -2 2 4
Λ
-0.75
-0.5
-0.25
0.25
0.5
0.75
EHXL
Figure 7.10: Expectation of a NSN (λ) distributed random variable vs. skew-
ness parameter. The limits are indicated with dashed lines.
Variance
The variance of a random variable X distributed according to (7.19) is given
by:
If λ < 0 :
Var(X) =
∞∫
−∞
(x− E(X))2 f(x;λ)dx
=
√
2
pi
√
1− λ(
1 +
√
1− λ) σ
 0∫
−∞
(
x−
√
2
pi
λσ
1− λ+√1− λ
)2
e−
x2
2σ2 dx
+
∞∫
0
(
x−
√
2
pi
λσ
1− λ+√1− λ
)2
e−
(1−λ)x2
2σ2 dx

=
√
2
pi
√
1− λ(
1 +
√
1− λ) σ
(
(pi − λ(pi − 2))σ3√
2pi (1− λ) +
(pi − 2λ)σ3√
2pi (1− λ)3/2
)
=
−2λ+ pi +√1− λ (−(pi − 2)λ+ pi)
pi
(
1 +
√
1− λ) (1− λ) σ2 (7.23a)
If λ≥ 0 :
Var(X) =
∞∫
−∞
(x− E(X))2 f(x;λ)dx
88
7.4 Na¨ıve Skew-Normal Distribution
=
√
2
pi
√
1 + λ(
1 +
√
1 + λ
)
σ
 0∫
−∞
(
x−
√
2
pi
λσ
1 + λ+
√
1 + λ
)2
e−
(1+λ)x2
2σ2 dx
+
∞∫
0
(
x−
√
2
pi
λσ
1 + λ+
√
1 + λ
)2
e−
x2
2σ2 dx

=
√
2
pi
√
1 + λ(
1 +
√
1 + λ
)
σ
(
(pi + 2λ)σ3√
2pi (1 + λ)3/2
+
(pi + λ(pi − 2))σ3√
2pi (1 + λ)
)
=
2λ+ pi +
√
1 + λ ((pi − 2)λ+ pi)
pi
(
1 +
√
1 + λ
)
(1 + λ)
σ2 (7.23b)
Also formulas 7.23a and 7.23b can be consolidated. The variance of a
NSN (λ) distributed random variable X is then given by
Var(X) =
2 |λ|+ pi +√1 + |λ| ((pi − 2) |λ|+ pi)
pi
(
1 +
√
1 + |λ|
)
(1 + |λ|)
σ2, ∀ λ ∈ R, (7.24)
depicted in Figure 7.11. For the limits holds
lim
λ→−∞
(
Var(X)
)
=
(pi − 2)σ2
pi
(7.25a)
lim
λ→∞
(
Var(X)
)
=
(pi − 2)σ2
pi
. (7.25b)
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Figure 7.11: Variance of a NSN (λ) distributed random variable vs. skewness
parameter. The limit is indicated with a dashed line.
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Skewness
The skewness of a random variable X distributed according to (7.19) can be
calculated as follows:
If λ < 0 :
γ1(X) =
µ3
σ3
=
1
σ3
∞∫
−∞
(x− E(X))3 f(x;λ)dx
=
√
2
pi
√
1− λ(
1 +
√
1− λ) σ4
 0∫
−∞
(
x−
√
2
pi
λσ
1− λ+√1− λ
)3
e−
x2
2σ2 dx
+
∞∫
0
(
x−
√
2
pi
λσ
1− λ+√1− λ
)3
e−
(1−λ)x2
2σ2 dx

=
√
2
pi
√
1− λ(
1 +
√
1− λ) σ4
((
(pi − 4)(1− λ)3/2 − 3pi(1− λ)− 6λ+ 4) σ4
pi (1− λ)3/2
−
(√
1− λ (4 + 2λ− 3pi) + pi − 4) σ4
pi (1− λ)2
)
=
√
2
pi3
λ
(−(4− pi)λ+ (3pi − 8)√1− λ− 2pi + 8)(
1 +
√
1− λ) (1− λ)3/2
(7.26a)
If λ ≥ 0 :
γ1(X) =
µ3
σ3
=
1
σ3
∞∫
−∞
(x− E(X))3 f(x;λ)dx
=
√
2
pi
√
1 + λ(
1 +
√
1 + λ
)
σ4
 0∫
−∞
(
x−
√
2
pi
λσ
1 + λ+
√
1 + λ
)3
e−
(1+λ)x2
2σ2 dx
+
∞∫
0
(
x−
√
2
pi
λσ
1 + λ+
√
1 + λ
)3
e−
x2
2σ2 dx

=
√
2
pi
√
1 + λ(
1 +
√
1 + λ
)
σ4
(
−
(
(pi − 4)(1 + λ)3/2 − 3pi(1 + λ) + 6λ− 4) σ4
pi (1 + λ)3/2
+
(√
1 + λ (4− 2λ+ 3pi) + pi − 4) σ4
pi (1 + λ)2
)
=
√
2
pi3
λ
(
(4− pi)λ+ (3pi − 8)√1 + λ− 2pi + 8)(
1 +
√
1 + λ
)
(1 + λ)3/2
(7.26b)
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Again, formulas 7.26a and 7.26b can be consolidated. The skewness of a
NSN (λ) distributed random variable X is then given by
γ1(X) =
√
2
pi3
λ
(
(4− pi) |λ|+ (3pi − 8)√1 + |λ| − 2pi + 8)(
1 +
√
1 + |λ|
)
(1 + |λ|)3/2
, ∀ λ ∈ R,
(7.27)
illustrated in Figure 7.12. For the limits holds
lim
λ→−∞
(
γ1(X)
)
= −λ (4− pi)σ
3
pi3/2
(7.28a)
lim
λ→∞
(
γ1(X)
)
= λ
(4− pi)σ3
pi3/2
. (7.28b)
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Figure 7.12: Skewness of a NSN (λ) distributed random variable vs. skewness
parameter. The limits are indicated with dashed lines.
The above results are subsumed in the following lemma.
Lemma 7.1. Let X : Ω→ R be a NSN (λ) distributed random variable. Then
for the first three moments holds
E(X) =
√
2
pi
λσ(
1 +
√
1 + |λ|
)√
1 + |λ|
, ∀ λ ∈ R (7.29)
Var(X) =
2 |λ|+ pi +√1 + |λ| ((pi − 2) |λ|+ pi)
pi
(
1 +
√
1 + |λ|
)
(1 + |λ|)
σ2, ∀ λ ∈ R (7.30)
γ1(X) =
√
2
pi3
λ
(
(4− pi) |λ|+ (3pi − 8)√1 + |λ| − 2pi + 8)(
1 +
√
1 + |λ|
)
(1 + |λ|)3/2
, ∀ λ ∈ R.
(7.31)
Proof. Follows directly from the above calculations.
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7.4.5 Inverse of the Distribution
NSN (λ) distributed random variables can be generated using the inversion
method, just like Ξc,σ distributed random numbers. The necessary inverse
distribution is defined as
F−1NSN(y;λ) =

√
2σ erf-1
(
y
(
1 + 1√
1−λ
)
− 1
)
if λ < 0, y <
√
1−λ
1+
√
1−λ
√
2σ√
1−λ erf
-1
(
y
(
1 +
√
1− λ)−√1− λ) if λ < 0, y ≥ √1−λ
1+
√
1−λ
√
2σ√
1+λ
erf-1
(
y
(
1 +
√
1 + λ
)− 1) if λ ≥ 0, y < 1
1+
√
1+λ
√
2σ erf-1
(
y
(
1 + 1√
1+λ
)
− 1√
1+λ
)
if λ ≥ 0, y ≥ 1
1+
√
1+λ
,
(7.32)
where erf-1(·) denotes the inverse error function.
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Figure 7.13: Inverse cumulative distribution functions F−1NSN(y;λ) of the
na¨ıve skew-normal distribution with skewness parameter λ ∈
{−10,−1, 0, 1/2, 5}
7.4.6 Random Variate Generation
Since NSN (λ) distributed random variables are generated using the same
method as described in subsection 7.2.4, the same drawbacks as mentioned
there occur here, too.
7.5 Standardized Na¨ıve Skew-Normal Distribution
From Figure 7.11 we can see that the variance of the NSN distribution is
convergent, but still spreads about 0.64σ2, cf. (7.25). To make the variance
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shape invariant (recall the discussion from subsection 5.1.1), a linear transfor-
mation has to be applied to the NSN distribution leading to the standard-
ized na¨ıve skew-normal distribution (SNSN). This transformation obviously
depends on the skewness parameter λ. Taking into account that by Theo-
rem 3.10 Var(a + bX) = b2Var(X) holds and the standardized variance shall
be (s(λ))2Var(X) != 1, from the definition of the NSN distribution’s variance
(7.24) follows
s(λ) =
√√√√ pi(1 + |λ|)
4
(√
1 + |λ| − 1
)
+ |λ| (pi − 2) + pi
(
2−√1 + |λ|) . (7.33)
Normalization will be treated for the more relevant skew-normal distribution
in greater detail in Section 8.5. Since the SNSN distribution offers no principally
new properties and suffers due to its construction principle from the problems
already described, we present no further details here. For a more accurate
discussion on the SNSN distribution see [Berlik, 2004a].
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In Chapter 7 we presented several skew distributions constructed by piecewise
defined functions. It was shown that the problem of diverging moments arising
with the Ξc,σ distribution could be solved with the na¨ıve skew normal distribu-
tion. However, there remain some construction principle immanent problems.
The distributions are all of limited mathematical tractability. Furthermore,
random variate generation by means of the inversion method is expensive due
to the relative complex functions. Last, the function definitions are quite un-
aesthetic.
All this will be fixed by the construction principle presented next. The funda-
mental idea is to multiply an arbitrary symmetric probability density function
with a skewing function. This operation amplifies one side of the pdf and atten-
uates the other at the same amount such that on average the pdf remains the
same up to a constant factor. Loosely speaking, the two operations annihilate
each other in total. Using this method skew distributions occur that are of
striking simplicity and beauty.
The remainder of this chapter is organized as follows: first, the construction
principle is discussed in more detail in Section 8.1 and subsequently some ap-
propriate skewing functions are outlined (Section 8.2). Also distributions can
serve as skewing functions. This issue is treated separately in Section 8.3. The
most prominent member of skew distributions resulting from this approach, the
skew-normal distribution, is introduced in Section 8.4. A standardized variant
is provided in the proximate section and last some related families of skew
distributions are outlined in Section 8.6.
8.1 Construction Principle
The principal idea of all distributions treated in this chapter is to use sigmoid
functions to perturb arbitrary symmetric pdfs. By symmetric we mean sym-
metry with respect to the ordinate, i.e. functions fulfilling f(x) = f(−x). We
will use “symmetric pdf” and f(x) = f(−x) interchangeably in the sequel.
A special case of sigmoid functions are monotone, i.e. non periodic skew-
ing functions. Multiplying a symmetric distribution with a monotone skewing
function results in a weighting with a pleasant property. As a pair of cor-
responding points f(x) and f(−x) of the pdf is weighted with factors s and
(1− s) respectively, the sum of every weighted pair complements again to f(x);
since for the sum holds s f(x) + (1 − s)f(−x) = s f(x) + f(−x) − s f(−x) =
s f(x)+ f(x)− s f(x) = f(x), using the symmetry of the pdf in the second last
step. Thus, the skewing function cancels out in the weighted pdf on average by
just halving the pdf’s mass. This can simply be fixed introducing a factor of
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two, resulting in a skewing that does not change the pdf’s mass in total, though
the allocation of the mass.
A definition of skewing functions is for example given by Wang et al. [2004b]
which is here specialized in monotone functions.
Definition 8.1. A function pi is called a skewing function, if it satisfies
0 ≤ pi(x) ≤ 1 and pi(−x) = 1− pi(x). (8.1)
We will call a skewing function a monotone skewing function if it is additionally
monotone.
The construction principle outlined above is formalized in the following lemma.
Lemma 8.1. Let Y be a random variable with probability density function f0
symmetric about the ordinate, and pi a monotone skewing function. Then
f(x;λ) = 2 f0(x)pi(λx), x, λ ∈ R, (8.2)
is a probability density function of a random variable X for any λ.
Proof. It has to be shown that (8.2) is a pdf. Per definition of the pdf and the
skewing function holds that (8.2) is positive. With this and∫ ∞
−∞
f(x;λ)dx =
∫ ∞
−∞
2 f0(x)pi(λx)dx
=
∫ ∞
−∞
f0(x)pi(λx)dx+
∫ ∞
−∞
f0(x) (1− pi(−λx)) dx
=
∫ ∞
−∞
f0(x)pi(λx)dx+
∫ ∞
−∞
f0(x)dx−
∫ ∞
−∞
f0(x)pi(−λx)dx
=
∫ ∞
−∞
f0(x)pi(λx)dx+
∫ ∞
−∞
f0(x)dx−
∫ ∞
−∞
f0(−x)pi(λx)dx
=
∫ ∞
−∞
f0(x)pi(λx)dx+
∫ ∞
−∞
f0(x)dx−
∫ ∞
−∞
f0(x)pi(λx)dx
=
∫ ∞
−∞
f0(x)dx = 1
(8.3)
the claim follows, since the reflection f0(x)pi(−λx) = f0(−x)pi(λx) does not
change the integral and f0(−x) = f0(x) holds due to the symmetry of f0(x)
about the ordinate.
Note that since every monotone increasing skewing function is also a cdf,
the claim of Lemma 8.1 also follows immediately from Azzalini’s probabilistic
proof of Lemma 8.3 which is more stringent and tailored to the domain. Due to
symmetry, Lemma 8.3 holds as well for monotone decreasing skewing functions.
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8.2 Skewing Functions
Several functions can be used to perturb a given distribution. In what follows
we discuss the hyperbolic tangent in subsection 8.2.1, the inverse tangent in
subsection 8.2.2, the inverse cotangent in subsection 8.2.3, the logistic distribu-
tion in subsection 8.2.4, and the error function in subsection 8.2.5. Note that
not all of these functions comply with the requirements of Definition 8.1, as not
all of them are unipolar, i.e. range from zero or one. Since some are bipolar sig-
moid functions or have different limits they first have to be translated or scaled
accordingly to serve as skewing functions. However, for the sake of clarity the
original definitions are given, only extended with a parameter λ controlling the
shape.
8.2.1 Hyperbolic Tangent
The hyperbolic tangent tanhx is defined for all values of the argument x by
tanhx =
sinhx
coshx
. (8.4)
It is restricted in range and takes values only between −1 to 1 (cf. also
[Spanier and Oldham, 1987, Ch. 30]). The function is often used as activation
function in artificial neural networks.
To use it as a skewing function it is here parameterized with the shape pa-
rameter λ. The parameterized hyperbolic tangent can be defined in terms of
the exponential function,
tanh(x;λ) = tanh(λx) =
e2λx − 1
e2λx + 1
=
eλx − e−λx
eλx + e−λx
, x, λ ∈ R. (8.5)
For positive shape parameters function (8.5) approaches +1 as x→∞ and −1
as x→ −∞. For λ = 0 it is constantly 0, and for negative shape parameters it
approaches −1 as x → ∞ and +1 as x → −∞. Several graphs are illustrated
in Figure 8.1.
8.2.2 Inverse Tangent
The inverse tangent arctanx is the inverse function of the tangent, defined for
all values of the argument x by
arctanx =
∫ x
0
dt
1 + t2
. (8.6)
It is a multivalued function, taking its principal values only in the restricted
range −pi/2 to pi/2 (cf. also [Spanier and Oldham, 1987, Ch. 35]). For its use
as skewing function it is here parameterized with the shape parameter λ. The
parameterized inverse tangent may also be defined in terms of the complex
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Figure 8.1: Parameterized hyperbolic tangent for selected parameters, λ ∈
[−10, 10]. The bold blue, violet, and red line indicate tanh(x;−1),
tanh(x; 0), and tanh(x; 1), respectively.
logarithm,
arctan(x;λ) = arctan(λx) =
i
2
log(1−i λ x)− i
2
log(1+i λ x), x, λ ∈ R. (8.7)
For positive shape parameters function (8.7) approaches pi/2 as x → ∞ and
−pi/2 as x → −∞. For λ = 0 it is constantly 0, and for negative shape
parameters it approaches −pi/2 as x → ∞ and +pi/2 as x → −∞. Several
graphs are illustrated in Figure 8.2.
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Figure 8.2: Parameterized inverse tangent for selected parameters, λ ∈
[−10, 10]. The bold blue, violet, and red line indicate arctan(x;−1),
arctan(x; 0), and arctan(x; 1), respectively.
8.2.3 Inverse Cotangent
The inverse cotangent arccotx is the inverse function of the cotangent, defined
for all values of the argument x by
arccotx =
pi
2
− arctanx. (8.8)
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It is a multivalued function, taking its principal values only in the restricted
range 0 to pi. There is at least one other possible convention for defining the in-
verse cotangent, taking arccotx to have the range [−pi/2, pi/2], (cf. also [Spanier
and Oldham, 1987, Ch. 35]). To use it as a skewing function it is here param-
eterized with the shape parameter λ. The parameterized inverse cotangent is
defined by
arccot(x;λ) =
pi
2
− arctan(x;λ), x, λ ∈ R. (8.9)
For positive shape parameters function (8.9) approaches 0 as x→∞ and pi as
x→ −∞. For λ = 0 it is constantly pi/2, and for negative shape parameters it
approaches pi as x→∞ and 0 as x→ −∞. Note that positive shape parameters
will lead to negatively skewed distributions. Several graphs are illustrated in
Figure 8.3.
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Figure 8.3: Parameterized inverse cotangent for selected parameters, λ ∈
[−10, 10]. The bold blue, violet, and red line indicate arccot(x;−1),
arccot(x; 0), and arccot(x; 1), respectively.
8.2.4 Logistic Distribution
The logistic distribution function is probably the simplest possible sigmoid func-
tion since just one single exp(·) term achieves the two distinct limits. Like the
hyperbolic tangent it is often used as activation function in artificial neural
networks. The distribution was already defined in (3.23) and is here equipped
with a parameter λ controlling the shape,
fLD(x;λ) =
1
1 + e−λx
, x, λ ∈ R. (8.10)
For positive shape parameters function (8.10) approaches 1 as x→∞ and 0
as x→ −∞. For λ = 0 it is constantly 1/2, and for negative shape parameters
it approaches 0 as x→∞ and 1 as x→ −∞. Several graphs are illustrated in
Figure 8.4.
The logistic distribution (8.10) is closely related to the hyperbolic tangent
(8.5) as it is an adaptation of the latter to the range [0, 1] with doubled skewness
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Figure 8.4: Parameterized logistic distribution for selected parameters, λ ∈
[−10, 10]. The bold blue, violet, and red line indicate fLD(x;−1),
fLD(x; 0), and fLD(x; 1), respectively.
parameter,
1
2
(1 + tanh(x;λ)) =
1
2
(1 + tanh(λx))
=
1
2
(
1 +
eλx − e−λx
eλx + e−λx
)
=
1
2
eλx + e−λx + eλx − e−λx
eλx + e−λx
=
eλx
eλx + e−λx
=
1
1 + e−2λx
= fLD*(x; 2λ).
(8.11)
It is sometimes used as “smooth step function” since it tends to the step
function in the limits. The mentioned simplicity was the main reason to apply
it in the first skew mutation operator, see subsection 5.2.3.
8.2.5 Error Function
Also the integral of the normal density function, i.e. the error function, is a
sigmoid function. It will intensively be used in the sequel as part of the skew-
normal distribution (see Section 8.4). It is restricted in range and takes values
only between −1 to 1 (cf. also Appendix B). For the use as skewing function it
is here extended with the shape controlling parameter λ, defined by
erf(x;λ) = erf(λx) =
2√
pi
∫ λx
0
e−t
2
dt, x, λ ∈ R. (8.12)
For positive shape parameters function (8.12) approaches +1 as x→∞ and
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−1 as x→ −∞. For λ = 0 it is constantly 0, and for negative shape parameters
it approaches −1 as x→∞ and +1 as x→ −∞. Several graphs are illustrated
in Figure 8.5.
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Figure 8.5: Parameterized error function for selected parameters, λ ∈ [−10, 10].
The bold blue, violet, and red line indicate erf(x;−1), erf(x; 0), and
erf(x; 1), respectively.
8.3 Skewing by Means of Distribution Functions
As we saw in the last section, also distribution functions can serve as skewing
functions. One example using the logistic function as skewing function has with
the Polymorphic Mutation already been presented in subsection 5.2.3. Azzalini
picked up this idea in the following two lemmas.
Lemma 8.2 (Azzalini 1985). Let Y be a random variable with probability density
function f0 symmetric about the y-axis, and X a random variable with absolutely
continuous distribution function G such that G′ is symmetric about the y-axis.
Then
f(z;λ) = 2f0(z)G(λ z), −∞ < z <∞ (8.13)
is a probability density function of a random variable Z for any real λ.
Proof. Omitted.
Later he extended this basic lemma to a more general form. The skewness
there is not just controlled by a real parameter but instead any odd function is
allowed as skewness control.
Lemma 8.3 (Azzalini 2005, Lemma 1). Let f0 be a probability density function
symmetric about the y-axis and G an absolutely continuous distribution function
such that G′ is symmetric about the y-axis. Then
f(z) = 2f0(z)G(w(z)), −∞ < z <∞ (8.14)
is a probability density function for any odd function w(·).
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Proof. If Y ∼ f0 and X ∼ G′ are independent random variables, then
1
2
= P(X − w(Y ) ≤ 0) = EY (P(X − w(Y ) ≤ 0 | Y )) =
∫
R
G(w(z))f0(z)dz
on noticing that w(Y ) and X − w(Y ) also have symmetric distributions about
the y-axis.
Lemma 8.3 constitutes a general rule to manipulate a symmetric basis density
f0 through a perturbation function G(w(z)) to get a new legitimate density f .
Note that the set of perturbed densities always includes the basis density, since
w(z) ≡ 0 gives f0 = f . It will in the next section be used to define the skew-
normal distribution.
8.4 Skew-Normal Distribution
The class of distributions that is used to build the most relevant directed muta-
tion operator is called skew-normal (SN) distribution, a term coined by Azzalini
[1985]. He was the first who systematically investigated this function; even if
its appearance can be traced back in several earlier papers, like for example in
[Birnbaum, 1950].
Reasons for the outstanding role the SN distribution plays are summarized
in [Azzalini, 2005]. Most relevant for the given context are the following points:
• The normal family is an interior point of this parametric class of proba-
bility densities, just as in the practical statistical work the normal family
is quite naturally perceived as the “central” form of a range of densities.
Contrary to that, for very many other parametric classes of probability
densities the normal family is the limiting or the boundary case.
• It retains – at least partly – the mathematical tractability and some formal
properties of the standard parametric class, i.e. the normal family.
• Via its stochastic representations it provides a simple mechanism of gen-
esis of variates. Only because of this its application as directed mutation
operator is possible. In addition, the availability of a stochastic represen-
tation allows simple derivation of some formal properties of the distribu-
tion.
• Just one parameter regulates the shape of the distributions with high
flexibility and therewith their main characteristic, the skewness.
In the following subsections we will give the definition of the SN distribu-
tion, list some helpful properties including the stochastic representation and
the moments, and present a method for random variate generation. For a more
accurate treatise on it and some extensions, the reader is referred e.g. to [Azza-
lini, 2005] or [Genton, 2004, 2005]. A small historical review is given by Arnold
and Beaver [2002].
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Figure 8.6: Density functions of the skew-normal distribution for selected skew-
ness parameters, λ ∈ [−10, 10]. Bold lines indicate the SN(-1),
SN(0), and SN(1) distribution.
8.4.1 Probability Density Function
On using Lemma 8.3 with f0 = φ and G = Φ, the probability density func-
tion and the cumulative distribution function of the standard normal density,
respectively, and w(z) = λ z where λ ∈ R, we get the density of the SN distri-
bution.
Definition 8.2. A random variable Z is said to be skew-normal with skewness
(or shape) parameter λ, λ ∈ R, written as Z ∼ SN (λ), if its probability density
function is
fSN(z;λ) = 2φ(z)Φ(λ z), z ∈ R, (8.15)
where φ and Φ represent the probability density function and the cumulative
distribution function of the standard normal density, respectively.
Positive (negative) values of the shape parameter indicate positive (negative)
skewness of the distribution. In the case λ = 0 the SN density gets back to the
normal density (see Figure 8.6).
8.4.2 Stochastic Representation
The stochastic representation of a SN (λ) distributed random variable Z is
given by Azzalini [1986] as
Z =
{
Y if W ≤ λY
−Y if W > λY, (8.16)
where Y and W are two independent identically distributed standard normal
random variables.
That Z being defined to equal Y or−Y conditionally on the event {λ Y > W}
is in fact SN (λ) distributed proofs e.g. the following equation by Arnold and
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Beaver [2002]:
P (Z ≤ z) = P (Y ≤ z | λY > W )
=
P (Y ≤ z, λY > W )
P (λY > W )
=
1
P (λY > W )
z∫
−∞
λy∫
−∞
ϕ(y)ϕ(w)dw dy
=
1
P (λY > W )
z∫
−∞
ϕ(y)Φ(λy)dy.
(8.17)
Since P (λY > W ) = P (λY −W > 0) = 1/2, because λY −W has a normal
distribution with zero mean, it follows after differentiating (8.17) with respect
to z that Z has the skew-normal density (8.15).
8.4.3 Some Properties
The SN class enjoys remarkable properties in terms of mathematical tractability.
Some results found by Azzalini [1985, 1986] are recapitulated in the following.
(a) If λ = 0, we obtain the N (0, 1) density.
(b) If Z ∼ SN (λ), then −Z ∼ SN (−λ).
(c) As λ→∞, density (8.15) converges pointwise to the half-normal density,
i.e. 2φ(z) for z ≥ 0.
(d) If Z ∼ SN (λ), then Z2 ∼ χ21.
(e) For fixed λ, density (8.15) is strongly unimodal, i.e. log f(z;λ) is a concave
function of z.
Because of property (d) the even moments of the SN distribution are equal to
the even moments of the standard normal distribution. To determine the odd
moments the moment generating function of Z can be used, see subsection 3.6.6.
It follows immediately using the following lemma.
Lemma 8.4 (Zacks [1981, pp. 53–54]). If U is a N (0, 1) random variable, then
E(Φ(hU + k)) = Φ
(
k√
1 + h2
)
(8.18)
for any real h, k.
The moment generating function is then given by
M(t) = 2 exp(t2/2) Φ (δ t) , (8.19)
where
δ =
λ√
1 + λ2
.
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Henze [1986] gives an alternative to the above approach by providing a for-
mula to explicitly derive the odd moments. It holds
E
(
Z2k+1
)
=
√
2
pi
λ(1 + λ2)−(k+1/2)2−k(2k + 1)!
k∑
ν=0
ν!(2λ)2ν
(2ν + 1)!(k − ν)! , (8.20)
where Z ∼ SN (λ) and k = 0, 1, 2, . . . .
8.4.4 Moments
With property (d) and (8.19) or (8.20) the first four moments can be derived
as
E(Z) = bδ, (8.21a)
Var(Z) = 1− (bδ)2 (8.21b)
γ1(Z) =
1
2
(4− pi) sign(λ)
((
E(Z)
)2
Var(Z)
)3/2
(8.21c)
γ2(Z) = 2(pi − 3)
((
E(Z)
)2
Var(Z)
)2
(8.21d)
where
b =
√
2
pi
and
δ =
λ√
1 + λ2
.
γ1(Z) and γ2(Z) denote the third and fourth standardized cumulants. As
desired, both expectation and variance converge. The limits are
lim
λ→±∞
(
E(Z)
)
= sign(λ)
√
2
pi
(8.22a)
lim
λ→±∞
(
Var(Z)
)
= 1− 2
pi
(8.22b)
lim
λ→±∞
(
γ1(Z)
)
= sign(λ)
√
2(pi − 4)
(pi − 2)3/2 (8.22c)
lim
λ→±∞
(
γ2(Z)
)
=
8(pi − 3)
(pi − 2)2 . (8.22d)
Their graphs are depicted in Figures 8.7–8.10. One can see that the variance is
convergent, but still spreads about 0.64. To make the variance shape invariant,
a linear transformation has to be applied to the SN distribution leading to the
standardized SN distribution, see Section 8.5.
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Figure 8.7: Expectation of a SN (λ) distributed random variable vs. skewness
parameter. The limits are indicated with dashed lines.
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Figure 8.8: Variance of a SN (λ) distributed random variable vs. skewness pa-
rameter. The limit is indicated with a dashed line.
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Figure 8.9: Skewness of a SN (λ) distributed random variable vs. skewness pa-
rameter. The limits are indicated with dashed lines.
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Figure 8.10: Kurtosis of a SN (λ) distributed random variable vs. skewness pa-
rameter. The limit is indicated with a dashed line.
8.4.5 Random Variate Generation
Generation of SN (λ) distributed random numbers is simple and fast. A random
variable Z with density (8.15) can be generated using its stochastic representa-
tion (subsection 8.4.2). Therefore sample Y andW from φ and Φ′, respectively.
Then Z is defined to be equal to Y or−Y , conditionally on the event {W ≤ λY }:
Z =
{
Y if W ≤ λY
−Y if W > λY.
Thus simply two standard normal random variables are needed to generate
one SN (λ) distributed random variable.
8.5 Standardized Skew-Normal Distribution
Using a linear transformation the SN distribution can be changed to a vari-
ant where the skewness has not influence on the variance any longer – which
thus becomes shape invariant [Berlik and Reusch, 2004]. The transforma-
tion that has to be applied depends on the skewness parameter λ. By The-
orem 3.10 holds Var(a + bZ) = b2Var(Z) and the standardized variance shall
be (s(λ))2Var(Z) != 1. Thus from the definition of the SN distribution’s vari-
ance (8.21b) follows
s(λ) =
1√
Var(Z)
=
1√
1− (bδ)2 =
√
pi(1 + λ2)
pi + (pi − 2)λ2 . (8.23)
8.5.1 Probability Density Function
In the previous section the linear transformation to be applied to the SN distri-
bution has been calculated. With Theorem 3.11 we can now specify its density.
The theorem states that if F is the distribution function of a random variable
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Figure 8.11: Probability density functions fSSN(z;λ) of the Standard-
ized Skew-Normal distribution with skewness parameter λ ∈
{−10,−1, 0, 1/2, 5}
Z, then aZ + b has distribution function F
(
(z − b)/a), provided a > 0. If the
corresponding densities exist, they are f(z) and 1af
(
(z − b)/a). Thus the den-
sity of the Standardized Skew-Normal (SSN) distribution takes the form given
in the following definition.
Definition 8.3. A random variable Z is said to be standardized skew-normal
with skewness (or shape) parameter λ, λ ∈ R, written as Z ∼ SSN (λ), if its
probability density function is
fSSN(z;λ) =
2
s(λ)
φ
(
z
s(λ)
)
Φ
(
λz
s
)
, z ∈ R, (8.24)
where φ and Φ represent the probability density function and the cumulative
distribution function of the standard normal density, respectively.
Due to the standardization the densities with λ 6= 0 are widened and flat-
tened, see Figure 8.11.
8.5.2 Moments
By Theorems 3.37 and 3.10 holds E(a + bZ) = a + bE(Z) and Var(a + bZ) =
b2Var(Z), respectively. With (8.23) we then can deduce the first four mo-
ments of the SSN distribution from the moments of the SN distribution (8.21a)–
(8.21d):
E(Z) = sbδ, (8.25a)
Var(Z) = 1, (8.25b)
γ1(Z) =
1
2
(4− pi)(E(Z))3, (8.25c)
γ2(Z) = 2(pi − 3)
(
E(Z)
)4 (8.25d)
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where
b =
√
2
pi
and
δ =
λ√
1 + λ2
.
After some algebra we realize that the limits of the SNN class’ moments are
lim
λ→±∞
(
E(Z)
)
= sign(λ)
√
2
pi − 2 (8.26a)
lim
λ→±∞
(
Var(Z)
)
= 1 (8.26b)
lim
λ→±∞
(
γ1(Z)
)
= sign(λ)
√
2(pi − 4)
(pi − 2)3/2 (8.26c)
lim
λ→±∞
(
γ2(Z)
)
=
8(pi − 3)
(pi − 2)2 . (8.26d)
Graphs of these moments are shown in Figures 8.12–8.15.
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Figure 8.12: Expectation of a SSN (λ) distributed random variable vs. skewness
parameter. The limits are indicated with dashed lines.
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Figure 8.13: Variance of a SSN (λ) distributed random variable vs. skewness
parameter
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Figure 8.14: Skewness of a SSN (λ) distributed random variable vs. skewness
parameter. The limits are indicated with dashed lines.
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Figure 8.15: Kurtosis of a SSN (λ) distributed random variable vs. skewness
parameter. The limit is indicated with a dashed line.
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8.6 Further Skew Distributions
With Lemma 8.3 a general rule is given to skew a symmetric distribution that
has later been used to define the skew-normal distribution. This lemma is quite
universal and thus not only limited to the normal case. For instance Gupta
et al. [2002] used it to define skew-uniform, t, Cauchy, Laplace, and logistic
distributions. In the following we will outline with the skew-logistic and the
skew-Cauchy distribution the variants most relevant to the field of evolutionary
algorithms.
8.6.1 Skew-Logistic Model
With the logistic distribution the following skewed version originates.
Definition 8.4. A random variable Z with density function
fSL(z;λ) = 2f(z)F (λz)
=
2e−z/σ
σ(1 + e−z/σ)2(1 + e−λz/σ)
, z ∈ R, (8.27)
where λ, σ ∈ R, σ > 0,
f(z) =
e−z/σ
σ(1 + e−z/σ)2
is the logistic density and
F (z) =
1
1 + e−z/σ
the corresponding distribution function is called a skew-logistic random variable
with parameter λ.
Neither the moment generating function nor the characteristic function of
Z has a closed form. Gupta et al. [2002] give the first four moments of Z as
follows,
E(Z) = 2σA1, (8.28a)
E(Z2) =
1
3
(piσ)2, (8.28b)
E(Z3) = 2σ3A3, (8.28c)
E(Z4) =
7
15
(piσ)4 (8.28d)
where
Ai =
∞∫
0
(ln z)i
((1 + z)2(1 + z)λ)
dz, i = 1, 3.
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Figure 8.16: Density functions of the skew-logistic distribution for selected
skewness parameters, λ ∈ [−10, 10]. Bold lines indicate the
fSL(z;−1), fSL(z; 0), and fSL(z; 1) density.
8.6.2 Skew-Cauchy Model
Taking the Cauchy distribution as basis, the skewed variant is defined as follows.
Definition 8.5. A random variable Z with density function
fSC(z;λ) = 2f(z)F (λz)
=
σ
pi(σ2 + z2)
(
1 +
2
pi
arctan
λz
σ
)
, z ∈ R, (8.29)
where λ, σ ∈ R, σ > 0,
f(z) =
σ
pi(σ2 + z2)
is the Cauchy density and
F (z) =
1
2
+
1
pi
arctan
z
σ
the corresponding distribution function is called a skew-Cauchy random variable
with parameter λ.
The moment generating function of Z does not converge and the character-
istic function does not have a closed form.
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Figure 8.17: Density functions of the skew-Cauchy distribution for selected
skewness parameters, λ ∈ [−10, 10]. Bold lines indicate the
fSC(z;−1), fSC(z; 0), and fSC(z; 1) density.
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The two previous chapters laid the theoretical fundamentals of directed mu-
tation. Different construction principles have been expound and customizable
skew distributions developed. Especially with the SN distribution a sound basis
to construct a directed mutation operator is given. However, some odds and
ends are sill missing. The self adaptation of the skewness parameters has to
be set up and an appropriate recombination scheme has to be provided. Both
will be discussed in the following sections. We are then able to formulate the
entire Directed Evolution Strategy (DES) and provide it in pseudo-code. Fur-
ther, some critical remarks on normalization are given. The discussion of the
theory of Directed Evolution Strategies will be closed with a comparison of the
different mutation operators’ characteristics.
9.1 Building the Directed Mutation Operator
There are two relevant aspects concerning the extension of a mutation operator
to Directed Mutation. The first one is of course the mutation distribution,
the second is the necessary change in the individual’s representation. The
first is rather straightforward. All that has to be done is to exchange the
operator’s distribution by a skew variant, which means in the end to surrogate
the random number generator. The representation needs to be updated since
the shape parameters are endogenous strategy parameters and hence stored in
the individual, see Section 4.3, Representation. The set of endogenous strategy
parameters s then comprises the mutation strengths and the shape parameters,
thus the state space is given by
S = {R0+}t × Rn, (9.1)
with t = 1 for isotropic mutation and t = n for scaled mutation.
9.2 Self-Adaptation of the Strategy Parameters
Adaptation of the mutation strengths is done with the method already used in
the scaled mutation case, i.e. with a logarithmic normal operator as described
in subsection 4.8.3, Self-Adaptation, on page 52. Thus, the actual mutation
strength σi is multiplied with a factor obtained by an exponential transforma-
tion of a normally distributed random number, resulting in the new mutation
strength σ˜i, cf. (4.28).
The shape parameters are modified in analogy to the object parameters since
no positive values have to be preserved. However, to prevent deadlocks from
115
9 Directed Evolution Strategies
overfitted shape parameters damping should be introduced. This can be done
via a damping factor d which leads to
λ˜i = (1− d)λi + zi, with zi = N (0, 1) and 0 ≤ d ≤ 1. (9.2)
Besides the already introduced learning rates, the variable d is another ex-
ogenous strategy parameter. The right choice of d depends on the individual
optimization problem. Experimental results show that d ≈ 0.05 is a good
starting point for most problems, see [Berlik and Reusch, 2004]. Obviously,
with d = 1 no learning of the shape parameters takes place. In contrast, with
d = 0 no damping takes place as it is the case for the asymmetric mutation
[Hildebrand, 2001].
9.3 Normalization
As argued in subsection 5.1.1, On the Moments and their Convergence, the
moments of skew distributions should be convergent with respect to the shape
parameter. Even then there might remain some impact of the shape on the
moments. To limit this impact on the variance, i.e. the mutation strength, a
small spread of variance modulation was demanded, the ideal case was sketched
as a shape invariant variance. Therefore Sections 7.5 and 8.5 provided with the
standardized na¨ıve skew-normal and the standardized skew-normal distribution
transformed variants with shape invariant variance, depicted in Figure 9.1 for
the SN and SSN distributions.
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Figure 9.1: Expectations and variances of SN (λ) and SSN (λ) distributed ran-
dom variables vs. skewness parameter. The moments of the SN and
SSN distribution are depicted in blue and red, respectively. The
limits are indicated with dashed lines.
While this first seems reasonable from a pure technical point of view, on
second thought things look quite different, see Figure 9.2. The reason for the
decreasing variance is the tendency of the SN distribution towards the half
normal distribution for increasing shape parameters. Hence the width of the
distribution’s variance effective mass is approximately halved. This effect is bal-
anced out by the transformation applied to the SSN distribution, resulting in a
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variant stretched with respect to the abscissa. However, from the phenomeno-
logical point of view, the SN distribution has exactly the shape it should have.
Because we can just as well argue that the variance has to be less, since ran-
dom number generation now takes place more probable in either the positive
or negative domain. There however, random numbers are distributed approxi-
mately “normal”. Since the inferior domain contributes little to the variance,
the overall variance decreases.
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Figure 9.2: Comparison of the normal, SN (5), and SSN (5) distribution
Another problem of standardization is the increasing expectation of the dis-
tributions witch becomes obvious already in Figure 9.2 and is shown in detail
in Figure 9.1(a). As argued earlier, it should like the variance be perturbed as
less as possible.
In the end, everyone has to decide on his own which variant fits best to the
demands of a given problem. However, anticipating one result of the empirical
studies to be presented in Chapter 11, no significant performance difference can
be ascertained between SN and SSN mutation operators.
9.4 Coupled Recombination
To use directed mutation also the recombination operator has to be considered.
The statement by Ba¨ck [1996] that independent recombination of object vari-
ables and strategy parameters is justified by experimental observations could
not be approved for the use of directed mutations. When doing so all directed
mutation variants yield significantly worse results compared to the conventional
variants [Berlik, 2004b].
The reason for this could be seen in the higher grade of localization that
arises from the togetherness of object variable, mutation strength, and skewness
parameter, as illustrated in Figur 9.3. It is apparent that favorable mutation
directions highly depend on the localization of the object variable. Mixing these
information from the two points P1 and P2 will lead to adverse results. In fact
they should be treated as a unit. Thus coupled recombination assures that the
strategy parameters are chosen from the same parent where the object variable
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at hand is taken from when recombining parents. In the case of intermediate
recombination (c.f. page 46) the same weight ought to be used for the different
components.
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Figure 9.3: Motivation for a coupled recombination scheme with the red arrows
indicating optimal mutation directions
9.5 Directed Evolution Strategies
In Section 4.2 pseudo-code of the (µ/ρ +, λ)-ES was given in Listing 4.1. Fac-
toring in the necessary changes for the directed variant, the reworked version
takes the form shown in Listing 9.1 with the differences highlighted in red. It is
conspicuous how few modifications are made. Essentially, they pertain the new
operators and the different representation of the individuals. Obviously, a new
mutation operator for the object parameters is used (line 9) that implements
skew mutations and needs for this purpose additional input in form of the shape
parameters s˜l. These are generated together with the mutation strengths by the
strategy parameter mutation, (line 8). As explained in the previous section also
the recombination operator should be modified. Hence, coupled recombination
is introduced, (line 7). Since the representation of the individuals now addi-
tionally contains shape information, also an adapted initialization procedure is
needed, (line 3).
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Listing 9.1: Pseudocode of the (µ/ρ +, λ)-DES. Differences to the conventional
(µ/ρ +, λ)-ES are indicated in red.
1 begin
2 g := 0;
3 i n i t
(
P(0)µ :=
{
a(0)m
}
=
{(
x(0)m , s
(0)
m ,F(x
(0)
m )
)})
;
4 repeat
5 for l:=1 to λ do begin
6 Rl := reproduct ion
(
P(g)µ , ρ
)
;
7 (sl,xl) := sxCoupledRecombination(Rl) ;
8 s˜l := sMutation(sl) ;
9 x˜l := xMutation(xl, s˜l) ;
10 f˜l := F (x˜l) ;
11 end ;
12 P˜(g)λ :=
{
a˜(g)l
}
=
{(
x˜l, s˜l, f˜l
)}
;
13 case s e l e c t i onType of
14 , : P(g+1)µ := s e l e c t i o n
(
P˜(g)λ , µ
)
;
15 +: P(g+1)µ := s e l e c t i o n
(
P˜(g)λ ,P
(g)
µ , µ
)
;
16 end ;
17 g := g + 1;
18 until t e rm ina t i onCr i t e r i on ;
19 end ;
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9.6 Comparison
The characteristics of the different mutation operators presented before are
summarized in Table 9.1 (cf. also [Berlik and Reusch, 2005]). We see that
SN and SSN perform considerably better than the other operators. While
all but the asymmetric mutation operator have convergent expectations and
variances these two are the only with probability density functions given in
closed form. Further, only these provide acceptable, simple and fast random
variate generation procedures. Taking into account that during an optimization
process a vast amount of random numbers has to be generated this issue is very
important and hence also reflected in the point Usefulness. The asymmetric
mutation is already unusable because of its diverging moments. The advantage
of the SN and SSN distributions compared to the NSN and SNSN distributions
originates from the random number generation and mathematical tractability.
If a shape invariant variance is desired the SSN should be used, causing only a
slight overhead compared to the SN mutation operator.
Table 9.1: Comparison of the different directed mutation operators
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Convergent expectation − + + + +
Convergent variance − + + + +
Shape invariant variance − − + − +
Mathematical tractability ◦ ◦ ◦ + +
Given in closed form − − − + +
Random variate generation ◦ ◦ ◦ + +
Usefulness − ◦ ◦ + +
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So far directed mutation was realized with uncorrelated mutation models only.
However, its usefulness has repeatedly been shown for both, for test function
optimization as as well as for real-world scenarios, see e.g. [Berlik and Reusch,
2004, Berlik and Fathi, 2005a]. We will here also review some results in Sec-
tion 11.1, Results of the Directed Evolution Strategy and Chapter 12, Multiob-
jective Optimization of Screw-Type Machines.
Now, as already mentioned in the introduction and Chapter 4, there are
several even more powerful ES approaches. Since they rely on the flexibility of
correlated mutations, their performance depends obviously highly on the choice
of the covariance matrix C which has to be adjusted not only to the problem
at hand, but also to the current state of the evolution process. Several methods
have been proposed, from the self-adaptation of the mutation parameters in ES
(SA-ES) [Schwefel, 1995] to the Covariance Matrix Adaptation-ES (CMA-ES)
[Hansen and Ostermeier, 1996], cf. subsection 4.7.3 and Section 4.9. While the
first removes the need to manually adjust the covariance matrix, the latter takes
into account the history of evolution and deterministically adapts the covariance
matrix from the last moves of the algorithm, thereby directing the search to use
the most recent descent direction. In [Hansen et al., 2003] an advanced version
of the CMA-ES is presented, that is computationally more efficient.
As it was already the case in the ES field, all present approaches use sym-
metric normally distributed random numbers. The aim of the sequel of this
chapter is therefore to accommodate the CMA-ES with a multivariate skew-
normal distribution, yielding the Directed Covariance Matrix Adaptation-ES
(DCMA-ES). Recent studies have shown remarkable results. However, much
further research is necessary and the results are in that sense preliminary.
A conceptually related approach, called Least-Square-CMA-ES (LS-CMA-
ES), was presented by Auger et al. [2004]. It is based on quasi-Newton tech-
niques, i.e. relying on local curvature information to find out the next points
to sample. Therefore it aims at learning the local Hessian matrix by solv-
ing a linear least-square minimization problem. The solution is then found by
evaluating the pseudo-inverse of this linear system. The cost of the direct com-
putation of this pseudo-inverse by standard numerical methods is scaling as n6,
indicating already an also high effort of the approximative solution. In contrast
the DCMA-ES is computationally by far less expensive.
The rest of this chapter is organized as follows: first we present a multivariate
version of the skew-normal distribution and give a hint how to generate corre-
sponding random vectors. Afterwards a possible way of integrating the concept
into the CMA-ES framework is proposed. Especially the dualism intergenera-
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tional versus intragenerational update of the shape vector is discussed. Finally,
some experimental data concerning the intragenerational shape vector update
is provided.
10.1 Multivariate Skew-Normal Distribution
An extension of the skew-normal distribution to the multivariate setting
was studied by Azzalini and Dalla Valle [1996] and Azzalini and Capitanio
[1999]. The multivariate skew-normal distribution represents a mathematically
tractable extension of the multivariate normal density with additional param-
eters to regulate the skewness. The authors demonstrate that this distribution
has a reasonable flexibility in real data fitting, while it maintains some conve-
nient formal properties of the normal density. Recently, an excellent survey on
skewed multivariate models has been presented by Arnold and Beaver [2002].
An n-dimensional random vectorX is said to have a multivariate skew-normal
distribution, denoted by SNn(µ,Ω,α), if it is continuous with probability den-
sity function
fSNn(z;µ,Ω,α) = 2ϕn(z;µ,Ω)Φ(α
T (z − µ)) (10.1)
where ϕn(z;µ,Ω) is the probability density function of the n-dimensional mul-
tivariate normal distribution with mean vector µ and correlation matrixΩ. Φ(·)
is the standard normal distribution function N (0, 1) and α is a n-dimensional
shape vector.
To generate SNn(µ,Ω,α) distributed random vectors their stochastic repre-
sentation is used. Let Y have the probability density function ϕn(z;µ,Ω) and
W be a N (0, 1) distributed random variable. If
Z =
{
Y + µ if W < αTY
−Y + µ otherwise, (10.2)
then Z ∼ SNn(µ,Ω,α), see e.g. [Wang et al., 2004a].
10.2 Update of the Shape Vector
In building a DCMA-ES we are faced with principally the same problems that
had to be tackled for DES algorithms, cf. Chapter 9. An appropriate multi-
variate distribution has to be provided and the self adaptation of the shape
parameters has to be set up. The elementary CMA-ES itself has already been
discussed in Section 4.9, Covariance Matrix Adaptation-ES, and with the mul-
tivariate skew-normal distribution the distribution is also given. Hence, only a
method for the self adaptation of the skewness parameters is missing. Several
techniques to realize this are conceivable. First, self adaptation like in conven-
tional ESs can be used. As the CMA-ES already estimates the step size and
the covariance matrix we can further think of an estimation approach for the
shape parameters. Last, using the peculiarity of the CMA-ES that per defini-
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tion a global intermediate recombination is applied (see Section 4.6), also an
intragenerational update is possible.
In short, the first approach yields no benefit. Exhaustive tests showed, that
self adaptation is too inert to follow the relatively fast proceeding DCM-ES.
As an estimation approach an ad hoc implementation comparable to the
mechanics of evolution path calculation was used to adjust the shape vector,
cf. (4.42). Shape control then reads
p(g+1)α = (1− cα)p(g)α +
√
cα(2− cα)µeffC(g)
− 12 m
(g+1) −m(g)
α(g)
(10.3)
with learning rate
cα =
µeff + 2
n+ µeff + 3
(10.4)
and all other constants as given by Hansen and Kern [2004]. Although the
learning rate was altered over the whole [0, . . . , 1] range, no satisfying results
were obtained during the test runs.
Further, conventional estimation methods of the skewness parameter have
been investigated. However, regression models proposed e.g. by Ferreira and
Steel [2004] or estimation as discussed by Gupta and Gupta [2004] are not
applicable due to the small sample volume. In fact, by magnitudes too few
samples are available.
The possibility to replace respectively supplement the conventional intergen-
erational shape update with an intragenerational one is discussed next. The
fundamental idea is to use the informational gain arising from the creation of
every new sample. This is possible because all offspring originate from the
same recombined parent, namely the distribution’s mean. Thus, all solutions
and their directional information can be compared with the same point. So we
track the fitness of every generated offspring within a descendant generation
sequence and adapt the shape vector accordingly on-the-fly.
One appropriate heuristic is given as follows: calculate the normalized direc-
tion vector from the mean of the current distribution to the actual offspring. If
the fitness of this offspring is better than the mean fitness, factor the direction
vector into the shape vector. Otherwise take the opposite direction. Addition-
ally, the fitness ratio is weighted exponentially and with the dimension. The
definition of the update vector thus reads
u = n exp
(
fitx
fitxmean
)
x− xmean
|x− xmean| (10.5)
where n is the dimension, x and xmean are the actual individual and the mean
used to generate the offspring, respectively, and the function fit(·) gives the fit-
ness of a sample. The intragenerational update of the shape vector p[l]α depends
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on the actual individual’s fitness.
p[l]α =
p
[l−1]
α + u if fitx  fitxmean
p
[l−1]
α − u else
(10.6)
with l ∈ [1, . . . , λ] and p[0]α = 0.
More systematically, first we need to extract the directional information of
a solution with respect to the generating distribution’s mean in a vector called
update vector. Subsequently this vector is optionally weighted, e.g. according
to the relative fitness of the solution, and in turn factored in the distribution’s
shape vector. These steps are described in detail in the next subsections where
also the concept of dimensional scaling is outlined and simulation results are
provided.
10.2.1 Update Vector
For the shape vector update the directions of solutions with respect to the
distribution’s mean have to be extracted. Therefore, two alternative update
vectors are examined. The differential update,
udif(xl) = xl − xmean, l ∈ {1, . . . , λ}, (10.7)
and the normed update
unorm(xl) =
udif
|udif | =
xl − xmean
|xl − xmean| , l ∈ {1, . . . , λ}, (10.8)
with xmean denoting the mean of the selected solutions calculated by the CMA-
ES and xl one of the λ new sampled solutions, respectively.
As (10.7) simply calculates the difference of the two points, not only the di-
rection information is embodied in the update vector udif but also a weighting
by means of the distance. This might be undesired as the distance measure car-
ries no information with respect to the solution’s fitness. Hence, with equation
(10.8) a normed alternative is suggested.
10.2.2 Weighting
The weighting determines the way the directional information of the update
vector is regarded in the shape vector. Several strategies are conceivable whereof
some are presented next. In general, the weighting cannot only specify the
absolute impact a specific update vector will have but also if inferior solutions
are to be ignored or may be factored in with their inverted update vectors.
Therefore, the fitness ratio of the sampled solution and the mean of the
selected solutions is calculated,
η =
fitx
fitxmean
. (10.9)
124
10.2 Update of the Shape Vector
If η > 1 the sampled solution is better than the given mean and we should take
advantage of its directional information. In the case η < 1 the sampled solution
is weaker than the given mean. Its directional information can be handled in
different ways, as presented in the following paragraphs.
Selective Weighting with the Heaviside Step Function
The simplest weighting function can be set up using a translated Heaviside step
function,
fw(η) = H(η − 1) =
{
0 : η ≤ 1
1 : η > 1.
(10.10)
Then only solutions better than the distribution’s mean are regarded and no
further weighting takes place, see Figure 10.1(a).
Constant Weighting with the Signum Function
To factor in also inferior solutions, a translated signum function can be used,
fw(η) = sign(η − 1) =

−1 : η < 1
0 : η = 1
1 : η > 1.
(10.11)
Then inferior solutions with respect to the distribution’s mean are weighted with
the factor −1, superior ones with the factor 1 respectively, see Figure 10.1(b).
Of course (10.11) could have been also defined by the Heaviside step function.
Exponential Weighting
To introduce fitness dependent weights, an exponential function can be used,
fw(η) = exp(η − 1). (10.12)
Thereby the weighting of points increases with their relative fitness. Superior
points are weighted with a factor fw > 1 while inferior points are weighted with
a factor 0 < fw < 1, see Figure 10.1(c).
Translated Exponential Weighting
The exponential weighting assigns positive weights to all solutions and varies
only the amount of the weight, cf. (10.12). Introducing negative factors for
inferior points will result in factoring in the inverse direction of these points
instead. Therefore, the following translated exponential function can be used,
fw(η) = exp(η − 1)− 1. (10.13)
Superior points are assigned a factor fw > 0 with the weights increasing with
their relative fitness. Inferior points are weighted with a factor −1 < fw < 0,
see Figure 10.1(d).
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Discontinuous Exponential Weighting
We can argue that with the above concept most solutions will be regarded not at
all, since most of them will have fitness comparable to that of the distribution’s
mean and thus are assigned a factor about 0. To overcome this we can introduce
a discontinuity into the exponential weighting, leading to the discontinuous
exponential weighting,
fw(η) = sign(η − 1) exp(η − 1). (10.14)
Then, superior points are assigned a factor fw > 1, increasing dependent on
their relative fitness and inferior points are weighted with a factor −1 < fw < 0,
where their consideration fades away for decreasing fitness, see Figure 10.1(e).
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Figure 10.1: Weighting functions for the intragenerational update. Plotted are
the weights to be assigned versus the fitness ratio η
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10.2.3 Dimensional Scaling
A last modification concerning the shape vector is the dimensional scaling.
It turned out that changes of the update vector have to be rather drastic to
yield an effect. It has to be kept in mind that processing of the CMA-ES is
somewhat different to that of conventional ESs. Whereas the latter proceed
relatively slowly via small variations and there remains some time to adapt
parameters, the CMA-ES really hastens through the search space. Changes
have to be done ad-hoc and vehement, otherwise the local topology might have
changed already. Therefore, the length of the (unit) shape vector is multiplied
with a factor n, equaling the number of dimensions.
10.2.4 Simulations with Different Update Strategies
Several intragenerational shape update strategies as combinations of the above
methods have been investigated on a number of different test functions, see
Figure 10.3 and Table 10.1. Investigated is only the performance gain that can
be reached during the generation sequence of the offspring within single gener-
ations. Hence, the success rate of the generated samples is measured, i.e. the
percentage of samples being superior compared with the distribution’s mean.
Therefore, an initial sample is generated at random in [−1, 1]n with n denoting
the dimension. Then the shape vector is updated accordingly and subsequently
further samples are generated continuing updating the shape vector. Experi-
ments are done with {2, 5, 10, 20, 40, 80}-dimensional functions and with {1,
2, 3, 4, 5, 7, 10, 15, 20, 30, 40, 60, 80} generated samples in turn per experi-
ment. The recommended number of samples by Hansen [2005] for the CMA-ES
is λ = 4 + b3 log nc which is illustrated in Figure 10.2. For less than 40 dimen-
sions 2000 runs are performed for each combination, otherwise 1000 runs. Note
that intergenerational update is of no importance in this scenario.
Table 10.1: Test functions
Name Function
Sphere fsphere(x)=
∑n
i=1 x
2
i
Schwefel fSchwefel(x)=
∑n
i=1
(∑i
j=1 xj
)2
Cigar fcigar(x)=x21 +
∑n
i=2(1000xi)
2
Tablet ftablet(x)=(1000x1)2 +
∑n
i=2 x
2
i
Ellipsoid felli(x)=
∑n
i=1
(
1000
i−1
n−1xi
)2
Parabolic ridge fparabR(x)=− x1 + 100
∑n
i=2 x
2
i
Sharp ridge fsharpR(x)=− x1 + 100
√∑n
i=2 x
2
i
Rosenbrock fRosen(x)=
∑n−1
i=2
(
100(x2i −xi+1)2+(xi−1)2
)
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Dim. Offspring
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80 17
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Figure 10.2: Recommended offspring per dimension for the CMA-ES
Simulation Results
A legend for the simulation results shown in the following Figures 10.4–10.19
is given in Figure 10.3. Tables with some statistics, i.e. means, standard de-
viations, and medians of the numerical values of these plots can be found in
Appendix D.
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Figure 10.3: Legend for the simulation results of the shape vector’s intragener-
ational update
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Figure 10.4: Success rate versus number of generated offspring λ on {2, 5, 10}-
dimensional sphere functions
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Figure 10.5: Success rate versus number of generated offspring λ on {20, 40, 80}-
dimensional sphere functions
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Schwefel’s Function
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Figure 10.6: Success rate versus number of generated offspring λ on {2, 5, 10}-
dimensional Schwefel functions
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Figure 10.7: Success rate versus number of generated offspring λ on {20, 40, 80}-
dimensional Schwefel functions
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Cigar Function
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Figure 10.8: Success rate versus number of generated offspring λ on {2, 5, 10}-
dimensional cigar functions
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Figure 10.9: Success rate versus number of generated offspring λ on {20, 40, 80}-
dimensional cigar functions
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Tablet Function
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Figure 10.10: Success rate versus number of generated offspring λ on {2, 5, 10}-
dimensional tablet functions
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Figure 10.11: Success rate versus number of generated offspring λ on
{20, 40, 80}-dimensional tablet functions
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Ellipsoid Function
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Figure 10.12: Success rate versus number of generated offspring λ on {2, 5, 10}-
dimensional ellipsoid functions
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Figure 10.13: Success rate versus number of generated offspring λ on
{20, 40, 80}-dimensional ellipsoid functions
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Parabolic Ridge Function
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Figure 10.14: Success rate versus number of generated offspring λ on {2, 5, 10}-
dimensional parabolic ridge functions
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Figure 10.15: Success rate versus number of generated offspring λ on
{20, 40, 80}-dimensional parabolic ridge functions
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Sharp Ridge Function
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Figure 10.16: Success rate versus number of generated offspring λ on {2, 5, 10}-
dimensional sharp ridge functions
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Figure 10.17: Success rate versus number of generated offspring λ on
{20, 40, 80}-dimensional sharp ridge functions
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Rosenbrock’s Function
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Figure 10.18: Success rate versus number of generated offspring λ on {2, 5, 10}-
dimensional Rosenbrock functions
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Figure 10.19: Success rate versus number of generated offspring λ on
{20, 40, 80}-dimensional Rosenbrock functions
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10.2.5 Discussion of the Results
First, as expected the variant without intragenerational update shows a con-
stant success rate, independent of the number of generated offspring. This holds
for all dimensions on all functions. The variants with intragenerational update
are in general more successful with increasing number of offspring.
On fsphere in the 2-dimensional case the success rate approximately doubles
from 0.33 for 1 offspring up to 0.64 for 80 offspring. In the case of 6 offspring
as to be used by standard CMA-ES, there is roughly a 47% increase to 0.47.
All versions with intragenerational update perform comparably. In the 80-
dimensional case two versions perform clearly best, the normed update with
discontinuous exponential weighting and dimensional scaling respectively the
normed update with signum function weighting and dimensional scaling. The
increase of the success rate from 1 to 80 offspring is about 33% from 0.46 to
0.61. There is a second group of update versions that perform second best: the
normed update with step function weighting, the differential update with step
function weighting and also with signum function weighting, all with additional
dimensional scaling. The gain is about 17%. All other versions perform not
significantly better than the variant without any intragenerational update. Re-
garding the more relevant case of 17 offspring, the standard of CMA-ES for this
dimensionality, the two best strategies yield a 15% gain.
In general, this behavior can be observed on the other functions, too. In the
2-dimensional case the different variants perform comparably, the gain for 6
offspring varies from 19% on fRosen to 46% on fSchwefel, with about 37% for the
other functions. With increasing dimensionality, the differences in performance
become more pronounced. Lastly, in the 80-dimensional case there emerge
three efficiency groups: best performing methods are the normed update with
discontinuous exponential weighting and dimensional scaling and the normed
update with signum function weighting and dimensional scaling. Both perform
almost equal, about 30% to 34% better than without intragenerational update
for 80 offspring. Regarding the case of 17 offspring, the gain is roughly 14%. The
group of second best performing methods comprises the normed update with
step function weighting, the differential update with step function weighting as
well as with signum function weighting, all with additional dimensional scaling.
The gain is about the half of the two superior versions. Only on ftablet the
normed update with translated exponential weighting and dimensional scaling
can reach this group, too. All other versions perform on all functions not
significantly better than it is the case without intragenerational update.
The last observation: all well performing variants apply dimensional scaling,
which supports the assertion that changes of the shape vector have to be rather
drastic.
10.3 Conclusions
The DCMA-ES algorithm has been sketched and the utilized multivariate skew-
normal distribution been introduced. Then the intragenerational shape vector
update has been discussed whereof two variants have been identified to be
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clearly outperforming, the
• normed update with signum function weighting and dimensional scaling,
and the
• normed update with discontinuous exponential weighting and dimensional
scaling.
A comparison of both shows, that they are relatively equal, cf. Figures 10.1(b)
and 10.1(e). Characteristically for both is the discontinuity in weighting be-
tween superior and inferior solutions. Around this discontinuity they also re-
semble in the weight they assign. Compared to the Heaviside step function they
also factor in inferior solutions, adjusted with a negative weight.
The presented results clearly reveal the potential of the DCMA-ES. Although
the enhancement of directed mutation causes only very small overhead, using
the intragenerational shape update there is a gain in the success rate of created
samples of about 14%. Compared to the CMA-ES no additional function eval-
uations are performed and in essence, only a further scalar product has to be
calculated.
Regarding the presented results, it has to be kept in mind that intergenera-
tional adaptation of the shape vector is mainly left open and the corresponding
learning rate has to be investigated, too. Thus, much work is left to be done
to tune the DCMA-ES. However, first results of entire simulations with the
DCMA-ES on several test functions left us optimistic about the potential of
this approach (see Section 11.2).
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11 Simulation Results on
Single-Objective Problems
To get an idea about of the capability of the Directed Evolution Strategies
discussed just before, results of several simulations are presented next. This
chapter is dedicated to single-objective problems solely; multiobjective opti-
mization is postponed to the following one. The two main classes of DESs are
treated separately, the directed variants of conventional ESs in Section 11.1 and
the Directed Covariance Matrix Adaptation-ES in Section 11.2.
11.1 Results of the Directed Evolution Strategy
The following simulations use a (30,200)-ES with self-adaptive standard devia-
tions. For each test function, an initial population is generated with the object
variables x(0) set by random in the intervals given in Table 11.1. The muta-
tion strengths σ(0) are set to 0.1, the skewness and correlation parameters have
initial values of 0. All experiments are carried out 50 times. In contrast to
[Berlik and Reusch, 2004], reported here are the results until at least one opti-
mization variant reaches fitness values better than 10−10. The simulations are
carried out using the EO-framework1, supplemented with the missing classes
and templates for directed mutation.
In total, seven mutation operators have been analyzed, whereof four realize
directed mutation:
• Na¨ıve skew-normal mutation
This operator was discussed in Section 7.4, is defined in sections, and has
convergent expectation and variance. Coupled recombination (cf. Section
9.4) and a damping factor d = 0.05 are used (cf. Section 9.2).
• Skew-normal mutation
This most relevant operator was presented in Section 8.4 and is used with
coupled recombination. Again, a damping factor d = 0.05 is used to
mutate the shape parameters.
• Standardized skew-normal mutation
The operator, being a standardized version of the previously mentioned,
was presented in Section 8.5. Here it is used with coupled recombination
and a damping factor d = 0.05.
1EO (abbr. for Evolving Objects) is a templates-based, ANSI-C++ compliant evolutionary
computation library. http://eodev.sourceforge.net/
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• Asymmetric mutation
This was the first operator introducing true directionality into mutation,
recapitulated in Section 7.2. Like the na¨ıve skew-normal mutation its
density is defined in sections but has divergent expectation and variance.
The operator is used as proposed by Hildebrand [2001], i.e. with conven-
tional recombination and shape parameters being mutated the same way
the object variables are.
The other three operators are the conventional ones, as described in Section 4.7,
Mutation Operator:
• Isotropic mutation with one mutation strength
Only one mutation strength is used that is applied in turn to every object
variable.
• Scaled mutation with n mutation strengths
n mutation strengths are used, a separate one for each object variable.
• Correlated mutation
Besides the control of the n mutation strengths, correlated mutation al-
lows to rotate the coordinate pane arbitrarily by supporting a full covari-
ance matrix.
The optimization algorithms have been applied to seven well-known test func-
tions, see Table 11.1. The functions can be defined for arbitrary dimensions
and have been treated here with 30 dimensions. All have the minimal value 0
which is for all but fRosenbrock located at the origin and for Rosenbrock’s func-
tion at 1. Except for fAckley they all are unimodal. The reason for this selection
is the fact that the local behavior of the mutation operator should be studied.
The number of local minima in fAckley increases exponentially with the function
dimension. All but fstep are continuous functions.
For each function the results are depicted in a log scale plot in the follow-
ing Figures 11.1–11.7. Since in a minimization a single outlier can completely
disturb the mean, also the more robust median is reported.
As the overall results are not competitive with the results of the Directed
Covariance Matrix Adaptation-ES (which we will see later), we will not get
involved in the details here. Hence, concrete figures of the results as well as
significance analyses are omitted.
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Table 11.1: Test functions
Name Function x(0)
Sphere fsphere(x) =
∑30
i=1 x
2
i [−100, 100]30
Schwefel 2.22 fSchwefel2.22(x) =
∑30
i=1|xi|+
∏30
i=1|xi| [−10, 10]30
Schwefel 1.2 fSchwefel1.2(x) =
∑30
i=1
(∑i
j=1 xj
)2
[−100, 100]30
Schwefel 2.21 fSchwefel2.21(x) = max{|xi|, 1 ≤ i ≤ 30} [−100, 100]30
Rosenbrock fRosen(x) =
∑29
i=2
(
100(x2i − xi+1)2
+ (xi − 1)2
)
[−30, 30]30
Step fstep(x) =
∑30
i=1 (bxi + 0.5c)2 [−100, 100]30
Ackley fAckley(x) = −20 exp
(
−0.2
√
1
30
∑30
i=1 x
2
i
)
−exp
(
1
30
∑30
i=1 cos (2pixi)
)
+20+e [−32, 32]30
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11.1.1 Simulation Results
Sphere Function
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Figure 11.1: Simulation results on the sphere function. Median respectively
mean of fitness function values versus the number of iterations
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Schwefel’s Function 2.22
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Figure 11.2: Simulation results on Schwefel’s function 2.22. Median respectively
mean of fitness function values versus the number of iterations
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Schwefel’s Function 1.2
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Figure 11.3: Simulation results on Schwefel’s function 1.2. Median respectively
mean of fitness function values versus the number of iterations
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Schwefel’s Function 2.21
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Figure 11.4: Simulation results on Schwefel’s function 2.21. Median respectively
mean of fitness function values versus the number of iterations
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Generalized Rosenbrock Function
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Figure 11.5: Simulation results on Rosenbrock’s generalized function. Median
respectively mean of fitness function values versus the number of
iterations
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Step Function
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Figure 11.6: Simulation results on the step function. Median respectively mean
of fitness function values versus the number of iterations
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Ackley’s Function
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Figure 11.7: Simulation results on Ackley’s function. Median respectively mean
of fitness function values versus the number of iterations
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11.1.2 Discussion of the Results
On the sphere function, the ES with NSN mutations performs slightly better
than the almost equal SSN and SN. The asymmetric ES is clearly outperformed
by the conventional ESs. Nearly the same happens on Schwefel’s function 2.22.
However, here the isotropic ES stagnates and performs worst; the asymmetric
ES shows the slowest convergence of the other operators. More dramatically are
the results on Schwefel’s function 1.2. ESs with SN and SSN mutations perform
almost equal and are best. Slightly worse is the ES with NSN mutation. The
isotropic ES is the last converging algorithm. All other strategies diverge. On
Schwefel’s function 2.21 there are three efficiency groups. Best performing algo-
rithms are ESs with SSN and SN mutations and the correlated ES. The group
with slow convergence rate comprises the ES with NSN mutations, asymmet-
ric and scaled ESs. The isotropic ES stagnates. On Rosenbrock’s function ESs
with SN and SSN mutation perform best together with the asymmetric ES. The
other strategies converge relatively slow. Similar results occur for the step func-
tion. Here ESs with SSN, SN, and NSN mutation perform best together with
the asymmetric ES. Last, on Ackley’s function ESs with NSN, SN, and SSN
mutations are the best performing algorithms. Correlated and scaled ESs are
performing worse, better than the asymmetric ES and the stagnating isotropic
ES.
According to the previous figures ESs with SN and SSN mutation outperform
the other mutation operators. Very significantly this is the case for Schwefel’s
function 2.21 and Rosenbrock’s function. We can also see that the na¨ıve skew-
normal mutation performs nearly as good, even slightly better for the sphere
function, Schwefel’s function 2.22, and Ackley’s function. Overall, ESs with SN,
SSN, and also NSN mutations form the group of best performing operators. The
forth directed mutation operator, i.e. the asymmetric mutation clearly performs
worse. Compared to the classical variants it yields no gain.
11.1.3 Conclusions
Directed mutation by means of the SN, SSN, and NSN distribution clearly
outperform the other mutation operators, where the SN and SSN are a bit
more efficient than the NSN. Between SN and SSN no significance difference
can be ascertained.
However, the DES by means of the SN and SSN distribution is by far not
competitive with the DCMA-ES. Three functions of the above are also inves-
tigated with the DCMA-ES: the sphere function, Rosenbrock’s function, and
Schwefel’s function 1.2. Even if the results cannot be compared directly to them
of the DCMA-ES reported in Section 11.2, since here 30-dimensional functions
are treated and the initialization is different, compared to 40-dimensional sim-
ulations of the DCMA-ES the DES is inferior. The latter needs on the sphere
function 124 iterations, i.e. 24.800 function evaluations where for the DCMA-ES
5.271 function evaluations are sufficient. The ratio on Rosenbrock’s function
is 614.400 versus 77.808 function evaluations and on Schwefel’s function 1.2
203.000 versus 20.020 evaluations. Thus the DES needs up to ten times more
function evaluations than the DCMA-ES on lower dimensional problems.
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11.2 Results of the Directed Covariance Matrix
Adaptation-ES
Two different CMA-ESs are experimentally investigated: the original variant
as described by Hansen and Kern [2004], using N(0,C) distributed random
vectors and the DCMA-ES, using instead SNn(µ,Ω,α) distributed random
vectors with intragenerational shape update; to be precise: a normed update
with signum function weighting and dimensional scaling, see subsection 10.2.1,
Update Vector. As intergenerational shape update strategy the shape vector
of a generation has been initialized with the vector of the previous generation
normed to a length of one.
For the comparison of the two functions, a test suite consisting of the eight
well known functions shown in Table 11.2 is used. Initial values are set to
x(0) ∈ [−1, 1]n, σ(0) = 1, and α(0) = 0 for all functions except for Rosenbrock’s
case where x(0) = 0, σ(0) = 0.1, and again α(0) = 0. As stopping criterion
for all functions but fparabR and fsharpR fitness better than 10−10 is demanded,
for the two others fitness has to be less than −1010. Tests are carried out in
n = [2, 5, 10, 20, 40, 80] dimensions and for offspring numbers λ = 4 + b3 log nc
with parent numbers µ = dλ/2e. For each combination 25 runs are done.
The simulations have been carried out using the technical computing system
MATLAB2.
For each function the results are depicted in log-log scale plot and the cor-
responding figures are given in a table. Reported are statistics of the number
of necessary function evaluations: the mean x¯, the standard deviation σ, and
the median m. In the comparison ∆ = x¯CMA − x¯DCMA gives the difference of
the means, where positive values indicate better performance of the DCMA.
η = x¯CMA/x¯DCMA represents the ratio of the means, i.e. the factor the DCMA
performs better. Further, for each constellation the significance of the results is
analyzed. Therefore nonparametric Wilcoxon rank sum tests for equal medians
are performed [Wilcoxon, 1945].
Tested is the hypothesis that two independent samples, here given in form of
vectors of numbers of function evaluations for the CMA and DCMA algorithms,
come from distributions with equal medians. The corresponding p-value from
the test is reported where p is the probability of observing the given result.
The hypothesis test is performed at the 0.05 significance level. h indicates if
the null hypothesis, i.e. medians are equal, can be rejected at the 5% level. If
h = 0, then the null hypothesis cannot be rejected at the 5% level. If h = 1,
then the null hypothesis can be rejected at the 5% level. The Wilcoxon rank
sum test is equivalent to the Mann-Whitney U test [Mann and Whitney, 1947].
For a detailed discussion of nonparametric statistical methods confer the book
of Hollander and Wolfe [1999].
2MATLAB is a registered trademark of The MathWorks, Inc.
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Table 11.2: Test functions
Name Function x(0) σ(0) α(0) f stop
Sphere fsphere(x) =
∑n
i=1 x
2
i [−1, 1]n 1 0 10−10
Schwefel fSchwefel(x) =
∑n
i=1
(∑i
j=1 xj
)2
[−1, 1]n 1 0 10−10
Cigar fcigar(x) = x21 +
∑n
i=2(1000xi)
2 [−1, 1]n 1 0 10−10
Tablet ftablet(x) = (1000x1)2 +
∑n
i=2 x
2
i [−1, 1]n 1 0 10−10
Ellipsoid felli(x) =
∑n
i=1
(
1000
i−1
n−1xi
)2
[−1, 1]n 1 0 10−10
Parabolic ridge fparabR(x) = −x1 + 100
∑n
i=2 x
2
i [−1, 1]n 1 0 −1010
Sharp ridge fsharpR(x) = −x1 + 100
√∑n
i=2 x
2
i [−1, 1]n 1 0 −1010
Rosenbrock fRosen(x) =
∑n−1
i=2
(
100(x2i − xi+1)2
+ (xi − 1)2
)
0 0.1 0 10−10
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11.2.1 Simulation Results
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Figure 11.8: Number of function evaluations versus the problem dimensions of
simulations on the sphere function
Table 11.3: Simulations on the sphere function
Dim DCMA CMA
x¯ σ m x¯ σ m
2 309.12 27.06 312 299.28 32.88 294
5 780.80 49.96 776 814.40 53.91 800
10 1530.00 69.04 1510 1621.60 92.81 1610
20 2775.36 89.23 2748 3047.04 93.33 3060
40 5271.00 135.21 5265 5785.20 136.22 5805
80 9719.24 171.45 9724 10536.60 147.06 10540
Table 11.4: Analysis of the sphere function results
Dim Comparison DCMA / CMA
∆ η h p
2 −9.84 0.968 0 2.58 ·10−1
5 33.60 1.043 1 4.51 ·10−2
10 91.60 1.060 1 6.91 ·10−4
20 271.68 1.098 1 5.69 ·10−9
40 514.20 1.098 1 1.99 ·10−9
80 817.36 1.084 1 1.39 ·10−9
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Schwefel Function 1.2
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Figure 11.9: Number of function evaluations versus the problem dimensions of
simulations on the Schwefel function 1.2
Table 11.5: Simulations on the Schwefel function 1.2
Dim DCMA CMA
x¯ σ m x¯ σ m
2 323.04 39.14 318 330.72 37.08 330
5 970.24 69.80 968 979.84 89.92 984
10 2297.20 104.10 2290 2358.40 92.77 2340
20 6409.92 210.70 6384 6596.64 255.65 6624
40 20020.80 355.77 20025 20630.40 404.77 20580
80 69013.20 1045.78 68816 71963.72 970.96 71944
Table 11.6: Analysis of the Schwefel function 1.2 results
Dim Comparison DCMA / CMA
∆ η h p
2 7.68 1.024 0 4.14 ·10−1
5 9.60 1.010 0 6.13 ·10−1
10 61.20 1.027 1 4.65 ·10−2
20 186.72 1.029 1 9.82 ·10−3
40 609.60 1.030 1 5.11 ·10−6
80 2950.52 1.043 1 4.36 ·10−9
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Cigar Function
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Figure 11.10: Number of function evaluations versus the problem dimensions of
simulations on the cigar function
Table 11.7: Simulations on the cigar function
Dim DCMA CMA
x¯ σ m x¯ σ m
2 756.00 72.37 738 799.20 67.42 798
5 2363.20 129.02 2368 2450.56 114.37 2416
10 4825.60 172.82 4800 4923.60 148.21 4930
20 9048.00 215.19 9036 9296.64 219.10 9300
40 17177.40 289.17 17100 17727.00 263.53 17790
80 32159.24 295.65 32079 33139.80 332.81 33184
Table 11.8: Analysis of the cigar function results
Dim Comparison DCMA / CMA
∆ η h p
2 43.20 1.057 1 2.81 ·10−2
5 87.36 1.037 1 2.61 ·10−2
10 98.00 1.020 1 3.27 ·10−2
20 248.64 1.027 1 2.94 ·10−4
40 549.60 1.032 1 7.05 ·10−7
80 980.56 1.030 1 3.86 ·10−9
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Tablet Function
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Figure 11.11: Number of function evaluations versus the problem dimensions of
simulations on the tablet function
Table 11.9: Simulations on the tablet function
Dim DCMA CMA
x¯ σ m x¯ σ m
2 770.16 56.79 768 792.24 85.99 768
5 2420.80 148.04 2408 2476.48 163.61 2448
10 6034.80 139.71 6040 6138.00 210.14 6160
20 16153.44 243.24 16212 16309.44 248.10 16248
40 44551.20 605.27 44580 44784.60 683.98 44610
80 135655.92 1324.06 135864 135951.04 1158.24 136102
Table 11.10: Analysis of the tablet function results
Dim Comparison DCMA / CMA
∆ η h p
2 22.08 1.029 0 3.82 ·10−1
5 55.68 1.023 0 2.48 ·10−1
10 103.20 1.017 0 7.74 ·10−2
20 156.00 1.010 0 6.23 ·10−2
40 233.40 1.005 0 3.47 ·10−1
80 295.12 1.002 0 4.49 ·10−1
165
11 Simulation Results on Single-Objective Problems
Ellipsoid Function
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Figure 11.12: Number of function evaluations versus the problem dimensions of
simulations on the ellipsoid function
Table 11.11: Simulations on the ellipsoid function
Dim DCMA CMA
x¯ σ m x¯ σ m
2 750.24 58.54 756 771.12 56.95 786
5 2377.28 172.21 2392 2440.32 153.23 2440
10 6350.40 209.53 6330 6622.00 183.21 6670
20 19961.76 268.06 19920 20460.00 345.27 20508
40 72105.60 632.09 72195 72965.40 636.00 72825
80 282407.40 3617.43 281010 285470.12 3316.67 286365
Table 11.12: Analysis of the ellipsoid function results
Dim Comparison DCMA / CMA
∆ η h p
2 20.88 1.028 0 2.44 ·10−1
5 63.04 1.027 0 1.90 ·10−1
10 271.60 1.043 1 4.39 ·10−5
20 498.24 1.025 1 7.72 ·10−6
40 859.80 1.012 1 4.06 ·10−5
80 3062.72 1.011 1 2.24 ·10−3
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Parabolic Ridge Function
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Figure 11.13: Number of function evaluations versus the problem dimensions of
simulations on the parabolic ridge function
Table 11.13: Simulations on the parabolic ridge function
Dim DCMA CMA
x¯ σ m x¯ σ m
2 827.52 58.48 828 986.64 104.64 984
5 2475.52 112.00 2472 2670.40 172.57 2672
10 4559.60 173.41 4540 4860.80 257.41 4910
20 8108.64 201.02 8052 8568.00 229.83 8544
40 15779.40 193.09 15765 16252.20 210.36 16305
80 30785.64 198.79 30770 31753.28 349.59 31722
Table 11.14: Analysis of the parabolic ridge function results
Dim Comparison DCMA / CMA
∆ η h p
2 159.12 1.192 1 2.42 ·10−7
5 194.88 1.079 1 6.64 ·10−5
10 301.20 1.066 1 8.45 ·10−5
20 459.36 1.057 1 8.47 ·10−8
40 472.80 1.030 1 7.60 ·10−8
80 967.64 1.031 1 1.40 ·10−9
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Sharp Ridge Function
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Figure 11.14: Number of function evaluations versus the problem dimensions of
simulations on the sharp ridge function
Table 11.15: Simulations on the sharp ridge function
Dim DCMA CMA
x¯ σ m x¯ σ m
2 619.20 94.82 606 781.20 68.98 780
5 2605.76 343.66 2504 2894.08 311.52 2880
10 8828.00 1350.98 8630 9272.80 1606.54 8990
20 40051.20 3364.80 40680 42744.96 3101.96 43044
40 163498.80 10048.32 160665 168999.60 7794.64 171120
80 695582.88 29410.41 700043 690688.92 22140.11 687854
Table 11.16: Analysis of the sharp ridge function results
Dim Comparison DCMA / CMA
∆ η h p
2 162.00 1.262 1 5.22 ·10−7
5 288.32 1.111 1 3.95 ·10−3
10 444.80 1.050 0 3.62 ·10−1
20 2693.76 1.067 1 8.81 ·10−3
40 5500.80 1.034 1 3.13 ·10−2
80 −4893.96 0.993 0 5.09 ·10−1
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Generalized Rosenbrock Function
100 101 102
103
104
105
problem dimensions
fu
nc
tio
n 
ev
al
ua
tio
ns
CMA−ES
DCMA−ES
Figure 11.15: Number of function evaluations versus the problem dimensions of
simulations on the generalized Rosenbrock function
Table 11.17: Simulations on the generalized Rosenbrock function
Dim DCMA CMA
x¯ σ m x¯ σ m
2 661.92 51.87 666 683.76 74.53 672
5 2144.00 159.97 2168 2337.60 152.46 2360
10 6075.20 277.54 6060 6662.80 220.46 6690
20 20441.28 529.19 20448 21471.36 697.76 21300
40 77808.00 1003.06 77955 81338.40 1319.35 80985
80 316132.00 3740.01 315656 325992.00 3236.83 325754
Table 11.18: Analysis of the generalized Rosenbrock function results
Dim Comparison DCMA / CMA
∆ η h p
2 21.84 1.033 0 4.26 ·10−1
5 193.60 1.090 1 2.26 ·10−4
10 587.60 1.097 1 6.81 ·10−8
20 1030.08 1.050 1 2.92 ·10−6
40 3530.40 1.045 1 2.42 ·10−9
80 9860.00 1.031 1 2.56 ·10−8
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11.2.2 Discussion of the Results
First, note that due to the log-log scale plot the differences between the algo-
rithms appear quite small. The runs on fsphere show a DCMA-ES that outper-
forms the CMA-ES from 4% up to nearly 10% for dimensions greater than 2.
For n = 2 the CMA yields better but not significant better results. On fRosen
approximately the same happened. For n = 2 the difference is also not sig-
nificant, however the DCMA here is always performing better than the CMA.
The gain decreases form almost 10% for low dimensionality to about 3% for
80 dimensions. On fcigar and fparabR the DCMA is always significantly better,
on the former relative constantly about 3% and on the latter decreasing with
increasing dimensions from 19(!)% to 3%. Although on felli and fSchwefel the
DCMA is again always better, there is no significance for n = 2 respectively
n = 5 and the overall gain is less than for fcigar and fparabR. All results superior
but none of them significant is the outcome on ftablet. On the function fsharpR
the outcome is somewhat irregular. The results are not significant for n = 10
respectively n = 80. In the other cases the gain of the DCMA decreases with
increasing dimensions from 26(!)% to 3%.
11.2.3 Conclusions
In general, the DCMA-ES performs better on all functions and on average,
there is a gain of a few percentage points. This has to be seen against the
background of the CMA-ES considered already as state-of-the-art in parameter
optimization, the preliminary design of shape vector control, and the very small
overhead caused by directed mutation. In fact, all that has to be done to create
multivariate skew-normal instead of normal random vectors is to calculate one
n-dimensional scalar product, generate one univariate random number, and do
one comparison. Compared to a function evaluation in a real world application
this can rather be neglected. Analog to uncorrelated EAs, where with directed
mutation a promising new mutation principle had been presented, this new
mutation principle has now been introduced in the CMA-ES context, too.
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Screw-Type Machines
This chapter presents simulation results of a directed Evolution Strategy ap-
plied to a real world scenario and is for the most part a consolidation of two
papers [Berlik and Fathi, 2005b, Berlik et al., 2006]. Stating point is the well
known NSGA-II optimization algorithm1 [Deb et al., 2000], slightly modified
and enhanced by the concept of directed mutation.
Directed mutation has already been shown to improve the efficiency of evolu-
tionary algorithms significantly for a broad spectrum of test problems (see the
last chapter or e.g. [Berlik, 2004b, Berlik and Reusch, 2004]). While the capa-
bility of directed mutation has thus been verified in the sandbox, in the case of
real world applications this has not been done so far. The aim of this chapter is
to make up for it, considering a high dimensional, multicriterial problem with
several constraints. Optimizing a screw-type machine, we will be concerned
with a problem from mechanical engineering.
The present results originate from a DFG2 founded cooperation project of
Prof. Dr. Reusch’s Chair3 and Prof. Dr.-Ing. Kauder’s Chair4. Besides, a tool
for the interactive design of screw-type machines arose from this cooperation
that also will be presented. Apart from the usual features of computer aided
design tools it has unique support for screw-type machine design, as for example
automated calculation of the female rotor for an arbitrary given male rotor.
Therefore, first the screw-type machine will be explained in short. Then the
optimization problem is outlined and the used algorithm is sketched. Simulation
results for different mutation operators are presented and discussed. In the final
section, conclusions are provided.
12.1 Screw-Type Machines
The most common form of screw-type machines are rotary compressors, espe-
cially the helical twin screw-type. Meshing male and female screw-rotors rotate
inside a housing in opposite directions and thereby trap air, reducing the vol-
ume of the air along the rotors to the air discharge point. Rotary screw-type
compressors have low initial cost, compact size, low weight, and are easy to
maintain. Figure 12.1 shows such a screw-type compressor with its rotors torn
out of the housing for demonstration purposes.
1abbr. for Non-Dominated Sorting Genetic Algorithm-II
2abbr. for Deutsche Forschungsgemeinschaft, German Research Foundation
3Automata- and Switching Theory and Computational Intelligence, Department of Computer
Science, Universita¨t Dortmund
4Fluid Energy Machines, Faculty of Mechanical Engineering, Universita¨t Dortmund
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Figure 12.1: Screw-type compressor
A special topic during the construction of screw machines is to be seen in the
design of the rotor geometry of an individual stage. One can differentiate here
three-dimensional characteristics such as rotor length and wrap angle as well
as two-dimensional characteristics such as rotor diameters, numbers of lobes
and the lobe profile. At the beginning, there stands the draft of a suitable
two-dimensional front section, since this already significantly exerts influence
on the operational behavior, the thermodynamic and mechanical characteristics
and the manufacturing. The meaning of the front sections results among other
things from the operating behavior of the screw machine. A change of the lobe
profile or the number of lobes affects on the one hand the contact line and by
this the form and position of working chamber limiting clearances, on the other
hand the size of the work space itself and the utilization of the construction
volume. Both affect the quality of the thermodynamic processing.
The development of front sections was based in the past mainly on the combi-
nation of few geometrically simple curve sections. Frequently used curve types
are e.g. straight lines, circular arcs, involutes, cycloids or equidistant ones to
cycloids. Here, Be´zier splines were chosen because of their great flexibility and
thus having the convenience to operate with one single curve type only.
12.2 Computer Aided Design and Optimization Tool
In cooperation with a medium-sized German mechanical engineering company,
a CAD tool for screw-type machine design, ScrewView , has been developed. A
screen shot of it is given in Figure 12.2. Beside the usual traits of computer
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aided design tools its main features are:
• calculation of the female rotor for an arbitrary male rotor,
• calculation of the clearances,
• detection of flanks and edges,
• detection and automatic removal of loops,
• analysis of the normals,
• scaling of rotors (scale, curve normal, area normal),
• calculation of several key figures,
• ongoing check of the profiles’ integrity.
Figure 12.2: Screenshot of the ScrewView program
Further, an interface to optimization modules is provided. Thus, the imple-
mented data structures and calculation routines can be used outside ScrewView,
like it is here done for example with optimization algorithms build in the EO-
framework, see subsection 12.3.3, Algorithm.
Another feature is its platform independence. Since ScrewView is written
completely in C++ using STL5 data structures and the graphical user interface
5The STL (abbr. for Standard Template Library) is a generic collection of class templates,
containers, iterators, and algorithms included in the C++ standard library. http://www.
stlport.org/
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Qt6, it can be used under all operating systems that are supported by the
mentioned software, especially Microsoft Windows7 and UNIX8 derivatives.
12.3 Optimization
Designing any type of machine leads inevitably to the question of the optimized
construction parameters. Mostly this can be estimated by the degree of perfor-
mance with regard to the user’s demands. Thereby it appears the difficulty to
define a capable performance degree and to evaluate a possible solution with
a maintainable expense. Usually there are many different criteria to be con-
sidered. Thus an appropriate optimization method has to be able to either
represent different criteria within one utility function or to treat several criteria
in parallel. This problem will be investigated below using a dry running twin-
screw compressor as an example. The emphasis of the following subsections
is to give an overview about the optimization, i.e. the necessary manipulation
routines and the realized mutation operator. Note that the stated conditions
for validity of the segments will directly meet some constraints in the multiob-
jective optimization problem.
12.3.1 Manipulation Routines
To be able to vary the front cut with its Be´zier segments suitable manipulation
routines have to be provided [Berlik, 2001]. A possibility to do this is given with
one operator that shifts the initial or end base of a segment and another that
modifies the gradients at these points. For points given in polar coordinates
thus three operators that change
• the angle of the point,
• the radius of the point,
• the gradient at the point
are required. The modification of the segments then simply can be carried out
by varying only the initial points. This applies, because the end point of every
segment coincides per definition with the initial point of the following segment.
Thus end points are modified in common with their corresponding initial points.
Change of the angle or radius
Bases can be shifted by changing their angle and / or radius. The effects on
the two concerned Be´zier segments are shown in Figure 12.3. Valid are only
variations that change neither the gradient at the end point of the first segment
nor the gradient at the initial point of the succeeding segment. The potential
6Qt is a cross-platform graphical widget toolkit for the development of graphical user inter-
faces produced by the Norwegian company Trolltech. Trolltech and Qt are trademarks of
Trolltech AS.
7Microsoft and Windows are registered trademarks of Microsoft Corporation.
8UNIX is a registered trademark of The Open Group.
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area of varied bases thus is limited by the tangents of the first initial and second
end point and parallels to the tangent of the connecting point.
|| c
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c
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P ´´c
Pc
P ´c
Figure 12.3: Shift of the conjoint point of two Be´zier segments
Ps: initial point of the first segment
Pc: conjoint point of the segments
Pe: end point of the second segment
P′c,P′′c : shifted conjoint points
black line: initial segments
red and blue line: segments after shifting the conjoint points
gray: valid area for conjoint points
Change of the gradient
The second operation for Be´zier segment manipulation is changing the gradient
at the initial respective end point. An example is depicted in Figure 12.4.
Again, the operation is valid only within a certain range. One limit is reached
if a Be´zier segment degenerates into a line, the other if the tangents of the
initial and end point of a segment become parallel.
12.3.2 Simulations
As stated before, the geometrical modeling of the front cut of the rotors is done
using splines. In this example eight splines are used to describe a single lobe
of the male profile, leading to a 32-dimensional optimization problem. The
whole male rotor consists of four of these lobes; the female rotor with six lobes
is calculated to fit to the male rotor. Several constraints have to be fulfilled
by every generated profile pair to be valid. In this case ten constraints are
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Figure 12.4: Varied gradients of the conjoint point of two Be´zier segments
considered. While in a real-world optimization also several objectives are to be
treated, for the sake of clarity in this example their number is limited. Just
two very important objectives are used; the scoop area and the related polar
moment of inertia (RPMI). The first is a measure of the volume flow through the
machine and the second can be seen as a simplified measure of the stiffness of the
rotors. These are conflicting goals that obviously both have to be maximized.
For technical details on screw-type machines and general optimization of them
see [Kauder, Reusch, Helpertz, and Berlik, 2001, 2002a, 2003]. Further details
on multiobjective optimization of screw-type machines are provided in [Kauder,
Reusch, Helpertz, and Berlik, 2002b].
For a more technical oriented treatise of the topic the reader is referred to
[Helpertz, 2003]. There the calculation of fitting rotors, the objective functions
and constraints are explained in great detail. Also, more realistic optimizations
from the mechanical engineer’s point of view are reported. However, as the
primary interest was not the optimization algorithm itself, only conventional
ESs have been applied.
12.3.3 Algorithm
The experiments here have been done using a NSGA-II like ES with self-
adaptive standard deviations and shape parameters where necessary. Espe-
cially the constraint-domination principle and crowding distance calculation
are taken over. An extensive presentation of these and multiobjective opti-
mization in general is given by Deb [2001], van Veldhuizen and Lamont [1998],
or Coello [1999]. In [van Veldhuizen and Lamont, 2000] the state-of-the-art in
Multiobjective Evolutionary Algorithms is analyzed.
The implementation has been realized on basis of the EO-framework9, sup-
plemented with the missing classes and templates for constrained multiobjec-
9EO (abbr. for Evolving Objects) is a templates-based, ANSI-C++ compliant evolutionary
computation library. http://eodev.sourceforge.net/
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tive optimization. This optimization problem class also had an implication
on the type of algorithm to be applied. Since the aim is to approximate the
Pareto-optimal front, a spaciously Pareto-optimal set has to be maintained (cf.
subsection 2.1.3). The CMA-ES is principally not applicable in this domain,
as it consolidates the set of chosen solutions to the distribution’s new expec-
tation m(g+1) in every iteration (4.36). Therefore, a conventional (30,100)-ES
has been chosen for the optimizations.
To limit the runtime to acceptable values, the execution of the ES has been
restricted to 5000 generations. Always the same initial profile has been used,
mutation strengths have been set to 10−5, the initial values of the skewness
have been zero. All experiments have been carried out six times, where three
mutation operators have been investigated:
• isotropic mutation with only one mutation strength for all dimensions
together,
• scaled mutation with a separate mutation strength for every dimension,
• directed mutation by means of the skew-normal distribution.
12.3.4 Discussion of the Results
The results of the runs with isotropic mutation are given in Figure 12.5 and
Table 12.1. Note that there are two runs with collapsing populations. At the
end of the other runs relatively sharp Pareto fronts emerged. For all of them
holds that they cover only a very small region of the search space. Figure 12.6
and Table 12.2 show the results using scaled mutation. Here the two criteria
are not distributed equally. The standard deviations of the populations with
respect to the second criterion are about 10 times larger. At last, Figure 12.7
and Table 12.3 show the results for the directed mutation. One can see that the
populations form relatively sharp Pareto fronts and cover a good spectrum of
the search space with respect to both criteria, see the average of the standard
deviations of the single runs for the both criteria. Also, the populations form
Pareto fronts sharper than it was the case with scaled mutation – which means
that in the latter case there is a distinct fraction of individuals in the population
that are not efficient.
To compare the results of the different mutation operators they have been
compiled in Figure 12.8. It is apparent that directed mutation clearly outper-
forms the other two mutation strategies. All runs but one dominate all runs of
the other strategies, i.e. are better in both criteria. The directed mutation also
shows the greatest diversity under the different runs and within them.
12.4 Conclusions
With the directed mutation an operator is given that clearly outperforms the
other mutation strategies for a high dimensional, constraint multiobjective real-
world optimization problem. All results but one dominate all runs of the other
strategies, i.e. are better in both criteria. Further, the resulting solutions form
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Figure 12.5: Final populations of the optimizations using isotropic mutation
Table 12.1: Results using isotropic mutation
Run Scoop Area RPMI
Avg. Stdev. Avg. Stdev.
1 5374.07 0.005 45005.41 0.244
2 5373.29 0.003 45036.64 0.136
3 5371.30 0.143 45087.57 4.092
4 5367.99 0.016 45227.46 0.470
5 5373.14 0.006 45020.91 0.266
6 5369.87 0.002 45166.12 0.069
Avg. 5371.61 0.03 45090.69 0.88
Stdev. 2.342 0.056 88.846 1.580
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Figure 12.6: Final populations of the optimizations using scaled mutation
Table 12.2: Results using scaled mutation
Run Scoop Area RPMI
Avg. Stdev. Avg. Stdev.
1 5747.13 1.560 45232.90 13.336
2 5726.33 1.989 45150.76 18.363
3 5782.04 2.966 45192.09 16.403
4 5801.30 1.644 45162.44 17.674
5 5823.97 1.909 45248.82 17.150
6 5801.47 1.506 45236.73 15.627
Avg. 5780.37 1.93 45203.96 16.43
Stdev. 36.909 0.543 41.516 1.790
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Figure 12.7: Final populations of the optimizations using directed mutation
Table 12.3: Results using directed mutation
Run Scoop Area RPMI
Avg. Stdev. Avg. Stdev.
1 6310.94 1.164 46084.22 0.785
2 5996.37 3.760 46301.60 4.375
3 5773.69 3.007 45992.14 3.946
4 5911.34 4.940 46051.13 5.234
5 6298.01 0.283 45702.97 2.581
6 6436.93 4.243 46450.95 4.866
Avg. 6083.27 3.25 46099.76 4.20
Stdev. 263.564 1.821 259.100 1.670
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Figure 12.8: Comparison of the simulation results with isotropic mutation de-
picted in light blue, scaled mutation in dark blue, and directed
mutation in red, respectively
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relatively sharp Pareto fronts and cover a good spectrum of the search space
with respect to both criteria. Last, the directed mutation shows the greatest
diversity under and within the different runs. From the practical point of view
it enjoys some more advantages. Its density function is simple and random
number generation is easy and fast. Taking into account that the application of
the mutation principle itself is fast (e.g. compared to the correlated mutation)
the use of directed mutation might be quite beneficial for many other real-world
optimization problems as well.
The by-product ScrewView allows customizing rotors with high efficiency
very quick, which is an advantage in competition such that the industry con-
siders the work a major success.
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13 Conclusions
This dissertation aimed at revising the concept of directed mutation. The
motivation behind this objective arose when the serious problems of the existing
approach became evident.
Directed mutation was introduced as a mutation variant pursuing the target
to adapt favorable directions over the generations and sustain further advance
into it. To rephrase, for every problem dimension a tendency towards the pos-
itive or negative domain should be established by the mutation distribution.
Thus, appropriate customizable distributions as the basis of any directed mu-
tation operator were discussed, starting with several techniques recently found
in the literature. Then with Hildebrand’s asymmetric mutation [Hildebrand,
2001] the first serious approach was recapitulated. Denoting for this were the
piecewise defined distributions, called Ξ-distributions. Dedicated functions were
applied for the negative and positive semi-infinite support. As one part, the
corresponding piece of the normal distribution was chosen; the other part was
defined by a widened variant of the normal distribution with respect to the
abscissa. Due to this construction principle the approach was categorized as
constructive approach.
It was discussed that the dependence of the moments on the shape parameters
is of crucially importance. Since the variance controls the mutation strength we
concluded that it should not be modified implicitly by the shape parameters too
much. In the ideal case it would be shape invariant but at least convergence was
claimed to be necessary for shape parameters approaching infinity. This demand
was shown to be violated by the Ξ-distributions. Therefore with the na¨ıve skew-
normal distribution an alternative using the same constructive approach was
framed. Since there a normal distribution was applied that was compressed
with respect to the abscissa, the moments converged and the influence of the
shape was limited. Its moments were calculated and its distribution as well
as the inverse of this distribution deduced. However, both methods suffered
from their random number generators using the inversion method. Due to the
relative complex inverse distribution functions random variate generation was
comparatively expensive.
These problems were the motivation to quest for an alternative approach to
directed mutation. As solution, the skewing function approach was proposed.
The idea here was to multiply an arbitrary symmetric probability density func-
tion with a skewing function. This operation amplified one side of the density
and attenuated the other at the same amount such that it on average remained
the same up to a constant factor. Therefore, several skewing functions were dis-
cussed whereof some were cumulative distribution functions. A first approach
using the logistic distribution as skewing function together with the normal
density was discarded in favor of an approach using the normal distribution
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as skewing function. With the result, termed as skew-normal distribution, the
most prominent member of the more substantive skewing function approach
has been introduced. The arising skew distributions were given in closed form,
mathematical well tractable, and equipped with a simple and fast random num-
ber generator using the density’s stochastic representation. Stressed as their
most important advantage was however the convergence of their moments. Also,
a standardized version with shape invariant variance was derived.
With the appropriate skew distributions being available, next their integra-
tion into the Evolution Strategy framework was sketched. The self-adaptation
of the skewness parameters as well as a customized recombination scheme were
treated. Pseudo-code of a Directed Evolution Strategy was provided and the
advantages and disadvantages of the different mutation operators were com-
pared.
All the previously mentioned techniques dealt with usual Evolution Strate-
gies as basis. But, as has already been hinted in the introduction, with the
Covariance Matrix Adaptation-Evolution Strategy there exists another, more
powerful method. How to equip this one with the concept of directed mutation
was explained next. Especially the adaptation of the shape parameters was in-
vestigated since it was twofold: both, inter- and intragenerational mechanisms
were possible and even combinations of these. Several different intragenera-
tional update mechanisms were presented and compared.
After the investigations into the fundamental principles both, the Directed
Evolution Strategy and the Directed Covariance Matrix Adaptation-Evolution
Strategy were empirically validated. First single objective test functions were
evaluated. It emerged that directed mutation by means of the skew-normal,
standardized skew-normal, and na¨ıve skew-normal distribution clearly outper-
formed the other mutation operators. In the case of correlated mutations the di-
rected variant also performed better on all functions. As another result it turned
out that the Directed Evolution Strategy needed up to ten times more func-
tion evaluations than the Directed Covariance Matrix Adaptation-Evolution
Strategy on the same, but even lower dimensional problems.
Besides the usual single objective test functions a constrained, multiobjective
design problem from mechanical engineering was studied: the rotor profile of
a screw-type machine had to be optimized. Again, the Directed Evolution
Strategy significantly outperformed the other mutation strategies; noticing that
all results of it but one dominated all runs of the other strategies. Further,
the resulting solutions formed relatively sharp Pareto fronts, covering a good
spectrum of the search space at the same time.
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This thesis developed the fundamentals of two Directed Evolutionary Algo-
rithms, namely the Directed Evolution Strategy and the Directed Covariance
Matrix Adaptation-Evolution Strategy. Naturally there remain several open
questions whereof some will be listed as topics for future work. Since the Di-
rected Evolution Strategy is clearly outperformed by the Directed Covariance
Matrix Adaptation-Evolution Strategy, attention will be focused on the latter
one.
An aspect meriting future work might be to further investigate the potential
offered by the intra- and intergenerational mutation shape adaptation. Espe-
cially the usual intergenerational adaptation is at the moment rather treated as
an orphan. Thus, a next step to improve the procedure would be to optimize
the ratio of the two mechanisms as well as the other control parameters like the
learning rates in greater detail.
A notable remark was made by Prof. Dr. Reusch regarding skew distributions.
He proposed to supersede the representation form of the distribution’s shape
information. Instead of a covariance matrix C the use of a simplified ellipsoid
is proposed.
In the 2-dimensional case, an ellipse is defined as the set E of points P with
equal sum of distances to the two given focal points F1 and F2,
E = {P | ∣∣F1P ∣∣+ ∣∣F2P ∣∣ = d}.
Hence, the two foci F1 and F2 together with the distance d define the ellipse.
Equivalently, it can be defined via the center point x, which represents an
individual, the difference vector F1 − x, and the distance d. The difference
vector F2 − x then is given due to symmetry, see Figure 14.1.
Instead of using ellipsoids in higher dimensions, i.e. the higher dimensional
analogues of an ellipse, Prof. Dr. Reusch proposed to retain the use of an ellipse
as a solid of revolution.
The benefit becomes obvious by comparing the needed parameters to de-
fine the different objects. In the n-dimensional case, the covariance matrix
comprises n(n + 1)/2 free entries1. To define an ellipsoid n2 + 1 parameters
have to be provided, while the proposed alternative gets along with 2n+ 1 pa-
rameters. Hence, the afford of managing, adapting, and storing parameters is
significantly reduced. Of course this reduced complexity in encoding concurs
with also reduced possibilities in representation, i.e. shape variants. However,
the presumption is that it will still meet the main demands. Note the affinity of
1neglecting the restriction of its positive definiteness
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Figure 14.1: Ellipses with varied distances d
this approach with the one of Ghozeil and Fogel [1996], see subsection Directed
Mutations by Means of Direction Vectors on page 68. In fact both rely on the
directional information to be encoded in a direction vector. The main open
task is to provide an efficient random number generator.
What remained undone are theoretical investigations into the convergence
properties of Directed Evolutionary Algorithms. If such a theory can be formu-
lated at all in the near future seems questionable noticing the lack of a general
theory even for conventional Evolution Strategies. What makes things difficult
in this context are on the on hand the consequences caused by recombination
of individuals and on the other the potential diversity of the mutation distri-
butions. The endogenous strategy parameters and their self-adaptation ought
to be mentioned here.
However, a turn from local progress measures such as the progress rate, as
proposed by Beyer [2001], towards global convergence results can be observed.
Auger investigated for example a non-isotropic adaptive (1, λ)-Evolution Strat-
egy by means of the supermartingale theory [Auger et al., 2003] and the theory
of ϕ-irreducible Markov chains [Auger, 2005]. An interesting topic for ongoing
research is generalizing this work to directed mutation by introducing shape
parameters.
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A Publications and History
This appendix is devoted to work being published previously to this thesis.
First, I would like to acknowledge the contributions of my co-authors of the
several publications cited in this thesis. In addition, I want to relate this work
and provide some background information about the historical development.
Last, there are some further publications to be mentioned that have not been
cited here.
I would like to begin this survey with a paper not referenced in this thesis,
representing however the starting point of the work on directed mutation.
Stefan Berlik: Polymorphe Mutation. 22. Workshop “Inter-
disziplina¨re Methoden in der Informatik”, Forschungsbericht Nr. 783,
Universita¨t Dortmund, 2003.
Key topics are a systematical analysis of the asymmetric mutation and a first
proposal of an improved directed mutation, called polymorphic mutation. The
immanent problem of the diverging moments of the former is revealed and
fixed. However, the new proposed mutation operator still comprehends some
unresolved problems. A revised version was later presented at the EUSFLAT
conference [Berlik, 2003a].
The next two papers can be seen as milestones on the way to directed
mutation. They originate from several valuable and fruitful discussions with
B. Reusch and were written mainly by me. The following one is the first pub-
lication of a directed mutation operator by means of the skew-normal distribu-
tion.
Stefan Berlik and Bernd Reusch: Directed mutation by means
of the skew-normal distribution. In B. Reusch, editor, Proc. of
the Int. Conf. on Computational Intelligence, FUZZY DAYS, Sep. 29–
Oct. 1, 2004, Dortmund, Germany, Advances in Soft Computing,
pages 35–50. Springer-Verlag Berlin Heidelberg, 2004.
A first systematical comparison of different directed mutation operators, in-
cluding besides others also the standardized skew-normal mutation operator, is
provided in the next paper.
Stefan Berlik and Bernd Reusch: Directed mutation operators
– an overview. In R. Khosla, R. J. Howlett, and L. C. Jain, edi-
tors, Proc. of the 9th Int. Conf. on Knowledge-Based & Intelligent
Information & Engineering Systems, KES 2005, Sept. 14–16, 2005,
Melbourne, Australia, volume 3683 of Lecture Notes in Computer
Science, pages 1151–1159. Springer-Verlag Berlin Heidelberg, 2005.
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There is another, although unpublished noteworthy presentation in the context
of the advent of directed mutation. It was held at the PhD students seminar
of chair I and listed all the many trials, setbacks and dilemmas happening over
the time.
Stefan Berlik: Directed Mutation for Evolutionary Algorithms.
Presentation held at: PhD students seminar of chair I, Department
of computer science, Universita¨t Dortmund, Universita¨t Dortmund,
2004 (unpublished).
Some parts of the early work on the Directed Evolution Strategy have also been
published in a book chapter. There I wrote down the theoretical foundations
of directed mutation in one single place, focused to be used in an engineering
context.
Stefan Berlik and Bernd Reusch: Foundations of Directed Mu-
tation. In Xuan F. Zha and Robert J. Howlett, eds., Integrated
Intelligent Systems for Engineering Design, IOS Press, 2006.
The following four journal publications resulted from our cooperation with
Prof. Dr.-Ing. Kauder’s chair and deal with the basics of screw-type machine
optimization. The first three were published in succession in the Schrauben-
maschinen journal. They were written in equal parts by M. Helpertz and me
with M. Helpertz contributing the mechanical engineering parts and me the
parts dealing with optimization.
Knut Kauder, Bernd Reusch, Markus Helpertz, and Stefan Berlik:
Automatisierte Optimierung der Geometrie von Schrauben-
rotoren, Teil 1. Schraubenmaschinen, 9:27–46, 2001.
Knut Kauder, Bernd Reusch, Markus Helpertz, and Stefan Berlik:
Automatisierte Optimierung der Geometrie von Schrauben-
rotoren, Teil 2. Schraubenmaschinen, 10:17–34, 2002.
Knut Kauder, Bernd Reusch, Markus Helpertz, and Stefan Berlik:
Automatisierte Optimierung der Geometrie von Schrauben-
rotoren, Teil 3. Schraubenmaschinen, 11:15–29, 2003.
The article published in the VDI Berichte journal can be seen as a conden-
sate of the first two articles mentioned above, supplemented with exemplary
optimization results and was written in equal parts by M. Helpertz and me.
The main new topic concerning the optimization was the presentation of the
extended offspring generation scheme.
Knut Kauder, Bernd Reusch, Markus Helpertz, and Stefan Berlik:
Optimisation methods for rotors of twin-screw compres-
sors. VDI Berichte, 1715:29–50, 2002b.
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The next papers deal primary with the application of directed mutation in
the mechanical engineering context. The following two were mainly written
by me but profited essentially from constructive and inspiring discussions with
M. Fathi. The first focuses on multiobjective optimization using directed mu-
tation in general,
Stefan Berlik and Madjid Fathi: Multi-objective optimization
using directed mutation. In H. R. Arabnia and R. Joshua, ed-
itors, Proc. of the Int. Conf. on Artificial Intelligence, ICAI 2005,
June 27–30, 2005, Las Vegas, USA, volume II, pages 870–875. CSREA
Press, USA, 2005.
while the second one essentially presents ScrewView, a CAD tool to design and
optimize screw-type machines.
Stefan Berlik and Madjid Fathi: A design and optimization tool
for screw-type machines. In Proc. of the Int. Conf. on Systems,
Man and Cybernetics, IEEE SMC 2005, Oct. 10–12, 2005, Hawaii,
USA. IEEE Press, 2005.
The paper I would like to comment last will be presented at the IEEE SMC
2006 conference in Taipei and is the result of discussions between M. Fathi,
A. Holland, and me. I wrote down some first ideas of intragenerational mutation
shape adaptation to be used to optimize screw-type machines.
Stefan Berlik, Madjid Fathi, and Alexander Holland: Advances in
optimizing screw-type machines. In Proc. of the Int. Conf. on
Systems, Man and Cybernetics, IEEE SMC 2006, Oct. 8–11, 2006,
Taipei, Taiwan . IEEE Press, 2006 [to appear].
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B Error Function
The non-elementary error function erf(·) is strongly related to the standard
normal distribution as it is encountered in integrating the probability density
function of the latter. It is defined by
erf x =
2√
pi
∫ x
0
e−t
2
dt, ∀x ∈ R. (B.1)
The function is restricted in range and rapidly approaches the limits ±1 as
x→ ±∞. A plot of the error function is given in Figure B.1.
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Figure B.1: Plot of the error function. The dashed lines indicate the limits.
As the error function is transcendental, i.e. the integral defining the error
function (B.1) cannot be evaluated in closed form in terms of elementary func-
tions, function values for arbitrary arguments cannot be calculated directly. To
evaluate the function for example the following Maclaurin series expansion can
be used
erf x =
x√
pi
∞∑
n=0
(−x2)n
n!
(
n+ 12
) = 2√
pi
(
x− x
3
3
+
x5
10
− x
7
42
+ · · ·
)
. (B.2)
Further, most computer algebra systems provide function implementations
or a Fortran program by Cody [1969] or a C procedure [Press et al., 1993] can
be used. For a more comprehensive discussion on the error function cf. [Spanier
and Oldham, 1987, Ch. 40] or [Abramowitz and Stegun, 1972, Ch. 7].
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B.1 Standard Normal Distribution Function
The error function essentially resembles the standard normal cumulative distri-
bution function, as they differ only by scaling and translation. The standard
normal cumulative distribution function, denoted by Φ(x), is defined as
Φ(x) =
1
2
[
1 + erf
( x√
2
)]
, (B.3)
illustrated in Figure B.2.
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Figure B.2: Plot of the standard normal cumulative distribution function
B.2 Inverse Error Function
The inverse error function erf-1(·) is the inverse of the error function such that
erf-1(erf x) = x, (B.4)
erf(erf -1 x) = x. (B.5)
It is defined for −1 < x < 1 with the special values erf -1(−1) = −∞ and
erf-1(1) =∞, illustrated in Figure B.3. Again, most computer algebra systems
provide function implementations of the inverse error function or for example
the approximation method proposed by Hill and Davis [1973] can be used.
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Figure B.3: Plot of the inverse error function
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C Test Functions
C.1 Sphere Function
fsphere(x) =
n∑
i=1
x2i (C.1)
with
−1 ≤ xi ≤ 1
Optimum
min(fsphere) = fsphere(0) = 0
Plot of the 2-dimensional variant
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Figure C.1: Plot of the 2-dimensional sphere function
C.2 Schwefel’s Function 1.2
fSchwefel(x) =
n∑
i=1
 i∑
j=1
xj
2 (C.2)
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with
−1 ≤ xi ≤ 1
Optimum
min(fSchwefel) = fSchwefel(0) = 0
Plot of the 2-dimensional variant
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Figure C.2: Plot of the 2-dimensional Schwefel function 1.2
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C.3 Cigar Function
C.3 Cigar Function
fcigar(x)§ = x21 +
n∑
i=2
(1000xi)2 (C.3)
with
−1 ≤ xi ≤ 1
Optimum
min(fcigar) = fcigar(0) = 0
Plot of the 2-dimensional variant
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Figure C.3: Plot of the 2-dimensional cigar function
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C.4 Tablet Function
ftablet(x) = (1000x1)2 +
n∑
i=2
x2i (C.4)
with
−1 ≤ xi ≤ 1
Optimum
min(ftablet) = ftablet(0) = 0
Plot of the 2-dimensional variant
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Figure C.4: Plot of the 2-dimensional tablet function
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C.5 Ellipsoid Function
C.5 Ellipsoid Function
felli(x) =
n∑
i=1
(
1000
i−1
n−1xi
)2
(C.5)
with
−1 ≤ xi ≤ 1
Optimum
min(felli) = felli(0) = 0
Plot of the 2-dimensional variant
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Figure C.5: Plot of the 2-dimensional ellipsoid function
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C.6 Parabolic Ridge Function
fparabR(x) = −x1 + 100
n∑
i=2
x2i (C.6)
with
−1 ≤ xi ≤ 1
Plot of the 2-dimensional variant
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Figure C.6: Plot of the 2-dimensional parabolic ridge function
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C.7 Sharp Ridge Function
C.7 Sharp Ridge Function
fsharpR(x)§ = −x1 + 100
√√√√ n∑
i=2
x2i (C.7)
with
−1 ≤ xi ≤ 1
Plot of the 2-dimensional variant
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Figure C.7: Plot of the 2-dimensional sharp ridge function
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C Test Functions
C.8 Generalized Rosenbrock Function
fRosen(x) =
n−1∑
i=1
(
100
(
xi+1 − x2i
)2 + (xi − 1)2) (C.8)
with
x = 0
Optimum
min(fRosen) = fRosen(1) = 0
Plot of the 2-dimensional variant
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Figure C.8: Plot of the 2-dimensional Rosenbrock Function
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D.1 Sphere Function
Table D.1: Local update for 2-dimensional sphere function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.32 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.32 0.33
σ 0.468 0.339 0.283 0.248 0.225 0.196 0.174 0.152 0.138 0.128 0.121 0.112 0.112
m 0 0.5 0.33 0.25 0.4 0.29 0.3 0.33 0.35 0.33 0.35 0.35 0.35
2 x¯ 0.33 0.35 0.36 0.37 0.39 0.41 0.44 0.48 0.49 0.53 0.55 0.57 0.59
σ 0.469 0.348 0.296 0.269 0.252 0.23 0.221 0.211 0.205 0.204 0.21 0.214 0.211
m 0 0.5 0.33 0.25 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.63 0.66
3 x¯ 0.33 0.35 0.38 0.41 0.42 0.45 0.48 0.51 0.53 0.56 0.57 0.59 0.6
σ 0.472 0.35 0.308 0.281 0.271 0.247 0.235 0.226 0.221 0.218 0.22 0.219 0.217
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.63 0.67 0.68
4 x¯ 0.32 0.34 0.34 0.36 0.36 0.38 0.4 0.44 0.47 0.5 0.54 0.57 0.6
σ 0.465 0.351 0.299 0.273 0.256 0.232 0.22 0.209 0.206 0.209 0.201 0.198 0.189
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.47 0.5 0.53 0.57 0.63 0.65
5 x¯ 0.32 0.35 0.36 0.37 0.39 0.42 0.45 0.49 0.51 0.56 0.57 0.59 0.61
σ 0.468 0.361 0.312 0.288 0.271 0.252 0.236 0.223 0.221 0.208 0.201 0.208 0.201
m 0 0.5 0.33 0.25 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.65 0.68
6 x¯ 0.34 0.36 0.38 0.4 0.42 0.45 0.48 0.53 0.54 0.57 0.58 0.6 0.61
σ 0.472 0.351 0.304 0.276 0.262 0.243 0.226 0.217 0.218 0.208 0.212 0.205 0.207
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.64 0.67 0.68
7 x¯ 0.33 0.38 0.41 0.44 0.46 0.5 0.53 0.55 0.57 0.6 0.61 0.62 0.63
σ 0.469 0.357 0.315 0.287 0.274 0.25 0.237 0.225 0.217 0.213 0.21 0.203 0.197
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.6 0.67 0.68 0.68 0.7
8 x¯ 0.32 0.35 0.35 0.37 0.39 0.41 0.45 0.49 0.52 0.55 0.57 0.6 0.61
σ 0.468 0.358 0.305 0.288 0.268 0.248 0.23 0.218 0.212 0.201 0.199 0.2 0.197
m 0 0.5 0.33 0.25 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.66 0.68
9 x¯ 0.33 0.35 0.37 0.4 0.42 0.45 0.49 0.53 0.55 0.58 0.59 0.61 0.64
σ 0.468 0.367 0.323 0.303 0.286 0.267 0.244 0.227 0.215 0.208 0.201 0.202 0.181
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.65 0.67 0.69
10 x¯ 0.32 0.34 0.36 0.38 0.4 0.43 0.45 0.5 0.52 0.56 0.58 0.59 0.6
σ 0.468 0.368 0.325 0.304 0.29 0.271 0.251 0.235 0.229 0.206 0.203 0.205 0.191
m 0 0.5 0.33 0.25 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.65 0.66
11 x¯ 0.34 0.36 0.39 0.4 0.41 0.44 0.48 0.5 0.53 0.55 0.57 0.6 0.61
σ 0.472 0.379 0.342 0.319 0.306 0.288 0.269 0.25 0.233 0.224 0.214 0.205 0.196
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.65 0.66
12 x¯ 0.34 0.36 0.38 0.4 0.41 0.44 0.47 0.51 0.53 0.56 0.58 0.6 0.61
σ 0.472 0.354 0.299 0.273 0.258 0.237 0.22 0.21 0.209 0.208 0.202 0.199 0.199
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.67 0.68
13 x¯ 0.32 0.37 0.41 0.43 0.45 0.48 0.51 0.55 0.57 0.59 0.6 0.62 0.63
σ 0.468 0.355 0.313 0.285 0.267 0.247 0.23 0.22 0.214 0.213 0.207 0.201 0.201
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.6 0.67 0.65 0.68 0.7
14 x¯ 0.33 0.36 0.38 0.4 0.42 0.45 0.49 0.53 0.55 0.58 0.61 0.61 0.62
σ 0.471 0.365 0.321 0.296 0.282 0.262 0.243 0.226 0.224 0.211 0.205 0.203 0.205
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.6 0.63 0.68 0.67 0.69
15 x¯ 0.33 0.37 0.39 0.42 0.45 0.49 0.52 0.56 0.57 0.6 0.62 0.62 0.63
σ 0.469 0.374 0.333 0.309 0.291 0.269 0.25 0.231 0.226 0.207 0.202 0.203 0.195
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.6 0.67 0.68 0.68 0.7
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Table D.2: Local update for 5-dimensional sphere function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.36 0.37 0.37
σ 0.482 0.346 0.278 0.24 0.218 0.187 0.155 0.128 0.115 0.096 0.083 0.071 0.063
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.33 0.35 0.37 0.38 0.37 0.38
2 x¯ 0.36 0.37 0.38 0.38 0.38 0.39 0.4 0.42 0.44 0.47 0.5 0.54 0.57
σ 0.48 0.342 0.282 0.245 0.222 0.193 0.162 0.137 0.126 0.11 0.096 0.087 0.082
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.45 0.47 0.5 0.55 0.59
3 x¯ 0.36 0.39 0.4 0.41 0.43 0.46 0.49 0.53 0.56 0.61 0.62 0.66 0.67
σ 0.479 0.347 0.288 0.26 0.229 0.201 0.174 0.148 0.129 0.113 0.101 0.09 0.088
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.67 0.69
4 x¯ 0.38 0.37 0.38 0.38 0.38 0.38 0.39 0.4 0.41 0.44 0.46 0.5 0.53
σ 0.478 0.35 0.298 0.266 0.244 0.215 0.192 0.164 0.148 0.127 0.109 0.098 0.085
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.4 0.43 0.45 0.5 0.54
5 x¯ 0.35 0.38 0.39 0.4 0.41 0.43 0.45 0.48 0.51 0.55 0.59 0.62 0.64
σ 0.484 0.344 0.285 0.245 0.223 0.194 0.165 0.141 0.126 0.11 0.105 0.098 0.086
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.57 0.6 0.62 0.65
6 x¯ 0.36 0.38 0.39 0.4 0.41 0.42 0.45 0.48 0.51 0.55 0.58 0.61 0.65
σ 0.481 0.346 0.284 0.255 0.226 0.197 0.169 0.145 0.131 0.108 0.1 0.092 0.075
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.57 0.57 0.62 0.65
7 x¯ 0.36 0.41 0.44 0.46 0.47 0.51 0.54 0.58 0.61 0.64 0.65 0.68 0.69
σ 0.479 0.351 0.295 0.265 0.237 0.206 0.173 0.143 0.123 0.104 0.1 0.092 0.086
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.6 0.63 0.65 0.68 0.7
8 x¯ 0.36 0.37 0.37 0.38 0.38 0.4 0.41 0.44 0.46 0.51 0.53 0.58 0.61
σ 0.481 0.346 0.286 0.252 0.229 0.204 0.179 0.156 0.135 0.122 0.113 0.096 0.086
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.58 0.61
9 x¯ 0.37 0.39 0.39 0.42 0.44 0.46 0.49 0.54 0.56 0.59 0.61 0.64 0.66
σ 0.482 0.362 0.313 0.281 0.258 0.227 0.197 0.167 0.147 0.123 0.104 0.092 0.086
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.65 0.66
10 x¯ 0.36 0.37 0.37 0.38 0.38 0.39 0.4 0.41 0.43 0.46 0.48 0.5 0.51
σ 0.479 0.349 0.291 0.26 0.241 0.211 0.189 0.169 0.163 0.15 0.142 0.13 0.129
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.45 0.47 0.5 0.5 0.53
11 x¯ 0.37 0.38 0.38 0.39 0.39 0.4 0.42 0.43 0.44 0.46 0.49 0.5 0.51
σ 0.482 0.37 0.322 0.292 0.273 0.25 0.229 0.208 0.195 0.18 0.164 0.154 0.147
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.47 0.45 0.47 0.5 0.52 0.53
12 x¯ 0.37 0.37 0.38 0.38 0.38 0.39 0.4 0.41 0.43 0.46 0.48 0.52 0.56
σ 0.483 0.343 0.282 0.24 0.223 0.188 0.161 0.134 0.12 0.098 0.09 0.078 0.068
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.53 0.56
13 x¯ 0.37 0.38 0.39 0.42 0.42 0.45 0.48 0.52 0.55 0.59 0.62 0.65 0.67
σ 0.482 0.342 0.286 0.25 0.229 0.199 0.17 0.143 0.124 0.107 0.096 0.086 0.078
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.66 0.68
14 x¯ 0.38 0.37 0.39 0.4 0.41 0.43 0.44 0.48 0.52 0.55 0.58 0.63 0.65
σ 0.485 0.346 0.288 0.253 0.233 0.204 0.177 0.152 0.138 0.118 0.108 0.09 0.088
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.57 0.6 0.63 0.66
15 x¯ 0.37 0.41 0.43 0.45 0.47 0.5 0.54 0.58 0.6 0.64 0.66 0.69 0.69
σ 0.483 0.354 0.304 0.272 0.247 0.215 0.182 0.15 0.134 0.11 0.1 0.091 0.086
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.6 0.63 0.68 0.7 0.7
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Table D.3: Local update for 10-dimensional sphere function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.4 0.4 0.39 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
σ 0.491 0.346 0.282 0.243 0.22 0.186 0.158 0.13 0.11 0.094 0.079 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.4 0.4
2 x¯ 0.4 0.4 0.4 0.4 0.41 0.41 0.41 0.41 0.42 0.43 0.45 0.46 0.49
σ 0.49 0.342 0.281 0.247 0.219 0.184 0.156 0.129 0.111 0.095 0.082 0.071 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.45 0.47 0.49
3 x¯ 0.4 0.41 0.42 0.43 0.44 0.46 0.48 0.51 0.54 0.58 0.61 0.65 0.67
σ 0.49 0.351 0.284 0.249 0.23 0.197 0.165 0.139 0.118 0.096 0.086 0.072 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.65 0.66
4 x¯ 0.39 0.4 0.4 0.4 0.41 0.4 0.4 0.41 0.41 0.41 0.42 0.44 0.45
σ 0.487 0.345 0.283 0.246 0.223 0.188 0.158 0.129 0.114 0.092 0.085 0.073 0.066
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.42 0.43 0.45
5 x¯ 0.39 0.4 0.41 0.41 0.42 0.43 0.45 0.47 0.49 0.53 0.56 0.59 0.62
σ 0.489 0.352 0.293 0.256 0.234 0.204 0.174 0.149 0.136 0.113 0.099 0.081 0.074
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.6 0.63
6 x¯ 0.4 0.4 0.41 0.41 0.42 0.42 0.43 0.45 0.46 0.49 0.52 0.56 0.6
σ 0.489 0.344 0.285 0.245 0.223 0.189 0.158 0.131 0.116 0.098 0.086 0.072 0.064
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.6
7 x¯ 0.4 0.42 0.44 0.47 0.48 0.5 0.52 0.57 0.59 0.62 0.65 0.68 0.7
σ 0.489 0.355 0.291 0.256 0.225 0.195 0.164 0.133 0.113 0.094 0.08 0.065 0.056
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.6 0.63 0.65 0.68 0.7
8 x¯ 0.4 0.4 0.41 0.41 0.41 0.41 0.42 0.42 0.43 0.46 0.48 0.51 0.54
σ 0.489 0.346 0.29 0.25 0.226 0.185 0.165 0.139 0.12 0.106 0.092 0.082 0.072
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.52 0.55
9 x¯ 0.39 0.41 0.42 0.43 0.44 0.46 0.49 0.52 0.54 0.57 0.59 0.63 0.65
σ 0.487 0.363 0.3 0.269 0.245 0.211 0.185 0.154 0.137 0.11 0.099 0.086 0.072
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.63 0.65
10 x¯ 0.4 0.4 0.4 0.41 0.4 0.4 0.4 0.41 0.41 0.42 0.42 0.43 0.44
σ 0.491 0.356 0.286 0.253 0.226 0.198 0.168 0.144 0.13 0.116 0.108 0.106 0.101
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.44
11 x¯ 0.4 0.41 0.4 0.41 0.41 0.41 0.41 0.42 0.42 0.43 0.43 0.44 0.45
σ 0.49 0.369 0.311 0.28 0.261 0.233 0.207 0.185 0.172 0.156 0.145 0.133 0.128
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.45 0.45
12 x¯ 0.4 0.4 0.4 0.39 0.4 0.4 0.4 0.4 0.41 0.41 0.42 0.43 0.44
σ 0.49 0.345 0.284 0.242 0.223 0.184 0.158 0.124 0.112 0.088 0.081 0.064 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.42 0.43 0.44
13 x¯ 0.41 0.41 0.41 0.42 0.42 0.43 0.44 0.47 0.49 0.51 0.55 0.59 0.62
σ 0.492 0.348 0.284 0.243 0.22 0.185 0.159 0.132 0.119 0.096 0.086 0.069 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.5 0.55 0.58 0.62
14 x¯ 0.39 0.4 0.41 0.42 0.41 0.42 0.43 0.45 0.47 0.5 0.52 0.56 0.59
σ 0.489 0.344 0.289 0.251 0.223 0.192 0.16 0.134 0.119 0.096 0.089 0.07 0.064
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.6
15 x¯ 0.4 0.42 0.45 0.47 0.48 0.5 0.53 0.57 0.59 0.62 0.65 0.68 0.71
σ 0.489 0.357 0.297 0.257 0.232 0.197 0.168 0.134 0.117 0.096 0.084 0.066 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.6 0.63 0.65 0.68 0.71
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Table D.4: Local update for 20-dimensional sphere function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.44 0.43 0.42 0.43 0.43 0.43 0.42 0.43 0.43 0.42 0.42 0.42 0.43
σ 0.496 0.35 0.286 0.249 0.225 0.19 0.157 0.129 0.111 0.09 0.079 0.067 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.42 0.42
2 x¯ 0.43 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.44 0.45
σ 0.494 0.35 0.284 0.249 0.224 0.186 0.156 0.127 0.108 0.091 0.079 0.066 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.45 0.45
3 x¯ 0.42 0.43 0.43 0.44 0.45 0.46 0.47 0.49 0.5 0.55 0.57 0.61 0.64
σ 0.494 0.352 0.283 0.248 0.227 0.191 0.161 0.132 0.114 0.092 0.083 0.067 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.57 0.62 0.64
4 x¯ 0.43 0.43 0.42 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.495 0.352 0.282 0.25 0.222 0.19 0.161 0.128 0.113 0.092 0.079 0.064 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.44
5 x¯ 0.43 0.43 0.43 0.44 0.44 0.44 0.46 0.47 0.48 0.5 0.52 0.56 0.59
σ 0.495 0.353 0.293 0.251 0.23 0.195 0.168 0.141 0.123 0.105 0.093 0.08 0.069
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.55 0.59
6 x¯ 0.42 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.45 0.46 0.48 0.5 0.52
σ 0.494 0.35 0.284 0.248 0.221 0.184 0.155 0.128 0.111 0.095 0.081 0.068 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
7 x¯ 0.42 0.44 0.47 0.47 0.48 0.5 0.52 0.55 0.57 0.61 0.63 0.66 0.68
σ 0.494 0.353 0.291 0.256 0.226 0.191 0.161 0.131 0.115 0.091 0.079 0.065 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.67 0.69
8 x¯ 0.43 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.45 0.45 0.47 0.48
σ 0.496 0.347 0.287 0.251 0.224 0.187 0.158 0.13 0.117 0.094 0.083 0.072 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.47 0.47
9 x¯ 0.43 0.44 0.45 0.45 0.46 0.48 0.49 0.51 0.53 0.55 0.57 0.6 0.62
σ 0.495 0.361 0.295 0.261 0.238 0.206 0.175 0.144 0.131 0.108 0.094 0.078 0.07
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.53 0.57 0.6 0.63
10 x¯ 0.42 0.43 0.42 0.42 0.42 0.43 0.43 0.42 0.42 0.43 0.43 0.43 0.43
σ 0.494 0.353 0.287 0.249 0.223 0.188 0.16 0.131 0.118 0.098 0.09 0.078 0.072
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.42
11 x¯ 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.44 0.44
σ 0.495 0.362 0.305 0.27 0.247 0.219 0.194 0.164 0.151 0.134 0.122 0.112 0.106
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.45 0.44
12 x¯ 0.43 0.42 0.43 0.42 0.43 0.43 0.43 0.42 0.42 0.42 0.43 0.43 0.43
σ 0.496 0.349 0.286 0.248 0.218 0.187 0.155 0.127 0.111 0.091 0.078 0.062 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.42
13 x¯ 0.43 0.42 0.43 0.44 0.44 0.44 0.44 0.44 0.45 0.47 0.47 0.5 0.52
σ 0.495 0.349 0.289 0.249 0.222 0.187 0.157 0.129 0.109 0.093 0.08 0.065 0.06
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
14 x¯ 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.45 0.46 0.48 0.5 0.53
σ 0.495 0.353 0.287 0.251 0.216 0.188 0.159 0.129 0.111 0.092 0.083 0.065 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
15 x¯ 0.43 0.45 0.47 0.47 0.48 0.5 0.52 0.55 0.57 0.6 0.63 0.66 0.68
σ 0.495 0.354 0.292 0.251 0.228 0.194 0.161 0.132 0.112 0.091 0.078 0.061 0.051
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.6 0.63 0.67 0.69
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Table D.5: Local update for 40-dimensional sphere function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.44 0.45 0.45 0.45 0.44
σ 0.497 0.357 0.287 0.247 0.223 0.187 0.157 0.13 0.112 0.093 0.078 0.066 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.44
2 x¯ 0.44 0.45 0.44 0.45 0.44 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.497 0.348 0.29 0.25 0.224 0.188 0.156 0.129 0.113 0.09 0.079 0.066 0.054
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
3 x¯ 0.45 0.45 0.45 0.46 0.46 0.47 0.47 0.49 0.5 0.52 0.54 0.57 0.59
σ 0.498 0.348 0.293 0.249 0.223 0.189 0.16 0.131 0.115 0.096 0.082 0.066 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.55 0.57 0.59
4 x¯ 0.45 0.45 0.45 0.44 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.498 0.351 0.289 0.249 0.226 0.188 0.158 0.128 0.113 0.089 0.077 0.065 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
5 x¯ 0.45 0.45 0.45 0.45 0.45 0.46 0.46 0.47 0.47 0.49 0.5 0.53 0.55
σ 0.498 0.351 0.291 0.25 0.223 0.194 0.162 0.133 0.119 0.103 0.089 0.07 0.064
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.5 0.5 0.53 0.55
6 x¯ 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.46 0.45 0.46 0.46 0.48 0.48
σ 0.497 0.347 0.287 0.247 0.224 0.184 0.157 0.128 0.11 0.091 0.079 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.48 0.47
7 x¯ 0.45 0.46 0.47 0.48 0.49 0.5 0.51 0.54 0.54 0.58 0.59 0.63 0.65
σ 0.497 0.35 0.29 0.249 0.22 0.19 0.161 0.131 0.113 0.089 0.081 0.062 0.054
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.6 0.63 0.65
8 x¯ 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.46 0.46 0.47
σ 0.497 0.356 0.286 0.246 0.222 0.187 0.16 0.131 0.11 0.093 0.079 0.065 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.45 0.45 0.46
9 x¯ 0.45 0.45 0.46 0.47 0.47 0.47 0.49 0.51 0.52 0.54 0.55 0.57 0.59
σ 0.498 0.36 0.294 0.258 0.234 0.2 0.167 0.141 0.124 0.104 0.086 0.073 0.064
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.55 0.57 0.59
10 x¯ 0.44 0.44 0.46 0.44 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.497 0.351 0.293 0.246 0.223 0.186 0.159 0.13 0.113 0.092 0.081 0.067 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
11 x¯ 0.45 0.44 0.45 0.44 0.45 0.45 0.44 0.45 0.44 0.45 0.45 0.45 0.45
σ 0.498 0.359 0.304 0.27 0.24 0.207 0.183 0.156 0.139 0.119 0.109 0.097 0.09
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
12 x¯ 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.44 0.45 0.45 0.45 0.44 0.45
σ 0.497 0.347 0.287 0.25 0.226 0.188 0.157 0.13 0.109 0.089 0.077 0.062 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.43 0.45
13 x¯ 0.45 0.44 0.45 0.44 0.44 0.45 0.45 0.45 0.45 0.46 0.46 0.47 0.47
σ 0.497 0.35 0.287 0.249 0.224 0.188 0.158 0.128 0.113 0.094 0.08 0.065 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.45 0.47 0.47
14 x¯ 0.44 0.45 0.45 0.45 0.45 0.44 0.45 0.45 0.45 0.46 0.47 0.48 0.49
σ 0.496 0.358 0.285 0.247 0.222 0.189 0.156 0.128 0.11 0.093 0.078 0.067 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.48 0.49
15 x¯ 0.43 0.45 0.46 0.48 0.49 0.5 0.52 0.53 0.55 0.57 0.6 0.62 0.65
σ 0.495 0.352 0.29 0.25 0.225 0.193 0.157 0.13 0.11 0.089 0.079 0.064 0.052
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.62 0.65
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Table D.6: Local update for 80-dimensional sphere function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.46 0.45 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.499 0.347 0.29 0.248 0.226 0.189 0.158 0.129 0.112 0.092 0.08 0.066 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
2 x¯ 0.46 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.499 0.347 0.284 0.25 0.222 0.189 0.154 0.128 0.112 0.09 0.081 0.065 0.054
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
3 x¯ 0.47 0.45 0.46 0.47 0.46 0.47 0.47 0.48 0.49 0.5 0.52 0.53 0.55
σ 0.499 0.349 0.295 0.247 0.224 0.191 0.158 0.129 0.114 0.091 0.081 0.067 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.53 0.55
4 x¯ 0.45 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.498 0.356 0.287 0.247 0.222 0.185 0.159 0.127 0.109 0.091 0.079 0.062 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
5 x¯ 0.46 0.46 0.47 0.47 0.46 0.47 0.47 0.47 0.48 0.49 0.49 0.51 0.52
σ 0.498 0.353 0.286 0.253 0.226 0.19 0.162 0.132 0.117 0.094 0.084 0.065 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.52 0.51
6 x¯ 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.47 0.46 0.47 0.47 0.48
σ 0.498 0.352 0.284 0.249 0.223 0.188 0.155 0.129 0.112 0.09 0.079 0.066 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
7 x¯ 0.46 0.48 0.48 0.48 0.49 0.5 0.51 0.53 0.54 0.56 0.57 0.6 0.61
σ 0.498 0.354 0.292 0.25 0.224 0.191 0.159 0.129 0.109 0.091 0.077 0.061 0.057
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.57 0.6 0.61
8 x¯ 0.46 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.47 0.46 0.46 0.47
σ 0.498 0.354 0.285 0.25 0.222 0.188 0.16 0.128 0.11 0.091 0.079 0.065 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
9 x¯ 0.47 0.47 0.47 0.47 0.48 0.49 0.49 0.5 0.52 0.53 0.54 0.56 0.57
σ 0.499 0.355 0.292 0.255 0.228 0.193 0.164 0.138 0.122 0.098 0.086 0.075 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.53 0.55 0.56
10 x¯ 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.47 0.46
σ 0.498 0.352 0.285 0.248 0.224 0.189 0.157 0.128 0.113 0.091 0.08 0.065 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
11 x¯ 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.498 0.357 0.298 0.263 0.237 0.202 0.175 0.146 0.129 0.113 0.098 0.081 0.077
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
12 x¯ 0.45 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.498 0.353 0.287 0.25 0.221 0.19 0.158 0.127 0.109 0.094 0.081 0.066 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
13 x¯ 0.47 0.46 0.47 0.46 0.47 0.46 0.46 0.46 0.47 0.47 0.47 0.47 0.47
σ 0.499 0.355 0.29 0.251 0.224 0.189 0.158 0.126 0.109 0.091 0.078 0.064 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
14 x¯ 0.46 0.46 0.46 0.46 0.47 0.47 0.46 0.47 0.46 0.47 0.47 0.47 0.48
σ 0.498 0.351 0.29 0.249 0.223 0.186 0.158 0.127 0.111 0.091 0.078 0.065 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
15 x¯ 0.45 0.47 0.48 0.49 0.49 0.5 0.51 0.53 0.54 0.56 0.57 0.59 0.61
σ 0.498 0.351 0.286 0.248 0.221 0.19 0.157 0.13 0.111 0.09 0.078 0.061 0.052
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.57 0.6 0.61
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Table D.7: Local update for 2-dimensional Schwefel function 1.2
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.43 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.42 0.43
σ 0.495 0.354 0.298 0.26 0.236 0.207 0.183 0.159 0.141 0.129 0.125 0.116 0.108
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
2 x¯ 0.43 0.45 0.47 0.49 0.51 0.54 0.57 0.61 0.65 0.68 0.71 0.73 0.76
σ 0.495 0.361 0.304 0.276 0.255 0.232 0.22 0.212 0.207 0.211 0.212 0.221 0.214
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.78 0.82 0.85
3 x¯ 0.42 0.47 0.51 0.53 0.55 0.59 0.62 0.66 0.68 0.71 0.74 0.76 0.77
σ 0.494 0.364 0.308 0.275 0.265 0.243 0.233 0.221 0.222 0.223 0.216 0.215 0.22
m 0 0.5 0.67 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.86
4 x¯ 0.43 0.45 0.45 0.46 0.47 0.5 0.53 0.57 0.6 0.65 0.68 0.73 0.74
σ 0.496 0.37 0.315 0.284 0.267 0.243 0.225 0.213 0.208 0.199 0.2 0.185 0.183
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.65 0.7 0.72 0.78 0.8
5 x¯ 0.42 0.46 0.46 0.49 0.5 0.54 0.57 0.62 0.64 0.69 0.71 0.75 0.74
σ 0.494 0.379 0.321 0.298 0.28 0.257 0.238 0.217 0.22 0.203 0.206 0.194 0.211
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.78 0.8 0.81
6 x¯ 0.42 0.47 0.5 0.52 0.55 0.58 0.62 0.66 0.7 0.72 0.75 0.76 0.78
σ 0.494 0.362 0.307 0.276 0.257 0.237 0.221 0.216 0.205 0.206 0.21 0.223 0.219
m 0 0.5 0.67 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.86
7 x¯ 0.43 0.48 0.54 0.57 0.59 0.63 0.66 0.7 0.73 0.76 0.77 0.8 0.8
σ 0.496 0.359 0.312 0.279 0.263 0.241 0.231 0.213 0.205 0.202 0.212 0.201 0.212
m 0 0.5 0.67 0.5 0.6 0.71 0.7 0.73 0.8 0.83 0.85 0.87 0.88
8 x¯ 0.43 0.44 0.46 0.48 0.5 0.53 0.56 0.62 0.63 0.69 0.71 0.74 0.76
σ 0.496 0.373 0.322 0.294 0.277 0.257 0.231 0.212 0.214 0.197 0.202 0.202 0.188
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.78 0.82 0.82
9 x¯ 0.42 0.46 0.49 0.52 0.54 0.57 0.61 0.66 0.67 0.72 0.73 0.76 0.77
σ 0.494 0.379 0.336 0.307 0.291 0.264 0.241 0.225 0.218 0.205 0.207 0.195 0.207
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.73 0.7 0.77 0.8 0.83 0.85
10 x¯ 0.43 0.46 0.47 0.49 0.51 0.55 0.59 0.63 0.65 0.7 0.71 0.74 0.76
σ 0.496 0.383 0.34 0.317 0.3 0.275 0.26 0.24 0.227 0.21 0.212 0.201 0.195
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.78 0.8 0.82
11 x¯ 0.43 0.46 0.48 0.51 0.53 0.56 0.6 0.63 0.65 0.69 0.71 0.72 0.75
σ 0.495 0.395 0.357 0.333 0.315 0.291 0.271 0.252 0.244 0.222 0.217 0.215 0.206
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.78 0.78 0.82
12 x¯ 0.42 0.46 0.49 0.52 0.53 0.57 0.61 0.66 0.69 0.73 0.76 0.78 0.78
σ 0.494 0.364 0.309 0.282 0.263 0.24 0.223 0.212 0.208 0.206 0.192 0.199 0.212
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.73 0.75 0.8 0.82 0.85 0.86
13 x¯ 0.43 0.47 0.52 0.56 0.58 0.62 0.66 0.71 0.72 0.76 0.78 0.81 0.8
σ 0.496 0.363 0.314 0.283 0.265 0.242 0.229 0.213 0.219 0.216 0.204 0.192 0.209
m 0 0.5 0.67 0.5 0.6 0.71 0.7 0.73 0.8 0.83 0.85 0.88 0.89
14 x¯ 0.42 0.46 0.5 0.52 0.55 0.59 0.63 0.67 0.71 0.74 0.76 0.79 0.79
σ 0.493 0.378 0.331 0.301 0.284 0.26 0.242 0.225 0.215 0.207 0.204 0.191 0.215
m 0 0.5 0.67 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.86 0.88
15 x¯ 0.43 0.48 0.52 0.55 0.57 0.62 0.66 0.7 0.73 0.76 0.77 0.81 0.81
σ 0.495 0.383 0.338 0.31 0.293 0.265 0.236 0.223 0.216 0.212 0.215 0.193 0.192
m 0 0.5 0.67 0.5 0.6 0.71 0.7 0.73 0.8 0.83 0.85 0.87 0.89
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Table D.8: Local update for 5-dimensional Schwefel function 1.2
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.49 0.5 0.49 0.49 0.49 0.49 0.49 0.49 0.5 0.49 0.49 0.49 0.49
σ 0.5 0.353 0.289 0.249 0.223 0.194 0.161 0.128 0.116 0.091 0.08 0.064 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.48 0.49
2 x¯ 0.49 0.49 0.5 0.51 0.5 0.52 0.54 0.56 0.58 0.62 0.65 0.69 0.73
σ 0.5 0.357 0.287 0.25 0.227 0.191 0.16 0.127 0.109 0.093 0.079 0.06 0.051
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.6 0.63 0.65 0.7 0.72
3 x¯ 0.48 0.51 0.53 0.55 0.57 0.6 0.64 0.67 0.7 0.75 0.78 0.81 0.84
σ 0.5 0.355 0.291 0.249 0.224 0.187 0.154 0.124 0.104 0.078 0.067 0.051 0.043
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.78 0.82 0.84
4 x¯ 0.49 0.48 0.5 0.5 0.5 0.51 0.51 0.53 0.54 0.57 0.59 0.64 0.67
σ 0.5 0.358 0.292 0.258 0.228 0.196 0.166 0.139 0.121 0.106 0.095 0.074 0.07
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.6 0.63 0.68
5 x¯ 0.48 0.5 0.51 0.52 0.54 0.55 0.58 0.61 0.64 0.69 0.72 0.75 0.77
σ 0.5 0.365 0.305 0.267 0.243 0.211 0.183 0.153 0.134 0.108 0.094 0.078 0.069
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.7 0.72 0.75 0.78
6 x¯ 0.5 0.51 0.51 0.53 0.53 0.56 0.58 0.62 0.65 0.7 0.73 0.78 0.8
σ 0.5 0.355 0.289 0.249 0.221 0.19 0.16 0.126 0.111 0.084 0.072 0.057 0.045
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.7 0.72 0.78 0.8
7 x¯ 0.5 0.53 0.57 0.59 0.62 0.65 0.68 0.72 0.75 0.78 0.81 0.84 0.85
σ 0.5 0.353 0.28 0.244 0.214 0.178 0.145 0.116 0.094 0.075 0.06 0.046 0.039
m 1 0.5 0.67 0.5 0.6 0.71 0.7 0.73 0.75 0.8 0.8 0.83 0.85
8 x¯ 0.49 0.49 0.5 0.51 0.51 0.53 0.54 0.57 0.6 0.64 0.67 0.71 0.75
σ 0.5 0.355 0.293 0.257 0.235 0.202 0.172 0.147 0.132 0.11 0.095 0.08 0.065
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.6 0.6 0.63 0.68 0.72 0.75
9 x¯ 0.48 0.52 0.53 0.55 0.56 0.59 0.62 0.65 0.68 0.71 0.74 0.77 0.78
σ 0.5 0.365 0.308 0.268 0.246 0.215 0.18 0.15 0.127 0.104 0.093 0.078 0.067
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.75 0.77 0.79
10 x¯ 0.49 0.5 0.5 0.5 0.51 0.51 0.53 0.56 0.57 0.6 0.62 0.65 0.68
σ 0.5 0.361 0.3 0.266 0.247 0.22 0.194 0.173 0.165 0.148 0.142 0.134 0.125
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.6 0.6 0.65 0.67 0.7
11 x¯ 0.49 0.5 0.51 0.51 0.52 0.54 0.55 0.57 0.59 0.61 0.63 0.65 0.67
σ 0.5 0.385 0.33 0.3 0.28 0.259 0.237 0.209 0.193 0.182 0.17 0.151 0.148
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.65 0.67 0.69
12 x¯ 0.48 0.49 0.5 0.51 0.51 0.52 0.54 0.56 0.58 0.62 0.65 0.7 0.74
σ 0.5 0.352 0.291 0.252 0.226 0.191 0.161 0.129 0.116 0.095 0.085 0.072 0.062
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.6 0.63 0.65 0.7 0.74
13 x¯ 0.49 0.51 0.54 0.55 0.57 0.6 0.64 0.69 0.71 0.76 0.79 0.83 0.85
σ 0.5 0.358 0.292 0.252 0.23 0.193 0.161 0.13 0.111 0.084 0.074 0.056 0.045
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
14 x¯ 0.48 0.5 0.52 0.53 0.54 0.56 0.59 0.63 0.67 0.71 0.75 0.79 0.82
σ 0.5 0.354 0.292 0.26 0.227 0.197 0.168 0.138 0.117 0.091 0.076 0.06 0.047
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.68 0.73 0.75 0.8 0.82
15 x¯ 0.49 0.54 0.57 0.59 0.61 0.64 0.68 0.72 0.75 0.78 0.81 0.84 0.86
σ 0.5 0.362 0.295 0.254 0.227 0.191 0.154 0.122 0.1 0.079 0.068 0.052 0.043
m 0 0.5 0.67 0.5 0.6 0.71 0.7 0.73 0.75 0.8 0.82 0.85 0.86
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Table D.9: Local update for 10-dimensional Schwefel function 1.2
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.48 0.49 0.49 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.49 0.5 0.49
σ 0.5 0.353 0.293 0.249 0.224 0.189 0.16 0.128 0.115 0.089 0.078 0.063 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
2 x¯ 0.48 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.53 0.54 0.57 0.59
σ 0.5 0.355 0.288 0.252 0.222 0.187 0.158 0.13 0.112 0.091 0.079 0.064 0.058
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.5 0.53 0.55 0.57 0.59
3 x¯ 0.49 0.51 0.52 0.54 0.54 0.56 0.58 0.62 0.64 0.68 0.71 0.75 0.78
σ 0.5 0.351 0.288 0.249 0.223 0.189 0.16 0.124 0.107 0.084 0.071 0.057 0.044
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.72 0.75 0.78
4 x¯ 0.49 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.52 0.52 0.54 0.55
σ 0.5 0.351 0.289 0.253 0.222 0.192 0.16 0.131 0.115 0.095 0.083 0.068 0.063
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.53 0.53 0.55
5 x¯ 0.49 0.5 0.5 0.52 0.52 0.53 0.55 0.57 0.59 0.63 0.65 0.69 0.71
σ 0.5 0.357 0.295 0.256 0.238 0.201 0.169 0.145 0.13 0.107 0.094 0.079 0.066
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.6 0.6 0.63 0.65 0.68 0.71
6 x¯ 0.51 0.5 0.5 0.51 0.51 0.52 0.53 0.55 0.57 0.6 0.63 0.67 0.7
σ 0.5 0.354 0.286 0.253 0.224 0.189 0.157 0.13 0.112 0.087 0.077 0.062 0.053
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.63 0.68 0.7
7 x¯ 0.5 0.52 0.54 0.58 0.58 0.6 0.64 0.67 0.69 0.73 0.75 0.78 0.8
σ 0.5 0.358 0.29 0.244 0.222 0.183 0.153 0.119 0.099 0.079 0.067 0.052 0.045
m 1 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.75 0.78 0.8
8 x¯ 0.5 0.5 0.5 0.5 0.51 0.51 0.51 0.52 0.54 0.55 0.58 0.61 0.65
σ 0.5 0.355 0.287 0.254 0.226 0.192 0.164 0.136 0.12 0.102 0.089 0.075 0.069
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.57 0.62 0.65
9 x¯ 0.49 0.51 0.52 0.53 0.54 0.57 0.58 0.61 0.63 0.66 0.68 0.71 0.73
σ 0.5 0.363 0.303 0.264 0.239 0.208 0.178 0.142 0.129 0.104 0.091 0.078 0.066
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.68 0.72 0.74
10 x¯ 0.51 0.5 0.5 0.49 0.5 0.5 0.51 0.51 0.51 0.52 0.53 0.53 0.54
σ 0.5 0.352 0.296 0.256 0.232 0.202 0.172 0.146 0.13 0.115 0.11 0.102 0.104
m 1 0.5 0.67 0.5 0.4 0.57 0.5 0.53 0.5 0.53 0.53 0.53 0.54
11 x¯ 0.49 0.49 0.5 0.5 0.5 0.51 0.52 0.52 0.53 0.53 0.54 0.55 0.55
σ 0.5 0.374 0.323 0.288 0.266 0.238 0.212 0.188 0.171 0.154 0.148 0.133 0.13
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.53 0.55 0.55 0.55
12 x¯ 0.49 0.48 0.51 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.53 0.54 0.55
σ 0.5 0.358 0.287 0.252 0.224 0.189 0.159 0.129 0.11 0.092 0.079 0.067 0.057
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.5 0.53 0.53 0.53 0.55
13 x¯ 0.48 0.51 0.51 0.51 0.52 0.53 0.56 0.58 0.6 0.64 0.67 0.73 0.76
σ 0.5 0.356 0.285 0.251 0.226 0.189 0.162 0.132 0.116 0.094 0.082 0.065 0.056
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.68 0.73 0.76
14 x¯ 0.5 0.5 0.51 0.51 0.51 0.52 0.53 0.55 0.57 0.61 0.63 0.68 0.71
σ 0.5 0.353 0.286 0.251 0.225 0.192 0.162 0.129 0.113 0.093 0.081 0.064 0.054
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.63 0.68 0.71
15 x¯ 0.49 0.53 0.55 0.57 0.58 0.61 0.63 0.67 0.69 0.73 0.75 0.78 0.8
σ 0.5 0.353 0.29 0.25 0.221 0.188 0.154 0.12 0.104 0.082 0.069 0.053 0.045
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.75 0.78 0.8
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Table D.10: Local update for 20-dimensional Schwefel function 1.2
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.353 0.29 0.249 0.225 0.192 0.159 0.129 0.109 0.088 0.079 0.063 0.056
m 0 0.5 0.33 0.5 0.6 0.43 0.5 0.53 0.5 0.5 0.5 0.5 0.5
2 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.51 0.52 0.52
σ 0.5 0.355 0.29 0.252 0.226 0.19 0.156 0.129 0.113 0.092 0.08 0.063 0.055
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.5 0.5 0.5 0.52 0.53
3 x¯ 0.5 0.5 0.52 0.52 0.52 0.53 0.55 0.57 0.59 0.62 0.65 0.68 0.71
σ 0.5 0.353 0.29 0.25 0.222 0.187 0.157 0.128 0.111 0.091 0.075 0.064 0.052
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.65 0.68 0.71
4 x¯ 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.51 0.51
σ 0.5 0.355 0.288 0.254 0.223 0.19 0.157 0.128 0.114 0.092 0.08 0.067 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.5 0.5 0.5 0.51
5 x¯ 0.51 0.51 0.51 0.5 0.51 0.52 0.53 0.54 0.55 0.58 0.6 0.63 0.65
σ 0.5 0.357 0.297 0.252 0.228 0.195 0.166 0.137 0.122 0.101 0.092 0.076 0.065
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.6 0.63 0.65
6 x¯ 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.53 0.54 0.55 0.58 0.6
σ 0.5 0.353 0.288 0.249 0.225 0.19 0.159 0.129 0.114 0.093 0.077 0.065 0.055
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.53 0.55 0.58 0.6
7 x¯ 0.5 0.52 0.54 0.54 0.56 0.58 0.6 0.62 0.64 0.67 0.7 0.73 0.75
σ 0.5 0.35 0.288 0.25 0.219 0.185 0.152 0.124 0.108 0.083 0.071 0.057 0.048
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.7 0.73 0.75
8 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.52 0.53 0.54 0.56
σ 0.5 0.358 0.29 0.25 0.224 0.192 0.161 0.131 0.116 0.094 0.083 0.069 0.062
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.53 0.54 0.56
9 x¯ 0.5 0.52 0.52 0.53 0.52 0.55 0.56 0.59 0.59 0.62 0.64 0.66 0.68
σ 0.5 0.357 0.301 0.26 0.235 0.2 0.171 0.142 0.127 0.103 0.089 0.074 0.065
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.65 0.67 0.69
10 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.356 0.286 0.257 0.228 0.191 0.163 0.136 0.117 0.099 0.088 0.079 0.073
m 1 0.5 0.67 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
11 x¯ 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.51 0.51 0.52 0.51
σ 0.5 0.369 0.308 0.274 0.251 0.22 0.193 0.169 0.154 0.137 0.123 0.11 0.107
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.5 0.52 0.51
12 x¯ 0.51 0.51 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.351 0.286 0.25 0.224 0.188 0.158 0.13 0.111 0.089 0.081 0.065 0.059
m 1 0.5 0.67 0.5 0.4 0.43 0.5 0.53 0.5 0.5 0.5 0.5 0.5
13 x¯ 0.49 0.5 0.5 0.5 0.51 0.51 0.51 0.52 0.53 0.55 0.56 0.59 0.61
σ 0.5 0.352 0.288 0.254 0.225 0.19 0.158 0.131 0.113 0.093 0.08 0.068 0.059
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.53 0.57 0.58 0.61
14 x¯ 0.49 0.49 0.5 0.5 0.5 0.51 0.52 0.52 0.52 0.54 0.55 0.58 0.6
σ 0.5 0.349 0.293 0.252 0.227 0.188 0.16 0.13 0.111 0.091 0.078 0.065 0.055
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.53 0.55 0.58 0.6
15 x¯ 0.5 0.51 0.54 0.55 0.56 0.57 0.6 0.62 0.65 0.67 0.7 0.73 0.75
σ 0.5 0.351 0.29 0.252 0.224 0.185 0.154 0.124 0.107 0.083 0.072 0.057 0.047
m 1 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.7 0.73 0.75
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Table D.11: Local update for 40-dimensional Schwefel function 1.2
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.352 0.293 0.252 0.222 0.19 0.159 0.13 0.111 0.091 0.079 0.065 0.056
m 1 0.5 0.67 0.5 0.4 0.57 0.5 0.53 0.5 0.5 0.5 0.5 0.5
2 x¯ 0.5 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.5 0.51
σ 0.5 0.354 0.293 0.248 0.223 0.191 0.158 0.128 0.113 0.092 0.079 0.064 0.054
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.5 0.5 0.5 0.5 0.51
3 x¯ 0.49 0.51 0.5 0.51 0.51 0.52 0.53 0.54 0.55 0.57 0.59 0.63 0.65
σ 0.5 0.355 0.287 0.249 0.223 0.19 0.159 0.13 0.11 0.09 0.081 0.063 0.052
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.6 0.63 0.65
4 x¯ 0.5 0.5 0.51 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.353 0.29 0.254 0.227 0.189 0.157 0.131 0.113 0.092 0.08 0.066 0.058
m 1 0.5 0.67 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
5 x¯ 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.53 0.54 0.56 0.58 0.6
σ 0.5 0.352 0.292 0.254 0.225 0.195 0.159 0.135 0.12 0.098 0.088 0.071 0.066
m 1 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.53 0.55 0.58 0.6
6 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.51 0.52 0.53 0.54
σ 0.5 0.355 0.287 0.254 0.226 0.192 0.159 0.13 0.11 0.094 0.079 0.063 0.054
m 1 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.53 0.53 0.54
7 x¯ 0.5 0.51 0.52 0.53 0.54 0.55 0.57 0.59 0.6 0.63 0.65 0.68 0.7
σ 0.5 0.356 0.293 0.253 0.222 0.192 0.154 0.127 0.107 0.086 0.073 0.056 0.049
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.5 0.52 0.51
8 x¯ 0.5 0.49 0.51 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.52
σ 0.5 0.359 0.29 0.254 0.222 0.188 0.157 0.128 0.114 0.093 0.082 0.068 0.06
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.6 0.62 0.64
9 x¯ 0.51 0.51 0.51 0.52 0.52 0.53 0.54 0.56 0.57 0.59 0.6 0.62 0.64
σ 0.5 0.358 0.295 0.263 0.231 0.196 0.166 0.139 0.117 0.103 0.088 0.07 0.06
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
10 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.354 0.29 0.25 0.225 0.195 0.161 0.133 0.116 0.096 0.082 0.07 0.06
m 1 0.5 0.67 0.5 0.6 0.5 0.5 0.53 0.5 0.5 0.5 0.5 0.5
11 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.365 0.302 0.27 0.242 0.211 0.184 0.151 0.14 0.119 0.107 0.095 0.09
m 0 0.5 0.33 0.5 0.6 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
12 x¯ 0.5 0.5 0.49 0.5 0.5 0.5 0.51 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.355 0.293 0.25 0.225 0.188 0.156 0.129 0.112 0.09 0.08 0.066 0.056
m 1 0.5 0.67 0.5 0.4 0.57 0.5 0.53 0.5 0.5 0.53 0.52 0.53
13 x¯ 0.51 0.5 0.51 0.5 0.5 0.5 0.51 0.51 0.51 0.51 0.51 0.52 0.53
σ 0.5 0.353 0.289 0.25 0.223 0.191 0.157 0.128 0.112 0.091 0.078 0.065 0.056
m 1 0.5 0.67 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.53 0.53 0.54
14 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.51 0.52 0.52 0.53 0.54
σ 0.5 0.358 0.289 0.247 0.222 0.187 0.157 0.128 0.114 0.094 0.078 0.064 0.057
m
15 x¯ 0.5 0.52 0.53 0.54 0.54 0.55 0.57 0.59 0.6 0.63 0.65 0.68 0.7
σ 0.5 0.356 0.284 0.25 0.22 0.188 0.155 0.125 0.106 0.086 0.075 0.057 0.05
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.65 0.68 0.7
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Table D.12: Local update for 80-dimensional Schwefel function 1.2
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.51 0.49 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.356 0.286 0.252 0.223 0.188 0.16 0.13 0.107 0.091 0.079 0.066 0.057
m 1 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.5 0.5 0.5
2 x¯ 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.353 0.289 0.251 0.223 0.192 0.157 0.127 0.112 0.092 0.08 0.065 0.056
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.47 0.5 0.5 0.5 0.5 0.5
3 x¯ 0.5 0.5 0.51 0.5 0.5 0.51 0.52 0.52 0.53 0.54 0.55 0.58 0.59
σ 0.5 0.353 0.287 0.248 0.223 0.188 0.157 0.128 0.112 0.091 0.078 0.064 0.056
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.53 0.55 0.58 0.6
4 x¯ 0.49 0.49 0.5 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.351 0.281 0.253 0.22 0.191 0.157 0.128 0.112 0.091 0.08 0.066 0.054
m 0 0.5 0.67 0.5 0.4 0.57 0.5 0.47 0.5 0.5 0.5 0.5 0.5
5 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.52 0.53 0.54 0.55
σ 0.5 0.354 0.283 0.251 0.228 0.191 0.16 0.13 0.114 0.097 0.085 0.072 0.061
m 1 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.5 0.53 0.53 0.55 0.55
6 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.51 0.51
σ 0.5 0.354 0.287 0.249 0.224 0.189 0.159 0.131 0.112 0.092 0.08 0.065 0.058
m 1 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.5 0.52 0.51
7 x¯ 0.5 0.51 0.52 0.52 0.53 0.54 0.55 0.56 0.58 0.59 0.61 0.63 0.65
σ 0.5 0.348 0.291 0.248 0.223 0.19 0.158 0.127 0.109 0.088 0.077 0.061 0.051
m 1 0.5 0.67 0.5 0.6 0.57 0.6 0.53 0.6 0.6 0.6 0.63 0.65
8 x¯ 0.49 0.51 0.5 0.5 0.51 0.5 0.5 0.5 0.51 0.5 0.5 0.51 0.5
σ 0.5 0.353 0.293 0.25 0.225 0.187 0.158 0.133 0.113 0.091 0.079 0.066 0.056
m 0 0.5 0.67 0.5 0.6 0.43 0.5 0.53 0.5 0.5 0.5 0.5 0.5
9 x¯ 0.49 0.5 0.51 0.52 0.52 0.52 0.53 0.54 0.55 0.56 0.57 0.59 0.6
σ 0.5 0.357 0.297 0.258 0.23 0.199 0.165 0.135 0.12 0.099 0.085 0.07 0.061
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.57 0.58 0.6
10 x¯ 0.49 0.51 0.51 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.352 0.288 0.25 0.223 0.19 0.156 0.128 0.11 0.091 0.082 0.066 0.059
m 0 0.5 0.67 0.5 0.4 0.43 0.5 0.53 0.5 0.5 0.5 0.5 0.5
11 x¯ 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.364 0.298 0.267 0.241 0.204 0.176 0.147 0.125 0.112 0.1 0.088 0.076
m 1 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.5 0.5 0.5 0.5
12 x¯ 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.357 0.286 0.252 0.223 0.189 0.157 0.131 0.11 0.092 0.08 0.064 0.057
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.47 0.5 0.5 0.5 0.5 0.5
13 x¯ 0.51 0.5 0.51 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51
σ 0.5 0.353 0.291 0.25 0.222 0.189 0.158 0.129 0.111 0.091 0.078 0.062 0.055
m 1 0.5 0.67 0.5 0.4 0.57 0.5 0.47 0.5 0.5 0.5 0.5 0.51
14 x¯ 0.49 0.5 0.5 0.5 0.51 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.51
σ 0.5 0.355 0.285 0.248 0.224 0.192 0.159 0.129 0.113 0.092 0.081 0.064 0.053
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.47 0.5 0.5 0.5 0.51 0.51
15 x¯ 0.5 0.51 0.52 0.52 0.53 0.54 0.55 0.56 0.58 0.59 0.61 0.63 0.65
σ 0.5 0.35 0.29 0.247 0.223 0.188 0.157 0.128 0.11 0.091 0.077 0.06 0.053
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.53 0.6 0.6 0.63 0.63 0.65
218
D.3 Cigar Function
D.3 Cigar Function
Table D.13: Local update for 2-dimensional cigar function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.41 0.39 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.41 0.41
σ 0.492 0.357 0.307 0.277 0.25 0.227 0.204 0.188 0.175 0.163 0.154 0.15 0.141
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.45 0.45
2 x¯ 0.4 0.43 0.44 0.45 0.46 0.48 0.51 0.55 0.57 0.59 0.61 0.64 0.65
σ 0.489 0.365 0.317 0.29 0.278 0.261 0.257 0.26 0.265 0.273 0.282 0.285 0.296
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.75 0.78 0.8
3 x¯ 0.4 0.44 0.46 0.48 0.5 0.52 0.55 0.58 0.6 0.63 0.63 0.65 0.68
σ 0.491 0.368 0.322 0.3 0.29 0.276 0.272 0.275 0.28 0.288 0.293 0.308 0.302
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.78 0.82 0.84
4 x¯ 0.4 0.4 0.41 0.43 0.43 0.45 0.48 0.51 0.54 0.57 0.58 0.6 0.64
σ 0.49 0.367 0.318 0.296 0.278 0.261 0.249 0.246 0.246 0.264 0.267 0.271 0.273
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.67 0.68 0.7 0.75
5 x¯ 0.4 0.42 0.44 0.44 0.47 0.48 0.51 0.54 0.57 0.59 0.62 0.62 0.64
σ 0.489 0.372 0.329 0.303 0.288 0.277 0.268 0.265 0.267 0.271 0.273 0.282 0.285
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.65 0.67 0.72 0.73 0.76
6 x¯ 0.41 0.43 0.46 0.48 0.5 0.52 0.55 0.59 0.61 0.64 0.67 0.69 0.69
σ 0.491 0.363 0.321 0.295 0.282 0.272 0.268 0.27 0.276 0.282 0.278 0.286 0.294
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
7 x¯ 0.39 0.44 0.48 0.51 0.53 0.56 0.58 0.62 0.62 0.66 0.68 0.7 0.69
σ 0.488 0.373 0.327 0.308 0.292 0.284 0.283 0.285 0.296 0.292 0.293 0.292 0.307
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.86
8 x¯ 0.4 0.42 0.43 0.44 0.46 0.48 0.51 0.55 0.56 0.6 0.63 0.65 0.67
σ 0.49 0.376 0.33 0.305 0.291 0.278 0.264 0.26 0.261 0.269 0.266 0.282 0.274
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.6 0.7 0.72 0.78 0.79
9 x¯ 0.41 0.42 0.45 0.47 0.48 0.51 0.54 0.58 0.59 0.62 0.62 0.67 0.65
σ 0.491 0.38 0.345 0.314 0.303 0.287 0.275 0.273 0.27 0.276 0.287 0.276 0.292
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.67 0.65 0.7 0.72 0.78 0.78
10 x¯ 0.41 0.43 0.44 0.46 0.46 0.49 0.52 0.57 0.6 0.62 0.63 0.64 0.67
σ 0.491 0.388 0.344 0.32 0.308 0.298 0.283 0.276 0.267 0.274 0.281 0.283 0.285
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.72 0.73 0.79
11 x¯ 0.41 0.43 0.45 0.47 0.48 0.5 0.54 0.57 0.61 0.62 0.62 0.65 0.67
σ 0.491 0.391 0.358 0.336 0.322 0.307 0.294 0.287 0.275 0.281 0.282 0.283 0.285
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.72 0.75 0.79
12 x¯ 0.4 0.43 0.45 0.47 0.48 0.52 0.56 0.6 0.62 0.64 0.66 0.69 0.69
σ 0.491 0.369 0.324 0.298 0.289 0.269 0.269 0.267 0.273 0.282 0.288 0.291 0.301
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
13 x¯ 0.41 0.44 0.48 0.5 0.53 0.55 0.59 0.63 0.64 0.67 0.68 0.7 0.71
σ 0.491 0.371 0.329 0.312 0.296 0.288 0.283 0.281 0.288 0.293 0.3 0.297 0.304
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.88
14 x¯ 0.4 0.44 0.46 0.47 0.5 0.53 0.56 0.61 0.61 0.65 0.66 0.68 0.7
σ 0.489 0.383 0.343 0.312 0.303 0.288 0.282 0.275 0.285 0.285 0.298 0.298 0.294
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
15 x¯ 0.41 0.45 0.47 0.5 0.52 0.55 0.58 0.61 0.64 0.66 0.68 0.69 0.7
σ 0.491 0.387 0.351 0.325 0.31 0.296 0.286 0.286 0.288 0.293 0.294 0.298 0.302
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.73 0.75 0.77 0.8 0.83 0.85
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Table D.14: Local update for 5-dimensional cigar function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.38 0.39 0.39 0.38 0.38 0.39 0.39 0.39 0.39 0.39 0.39 0.38 0.38
σ 0.485 0.344 0.281 0.243 0.222 0.186 0.156 0.131 0.116 0.096 0.085 0.071 0.065
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.38 0.39
2 x¯ 0.39 0.39 0.39 0.39 0.4 0.41 0.42 0.44 0.46 0.5 0.52 0.56 0.59
σ 0.487 0.346 0.284 0.251 0.225 0.191 0.165 0.139 0.126 0.108 0.101 0.093 0.093
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.6
3 x¯ 0.39 0.41 0.42 0.45 0.46 0.48 0.51 0.55 0.58 0.62 0.65 0.68 0.7
σ 0.487 0.349 0.29 0.258 0.234 0.204 0.176 0.149 0.136 0.112 0.101 0.096 0.081
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.65 0.68 0.71
4 x¯ 0.38 0.38 0.39 0.39 0.39 0.39 0.41 0.42 0.43 0.45 0.47 0.52 0.55
σ 0.485 0.337 0.283 0.251 0.225 0.196 0.172 0.144 0.131 0.117 0.107 0.096 0.092
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.52 0.55
5 x¯ 0.37 0.4 0.41 0.42 0.42 0.44 0.47 0.51 0.53 0.58 0.61 0.64 0.66
σ 0.484 0.357 0.3 0.262 0.245 0.214 0.19 0.165 0.146 0.124 0.111 0.094 0.087
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.61 0.65 0.66
6 x¯ 0.39 0.4 0.41 0.41 0.42 0.45 0.47 0.5 0.53 0.58 0.6 0.64 0.67
σ 0.488 0.349 0.289 0.251 0.229 0.197 0.169 0.147 0.129 0.11 0.104 0.089 0.085
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.65 0.68
7 x¯ 0.38 0.43 0.46 0.47 0.49 0.52 0.56 0.6 0.63 0.65 0.68 0.7 0.72
σ 0.485 0.356 0.298 0.261 0.236 0.204 0.175 0.147 0.131 0.11 0.098 0.094 0.09
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.67 0.7 0.72 0.74
8 x¯ 0.39 0.39 0.4 0.4 0.41 0.42 0.43 0.46 0.48 0.52 0.55 0.6 0.63
σ 0.487 0.352 0.289 0.255 0.232 0.205 0.179 0.155 0.145 0.125 0.112 0.098 0.087
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.6 0.64
9 x¯ 0.39 0.41 0.42 0.44 0.45 0.48 0.51 0.55 0.57 0.61 0.63 0.66 0.68
σ 0.488 0.366 0.314 0.277 0.256 0.227 0.197 0.168 0.149 0.125 0.111 0.098 0.085
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.6 0.63 0.67 0.69
10 x¯ 0.38 0.4 0.4 0.4 0.4 0.41 0.42 0.44 0.45 0.48 0.5 0.53 0.55
σ 0.485 0.359 0.297 0.266 0.24 0.211 0.193 0.173 0.165 0.146 0.141 0.126 0.124
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.5 0.53 0.56
11 x¯ 0.39 0.4 0.41 0.41 0.42 0.43 0.44 0.46 0.47 0.49 0.5 0.53 0.54
σ 0.487 0.369 0.323 0.293 0.277 0.251 0.229 0.205 0.201 0.181 0.173 0.15 0.142
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.5 0.53 0.55 0.56
12 x¯ 0.38 0.39 0.39 0.4 0.4 0.41 0.42 0.44 0.45 0.49 0.51 0.55 0.59
σ 0.486 0.349 0.285 0.247 0.225 0.19 0.163 0.134 0.122 0.102 0.093 0.088 0.076
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.59
13 x¯ 0.39 0.4 0.42 0.43 0.45 0.47 0.51 0.55 0.58 0.62 0.65 0.68 0.71
σ 0.489 0.352 0.286 0.253 0.23 0.2 0.175 0.146 0.131 0.109 0.099 0.089 0.08
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.65 0.68 0.71
14 x¯ 0.38 0.39 0.41 0.42 0.42 0.44 0.47 0.5 0.54 0.58 0.61 0.66 0.67
σ 0.487 0.351 0.292 0.257 0.234 0.203 0.179 0.155 0.138 0.114 0.108 0.092 0.088
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.67 0.69
15 x¯ 0.39 0.42 0.45 0.47 0.49 0.52 0.56 0.6 0.63 0.65 0.68 0.71 0.72
σ 0.488 0.363 0.304 0.272 0.245 0.217 0.184 0.15 0.134 0.118 0.1 0.094 0.082
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.67 0.68 0.72 0.74
220
D.3 Cigar Function
Table D.15: Local update for 10-dimensional cigar function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.41 0.41 0.41 0.41 0.41 0.41 0.41 0.4 0.41 0.4 0.4 0.41 0.41
σ 0.491 0.349 0.282 0.248 0.22 0.185 0.156 0.126 0.11 0.093 0.078 0.065 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.4 0.4
2 x¯ 0.41 0.4 0.4 0.41 0.41 0.41 0.42 0.42 0.43 0.44 0.45 0.47 0.49
σ 0.491 0.349 0.286 0.248 0.218 0.186 0.157 0.131 0.111 0.092 0.082 0.07 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.45 0.47 0.49
3 x¯ 0.41 0.41 0.42 0.42 0.44 0.46 0.49 0.52 0.54 0.59 0.61 0.65 0.68
σ 0.492 0.346 0.29 0.25 0.224 0.194 0.162 0.137 0.118 0.099 0.085 0.069 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.65 0.68
4 x¯ 0.4 0.4 0.41 0.42 0.41 0.41 0.41 0.41 0.42 0.43 0.43 0.44 0.45
σ 0.49 0.346 0.282 0.248 0.219 0.186 0.157 0.13 0.113 0.095 0.085 0.075 0.065
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.45
5 x¯ 0.4 0.41 0.41 0.43 0.43 0.44 0.46 0.48 0.5 0.54 0.56 0.6 0.63
σ 0.49 0.349 0.291 0.259 0.236 0.203 0.177 0.151 0.133 0.112 0.098 0.085 0.071
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.57 0.6 0.63
6 x¯ 0.41 0.42 0.41 0.41 0.42 0.43 0.44 0.45 0.48 0.5 0.53 0.56 0.6
σ 0.492 0.347 0.287 0.248 0.224 0.187 0.158 0.132 0.12 0.093 0.085 0.072 0.064
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.5 0.53 0.57 0.6
7 x¯ 0.42 0.44 0.45 0.47 0.49 0.51 0.54 0.57 0.6 0.63 0.66 0.69 0.71
σ 0.493 0.352 0.29 0.256 0.229 0.194 0.164 0.133 0.117 0.091 0.079 0.065 0.055
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.6 0.63 0.65 0.7 0.71
8 x¯ 0.41 0.4 0.41 0.41 0.41 0.42 0.43 0.43 0.44 0.46 0.48 0.51 0.55
σ 0.491 0.351 0.284 0.246 0.226 0.193 0.165 0.136 0.12 0.103 0.091 0.08 0.072
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.52 0.55
9 x¯ 0.41 0.43 0.44 0.44 0.46 0.47 0.49 0.52 0.54 0.58 0.6 0.63 0.65
σ 0.492 0.359 0.307 0.269 0.248 0.216 0.186 0.153 0.134 0.111 0.098 0.079 0.072
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.63 0.65
10 x¯ 0.41 0.42 0.4 0.41 0.41 0.41 0.41 0.41 0.42 0.43 0.43 0.43 0.45
σ 0.492 0.354 0.285 0.255 0.225 0.196 0.169 0.143 0.132 0.119 0.108 0.102 0.097
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.45
11 x¯ 0.42 0.4 0.4 0.41 0.41 0.41 0.42 0.42 0.43 0.44 0.44 0.45 0.46
σ 0.493 0.365 0.311 0.283 0.258 0.233 0.208 0.186 0.171 0.15 0.147 0.146 0.127
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.45 0.45
12 x¯ 0.42 0.41 0.41 0.4 0.4 0.41 0.41 0.42 0.42 0.42 0.42 0.44 0.45
σ 0.494 0.347 0.285 0.243 0.223 0.186 0.156 0.13 0.112 0.091 0.077 0.065 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.45
13 x¯ 0.41 0.41 0.42 0.42 0.43 0.44 0.45 0.47 0.49 0.53 0.56 0.6 0.64
σ 0.491 0.35 0.288 0.249 0.222 0.192 0.159 0.132 0.116 0.099 0.086 0.069 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.6 0.64
14 x¯ 0.42 0.41 0.41 0.42 0.42 0.43 0.44 0.46 0.47 0.5 0.53 0.57 0.6
σ 0.493 0.346 0.285 0.247 0.223 0.187 0.165 0.133 0.121 0.1 0.087 0.075 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.58 0.6
15 x¯ 0.42 0.43 0.45 0.47 0.48 0.51 0.54 0.57 0.6 0.63 0.66 0.69 0.71
σ 0.494 0.356 0.292 0.255 0.235 0.198 0.164 0.135 0.117 0.092 0.081 0.065 0.057
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.6 0.63 0.65 0.7 0.71
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Table D.16: Local update for 20-dimensional cigar function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.43 0.43 0.43 0.43 0.43 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.495 0.351 0.288 0.25 0.221 0.185 0.158 0.124 0.108 0.091 0.078 0.063 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.43 0.43 0.42 0.43 0.42
2 x¯ 0.43 0.42 0.43 0.44 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.45
σ 0.495 0.35 0.282 0.246 0.221 0.188 0.158 0.127 0.111 0.092 0.08 0.065 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.45 0.45
3 x¯ 0.43 0.43 0.44 0.45 0.45 0.46 0.47 0.49 0.51 0.55 0.58 0.61 0.64
σ 0.496 0.348 0.286 0.254 0.222 0.189 0.158 0.133 0.116 0.096 0.084 0.068 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.57 0.57 0.62 0.64
4 x¯ 0.42 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44
σ 0.493 0.353 0.288 0.247 0.22 0.187 0.155 0.129 0.111 0.091 0.082 0.065 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.45
5 x¯ 0.43 0.44 0.43 0.43 0.44 0.45 0.46 0.47 0.48 0.5 0.52 0.56 0.59
σ 0.495 0.357 0.287 0.254 0.227 0.194 0.167 0.137 0.124 0.107 0.093 0.078 0.068
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.57 0.59
6 x¯ 0.42 0.43 0.43 0.44 0.43 0.44 0.44 0.45 0.45 0.47 0.48 0.5 0.53
σ 0.494 0.353 0.289 0.245 0.223 0.188 0.159 0.13 0.112 0.092 0.079 0.066 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
7 x¯ 0.44 0.45 0.45 0.48 0.48 0.5 0.52 0.55 0.57 0.6 0.63 0.66 0.69
σ 0.496 0.352 0.291 0.256 0.227 0.192 0.158 0.13 0.116 0.092 0.079 0.061 0.052
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.6 0.63 0.65 0.69
8 x¯ 0.44 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.45 0.45 0.47 0.49
σ 0.496 0.35 0.288 0.249 0.22 0.191 0.159 0.133 0.117 0.095 0.085 0.07 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.47 0.49
9 x¯ 0.43 0.43 0.45 0.45 0.47 0.47 0.49 0.51 0.53 0.56 0.57 0.6 0.62
σ 0.496 0.357 0.298 0.262 0.236 0.206 0.175 0.144 0.128 0.109 0.093 0.077 0.065
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.57 0.6 0.63
10 x¯ 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.494 0.35 0.289 0.25 0.224 0.192 0.161 0.134 0.117 0.101 0.088 0.078 0.072
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.44
11 x¯ 0.44 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.43 0.44 0.44
σ 0.496 0.36 0.306 0.271 0.253 0.218 0.19 0.166 0.156 0.133 0.118 0.111 0.107
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.44
12 x¯ 0.44 0.43 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.44
σ 0.496 0.346 0.286 0.249 0.22 0.185 0.157 0.127 0.109 0.092 0.076 0.06 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.44
13 x¯ 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.45 0.46 0.47 0.48 0.5 0.52
σ 0.495 0.351 0.283 0.246 0.219 0.188 0.157 0.131 0.112 0.09 0.08 0.065 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
14 x¯ 0.42 0.42 0.44 0.43 0.43 0.44 0.44 0.45 0.45 0.47 0.48 0.5 0.53
σ 0.494 0.348 0.293 0.249 0.222 0.189 0.158 0.129 0.114 0.092 0.083 0.068 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
15 x¯ 0.42 0.45 0.46 0.48 0.49 0.5 0.53 0.55 0.57 0.6 0.63 0.66 0.68
σ 0.493 0.349 0.297 0.25 0.23 0.195 0.159 0.131 0.113 0.09 0.077 0.061 0.052
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.57 0.6 0.63 0.67 0.69
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Table D.17: Local update for 40-dimensional cigar function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.45 0.44 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.498 0.348 0.285 0.251 0.222 0.187 0.157 0.128 0.112 0.092 0.078 0.064 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
2 x¯ 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.498 0.354 0.288 0.249 0.223 0.189 0.157 0.129 0.112 0.09 0.077 0.062 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
3 x¯ 0.45 0.44 0.44 0.46 0.47 0.46 0.47 0.49 0.5 0.52 0.54 0.57 0.59
σ 0.498 0.351 0.283 0.25 0.223 0.187 0.161 0.13 0.111 0.096 0.083 0.062 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.53 0.57 0.6
4 x¯ 0.44 0.45 0.45 0.45 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.496 0.351 0.284 0.25 0.22 0.188 0.154 0.129 0.108 0.092 0.078 0.064 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
5 x¯ 0.45 0.44 0.44 0.45 0.46 0.46 0.46 0.47 0.48 0.49 0.5 0.52 0.55
σ 0.497 0.348 0.289 0.25 0.227 0.192 0.161 0.135 0.12 0.099 0.089 0.075 0.064
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.53 0.55
6 x¯ 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.46 0.46 0.46 0.46 0.47 0.48
σ 0.496 0.352 0.29 0.246 0.218 0.185 0.158 0.128 0.113 0.094 0.079 0.062 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.49
7 x¯ 0.46 0.46 0.47 0.49 0.49 0.5 0.52 0.53 0.55 0.58 0.6 0.63 0.65
σ 0.498 0.357 0.292 0.251 0.223 0.19 0.162 0.131 0.114 0.089 0.079 0.061 0.055
m 0 0.5 0.33 0.5 0.4 0.5 0.5 0.53 0.55 0.57 0.6 0.63 0.65
8 x¯ 0.45 0.45 0.45 0.45 0.45 0.44 0.45 0.45 0.45 0.45 0.46 0.46 0.47
σ 0.498 0.356 0.287 0.25 0.222 0.189 0.159 0.13 0.113 0.092 0.081 0.066 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.47 0.46
9 x¯ 0.46 0.45 0.47 0.47 0.47 0.48 0.49 0.51 0.52 0.54 0.55 0.58 0.59
σ 0.498 0.358 0.297 0.261 0.234 0.203 0.169 0.14 0.122 0.1 0.088 0.075 0.068
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.53 0.55 0.58 0.59
10 x¯ 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.498 0.347 0.29 0.248 0.227 0.192 0.159 0.133 0.117 0.094 0.082 0.068 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
11 x¯ 0.44 0.45 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.44 0.45 0.45 0.45
σ 0.497 0.357 0.301 0.266 0.243 0.211 0.18 0.155 0.14 0.121 0.109 0.099 0.089
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
12 x¯ 0.45 0.45 0.45 0.45 0.44 0.45 0.45 0.45 0.45 0.44 0.44 0.45 0.45
σ 0.498 0.351 0.285 0.248 0.22 0.189 0.157 0.128 0.11 0.092 0.078 0.064 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
13 x¯ 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.46 0.47 0.47
σ 0.497 0.35 0.287 0.251 0.219 0.187 0.157 0.129 0.111 0.09 0.079 0.065 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.45 0.47 0.47
14 x¯ 0.46 0.45 0.46 0.45 0.45 0.45 0.45 0.45 0.45 0.46 0.47 0.48 0.49
σ 0.498 0.352 0.287 0.251 0.218 0.188 0.156 0.128 0.112 0.092 0.08 0.066 0.06
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.48 0.49
15 x¯ 0.44 0.46 0.47 0.48 0.5 0.5 0.51 0.54 0.55 0.58 0.6 0.63 0.65
σ 0.496 0.354 0.289 0.252 0.226 0.191 0.16 0.131 0.11 0.089 0.075 0.063 0.055
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.6 0.63 0.65
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Table D.18: Local update for 80-dimensional cigar function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.46 0.47 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.46 0.46 0.46
σ 0.498 0.35 0.284 0.249 0.222 0.185 0.157 0.13 0.112 0.09 0.08 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
2 x¯ 0.45 0.47 0.46 0.46 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.498 0.357 0.289 0.246 0.222 0.186 0.156 0.13 0.112 0.089 0.08 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
3 x¯ 0.47 0.47 0.46 0.47 0.47 0.47 0.48 0.48 0.49 0.5 0.52 0.53 0.55
σ 0.499 0.351 0.286 0.248 0.226 0.189 0.162 0.13 0.116 0.092 0.078 0.067 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.53 0.55
4 x¯ 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.498 0.352 0.287 0.249 0.226 0.189 0.155 0.129 0.109 0.092 0.077 0.064 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
5 x¯ 0.45 0.47 0.46 0.47 0.47 0.46 0.47 0.47 0.47 0.49 0.49 0.5 0.52
σ 0.498 0.354 0.294 0.255 0.227 0.19 0.161 0.131 0.114 0.093 0.086 0.07 0.063
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.5 0.5 0.5 0.53
6 x¯ 0.45 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.47 0.47 0.47 0.48
σ 0.498 0.35 0.286 0.252 0.221 0.188 0.159 0.128 0.109 0.091 0.077 0.065 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
7 x¯ 0.46 0.47 0.48 0.49 0.5 0.5 0.51 0.53 0.54 0.56 0.57 0.6 0.61
σ 0.499 0.354 0.294 0.255 0.222 0.188 0.157 0.128 0.112 0.093 0.076 0.066 0.056
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.57 0.6 0.61
8 x¯ 0.47 0.47 0.46 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.47 0.47 0.47
σ 0.499 0.354 0.285 0.25 0.224 0.189 0.156 0.129 0.11 0.091 0.08 0.063 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
9 x¯ 0.46 0.47 0.48 0.48 0.48 0.49 0.49 0.51 0.51 0.53 0.54 0.56 0.57
σ 0.499 0.358 0.295 0.254 0.229 0.196 0.165 0.138 0.12 0.1 0.087 0.072 0.065
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.53 0.55 0.57
10 x¯ 0.47 0.47 0.46 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.499 0.351 0.287 0.25 0.22 0.189 0.16 0.128 0.112 0.092 0.081 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
11 x¯ 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.46 0.47 0.47
σ 0.499 0.358 0.294 0.259 0.234 0.205 0.175 0.147 0.132 0.111 0.102 0.088 0.076
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
12 x¯ 0.46 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.47
σ 0.499 0.353 0.285 0.248 0.219 0.186 0.158 0.129 0.11 0.09 0.079 0.065 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
13 x¯ 0.48 0.45 0.46 0.46 0.46 0.47 0.46 0.46 0.46 0.47 0.47 0.47 0.47
σ 0.5 0.352 0.289 0.248 0.223 0.185 0.155 0.129 0.114 0.092 0.076 0.067 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
14 x¯ 0.47 0.46 0.46 0.47 0.45 0.46 0.46 0.46 0.47 0.47 0.47 0.47 0.48
σ 0.499 0.35 0.29 0.248 0.22 0.19 0.159 0.129 0.111 0.089 0.078 0.065 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
15 x¯ 0.47 0.47 0.48 0.49 0.49 0.5 0.51 0.52 0.54 0.56 0.57 0.59 0.62
σ 0.499 0.355 0.289 0.251 0.225 0.188 0.156 0.13 0.113 0.089 0.077 0.063 0.054
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.57 0.6 0.61
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Table D.19: Local update for 2-dimensional tablet function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.41 0.4 0.4 0.4 0.4 0.39 0.4 0.4 0.41 0.4 0.41 0.4 0.4
σ 0.491 0.359 0.304 0.273 0.252 0.226 0.204 0.185 0.17 0.163 0.157 0.157 0.149
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.43 0.45
2 x¯ 0.4 0.42 0.43 0.45 0.46 0.48 0.51 0.55 0.57 0.6 0.62 0.65 0.65
σ 0.489 0.362 0.313 0.29 0.277 0.26 0.257 0.256 0.264 0.272 0.28 0.289 0.303
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.75 0.78 0.81
3 x¯ 0.39 0.43 0.45 0.48 0.49 0.52 0.55 0.59 0.6 0.62 0.65 0.65 0.67
σ 0.487 0.367 0.324 0.303 0.291 0.275 0.273 0.275 0.28 0.29 0.292 0.301 0.306
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.8 0.82 0.84
4 x¯ 0.39 0.4 0.42 0.42 0.43 0.45 0.48 0.51 0.54 0.56 0.6 0.62 0.64
σ 0.488 0.369 0.319 0.294 0.275 0.264 0.251 0.252 0.25 0.258 0.263 0.274 0.276
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.68 0.73 0.76
5 x¯ 0.4 0.41 0.44 0.44 0.46 0.48 0.51 0.55 0.57 0.59 0.62 0.63 0.64
σ 0.49 0.371 0.329 0.305 0.292 0.274 0.266 0.264 0.267 0.271 0.272 0.287 0.288
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.65 0.67 0.72 0.75 0.78
6 x¯ 0.42 0.43 0.46 0.47 0.5 0.53 0.55 0.59 0.6 0.65 0.65 0.67 0.7
σ 0.493 0.366 0.317 0.296 0.286 0.269 0.269 0.268 0.28 0.279 0.288 0.294 0.289
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.78 0.82 0.85
7 x¯ 0.41 0.44 0.48 0.51 0.53 0.55 0.58 0.62 0.64 0.66 0.67 0.68 0.68
σ 0.491 0.369 0.324 0.306 0.293 0.288 0.284 0.286 0.283 0.291 0.296 0.31 0.312
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.85
8 x¯ 0.41 0.41 0.43 0.44 0.46 0.48 0.51 0.54 0.57 0.61 0.63 0.66 0.67
σ 0.492 0.374 0.328 0.305 0.285 0.276 0.265 0.261 0.259 0.268 0.27 0.277 0.275
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.6 0.7 0.72 0.78 0.79
9 x¯ 0.39 0.42 0.45 0.46 0.48 0.52 0.54 0.57 0.6 0.62 0.64 0.65 0.68
σ 0.487 0.381 0.347 0.315 0.304 0.287 0.278 0.275 0.273 0.279 0.272 0.286 0.282
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.7 0.73 0.72 0.77 0.79
10 x¯ 0.39 0.42 0.44 0.45 0.47 0.49 0.53 0.56 0.57 0.61 0.63 0.66 0.67
σ 0.488 0.387 0.345 0.323 0.312 0.297 0.285 0.281 0.279 0.279 0.275 0.277 0.286
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.72 0.78 0.8
11 x¯ 0.4 0.42 0.45 0.47 0.49 0.5 0.54 0.56 0.59 0.61 0.63 0.65 0.66
σ 0.491 0.392 0.356 0.333 0.325 0.302 0.292 0.283 0.281 0.279 0.283 0.276 0.285
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.72 0.75 0.77
12 x¯ 0.39 0.42 0.45 0.47 0.49 0.52 0.56 0.59 0.62 0.65 0.65 0.69 0.72
σ 0.487 0.366 0.321 0.302 0.29 0.271 0.268 0.272 0.276 0.276 0.298 0.292 0.29
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.87
13 x¯ 0.41 0.46 0.48 0.5 0.52 0.55 0.59 0.62 0.64 0.67 0.69 0.69 0.72
σ 0.491 0.371 0.33 0.307 0.296 0.287 0.283 0.285 0.285 0.296 0.29 0.314 0.303
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.88
14 x¯ 0.39 0.44 0.46 0.47 0.49 0.54 0.57 0.59 0.62 0.64 0.66 0.69 0.7
σ 0.488 0.381 0.336 0.319 0.304 0.287 0.281 0.283 0.275 0.286 0.295 0.287 0.295
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
15 x¯ 0.4 0.44 0.46 0.5 0.52 0.55 0.58 0.62 0.64 0.66 0.67 0.68 0.69
σ 0.491 0.386 0.343 0.322 0.311 0.299 0.287 0.287 0.286 0.291 0.299 0.304 0.311
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.73 0.75 0.8 0.8 0.83 0.85
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Table D.20: Local update for 5-dimensional tablet function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.47 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.499 0.356 0.298 0.263 0.237 0.21 0.185 0.161 0.144 0.138 0.126 0.122 0.115
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.47 0.47 0.48 0.49
2 x¯ 0.46 0.46 0.47 0.47 0.48 0.49 0.5 0.51 0.53 0.56 0.59 0.63 0.66
σ 0.499 0.358 0.305 0.269 0.244 0.216 0.194 0.174 0.167 0.164 0.169 0.168 0.179
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.68 0.71
3 x¯ 0.47 0.48 0.5 0.51 0.53 0.55 0.58 0.61 0.64 0.67 0.7 0.74 0.76
σ 0.499 0.364 0.303 0.268 0.25 0.226 0.208 0.2 0.197 0.202 0.197 0.202 0.194
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.75 0.8 0.82
4 x¯ 0.46 0.46 0.46 0.48 0.47 0.47 0.48 0.49 0.5 0.53 0.55 0.58 0.61
σ 0.498 0.362 0.302 0.268 0.247 0.214 0.193 0.172 0.166 0.157 0.157 0.159 0.17
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.57 0.57 0.62 0.66
5 x¯ 0.46 0.46 0.48 0.49 0.5 0.51 0.54 0.56 0.6 0.63 0.65 0.67 0.7
σ 0.498 0.363 0.313 0.281 0.268 0.234 0.214 0.2 0.187 0.185 0.188 0.201 0.191
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.7 0.73 0.76
6 x¯ 0.46 0.47 0.47 0.48 0.5 0.52 0.54 0.57 0.59 0.63 0.66 0.7 0.72
σ 0.498 0.361 0.305 0.271 0.246 0.222 0.201 0.186 0.187 0.191 0.19 0.197 0.208
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.65 0.7 0.72 0.77 0.8
7 x¯ 0.46 0.5 0.52 0.55 0.56 0.58 0.62 0.65 0.67 0.71 0.74 0.75 0.77
σ 0.499 0.362 0.301 0.275 0.257 0.228 0.21 0.205 0.204 0.197 0.195 0.212 0.217
m 0 0.5 0.67 0.5 0.6 0.57 0.7 0.73 0.75 0.77 0.8 0.82 0.85
8 x¯ 0.46 0.46 0.47 0.47 0.48 0.49 0.5 0.53 0.55 0.59 0.62 0.64 0.68
σ 0.499 0.363 0.305 0.272 0.248 0.225 0.202 0.191 0.183 0.173 0.179 0.199 0.181
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.63 0.65 0.7 0.74
9 x¯ 0.47 0.49 0.5 0.52 0.52 0.54 0.57 0.6 0.62 0.65 0.67 0.7 0.72
σ 0.499 0.37 0.322 0.291 0.264 0.243 0.225 0.206 0.205 0.191 0.195 0.184 0.198
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.7 0.72 0.75 0.78
10 x¯ 0.47 0.47 0.47 0.49 0.49 0.5 0.52 0.55 0.56 0.6 0.62 0.65 0.68
σ 0.499 0.367 0.311 0.282 0.264 0.237 0.219 0.201 0.199 0.189 0.193 0.192 0.197
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.6 0.63 0.68 0.7 0.72
11 x¯ 0.46 0.47 0.48 0.5 0.51 0.52 0.55 0.57 0.58 0.61 0.63 0.66 0.67
σ 0.498 0.378 0.332 0.309 0.285 0.266 0.243 0.226 0.221 0.211 0.203 0.195 0.196
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.68 0.7 0.72
12 x¯ 0.46 0.47 0.48 0.49 0.49 0.5 0.52 0.54 0.58 0.61 0.65 0.68 0.72
σ 0.498 0.362 0.3 0.268 0.25 0.22 0.2 0.19 0.184 0.177 0.186 0.194 0.196
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.6 0.6 0.67 0.7 0.73 0.79
13 x¯ 0.46 0.49 0.51 0.54 0.55 0.58 0.62 0.65 0.68 0.71 0.73 0.76 0.77
σ 0.498 0.364 0.305 0.272 0.255 0.232 0.212 0.208 0.2 0.215 0.213 0.221 0.225
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.75 0.77 0.8 0.83 0.86
14 x¯ 0.47 0.47 0.48 0.49 0.5 0.53 0.54 0.58 0.61 0.66 0.69 0.72 0.74
σ 0.499 0.363 0.309 0.277 0.26 0.232 0.214 0.197 0.202 0.186 0.191 0.196 0.206
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.65 0.7 0.72 0.78 0.81
15 x¯ 0.45 0.48 0.52 0.54 0.55 0.59 0.62 0.65 0.67 0.7 0.72 0.75 0.77
σ 0.497 0.372 0.316 0.285 0.269 0.242 0.221 0.21 0.21 0.207 0.207 0.213 0.217
m 0 0.5 0.67 0.5 0.6 0.57 0.7 0.67 0.7 0.77 0.79 0.83 0.85
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Table D.21: Local update for 10-dimensional tablet function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.47 0.49 0.48 0.49 0.49 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48
σ 0.499 0.357 0.293 0.255 0.23 0.199 0.171 0.147 0.131 0.117 0.11 0.098 0.098
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.49
2 x¯ 0.48 0.49 0.49 0.49 0.48 0.49 0.49 0.5 0.51 0.51 0.52 0.54 0.57
σ 0.5 0.358 0.291 0.258 0.236 0.199 0.173 0.148 0.132 0.122 0.113 0.116 0.11
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.55 0.57 0.59
3 x¯ 0.48 0.49 0.5 0.51 0.52 0.54 0.56 0.59 0.61 0.65 0.68 0.72 0.74
σ 0.5 0.358 0.293 0.258 0.235 0.207 0.177 0.162 0.156 0.143 0.143 0.139 0.147
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.7 0.75 0.78
4 x¯ 0.47 0.49 0.47 0.48 0.48 0.48 0.49 0.49 0.49 0.5 0.5 0.51 0.53
σ 0.499 0.36 0.299 0.256 0.236 0.203 0.177 0.155 0.133 0.121 0.117 0.109 0.112
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.53 0.55
5 x¯ 0.48 0.49 0.48 0.49 0.51 0.51 0.53 0.55 0.57 0.59 0.62 0.66 0.68
σ 0.499 0.364 0.302 0.267 0.244 0.217 0.193 0.166 0.155 0.152 0.143 0.13 0.144
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.6 0.6 0.65 0.68 0.71
6 x¯ 0.48 0.47 0.49 0.49 0.49 0.5 0.51 0.53 0.55 0.58 0.6 0.64 0.67
σ 0.5 0.358 0.295 0.259 0.236 0.202 0.179 0.153 0.134 0.129 0.125 0.128 0.139
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.6 0.63 0.67 0.7
7 x¯ 0.48 0.51 0.52 0.54 0.56 0.58 0.6 0.64 0.66 0.69 0.71 0.74 0.76
σ 0.5 0.36 0.301 0.259 0.239 0.207 0.184 0.161 0.155 0.148 0.152 0.153 0.162
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.75 0.77 0.8
8 x¯ 0.49 0.48 0.49 0.49 0.49 0.49 0.5 0.51 0.52 0.54 0.56 0.59 0.62
σ 0.5 0.36 0.298 0.261 0.235 0.207 0.18 0.157 0.147 0.133 0.13 0.126 0.119
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.53 0.57 0.6 0.64
9 x¯ 0.47 0.5 0.5 0.52 0.52 0.54 0.57 0.59 0.61 0.63 0.66 0.68 0.69
σ 0.499 0.367 0.308 0.276 0.252 0.222 0.196 0.174 0.163 0.148 0.145 0.143 0.144
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.68 0.7 0.72
10 x¯ 0.47 0.48 0.49 0.49 0.49 0.49 0.5 0.51 0.52 0.53 0.55 0.58 0.6
σ 0.499 0.357 0.301 0.265 0.241 0.209 0.185 0.163 0.152 0.145 0.143 0.141 0.137
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.53 0.57 0.6 0.63
11 x¯ 0.49 0.49 0.49 0.49 0.5 0.51 0.52 0.54 0.55 0.57 0.59 0.61 0.63
σ 0.5 0.374 0.319 0.287 0.27 0.242 0.22 0.193 0.182 0.169 0.163 0.157 0.145
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.6 0.63 0.66
12 x¯ 0.47 0.47 0.48 0.48 0.49 0.49 0.5 0.5 0.52 0.53 0.55 0.58 0.6
σ 0.499 0.354 0.297 0.257 0.236 0.204 0.176 0.152 0.139 0.134 0.125 0.129 0.139
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.53 0.57 0.6 0.63
13 x¯ 0.49 0.49 0.51 0.52 0.54 0.56 0.59 0.62 0.65 0.68 0.71 0.74 0.77
σ 0.5 0.361 0.299 0.263 0.238 0.208 0.184 0.169 0.156 0.158 0.148 0.153 0.152
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.65 0.7 0.75 0.78 0.81
14 x¯ 0.49 0.49 0.49 0.49 0.5 0.5 0.51 0.54 0.55 0.59 0.61 0.66 0.69
σ 0.5 0.357 0.296 0.264 0.236 0.207 0.182 0.16 0.15 0.138 0.138 0.142 0.138
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.63 0.68 0.71
15 x¯ 0.48 0.51 0.52 0.54 0.55 0.57 0.6 0.63 0.65 0.68 0.71 0.74 0.76
σ 0.5 0.362 0.302 0.268 0.244 0.217 0.192 0.17 0.164 0.155 0.148 0.143 0.163
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.7 0.7 0.75 0.77 0.8
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Table D.22: Local update for 20-dimensional tablet function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.5 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
σ 0.5 0.353 0.289 0.255 0.229 0.196 0.164 0.14 0.127 0.103 0.098 0.078 0.083
m 1 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
2 x¯ 0.48 0.49 0.49 0.5 0.49 0.49 0.49 0.49 0.5 0.5 0.5 0.51 0.51
σ 0.5 0.356 0.293 0.256 0.229 0.197 0.165 0.142 0.125 0.106 0.098 0.085 0.078
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.52 0.53
3 x¯ 0.47 0.48 0.5 0.51 0.51 0.52 0.54 0.56 0.58 0.61 0.63 0.67 0.69
σ 0.499 0.358 0.289 0.254 0.226 0.197 0.169 0.145 0.128 0.11 0.11 0.094 0.106
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.6 0.63 0.65 0.68 0.71
4 x¯ 0.49 0.48 0.48 0.49 0.49 0.49 0.49 0.49 0.49 0.5 0.49 0.5 0.5
σ 0.5 0.36 0.292 0.254 0.23 0.199 0.163 0.139 0.123 0.108 0.104 0.084 0.077
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.51
5 x¯ 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.53 0.55 0.56 0.59 0.62 0.64
σ 0.5 0.354 0.294 0.258 0.232 0.202 0.175 0.149 0.138 0.124 0.112 0.099 0.102
m 0 0.5 0.67 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.6 0.62 0.65
6 x¯ 0.49 0.48 0.49 0.49 0.49 0.5 0.5 0.51 0.51 0.53 0.54 0.57 0.58
σ 0.5 0.354 0.291 0.253 0.229 0.201 0.168 0.138 0.128 0.11 0.099 0.088 0.097
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.55 0.57 0.59
7 x¯ 0.5 0.51 0.52 0.53 0.54 0.57 0.59 0.61 0.62 0.66 0.68 0.71 0.73
σ 0.5 0.357 0.292 0.254 0.229 0.197 0.167 0.145 0.134 0.112 0.103 0.113 0.107
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.7 0.73 0.75
8 x¯ 0.49 0.48 0.49 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.54 0.55
σ 0.5 0.352 0.295 0.253 0.232 0.2 0.168 0.143 0.128 0.109 0.101 0.089 0.087
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.5 0.5 0.53 0.53 0.56
9 x¯ 0.49 0.49 0.51 0.52 0.52 0.54 0.55 0.57 0.58 0.6 0.63 0.65 0.67
σ 0.5 0.364 0.296 0.268 0.237 0.208 0.181 0.155 0.139 0.122 0.116 0.103 0.097
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.6 0.65 0.65 0.68
10 x¯ 0.49 0.48 0.49 0.49 0.49 0.49 0.49 0.5 0.5 0.51 0.51 0.52 0.53
σ 0.5 0.356 0.287 0.256 0.23 0.201 0.17 0.144 0.132 0.117 0.105 0.095 0.095
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.5 0.53 0.52 0.53
11 x¯ 0.49 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.52 0.54 0.55 0.56 0.57
σ 0.5 0.363 0.306 0.279 0.251 0.221 0.198 0.173 0.162 0.141 0.135 0.131 0.121
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.5 0.53 0.55 0.57 0.57
12 x¯ 0.49 0.49 0.49 0.49 0.49 0.49 0.5 0.49 0.5 0.51 0.51 0.52 0.52
σ 0.5 0.355 0.294 0.256 0.231 0.196 0.167 0.141 0.125 0.109 0.101 0.086 0.082
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.53 0.53
13 x¯ 0.5 0.5 0.51 0.51 0.52 0.53 0.55 0.57 0.6 0.62 0.65 0.69 0.72
σ 0.5 0.357 0.291 0.257 0.233 0.197 0.173 0.148 0.134 0.123 0.114 0.104 0.095
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.65 0.7 0.74
14 x¯ 0.5 0.5 0.5 0.5 0.5 0.49 0.51 0.51 0.52 0.53 0.55 0.57 0.59
σ 0.5 0.354 0.291 0.256 0.231 0.197 0.168 0.144 0.127 0.112 0.098 0.103 0.104
m 1 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.53 0.55 0.58 0.6
15 x¯ 0.48 0.5 0.52 0.53 0.54 0.56 0.58 0.61 0.62 0.66 0.68 0.71 0.73
σ 0.5 0.355 0.298 0.258 0.231 0.202 0.174 0.148 0.135 0.121 0.109 0.109 0.112
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.7 0.73 0.75
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Table D.23: Local update for 40-dimensional tablet function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.49 0.5 0.5 0.49 0.5 0.5 0.5 0.5 0.49 0.49 0.49 0.5 0.5
σ 0.5 0.359 0.292 0.25 0.223 0.193 0.161 0.134 0.118 0.095 0.085 0.07 0.063
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
2 x¯ 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.49 0.49 0.5 0.5 0.5 0.5
σ 0.5 0.355 0.297 0.251 0.224 0.192 0.164 0.135 0.117 0.101 0.084 0.075 0.07
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.47 0.5 0.5 0.5 0.5 0.5
3 x¯ 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.54 0.55 0.57 0.59 0.61 0.64
σ 0.5 0.354 0.29 0.254 0.228 0.192 0.162 0.134 0.12 0.101 0.093 0.082 0.077
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.6 0.62 0.65
4 x¯ 0.51 0.5 0.5 0.5 0.5 0.49 0.49 0.5 0.5 0.5 0.49 0.5 0.5
σ 0.5 0.352 0.288 0.252 0.228 0.192 0.16 0.133 0.119 0.098 0.089 0.074 0.072
m 1 0.5 0.33 0.5 0.4 0.43 0.5 0.5 0.5 0.5 0.5 0.5 0.5
5 x¯ 0.5 0.49 0.5 0.5 0.5 0.51 0.51 0.52 0.52 0.54 0.55 0.58 0.59
σ 0.5 0.355 0.294 0.257 0.224 0.197 0.166 0.138 0.123 0.107 0.098 0.083 0.074
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.53 0.55 0.58 0.6
6 x¯ 0.49 0.51 0.49 0.49 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.53 0.53
σ 0.5 0.354 0.292 0.254 0.227 0.191 0.163 0.134 0.118 0.097 0.088 0.077 0.077
m 0 0.5 0.67 0.5 0.6 0.43 0.5 0.53 0.5 0.5 0.53 0.53 0.54
7 x¯ 0.49 0.51 0.52 0.52 0.53 0.55 0.57 0.58 0.6 0.63 0.64 0.67 0.69
σ 0.5 0.353 0.291 0.256 0.229 0.191 0.161 0.137 0.115 0.101 0.095 0.086 0.072
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.65 0.68 0.7
8 x¯ 0.5 0.49 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51
σ 0.5 0.352 0.29 0.253 0.225 0.195 0.16 0.136 0.118 0.101 0.098 0.08 0.075
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.52 0.53
9 x¯ 0.5 0.5 0.52 0.52 0.52 0.53 0.54 0.56 0.57 0.58 0.59 0.61 0.63
σ 0.5 0.36 0.296 0.256 0.237 0.203 0.169 0.144 0.13 0.106 0.096 0.094 0.078
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.6 0.62 0.64
10 x¯ 0.49 0.49 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.51
σ 0.5 0.353 0.289 0.252 0.232 0.193 0.165 0.138 0.12 0.098 0.093 0.077 0.068
m 0 0.5 0.33 0.5 0.6 0.43 0.5 0.53 0.5 0.5 0.5 0.5 0.51
11 x¯ 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.51 0.52 0.52 0.53
σ 0.5 0.364 0.303 0.264 0.248 0.215 0.186 0.158 0.142 0.127 0.123 0.108 0.098
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.53 0.53 0.54
12 x¯ 0.49 0.51 0.49 0.5 0.5 0.49 0.49 0.5 0.49 0.5 0.5 0.5 0.5
σ 0.5 0.351 0.287 0.255 0.225 0.194 0.161 0.136 0.115 0.1 0.086 0.074 0.067
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.5 0.5 0.5 0.51
13 x¯ 0.51 0.49 0.5 0.5 0.51 0.51 0.53 0.53 0.55 0.56 0.59 0.62 0.64
σ 0.5 0.355 0.29 0.252 0.226 0.199 0.165 0.14 0.126 0.111 0.104 0.088 0.091
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.6 0.62 0.65
14 x¯ 0.49 0.49 0.5 0.49 0.5 0.5 0.5 0.5 0.51 0.51 0.51 0.53 0.53
σ 0.5 0.353 0.298 0.249 0.229 0.191 0.161 0.134 0.119 0.098 0.086 0.077 0.071
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.53 0.53 0.54
15 x¯ 0.5 0.51 0.52 0.53 0.54 0.55 0.56 0.58 0.6 0.62 0.63 0.67 0.69
σ 0.5 0.351 0.292 0.256 0.224 0.195 0.164 0.137 0.123 0.101 0.099 0.086 0.081
m 1 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.65 0.67 0.7
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Table D.24: Local update for 80-dimensional tablet function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.5 0.5 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.36 0.289 0.252 0.223 0.19 0.16 0.131 0.113 0.092 0.084 0.071 0.06
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
2 x¯ 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.355 0.289 0.245 0.221 0.191 0.163 0.133 0.116 0.092 0.083 0.069 0.062
m 1 0.5 0.67 0.5 0.4 0.57 0.5 0.47 0.5 0.5 0.5 0.5 0.5
3 x¯ 0.5 0.5 0.5 0.5 0.51 0.5 0.51 0.52 0.53 0.54 0.55 0.58 0.59
σ 0.5 0.354 0.294 0.254 0.224 0.191 0.161 0.132 0.115 0.095 0.085 0.066 0.069
m 1 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.53 0.55 0.58 0.6
4 x¯ 0.5 0.5 0.5 0.5 0.5 0.49 0.5 0.5 0.49 0.5 0.5 0.5 0.5
σ 0.5 0.355 0.29 0.251 0.224 0.192 0.158 0.132 0.113 0.093 0.08 0.07 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
5 x¯ 0.51 0.49 0.5 0.5 0.5 0.51 0.5 0.51 0.51 0.52 0.52 0.54 0.55
σ 0.5 0.36 0.29 0.251 0.225 0.195 0.162 0.134 0.12 0.097 0.09 0.073 0.065
m 1 0.5 0.67 0.5 0.4 0.57 0.5 0.53 0.5 0.53 0.53 0.53 0.55
6 x¯ 0.48 0.5 0.5 0.51 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51
σ 0.5 0.354 0.287 0.25 0.224 0.191 0.16 0.131 0.113 0.094 0.084 0.069 0.064
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.5 0.52 0.51
7 x¯ 0.51 0.52 0.52 0.52 0.52 0.54 0.55 0.56 0.57 0.59 0.6 0.63 0.65
σ 0.5 0.352 0.288 0.252 0.225 0.191 0.161 0.129 0.116 0.095 0.086 0.068 0.069
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.6 0.63 0.65
8 x¯ 0.49 0.5 0.5 0.5 0.49 0.5 0.49 0.5 0.49 0.5 0.5 0.5 0.51
σ 0.5 0.355 0.286 0.249 0.228 0.193 0.163 0.131 0.114 0.093 0.084 0.069 0.063
m 0 0.5 0.67 0.5 0.4 0.57 0.5 0.47 0.5 0.5 0.5 0.5 0.51
9 x¯ 0.5 0.51 0.52 0.51 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.59 0.6
σ 0.5 0.356 0.295 0.257 0.235 0.2 0.169 0.138 0.121 0.1 0.091 0.081 0.069
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.57 0.6 0.6
10 x¯ 0.5 0.49 0.49 0.49 0.5 0.5 0.5 0.49 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.352 0.289 0.252 0.225 0.188 0.158 0.133 0.116 0.095 0.084 0.069 0.059
m 1 0.5 0.33 0.5 0.4 0.57 0.5 0.47 0.5 0.5 0.5 0.5 0.5
11 x¯ 0.49 0.49 0.5 0.5 0.5 0.5 0.51 0.5 0.51 0.51 0.51 0.51 0.52
σ 0.5 0.356 0.299 0.265 0.239 0.204 0.176 0.148 0.13 0.115 0.102 0.09 0.087
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.5 0.5 0.52 0.51
12 x¯ 0.49 0.51 0.5 0.5 0.5 0.49 0.5 0.5 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.353 0.29 0.254 0.224 0.191 0.162 0.131 0.113 0.093 0.084 0.072 0.06
m 0 0.5 0.67 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
13 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.51 0.51 0.52 0.53 0.54 0.56 0.57
σ 0.5 0.354 0.285 0.252 0.221 0.192 0.159 0.135 0.115 0.1 0.089 0.08 0.075
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.53 0.55 0.57 0.57
14 x¯ 0.5 0.5 0.5 0.5 0.5 0.5 0.49 0.5 0.5 0.5 0.5 0.51 0.51
σ 0.5 0.355 0.289 0.25 0.227 0.189 0.16 0.134 0.114 0.094 0.086 0.073 0.06
m 1 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.5 0.5 0.5 0.5 0.51
15 x¯ 0.49 0.5 0.52 0.52 0.53 0.54 0.55 0.56 0.57 0.59 0.61 0.63 0.65
σ 0.5 0.355 0.291 0.25 0.223 0.191 0.162 0.132 0.117 0.095 0.084 0.076 0.068
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.6 0.63 0.65
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D.5 Ellipsoid Function
Table D.25: Local update for 2-dimensional ellipsoid function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.4 0.4 0.39 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.41 0.4
σ 0.49 0.358 0.305 0.274 0.251 0.227 0.206 0.186 0.171 0.161 0.16 0.155 0.144
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.45 0.45 0.45
2 x¯ 0.39 0.42 0.43 0.45 0.46 0.49 0.51 0.54 0.56 0.6 0.61 0.63 0.66
σ 0.489 0.366 0.314 0.287 0.276 0.262 0.255 0.261 0.266 0.273 0.288 0.295 0.292
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.75 0.78 0.81
3 x¯ 0.41 0.43 0.45 0.47 0.49 0.53 0.55 0.58 0.59 0.63 0.64 0.68 0.66
σ 0.491 0.37 0.324 0.299 0.292 0.279 0.271 0.275 0.276 0.286 0.291 0.295 0.309
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.78 0.83 0.82
4 x¯ 0.39 0.41 0.42 0.42 0.44 0.45 0.47 0.51 0.54 0.57 0.6 0.61 0.64
σ 0.488 0.367 0.318 0.295 0.277 0.261 0.25 0.247 0.252 0.257 0.26 0.277 0.28
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.7 0.73 0.76
5 x¯ 0.4 0.43 0.43 0.44 0.46 0.48 0.51 0.54 0.56 0.59 0.62 0.65 0.65
σ 0.49 0.375 0.328 0.304 0.291 0.273 0.268 0.262 0.268 0.27 0.273 0.27 0.281
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.65 0.67 0.72 0.75 0.78
6 x¯ 0.38 0.43 0.45 0.48 0.49 0.52 0.56 0.59 0.6 0.63 0.65 0.66 0.69
σ 0.485 0.366 0.317 0.298 0.286 0.272 0.268 0.267 0.275 0.285 0.288 0.295 0.297
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.82 0.85
7 x¯ 0.4 0.45 0.48 0.5 0.53 0.56 0.59 0.62 0.65 0.66 0.67 0.68 0.72
σ 0.49 0.375 0.327 0.311 0.295 0.284 0.282 0.284 0.277 0.292 0.295 0.307 0.289
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.83 0.88
8 x¯ 0.41 0.42 0.43 0.44 0.45 0.47 0.51 0.54 0.57 0.59 0.61 0.64 0.65
σ 0.491 0.376 0.331 0.309 0.289 0.272 0.265 0.264 0.266 0.273 0.275 0.283 0.286
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.65 0.7 0.72 0.76 0.78
9 x¯ 0.4 0.43 0.45 0.47 0.49 0.52 0.55 0.58 0.6 0.62 0.64 0.67 0.67
σ 0.491 0.384 0.336 0.317 0.304 0.288 0.278 0.27 0.267 0.281 0.277 0.276 0.285
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.65 0.7 0.75 0.78 0.79
10 x¯ 0.4 0.41 0.44 0.46 0.48 0.5 0.53 0.57 0.57 0.62 0.63 0.65 0.67
σ 0.491 0.386 0.342 0.323 0.309 0.291 0.283 0.277 0.28 0.271 0.28 0.286 0.285
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.72 0.77 0.78
11 x¯ 0.39 0.43 0.45 0.47 0.48 0.51 0.54 0.57 0.58 0.6 0.64 0.65 0.67
σ 0.488 0.395 0.351 0.334 0.321 0.304 0.293 0.285 0.283 0.281 0.278 0.287 0.279
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.67 0.72 0.75 0.79
12 x¯ 0.4 0.43 0.45 0.47 0.49 0.52 0.55 0.59 0.61 0.64 0.66 0.68 0.69
σ 0.49 0.369 0.32 0.301 0.287 0.276 0.269 0.272 0.276 0.283 0.288 0.295 0.302
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
13 x¯ 0.4 0.45 0.48 0.51 0.53 0.56 0.6 0.62 0.66 0.67 0.68 0.7 0.69
σ 0.49 0.37 0.33 0.309 0.295 0.287 0.282 0.284 0.284 0.287 0.295 0.301 0.315
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.8 0.8 0.82 0.85 0.86
14 x¯ 0.4 0.43 0.45 0.48 0.48 0.53 0.55 0.6 0.62 0.64 0.67 0.68 0.7
σ 0.49 0.38 0.338 0.319 0.305 0.287 0.287 0.282 0.282 0.288 0.289 0.3 0.297
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.67 0.7 0.77 0.8 0.82 0.86
15 x¯ 0.4 0.44 0.47 0.49 0.52 0.55 0.58 0.61 0.63 0.66 0.66 0.68 0.71
σ 0.49 0.388 0.346 0.321 0.308 0.297 0.29 0.285 0.288 0.288 0.3 0.292 0.294
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.73 0.75 0.8 0.8 0.83 0.86
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Table D.26: Local update for 5-dimensional ellipsoid function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.46 0.45 0.46 0.45 0.46 0.46 0.46 0.46 0.46 0.46 0.45 0.46 0.46
σ 0.498 0.359 0.298 0.265 0.239 0.211 0.185 0.161 0.149 0.134 0.128 0.116 0.112
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.48 0.49
2 x¯ 0.44 0.46 0.46 0.46 0.47 0.48 0.49 0.51 0.52 0.56 0.59 0.62 0.66
σ 0.497 0.361 0.297 0.267 0.242 0.214 0.19 0.175 0.167 0.162 0.161 0.172 0.181
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.67 0.71
3 x¯ 0.45 0.48 0.49 0.51 0.52 0.54 0.58 0.62 0.64 0.68 0.7 0.73 0.75
σ 0.498 0.363 0.302 0.269 0.251 0.225 0.208 0.195 0.189 0.189 0.193 0.194 0.201
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.78 0.8 0.82
4 x¯ 0.43 0.46 0.45 0.46 0.47 0.47 0.48 0.49 0.5 0.52 0.54 0.58 0.62
σ 0.495 0.359 0.3 0.265 0.244 0.216 0.195 0.172 0.163 0.155 0.16 0.164 0.165
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.57 0.62 0.66
5 x¯ 0.46 0.46 0.48 0.48 0.49 0.51 0.53 0.56 0.59 0.62 0.65 0.68 0.7
σ 0.498 0.365 0.312 0.279 0.261 0.238 0.213 0.199 0.194 0.185 0.171 0.187 0.179
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.65 0.67 0.7 0.73 0.75
6 x¯ 0.45 0.46 0.48 0.48 0.5 0.51 0.53 0.56 0.6 0.64 0.66 0.7 0.73
σ 0.498 0.36 0.303 0.268 0.247 0.223 0.204 0.186 0.176 0.174 0.183 0.189 0.19
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.72 0.77 0.8
7 x¯ 0.46 0.49 0.52 0.54 0.56 0.59 0.62 0.65 0.68 0.7 0.73 0.76 0.78
σ 0.499 0.363 0.305 0.268 0.25 0.227 0.212 0.201 0.19 0.2 0.192 0.196 0.186
m 0 0.5 0.67 0.5 0.6 0.57 0.7 0.67 0.75 0.77 0.8 0.82 0.85
8 x¯ 0.45 0.46 0.46 0.47 0.48 0.49 0.5 0.53 0.54 0.58 0.61 0.65 0.69
σ 0.498 0.362 0.305 0.275 0.253 0.225 0.203 0.186 0.176 0.178 0.175 0.176 0.168
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.63 0.65 0.7 0.74
9 x¯ 0.45 0.48 0.49 0.51 0.51 0.54 0.56 0.6 0.62 0.65 0.67 0.7 0.71
σ 0.498 0.373 0.319 0.291 0.27 0.242 0.224 0.208 0.195 0.183 0.183 0.181 0.186
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.65 0.7 0.72 0.75 0.76
10 x¯ 0.45 0.47 0.46 0.47 0.49 0.49 0.51 0.54 0.56 0.59 0.61 0.65 0.67
σ 0.497 0.362 0.312 0.281 0.262 0.235 0.22 0.205 0.196 0.195 0.194 0.182 0.187
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.6 0.63 0.65 0.7 0.72
11 x¯ 0.45 0.47 0.48 0.49 0.5 0.52 0.54 0.56 0.58 0.6 0.63 0.65 0.67
σ 0.498 0.378 0.334 0.306 0.287 0.262 0.243 0.226 0.219 0.202 0.193 0.193 0.188
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.65 0.68 0.72
12 x¯ 0.46 0.46 0.47 0.48 0.49 0.5 0.51 0.54 0.57 0.6 0.63 0.69 0.71
σ 0.498 0.357 0.304 0.267 0.25 0.221 0.199 0.184 0.178 0.174 0.18 0.17 0.189
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.6 0.63 0.68 0.73 0.78
13 x¯ 0.45 0.48 0.51 0.53 0.54 0.58 0.61 0.65 0.68 0.72 0.74 0.76 0.78
σ 0.498 0.363 0.306 0.27 0.259 0.228 0.213 0.205 0.197 0.2 0.198 0.202 0.202
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.75 0.77 0.8 0.83 0.86
14 x¯ 0.44 0.46 0.48 0.48 0.49 0.52 0.54 0.58 0.61 0.65 0.68 0.71 0.74
σ 0.496 0.365 0.305 0.277 0.255 0.23 0.215 0.2 0.195 0.189 0.188 0.192 0.193
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.72 0.78 0.81
15 x¯ 0.46 0.49 0.51 0.53 0.55 0.58 0.62 0.65 0.67 0.7 0.72 0.75 0.76
σ 0.498 0.371 0.318 0.286 0.264 0.244 0.218 0.205 0.208 0.203 0.197 0.2 0.212
m 0 0.5 0.67 0.5 0.6 0.57 0.7 0.67 0.7 0.77 0.8 0.82 0.84
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Table D.27: Local update for 10-dimensional ellipsoid function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.47 0.46 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47
σ 0.499 0.356 0.29 0.256 0.227 0.192 0.167 0.137 0.121 0.103 0.095 0.083 0.074
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.47 0.47 0.47 0.47
2 x¯ 0.47 0.47 0.47 0.47 0.47 0.47 0.48 0.49 0.49 0.5 0.51 0.54 0.55
σ 0.499 0.356 0.289 0.254 0.225 0.196 0.165 0.139 0.125 0.105 0.098 0.089 0.084
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.55 0.56
3 x¯ 0.48 0.48 0.49 0.5 0.51 0.53 0.55 0.58 0.61 0.64 0.67 0.71 0.74
σ 0.5 0.355 0.293 0.254 0.229 0.197 0.17 0.143 0.13 0.112 0.103 0.097 0.086
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.6 0.67 0.68 0.73 0.76
4 x¯ 0.47 0.47 0.47 0.47 0.47 0.47 0.48 0.47 0.48 0.49 0.49 0.5 0.51
σ 0.499 0.358 0.288 0.255 0.229 0.195 0.163 0.141 0.125 0.107 0.096 0.094 0.086
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.52 0.53
5 x¯ 0.47 0.47 0.48 0.48 0.49 0.5 0.52 0.54 0.56 0.59 0.62 0.66 0.68
σ 0.499 0.36 0.296 0.259 0.237 0.207 0.18 0.157 0.141 0.126 0.112 0.102 0.098
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.6 0.63 0.67 0.69
6 x¯ 0.46 0.48 0.48 0.48 0.48 0.48 0.5 0.52 0.54 0.57 0.59 0.63 0.67
σ 0.499 0.355 0.29 0.258 0.226 0.197 0.167 0.142 0.128 0.106 0.103 0.094 0.084
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.65 0.69
7 x¯ 0.48 0.5 0.52 0.53 0.55 0.57 0.6 0.63 0.66 0.69 0.72 0.74 0.77
σ 0.5 0.355 0.294 0.256 0.23 0.195 0.169 0.141 0.126 0.107 0.104 0.098 0.088
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.65 0.7 0.72 0.77 0.79
8 x¯ 0.47 0.47 0.48 0.47 0.47 0.48 0.48 0.5 0.5 0.52 0.54 0.59 0.61
σ 0.499 0.358 0.294 0.255 0.233 0.198 0.171 0.145 0.134 0.117 0.108 0.094 0.091
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.55 0.6 0.63
9 x¯ 0.47 0.48 0.49 0.51 0.52 0.53 0.56 0.59 0.6 0.63 0.65 0.67 0.7
σ 0.499 0.365 0.307 0.272 0.246 0.216 0.185 0.161 0.143 0.125 0.113 0.103 0.097
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.6 0.63 0.65 0.68 0.71
10 x¯ 0.47 0.47 0.46 0.48 0.47 0.48 0.48 0.49 0.49 0.51 0.52 0.54 0.57
σ 0.499 0.353 0.294 0.261 0.236 0.202 0.176 0.155 0.142 0.129 0.123 0.116 0.109
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.53 0.55 0.57
11 x¯ 0.46 0.48 0.47 0.48 0.48 0.49 0.5 0.51 0.52 0.54 0.55 0.56 0.58
σ 0.498 0.377 0.318 0.286 0.263 0.238 0.208 0.191 0.175 0.154 0.148 0.138 0.131
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.53 0.55 0.57 0.59
12 x¯ 0.47 0.46 0.47 0.47 0.47 0.47 0.48 0.49 0.5 0.51 0.52 0.54 0.56
σ 0.499 0.359 0.291 0.248 0.225 0.196 0.166 0.138 0.118 0.104 0.096 0.084 0.081
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.55 0.57
13 x¯ 0.46 0.48 0.49 0.51 0.51 0.53 0.56 0.59 0.62 0.67 0.69 0.74 0.76
σ 0.499 0.351 0.293 0.259 0.231 0.198 0.171 0.148 0.139 0.116 0.107 0.092 0.094
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.6 0.65 0.67 0.7 0.75 0.78
14 x¯ 0.46 0.47 0.47 0.48 0.48 0.49 0.51 0.52 0.54 0.57 0.6 0.65 0.68
σ 0.499 0.356 0.292 0.255 0.235 0.199 0.169 0.145 0.134 0.117 0.111 0.1 0.093
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.63 0.67 0.7
15 x¯ 0.47 0.49 0.51 0.54 0.55 0.57 0.6 0.63 0.65 0.68 0.71 0.75 0.77
σ 0.499 0.362 0.302 0.263 0.237 0.205 0.171 0.146 0.132 0.12 0.108 0.097 0.089
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.67 0.65 0.7 0.72 0.77 0.79
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Table D.28: Local update for 20-dimensional ellipsoid function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.48 0.47 0.47 0.47 0.47 0.48 0.48 0.47 0.48 0.47 0.47 0.48 0.47
σ 0.5 0.353 0.287 0.251 0.224 0.188 0.159 0.128 0.116 0.094 0.082 0.065 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.47 0.47 0.48 0.47
2 x¯ 0.48 0.48 0.48 0.48 0.48 0.47 0.48 0.48 0.48 0.48 0.49 0.49 0.5
σ 0.5 0.352 0.284 0.25 0.224 0.194 0.158 0.13 0.116 0.092 0.081 0.068 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
3 x¯ 0.49 0.48 0.49 0.49 0.5 0.51 0.52 0.55 0.56 0.6 0.62 0.66 0.69
σ 0.5 0.35 0.284 0.251 0.223 0.191 0.161 0.13 0.114 0.093 0.081 0.067 0.058
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.63 0.67 0.69
4 x¯ 0.48 0.48 0.47 0.47 0.48 0.47 0.47 0.48 0.48 0.48 0.48 0.49 0.49
σ 0.5 0.35 0.286 0.248 0.228 0.192 0.159 0.13 0.115 0.094 0.084 0.069 0.06
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.48 0.47 0.48 0.49
5 x¯ 0.47 0.47 0.48 0.48 0.49 0.49 0.5 0.52 0.53 0.55 0.58 0.61 0.63
σ 0.499 0.355 0.294 0.253 0.234 0.198 0.168 0.141 0.126 0.105 0.092 0.077 0.068
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.57 0.62 0.64
6 x¯ 0.48 0.49 0.48 0.48 0.48 0.48 0.49 0.5 0.51 0.51 0.53 0.55 0.57
σ 0.499 0.35 0.285 0.254 0.225 0.191 0.159 0.129 0.119 0.093 0.084 0.067 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.55 0.57
7 x¯ 0.48 0.5 0.51 0.52 0.54 0.56 0.57 0.6 0.62 0.65 0.68 0.7 0.73
σ 0.5 0.352 0.287 0.254 0.225 0.187 0.162 0.127 0.112 0.09 0.075 0.062 0.053
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.67 0.68 0.7 0.72
8 x¯ 0.47 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.49 0.49 0.51 0.52 0.53
σ 0.499 0.356 0.292 0.251 0.225 0.19 0.16 0.133 0.115 0.099 0.086 0.074 0.065
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.53 0.54
9 x¯ 0.48 0.48 0.49 0.5 0.5 0.53 0.54 0.56 0.57 0.59 0.61 0.64 0.66
σ 0.5 0.365 0.302 0.264 0.24 0.205 0.172 0.145 0.13 0.106 0.091 0.073 0.07
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.63 0.65 0.66
10 x¯ 0.47 0.47 0.48 0.48 0.47 0.48 0.48 0.48 0.48 0.48 0.48 0.49 0.49
σ 0.499 0.353 0.292 0.25 0.232 0.191 0.165 0.135 0.12 0.105 0.091 0.08 0.076
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.47 0.47 0.48 0.49
11 x¯ 0.47 0.48 0.48 0.48 0.48 0.48 0.49 0.49 0.5 0.5 0.5 0.5 0.51
σ 0.499 0.366 0.307 0.277 0.253 0.22 0.19 0.17 0.151 0.137 0.125 0.112 0.104
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.51
12 x¯ 0.47 0.47 0.48 0.47 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48
σ 0.499 0.35 0.289 0.247 0.222 0.189 0.158 0.133 0.116 0.093 0.079 0.07 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.47 0.47 0.48 0.49
13 x¯ 0.48 0.48 0.48 0.49 0.48 0.49 0.51 0.52 0.54 0.57 0.59 0.63 0.66
σ 0.5 0.351 0.294 0.254 0.222 0.192 0.16 0.131 0.115 0.096 0.085 0.072 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.63 0.66
14 x¯ 0.48 0.48 0.47 0.48 0.49 0.49 0.49 0.49 0.5 0.52 0.53 0.56 0.58
σ 0.5 0.353 0.289 0.248 0.222 0.189 0.16 0.132 0.116 0.094 0.083 0.071 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.53 0.57 0.57
15 x¯ 0.47 0.49 0.51 0.52 0.53 0.55 0.57 0.6 0.62 0.65 0.67 0.7 0.73
σ 0.499 0.355 0.29 0.255 0.227 0.192 0.158 0.129 0.11 0.09 0.079 0.063 0.057
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.67 0.68 0.72 0.74
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Table D.29: Local update for 40-dimensional ellipsoid function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.49 0.48 0.47 0.48 0.48 0.48 0.49 0.48 0.48 0.48 0.48 0.48 0.48
σ 0.5 0.355 0.29 0.25 0.226 0.187 0.158 0.129 0.11 0.094 0.08 0.065 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.47 0.47 0.48 0.47
2 x¯ 0.48 0.48 0.48 0.48 0.49 0.48 0.48 0.48 0.48 0.48 0.49 0.48 0.49
σ 0.5 0.354 0.29 0.252 0.224 0.189 0.16 0.129 0.112 0.091 0.081 0.061 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.47 0.48 0.49
3 x¯ 0.48 0.48 0.49 0.5 0.49 0.5 0.51 0.52 0.53 0.55 0.58 0.6 0.63
σ 0.5 0.354 0.29 0.249 0.224 0.189 0.157 0.129 0.112 0.093 0.079 0.065 0.055
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.57 0.6 0.63
4 x¯ 0.47 0.47 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48
σ 0.499 0.353 0.288 0.252 0.223 0.186 0.159 0.128 0.111 0.091 0.082 0.064 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.47 0.5 0.48 0.49
5 x¯ 0.5 0.48 0.49 0.48 0.48 0.49 0.5 0.5 0.51 0.52 0.54 0.57 0.58
σ 0.5 0.356 0.289 0.255 0.225 0.195 0.162 0.135 0.118 0.099 0.09 0.073 0.066
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.53 0.57 0.59
6 x¯ 0.48 0.49 0.48 0.49 0.48 0.48 0.49 0.49 0.5 0.5 0.5 0.51 0.52
σ 0.499 0.353 0.289 0.252 0.222 0.188 0.161 0.132 0.111 0.091 0.08 0.065 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.52 0.51
7 x¯ 0.48 0.5 0.5 0.52 0.52 0.54 0.55 0.57 0.59 0.61 0.63 0.66 0.68
σ 0.5 0.357 0.286 0.251 0.223 0.188 0.16 0.127 0.109 0.089 0.077 0.062 0.05
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.6 0.63 0.67 0.69
8 x¯ 0.47 0.48 0.48 0.49 0.48 0.48 0.48 0.49 0.48 0.49 0.49 0.5 0.5
σ 0.499 0.352 0.289 0.252 0.225 0.187 0.159 0.13 0.115 0.094 0.083 0.067 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
9 x¯ 0.49 0.49 0.49 0.5 0.51 0.51 0.53 0.54 0.56 0.57 0.59 0.6 0.62
σ 0.5 0.36 0.294 0.261 0.235 0.2 0.167 0.141 0.124 0.098 0.088 0.071 0.065
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.6 0.6 0.63
10 x¯ 0.47 0.49 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48
σ 0.499 0.354 0.289 0.248 0.223 0.191 0.16 0.131 0.114 0.096 0.08 0.07 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.47 0.47 0.48 0.47
11 x¯ 0.48 0.49 0.47 0.48 0.49 0.48 0.48 0.48 0.48 0.48 0.49 0.48 0.49
σ 0.5 0.364 0.3 0.267 0.243 0.211 0.181 0.157 0.14 0.123 0.109 0.094 0.091
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.47 0.47 0.48 0.49
12 x¯ 0.48 0.48 0.48 0.49 0.49 0.48 0.49 0.48 0.48 0.48 0.48 0.48 0.48
σ 0.5 0.352 0.29 0.244 0.224 0.188 0.16 0.13 0.112 0.093 0.078 0.067 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.47 0.48 0.47
13 x¯ 0.48 0.48 0.48 0.49 0.48 0.49 0.49 0.5 0.5 0.51 0.52 0.53 0.55
σ 0.5 0.349 0.292 0.249 0.223 0.188 0.156 0.129 0.109 0.091 0.082 0.065 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.53 0.55
14 x¯ 0.49 0.49 0.48 0.49 0.48 0.48 0.49 0.49 0.49 0.49 0.5 0.51 0.52
σ 0.5 0.353 0.291 0.251 0.227 0.188 0.159 0.128 0.113 0.092 0.078 0.067 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.52 0.53
15 x¯ 0.47 0.5 0.51 0.52 0.52 0.53 0.55 0.57 0.59 0.61 0.63 0.66 0.68
σ 0.499 0.351 0.293 0.251 0.227 0.191 0.159 0.126 0.112 0.09 0.074 0.061 0.051
m 0 0.5 0.67 0.5 0.6 0.57 0.6 0.6 0.6 0.6 0.63 0.67 0.68
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Table D.30: Local update for 80-dimensional ellipsoid function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.49 0.48 0.48 0.48 0.49 0.49 0.49 0.49 0.49 0.48 0.48 0.48 0.49
σ 0.5 0.354 0.29 0.249 0.223 0.192 0.158 0.13 0.111 0.092 0.08 0.064 0.054
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.47 0.48 0.49
2 x¯ 0.5 0.48 0.49 0.48 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
σ 0.5 0.355 0.284 0.253 0.221 0.185 0.157 0.129 0.114 0.092 0.079 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.48 0.49
3 x¯ 0.48 0.49 0.49 0.49 0.49 0.5 0.5 0.51 0.51 0.53 0.54 0.57 0.58
σ 0.5 0.356 0.288 0.247 0.224 0.19 0.16 0.131 0.114 0.093 0.078 0.067 0.054
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.54 0.57 0.57
4 x¯ 0.48 0.48 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49
σ 0.5 0.352 0.289 0.252 0.225 0.191 0.157 0.131 0.111 0.093 0.079 0.066 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.48 0.49
5 x¯ 0.48 0.49 0.49 0.49 0.49 0.49 0.5 0.5 0.5 0.51 0.51 0.53 0.54
σ 0.5 0.35 0.288 0.252 0.228 0.19 0.158 0.133 0.114 0.094 0.083 0.069 0.06
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.53 0.54
6 x¯ 0.5 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.5 0.5
σ 0.5 0.355 0.287 0.248 0.226 0.189 0.156 0.13 0.111 0.092 0.078 0.066 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
7 x¯ 0.49 0.49 0.51 0.51 0.51 0.53 0.54 0.55 0.56 0.58 0.59 0.62 0.64
σ 0.5 0.352 0.29 0.249 0.225 0.191 0.157 0.127 0.11 0.088 0.076 0.059 0.053
m 0 0.5 0.67 0.5 0.6 0.57 0.5 0.53 0.55 0.6 0.6 0.62 0.64
8 x¯ 0.49 0.48 0.48 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.5 0.49
σ 0.5 0.354 0.291 0.25 0.222 0.189 0.159 0.13 0.113 0.093 0.081 0.066 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
9 x¯ 0.49 0.49 0.5 0.5 0.51 0.51 0.52 0.53 0.54 0.55 0.56 0.58 0.59
σ 0.5 0.36 0.292 0.257 0.233 0.195 0.163 0.136 0.117 0.098 0.086 0.07 0.062
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.57 0.58 0.59
10 x¯ 0.48 0.48 0.48 0.49 0.49 0.49 0.49 0.48 0.48 0.49 0.49 0.49 0.49
σ 0.5 0.354 0.289 0.248 0.224 0.19 0.158 0.129 0.114 0.092 0.079 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.47 0.48 0.49
11 x¯ 0.48 0.49 0.48 0.48 0.49 0.49 0.49 0.49 0.48 0.49 0.49 0.48 0.49
σ 0.5 0.365 0.299 0.26 0.239 0.206 0.175 0.147 0.133 0.111 0.098 0.088 0.078
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.48 0.49
12 x¯ 0.49 0.48 0.49 0.48 0.49 0.49 0.48 0.49 0.49 0.48 0.49 0.49 0.49
σ 0.5 0.356 0.289 0.249 0.223 0.188 0.161 0.129 0.111 0.093 0.077 0.067 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.47 0.48 0.49
13 x¯ 0.48 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.5 0.5 0.5
σ 0.5 0.355 0.287 0.252 0.222 0.191 0.158 0.127 0.112 0.092 0.078 0.062 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
14 x¯ 0.49 0.49 0.48 0.48 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.5 0.5
σ 0.5 0.355 0.289 0.25 0.222 0.189 0.158 0.13 0.111 0.088 0.08 0.066 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.5
15 x¯ 0.5 0.5 0.49 0.52 0.51 0.52 0.54 0.55 0.56 0.58 0.6 0.62 0.64
σ 0.5 0.356 0.295 0.25 0.226 0.191 0.159 0.128 0.109 0.09 0.077 0.065 0.052
m 0 0.5 0.33 0.5 0.6 0.57 0.5 0.53 0.55 0.57 0.6 0.62 0.64
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D.6 Parabolic Ridge Function
Table D.31: Local update for 2-dimensional parabolic ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.41 0.4 0.4 0.4 0.4 0.39 0.4 0.4 0.4 0.41 0.4 0.4 0.4
σ 0.491 0.362 0.303 0.273 0.253 0.227 0.201 0.182 0.173 0.162 0.156 0.155 0.149
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.45 0.45
2 x¯ 0.39 0.42 0.44 0.45 0.46 0.48 0.51 0.55 0.57 0.6 0.62 0.64 0.67
σ 0.487 0.365 0.317 0.291 0.278 0.262 0.258 0.258 0.259 0.275 0.28 0.291 0.292
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.75 0.78 0.82
3 x¯ 0.4 0.43 0.46 0.48 0.5 0.52 0.55 0.58 0.61 0.62 0.65 0.67 0.68
σ 0.49 0.364 0.319 0.299 0.286 0.279 0.274 0.272 0.271 0.284 0.287 0.292 0.298
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.8 0.82 0.84
4 x¯ 0.4 0.41 0.41 0.42 0.44 0.45 0.47 0.51 0.53 0.58 0.59 0.62 0.64
σ 0.49 0.37 0.317 0.293 0.279 0.26 0.249 0.247 0.252 0.252 0.26 0.271 0.278
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.67 0.68 0.73 0.76
5 x¯ 0.39 0.42 0.43 0.44 0.46 0.48 0.51 0.55 0.56 0.6 0.62 0.66 0.65
σ 0.489 0.377 0.33 0.308 0.293 0.276 0.268 0.261 0.263 0.263 0.268 0.261 0.277
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.6 0.67 0.72 0.77 0.78
6 x¯ 0.41 0.43 0.45 0.47 0.5 0.53 0.55 0.59 0.61 0.65 0.66 0.68 0.68
σ 0.493 0.369 0.318 0.297 0.283 0.269 0.267 0.271 0.272 0.278 0.285 0.287 0.298
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
7 x¯ 0.39 0.45 0.48 0.51 0.53 0.56 0.59 0.61 0.63 0.66 0.67 0.7 0.71
σ 0.489 0.369 0.324 0.307 0.294 0.286 0.284 0.282 0.292 0.29 0.289 0.29 0.296
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.87
8 x¯ 0.4 0.41 0.43 0.44 0.45 0.48 0.51 0.54 0.58 0.61 0.64 0.64 0.66
σ 0.491 0.377 0.33 0.302 0.293 0.274 0.266 0.261 0.26 0.267 0.26 0.283 0.28
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.65 0.7 0.72 0.75 0.79
9 x¯ 0.41 0.42 0.45 0.47 0.48 0.51 0.54 0.58 0.59 0.62 0.64 0.66 0.67
σ 0.492 0.379 0.339 0.32 0.305 0.289 0.279 0.267 0.272 0.272 0.273 0.282 0.283
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.67 0.65 0.73 0.75 0.78 0.8
10 x¯ 0.41 0.42 0.44 0.46 0.47 0.5 0.53 0.57 0.59 0.62 0.64 0.67 0.68
σ 0.492 0.384 0.343 0.319 0.309 0.293 0.283 0.274 0.28 0.273 0.274 0.271 0.274
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.72 0.77 0.79
11 x¯ 0.39 0.42 0.45 0.47 0.49 0.51 0.53 0.56 0.59 0.61 0.63 0.65 0.66
σ 0.489 0.393 0.356 0.333 0.322 0.305 0.292 0.284 0.283 0.283 0.282 0.279 0.292
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.67 0.72 0.73 0.78
12 x¯ 0.4 0.42 0.45 0.47 0.5 0.52 0.55 0.59 0.62 0.64 0.66 0.69 0.71
σ 0.489 0.37 0.324 0.302 0.287 0.279 0.268 0.272 0.271 0.28 0.286 0.283 0.285
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
13 x¯ 0.39 0.45 0.48 0.51 0.53 0.56 0.6 0.63 0.65 0.66 0.69 0.69 0.73
σ 0.488 0.374 0.327 0.312 0.299 0.285 0.282 0.279 0.281 0.288 0.291 0.299 0.285
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.88
14 x¯ 0.39 0.43 0.46 0.48 0.49 0.53 0.57 0.59 0.61 0.65 0.66 0.7 0.71
σ 0.488 0.383 0.336 0.321 0.302 0.287 0.28 0.28 0.281 0.28 0.289 0.286 0.279
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
15 x¯ 0.41 0.44 0.47 0.5 0.52 0.56 0.58 0.61 0.63 0.66 0.67 0.69 0.69
σ 0.492 0.388 0.345 0.325 0.31 0.297 0.289 0.289 0.287 0.287 0.29 0.286 0.304
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.75 0.77 0.8 0.82 0.85
237
D Tables
Table D.32: Local update for 5-dimensional parabolic ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.38 0.39 0.39 0.38 0.39 0.39 0.38 0.39 0.39 0.38 0.39 0.38 0.39
σ 0.487 0.347 0.286 0.247 0.221 0.187 0.158 0.131 0.112 0.097 0.084 0.074 0.067
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.38 0.39
2 x¯ 0.38 0.39 0.39 0.39 0.41 0.41 0.42 0.44 0.47 0.49 0.52 0.56 0.59
σ 0.487 0.348 0.286 0.248 0.223 0.196 0.163 0.139 0.125 0.11 0.098 0.088 0.086
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.6
3 x¯ 0.38 0.41 0.42 0.44 0.46 0.48 0.51 0.55 0.58 0.62 0.64 0.67 0.7
σ 0.486 0.353 0.29 0.258 0.231 0.204 0.177 0.15 0.131 0.113 0.103 0.093 0.088
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.65 0.68 0.71
4 x¯ 0.38 0.39 0.39 0.39 0.39 0.4 0.41 0.42 0.43 0.46 0.48 0.52 0.55
σ 0.485 0.354 0.286 0.249 0.228 0.195 0.167 0.14 0.132 0.114 0.105 0.095 0.09
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.53 0.56
5 x¯ 0.38 0.39 0.41 0.41 0.43 0.45 0.47 0.5 0.53 0.57 0.61 0.65 0.66
σ 0.486 0.36 0.299 0.267 0.247 0.219 0.19 0.166 0.15 0.129 0.113 0.096 0.097
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.63 0.65 0.68
6 x¯ 0.37 0.4 0.4 0.41 0.43 0.44 0.47 0.5 0.53 0.57 0.6 0.64 0.67
σ 0.483 0.35 0.289 0.253 0.231 0.197 0.17 0.145 0.131 0.112 0.102 0.088 0.089
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.65 0.68
7 x¯ 0.39 0.42 0.45 0.48 0.49 0.52 0.56 0.6 0.62 0.66 0.68 0.71 0.72
σ 0.489 0.354 0.297 0.263 0.238 0.203 0.172 0.144 0.13 0.11 0.102 0.087 0.082
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.6 0.67 0.7 0.72 0.72
8 x¯ 0.39 0.4 0.4 0.4 0.4 0.42 0.43 0.46 0.48 0.52 0.55 0.6 0.63
σ 0.489 0.353 0.29 0.256 0.238 0.204 0.179 0.157 0.143 0.125 0.114 0.097 0.091
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.62 0.64
9 x¯ 0.39 0.4 0.42 0.45 0.46 0.48 0.51 0.55 0.57 0.61 0.63 0.66 0.68
σ 0.487 0.367 0.311 0.278 0.262 0.225 0.196 0.166 0.147 0.124 0.111 0.096 0.09
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.6 0.65 0.67 0.69
10 x¯ 0.38 0.39 0.39 0.4 0.4 0.41 0.42 0.44 0.45 0.48 0.5 0.53 0.56
σ 0.486 0.353 0.294 0.261 0.241 0.218 0.192 0.172 0.166 0.149 0.139 0.126 0.122
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.5 0.53 0.57
11 x¯ 0.39 0.4 0.4 0.41 0.41 0.43 0.44 0.46 0.47 0.5 0.51 0.53 0.55
σ 0.487 0.371 0.323 0.292 0.276 0.254 0.23 0.21 0.193 0.173 0.164 0.156 0.145
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.5 0.53 0.55 0.57
12 x¯ 0.38 0.39 0.4 0.4 0.41 0.41 0.42 0.44 0.46 0.49 0.51 0.56 0.58
σ 0.486 0.347 0.282 0.249 0.222 0.191 0.163 0.136 0.125 0.105 0.093 0.079 0.076
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.59
13 x¯ 0.38 0.41 0.43 0.44 0.45 0.48 0.51 0.56 0.58 0.63 0.65 0.69 0.7
σ 0.486 0.352 0.29 0.256 0.228 0.203 0.175 0.144 0.124 0.107 0.098 0.082 0.083
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.68 0.7 0.71
14 x¯ 0.39 0.39 0.41 0.42 0.43 0.44 0.47 0.51 0.53 0.58 0.61 0.65 0.67
σ 0.487 0.35 0.286 0.264 0.234 0.205 0.18 0.155 0.141 0.117 0.105 0.093 0.09
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.63 0.66 0.69
15 x¯ 0.39 0.42 0.45 0.47 0.49 0.52 0.55 0.6 0.62 0.66 0.68 0.71 0.72
σ 0.487 0.364 0.301 0.274 0.246 0.21 0.182 0.152 0.139 0.111 0.11 0.089 0.085
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.67 0.7 0.72 0.72
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Table D.33: Local update for 10-dimensional parabolic ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.4 0.41 0.41 0.41 0.4 0.41 0.4 0.41 0.4 0.4 0.4 0.41 0.4
σ 0.491 0.35 0.277 0.249 0.221 0.186 0.155 0.128 0.108 0.092 0.081 0.063 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.4 0.4
2 x¯ 0.4 0.42 0.4 0.41 0.4 0.41 0.42 0.42 0.43 0.44 0.45 0.47 0.49
σ 0.489 0.352 0.286 0.246 0.223 0.187 0.159 0.128 0.111 0.096 0.08 0.069 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.47 0.49
3 x¯ 0.4 0.42 0.43 0.44 0.45 0.46 0.49 0.52 0.55 0.58 0.61 0.65 0.68
σ 0.491 0.348 0.289 0.253 0.225 0.192 0.165 0.134 0.118 0.099 0.086 0.07 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.63 0.65 0.69
4 x¯ 0.4 0.41 0.4 0.41 0.41 0.41 0.41 0.41 0.42 0.42 0.42 0.44 0.45
σ 0.489 0.348 0.288 0.245 0.224 0.192 0.16 0.13 0.115 0.093 0.086 0.075 0.064
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.45
5 x¯ 0.4 0.41 0.42 0.42 0.43 0.44 0.46 0.48 0.5 0.53 0.56 0.6 0.63
σ 0.491 0.351 0.292 0.26 0.231 0.2 0.174 0.148 0.133 0.113 0.1 0.08 0.071
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.57 0.6 0.63
6 x¯ 0.4 0.41 0.42 0.41 0.42 0.43 0.44 0.45 0.47 0.5 0.53 0.57 0.6
σ 0.49 0.344 0.289 0.245 0.223 0.19 0.156 0.13 0.117 0.096 0.087 0.069 0.063
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.61
7 x¯ 0.41 0.44 0.46 0.47 0.48 0.51 0.54 0.57 0.6 0.64 0.66 0.69 0.71
σ 0.491 0.354 0.29 0.255 0.227 0.197 0.165 0.133 0.114 0.093 0.078 0.063 0.055
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.6 0.63 0.68 0.68 0.71
8 x¯ 0.41 0.41 0.41 0.42 0.41 0.42 0.42 0.43 0.45 0.47 0.48 0.51 0.55
σ 0.491 0.351 0.289 0.249 0.226 0.196 0.163 0.138 0.124 0.105 0.094 0.083 0.073
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.52 0.55
9 x¯ 0.4 0.42 0.43 0.45 0.45 0.47 0.5 0.52 0.54 0.58 0.6 0.64 0.65
σ 0.49 0.362 0.303 0.271 0.247 0.213 0.184 0.153 0.136 0.112 0.097 0.077 0.069
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.63 0.65
10 x¯ 0.4 0.4 0.41 0.41 0.4 0.41 0.41 0.42 0.42 0.42 0.43 0.43 0.44
σ 0.49 0.349 0.292 0.253 0.227 0.196 0.164 0.141 0.131 0.114 0.109 0.098 0.099
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.45
11 x¯ 0.41 0.4 0.4 0.42 0.41 0.41 0.41 0.42 0.43 0.43 0.44 0.45 0.46
σ 0.491 0.364 0.314 0.283 0.259 0.231 0.208 0.184 0.17 0.157 0.145 0.135 0.124
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.45 0.45
12 x¯ 0.39 0.4 0.41 0.41 0.41 0.42 0.41 0.41 0.41 0.42 0.43 0.44 0.45
σ 0.488 0.349 0.285 0.245 0.221 0.187 0.154 0.129 0.11 0.093 0.08 0.066 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.45
13 x¯ 0.4 0.41 0.41 0.42 0.42 0.43 0.45 0.47 0.49 0.53 0.56 0.6 0.64
σ 0.491 0.347 0.282 0.249 0.219 0.19 0.158 0.132 0.116 0.097 0.085 0.07 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.6 0.64
14 x¯ 0.4 0.42 0.41 0.41 0.42 0.43 0.44 0.45 0.47 0.5 0.53 0.57 0.61
σ 0.491 0.348 0.285 0.25 0.221 0.19 0.161 0.134 0.118 0.1 0.089 0.074 0.065
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.5 0.53 0.57 0.61
15 x¯ 0.42 0.44 0.46 0.46 0.49 0.51 0.54 0.57 0.6 0.63 0.66 0.69 0.71
σ 0.494 0.358 0.294 0.254 0.23 0.199 0.168 0.134 0.116 0.093 0.081 0.065 0.054
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.6 0.63 0.65 0.7 0.71
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Table D.34: Local update for 20-dimensional parabolic ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.44 0.42 0.42 0.42 0.42 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.496 0.348 0.282 0.249 0.221 0.19 0.158 0.128 0.11 0.089 0.078 0.066 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.44
2 x¯ 0.43 0.43 0.43 0.43 0.42 0.43 0.43 0.43 0.43 0.44 0.44 0.45 0.45
σ 0.495 0.351 0.288 0.246 0.223 0.186 0.154 0.129 0.112 0.092 0.08 0.065 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.45 0.45
3 x¯ 0.42 0.44 0.44 0.45 0.45 0.46 0.47 0.5 0.51 0.55 0.57 0.61 0.64
σ 0.493 0.351 0.287 0.254 0.228 0.195 0.161 0.133 0.116 0.096 0.08 0.067 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.57 0.62 0.64
4 x¯ 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.44
σ 0.494 0.351 0.284 0.245 0.22 0.183 0.158 0.131 0.112 0.091 0.08 0.062 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.44
5 x¯ 0.43 0.43 0.43 0.43 0.45 0.45 0.45 0.47 0.49 0.51 0.53 0.56 0.58
σ 0.495 0.355 0.289 0.255 0.228 0.195 0.169 0.14 0.127 0.103 0.094 0.074 0.07
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.55 0.59
6 x¯ 0.42 0.42 0.44 0.43 0.43 0.44 0.44 0.45 0.45 0.47 0.47 0.5 0.52
σ 0.494 0.351 0.288 0.253 0.223 0.187 0.156 0.133 0.111 0.095 0.081 0.068 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
7 x¯ 0.43 0.45 0.46 0.47 0.48 0.5 0.52 0.55 0.57 0.6 0.63 0.66 0.69
σ 0.495 0.349 0.286 0.255 0.224 0.194 0.161 0.132 0.114 0.092 0.079 0.063 0.05
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.6 0.63 0.65 0.69
8 x¯ 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.45 0.45 0.47 0.48
σ 0.495 0.351 0.289 0.245 0.224 0.188 0.159 0.131 0.113 0.094 0.083 0.07 0.063
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.47 0.49
9 x¯ 0.44 0.43 0.45 0.45 0.46 0.47 0.49 0.51 0.53 0.56 0.57 0.6 0.62
σ 0.496 0.355 0.297 0.26 0.237 0.206 0.174 0.146 0.128 0.106 0.092 0.073 0.067
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.57 0.6 0.63
10 x¯ 0.42 0.43 0.43 0.43 0.42 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.494 0.353 0.284 0.251 0.223 0.194 0.16 0.132 0.118 0.098 0.088 0.076 0.072
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.42 0.42
11 x¯ 0.42 0.44 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.44 0.44 0.44
σ 0.494 0.366 0.307 0.275 0.252 0.221 0.192 0.165 0.149 0.135 0.122 0.114 0.108
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.43 0.44
12 x¯ 0.44 0.44 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.496 0.351 0.29 0.247 0.221 0.19 0.158 0.126 0.111 0.09 0.08 0.063 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.42
13 x¯ 0.42 0.43 0.43 0.43 0.44 0.43 0.44 0.45 0.45 0.46 0.48 0.5 0.52
σ 0.494 0.349 0.286 0.243 0.219 0.191 0.158 0.129 0.114 0.091 0.08 0.066 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
14 x¯ 0.42 0.43 0.42 0.43 0.43 0.43 0.44 0.45 0.45 0.47 0.48 0.51 0.52
σ 0.494 0.346 0.285 0.244 0.219 0.191 0.158 0.131 0.112 0.092 0.081 0.067 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
15 x¯ 0.42 0.46 0.47 0.46 0.49 0.5 0.52 0.55 0.57 0.6 0.63 0.66 0.68
σ 0.494 0.353 0.29 0.255 0.227 0.193 0.16 0.131 0.113 0.093 0.08 0.064 0.054
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.6 0.63 0.67 0.69
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Table D.35: Local update for 40-dimensional parabolic ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.44 0.45 0.45 0.45
σ 0.497 0.351 0.291 0.249 0.22 0.184 0.161 0.129 0.112 0.09 0.08 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
2 x¯ 0.43 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.495 0.352 0.287 0.254 0.223 0.186 0.156 0.126 0.112 0.089 0.079 0.065 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.45 0.45 0.45
3 x¯ 0.46 0.45 0.45 0.45 0.46 0.46 0.48 0.49 0.5 0.52 0.54 0.57 0.59
σ 0.498 0.352 0.289 0.251 0.222 0.189 0.158 0.13 0.112 0.094 0.08 0.067 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.55 0.57 0.6
4 x¯ 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.497 0.35 0.292 0.248 0.223 0.19 0.158 0.128 0.109 0.09 0.081 0.063 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
5 x¯ 0.45 0.45 0.45 0.45 0.44 0.46 0.46 0.47 0.47 0.49 0.5 0.52 0.55
σ 0.498 0.355 0.293 0.251 0.226 0.193 0.162 0.133 0.119 0.1 0.086 0.076 0.066
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.5 0.5 0.52 0.55
6 x¯ 0.45 0.45 0.46 0.45 0.45 0.45 0.45 0.45 0.46 0.46 0.47 0.48 0.48
σ 0.498 0.352 0.286 0.248 0.223 0.188 0.156 0.131 0.113 0.092 0.081 0.066 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.48 0.49
7 x¯ 0.45 0.46 0.47 0.49 0.48 0.5 0.51 0.53 0.55 0.58 0.6 0.63 0.65
σ 0.498 0.353 0.291 0.251 0.227 0.191 0.16 0.128 0.11 0.09 0.077 0.063 0.053
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.6 0.62 0.65
8 x¯ 0.44 0.44 0.44 0.45 0.45 0.45 0.45 0.45 0.46 0.46 0.46 0.46 0.47
σ 0.496 0.349 0.284 0.251 0.225 0.191 0.158 0.13 0.111 0.092 0.079 0.066 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.47
9 x¯ 0.44 0.45 0.46 0.46 0.47 0.48 0.49 0.51 0.52 0.54 0.55 0.57 0.6
σ 0.497 0.354 0.297 0.257 0.234 0.2 0.17 0.138 0.127 0.103 0.09 0.073 0.068
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.55 0.58 0.6
10 x¯ 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.498 0.355 0.287 0.247 0.227 0.188 0.159 0.13 0.114 0.092 0.08 0.068 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
11 x¯ 0.44 0.44 0.44 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.44 0.45
σ 0.497 0.363 0.297 0.265 0.242 0.209 0.181 0.155 0.14 0.119 0.111 0.096 0.089
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
12 x¯ 0.44 0.45 0.45 0.44 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.497 0.35 0.287 0.249 0.222 0.187 0.157 0.129 0.111 0.091 0.078 0.065 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
13 x¯ 0.45 0.44 0.45 0.45 0.44 0.45 0.45 0.45 0.46 0.46 0.46 0.47 0.47
σ 0.497 0.353 0.288 0.245 0.221 0.185 0.159 0.125 0.11 0.091 0.08 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.47 0.47
14 x¯ 0.45 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.46 0.46 0.47 0.48 0.49
σ 0.498 0.35 0.287 0.252 0.22 0.188 0.156 0.133 0.111 0.092 0.078 0.063 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.47 0.49
15 x¯ 0.45 0.47 0.47 0.48 0.49 0.5 0.51 0.54 0.55 0.58 0.6 0.63 0.65
σ 0.497 0.35 0.29 0.253 0.223 0.192 0.159 0.131 0.113 0.089 0.075 0.063 0.053
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.6 0.63 0.65
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Table D.36: Local update for 80-dimensional parabolic ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.499 0.352 0.29 0.249 0.228 0.192 0.158 0.128 0.112 0.09 0.079 0.063 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.45 0.46
2 x¯ 0.46 0.47 0.47 0.45 0.47 0.47 0.46 0.46 0.47 0.46 0.46 0.46 0.47
σ 0.499 0.357 0.292 0.245 0.224 0.19 0.157 0.13 0.111 0.09 0.08 0.063 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
3 x¯ 0.46 0.47 0.46 0.47 0.47 0.47 0.47 0.48 0.49 0.5 0.52 0.53 0.55
σ 0.498 0.355 0.288 0.249 0.225 0.191 0.157 0.125 0.111 0.094 0.083 0.064 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.53 0.55
4 x¯ 0.47 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.46
σ 0.499 0.355 0.291 0.252 0.223 0.187 0.158 0.129 0.11 0.089 0.079 0.068 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
5 x¯ 0.46 0.46 0.46 0.46 0.47 0.47 0.47 0.47 0.47 0.49 0.5 0.5 0.52
σ 0.499 0.355 0.289 0.251 0.225 0.192 0.158 0.133 0.115 0.097 0.085 0.071 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.5 0.5 0.5 0.53
6 x¯ 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.47 0.47 0.47
σ 0.499 0.355 0.284 0.248 0.223 0.185 0.16 0.128 0.113 0.094 0.078 0.064 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
7 x¯ 0.47 0.48 0.48 0.48 0.49 0.5 0.51 0.53 0.54 0.56 0.57 0.6 0.61
σ 0.499 0.352 0.288 0.247 0.223 0.19 0.161 0.132 0.111 0.092 0.08 0.061 0.053
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.57 0.6 0.61
8 x¯ 0.46 0.46 0.47 0.47 0.47 0.46 0.46 0.46 0.46 0.47 0.46 0.47 0.47
σ 0.498 0.352 0.291 0.25 0.223 0.19 0.158 0.127 0.113 0.093 0.08 0.067 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
9 x¯ 0.46 0.47 0.47 0.48 0.48 0.48 0.49 0.5 0.51 0.53 0.54 0.55 0.57
σ 0.499 0.355 0.293 0.255 0.231 0.197 0.168 0.138 0.121 0.1 0.085 0.071 0.065
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.55 0.55 0.56
10 x¯ 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.46 0.47 0.46 0.46 0.46 0.46
σ 0.499 0.354 0.288 0.247 0.223 0.187 0.157 0.128 0.111 0.092 0.079 0.065 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
11 x¯ 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.46
σ 0.499 0.361 0.298 0.264 0.234 0.204 0.177 0.145 0.13 0.11 0.099 0.088 0.082
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
12 x¯ 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.46
σ 0.499 0.354 0.287 0.246 0.223 0.189 0.157 0.129 0.11 0.092 0.078 0.063 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
13 x¯ 0.47 0.47 0.45 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.47 0.47
σ 0.499 0.352 0.285 0.249 0.22 0.186 0.161 0.128 0.113 0.09 0.08 0.061 0.053
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
14 x¯ 0.46 0.45 0.46 0.46 0.46 0.46 0.46 0.47 0.46 0.47 0.47 0.47 0.48
σ 0.498 0.356 0.289 0.249 0.221 0.188 0.158 0.128 0.111 0.091 0.077 0.067 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
15 x¯ 0.46 0.49 0.48 0.49 0.49 0.5 0.51 0.53 0.54 0.56 0.57 0.6 0.61
σ 0.499 0.354 0.288 0.252 0.226 0.191 0.16 0.129 0.108 0.089 0.079 0.065 0.054
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.57 0.6 0.61
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Table D.37: Local update for 2-dimensional sharp ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.4 0.39 0.4 0.4 0.41 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
σ 0.49 0.361 0.3 0.272 0.249 0.224 0.204 0.183 0.177 0.164 0.157 0.147 0.155
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.43 0.45
2 x¯ 0.38 0.42 0.44 0.45 0.46 0.48 0.52 0.54 0.56 0.59 0.61 0.64 0.66
σ 0.486 0.369 0.316 0.295 0.274 0.263 0.258 0.259 0.264 0.278 0.277 0.295 0.299
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.7 0.75 0.8 0.81
3 x¯ 0.4 0.42 0.46 0.47 0.49 0.53 0.55 0.58 0.6 0.62 0.65 0.66 0.67
σ 0.489 0.368 0.324 0.304 0.289 0.278 0.271 0.276 0.278 0.282 0.29 0.303 0.307
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.73 0.78 0.82 0.84
4 x¯ 0.4 0.41 0.41 0.43 0.44 0.45 0.47 0.5 0.55 0.57 0.59 0.63 0.64
σ 0.489 0.37 0.317 0.295 0.279 0.259 0.251 0.252 0.246 0.257 0.267 0.275 0.274
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.68 0.75 0.76
5 x¯ 0.39 0.42 0.44 0.44 0.46 0.48 0.51 0.54 0.56 0.59 0.61 0.63 0.64
σ 0.489 0.375 0.33 0.309 0.294 0.279 0.265 0.265 0.268 0.273 0.278 0.284 0.295
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.65 0.67 0.72 0.75 0.78
6 x¯ 0.41 0.43 0.46 0.48 0.48 0.52 0.55 0.59 0.6 0.63 0.65 0.69 0.69
σ 0.491 0.369 0.322 0.297 0.285 0.27 0.271 0.27 0.276 0.285 0.289 0.29 0.299
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.7 0.77 0.8 0.83 0.85
7 x¯ 0.41 0.44 0.48 0.5 0.53 0.55 0.58 0.62 0.64 0.66 0.68 0.71 0.71
σ 0.492 0.369 0.326 0.305 0.295 0.284 0.283 0.279 0.285 0.284 0.289 0.292 0.298
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.86
8 x¯ 0.39 0.41 0.43 0.45 0.46 0.48 0.51 0.54 0.58 0.6 0.63 0.66 0.67
σ 0.488 0.372 0.328 0.309 0.289 0.275 0.266 0.26 0.261 0.273 0.267 0.277 0.272
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.6 0.65 0.7 0.72 0.78 0.79
9 x¯ 0.4 0.42 0.45 0.47 0.48 0.52 0.54 0.57 0.6 0.63 0.63 0.68 0.67
σ 0.49 0.384 0.339 0.317 0.305 0.285 0.279 0.274 0.274 0.27 0.281 0.277 0.287
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.67 0.7 0.73 0.75 0.8 0.8
10 x¯ 0.41 0.42 0.43 0.44 0.46 0.47 0.49 0.52 0.53 0.57 0.59 0.61 0.63
σ 0.492 0.386 0.342 0.319 0.313 0.295 0.29 0.284 0.283 0.279 0.285 0.281 0.287
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.63 0.68 0.7 0.72
11 x¯ 0.41 0.43 0.43 0.44 0.45 0.48 0.5 0.53 0.55 0.55 0.57 0.6 0.61
σ 0.492 0.396 0.355 0.338 0.329 0.314 0.303 0.295 0.292 0.286 0.29 0.285 0.284
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.6 0.63 0.67 0.69
12 x¯ 0.4 0.43 0.43 0.46 0.47 0.5 0.53 0.57 0.6 0.62 0.65 0.66 0.71
σ 0.49 0.364 0.317 0.296 0.277 0.265 0.262 0.257 0.265 0.276 0.28 0.299 0.284
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.67 0.7 0.73 0.78 0.82 0.85
13 x¯ 0.4 0.44 0.46 0.49 0.51 0.53 0.57 0.6 0.63 0.65 0.68 0.7 0.7
σ 0.49 0.369 0.324 0.302 0.287 0.283 0.274 0.277 0.286 0.293 0.283 0.294 0.301
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.75 0.77 0.8 0.85 0.86
14 x¯ 0.41 0.43 0.46 0.48 0.5 0.53 0.56 0.6 0.63 0.65 0.67 0.69 0.7
σ 0.491 0.377 0.329 0.312 0.3 0.287 0.282 0.282 0.284 0.288 0.289 0.293 0.288
m 0 0.5 0.33 0.5 0.6 0.57 0.6 0.67 0.75 0.77 0.8 0.83 0.85
15 x¯ 0.41 0.45 0.48 0.51 0.53 0.56 0.59 0.62 0.64 0.66 0.68 0.71 0.72
σ 0.491 0.385 0.339 0.317 0.303 0.295 0.288 0.288 0.292 0.289 0.298 0.291 0.293
m 0 0.5 0.33 0.5 0.6 0.57 0.7 0.73 0.75 0.8 0.82 0.85 0.88
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Table D.38: Local update for 5-dimensional sharp ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.38 0.39
σ 0.487 0.348 0.282 0.248 0.222 0.187 0.158 0.131 0.114 0.097 0.086 0.074 0.067
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.38 0.39
2 x¯ 0.38 0.4 0.39 0.4 0.41 0.41 0.42 0.44 0.46 0.5 0.52 0.56 0.6
σ 0.486 0.346 0.29 0.254 0.224 0.193 0.165 0.137 0.129 0.106 0.102 0.093 0.085
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.61
3 x¯ 0.39 0.39 0.43 0.43 0.46 0.48 0.51 0.55 0.58 0.62 0.65 0.68 0.7
σ 0.488 0.35 0.291 0.261 0.234 0.202 0.173 0.149 0.135 0.117 0.104 0.091 0.091
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.63 0.65 0.68 0.71
4 x¯ 0.39 0.39 0.39 0.39 0.39 0.4 0.41 0.42 0.43 0.45 0.48 0.52 0.55
σ 0.489 0.348 0.284 0.249 0.231 0.195 0.169 0.141 0.128 0.115 0.104 0.098 0.09
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.47 0.47 0.52 0.55
5 x¯ 0.39 0.39 0.41 0.42 0.42 0.44 0.46 0.5 0.54 0.57 0.61 0.64 0.66
σ 0.488 0.353 0.298 0.263 0.247 0.22 0.191 0.165 0.147 0.128 0.112 0.107 0.093
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.65 0.68
6 x¯ 0.39 0.4 0.4 0.42 0.42 0.44 0.47 0.5 0.53 0.57 0.6 0.64 0.66
σ 0.489 0.347 0.285 0.252 0.23 0.196 0.17 0.144 0.134 0.114 0.102 0.094 0.089
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.65 0.68
7 x¯ 0.38 0.42 0.45 0.47 0.49 0.53 0.56 0.6 0.62 0.66 0.68 0.7 0.72
σ 0.485 0.354 0.296 0.266 0.237 0.206 0.172 0.147 0.125 0.112 0.096 0.099 0.088
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.67 0.7 0.72 0.72
8 x¯ 0.4 0.39 0.4 0.4 0.41 0.42 0.43 0.46 0.48 0.53 0.55 0.59 0.63
σ 0.49 0.349 0.291 0.259 0.233 0.203 0.176 0.157 0.143 0.123 0.115 0.097 0.09
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.6 0.64
9 x¯ 0.39 0.4 0.42 0.44 0.45 0.48 0.51 0.55 0.58 0.6 0.63 0.67 0.68
σ 0.489 0.364 0.309 0.28 0.262 0.226 0.197 0.168 0.148 0.127 0.114 0.094 0.091
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.6 0.6 0.65 0.68 0.69
10 x¯ 0.4 0.39 0.4 0.4 0.4 0.4 0.4 0.41 0.43 0.44 0.45 0.47 0.49
σ 0.489 0.348 0.291 0.264 0.245 0.215 0.191 0.175 0.164 0.152 0.153 0.146 0.146
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.43 0.43 0.45 0.48 0.49
11 x¯ 0.39 0.39 0.39 0.41 0.4 0.41 0.41 0.42 0.43 0.44 0.45 0.48 0.49
σ 0.487 0.372 0.323 0.298 0.277 0.255 0.229 0.215 0.203 0.188 0.182 0.173 0.16
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.48 0.5
12 x¯ 0.39 0.39 0.39 0.39 0.39 0.4 0.4 0.42 0.43 0.45 0.46 0.5 0.52
σ 0.488 0.348 0.279 0.247 0.223 0.188 0.16 0.135 0.118 0.1 0.091 0.077 0.069
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.46 0.5 0.53
13 x¯ 0.38 0.39 0.4 0.41 0.42 0.44 0.47 0.5 0.53 0.57 0.6 0.65 0.66
σ 0.485 0.35 0.288 0.251 0.229 0.197 0.169 0.14 0.126 0.108 0.098 0.085 0.08
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.65 0.67
14 x¯ 0.38 0.39 0.41 0.42 0.43 0.44 0.46 0.5 0.53 0.58 0.61 0.64 0.67
σ 0.486 0.35 0.291 0.257 0.233 0.203 0.173 0.146 0.13 0.115 0.104 0.093 0.084
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.63 0.65 0.69
15 x¯ 0.39 0.42 0.44 0.48 0.49 0.52 0.56 0.6 0.63 0.66 0.68 0.7 0.72
σ 0.489 0.357 0.302 0.266 0.239 0.211 0.176 0.149 0.129 0.114 0.103 0.092 0.088
m 0 0.5 0.33 0.5 0.4 0.57 0.6 0.6 0.65 0.67 0.7 0.72 0.74
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Table D.39: Local update for 10-dimensional sharp ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.4 0.4 0.39 0.41 0.4 0.4 0.41 0.4 0.4 0.41 0.41 0.4 0.4
σ 0.49 0.346 0.281 0.247 0.218 0.185 0.156 0.127 0.108 0.088 0.081 0.065 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.4 0.4
2 x¯ 0.4 0.41 0.41 0.41 0.41 0.41 0.41 0.42 0.43 0.44 0.45 0.47 0.49
σ 0.489 0.347 0.284 0.247 0.218 0.185 0.158 0.127 0.114 0.097 0.081 0.068 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.45 0.47 0.5
3 x¯ 0.41 0.42 0.43 0.44 0.44 0.46 0.49 0.52 0.54 0.58 0.61 0.65 0.68
σ 0.493 0.351 0.29 0.251 0.227 0.195 0.165 0.136 0.121 0.099 0.085 0.065 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.6 0.6 0.65 0.69
4 x¯ 0.41 0.4 0.41 0.41 0.41 0.41 0.41 0.42 0.42 0.43 0.43 0.44 0.46
σ 0.492 0.348 0.281 0.244 0.22 0.191 0.16 0.13 0.117 0.097 0.084 0.071 0.065
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.46
5 x¯ 0.4 0.41 0.42 0.42 0.42 0.44 0.46 0.48 0.5 0.53 0.56 0.6 0.63
σ 0.49 0.353 0.291 0.258 0.239 0.202 0.175 0.147 0.13 0.114 0.099 0.082 0.07
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.57 0.6 0.63
6 x¯ 0.41 0.41 0.41 0.42 0.41 0.43 0.43 0.46 0.47 0.5 0.53 0.57 0.6
σ 0.493 0.345 0.285 0.252 0.218 0.19 0.16 0.131 0.113 0.097 0.087 0.07 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.6
7 x¯ 0.41 0.44 0.46 0.47 0.49 0.5 0.54 0.58 0.6 0.63 0.66 0.69 0.71
σ 0.492 0.35 0.291 0.256 0.23 0.194 0.165 0.134 0.115 0.091 0.08 0.065 0.058
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.6 0.63 0.65 0.68 0.71
8 x¯ 0.41 0.4 0.41 0.41 0.41 0.42 0.42 0.43 0.44 0.46 0.48 0.52 0.55
σ 0.493 0.352 0.29 0.248 0.226 0.19 0.162 0.141 0.126 0.104 0.093 0.085 0.073
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.52 0.55
9 x¯ 0.41 0.42 0.44 0.44 0.45 0.47 0.5 0.52 0.55 0.58 0.6 0.64 0.65
σ 0.492 0.358 0.302 0.269 0.246 0.215 0.183 0.151 0.134 0.112 0.099 0.08 0.07
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.65 0.65
10 x¯ 0.41 0.41 0.4 0.4 0.41 0.4 0.41 0.41 0.41 0.41 0.41 0.42 0.42
σ 0.492 0.347 0.29 0.257 0.223 0.197 0.167 0.144 0.128 0.117 0.108 0.103 0.1
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.42 0.42
11 x¯ 0.4 0.4 0.41 0.41 0.41 0.41 0.41 0.42 0.42 0.42 0.42 0.43 0.43
σ 0.49 0.371 0.314 0.283 0.262 0.232 0.208 0.184 0.169 0.156 0.143 0.132 0.133
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.44
12 x¯ 0.42 0.41 0.41 0.41 0.41 0.41 0.41 0.41 0.41 0.41 0.42 0.42 0.43
σ 0.493 0.353 0.285 0.247 0.221 0.185 0.156 0.127 0.11 0.093 0.079 0.068 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.42 0.42 0.42
13 x¯ 0.41 0.42 0.41 0.41 0.42 0.42 0.43 0.44 0.45 0.48 0.5 0.53 0.57
σ 0.491 0.351 0.283 0.243 0.221 0.19 0.156 0.129 0.113 0.095 0.083 0.07 0.063
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.5 0.53 0.57
14 x¯ 0.4 0.41 0.41 0.42 0.42 0.42 0.44 0.46 0.47 0.5 0.53 0.57 0.6
σ 0.49 0.347 0.287 0.25 0.221 0.194 0.164 0.133 0.118 0.098 0.086 0.073 0.063
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.53 0.57 0.6
15 x¯ 0.4 0.43 0.45 0.47 0.49 0.51 0.54 0.57 0.59 0.64 0.66 0.69 0.71
σ 0.49 0.353 0.292 0.257 0.232 0.2 0.163 0.135 0.115 0.092 0.079 0.063 0.058
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.6 0.6 0.63 0.65 0.7 0.71
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Table D.40: Local update for 20-dimensional sharp ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.42 0.43 0.43 0.43 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.494 0.35 0.286 0.246 0.221 0.186 0.158 0.13 0.111 0.089 0.08 0.067 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.42 0.42
2 x¯ 0.45 0.43 0.43 0.43 0.42 0.43 0.43 0.43 0.43 0.44 0.44 0.45 0.45
σ 0.497 0.35 0.29 0.244 0.218 0.187 0.157 0.131 0.114 0.091 0.081 0.066 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.45 0.45
3 x¯ 0.42 0.44 0.44 0.44 0.45 0.47 0.48 0.5 0.51 0.55 0.57 0.61 0.64
σ 0.494 0.351 0.287 0.248 0.223 0.193 0.16 0.132 0.115 0.094 0.08 0.066 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.57 0.62 0.64
4 x¯ 0.43 0.43 0.43 0.43 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44
σ 0.495 0.35 0.285 0.246 0.221 0.187 0.158 0.131 0.111 0.091 0.079 0.067 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.44
5 x¯ 0.42 0.42 0.43 0.44 0.44 0.45 0.45 0.47 0.48 0.51 0.53 0.57 0.59
σ 0.494 0.355 0.29 0.253 0.229 0.197 0.167 0.138 0.125 0.104 0.094 0.081 0.068
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.57 0.59
6 x¯ 0.42 0.43 0.44 0.43 0.44 0.44 0.44 0.44 0.45 0.47 0.48 0.5 0.52
σ 0.494 0.352 0.285 0.248 0.221 0.192 0.159 0.128 0.11 0.093 0.082 0.067 0.06
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
7 x¯ 0.44 0.44 0.46 0.48 0.49 0.5 0.53 0.55 0.57 0.6 0.63 0.66 0.68
σ 0.496 0.351 0.286 0.253 0.227 0.191 0.163 0.131 0.112 0.092 0.075 0.062 0.053
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.6 0.63 0.67 0.69
8 x¯ 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.45 0.46 0.47 0.48
σ 0.494 0.349 0.289 0.247 0.222 0.188 0.16 0.132 0.116 0.095 0.081 0.073 0.064
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.47 0.49
9 x¯ 0.44 0.44 0.45 0.45 0.46 0.47 0.49 0.51 0.53 0.56 0.57 0.6 0.62
σ 0.496 0.359 0.297 0.264 0.238 0.204 0.177 0.147 0.126 0.107 0.088 0.074 0.066
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.57 0.6 0.63
10 x¯ 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.494 0.35 0.291 0.253 0.221 0.192 0.161 0.133 0.117 0.1 0.086 0.078 0.07
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.44
11 x¯ 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.495 0.36 0.31 0.272 0.249 0.218 0.193 0.167 0.152 0.138 0.123 0.113 0.104
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.42
12 x¯ 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43
σ 0.493 0.35 0.287 0.246 0.219 0.188 0.152 0.13 0.11 0.09 0.078 0.065 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.43 0.42
13 x¯ 0.42 0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.45 0.46 0.46 0.48
σ 0.494 0.354 0.284 0.256 0.223 0.187 0.158 0.13 0.112 0.093 0.078 0.066 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.47 0.47
14 x¯ 0.43 0.43 0.43 0.44 0.44 0.44 0.44 0.45 0.45 0.46 0.48 0.5 0.52
σ 0.495 0.35 0.286 0.245 0.223 0.185 0.157 0.129 0.114 0.095 0.081 0.067 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.53
15 x¯ 0.43 0.45 0.46 0.47 0.49 0.5 0.53 0.55 0.57 0.61 0.63 0.66 0.69
σ 0.495 0.356 0.293 0.249 0.227 0.195 0.162 0.13 0.115 0.091 0.079 0.062 0.053
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.6 0.63 0.67 0.69
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Table D.41: Local update for 40-dimensional sharp ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.44 0.45 0.45 0.45 0.45
σ 0.498 0.347 0.285 0.251 0.226 0.189 0.156 0.128 0.113 0.092 0.078 0.063 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
2 x¯ 0.44 0.45 0.45 0.45 0.44 0.44 0.45 0.45 0.44 0.45 0.45 0.45 0.45
σ 0.496 0.348 0.287 0.245 0.222 0.189 0.159 0.129 0.111 0.092 0.082 0.064 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
3 x¯ 0.46 0.45 0.46 0.47 0.46 0.46 0.48 0.49 0.5 0.52 0.54 0.57 0.59
σ 0.498 0.351 0.292 0.25 0.224 0.187 0.159 0.13 0.113 0.097 0.081 0.067 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.53 0.53 0.57 0.6
4 x¯ 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.497 0.35 0.289 0.252 0.222 0.187 0.156 0.127 0.111 0.092 0.077 0.066 0.053
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.43 0.45 0.45 0.45
5 x¯ 0.44 0.45 0.45 0.45 0.46 0.46 0.46 0.47 0.47 0.49 0.5 0.53 0.55
σ 0.496 0.353 0.29 0.254 0.223 0.195 0.163 0.136 0.12 0.1 0.09 0.075 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.5 0.5 0.53 0.55
6 x¯ 0.44 0.44 0.45 0.45 0.44 0.45 0.45 0.45 0.45 0.46 0.47 0.48 0.49
σ 0.497 0.353 0.287 0.248 0.222 0.189 0.159 0.13 0.112 0.093 0.079 0.065 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.48 0.49
7 x¯ 0.46 0.46 0.47 0.48 0.49 0.5 0.52 0.54 0.55 0.58 0.6 0.63 0.65
σ 0.498 0.354 0.287 0.251 0.227 0.189 0.16 0.13 0.11 0.093 0.078 0.061 0.053
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.6 0.63 0.65
8 x¯ 0.44 0.45 0.45 0.45 0.44 0.45 0.45 0.45 0.45 0.46 0.45 0.46 0.47
σ 0.496 0.361 0.289 0.249 0.222 0.188 0.159 0.13 0.112 0.091 0.082 0.071 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.45 0.45 0.46
9 x¯ 0.44 0.46 0.46 0.47 0.47 0.48 0.49 0.51 0.52 0.54 0.56 0.57 0.59
σ 0.497 0.359 0.295 0.262 0.236 0.2 0.171 0.138 0.125 0.102 0.087 0.076 0.063
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.53 0.55 0.57 0.6
10 x¯ 0.45 0.45 0.44 0.45 0.45 0.45 0.44 0.44 0.45 0.44 0.44 0.45 0.45
σ 0.498 0.355 0.285 0.25 0.226 0.19 0.16 0.128 0.116 0.093 0.082 0.068 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
11 x¯ 0.45 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.498 0.361 0.301 0.267 0.241 0.211 0.184 0.156 0.143 0.121 0.11 0.094 0.086
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
12 x¯ 0.46 0.44 0.44 0.45 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45
σ 0.498 0.354 0.282 0.249 0.224 0.189 0.159 0.129 0.112 0.09 0.078 0.068 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.43 0.45 0.45 0.45
13 x¯ 0.46 0.45 0.44 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.46 0.46
σ 0.498 0.352 0.29 0.248 0.224 0.19 0.156 0.13 0.113 0.09 0.077 0.064 0.054
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.45 0.45 0.46
14 x¯ 0.44 0.44 0.45 0.45 0.45 0.45 0.45 0.46 0.46 0.46 0.47 0.48 0.49
σ 0.496 0.355 0.286 0.247 0.225 0.189 0.158 0.132 0.112 0.092 0.08 0.065 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.48 0.49
15 x¯ 0.45 0.47 0.48 0.48 0.49 0.5 0.52 0.54 0.55 0.58 0.6 0.63 0.65
σ 0.498 0.353 0.291 0.255 0.225 0.189 0.159 0.128 0.114 0.091 0.078 0.061 0.051
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.6 0.63 0.65
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Table D.42: Local update for 80-dimensional sharp ridge function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.46 0.45 0.46 0.47 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.47 0.46
σ 0.499 0.352 0.287 0.25 0.227 0.189 0.158 0.129 0.111 0.088 0.08 0.063 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
2 x¯ 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.499 0.352 0.29 0.247 0.224 0.192 0.158 0.128 0.113 0.09 0.081 0.068 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
3 x¯ 0.47 0.46 0.47 0.47 0.47 0.47 0.47 0.48 0.49 0.5 0.51 0.54 0.56
σ 0.499 0.356 0.291 0.253 0.222 0.189 0.161 0.131 0.113 0.092 0.08 0.067 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.53 0.55
4 x¯ 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.499 0.355 0.285 0.249 0.219 0.189 0.159 0.128 0.116 0.093 0.079 0.067 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
5 x¯ 0.46 0.47 0.46 0.47 0.47 0.46 0.47 0.47 0.48 0.49 0.49 0.51 0.52
σ 0.499 0.354 0.286 0.249 0.223 0.189 0.158 0.134 0.115 0.094 0.087 0.068 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.5 0.5 0.53
6 x¯ 0.45 0.46 0.46 0.47 0.46 0.47 0.46 0.46 0.46 0.47 0.47 0.47 0.47
σ 0.497 0.353 0.29 0.252 0.223 0.189 0.157 0.13 0.108 0.09 0.08 0.063 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
7 x¯ 0.48 0.46 0.48 0.48 0.49 0.51 0.51 0.53 0.54 0.56 0.57 0.6 0.62
σ 0.499 0.351 0.287 0.247 0.228 0.19 0.16 0.131 0.114 0.092 0.081 0.062 0.051
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.57 0.6 0.61
8 x¯ 0.47 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.47 0.47
σ 0.499 0.352 0.289 0.248 0.222 0.186 0.157 0.13 0.115 0.091 0.077 0.067 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
9 x¯ 0.46 0.47 0.47 0.47 0.48 0.49 0.49 0.51 0.51 0.53 0.54 0.55 0.57
σ 0.499 0.353 0.295 0.257 0.229 0.197 0.165 0.137 0.116 0.099 0.085 0.072 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.53 0.55 0.57
10 x¯ 0.46 0.46 0.46 0.47 0.46 0.47 0.46 0.46 0.46 0.46 0.47 0.46 0.46
σ 0.498 0.355 0.288 0.25 0.227 0.187 0.16 0.13 0.111 0.091 0.081 0.063 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
11 x¯ 0.45 0.47 0.45 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46
σ 0.498 0.365 0.295 0.26 0.238 0.204 0.174 0.147 0.131 0.111 0.1 0.085 0.081
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.45 0.47 0.46
12 x¯ 0.45 0.45 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.46
σ 0.498 0.355 0.288 0.251 0.221 0.187 0.161 0.127 0.113 0.089 0.079 0.065 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
13 x¯ 0.45 0.46 0.46 0.46 0.47 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.46
σ 0.497 0.352 0.288 0.252 0.225 0.186 0.156 0.128 0.11 0.094 0.08 0.066 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.46
14 x¯ 0.46 0.46 0.46 0.47 0.47 0.46 0.47 0.46 0.47 0.47 0.47 0.47 0.47
σ 0.499 0.352 0.289 0.25 0.225 0.189 0.157 0.129 0.112 0.091 0.078 0.064 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.47 0.47 0.47
15 x¯ 0.45 0.48 0.48 0.49 0.48 0.5 0.51 0.53 0.54 0.55 0.57 0.59 0.61
σ 0.497 0.352 0.286 0.249 0.225 0.191 0.156 0.128 0.113 0.094 0.078 0.063 0.056
m 0 0.5 0.33 0.5 0.4 0.57 0.5 0.53 0.55 0.57 0.57 0.6 0.61
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D.8 Generalized Rosenbrock Function
Table D.43: Local update for 2-dimensional Rosenbrock function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.32 0.31 0.31 0.32 0.32 0.31 0.31 0.32 0.31 0.31 0.31 0.31 0.31
σ 0.466 0.354 0.313 0.288 0.268 0.246 0.235 0.219 0.21 0.206 0.202 0.197 0.196
m 0 0 0.33 0.25 0.2 0.29 0.3 0.33 0.3 0.3 0.3 0.32 0.3
2 x¯ 0.31 0.33 0.33 0.34 0.34 0.34 0.35 0.37 0.38 0.39 0.39 0.4 0.41
σ 0.463 0.362 0.316 0.296 0.286 0.27 0.269 0.267 0.274 0.277 0.281 0.283 0.295
m 0 0.5 0.33 0.25 0.4 0.29 0.3 0.33 0.35 0.37 0.35 0.36 0.38
3 x¯ 0.3 0.33 0.33 0.34 0.35 0.36 0.37 0.38 0.39 0.4 0.41 0.4 0.41
σ 0.459 0.356 0.32 0.304 0.295 0.285 0.282 0.282 0.284 0.291 0.293 0.295 0.298
m 0 0.5 0.33 0.25 0.4 0.29 0.3 0.33 0.35 0.37 0.38 0.33 0.38
4 x¯ 0.31 0.31 0.33 0.32 0.32 0.33 0.34 0.36 0.37 0.38 0.4 0.4 0.42
σ 0.463 0.357 0.319 0.294 0.279 0.269 0.258 0.259 0.253 0.265 0.275 0.28 0.285
m 0 0 0.33 0.25 0.2 0.29 0.3 0.33 0.35 0.33 0.38 0.38 0.4
5 x¯ 0.31 0.32 0.33 0.33 0.34 0.34 0.35 0.37 0.38 0.41 0.4 0.41 0.42
σ 0.462 0.363 0.326 0.301 0.29 0.28 0.275 0.274 0.274 0.279 0.281 0.284 0.292
m 0 0 0.33 0.25 0.2 0.29 0.3 0.33 0.35 0.4 0.38 0.4 0.4
6 x¯ 0.32 0.33 0.33 0.35 0.35 0.36 0.38 0.39 0.41 0.42 0.44 0.43 0.43
σ 0.465 0.361 0.323 0.308 0.295 0.289 0.287 0.286 0.288 0.293 0.3 0.306 0.306
m 0 0.5 0.33 0.25 0.4 0.29 0.4 0.4 0.35 0.4 0.42 0.38 0.41
7 x¯ 0.31 0.34 0.35 0.37 0.37 0.38 0.39 0.4 0.42 0.43 0.44 0.44 0.45
σ 0.464 0.368 0.332 0.318 0.306 0.298 0.299 0.299 0.299 0.303 0.303 0.312 0.312
m 0 0.5 0.33 0.25 0.4 0.29 0.4 0.4 0.4 0.4 0.42 0.43 0.44
8 x¯ 0.32 0.32 0.32 0.33 0.34 0.35 0.36 0.38 0.39 0.41 0.41 0.43 0.44
σ 0.465 0.36 0.323 0.304 0.29 0.279 0.276 0.279 0.278 0.281 0.285 0.292 0.299
m 0 0 0.33 0.25 0.2 0.29 0.3 0.33 0.35 0.4 0.4 0.42 0.42
9 x¯ 0.32 0.32 0.33 0.33 0.35 0.36 0.37 0.39 0.42 0.41 0.43 0.43 0.44
σ 0.465 0.364 0.334 0.311 0.301 0.294 0.287 0.285 0.287 0.288 0.293 0.297 0.304
m 0 0 0.33 0.25 0.4 0.29 0.3 0.33 0.4 0.4 0.42 0.43 0.44
10 x¯ 0.32 0.32 0.34 0.34 0.35 0.36 0.38 0.39 0.39 0.42 0.43 0.44 0.43
σ 0.468 0.366 0.332 0.316 0.301 0.293 0.29 0.285 0.282 0.289 0.287 0.294 0.3
m 0 0 0.33 0.25 0.2 0.29 0.4 0.33 0.35 0.43 0.42 0.43 0.4
11 x¯ 0.32 0.32 0.35 0.34 0.35 0.37 0.37 0.39 0.4 0.43 0.42 0.43 0.44
σ 0.465 0.371 0.344 0.319 0.312 0.302 0.293 0.286 0.29 0.287 0.294 0.293 0.303
m 0 0 0.33 0.25 0.2 0.29 0.3 0.33 0.4 0.43 0.4 0.42 0.42
12 x¯ 0.33 0.32 0.33 0.35 0.35 0.37 0.38 0.39 0.41 0.42 0.43 0.45 0.42
σ 0.47 0.363 0.321 0.305 0.298 0.287 0.288 0.287 0.287 0.298 0.301 0.314 0.308
m 0 0 0.33 0.25 0.4 0.29 0.4 0.4 0.4 0.38 0.4 0.44 0.39
13 x¯ 0.31 0.34 0.35 0.36 0.37 0.38 0.4 0.42 0.43 0.44 0.44 0.45 0.45
σ 0.464 0.37 0.333 0.318 0.306 0.298 0.298 0.298 0.299 0.305 0.308 0.313 0.314
m 0 0.5 0.33 0.25 0.4 0.29 0.4 0.4 0.4 0.43 0.42 0.43 0.44
14 x¯ 0.3 0.32 0.33 0.34 0.35 0.36 0.38 0.4 0.41 0.42 0.43 0.44 0.46
σ 0.458 0.371 0.33 0.312 0.305 0.299 0.293 0.294 0.292 0.301 0.303 0.302 0.309
m 0 0 0.33 0.25 0.4 0.29 0.3 0.33 0.4 0.4 0.4 0.42 0.45
15 x¯ 0.32 0.33 0.35 0.36 0.36 0.37 0.39 0.41 0.41 0.42 0.44 0.45 0.45
σ 0.468 0.371 0.337 0.321 0.312 0.301 0.298 0.299 0.299 0.297 0.307 0.309 0.302
m 0 0 0.33 0.25 0.4 0.29 0.4 0.4 0.4 0.4 0.42 0.43 0.45
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Table D.44: Local update for 5-dimensional Rosenbrock function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.34 0.34 0.34 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33
σ 0.473 0.336 0.284 0.252 0.229 0.201 0.177 0.157 0.146 0.134 0.126 0.116 0.114
m 0 0.5 0.33 0.25 0.4 0.29 0.3 0.33 0.35 0.33 0.35 0.33 0.34
2 x¯ 0.34 0.34 0.33 0.34 0.34 0.35 0.36 0.37 0.38 0.41 0.43 0.46 0.48
σ 0.474 0.342 0.288 0.252 0.234 0.208 0.189 0.172 0.165 0.164 0.166 0.171 0.171
m 0 0.5 0.33 0.25 0.4 0.29 0.3 0.4 0.4 0.43 0.45 0.48 0.51
3 x¯ 0.34 0.34 0.36 0.36 0.38 0.4 0.42 0.45 0.48 0.5 0.52 0.55 0.57
σ 0.473 0.345 0.299 0.263 0.25 0.228 0.211 0.202 0.194 0.19 0.192 0.19 0.196
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.58 0.61
4 x¯ 0.33 0.33 0.34 0.34 0.33 0.34 0.34 0.35 0.36 0.38 0.39 0.43 0.45
σ 0.47 0.344 0.292 0.257 0.231 0.211 0.188 0.167 0.159 0.155 0.152 0.16 0.163
m 0 0.5 0.33 0.25 0.4 0.29 0.3 0.33 0.35 0.37 0.4 0.45 0.47
5 x¯ 0.35 0.34 0.35 0.35 0.36 0.37 0.39 0.41 0.44 0.47 0.5 0.53 0.53
σ 0.476 0.347 0.299 0.269 0.251 0.228 0.215 0.201 0.194 0.185 0.181 0.176 0.178
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.45 0.5 0.53 0.57 0.56
6 x¯ 0.33 0.34 0.34 0.36 0.36 0.38 0.39 0.41 0.44 0.47 0.49 0.53 0.55
σ 0.471 0.347 0.291 0.261 0.239 0.218 0.199 0.184 0.183 0.183 0.187 0.187 0.19
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.45 0.5 0.5 0.57 0.59
7 x¯ 0.34 0.36 0.38 0.39 0.42 0.43 0.47 0.49 0.51 0.54 0.55 0.58 0.58
σ 0.475 0.353 0.306 0.275 0.263 0.238 0.219 0.21 0.203 0.196 0.196 0.189 0.199
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.57 0.62 0.63
8 x¯ 0.33 0.33 0.34 0.34 0.34 0.35 0.37 0.38 0.4 0.44 0.46 0.49 0.51
σ 0.47 0.346 0.292 0.262 0.241 0.216 0.197 0.185 0.179 0.176 0.178 0.179 0.177
m 0 0.5 0.33 0.25 0.4 0.29 0.4 0.4 0.4 0.47 0.47 0.52 0.55
9 x¯ 0.32 0.35 0.36 0.36 0.38 0.4 0.42 0.45 0.48 0.5 0.52 0.54 0.56
σ 0.468 0.357 0.313 0.282 0.264 0.247 0.222 0.204 0.2 0.184 0.178 0.176 0.177
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.57 0.59
10 x¯ 0.32 0.34 0.34 0.34 0.34 0.36 0.36 0.39 0.4 0.44 0.46 0.48 0.49
σ 0.467 0.349 0.295 0.268 0.247 0.222 0.204 0.196 0.19 0.181 0.176 0.174 0.177
m 0 0.5 0.33 0.25 0.4 0.29 0.4 0.4 0.4 0.43 0.47 0.5 0.51
11 x¯ 0.34 0.35 0.35 0.35 0.38 0.38 0.39 0.42 0.43 0.44 0.47 0.5 0.5
σ 0.473 0.364 0.315 0.288 0.277 0.25 0.23 0.215 0.209 0.194 0.187 0.182 0.178
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.52 0.53
12 x¯ 0.33 0.35 0.34 0.35 0.35 0.36 0.36 0.39 0.4 0.43 0.45 0.48 0.5
σ 0.471 0.344 0.282 0.26 0.234 0.208 0.193 0.176 0.171 0.169 0.169 0.176 0.175
m 0 0.5 0.33 0.25 0.4 0.29 0.4 0.4 0.4 0.43 0.47 0.52 0.53
13 x¯ 0.33 0.35 0.37 0.38 0.39 0.42 0.45 0.48 0.5 0.53 0.55 0.57 0.59
σ 0.47 0.346 0.296 0.267 0.251 0.228 0.209 0.203 0.198 0.194 0.196 0.195 0.199
m 0 0.5 0.33 0.25 0.4 0.43 0.5 0.47 0.5 0.57 0.57 0.62 0.64
14 x¯ 0.33 0.34 0.34 0.35 0.36 0.37 0.39 0.42 0.44 0.48 0.49 0.53 0.54
σ 0.472 0.35 0.288 0.269 0.251 0.224 0.21 0.196 0.189 0.183 0.191 0.191 0.194
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.45 0.5 0.53 0.57 0.57
15 x¯ 0.35 0.35 0.37 0.39 0.4 0.42 0.45 0.47 0.5 0.53 0.55 0.57 0.58
σ 0.476 0.357 0.311 0.282 0.266 0.247 0.233 0.214 0.209 0.2 0.199 0.193 0.197
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.57 0.6 0.6 0.63
250
D.8 Generalized Rosenbrock Function
Table D.45: Local update for 10-dimensional Rosenbrock function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.37 0.35 0.36 0.36 0.37 0.36 0.36 0.36 0.36 0.36 0.36 0.36 0.36
σ 0.482 0.344 0.281 0.246 0.222 0.185 0.162 0.134 0.117 0.102 0.094 0.087 0.079
m 0 0.5 0.33 0.25 0.4 0.29 0.4 0.33 0.35 0.37 0.36 0.37 0.36
2 x¯ 0.36 0.36 0.37 0.36 0.36 0.37 0.37 0.37 0.38 0.39 0.4 0.42 0.43
σ 0.48 0.344 0.283 0.244 0.222 0.189 0.165 0.14 0.121 0.111 0.102 0.094 0.095
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.35 0.4 0.4 0.43 0.44
3 x¯ 0.36 0.37 0.38 0.4 0.4 0.41 0.44 0.46 0.48 0.52 0.54 0.57 0.6
σ 0.48 0.347 0.289 0.256 0.231 0.202 0.178 0.153 0.145 0.126 0.124 0.112 0.106
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.58 0.63
4 x¯ 0.35 0.36 0.36 0.36 0.37 0.36 0.36 0.37 0.37 0.38 0.38 0.39 0.41
σ 0.478 0.347 0.281 0.249 0.223 0.189 0.165 0.14 0.124 0.111 0.101 0.095 0.089
m 0 0.5 0.33 0.25 0.4 0.29 0.4 0.4 0.35 0.37 0.38 0.4 0.41
5 x¯ 0.36 0.37 0.37 0.37 0.38 0.38 0.4 0.42 0.44 0.48 0.5 0.54 0.56
σ 0.479 0.344 0.285 0.255 0.236 0.203 0.184 0.162 0.151 0.13 0.121 0.111 0.109
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.45 0.5 0.5 0.55 0.57
6 x¯ 0.36 0.37 0.37 0.37 0.38 0.38 0.39 0.4 0.42 0.45 0.47 0.5 0.53
σ 0.481 0.344 0.284 0.253 0.224 0.197 0.17 0.145 0.132 0.119 0.11 0.106 0.104
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.4 0.43 0.47 0.52 0.55
7 x¯ 0.34 0.38 0.41 0.42 0.43 0.45 0.48 0.51 0.54 0.56 0.58 0.61 0.63
σ 0.475 0.348 0.29 0.259 0.239 0.206 0.181 0.155 0.142 0.127 0.121 0.115 0.112
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.63 0.65
8 x¯ 0.37 0.36 0.36 0.36 0.36 0.37 0.38 0.39 0.39 0.41 0.43 0.46 0.48
σ 0.483 0.342 0.287 0.25 0.224 0.194 0.173 0.147 0.13 0.121 0.112 0.109 0.107
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.4 0.4 0.42 0.47 0.49
9 x¯ 0.37 0.38 0.39 0.39 0.41 0.42 0.44 0.47 0.49 0.52 0.54 0.56 0.59
σ 0.483 0.358 0.3 0.27 0.249 0.219 0.187 0.167 0.149 0.128 0.121 0.114 0.096
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.57 0.6
10 x¯ 0.36 0.36 0.36 0.36 0.36 0.37 0.37 0.37 0.38 0.39 0.4 0.42 0.43
σ 0.48 0.349 0.282 0.251 0.226 0.199 0.174 0.15 0.135 0.126 0.12 0.116 0.112
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.35 0.4 0.4 0.42 0.44
11 x¯ 0.36 0.37 0.37 0.37 0.38 0.38 0.39 0.39 0.4 0.42 0.43 0.44 0.45
σ 0.48 0.361 0.306 0.281 0.258 0.234 0.209 0.185 0.174 0.152 0.148 0.134 0.132
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.4 0.4 0.42 0.43 0.45
12 x¯ 0.37 0.37 0.36 0.36 0.36 0.37 0.37 0.37 0.38 0.39 0.39 0.41 0.43
σ 0.484 0.339 0.278 0.245 0.221 0.187 0.163 0.136 0.123 0.108 0.1 0.089 0.086
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.42 0.42
13 x¯ 0.36 0.36 0.38 0.39 0.4 0.41 0.43 0.45 0.48 0.51 0.54 0.57 0.6
σ 0.479 0.339 0.285 0.251 0.226 0.198 0.173 0.149 0.138 0.125 0.119 0.118 0.112
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.53 0.55 0.58 0.61
14 x¯ 0.36 0.36 0.38 0.37 0.37 0.38 0.39 0.4 0.42 0.44 0.47 0.5 0.53
σ 0.48 0.345 0.289 0.247 0.225 0.197 0.17 0.148 0.139 0.121 0.112 0.113 0.109
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.4 0.47 0.47 0.52 0.55
15 x¯ 0.36 0.39 0.4 0.41 0.43 0.45 0.48 0.5 0.53 0.56 0.59 0.61 0.63
σ 0.479 0.351 0.297 0.266 0.242 0.211 0.184 0.164 0.145 0.128 0.12 0.113 0.116
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.63 0.65
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Table D.46: Local update for 20-dimensional Rosenbrock function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39
σ 0.487 0.347 0.288 0.241 0.219 0.185 0.159 0.132 0.113 0.096 0.085 0.068 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.38 0.39
2 x¯ 0.39 0.39 0.4 0.39 0.39 0.4 0.39 0.39 0.4 0.4 0.41 0.41 0.41
σ 0.487 0.346 0.286 0.245 0.218 0.187 0.159 0.129 0.113 0.092 0.082 0.07 0.062
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.4 0.41
3 x¯ 0.39 0.4 0.4 0.41 0.41 0.42 0.44 0.45 0.47 0.5 0.53 0.56 0.6
σ 0.487 0.35 0.283 0.252 0.224 0.193 0.162 0.134 0.118 0.103 0.089 0.076 0.067
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.5 0.5 0.53 0.57 0.6
4 x¯ 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.4 0.39 0.39 0.4 0.4 0.4
σ 0.487 0.346 0.283 0.248 0.221 0.186 0.159 0.13 0.116 0.094 0.084 0.072 0.063
m 0 0.5 0.33 0.25 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.4 0.4
5 x¯ 0.4 0.4 0.4 0.4 0.4 0.4 0.42 0.43 0.44 0.47 0.48 0.52 0.54
σ 0.489 0.352 0.287 0.253 0.232 0.193 0.168 0.144 0.127 0.111 0.099 0.082 0.074
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.52 0.55
6 x¯ 0.39 0.39 0.39 0.39 0.4 0.4 0.4 0.41 0.42 0.43 0.44 0.46 0.48
σ 0.487 0.345 0.286 0.245 0.219 0.189 0.159 0.13 0.115 0.095 0.085 0.075 0.068
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.45 0.47 0.49
7 x¯ 0.39 0.41 0.43 0.44 0.45 0.46 0.48 0.51 0.53 0.56 0.59 0.61 0.64
σ 0.488 0.35 0.29 0.253 0.227 0.196 0.167 0.137 0.118 0.099 0.088 0.073 0.069
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.62 0.64
8 x¯ 0.39 0.39 0.39 0.39 0.39 0.4 0.4 0.4 0.4 0.41 0.42 0.43 0.45
σ 0.488 0.345 0.285 0.25 0.221 0.19 0.156 0.133 0.116 0.098 0.089 0.08 0.07
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.42 0.43 0.45
9 x¯ 0.4 0.4 0.4 0.42 0.42 0.44 0.45 0.47 0.48 0.52 0.53 0.56 0.58
σ 0.489 0.354 0.296 0.263 0.236 0.208 0.178 0.15 0.132 0.11 0.097 0.082 0.072
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.57 0.59
10 x¯ 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.4 0.4 0.41
σ 0.488 0.345 0.284 0.246 0.222 0.187 0.161 0.135 0.117 0.101 0.091 0.08 0.074
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.4 0.4
11 x¯ 0.39 0.4 0.39 0.4 0.39 0.4 0.4 0.4 0.41 0.41 0.41 0.42 0.42
σ 0.487 0.357 0.303 0.266 0.249 0.218 0.191 0.164 0.151 0.133 0.125 0.111 0.106
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.42 0.42
12 x¯ 0.4 0.39 0.39 0.4 0.4 0.39 0.39 0.39 0.4 0.4 0.4 0.4 0.4
σ 0.489 0.345 0.283 0.249 0.216 0.187 0.155 0.129 0.113 0.095 0.083 0.066 0.061
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.4 0.4 0.4
13 x¯ 0.38 0.38 0.4 0.4 0.4 0.41 0.42 0.43 0.44 0.46 0.48 0.51 0.54
σ 0.486 0.347 0.282 0.245 0.22 0.188 0.156 0.134 0.115 0.1 0.088 0.078 0.07
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.47 0.47 0.52 0.55
14 x¯ 0.39 0.39 0.39 0.39 0.4 0.4 0.4 0.41 0.41 0.43 0.44 0.47 0.48
σ 0.488 0.345 0.286 0.248 0.224 0.188 0.159 0.132 0.115 0.096 0.084 0.073 0.069
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.45 0.47 0.49
15 x¯ 0.4 0.41 0.42 0.43 0.45 0.46 0.48 0.51 0.53 0.56 0.58 0.61 0.64
σ 0.49 0.353 0.293 0.256 0.23 0.196 0.165 0.139 0.122 0.105 0.092 0.075 0.066
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.55 0.57 0.6 0.62 0.64
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Table D.47: Local update for 40-dimensional Rosenbrock function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.43 0.41 0.43 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42
σ 0.494 0.345 0.288 0.246 0.219 0.189 0.158 0.128 0.108 0.091 0.079 0.067 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.42 0.42 0.41
2 x¯ 0.42 0.41 0.42 0.42 0.42 0.42 0.42 0.42 0.43 0.42 0.42 0.42 0.43
σ 0.494 0.35 0.284 0.249 0.223 0.186 0.158 0.128 0.111 0.089 0.076 0.065 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.42
3 x¯ 0.42 0.42 0.43 0.42 0.43 0.44 0.44 0.46 0.47 0.49 0.51 0.54 0.57
σ 0.493 0.353 0.288 0.248 0.227 0.191 0.159 0.131 0.117 0.095 0.084 0.071 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.5 0.5 0.55 0.57
4 x¯ 0.41 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42
σ 0.491 0.346 0.283 0.247 0.217 0.188 0.155 0.129 0.113 0.092 0.078 0.063 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.42 0.42
5 x¯ 0.42 0.41 0.42 0.43 0.42 0.43 0.44 0.44 0.45 0.46 0.47 0.5 0.52
σ 0.494 0.348 0.286 0.246 0.226 0.191 0.163 0.135 0.118 0.1 0.086 0.078 0.069
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.5 0.51
6 x¯ 0.42 0.42 0.42 0.42 0.42 0.43 0.43 0.43 0.43 0.43 0.44 0.44 0.45
σ 0.494 0.35 0.29 0.243 0.218 0.186 0.158 0.127 0.112 0.092 0.082 0.065 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.45 0.45
7 x¯ 0.41 0.43 0.44 0.45 0.46 0.47 0.49 0.51 0.52 0.55 0.57 0.6 0.62
σ 0.492 0.352 0.287 0.249 0.221 0.19 0.159 0.133 0.114 0.092 0.081 0.067 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.57 0.6 0.63
8 x¯ 0.41 0.41 0.42 0.42 0.42 0.42 0.43 0.42 0.42 0.43 0.43 0.43 0.44
σ 0.492 0.345 0.285 0.25 0.222 0.188 0.156 0.131 0.112 0.092 0.084 0.066 0.059
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.43 0.44
9 x¯ 0.42 0.43 0.43 0.43 0.45 0.46 0.46 0.47 0.48 0.51 0.53 0.55 0.56
σ 0.493 0.355 0.295 0.26 0.235 0.201 0.17 0.143 0.124 0.101 0.089 0.077 0.065
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.5 0.5 0.53 0.55 0.56
10 x¯ 0.43 0.41 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42
σ 0.494 0.347 0.284 0.247 0.222 0.189 0.158 0.129 0.112 0.093 0.082 0.068 0.06
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.43 0.42 0.42 0.42
11 x¯ 0.43 0.42 0.43 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.43 0.43
σ 0.495 0.36 0.296 0.263 0.24 0.206 0.179 0.154 0.137 0.119 0.107 0.1 0.085
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.42 0.42 0.42
12 x¯ 0.42 0.42 0.41 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42
σ 0.494 0.348 0.286 0.252 0.222 0.187 0.154 0.129 0.11 0.091 0.079 0.066 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.4 0.4 0.42 0.42 0.41
13 x¯ 0.41 0.42 0.43 0.42 0.42 0.42 0.42 0.43 0.43 0.44 0.45 0.46 0.47
σ 0.491 0.349 0.286 0.248 0.221 0.186 0.158 0.129 0.111 0.092 0.08 0.067 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.45 0.45 0.47
14 x¯ 0.42 0.42 0.42 0.42 0.43 0.42 0.43 0.42 0.43 0.43 0.44 0.45 0.45
σ 0.494 0.347 0.285 0.244 0.221 0.188 0.157 0.13 0.111 0.096 0.081 0.065 0.06
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.4 0.45 0.43 0.42 0.45 0.45
15 x¯ 0.42 0.43 0.44 0.45 0.46 0.47 0.48 0.5 0.52 0.55 0.57 0.6 0.62
σ 0.494 0.353 0.285 0.256 0.225 0.193 0.162 0.135 0.113 0.093 0.08 0.065 0.058
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.53 0.5 0.53 0.57 0.6 0.63
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Table D.48: Local update for 80-dimensional Rosenbrock function
Method λ
1 2 3 4 5 7 10 15 20 30 40 60 80
1 x¯ 0.44 0.43 0.44 0.44 0.45 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
σ 0.496 0.347 0.286 0.249 0.221 0.187 0.157 0.128 0.11 0.092 0.077 0.065 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.44
2 x¯ 0.45 0.44 0.43 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
σ 0.497 0.347 0.285 0.245 0.22 0.187 0.156 0.131 0.11 0.093 0.079 0.064 0.057
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
3 x¯ 0.44 0.45 0.44 0.45 0.45 0.45 0.45 0.46 0.47 0.48 0.5 0.51 0.53
σ 0.496 0.354 0.286 0.253 0.225 0.187 0.158 0.127 0.11 0.092 0.082 0.067 0.056
m 0 0.5 0.33 0.5 0.4 0.43 0.5 0.47 0.45 0.47 0.5 0.52 0.53
4 x¯ 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.45 0.45 0.44
σ 0.497 0.35 0.285 0.247 0.224 0.19 0.157 0.13 0.111 0.091 0.079 0.064 0.055
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.45
5 x¯ 0.43 0.43 0.44 0.44 0.44 0.45 0.45 0.45 0.46 0.46 0.47 0.49 0.5
σ 0.495 0.353 0.287 0.25 0.222 0.189 0.158 0.131 0.117 0.095 0.084 0.073 0.063
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.47 0.47 0.48 0.5
6 x¯ 0.45 0.45 0.45 0.44 0.44 0.45 0.45 0.44 0.44 0.44 0.45 0.45 0.46
σ 0.497 0.348 0.287 0.25 0.222 0.19 0.159 0.128 0.112 0.094 0.078 0.065 0.053
m 0 0.5 0.33 0.5 0.4 0.43 0.4 0.47 0.45 0.43 0.45 0.45 0.46
7 x¯ 0.44 0.45 0.46 0.46 0.47 0.48 0.49 0.5 0.52 0.53 0.55 0.57 0.59
σ 0.497 0.35 0.29 0.252 0.224 0.192 0.16 0.13 0.113 0.091 0.079 0.064 0.055
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