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Structure and bases of modular space sequences
(M2k(Γ0(N)))k∈N∗ and (S2k(Γ0(N)))k∈N∗
Part I : Strong modular units
Jean-Christophe Feauveau 1
JAugust 30, 2018
Abstract.
The modular discriminant ∆ is known to structure the sequence of modular forms (M2k(SL2(Z)))k∈ N∗
at level 1. For all positive integer N , we define a strong modular unit ∆N at level N which enables one
to structure the family (M2k(Γ0(N)))k∈ N∗ in an identical way. We will apply this result to the bases
search for each of the spaces (M2k(Γ0(N)))k∈ N∗ .
This article is the first in a series of three. In the second part we will propose explicit bases of
(M2k(Γ0(N)))k∈ N∗ for 1 6 N 6 10. Finally, in a third part, we will apply the results obtained in the
first two parts to (S2k(Γ0(N)))k∈ N∗ .
Key words. modular forms, modular units, Dedekind’s eta function.
Classification A.M.S. 2010 : 11F11, 11G16, 11F33, 33E05.
Introduction
When studying modular forms, an important result concerns the structure of the (M2k(SL2(Z)))k∈ N∗
obtained through the ∆ function, and the ability to provide an explicit basis for each subspace [14]
pages 143-144.
Such a result seems to be missing for spaces (M2k(Γ0(N)))k∈ N∗ , when N > 2. We propose in this article
an explicit decomposition of modular form spaces (M2k(Γ0(N)))(k,N)∈ N∗2 . Such a reduction cannot be
simple, the formulas giving the dimension of these spaces [2], [15] are a sufficient clue. However, we will
show that, for a fixed N level, there is a ∆N function that will play for (M2k(Γ0(N)))k∈ N∗ the role of
∆ = ∆1 in the study of (M2k(SL2(Z)))k∈ N∗ .
More precisely, for any strictly positive integer N and noting ρN the weight of ∆N , we will establish,
specifying this result :
The knowledge of M2k(Γ0(N)) bases for 1 6 k 6
1
2ρN+1 leads to the knowledge of M2k(Γ0(N))
bases for the entire k.
In Part II, we will see how to explicitly describe B2k(N) bases of M2k(Γ0(N)) for 1 6 k 6
1
2ρN + 1
when N is between 1 and 10, using Weierstrass elliptical functions.
Moreover, and for any N , this result is algorithmic. It enables one to obtain basic Fourier developments
(B2k(N))k∈ N∗ to a given order of precision as soon as one has such developments for 1 6 k 6
1
2ρN + 1,
which it is possible to obtain with the help of SAGE for example.
First, the structure of families (M2k(Γ0(N)))k∈ N∗ will be studied under the assumption of the existence
of a strong modular unit ∆N . This will be demonstrated when N is a prime number, then generalized
for any N .
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1 – Some reminders on modular forms
We recall some usual definitions and notations. For a rich and structured course on modular forms, we
can consult [1] or, more advanced, [2]. We only recall what we will need afterwards.
Definition I- 1.1. We call Poincaré half-plane the set H = {∈ C / Im(τ) > 0}.
In what follows, τ is a complex variable with values in H, and we note q = e2iπτ .
Definition I- 1.2. For an integer N > 1, we set Γ0(N) = {
(
a b
c d
)
∈ SL2(Z) / c ≡ 0 mod N}.
This is a subgroup of SL2(Z) at level N of finite index.
Definition I- 1.3. Let k be an integer. A modular form of weight k with respect to Γ0(N) is a
holomorphic function Φ : H → C verifying
(i)
Φ
(
aτ + b
cτ + d
)
= (cτ + d)kΦ(τ) for all
(
a b
c d
)
∈ Γ0(N). (1)
(ii) For any
(
a b
c d
)
∈ SL2(Z), τ 7→ (cτ + d)
−kΦ
(
aτ+b
cτ+d
)
admits a limit in C when τ tends towards
i∞, i.e. Im(τ) tends towards +∞.
Note M2k(Γ0(N)) the space of the modular forms of weight k with respect to Γ0(N).
The condition (i) indicates the weak modularity property of Φ, whereas (ii) is equivalent to the existence
of a limit at all cusps, i.e. :
(ii)′ At the infinite cusp, we ask for the existence of lim
τ→i∞
Φ(τ + b) for b ∈ Z.
(ii)′′ For the rational cusp r = −
d
c
with gcd(c, d) = 1, let (a, b) ∈ Z2 be such that
(
a b
c d
)
∈ SL2(Z),
we ask for the existence of lim
τ→−d/c
τ∈H
(cτ + d)−kΦ
(
aτ + b
cτ + d
)
.
The equivalence between (ii) and [(ii)′ ∪ (ii)′′] comes from the fact that A 7→ −A−1 is a bijection on
SL2(Z).
Of course, just check (ii) on a class representative system of SL2(Z)/Γ0(N). We speak of cancellation
at a cusp in the event of a zero limit at this cusp, and not of cancellation otherwise.
Thereafter, we only consider even weights k because the definition I-1.3 leads to null spaces for odd
weights. It is well known, and not trivial, that dimension of M2k(Γ0(N)) spaces are all finite. Note
d2k(N) the dimension of M2k(Γ0(N)).
For k > 2 and τ ∈ H, we define the normalized Eisenstein series [1, 2]:
E2k(τ) = 1 + c2k
+∞∑
n=1
σ2k−1(n)q
n
=
1
2ζ(2k)
∑
(m,n)∈Z2
(m,n) 6=(0,0)
1
(mτ + n)2k
(2)
with c2k =
(2iπ)2k
(2k − 1)!ζ(2k)
.
2
It is easy to show that E2k ∈M2k(SL2(Z)), which ensures the non-triviality of the space. Nevertheless,
it is the ∆ ∈M12(SL2(Z)) function that will structure the sequence (M2k(SL2(Z)))k∈N∗ :
∀τ ∈ H, ∆(τ) = q
+∞∏
n=1
(1− qn)24 = q − 24q2 + 252q3 + . . . (3)
The ∆ function is holomorphic, does not cancel on H and lim
τ→∞
∆(τ) = 0, it cancels at the infinite cusp.
We recall the well-known result of structure of modular forms with respect to SL2(Z) = Γ0(1) :
∀k > 6, M2k(Γ0(1)) = V ect(E2k)⊕∆.M2k−12(Γ0(1)). (4)
Indeed, the application Φ 7→ Φ.∆−1 is an isomorphism between the space of the modular forms of
weight 2k which cancel at i∞ (the cuspidal forms) and M2k−12(Γ0(1)) [14]. It is this result that we will
generalize.
2 – Spaces (M2k(Γ0(N)))k∈N∗ structure
Definition I- 2.1. Let k and N be two positive integers, and Φ ∈ M2k(Γ0(N)). The function Φ is a
2k modular unit with respect to Γ0(N) (or at level N) if and only if :
(i) The Φ function does not cancel on H.
(ii) The Φ function cancels at the infinite cusp.
(iii) The Φ function does not cancel at any other cusp with respect to Γ0(N).
If instead of (iii) one requires also cancellation at all other rational cusps, one obtains the cuspidal
forms. And if the other cusps are asked not to be cancelled (condition (iii)), we have the notion of
strong modular unity. These are two natural ways to generalize ownership of ∆, which cancels at the
unique cusp with respect to Γ0(1).
Definition I- 2.2. A modular form Φ(τ) = aqn+O(qn+1), with a 6= 0, is said to be of valuation n and
we write ν(Φ) = n. Moreover, the function Φ is unitary when a = 1.
An upper triangular basis B2k(Γ0(N)) = (E
(r)
2k,N )06r6d2k(N)−1 for spaceM2k(Γ0(N)) verifies ν(E
(r)
2k,N ) <
ν(E
(r+1)
2k,N ) for all 0 6 r 6 d2k(N)− 2. If the elements of B2k(Γ0(N)) are unitary, we say that the basis
is unitary upper triangular.
Lemma I-2.1. For all positive integers N and k, the spaceM2k(Γ0(N)) admits a unitary upper triangu-
lar basis. Moreover, if (E
(r)
2k,N )06r6d2k(N)−1 is such a basis, then the sequence (ν(E2k,N (r)))06r6d2k(N)−1
is independent of the basis’s choice.
Proof. The existence comes directly from the Gauss process. The result on valuations is straightforward.
Theorem I- 2.1. Let N ∈ N∗ such as there is a strong modular unit at level N . Let Φ0 be such a
strong modular unit at level N and minimum weight 2k0, then the other strong modular units of the
sequence (M2k(Γ0(N)))k∈N∗ are exactly of the form αΦ
n
0 with α ∈ C
∗ and n ∈ N∗.
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Proof. Let Φ be a modular unit of weight 2k with k > k0.
By euclidean division k = qk0 + r, 0 6 r < k0. If ν(Φ) < q.ν(Φ0), then Φ
q
0Φ
−1 ∈ M−2r(Γ0(N)). This
function would be infinitely cancelled and would therefore be null, this is impossible.
If q.ν(Φ0) < ν(Φ), then ΦΦ
−q
0 ∈ M2r(Γ0(N)) would be a strong modular unit, which contradicts the
minimality of k0. Therefore q.ν(Φ0) = ν(Φ) and ΦΦ
−q
0 does not cancel out on H or in any cusp, it is a
constant non-zero modular form.
The following result gives the structure of the (M2k(Γ0(N)))k∈N∗ when you have a strong modular unit
(which will always be the case).
Theorem I-2.2. Let’s say N ∈ N∗ and Φ a 2ℓ strong modular unit with respect to Γ0(N). For k ∈ N
∗,
we write (E
(s)
2k,N )06s6d2k(N)−1 an upper triangular basis of M2k(Γ0(N)). So
∀k ∈ N, k > ℓ, M2k(Γ0(N)) = Φ.M2k−2ℓ(Γ0(N))⊕ V ect
(
E
(s)
2k,N / ν(E
(s)
2k,N ) < ν(Φ)
)
. (5)
Therefore, if k ∈ N∗ and k = qℓ+ r with 1 6 r 6 ℓ,
M2k(Γ0(N)) = Φ
q.M2r(Γ0(N))
q−1⊕
n=0
Φn.V ect
(
E
(s)
2k−2nℓ,N / ν(E
(s)
2k−2nℓ,N ) < ν(Φ)
)
. (6)
Proof. As in the N = 1 case, the result comes from isomorphism :
ϕ : V ect
(
E
(s)
2k,N / ν(E
(s)
2k,N ) > ν(Φ)
)
→ M2k−2ℓ(Γ0(N))
Ψ 7→ Ψ/Φ.
The (iii) condition of the I-2.2 definition is essential here. For Ψ ∈M2k(Γ0(N)) with ν(Ψ) > ν(Φ), the
quotient Ψ/Φ admits a finite limit at any cusp other than infinity, which makes it possible to verify the
(ii) condition of definition 1.3.
The objective is nevertheless to provide concrete and calculable results. Theorem I-2.2 does not meet
these criteria until we know how to calculate the elements of
{
E
(s)
2k,N /ν(E
(s)
2k,N ) < ν(Φ)
}
, and especially
until the existence of Φ is established.
To build the strong modular units, the essential tool will be Dedekind’s η function of which we recall
some properties.
3 – Reminders on Dedekind’s η function
With elliptical functions (Weierstrass or Jacobi), the η function of Dedekind is the essential tool to build
modular functions and forms. Rademacher [12] inaugurates the construction of modular functions (of
weight 0) with respect to Γ0(p), p prime, starting from η. But it is Newman [9], [10] who establishes a
first general result allowing to build a (weakly) modular function with respect to Γ0(N) starting from
η. This was followed by works extending these results to the modular forms with respect to Γ0(N) that
interest us here [7], [11] or [6]. The following results are, essentially, from [1] and [6].
We define Dedekind’s function, weight 12 , by asking [1] :
∀τ ∈ H, η(τ) = eiπτ/12
+∞∏
n=1
(1− qn).
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Definition I- 3.1. Let N be a positive integer. We call η-quotient at level N , any function of the type
∀τ ∈ H, Φ(τ) =
∏
m|N
η(mτ)am (7)
where (a1, . . . , aN ) is a sequence of relative integers indexed by the positive divisors of N .
The relationship (7) shows that if Φ is modular, its weight is necessarily 2k = 12
∑
m|N am, and in this
case ν(Φ) = 124
∑
m|N mam ∈ N
∗.
The following results will avoid many calculations in future demonstrations. They are derived from
the modular properties of the η function and are found in various forms. The initial sources are [9]
Theorem 1, [7] Proposition 3.2.1 and finally [6] Corollary 2.3, and [11] Theorem 1.64.
Theorem I- 3.1. Let Φ(τ) =
∏
m|N
η(mτ)am be a N -level η-quotient. For a divisor m of N , we note
m′ = N/m. If the function Φ verifies
(i) ∏
m|N
m′am ∈ Q2. (8)
(ii)
1
24
∑
m|N
mam ∈ Z (9)
(iii)
1
24
∑
m|N
m′am ∈ Z (10)
So Φ is a weakly modular form (that is, vérifies (1)) with respect to Γ0(N) for weight 2k =
1
2
∑
m|N am.
Theorem I- 3.2. For r = − dc ∈ Q with gcd(c, d) = 1, the cancellation order of Φ(τ) =
∏
m|N
η(mτ)am
at the cusp r is defined by
ord(Φ, r) =
N
24
∑
m|N
gcd(c,m)2
m
am. (11)
The function Φ allows a limit at the cusp r if and only if ord(Φ, r) > 0 and Φ cancels at this cusp if
and only if ord(Φ, r) > 0.
Therefore, under the assumptions (i), (ii) and (iii) of Theorem I-3.1, and if for any cusp r = − dc ∈ Q
we have ord(Φ, r) > 0, then Φ ∈M2k(Γ0(N)).
As noted in [6], the behavior of Φ at the cusp −d/c depends only on c. Since gcd(c,m) =
gcd(gcd(c,N),m) for any divisorm ofN , we deduce that it is enough to check the condition ord(Φ, r) > 0
at the cusps r = 1/c for the divisors c of N , 1 6 c 6 N .
The ord(Φ, 1c ) = 0 condition, for the values 1 6 c 6 N − 1, indicates the non nullity of Φ at all rational
cusps. The ord(Φ, 1N ) > 0 condition indicates that Φ is cancelled at the infinite cusp, because I2 and(
1 0
N 1
)
are two representatives of the Γ0(N) class. Finally, we have the following result.
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Theorem I- 3.3. Let Φ(τ) =
∏
m|N
η(mτ)am a η-quotient at level N such that :
(i) ∏
m|N
m′am ∈ Q2 (12)
(ii)
1
24
∑
m|N
mam ∈ N
∗. (13)
(iii)
∀c ∈ J1, N − 1K,
∑
m|N
gcd(c,m))2
m
am = 0 (14)
So the Φ function is a strong modular unit at level N and 2k =
1
2
∑
m|N
am.
Proof. For such a function Φ, the condition (ii) of Theorem I-3.1 is deducted from the condition (ii)
above, and the condition (iii) of Theorem I-3.1 is deducted from the condition (iii) above.
The condition (ii) expresses the cancellation of Φ in the infinite cusp while giving the order of Φ to
infinity (i.e. its valuation). Condition (iii) indicates no nullity of Φ at any cusp other than the infinite
cusp.
We will use Theorem I-3.3 to construct, in paragraph 4, a modular unit ∆p when the level p is prime.
This will result in a more precise and operational version of Theorem I-2.2 in paragraph 5. The results
obtained for p prime will be extended to paragraphs 6 and 7 at any level N .
4 – Strong modular units ∆p, p prime
Let’s start by building strong unitary modular units of minimum weight for p =2 and p =3, these cases
being exceptions.
• The p = 2 case.
The space M2(Γ0(2)) is 1 and generated by a form E
(0)
2,2(τ) = 1+O(q). This is a classic result that will
again be established in Part II. This excludes the existence of a strong modular form of 2 weight that
must cancel each other out in the infinite cusp.
Theorem I- 4.1. The function
∆2(τ) = η(2τ)
16η(τ)−8
= q
+∞∏
k=1
(1− q2k)16
(1− qk)8
(15)
belongs to M4(Γ0(2)), it is a strong modular unit of minimum weight for level 2.
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Proof. The ∆2 function is a η-quotient at level N = 2, with divisors m ∈ {1, 2} with a1 = −8 and
a2 = 16.
The function ∆2 of 2k =
1
2 (a1 + a2) = 4 verifies the hypotheses of the application of Theorem I-3.3 :∏
m|2
m′am = 2−8 ∈ Q2,
1
24
∑
m|2
mam = 1 ∈ N
∗ and
∑
m|2
am
m
= 0.
• The p = 3 case.
The one dimensional space M2(Γ0(3)) is generated by E
(0)
2,3(τ) = 1 + 12q + O(q
2). There is no strong
modular unit in this space.
The two dimensional M4(Γ0(3)) space does not contain a strong modular unit. Indeed, we can choose
E
(0)
4,3 = [E
(0)
2,3 ]
2 = 1 + 24q + O(q2), but we also know an element of M2(Γ0(3)) built from the series of
Eisenstein E4, namely E4(3τ) = 1 + 240q
3 +O(q6).
We deduce from these two linearly independent modular forms that E
(1)
4,3 is of valuation 1 (and
unique if unitary). This function could be a strong modular unit, but using division, we should have
dim(M6(Γ0(3))) = 2 which is wrong, the space is 3. We then have the following result.
Theorem I- 4.2. The function
∆3(τ) = η(3τ)
18η(τ)−6
= q2
+∞∏
k=1
(1 − q3k)18
(1− qk)6
(16)
belong to M6(Γ0(3)), it is the strong modular unit of minimum weight for the level 3.
Proof. The ∆3 function is an η-quotient at level N = 3, divisors m ∈ {1, 3} with a1 = −6 and a2 = 18.
The ∆3 function of weight 2k =
1
2 (a1+a3) = 6 verifies the hypotheses of application of Theorem I-3.3 :∏
m|3
m′am = 3−6 ∈ Q2, and
1
24
∑
m|3
mam = 2 ∈ N
∗.
Finally, for c = 1 and c = 2, we find
∑
m|3
gcd(c,m))2
m
am =
∑
m|3
am
m
= 0.
• The p > 5 case, p prime.
We then have a general shape for a strong modular unit of p > 5, p prime.
Theorem I- 4.3. For any prime number p > 5, we define on H the function ∆p :
∆p(τ) = η(pτ)
2pη(τ)−2
= q(p
2−1)/12
+∞∏
n=1
(1− qpn)2p
(1− qn)2
.
(17)
So ∆p is a strong modular unit of Mp−1(Γ0(p)).
Note the equality ∆p(τ
12 = ∆(pτ)p∆(τ−1 which indicates a modular property for the p − 1 weight
function ∆p.
Let’s also note that if p > 5 is prime, then p
2−1
12 ∈ N. More generally, if N is a positive integer such as
N ≡ 1(mod 6) or N ≡ 5(mod 6), which is the case for p > 5 prime, then fracN2 − 112 ∈ N.
Indeed, if N = 6k + 1 then N
2−1
12 = 3k
2 + k and if N = 6k + 5 then N
2−1
12 = 3k
2 + k + 2.
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Proof. The function ∆p is an η-quotient at level p, with divisors m ∈ {1, p} and a1 = −2 and ap = 2p.
The function ∆p has weight 2k = p − 1 ∈ 2N
∗ and verifies the hypotheses of application of Theorem
I-3.3 : ∏
m|p
m′am = p−2 ∈ Q2, and
1
24
∑
m|p
mam =
p2 − 1
12
∈ N∗.
Finaly, for c ∈ J1, p− 1K, we have
∑
m|p
gcd(c,m))2
m
am =
∑
m|p
am
m
= 0.
5 – Structure and bases of (M2k(Γ0(p)))k∈N∗, p prime
We are looking for building a sequence of unitary upper triangular bases (B2k(Γ0(p)))k∈N∗ of (M2k(Γ0(p)))k∈N∗
and we note in a generic way B2k(Γ0(p)) = (E
(s)
2k,p)06s6d2k(p)−1.
Let’s start with the special p = 2 and p = 3 cases that must be dealt with separately. This also makes
it possible to understand the algorithm of production of the bases on these two examples.
• The p = 2 case.
Let E
(0)
2,2 be the unitary generator of M2(Γ0(2)) which has valuation 0. It is therefore possible to choose
E
(0)
2k,2 = [E
(0)
2,2 ]
k as the first vector of the B2k(Γ0(2)) unitary upper triangular bases.
The ∆2 function being of weight 4 and valuation 1, Theorem I-2.2 gives the following result.
Corollary I- 5.1.
∀k > 3, M2k(Γ0(2)) = V ect(E
(0)
2k,2)⊕∆2.M2k−4(Γ0(2))
moreover
B2k(Γ0(2)) =
(
[E
(0)
2,2 ]
a∆b2, with (a, b) ∈ N
2 such as a+ 2b = k
)
is an upper triangular basis of M2k(Γ0(2))
Proof. These are direct consequences of Theorem I-2.2.
Of course, a similar result is true for N = 1 and leads to upper triangular bases structured by ∆,
instead of the usual result obtained with the E4 and E6 generators. The details of this will be studied
in Part II.
• The p = 3 case.
The strong modular form ∆3 is of weight 6, valuation 2, and Theorem I-2.2 is written
Corollary I- 5.2.
∀k > 4, M2k(Γ0(3)) = V ect(E
(0)
2k,3, E
(1)
2k,3)⊕∆3.M2k−6(Γ0(3)). (18)
We then have a basis of M2k(Γ0(3)) :
B2k(Γ0(3)) =
(
[E
(0)
2,3 ]
a.∆b3, (a, b) ∈ N
2 / a+ 3b = k
)
∪
(
E
(1)
4,3 .[E
(0)
2,3 ]
a.∆b3, (a, b) ∈ N
2 / a+ 3b = k − 2
)
.
(19)
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Proof. This time again, the first equality is an application of Theorem I-2.2
We have dim(M2(Γ0(3))) = 1, dim(M4(Γ0(3))) = 2 with ν(E
(0)
2,3) = 0, ν(E
(0)
4,3) = 0 and ν(E
(1)
4,3) = 1.
We can therefore choose E
(0)
4,3 = [E
(0)
2,3 ]
2, and more generally, E
(0)
2k,3 = [E
(0)
2,3 ]
k as the first element of the
unitary upper triangular basis of M2k(Γ0(3)).
Likewise, it is legitimate to choose for everything k > 3, E
(1)
2k,3 = E
(1)
4,3 [E
(0)
2,3 ]
k−2.
It is easy to verify that the (19) relationship produces a basis for k = 1 and k = 2, we assume
the result true up to the order k − 1 > 2. Based on the above, the (18) relationship indicates that
([E
(0)
2,3 ]
k, E
(1)
4,3 [E
(0)
2,3 ]
k−2) ∪∆3B2k−4(Γ0(3)) provides a basis B2k(Γ0(3)).
It can then be seen that(
[E
(0)
2,3 ]
a.∆b3, (a, b) ∈ N
2 / a+ 3b = k
)
= ([E
(0)
2,3 ]
k) ∪∆3
(
[E
(0)
2,3 ]
a.∆b3, (a, b) ∈ N
2 / a+ 3b = k − 3
)
and(
E
(1)
4,3 .[E
(0)
2,3 ]
a.∆b3, (a, b) ∈ N
2 / a+ 3b = k − 2
)
=
E
(1)
4,3 [E
(0)
2,3 ]
k−2 ∪∆3
(
E
(1)
4,3 .[E
(0)
2,3 ]
a.∆b3, (a, b) ∈ N
2 / a+ 3b = k − 5
)
which concludes the recurrence demonstration.
• The p > 5 case, p prime.
We set p > 5, p prime.
Lemma I- 5.1. for every k ∈ N∗,
dim(M2k+p−1(Γ0(p)))− dim(M2k(Γ0(p))) = ν(∆p) =
p2 − 1
12
. (20)
Proof. The second equality is known, and the first is in fact a special case of Theorem I-7.1, valid in
any general case N , and which will be demonstrated in paragraph 7.
We rely on an explicit formula giving the dimension of M2k(Γ0(N)) depending on k and N [15].
Moreover, from Theorem I-2.2, we derive the following equality
∀k ∈ N∗, dim(M2k+p−1(Γ0(p))) = dim(M2k(Γ0(p))) + Card({s / ν(E
(s)
2k+p−1,N ) <
p2 − 1
12
}).
As a result Card({s / ν(E
(s)
2k+p−1,N ) <
p2 − 1
12
}) =
p2 − 1
12
, from which the following theorem is derived.
Theorem I-5.1. Let p > 5 be a prime number and, for an integer k > 1, (E
(s)
2k,p)06s6d2k(N)−1 an upper
triangular basis of M2k(Γ0(p)). So
∀k >
p+ 1
2
, ∀s ∈ J0,
p2 − 1
12
− 1K, ν(E
(s)
2k,p) = s. (21)
This result is important. It indicates that the new items appearing in B2k(Γ0(p)) are regularly upper
triangular, the other items coming from ∆p.B2k−(p−1)(Γ0(p)). It remains to characterize these new
elements.
We have the following result, true for the whole N > 2.
Theorem I- 5.2. Either an integer N > 2, then M2(Γ0(N)) has elements of valuation 0.
Proof. It is a well known result obtained in general thanks to the false series of Eisenstein G2 (see [8]
or [2]). We define
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G2(τ) =
∑
m∈Z
∑
n∈Z′m
1
(mτ + n)2
= 2ζ(2)− 8π2
+∞∑
n=1
σ(n)qn
where Z′m = Z− {0} if m = 0 and Z
′
m = Z otherwise.
Then we show that G2,N (τ) = G2(τ) −NG2(Nτ) belongs to M2(Γ0(N)). Moreover, lim
τ→+∞
G2,N (τ) =
2(1−N)ζ(2) 6= 0, which ensures results.
A different demonstration of this result will be given in Part II. We will show precisely that the function∑N−1
k=1 ℘(kτ,Nτ) is an element ofM2(Γ0(N)) valuation 0, where ℘(z, τ) designates the elliptical function
of Weierstrass on a network of periods Z+ τZ, taken at point z.
Corollary I- 5.3. let N > 2 be an integer, if (E
(s)
2k,p)06s6d2k(N)−1 is a unitary upper triangular basis
of M2k(Γ0(N)), then ν(E
(0)
2k,p) = 0 and we can choose E
(0)
2k,p = [E
(0)
2,p]
k.
The Theorem I-5.2 and corollary I-5.3 allow the algorithmic construction of structured bases. Indeed,
for k >
p+ 1
2
, we can choose
E
(s)
2k,p = E
(s)
p+1,p[E
(0)
2,p]
k− p+12 , 0 6 s <
p2 − 1
2
. (22)
These elements are unitary and regularly upper triangular (without jumps) in space M2k(Γ0(p)), so
they qualify as
p2 − 1
2
first elements of B2k(Γ0(p)).
We can then specify Theorem I-2.2
Theorem I- 5.3. Let p > 5 be a prime number, then
∀k ∈ N, k >
p− 1
2
, M2k(Γ0(p)) = ∆p.M2k−(p−1)(Γ0(p))⊕V ect
(
E
(s)
p+1,p[E
(0)
2,p ]
k− p+12 / 0 6 s <
p2 − 1
12
)
.
(23)
Therefore, if k ∈ N∗ and k = q p−12 + r with 1 6 r 6
p−1
2 ,
M2k(Γ0(p)) = ∆
q
p.M2r(Γ0(p))
q−1⊕
n=0
∆np .V ect
(
E
(s)
p+1,p[E
(0)
2,p]
k−(n+1) p−12 −1 / 0 6 s <
p2 − 1
12
)
. (24)
Regarding the calculation of a unitary upper triangular basis B2k(Γ0(p)), k > 1, Theorem I-2.2 is
now operational since the knowledge of all bases is reduced to that of the finite sequence of bases
(B2k(Γ0(p)))16k6 p+12
. We will see in part II that this is possible using elliptical functions for 1 6 N 6 10.
6 – Strong modular units ∆N , N positive integer
In the previous paragraph, we obtained structured bases of (M2k(Γ0(p)))k∈N∗ when p is prime. The
important tool, which reduces the search from an infinity of bases to a finite number, is the existence
of a strong ∆p modular form. We will establish the existence of ∆N in the general N > 1 case.
There are sub-cases to consider. For example, the existence of ∆pr when p is prime, of ∆pr11 p
r2
2
for p1,
p2 different prime numbers . . . As one might expect, it is sometimes necessary to distinguish cases of
prime factors equal to 2 or 3, and the case greater than 5.
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We will note in this part ∆N a strong modular unit of the sequence (M2k(Γ0(N)))k∈N∗ while remaining
consistent with the notation introduced in section 4.
Let’s summarize, a little ahead of time, the knowledge about the (∆N )16N610 functions (with minimum
weight) that will be obtained in Part II :
∆2(τ) = η(τ)
−8η(2τ)16 = q
+∞∏
k=1
(1− q2k)16
(1− qk)8
∆3(τ) = η(τ)
−6η(3τ)18 = q2
+∞∏
k=1
(1− q3k)18
(1− qk)6
∆4(τ) = η(2τ)
−4η(4τ)8 = q
+∞∏
k=1
(1 − q4n)8
(1 − q2n)4
∆5(τ) = η(τ)
−2η(5τ)10 = q2
+∞∏
n=1
(1 − q5n)10
(1− qn)2
∆6(τ) = η(τ)
2η(2τ)−4η(3τ)−6η(6τ)12 = q2
+∞∏
k=1
(1 − qk)2(1− q6k)12
(1 − q2k)4(1− q3k)6
∆7(τ) = η(τ)
−2η(7τ)14 = q4
+∞∏
n=1
(1 − q7n)14
(1− qn)2
∆8(τ) = η(4τ)
−4η(8τ)8 = q2
+∞∏
k=1
(1− q8n)8
(1− q4n)4
∆9(τ) = η(3τ)
−2η(9τ)6 = q2
+∞∏
k=1
(1− q9k)6
(1− q3k)2
∆10(τ) = η(τ)
2η(2τ)−4η(5τ)−10η(10τ)20 = q6
+∞∏
k=1
(1− qn)2(1− q10n)20
(1− q2n)4(1− q5n)10
(25)
Note that ∆4(τ) = ∆2(2τ)
1/2, ∆8(τ) = ∆4(2τ) and ∆9(τ) = ∆3(3τ)
1/3.
The following result reduces the search for a strong modular unit at level N when N is a product of
separate primes.
Lemma I- 6.1. Let N , n be positive integers and Ψ ∈M2k(Γ0(N)). Then the function Ψn(τ) = Ψ(nτ)
belongs to space M2k(Γ0(nN)).
For example, a demonstration can be found in [2], exercise 1.2.12. The following result can be deduced.
Corollary I- 6.1. Let p1, . . . , pn be all distinct prime numbers and r1, . . . , rn positive integers.
If the Φ(τ) function is a 2k strong modular unit with respect to Γ0(p1 . . . pn), then Φ(p
r1−1
1 . . . p
rn−1
n τ)
is a 2k strong modular unit with respect to Γ0(p
r1
1 . . . p
rn
n ).
Proof. According to the lemma I-6.1, if Φ˜(τ) = Φ(pr1−11 . . . p
rn−1
n τ), then Φ˜ ∈M2k(Γ0(p
r1
1 . . . p
rn
n )).
Besides, Φ˜ does not cancel on H and Fourier serial development of (cτ + d)−2kΦ(aτ+bcτ+d) indicates that
the Φ˜ order at a given cusp is null if and only if the Φ order in that same cusp is also null, which gives
the result.
Following the definition (17) of ∆p for p > 5 prime, we ask
Notation I- 6.1. For all q ∈ N∗,
∀τ ∈ H, ηq(τ) = η(qτ)
q . (26)
• The N = pr case, p prime and r > 0
The result is as follows:
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Theorem I- 6.1. The following ∆pr functions are strong modular units with respect to Γ0(p
r).
When p = 2,
∆2 =
(
η2
η1
)8
, and ∀r > 2, ∆2r (τ) = ∆4(2
r−2τ) =
(
η2
η1
)4
(2r−1τ) ∈M2(Γ0(2
r)). (27)
When p = 3,
∆3 =
(
η3
η1
)6
, and ∀r > 2, ∆3r (τ) = ∆9(3
r−2τ) =
(
η3
η1
)2
(3r−1τ) ∈M2(Γ0(3
r)). (28)
When p > 5 prime,
∀r ∈ N∗, ∆pr (τ) = ∆p(p
r−1τ) =
(
ηp
η1
)2
(pr−1τ) ∈Mp−1(Γ0(p
r)). (29)
Proof. The ∆p case, p prime was processed. According to corollary I-6.1, it is enough to verify
that ∆4 and ∆9 are strong modular units of M2(Γ0(4)) and M2(Γ0(9)) respectively.
The ∆4(τ) = η(2τ)
−4η(4τ)8 function is an η-quotient at level N = 4, with divisors m ∈ {1, 2, 4}
with a1 = 0, a2 = −4, a4 = 8 and weight 2k =
1
2 (a1 + a2 + a4) = 2.
It verifies the hypotheses of the application of Theorem I-3.3 :∏
m|4
m′am = 2−4 ∈ Q2,
1
24
∑
m|4
mam = 1 ∈ N
∗ and
∑
m|4
am
m
= 0.
The last equality gives the condition (iii) of Theorem for c = 1 and c = 3, the c = 2 case comes
from the calculation ∑
m|4
gcd(2,m)2
m
am = 0.
The ∆9(τ) = η(3τ)
−2η(9τ)6 function is an η-quotient at level N = 9, with divisors m ∈ {1, 3, 9}
and a1 = 0, a3 = −2, a9 = 6 of weight 2k =
1
2 (a1 + a3 + a9) = 2.
It verifies the hypotheses of the application of Theorem I-3.3 :∏
m|9
m′am = 3−2 ∈ Q2,
1
24
∑
m|9
mam = 2 ∈ N
∗ and
∑
m|9
am
m
= 0.
The last equality gives the condition (iii) of Theorem for c ∈ {1, 2, 4, 5, 7, 8}, the c = 3 and c = 6
cases come from the calculations∑
m|9
gcd(3,m)2
m
am =
∑
m|9
gcd(6,m)2
m
am = 0.
• The N = pr11 p
r2
2 case, with p1, p2 distinct primes and (r1, r2) ∈ N
∗2
The guide to understanding the construction of ∆pr11 p
r2
2
is based on equality
(p1 − 1)(p2 − 1) = +p1p2 − p1 − p2 + 1 (30)
which will be generalized later.
The algorithm to build ∆N is as follows.
12
1. When N = p1.p2, terms with + indicate ’elementary units’ ηq placed in the numerator of the
strong modular unit and terms preceded by the − sign indicate ’elementary units’ ηq placed
in the denominator.
2. When N = pr11 .p
r2
2 , corollary I-6.1 applies and ∆pr11 .p
r2
2
(τ) = ∆p1p2(p
r1−1
1 .p
r2−1
2 τ).
We have the following generic result:
Theorem I- 6.2.
Let p > 3 be a prime and (r1, r2) ∈ N
∗2:
∆2r1pr2 (τ) =
(
η1 η2p
η22 ηp
)2
(2r1−1pr2−1τ) ∈M(p−1)(Γ0(2
r1pr2)). (31)
Let p1 > 3 and p2 > 3 be two distinct primes and (r1, r2) ∈ N
∗2:
∆pr11 p
r2
2
(τ) =
η1 ηp1p2
ηp1 ηp2
(pr1−11 p
r2−1
2 τ) ∈M 12 (p1−1)(p2−1)(Γ0(p
r1
1 p
r2
2 )). (32)
These functions are strong modular units of the corresponding modular spaces.
Proof. Given the corollary I-refDilat2, it is to show that ∆2p and ∆p1p2 are strong modular units
in M(p−1)(Γ0(2p)) and M 1
2 (p1−1)(p2−1)
(Γ0(p1p2)) respectively.
The function
∆2p(τ) = η(τ)
2η(2τ)−4η(pτ)−2pη(2pτ)4p
is an η-quotient at level 2p, with divisors m ∈ {1, 2, p, 2p} and a1 = 2, a2 = −4, ap = −2p,
a2p = 4p with weight 2k =
1
2 (a1 + a2 + ap + a2p) = p− 1.
It verifies the hypotheses of application of Theorem I-3.3 :
∏
m|2p
m′am = 2−2(p−1)p−2 ∈ Q2,
1
24
∑
m|2p
mam =
p2 − 1
4
∈ N∗ et
∑
m|2p
am
m
= 0.
The last equality gives the condition (iii) of Theorem I-3.3 for c ∈ J1, 2p− 1K− {2, p}, the c = 2
and c = p cases come from the calculations
∑
m|2p
gcd(2,m)2
m
am =
∑
m|2p
gcd(p,m)2
m
am = 0.
Note that the square root of this function does not verify the (i) condition of Theorem I-3.3.
When p1 > 3 and p2 > 3 are distinct primes, the function
∆p1p2(τ) = η(τ)
1η(p1τ)
−p1η(p2τ)
−p2η(p1p2τ)
p1p2
is an η-quotient at level N = p1p2, with divisors m ∈ {1, p1, p2, p1p2} with a1 = 1, ap2 = −p1,
ap2 = −p2, ap1p2 = p1p2 and of weight 2k =
1
2 (a1 + ap1 + ap2 + ap1p2) =
1
2 (p1 − 1)(p2 − 1).
It verifies the hypotheses of the application of Theorem I-3.3 :
∏
m|p1p2
m′am = p
−(p2−1)
1 p
−(p1−1)
2 ∈ Q
2,
1
24
∑
m|p1p2
mam =
(p21 − 1)(p
2
2 − 1)
24
∈ N∗ and
∑
m|p1p2
am
m
= 0.
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This time again, the last equality gives the condition (iii) of Theorem for c ∈ J1, p1p2−1K−{p1, p2},
the c = p1 and c = p2 cases come from direct calculations
∑
m|p1p2
gcd(p1,m)
2
m
am =
∑
m|p1p2
gcd(p2,m)
2
m
am = 0.
The result can be unified by proposing
(
η1 ηp1p2
ηp1 ηp2
)2
(pr1−11 p
r2−1
2 τ) ∈M(p1−1)(p2−1)(Γ0(p
r1
1 p
r2
2 )) for
strong modular unit for all prime numbers p1 6= p2. For all that, The (32) relationship enables
one to halve the weight of the strong modular unit retained when 2 is not one of the primary
factors, which will be useful when searching for bases for example.
For the (31) relationship, the valuation of ∆2r1pr2 is:
ν(∆2r1pr2 ) = 2
r1−3pr2−1(p2 − 1), (33)
for the (32) relationship, the valuation of ∆pr11 p
r2
2
is:
ν(∆pr11 p
r2
2
) = pr1−11 p
r2−1
2
(p21 − 1)(p
2
2 − 1)
24
(34)
which are always integers.
Let us give some examples.
- For N = 3.5 = 15,
∆15(τ) =
η(τ)η(15τ)15
η(3τ)3η(5τ)5
∈M4(Γ0(15))
= q8
+∞∏
n=1
(1− qn)(1 − q3n)−3(1 − q5n)−5(1− q15n)15.
(35)
- For N = 5.7 = 35,
∆35(τ) =
η(τ)η(35τ)35
η(5τ)5η(7τ)7
∈M12(Γ0(35))
= q48
+∞∏
n=1
(1− qn)(1− q5n)−5(1− q7n)−7(1− q35n)35.
(36)
- For N = 22.32 = 36,
∆36(τ) =
η(6τ)2η(36τ)12
η(12τ)4η(18τ)6
∈M2(Γ0(36))
= q12
+∞∏
n=1
(1− q6n)2(1− q12n)−4(1− q18n)−6(1 − q36n)12.
(37)
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• The N = pr11 p
r2
2 p
r3
3 case, p1 < p2 < p3 distinct primes, (r1, r2, r3) ∈ N
∗3
Let’s extend equality (30) :
(p1 − 1)(p2 − 1)(p3 − 1) = +p1p2p3 − p1p2 − p2p3 − p3p1 + p1 + p3 + p3 − 1 (38)
which will still be widespread.
It is always a question of placing the modular elements linked to the + signs in the numerator of
the modular unit searched and those linked to the − sign in the denominator.
On a le résultat suivant :
Theorem I- 6.3. Let p1, p2 and p3 be distinct prime numbers, (r1, r2, r3) ∈ N
∗3.
For N = pr11 p
r2
2 p
r3
3 , the function
∆N (τ) =
ηp1 ηp2 ηp3 ηp1p2p3
η1 ηp1p2 ηp2p3 ηp1p3
(
Nτ
p1p2p3
)
∈M 1
2 (p1−1)(p2−1)(p3−1)
(Γ0(N)). (39)
is a strong N level modular unit.
For example, when N = 60 = 22.3.5 :
∆60(τ) = q
48
+∞∏
n=1
(1− q4n)2(1 − q6n)3(1 − q10n)5
(1 − q2n)(1 − q12n)6(1− q20n)10(1− q30n)15(1− q60n)30
(40)
which is in M4(Γ0(60)).
As can be seen from Theorems I-6.1 and I-6.2, the exceptional p = 2 and p = 3 cases gradually
faded to give a unified result on Theorem I-6.3 that we now establish in the general case of a
number of prime factors greater than or equal to 3.
• The general case
Given corollary I-6.1, the search for a strong modular unit at level N = pr11 . . . p
rn
n , n > 3 is
reduced to that of a strong modular unit at level N = p1 . . . pn.
For N = p1 . . . pn, n > 3 and the prime numbers pi all distinct, we consider equality which is
finally directly related to what will be the weight of ∆N :
(p1 − 1)(p2 − 1) . . . (pn − 1) = +
∏
16i6n
pi
−
∑
16k16n

 ∏
16i6n, i6=k1
pi


+
∑
16k1<k26n

 ∏
16i6n, i6∈{k1,k2}
pi


...
+(−1)n−1
∑
16i6n
pi
+(−1)n.
(41)
15
The m divisors of p1 . . . pn preceded by a + sign will provide a ηm term to the numerator, those
preceded by a - sign will provide a ηm term to the denominator. Let’s formalize that.
The divisors of p1 . . . pn are exactly the elements of
Ω = {pε11 . . . p
εn
n , (ε1, . . . , εn) ∈ {0, 1}
n}. (42)
For m = pε11 . . . p
εn
n ∈ Ω, note αm = α(ε) = (−1)
n−
∑n
i=1 εi , the final result is then the following.
Theorem I- 6.4. Let be p1,. . . , pn prime numbers all distinct with n > 3. So
∆p1...pn(τ) =
∏
m∈Ω
ηm(τ)
αm
=
∏
ε∈{0,1}n
η(pε11 . . . p
εn
n τ)
α(ε)p
ε1
1 ...p
εn
n
(43)
is a strong modular unit with respect to Γ0(p1 . . . pn) with ∆p1...pn ∈M 12 (p1−1)...(pn−1)(Γ0(p1 . . . pn)).
In the general case where N = pr11 . . . p
rn
n , n > 3,
∆N (τ) = ∆p1...pn
(
Nτ
p1 . . . pn
)
(44)
is a strong modular unit with respect to Γ0(N) with ∆N ∈M 1
2 (p1−1)...(pn−1)
(Γ0(N)).
Proof. With the corollary I-6.1, it is enough to establish that ∆N verifies the assumptions of
Theorem I-3.3 when N = p1 . . . pn, n > 3. For m = p
ε1
1 . . . p
εn
n ∈ Ω, we have am = αmm.
For condition (i),
∏
m|p1...pn
m′am =
∏
m|p1...pn
mam′ =
∏
ε∈{0,1}n
[pε11 . . . p
εn
n ]
(−1)(
∑n
i=1 εi)p
1−ε1
1 ...p
1−εn
n =
n∏
i=1
pδii .
It is about showing that the δi are even integers. By symmetry, let’s show this for i = n.
We consider the 2n−1 divisors of p1 . . . pn which contain pn, that is m = p
ε1
1 . . . p
εn−1
n−1 pn.
We find
δn =
∑
ε∈{0,1}n−1
(−1)(1+
∑n−1
i=1 εi)p1−ε11 . . . p
1−εn−1
n−1
= (−1)n
∑
ε∈{0,1}n−1
(−1)
∑n−1
i=1 εipε11 . . . p
εn−1
n−1
= (−1)n
n−1∏
j=1
(1 − pj).
Generally speaking, δi = −
∏
16j6n,j 6=i
(pj − 1) which is even, even in the case where 2 is one of the
primary factors since n > 3.
For condition (ii),
1
24
∑
m|p1...pn
mam =
1
24
∑
ε∈{0,1}n
(−1)n−
∑n
i=1 εip2ε11 . . . p
2εn
n
=
(−1)n
24
∑
ε∈{0,1}n
(−p21)
ε1 . . . (−p2n)
εn
=
1
24
n∏
i=1
(p2i − 1)
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which is a positive integer because one of the factors, let’s say p, is greater than or equal to 5,
which results in 124 (p
2 − 1) ∈ N∗ and the result.
For condition (iii) two cases are distinguished when c ∈ J1, p1 . . . pn − 1K.
• If gcd(c, p1 . . . pn) = 1.
∑
m|p1...pn
gcd(c,m)2
m
am =
∑
ε∈{0,1}n
(−1)n−
∑n
i=1 εi
= (−1)n
n∏
i=1
(1− 1) = 0.
• If gcd(c, p1 . . . pn) > 1.
If we reindex the sequence p1, . . . , pn, we write c = p1 . . . prc
′ with 0 < r < n and gcd(c′, p1 . . . pn) =
1.
∑
m|p1...pn
gcd(c,m)2
m
am =
∑
ε∈{0,1}n
gcd(p1 . . . pr, p
ε1
1 . . . p
εn
n )
2 α(pε11 . . . p
εn
n )
=
∑
ε∈{0,1}n(−1)
n−
∑
n
i=1 εip2ε11 . . . p
2εr
r
= 0
because if you group the terms εn =0 and εn =1, you get two opposite terms.
The simplest example with four prime factors is N = 210 = 2.3.5.7:
∆210(τ) = q
1152
+∞∏
n=1
(1− qn)(1 − q6n)6(1− q10n)10(1− q14∗n)14
(1− q2n)2(1− q3n)3(1− q5n)5(1 − q7n)7
(1− q15n)15(1− q21n)21(1− q35n)35(1− q210n)210
(1− q30n)30(1− q42n)42(1− q70n)70(1− q105n)105
(45)
which is the minimum strong modular unit at level 210. It is in modular space M24(Γ0(210)).
Notation I- 6.2. We will write down ρN the weight of ∆N .
Let p, p1. . . be distinct prime numbers and r, r1. . . positive integers.
The following table summarizes the characteristics of ∆N .
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N ρN ν(∆N ) ∆N (τ)
2 4 1 η(τ)−8η(2τ)16
4 2 1 η(2τ)−4η(4τ)8
2r, r > 2 2 2r−2 ∆4(2
r−2τ)
3 6 2 η(τ)−6η(3τ)18
9 2 2 η(3τ)−2η(9τ)6
3r, r > 2 2 2.3r−2 ∆9(3
r−2τ)
p > 5 p− 1 112 (p
2 − 1) η(τ)−2η(pτ)2p
pr, r > 1 p− 1 112p
r−1(p2 − 1) ∆p(p
r−1τ)
2p p− 1 14 (p
2 − 1) η(τ)2η(2τ)−4η(pτ)−2pη(2pτ)4p
2r1pr2 p− 1 2r1−3pr2−1(p2 − 1) ∆2p(2
r1−1pr2−1τ)
p1p2, p1, p2 > 3
1
2 (p1 − 1)(p2 − 1)
1
24 (p
2
1 − 1)(p
2
2 − 1) η(τ)η(p1τ)
−p1η(p2τ)
−p2η(p1p2τ)
p1p2
pr11 p
r2
2 , p1, p2 > 3
1
2 (p1 − 1)(p2 − 1)
p
r1−1
1 p
r2−1
2
24 (p
2
1 − 1)(p
2
2 − 1) ∆p1p2(p
r1−1
1 p
r2−1
2 τ)
p1 . . . pn, n > 3
1
2 (p1 − 1) . . . (pn − 1)
1
24 (p
2
1 − 1) . . . (p
2
n − 1)
∏
ε∈{0,1}n
η(pε11 . . . p
εn
n τ)
α(ε)p
ε1
1 ...p
εn
n
pr11 . . . p
rn
n , n > 3
1
2 (p1 − 1) . . . (pn − 1)
p
r1−1
1 ...p
rn−1
n
24 (p
2
1−1)...(p
2
n−1) ∆p1...pn(p
r1−1
1 . . . p
rn−1
n τ)
With ε = (ε1, . . . , εn) ∈ {0, 1}
n and αn(ε) = (−1)
n−
∑
n
i=1 εi
7 – Structure and bases of (M2k(Γ0(N)))k∈N∗, N positive integer
Write the explicit formula giving the dimension of M2(Γ0(N)) in the general case, we will consult again
[8], [2] and [15].
For p prime and N ∈ N∗, we note νp(N) the power of p in the decomposition of N into prime factors.
One then poses
µ0(N) =
∏
p|N
(
pνp(N) + pνp(N)−1
)
,
µ0,2(N) =
{
0 si 4 | N,∏
p|N
(
1 +
(
−4
p
))
sinon,
µ0,3(N) =
{
0 si 2 | N ou 9 | N,∏
p|N
(
1 +
(
−3
p
))
sinon,
c0(N) =
∑
d|N
ϕ(gcd(d,N/d)),
g0(N) = 1 +
µ0(N)
12
−
µ0,2(N)
4
−
µ0,3(N)
3
−
c0(N)
2
.
(46)
The M2k(Γ0(N)) space is divided into the cuspidal subspace S2k(Γ0(N)) and the Eisenstein subspace
E2k(Γ0(N)):
M2k(Γ0(N)) = S2k(Γ0(N))⊕ E2k(Γ0(N)). (47)
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We have the relationships:
dim(S2k(Γ0(N))) =
{
g0(N) if k=1,
(2k − 1)(g0(N)− 1) + (k − 1)c0(N) + µ0,2(N)⌊
k
2 ⌋+ µ0,3(N)⌊
2k
3 ⌋ si k > 2,
(48)
dim(E2k(Γ0(N))) =
{
c0(N) if k 6= 1
c0(N)− 1 if k = 1.
(49)
Hence finally
∀k ∈ N∗, dim(M2k(Γ0(N))) = (2k − 1)(g0(N)− 1) + kc0(N) + µ0,2(N)⌊
k
2
⌋+ µ0,3(N)⌊
2k
3
⌋ (50)
Theorem I- 7.1. Let’s say N ∈ N∗ and ρN the weight of ∆N . For any k ∈ N
∗,
dim(M2k+ρN (Γ0(N)))− dim(M2k(Γ0(N))) = ν(∆N ). (51)
This result generalizes, as announced, lemma I-5.1.
When N = 1, the weight of ∆1 = ∆ is 12 and its valuation 1, (51) is classically verified.
To establish the result, we can use directly the equation (50), but that requires to study several cases
according to the divisibility of ρN by 3 and 4. To avoid this, let us establish the following result,
analogous to corollary I-5.3.
Lemma I- 7.1. Let N be an integer greater than or equal to 2. If (E
(r)
2k,N )06r6d2k(N)−1 is an upper
triangular basis of M2k(Γ0(N)), then ν(E
(1)
2k,N ) =1 for every k > 2.
Proof. Let us take again some results of the demonstration of Theorem I-5.2.
G2(τ) =
∑
m∈Z
∑
n∈Z′m
1
(mτ + n)2
= 2ζ(2)− 8π2
+∞∑
n=1
σ(n)qn = 2ζ(2)− 8π2q +O(q2)
where Z′m = Z− {0} si m = 0 and Z
′
m = Z otherwise.
It is known that H2,N (τ) =
1
2(1−N)ζ(2) (G2(τ) −NG2(Nτ)) = 1−
24
(1−N)q+O(q
2) belong to M2(Γ0(N)).
It can then be seen that H2,N (τ)
2 = 1− 48(1−N)q +O(q
2) belong to M4(Γ0(N)).
The Eisenstein series E4(τ) = 1+240q+O(q
2) also belongs toM4(Γ0(N)), and consequentlyE4−H
2
2,N =(
240 + 48(1−N)
)
q +O(q2) also belongs to M4(Γ0(N)) with valuation 1.
With the usual notations, (E4 − H
2
2,N)[E2,N0]
2k−4 is an element of M2k(Γ0(N)) with valuation 1 for
every k > 2. The result can be deduced from this.
Demonstration of Theorem I-7.1.
We note again (E
(r)
2k,N )06r6d2k(N)−1 a unitary upper triangular basis of M2k(Γ0(N))
We deduce from Lemma I- 7.1 the equalities ν(E04,N ) = 0 and ν(E
1
4,N ) = 1.
As big as you take an integer a, you find that for ℓ ∈ J0, aK, the modular form [E
(0)
2,2 ]
2a−2ℓ[E4,N1]
ℓ
belongs to M4a(Γ0(N)) with valuation ℓ.
We then choose a = ν(∆N ), and therefore a unitary upper triangular basis of M4a(Γ0(N)) does not
show any jump in its first a items. This remains true for M2k(Γ0(N)), whatever k > 2a : just multiply
the first a of the M4a(Γ0(N)) basis by [E
(0)
2,2 ]
k−2a to see it.
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Finally, using Theorem I-2.2,
∀h ∈ N, M4a+2h(Γ0(N)) = Φ.M2h−ρN (Γ0(N))⊕ V ect
(
E
(s)
4a+2h,N / ν(E
(s)
4a+2h,N ) < ν(∆N )
)
.
Now, we just established that for h > 0,{
E
(s)
4a+2h,N / ν(E
(s)
4a+2h,N ) < ν(∆N )
}
=
{
E
(s)
4a+2h,N / 0 6 s < ν(∆N )
}
which is cardinal ν(∆N ). The
relationship (51) is therefore established for all k > k0, k0 being fixed.
We then observe, thanks to (50), that k 7→ dim(M2k+ρN (Γ0(N))) − dim(M2k(Γ0(N)) is a 6 period
function starting from k = 1. Since it is constant from k0, it is a constant function for all k > 1,
necessarily equal to ν(∆N ), it is the announced result.
Moreover, we deduce from Theorem I-2.2 the equality
∀k ∈ N, dim(M2k+ρN (Γ0(N))) = dim(M2k(Γ0(N))) + Card({s / ν(E
(s)
2k+ρN ,N
) < ν(∆N )}).
As a consequence Card({s / ν(E
(s)
2k+ρN ,N
) < ν(∆N )}) = ν(∆N ) for k >1 and the next result.
Theorem I- 7.2. Let be N ∈ N∗ and, for the whole k > 1, (E
(r)
2k,N )06r6d2k(N)−1 a unitary upper
triangular basis of M2k(Γ0(N)). So
∀k >
ρN
2
+ 1, ∀r ∈ J0, ν(∆N )− 1K, ν(E
(r)
2k,N ) = r. (52)
In addition, you can choose
∀k >
ρN
2
+ 1, ∀r ∈ J0, ν(∆N )− 1K, E
(r)
2k,N = E
(r)
ρN+2,N
[E
(0)
2,N ]
k−
ρN
2 −1. (53)
The theorem of structure and construction of bases can be formulated in its final form.
Theorem I- 7.3. Let N be a positive integer, then
∀k ∈ N, k >
ρN
2
, M2k(Γ0(N)) = ∆N .M2k−ρN (Γ0(N))⊕V ect
(
E
(s)
ρN+2,N
[E
(0)
2,N ]
k−
ρN
2 −1 / 0 6 s < ν(∆N )
)
.
(54)
Therefore, if k ∈ N∗ and k = q ρN2 + r with 1 6 r 6
ρN
2 ,
M2k(Γ0(N)) = ∆
q
N .M2r(Γ0(N))
q−1⊕
n=0
∆nN .V ect
(
E
(s)
ρN+2,N
[E
(0)
2,N ]
k−(n+1)
ρN
2 −1 / 0 6 s < ν(∆N )
)
. (55)
In practice, there are simple strategies for determining elements of a B2k+2(Γ0(N)) basis knowing
B2k(Γ0(N)). For example :
- We can impose, as in Theorem I-7.3, E
(s)
2k+2,N = E
(s)
2k,NE
(0)
2,N for 0 6 s 6 d2k(N) − 1, and also
E
(d2k(N))
2k+2,N = E
(d2k(N))
2k,N E
(1)
2,N , for instance.
- When dρN (N) = ν(ρN ) + 1, for r ∈ J0, ν(∆N )− 1K we have ν(E
(r)
ρN ,N
) = r, and we can choose
∀k >
ρN
2
, ∀r ∈ J0, ν(∆N )− 1K, E
(r)
2k,N = E
(r)
ρN ,N
[E
(0)
2,N ]
k−
ρN
2 . (56)
Theorem I-7.3 is then slightly improved since the knowledge of the (B2k(Γ0(N)))16k6 ρN2
bases is
sufficient to generate a total sequence of bases (B2k(Γ0(N)))k∈N.
This remark will be exploited in Part II because dρN (N) = ν(ρN )+1 is checked when 1 6 N 6 10.
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Regarding the calculation of a unitary upper triangular basis B2k(Γ0(N)), k > 1, Theorem I-7.3
is operational since the knowledge of all bases is reduced to that of the finite sequence of bases
(B2k(Γ0(N)))16k6 ρN2 +1
. We will see in the second part of this article that this is possible using elliptic
functions [3]. We will explicitly provide such bases for 1 6 N 6 10.
Moreover, as we have seen, the knowledge of unitary upper triangular bases (B2k(Γ0(N)))16k6k0 , for
some k0 6
ρN
2 enables one to obtain many elements of B2k0+2(Γ0(N)). For example, we might notice
that E02,NB2k0(Γ0(N)) ⊂ B2k0+2(Γ0(N)), which greatly reduces the number of new modular forms to
be determined to obtain a S2k0+2(Γ0(N)) unitary upper triangular basis.
On the other hand, SAGE allows explicit calculation of elements of (B2k(Γ0(N)))16k6 ρN2 +1
to a given
precision, which then gives access, without more complex calculations, to all bases (B2k(Γ0(N))k∈N∗
with the same precision.
8 – From theory to practice
Theorem I-7.3 reveals the structure of classical modular form spaces with respect to Γ0(N). To ob-
tain unitary upper triangular bases of these spaces, it remains to determine unitary upper triangular
bases B2k(Γ0(N)) = (E
(s)
2k,N )06s6d2k(N)−1, 1 6 k 6
ρN
2 as well as the elements of BρN+2(Γ0(N)) :
(E
(s)
ρN+2,N
)06s6ν(∆N )−1.
It is not an easy task, but many modular forms are identified in the literature, one can consult for
example [6] for a broad study on the subject.
It is with this in mind that the second part of this article was written. Show that, for N levels between
1 and 10, it is possible to explain these first bases that initiate a structured sequence of bases for a
given N level.
It must nevertheless be noted that, despite generic processes that will certainly identify certain elements
of these bases through elliptic functions, these will be case-by-case studies. Hecke’s operator theory can
also provide basic elements in a generic way [15].
However, the calculation approach can directly benefit from the results of the previous sections. Know-
ing the basics for 1 6 2k 6 ρN +2 at an accuracy of O(q
m) allows you to simply obtain upper triangular
basics for any weight 2k > ρN +2 with the same accuracy. It is thanks to Theorem I-7.3, as well as the
explicit formulas established for ∆N in this part I and for E
(0)
2,N in part II.
9 – Conclusion of Part I
To close this part, a few words to better situate the ∆N functions compared to previous works. The
products and quotients of η functions have been studied by Rademacher [12] who introduces the func-
tions ϕδ(τ) = η(δτ)/η(τ) to establish that, if p > 5 is prime and r is an even integer, then ϕ
r
p is a
weakly modular function of weight 0 with respect to Γ0(p). This result was generalized by Newmann
[9], [10] to construct, still from the ϕδ functions, weakly modular functions with respect to Γ0(N), with
any N this time and always of weight 0.
Theorem I-3.3, which enables one to establish that ∆N functions are strong modular units, was essen-
tially obtained by Ligozat [7] when studying elliptical modular curves. From then on, we essentially
looked for η-quotients in order to find cuspidal modular forms. This is why, in our opinion, the notion
of strong modular unity does not seem to have emerged, eclipsed by the highly justified importance
taken by the cuspidal forms following Hecke’s founding work.
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By introducing the ∆N functions, we were able to elucidate the structure of the modular space sequences
(M2k(Γ0(N)))k∈N∗ , and provide an operational tool to explain a basis for each of these spaces. In the
second part of this work, we will apply Theorem I-7.3 to the explicit search for bases when 1 6 N 6
10. To determine the few missing modular forms, we will introduce renormalized elliptic functions
completely adapted to the search for modular forms [3].
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