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APPLICATION OF THE METHOD OF BONAN-CLARK TO THE
GENERALIZED HERMITE POLYNOMIALS
JESU´S A. A´LVAREZ LO´PEZ AND MANUEL CALAZA
Abstract. It is shown that the method of Bonan-Clark can be used to prove
asymptotic estimates for the generalized Hermite polynomials, showing also
that these estimates are optimal.
1. Introduction
Let pk be the sequence of orthogonal polynomials for the measure e
−sx2 |x|2σ dx,
taken with norm one and positive leading coefficient. Up to normalization, these
are the generalized Hermite polynomials [16, p. 380, Problem 25]; see also [3, 5, 6,
4, 13, 14]. Let xk,k < xk,k−1 < · · · < xk,1 denote the roots of each pk; in particular,
xk,k/2 is the smallest positive root if k is even. The generalized Hermite functions
φk = pke
−sx2/2 are the eigenfunctions of the Dunkl harmonic oscillator on R [13].
Asymptotic estimates for the functions φk, or the polynomials pk, can be ob-
tained by using that the generalized Hermite polynomials can be expressed by the
Laguerre ones (see e.g. [14, p. 525] or [15, p. 23]), which have asymptotic estimates
[7, 1, 12, 11]. This procedure is indicated in Section 2.4.
We show that method of Bonan-Clark, used in [2] for the Hermite functions, can
be also applied to the functions ξk = |x|σφk. They satisfy the equation ξ′′k+qkξk = 0,
where qk = (2k+1+2σ)s−s2x2−σ¯kx−2 with σ¯k = σ(σ−(−1)k). The corresponding
oscillation region Îk = q
−1(R+) is of the form: (−bk,−ak) ∪ (ak, bk) if σ¯k > 0 (for
k > 0), (−bk, bk) if σ¯k = 0, or (−bk, 0) ∪ (0, bk) if σ¯k < 0, where bk ∈ O(k1/2) and
ak ∈ O(k−1/2) as k →∞. If σ¯k ≥ 0, then set Ĵk = Îk. When σ¯k < 0 and k is large
enough, the equation qk(b) = 4π/b
2 has two positive solutions, bk,+ < bk,−, with
bk,+ ∈ O(k−1/2); in this case, set Ĵk = (−bk,−bk,+] ∪ [bk,+, bk).
Theorem 1.1. There exist C,C′, C′′ > 0, depending on σ and s, so that, for k ≥ 1:
(i) ξ2k(x) ≤ C/
√
qk(x) for all x ∈ Ĵk ;
(ii) if k is odd or σ ≥ 0, then ξ2k(x) ≤ C′k−1/6 for all x ∈ R ; and
(iii) if k is even and σ < 0, then ξ2k(x) ≤ C′′k−1/6 for |x| ≥ xk,k/2.
In the case of Theorem 1.1-(iii), the estimate of ξk cannot be extended to R\{0}
because these functions are unbounded near zero. Therefore some condition of the
type |x| ≥ xk,k/2 must be assumed; the meaning of this condition is clarified by
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pointing out that xk,k/2 ∈ O(k−1/2) as k →∞. This weakness is complemented by
the following result.
Theorem 1.2. Suppose that σ < 0. There exist C′′′ > 0, depending on σ and s,
such that φ2k(x) ≤ C′′′ for all k and |x| ≤ 1.
Even though Theorems 1.1 and 1.2 easily follow from the known asymptotic es-
timates of Laguerre polynomials, we think that the given adaptation of the method
of Bonan-Clark has its own interest. Moreover this method continues with the proof
of the following theorem asserting that the estimates of Theorem 1.1-(ii),(iii) are
optimal.
Theorem 1.3. There are C(4), C(5) > 0, depending on σ and s, so that, for k ≥ 1:
(i) maxx∈R ξ
2
k(x) ≥ C(4)k−1/6; and,
(ii) if k is even and σ < 0, then max|x|≥xk,k/2 ξ
2
k(x) ≥ C(5)k−1/6.
The method that Bonan-Clark has two steps: first, it estimates the distance
from any point x in the oscillation region Îk to some root xk,i, and, second, the
value of ξ2k(x) is estimated by using |x − xk,i|. These computations become much
more involved than in [2]; indeed, several cases are considered separately, some of
them with significant differences; for instance, some roots xk,i may not be in the
oscillation region Îk, and the functions ξk may not be bounded, as we said.
The asymptotic distribution of the roots xk,i as k → ∞ also has a well known
measure theoretic interpretation [8, 17, 18]; specially, the generalized Hermite poly-
nomials are considered in [17, Section 4]. However the weak convergence of measures
considered in those publications does not seem to give the asymptotic approxima-
tion of the roots needed in the first step.
2. Preliminaries
2.1. Dunkl operator. Recall that, for any φ ∈ C∞ = C∞(R), there is some
ψ ∈ C∞ such that φ(x) − φ(0) = xψ(x), which also satisfies
ψ(m)(x) =
∫ 1
0
tmφ(m+1)(tx) dt (1)
for all m ∈ N (see e.g. [10, Theorem 1.1.9]). The notation ψ = x−1φ is used.
The Dunkl operator, in the case of dimension one, is the differential-difference
operator Tσ on C
∞, depending on a parameter σ ∈ R, defined by
(Tσφ)(x) = φ
′(x) + σ
φ(x) − φ(−x)
x
.
It can be considered as a perturbation of the derivative operator ddx .
Consider the decomposition C∞ = C∞ev⊕C∞odd, as direct sum of subspaces of even
and odd functions. The matrix expressions of operators on C∞ will be considered
with respect to this decomposition. The operator of multiplication by a function h
will be denoted also by h. We can write ddx =
(
0 ddx
d
dx 0
)
, x =
(
0 x
x 0
)
and
Tσ =
(
0 ddx + 2σx
−1
d
dx 0
)
=
d
dx
+ 2σ
(
0 x−1
0 0
)
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on C∞. With Σ =
(
σ 0
0 −σ
)
, we have
[Tσ, x] = 1 + 2Σ , (2)
TσΣ+ ΣTσ = xΣ + Σx = 0 . (3)
Let m!σ denote the perturbed factorial of each m ∈ N, which is inductively defined
by setting 0!σ = 1, and
m!σ =
{
(m− 1)!σm if m is even
(m− 1)!σ(m+ 2σ) if m is odd
for m > 0. Observe that m!σ > 0 if σ > −1/2. For k ≤ m, even when k!σ = 0,
the quotient m!σ/k!σ can be understood as the product of the factors from the
definition of m!σ which are not included in the definition of k!σ. For any φ ∈ C∞
and m ∈ N, we have
(Tmσ φ)(0) =
m!σ
m!
φ(m)(0) . (4)
This equality follows by (1) and induction on m.
2.2. Dunkl harmonic oscillator. Recall that, for dimension one, the harmonic
oscillator, and the annihilation and creation operators are H = − d2dx2 + s2x2, A =
sx+ ddx and A
′ = sx− ddx on C∞. By using Tσ instead of d/dx, we get the Dunkl
harmonic oscillator, and Dunkl annihilation and creation operators:
L = −T 2σ + s2x2 = H − 2σ
(
x−1 ddx 0
0 ddx x
−1
)
,
B = sx+ Tσ = A+ 2σ
(
0 x−1
0 0
)
,
B′ = sx− Tσ = A′ − 2σ
(
0 x−1
0 0
)
.
By (2) and (3),
L = BB′ − (1 + 2Σ)s = B′B + (1 + 2Σ)s = 1
2
(BB′ +B′B) , (5)
[L,B] = −2sB , [L,B′] = 2sB′ , (6)
[B,B′] = 2s(1 + 2Σ) , (7)
[L,Σ] = BΣ+ ΣB = B′Σ + ΣB′ = 0 . (8)
Recall also that the Schwartz space S = S(R) consists of the functions φ ∈
C∞ such that ‖φ‖Sm =
∑
i+j≤m supx |xiφ(j)(x)| is finite for all m ∈ N (including
zero1). This defines a sequence of norms ‖ ‖Sm on S, which is endowed with the
corresponding Fre´chet topology. The Banach space completion of S with respect
to each norm ‖ ‖Sm will be denoted by Sm. We have Sm+1 ⊂ Sm continuously2,
and S = ⋂m Sm. Let us remark that ‖φ′‖Sm ≤ ‖φ‖Sm+1 for all m.
The above decomposition of C∞ can be restricted to each Sm and S, giving
Sm = Smev ⊕ Smodd and S = Sev ⊕ Sodd. The matrix expressions of operators on S
1We adopt the convention 0 ∈ N.
2Let X and Y be topological vector spaces. It is said that X ⊂ Y continuously if X is a linear
subspace of Y and the inclusion map X →֒ Y is continuous.
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will be considered with respect to this decomposition. For φ ∈ C∞ev , ψ = x−1φ and
i, j ∈ N, it follows from (1) that
|xiψ(j)(x)| ≤
∫ 1
0
tj−i|(tx)iφ(j+1)(tx)| dt ≤ sup
y∈R
|yiφ(j+1)(y)|
for all x ∈ R. Thus ‖ψ‖Sm ≤ ‖φ‖Sm+1 for all m ∈ N, obtaining that Sodd = xSev
and x−1 : C∞odd → C∞ev restricts to a continuous operator x−1 : Sodd → Sev.
Therefore x : Sev → Sodd is an isomorphism of Fre´chet spaces, and Tσ, B, B′ and
L define continuous operators on S.
Let 〈 , 〉σ and ‖ ‖σ denote the scalar product and norm of L2(R, |x|2σ dx).
Assume from now on that σ > −1/2, and therefore S is dense in L2(R, |x|2σ dx).
In L2(R, |x|2σ dx), with domain S, −Tσ is adjoint of Tσ, B′ is adjoint of B, and
L is essentially self-adjoint. The self-adjoint extension of L (with domain S) will
be denoted by L, or Lσ. Its spectrum consists of the eigenvalues (2k + 1 + 2σ)s
(k ∈ N), with normalized eigenfunctions φk inductively defined by
φ0 = s
(2σ+1)/4Γ(σ + 1/2)−1/2e−sx
2/2 , (9)
φk =
{
(2ks)−1/2B′φk−1 if k is even
(2(k + 2σ)s)−1/2B′φk−1 if k is odd
(10)
for k ≥ 1. We also have Bφ0 = 0 and
Bφk =
{
(2ks)1/2φk−1 if k is even
(2(k + 2σ)s)1/2φk−1 if k is odd
for k ≥ 1. These assertions follow from (5)–(8) like in the case of H .
2.3. Generalized Hermite polynomials. From (9), (10) and the definition ofB′,
it follows that φk = pke
−sx2/2, where pk is the sequence of polynomials inductively
defined by
p0 = s
(2σ+1)/4Γ(σ + 1/2)−1/2 , (11)
pk =
{
(2ks)−1/2(2sxpk−1 − Tσpk−1) if k is even
(2(k + 2σ)s)−1/2(2sxpk−1 − Tσpk−1) if k is odd ,
(12)
for k ≥ 1. Each pk is of precise degree k, even/odd if k is even/odd, and with
positive leading coefficient, denoted by γk. Up to normalization, pk is the sequence
of generalized Hermite polynomials [16, p. 380, Problem 25] and generalized Her-
mite functions (they are orthogonormal with respect to the measure |x|2σe−sx2 dx).
By (12),
γk =
{
k−1/2(2s)1/2γk−1 if k is even
(k + 2σ)−1/2(2s)1/2γk−1 if k is odd
(13)
for k ≥ 1. We also have Tσp0 = 0 and
Tσpk =
{
(2ks)1/2pk−1 if k is even
(2(k + 2σ)s)1/2pk−1 if k is odd .
(14)
The following recursion formula follows directly from (12) and (14):
pk =
{
k−1/2
(
(2s)1/2xpk−1 − (k − 1 + 2σ)1/2pk−2
)
if k is even
(k + 2σ)−1/2
(
(2s)1/2xpk−1 − (k − 1)1/2pk−2
)
if k is odd .
(15)
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We have pk(0) = 0 if and only if k is odd, and p
′
k(0) = 0 if and only if k is even.
By (15) and induction on k,
pk(0) = (−1)k/2
√
(k − 1 + 2σ)(k − 3 + 2σ) · · · (1 + 2σ)
k(k − 2) · · · 2 p0 (16)
if k is even3. When k is odd, by (14) and (16),
(Tσpk)(0) = (−1)(k−1)/2
√
(k + 2σ)(k − 2 + 2σ) · · · (1 + 2σ)2s
(k − 1)(k − 3) · · · 2 p0 ,
obtaining by (4) that
p′k(0) =
(−1)(k−1)/2
1 + 2σ
√
(k + 2σ)(k − 2 + 2σ) · · · (1 + 2σ)2s
(k − 1)(k − 3) · · · 2 p0 . (17)
The following assertions come from the general theory of orthogonal polynomials
[16, Chapter III]. All zeros of each polynomial pk are real and of multiplicity one.
Each open interval between consecutive zeros of pk contains exactly one zero of
pk+1, and at least one zero of every pℓ with ℓ > k. Moreover pk has exactly ⌊k/2⌋
positive zeros and ⌊k/2⌋ negative zeros. The zeros of each pk will be denoted
xk,1 > xk,2 > · · · > xk,k. On each interval (xk,i+1, xk,i), the function pk+1/pk is
strictly increasing, and satisfies limx→x±k,i
pk+1(x)
pk(x)
= ∓∞. For every polynomial p
of degree ≤ k − 1, we have
p2(x) ≤
∫ ∞
−∞
p2(t) |t|2σe−st2 dt ·
k∑
ℓ=0
p2ℓ(x) (18)
for all x ∈ R. The Gauss-Jacobi formula states that there are λk,1, λk,2, . . . , λk,k ∈ R
such that, for any polynomial p of degree ≤ 2k − 1,∫ ∞
−∞
p(x) |x|2σe−sx2 dx =
k∑
i=1
p(xk,i)λk,i . (19)
Lemma 2.1. We have
p′k
2
(xk,i)λk,i =
{
2s if k is even
2s/(1 + 2σ) if k is odd .
Proof. This is a direct adaptation of the proof of [2, Corollary 3]. With p = pkpk−1x−xk,i ,
the formula (19) becomes γkγk−1 = p
′
k(xk,i)pk−1(xk,i)λk,i, and the result follows
from (13)–(14). 
2.4. Relation with the Laguerre polynomials. For α > −1, the sequence
of Laguerre polynomials, Lαn, can be determined by requiring the following [16,
Chapter V, Section 5.1]:∫ ∞
0
Lαm(y)L
α
n(y)y
αe−y dy =
Γ(n+ α+ 1)
n!
δmn , (20)
3As a convention, the product of an empty set of factors is 1. In this sense, (16) and (17) also
make sense for k = 0 and k = 1, respectively.
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each Lαn has precise degree n, and the sign of its leading coefficient is (−1)n. Thus
the corresponding Laguerre functions
Lαn(y) =
(
n!
Γ(n+ α+ 1)
)1/2
Lαn(y)y
α/2e−y/2
form a complete orthonormal system of L2(R+, dy). With the change of variable
y = sx2 in (20), we get
2sα+1
∫ ∞
0
Lαm(sx
2)Lαn(sx
2)x2α+1e−sx
2
dx =
Γ(n+ α+ 1)
n!
δmn .
By taking σ = α± 1/2, it follows that (see e.g. [14, p. 525] or [15, p. 23])
p2n(x) = (−1)n
(
n!
Γ(n+ σ + 1/2)
)1/2
sσ/2+1/4Lσ−1/2n (sx
2) ,
p2n+1(x) = (−1)n
(
n!
Γ(n+ σ + 3/2)
)1/2
sσ/2+3/4xLσ+1/2n (sx
2) ,
ξ2n(x) = (−1)nsσ/2+1/4x1/2Lσ−1/2n (sx2) , (21)
ξ2n+1(x) = (−1)nsσ/2+3/4x1/2Lσ+1/2n (sx2) , (22)
for all x > 0. On the other hand, the following asymptotic estimates of Laguerre
functions were shown in [7] for α ≥ 0 (see also [1, 12]), and extended to the case
−1 < α < 0 in [11]: there are some C, γ > 0, depending only on α, such that, for
all n ∈ N and x > 0,
|Lαn(x)| ≤

Cxα/2να/2 if 0 < x ≤ 1/ν
Cx−1/4ν−1/4 if 1/ν < x ≤ ν/2
Cx−1/4(ν1/3 + |x− ν|)−1/4 if ν/2 < x ≤ 3ν/2
Ce−γx if 3ν/2 < x ,
(23)
where ν = 4n + 2α + 2, with the proviso that we must take ν = 2 if n = 0 and
α < 0. By (21), (22) and (23),
|ξ2n(x)| ≤

Csσxσνσ/2−1/4 if 0 < x ≤
√
1
sν
Csσ/2ν−1/4 if
√
1
sν < x ≤
√
ν
2s
Csσ/2(ν1/3 + |sx2 − ν|)−1/2 if √ ν2s < x ≤√ 3ν2s
Csσ/2+1/4x1/2e−γsx
2
if
√
3ν
2s < x ,
(24)
where ν = 4n + 2σ + 1, with the proviso that we must take ν = 2 if n = 0 and
σ < 1/2, and
|ξ2n+1(x)| ≤

Csσ+1xσ+1νσ/2+1/4 if 0 < x ≤
√
1
sν
Cs(σ+1)/2ν−1/4 if
√
1
sν < x ≤
√
ν
2s
Cs(σ+1)/2(ν1/3 + |sx2 − ν|)−1/2 if √ ν2s < x ≤√ 3ν2s
Csσ/2+3/4x1/2e−γsx
2
if
√
3ν
2s < x ,
(25)
where ν = 4n + 2σ + 3. Theorems 1.1-(ii),(iii) and 1.2 easily follow from (24)
and (25).
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3. Estimates using the method of Bonan-Clark
3.1. Second perturbation of H. Consider the perturbed derivative,
Eσ = |x|σTσ|x|−σ =
(
0 ddx + σx
−1
d
dx − σx−1 0
)
,
and the perturbed harmonic oscillator,
K = |x|σL|x|−σ = −E2σ + s2x2 =
(
H + σ(σ − 1)x−2 0
0 H + σ(σ + 1)x−2
)
,
defined on |x|σ S = |x|σ Sev ⊕ |x|σ Sodd. According to Sections 2.2 and 2.3, and
since |x|σ : L2(R, |x|2σ dx) → L2(R, dx) is a unitary isomorphism, K is essentially
self-adjoint in L2(R, dx), and the spectrum of its self-adjoint extension, denoted by
K, or Kσ, consists of the eigenvalues (2k+1+2σ)s (k ∈ N) of multiplicity one, and
the corresponding normalized eigenfunctions are ξk = |x|σφk = |x|σpke−sx2/2.
Each ξk is C
∞ on R \ {0}, and it is C∞ on R if and only if σ ∈ N. If σ > 0 or
k is odd, then ξk is defined and continuous on R, and ξk(0) = 0. If σ < 0 and k is
even, then ξk is only defined on R\ {0}; in fact, by (16), limx→0 ξk(x) = (−1)k/2∞.
By (14) and (15),
ξ′k =
(
p′k +
(σ
x
− sx
)
pk
)
|x|σe−sx2/2 (26)
=
{
(
√
2ks pk−1 + (
σ
x − sx)pk) |x|σe−sx
2/2 if k is even
(
√
2(k + 2σ)s pk−1 − (σx + sx)pk) |x|σe−sx
2/2 if k is odd
=
{
((sx+ σx )pk −
√
2(k + 1 + 2σ)s pk+1) |x|σe−sx2/2 if k is even
((sx− σx )pk −
√
2(k + 1)s pk+1) |x|σe−sx2/2 if k is odd .
(27)
By (26), (16) and (17),
lim
x→0±
ξ′k(x) =

0 if σ > 1 or σ = 0
±pk(0) if σ = 1
±(−1)k/2∞ if 0 < σ < 1
∓(−1)k/2∞ if −1/2 < σ < 0
if k is even,
lim
x→0
ξ′k(x) =

0 if σ > 0
p′k(0) if σ = 0
(−1)(k−1)/2∞ if −1/2 < σ < 0
if k is odd, and
lim
x→0±
(ξkξ
′
k)(x) =

0 if k is odd or σ = 0 or σ > 1/2
±p2k(0)/2 if k is even and σ = 1/2
±∞ if k is even and 0 < σ < 1/2
∓∞ if k is even and −1/2 < σ < 0 .
(28)
By (27),
ξ′k
ξk
=
{
sx+ σx −
√
2(k + 1+ 2σ)s pk+1pk if k is even
sx− σx −
√
2(k + 1)s
pk+1
pk
if k is odd ,
(29)
which generalizes a formula of [9] for the Hermite functions.
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For the sake of simplicity, let σ¯k = σ(σ − (−1)k). Each ξk satisfies
ξ′′k + qkξk = 0 , (30)
where qk = (2k + 1 + 2σ)s− s2x2 − σ¯kx−2.
3.2. Description of qk. The following elementary analysis of the functions qk will
be used in Sections 3.3 and 3.4. If k is even, then σ¯k = 0 if σ ∈ {0, 1}, σ¯k < 0
if 0 < σ < 1, and σ¯k > 0 otherwise. When k is odd, we have σ¯k = 0 if σ = 0,
and σσ¯k > 0 if σ 6= 0. Each qk is defined and smooth on R just when σ¯k = 0,
otherwise it is defined and smooth only on R \ {0}. Moreover qk is even and
q′k = −2s2x+ 2σ¯kx−3. Observe that
lim
x→±∞
qk(x) = −∞ , lim
x→0
qk(x) =
{
−∞ if σ¯k > 0
∞ if σ¯k < 0 ,
lim
x→±∞
q′k(x) = ∓∞ , lim
x→0±
q′k(x) =
{
±∞ if σ¯k > 0
∓∞ if σ¯k < 0 .
We have the following cases for the zeros of q′k:
• If σ¯k > 0, then q′k has two zeros, ±xmax = ±
√√
σ¯k/s. At these points, qk
reaches its maximum, which equals cmaxs for cmax = 2k + 1 + 2σ − 2
√
σ¯k.
Notice that, in this case, cmax = 0 if k = 0 and σ = −1/8, cmax < 0 if k = 0
and −1/2 < σ < −1/8, and cmax > 0 otherwise.
• If σ¯k = 0, then q′k has one zero, which is 0, where qk reaches its maximum
cmaxs as above with cmax = 2k + 1 + 2σ > 0.
• If σ¯k < 0, then q′k > 0 on R− and q′k < 0 on R+.
We have the following possibilities for the zeros of qk:
• If σ¯k > 0 and cmax > 0, then qk has four zeros, which are
±ak = ±
√
2k + 1 + 2σ −
√
(2k + 1 + 2σ)2 − 4σ¯k
2s
,
±bk = ±
√
2k + 1 + 2σ +
√
(2k + 1 + 2σ)2 − 4σ¯k
2s
. (31)
• If σ¯k > 0 and cmax = 0, or σ¯k ≤ 0, then qk has two zeros, ±bk, defined
by (31).
• If σ¯k > 0 and cmax < 0, then qk < 0.
If qk has four zeros, ±ak and ±bk, then
s(bk − ak)2 = cmax , (32)
and
2sa2k =
4σ¯k
2k + 1 + 2σ +
√
(2k + 1 + 2σ)2 − 4σ¯k
,
obtaining
ak ∈ O(k−1/2) (33)
as k→∞.
If qk has at least two zeros, ±bk, then
2s(b2k − b2ℓ) = 2 + 4
k2 − ℓ2 + (1 + 2σ)(k − ℓ) + σ¯ℓ − σ¯k√
(2k + 1 + 2σ)2 − 4σ¯k +
√
(2ℓ+ 1 + 2σ)2 − 4σ¯ℓ
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for ℓ ≤ k, obtaining
bk+1 − bk ∈ O(k−1/2) (34)
as k→∞, and
bk − bℓ ≥ C(k − ℓ)k−1/2 (35)
for some C > 0 if k and ℓ are large enough. If σ¯k = 0, then sb
2
k = cmax.
Like in [2], the maximal open intervals where qk is defined and > 0 (respectively,
< 0) will be called oscillation (respectively, non-oscillation) intervals of ξk; this
terminology is justified by Lemma 3.1 below. We have the following possibilities
for the oscillation intervals:
• If σ¯k > 0 and cmax > 0, then ξk has two oscillation intervals, (ak, bk) and
(−bk,−ak), containing xmax and −xmax, respectively.
• If σ¯k > 0 and cmax ≤ 0, then ξk has no oscillation intervals.
• If σ¯k < 0, then ξk has two oscillation intervals, (−bk, 0) and (0, bk).
• If σ¯k = 0, then ξk has one oscillation interval, (−bk, bk).
3.3. Location of the zeros of ξk and ξ
′
k. In R \ {0}, the functions ξk and pk
have the same zeros. Then ξk and ξ
′
k have no common zeros by (26). The functions
ξ0 and ξ1 have no zeros in R \ {0}, and the two zeros ±x2,1 of ξ2 are in R \ {0}.
Lemma 3.1. On R \ {0}:
(i) the zeros of ξ′k belong to the oscillation intervals of ξk;
(ii) if k is odd or σ ≥ 0, the zeros of ξk belong to the oscillation intervals of ξk;
(iii) if k is even and σ < 0, the zeros of ξk, possibly except ±xk,k/2, belong to
the oscillation intervals of ξk.
Proof. It is enough to consider the zeros in R+ because ξk is either even or odd.
We can also assume that ξkξ
′
k has zeros on R+, otherwise there is nothing to prove.
Let x∗ and x
∗ denote the minimum and maximum of the zeros of ξkξ
′
k in R+.
By (30), we have (ξkξ
′
k)
′ = ξ′k
2 − qkξ2k > 0 on the non-oscillation intervals, and
therefore ξkξ
′
k is strictly increasing on those intervals. In particular, since ξkξ
′
k
is strictly increasing on (bk,∞) and (ξkξ′k)(x) → 0 as x → ∞, it follows that
x∗ < bk. This shows the statement when there is one oscillation interval of the
form (−bk, bk). So it remains to consider the case where there is an oscillation
interval of ξk in R+ of the form (ak, bk). This holds when k is odd and σ > 0, k = 0
and σ ∈ (−1/8, 0)∪ (1,∞), or k ∈ 2Z+ and σ ∈ (−1/2, 0) ∪ (1,∞).
If k is odd and σ > 0, or k is even and σ ∈ (1,∞), then x∗ > ak because ξkξ′k is
strictly increasing on (0, ak) and (ξkξ
′
k)(x)→ 0 as x→ 0+ by (28).
Finally, assume that k ∈ 2Z+ and σ ∈ (−1/2, 0). Then the above arguments do
not work because (ξkξ
′
k)(x)→ −∞ as x→ 0+ by (28). Let f be the function on R+
defined by f(x) = sx + σx . We have f(x) → −∞ as x → 0+, and f ′ = s− σx2 > 0
on R+. Moreover
√
−σ/s is the unique zero of f in R+.
If x∗ is a zero of ξ
′
k, then ξk (and pk as well) has no zeros in [−x∗, x∗]. Therefore
0 is the unique zero of pk+1 in this interval. So pk+1/pk > 0 on (0, x∗]. Since
0 = f(x∗)−
√
2(k + 1 + 2σ)s
pk+1(x∗)
pk(x∗)
by (29), it follows that f(x∗) > 0, obtaining x∗ >
√
−σ/s. But
a2k =
2k + 1 + 2σ −
√
(2k + 1)2 + 8(k + 1)σ
2s
< −σ
s
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because k > 1, obtaining x∗ > ak.
If x∗ is a zero of ξk (i.e., x∗ = xk,k/2), then the other positive zeros of ξkξ
′
k are
> ak because this function is strictly increasing on (0, ak). 
In the case of Lemma 3.1-(iii), the zero ±xk,k/2 of ξk may be in an oscillation
interval, in a non-oscillation interval, or in their common boundary point. For
instance, for k = 2,
p2 =
(√
2
1 + 2σ
sx2 −
√
1 + 2σ
2
)
p0
by (12), obtaining x22,1 =
1+2σ
2s . Moreover
a22 =
5 + 2σ −√25 + 24σ
2s
.
So
x2,1 − a2 = −4 +
√
25 + 24σ
2s
,
and therefore σ > −3/8 if and only if x2,1 > a2. So (a2, b2) contains no zero of ξ2
when σ ∈ (−1/2,−3/8]. For k > 2, every oscillation interval of ξk contains some
zero of ξk by Lemma 3.1.
Lemma 3.2. There are C0, C1, C2 > 0, depending on σ and s, such that, if k ≥ C0
and I is any oscillation interval of ξk, then there is some subinterval J ⊂ I so that:
(i) for every x ∈ J , there is some zero xk,i of ξk in I such that |x − xk,i| ≤
C1√
qk(x)
;
(ii) each connected component of I \ J is of length ≤ C2k−1/2.
Proof. According to Section 3.2, for any c > 0 with cs ∈ qk(I), the set Ic =
I ∩ q−1k ([cs,∞)) is a subinterval of I, whose boundary in I is I ∩ q−1k (cs).
Claim 1. If length(Ic) ≥ 2π/
√
cs, then each boundary point of Ic in I satisfies the
condition of (i) with xk,i ∈ Ic and C1 = 2π.
Let fc be the function on R defined by fc(x) = sin(
√
cs x), whose zeros are
ℓπ/
√
cs for ℓ ∈ Z. Since f ′′c +csfc = 0 and cs ≤ qk on Ic, the zeros of ξk in Ic separate
the zeros of fc in Ic by Sturm’s comparison theorem. If length(Ic) ≥ 2π/
√
cs, then
each boundary point x of Ic is at a distance ≤ 2π/
√
cs of two consecutive zeros of
fc in Ic, and there is some zero of ξk between them, which shows Claim 1 because
qk(x) = cs.
Now we have to analyze each type of oscillation interval separately, corresponding
to the possibilities for σ¯k and cmax. When there are two oscillation intervals of ξk,
it is enough to consider only the oscillation interval contained in R+ because the
function ξk is either even or odd.
The first type of oscillation interval is of the form I = (ak, bk), which corresponds
to the conditions σ¯k > 0 and cmax > 0. We have cs ∈ qk(I) when 0 < c ≤ cmax.
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Then q−1k (cs) consists of the points
±ak,c = ±
√
2k + 1 + 2σ − c−
√
(2k + 1 + 2σ − c)2 − 4σ¯k
2s
,
±bk,c = ±
√
2k + 1 + 2σ − c+
√
(2k + 1 + 2σ − c)2 − 4σ¯k
2s
, (36)
and we get Ic = [ak,c, bk,c]. Since
s(bk,c − ak,c)2 = cmax − c , (37)
we have length(Ic) ≥ 2π/
√
cs if and only if c(cmax − c) ≥ 4π2, which means that
cmax ≥ 4π and c− ≤ c ≤ c+ for
c± =
cmax ±
√
c2max − 16π2
2
.
Since cmax ∈ O(k) as k → ∞, there is some C0 > 0, depending on σ and s, such
that cmax ≥ 4π for all k ≥ C0. Assuming k ≥ C0, let ak,± = ak,c± and bk,± = bk,c± ,
which satisfy
ak < ak,− < ak,+ < bk,+ < bk,− < bk .
Fix any x ∈ I and let qk(x) = cs. First, x ∈ [ak,−, ak,+] ∪ [bk,+, bk,−] if and
only if length(Ic) ≥ 2π/
√
cs, and in this case x satisfies the condition of (i) with
xk,i ∈ Ic and C1 = 2π by Claim 1. Second, if x ∈ (ak, ak,−) ∪ (bk,−, bk), then
length(Ic) < 2π/
√
cs, Ic ⊃ Ic− , and we already know that Ic− contains some zero
of ξk. Hence x also satisfies the condition of (i) with C1 = 2π. And third, if
x ∈ (ak,+, bk,+), then
s(bk,+ − ak,+)2 = cmax − c+ = c− = 16π
2
c+
≤ 32π
2
cmax
≤ 32π
2
c
by (37), obtaining length(Ic+) ≤ 4
√
2π/
√
cs. Since Ic ⊂ Ic+ and it is already proved
that Ic+ contains some zero of ξk, it follows that x also satisfies the condition of (i)
with C1 = 4
√
2π. Summarizing, (i) holds in this case with J = I and C1 = 4
√
2π
if cmax ≥ 4π. In this case, (ii) is obvious because J = I.
The second type of oscillation interval is of the form I = (0, bk), which corre-
sponds to the condition σ¯k < 0. Now, cs ∈ qk(I) for any c > 0, the set q−1k (cs)
consists of the points ±bk,c, defined like in (36), and we have Ic = (0, bk,c]. The
equality cs = qk(2π/
√
cs) holds when
(2k + 1 + 2σ)2 − 4σ¯k − 16π2 > 0 (38)
and c is
c± = 2π
2 2k + 1 + 2σ ±
√
(2k + 1+ 2σ)2 − 4σ¯k − 16π2
σ¯k − 4π2 .
Assuming (38), we have length(Ic) ≥ 2π/
√
cs if and only if c− ≤ c ≤ c+. Let
bk,± = bk,c± , satisfying 0 < bk,+ < bk,− < bk.
Fix any x ∈ I and let qk(x) = cs. First, x ∈ [bk,+, bk,−] if and only if length(Ic) ≥
2π/
√
cs; in this case, x satisfies the condition of (i) with xk,i ∈ Ic and C1 = 2π
by Claim 1. And second, if x ∈ (bk,−, bk), then length(Ic) < 2π/
√
cs, Ic ⊃ Ic− ,
and we already know that Ic− contains some zero of ξk. Hence x also satisfies the
condition of (i) with C1 = 2π. So, when (38) is true, (i) holds with J = [bk,+, bk)
and C1 = 2π.
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Notice that c+ ∈ O(k) as k → ∞. Then there are some C0, C2 > 0, depending
on σ and s, such that, if k ≥ C0, then (38) holds and sb2k,+ = 4π2/c+ ≤ C2k−1,
showing (ii) in this case.
The third and final type of oscillation interval is I = (−bk, bk), which corresponds
to the condition σ¯k = 0. We have cs ∈ qk(I) when 0 < c ≤ cmax. Then q−1k (cs)
consists of the points ±bk,c, defined like in (36), and we get Ic = [−bk,c, bk,c]. Since
sb2k,c = cmax − c , (39)
we have length(Ic) ≥ 2π/
√
cs if and only if c(cmax − c) ≥ π2, which means that
cmax ≥ π and c− ≤ c ≤ c+ for
c± =
cmax ±
√
c2max − 4π2
2
.
Since cmax ∈ O(k) as k → ∞, there is some C0 > 0, depending on σ and s, such
that cmax ≥ 4π for all k ≥ C0. Assuming k ≥ C0, let bk,± = bk,c± , which satisfy
0 < bk,+ < bk,− < bk.
Fix any x ∈ I and let qk(x) = cs. First, bk,+ ≤ |x| ≤ bk,− if and only if
length(Ic) ≥ 2π/
√
cs; in this case, x satisfies the condition of (i) with xk,i ∈ Ic and
C1 = 2π by Claim 1. Second, if |x| > bk,−, then length(Ic) < 2π/
√
cs, Ic ⊃ Ic− ,
and we already know that Ic− contains some zero of ξk. Hence x also satisfies the
condition of (i) with C1 = 2π. And third, if |x| < bk,+, then
sb2k,+ = cmax − c+ = c− =
4π2
c+
≤ 8π
2
cmax
≤ 8π
2
c
by (39), obtaining length(Ic+) ≤
√
2π/
√
cs. Since Ic ⊂ Ic+ and it is already proved
that Ic+ contains some zero of ξk, it follows that x also satisfies the condition of (i)
with C1 =
√
2π. Summarizing, (i) holds in this case with J = I and C1 = 2π. In
this case, (ii) is also obvious because J = I. 
Lemma 3.3. For some C′0, C
′
1, C
′
2 > 0, depending on σ and s, if k ≥ C′0 and I is
any oscillation interval of ξk, then there is some subinterval J
′ ⊂ I so that:
(i) qk ≥ C′1k1/3 on J ′;
(ii) each connected component of I \ J ′ is of length ≤ C′2k−1/6.
Proof. We use the notation of the proof of Lemma 3.2. The same type of argument
can be used for all types of oscillation intervals. Thus, e.g., suppose that I is of the
type (0, bk). Since bk ∈ O(k1/2) as k →∞, we have b′k = bk − k−1/6 ∈ I for k large
enough, and
qk(b
′
k) = −s2(k−1/3 − 2bkk−1/6)− 4σ¯k((bk − k−1/6)−2 − b−2k ) ∈ O(k1/3)
as k → ∞. So there are C′0, C′1 > 0, depending on σ and s, such that b′k ∈ I and
c′ = qk(b
′
k) ≥ C′1k1/3 for k ≥ C′0. Then (i) and (ii) hold with J ′ = Ic′ = (0, b′k]. 
Corollary 3.4. There exist C′′0 , C
′′
1 > 0, depending on σ and s, such that, if k ≥ C′′0
and I is any oscillation interval of ξk, then, for each x ∈ I, there exists some zero
xk,i of ξk in I so that |x− xk,i| ≤ C′′1 k−1/6.
Proof. With the notation of Lemmas 3.2 and 3.3, let C′′0 = max{C0, C′0} and C′′2 =
max{C2, C′2}. Assume k ≥ C′′0 and consider the subinterval J ′′ = J ∩ J ′ ⊂ I.
By Lemmas 3.2-(ii) and 3.3-(ii), each connected component of I \ J ′′ is of length
≤ C′′2 k−1/6. Then, for each x ∈ I, there is some x′′ ∈ J ′′ such that |x − x′′| ≤
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C′′2 k
−1/6. By Lemmas 3.2-(i) and 3.3-(i), there is some zero xk,i of ξk in I such that
|x′′ − xk,i| = C1√
qk(x′′)
≤ C1√
C′
1
k−1/6. Hence |x− xk,i| ≤
(
C′′2 + C1/
√
C′1
)
k−1/6. 
3.4. Estimates of ξk.
Lemma 3.5. Let I be an oscillation interval of ξk, let x ∈ I and let xk,i be a zero
of ξk in I. Then
ξ2k(x) ≤
{
8s
3 |x− xk,i| if k is even
8s
3(1+2σ) |x− xk,i| if k is odd .
Proof. We can assume that there are no zeros of ξk between x and xk,i. For the
sake of simplicity, suppose also that xk,i < x and ξk > 0 on (xk,i, x); the other cases
are analogous. The key observation of [2] is that then the graph of ξk on [xk,i, x]
is concave down, and therefore 12ξk(x)(x − xk,i) ≤
∫ x
xk,i
ξk(t) dt. By Schwartz’s
inequality and (19), it follows that(
1
2
ξk(x)(x − xk,i)
)2
≤
(∫ ∞
−∞
p2k(t) |t|2σe−st
2
(t− xk,i)2 dt
)(∫ x
xk,i
(t− xk,i)2 dt
)
= p′k
2
(xk,i)λk,i
(x− xk,i)3
3
,
and the result follows by Lemma 2.1. 
With the notation of Lemma 3.2, for each k ≥ C0, let Îk denote the union of the
oscillation intervals of ξk, and let Ĵk ⊂ Îk denote the union of the corresponding
subintervals J defined in the proof of Lemma 3.2. More precisely:
• if σ¯k > 0 and cmax > 0, then Ĵk = Îk = (−ak,−bk) ∪ (ak, bk);
• if σ¯k < 0, then Îk = (−bk, 0) ∪ (0, bk) and Ĵk = (−bk,−bk,+] ∪ [bk,+, bk);
• if σ¯k = 0, then Ĵk = Îk = (−bk, bk).
If k < C0, we also use the notation Ĵk = Îk for the union of the oscillation intervals,
which may be empty if there are no oscillation intervals.
Proof of Theorem 1.1. Part (i) follows from Lemmas 3.2 and 3.5.
In any case, ξk(x) → 0 as x → ∞. If moreover k is odd or σ ≥ 0, then ξk
is continuous on R. Thus ξ2k is bounded and reaches its maximum at some point
x¯ ∈ R. Since ξk(0) = 0 (if σ¯k 6= 0) or 0 ∈ Îk (if σ¯k = 0), it follows from Lemma 3.1
that x¯ ∈ Îk. Then (ii) follows by Corollary 3.4 and Lemma 3.5.
If k is even and σ < 0, then ξk is not defined at 0 and ξ
2
k(x) → ∞ as x → 0.
So we can only conclude as above that the restriction of ξ2k to the set defined by
|x| ≥ xk,k/2 is bounded, and reaches its maximum at some point x¯ of this set. Then
x¯ ∈ Îk by Lemma 3.1, and therefore (iii) holds by Corollary 3.4 and Lemma 3.5. 
Consider the case σ < 0 and k even, when Theorem 1.1 does not provide any
estimate of ξ2k around zero. According to Section 2.3, the function p
2
k(x) on the
region |x| ≤ xk,k/2 reaches its maximum at x = 0, and moreover p2k(0) < p20 by (16).
Hence φ2k(x) < p
2
0 for |x| ≤ xk,k/2, which complements Theorem 1.1-(iii). On the
other hand, φ2k(x) ≤ ξ2k(x) for |x| ≤ 1. Moreover xk,k/2 ≤ 1 for k large enough by
Corollary 3.4 since ak → 0 as k →∞. So Theorem 1.1-(iii) implies Theorem 1.2.
The following lemmas will be used in the proof of Theorem 1.3.
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Lemma 3.6. There exists F > 0 so that ξk(x) ≤ Fk−5/12(x−bk)2 for k ≥ 1 and x ≥ bk+1.
Proof. Let x0 ∈ (xk,1, bk) such that ξ′k(x0) = 0. Since ξ′k(x) =
∫ x
x0
ξ′′k (t) dt and
ξ′k(x) < 0 for x > bk, we get
∫ x
x0
qk(t)ξk(t) dt > 0 for x > bk. Because ξk(x) > 0 for
x > x0, qk(x) > 0 for x0 < x < bk and qk(x) < 0 for x > bk, it follows that
∫ bk
x0
qk(t)ξk(t) dt > −
∫ x
bk
qk(t)ξk(t) dt . (40)
According to Corollary 3.4 and Theorem 1.1-(ii),(iii), for k ≥ C′′0 and with
C¯ = max{C′, C′′}, we get
∫ bk
x0
qk(t)ξk(t) dt ≤ C¯1/2k−1/12
∫ bk
x0
qk(t) dt
= C¯1/2k−1/12
(
(2k + 1 + 2σ)s(bk − x0)
− s
2
3
(b3k − x30) + σ¯k(b−1k − x−10 )
)
≤ C¯1/2k−1/12
(
(2k + 1 + 2σ)sC′′1 k
−1/6
− s
2
3
(b3k − (bk − C′′1 k−1/6)3) +
|σ¯k|C′′1 k−1/6
bk(bk − C′′1 k−1/6)
)
≤ C¯1/2k−1/12
(
(2k + 1 + 2σ)sC′′1 k
−1/6
− s2
(
C′′1 b
2
kk
−1/6 − C′′1 2bkk−1/3 −
C′′1
3
k−1/2
3
)
+
|σ¯k|C′′1 k−1/6
bk(bk − C′′1 k−1/6)
)
.
Since 2k + 1 + 2σ − sb2k = σ¯ksb2k , there is some F0 > 0 such that, for all k ∈ N,∫ bk
x0
qk(t)ξk(t) dt ≤ F0k1/12 . (41)
On the other hand,
−
∫ x
bk
qk(t)ξk(t) dt ≥ −ξk(x)
∫ x
bk
qk(t) dt .
With the substitution u = t− bk, we get
qk(t) = −s2u(u+ 2bk) + σ¯k
b2k
− σ¯k(u+ bk)−2 ,
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giving
−ξk(x)
∫ x
bk
qk(t) dt = ξk(x)
(
s2
(
1
3
(x− bk)3 + bk(x− bk)2
)
− σ¯k
b2k
(x − bk)− σ¯k(x−1 − b−1k )
)
≥ ξk(x)
(
s2bk(x− bk)2 − |σ¯k|
b2k
(x− bk)− |σ¯k| b−1k
)
≥ ξk(x)
((
s2bk − |σ¯k|
b2k(bk+1 − bk)
)
(x− bk)2 − |σ¯k| b−1k
)
for x ≥ bk+1. By (34), it follows that there is some F1 > 0 such that
−
∫ x
bk
qk(t)ξk(t) dt ≥ F1ξk(x)k1/2(x − bk)2 (42)
for all k and x ≥ bk+1. Now the result follows from (40)–(42). 
Lemma 3.7. For each ǫ > 0, there is some G > 0 such that, for all k ∈ N,
max
|x−xk,1|≤ǫk−1/6
k−1∑
ℓ=0
ξ2ℓ (x) ≤ Gk1/6 .
Proof. Take any x ∈ R such that |x− xk,1| ≤ ǫk−1/6. By Corollary 3.4,
|x− bk| ≤ |x− xk,1|+ |xk,1 − bk| ≤ (ǫ + C′′1 )k−1/6 (43)
for k ≥ C′′0 . In particular, bk < x if k is large enough. With this assumption, let
ℓ0, ℓ1, ℓ2 ∈ N satisfying 0 < ℓ0 < ℓ1 < ℓ2 − 1, where ℓ0 and ℓ1 will be determined
later, and ℓ2 is the maximum of the naturals ℓ < k with bℓ′ ≤ x for all ℓ′ ≤ ℓ. Let
f±(t) =
√
2t+ 1 + 2σ ± 1 for t ≥ 1. We have
f±(ℓ)−
√
sbℓ = 2
±(2ℓ+ 1 + 2σ) + 1 + σ¯ℓ(
2ℓ+ 1 + 2σ ± 2−
√
(2ℓ+ 1 + 2σ)2 − 4σ¯ℓ
)(
f±(ℓ) +
√
sbℓ
)
for ℓ ∈ Z+. So, assuming that k is large enough, we can fix ℓ0, independently of
k and x, so that f−(ℓ) <
√
sbℓ < f+(ℓ) for all ℓ ≥ ℓ0. We have f+(ℓ1) < f−(ℓ2)
because ℓ1 < ℓ2 − 1. Moreover observe that
f ′+(t) = (2(t+ 1 + σ))
−1/2 > 0 , f ′′+(t) = −(2(t+ 1 + σ))−3/2 < 0
for all t ≥ 1. Then, by Lemma 3.6,
ℓ1−1∑
ℓ=ℓ0
ξ2ℓ (x) ≤
ℓ1−1∑
ℓ=ℓ0
F 2ℓ−5/6
(x− bℓ)4 ≤ F
2
ℓ1−1∑
ℓ=ℓ0
ℓ−5/6
(bℓ2 − bℓ)4
≤ F 2√s
ℓ1−1∑
ℓ=ℓ0
ℓ−5/6
(f−(ℓ2)− f+(ℓ))4 ≤ F
2
√
s
∫ ℓ1
ℓ0
t−5/6 dt
(f−(ℓ2)− f+(t))4 .
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After integrating by parts four times, we get∫ ℓ1
ℓ0
t−5/6 dt
(f−(ℓ2)− f+(t))4 ≤
ℓ
−5/6
1 f
′
+
−1
(ℓ1)
3(f−(ℓ2)− f+(ℓ1))3 +
5ℓ
−11/6
1 f
′
+
−2
(ℓ1)
36 (f−(ℓ2)− f+(ℓ1))2
+
55 ℓ
−17/6
1 f
′
+
−3
(ℓ1)
216 (f−(ℓ2)− f+(ℓ1)) +
935
1296
ℓ
−23/6
1 f
′
+
−4
(ℓ1) ln(f−(ℓ2))
+
21505
7776
ln(f−(ℓ2))
∫ ℓ1
ℓ0
t−29/6f ′+
−4
(t) dt .
Therefore, since f ′+(t) ∈ O(t−1/2) as t→∞, there exists some G1 > 0, independent
of k and x, such that
ℓ1−1∑
ℓ=ℓ0
ξ2ℓ (x) ≤ G1
(
ℓ
−1/3
1
(f−(ℓ2)− f+(ℓ1))3 +
ℓ
−5/6
1
(f−(ℓ2)− f+(ℓ1))2
+
ℓ
−4/3
1
f−(ℓ2)− f+(ℓ1) + ℓ
−11/6
1 ln(f−(ℓ2)) + ln(f−(ℓ2))
)
.
We have ℓ
−11/6
1 ln(f−(ℓ2))+ln(f−(ℓ2)) ≤ ℓ1/62 for k large enough. Then
∑ℓ0−1
ℓ=1 ξ
2
ℓ (x)
has an upper bound of the type of the statement if ℓ1 satisfies
max
{
ℓ
−1/3
1
(f−(ℓ2)− f+(ℓ1))3 ,
ℓ
−5/6
1
(f−(ℓ2)− f+(ℓ1))2 ,
ℓ
−4/3
1
f−(ℓ2)− f+(ℓ1)
}
≤ ℓ1/62 . (44)
On the other hand, according to Theorem 1.1-(ii),(iii),
ℓ2∑
ℓ1
ξ2ℓ (x) ≤ C¯
ℓ2∑
ℓ1
ℓ−1/6 ≤ C¯
∫ ℓ2
ℓ1
y−1/6 dy =
6C¯
5
(ℓ
5/6
2 − ℓ5/61 ) ,
where C¯ = max{C′, C′′}. Then∑ℓ2ℓ=ℓ1 ξ2ℓ (x) has an upper bound of the type of the
statement if ℓ
5/6
2 − ℓ5/61 ≤ G2ℓ1/62 for some G2 > 0, independent of k and x, which
is equivalent to
ℓ1 ≥ ℓ2
(
1−G2ℓ−2/32
)6/5
. (45)
Thus we must check the compatibility of (44) with (45) for some ℓ1 and G2. By (45)
and since, for each G2, δ > 0, we have G2ℓ
−2/3
2 ≤ ℓ
− 2
3
+δ
2 for k large enough, we can
replace (44) with
max
{
ℓ
−1/3
2
(
1− ℓ−
2
3
+δ
2
)−2/5
(f−(ℓ2)− f+(ℓ1))3 ,
ℓ
−5/6
2
(
1− ℓ−
2
3
+δ
2
)−1
(f−(ℓ2)− f+(ℓ1))2 ,
ℓ
−4/3
2
(
1− ℓ−
2
3
+δ
2
)−8/5
f−(ℓ2)− f+(ℓ1)
}
≤ ℓ1/62
for some δ > 0, which is equivalent to
ℓ1 ≤ 1
2
(√
2(ℓ2 + σ)− ℓa2
(
1− ℓ− 23+δ2
)b)2 − 1− σ
for
(a, b) ∈ {(−1/6,−2/15), (−1/2,−1/2), (−3/2,−8/5)} .
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Thus the compatibility of (44) with (45) holds if there is some G2, δ > 0 such that
ℓ2
(
1−G2ℓ−2/32
)6/5 ≤ 1
2
(√
2(ℓ2 + σ)− ℓa2
(
1− ℓ−
2
3
+δ
2
)b)2 − 2− σ ,
which is equivalent to
G2 ≥ ℓ2/32
(
1−
(
1
2
(√
2(1 + σℓ−12 )− ℓ
a− 1
2
2
(
1− ℓ−
2
3
+δ
2
)b)2 − (2 + σ)ℓ−12 )5/6) .
There is some G2 > 0 satisfying this condition because the l’Hoˆspital rule shows
that, for δ small enough, each function
t2/3
(
1−
(
1
2
(√
2(1 + σt−1)− ta− 12 (1− t− 23+δ)b)2 − (2 + σ)t−1)5/6)
is convergent in R as t→∞.
Now, if ℓ2 < k − 1, let ℓ3 denote the minimum integer ℓ < k such that bℓ′ > x
for all ℓ′ ≥ ℓ. Also, let σ¯min/max denote the minimum/maximum values of σ¯ℓ for
ℓ ∈ N. Then√
2(ℓ3 − 1) + 1 + 2σ +
√
(2(ℓ3 − 1) + 1 + 2σ)2 + 4σ¯min
2s
≤ x
<
√
2(ℓ2 + 1) + 1 + 2σ +
√
(2(ℓ2 + 1) + 1 + 2σ)2 + 4σ¯max
2s
,
obtaining
2(ℓ3 − ℓ2)− 4
<
√
(2(ℓ2 + 1) + 1 + 2σ)2 + 4σ¯max −
√
(2(ℓ3 − 1) + 1 + 2σ)2 + 4σ¯min .
If ℓ3 > ℓ2 + 1, it follows that
(2(ℓ2 + 1) + 1 + 2σ)
2 + 4σ¯max > (2(ℓ3 − 1) + 1 + 2σ)2 + 4σ¯min ,
giving
2
√
σ¯max − σ¯min >
√
(2(ℓ2 + 1) + 1 + 2σ)2 − (2(ℓ3 − 1) + 1 + 2σ)2
≥ 2(ℓ3 − ℓ2)− 4 .
Therefore
∑ℓ3
ℓ=ℓ2+1
ξ2(x) has an upper bound of the type of the statement by The-
orem 1.1-(ii),(iii).
Let h(t) = (2t+1+2σ)s−s2x2−σ¯maxx−2 for t ≥ 0. According to Theorem 1.1-(i),
if ℓ3 < k − 1, then
k−1∑
ℓ=ℓ3+1
ξ2ℓ (x) ≤ C
k−1∑
ℓ=ℓ3+1
1√
qℓ(x)
≤ C
k−1∑
ℓ=ℓ3+1
1√
h(ℓ)
≤ C
∫ k−1
ℓ3
dt√
h(t)
=
C
2s
(√
h(k − 1)−
√
h(ℓ3)
) ≤ C
2s
√
2(k − 1− ℓ3) .
Hence
∑k−1
ℓ=ℓ3+1
ξ2ℓ (x) also has an upper bound like in the statement because, by (35), (34)
and (43), there is some G3, G4 > 0 such that
G3(k − 1− ℓ3)k−1/2 ≤ bk−1 − bℓ3 ≤ bk−1 − x ≤ G4k−1/6 . 
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Proof of Theorem 1.3. By (19),
1 =
∫ ∞
−∞
(
pk(x)
x− xk,1
)2 |x|2σe−sx2
p′k
2(xk,1)λk,1
dx .
Thus, by (18) and Lemma 3.7,∫
|x−xk,1|≤ǫk−1/6
(
pk(x)
x− xk,1
)2 |x|2σe−sx2
p′k
2(xk,1)λk,1
dx
≤
∫
|x−xk,1|≤ǫk−1/6
k−1∑
ℓ=0
ξ2ℓ (x) dx ≤ 2ǫk−1/6 max
|x−xk,1|≤ǫk−1/6
k−1∑
ℓ=0
ξ2ℓ (x) ≤ 2ǫG
for any ǫ > 0. It follows that∫
|x−xk,1|≥ǫk−1/6
(
pk(x)
x− xk,1
)2 |x|2σe−sx2
p′k
2(xk,1)λk,1
dx ≥ 1
2
(46)
when ǫ ≤ 14G , which implies part (i) by Lemma 2.1.
When k is even and σ < 0, either 0 < xk,k/2 < ak or |xk,k/2 − ak| ≤ C′′1 k−1/6
for k large enough according to Corollary 3.4. Moreover |xk,1 − bk| ≤ C′′1 k−1/6
for k large enough by Corollary 3.4 as well. So, by (33) and (32), there are some
C0, C1 > 0, independent of k, such that
xk,k/2 ≤ ak + C′′1 k−1/6 ≤ C0k−1/2 ,
xk,1 − xk,k/2 ≥ bk − ak − 2C′′1 k−1/6 =
√
cmax
s
− 2C′′1 k−1/6 ≥ C1k1/2
On the other hand, by (16), there is some C2 > 0, independent of k, such that
ξ2k(x) ≤ C2 |x|2σ for |x| ≤ xk,k/2. Therefore∫
|x|≤xk,k/2
ξ2k(x) dx
(x − xk,1)2 ≤
C2
(xk,1 − xk,k/2)2
∫
|x|≤xk,k/2
|x|2σ dx
=
2C2x
2σ+1
k,k/2
(2σ + 1)(xk,1 − xk,k/2)2
≤ 2C2C
2σ+1
0
(2σ + 1)C21
k−
2σ+3
2 <
2C2C
2σ+1
0
(2σ + 1)C21
k−1 .
This inequality and (46) imply part (ii). 
References
[1] R. Askey and S. Wainger, Mean convergence of expansions in Laguerre and Hermite series,
Amer. J. Math. 87 (1965), 695–708.
[2] S.S. Bonan and D.S. Clark, Estimates of the Hermite and the Freud polynomials, J. of
Approx. Theory 63 (1990), 210–224.
[3] T.S. Chihara, Generalized Hermite polynomials, Ph.D. thesis, Purdue University, 1955.
[4] , An introduction to orthogonal polynomials, Mathematics and its Applications,
vol. 13, Gordon and Breach Science Publishers, New York-London-Paris, 1978.
[5] D. Dickinson and S.A. Warsi, On a generalized Hermite polynomial and a problem of Carlitz,
Boll. Un. Mat. Ital. 18 (1963), 256–259.
[6] M. Dutta, S.K. Chatterjea, and K.L. More, On a class of generalized Hermite polynomials,
Bull. Inst. Math. Acad. Sinica 3 (1975), 377–381.
[7] A. Erde´lyi, Asymptotic forms for Laguerre polynomials, J. Indian Math. Soc. 24 (1960),
235–250.
[8] P. Erdo¨s and P. Tura´n, On interpolation. III, Ann. Math. 41 (1940), 510–555.
[9] E. Hille, A class of reciprocal functions, Annals of Math. 27 (1926), no. 4, 427–464.
GENERALIZED HERMITE POLYNOMIALS 19
[10] L. Ho¨rmander, The analysis of linear partial differential operators. I. Distribution theory
and Fourier analysis, second ed., Grundlehren der mathematischen Wissenschaften, no. 256,
Springer-Verlag, Berlin, 1990.
[11] B. Muckenhoupt, Asymptotic forms for Laguerre polynomials, Proc. Amer. Math. Soc. 24
(1970), 288–292.
[12] , Mean curvergence of Laguerre and Hermite series. II, Trans. Amer. Math. Soc. 147
(1970), 433–460.
[13] M. Rosenblum, Generalized Hermite polynomials and the Bose-like oscillator calculus, Non-
selfadjoint operators and related topics (Beer Sheva, 1992) (Basel) (A. Feintuch and I. Go-
hberg, eds.), Oper. Theory Adv. Appl., vol. 73, Birkha¨user, 1994, pp. 369–396.
[14] M. Ro¨sler, Generalized Hermite polynomials and the heat equation for Dunkl operators,
Comm. Math. Phys. 192 (1998), 519–542.
[15] , Dunkl operators: theory and applications, Orthogonal polynomials and special func-
tions (Leuven, 2002) (Berlin) (E. Koelink and W. Van Assche, eds.), Lecture Notes in Math.,
vol. 1817, Springer, 2003, pp. 93–135.
[16] G. Szego¨, Orthogonal polynomials, fourth ed., Colloquium Publications, vol. 23, Amer. Math.
Soc., Providence, RI, 1975.
[17] W. Van Assche, Some results on the distribution of the zeros of orthogonal polynomials,
Journal of Computational and Applied Mathematics 12-13 (1985), 615–623.
[18] W. Van Assche and J.L. Teugels, Second order asymptotic behaviour of the zeros of orthogonal
polynomials, Rev. Roumaine Math. Pures Appl. 32 (1987), 15–26.
Departamento de Matema´ticas, Facultade de Matema´ticas, Universidade de Santiago
de Compostela, 15782 Santiago de Compostela, Spain
E-mail address: jesus.alvarez@usc.es
Laboratorio de Investigacio´n 10, IDIS, Fundacio´n IDICHUS, Hospital Cl´ınico Uni-
versitario, 15706 Santiago de Compostela, Spain
E-mail address: manuel.calaza@usc.es
