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A FLEXIBLE FRAMEWORK OF FIRST-ORDER PRIMAL-DUAL
ALGORITHMS FOR DISTRIBUTED OPTIMIZATION∗
FATEMEH MANSOORI† AND ERMIN WEI†
Abstract. In this paper, we study the problem of minimizing a sum of convex objective func-
tions, each of which is locally available to an agent in the network. Distributed optimization algo-
rithms make it possible for the agents to cooperatively solve the problem through local computations
and communications with neighbors. Lagrangian-based distributed optimization algorithms have re-
ceived significant attention in recent years, due to their exact convergence property. However, many
of these algorithms have slow convergence or are expensive to execute. In this paper, we develop
a flexible framework of first-order primal-dual algorithms (FlexPD), which allows for multiple pri-
mal steps per iteration and can be customized for various applications with different computation
and communication limitations. For strongly convex and Lipschitz gradient objective functions, we
establish linear convergence of our proposed algorithms to the optimal solution. Simulation results
confirm the superior performance of our algorithm compared to the existing methods.
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1. Introduction. In this paper we focus on solving the optimization problem
(1.1) min
x˜∈R
n∑
i=1
fi(x˜)
over a network of n agents (processors), which are connected with an undirected static
graph G(V, E), where V and E denote the set of vertices and edges respectively 1. Each
agent i in the network has access to a real-valued local objective function fi, which is
determined by its local data, and can only communicate with its neighbors defined by
the graph and denoted by setNi. The problems of the above form arise in a wide range
of applications such as sensor networks, robotics, wireless systems, and most recently
in federated learning [31, 34, 15, 39, 16]. In these applications the datasets are either
too large to be processed on a single processor or are collected in a distributed manner.
Therefore, distributed optimization is essential to limit the data transmission, enable
parallel processing, and enhance the privacy. A common technique in solving problem
(1.1) in a distributed way is to define local copies of the decision variable to agents.
Each agent then works towards minimizing its local objective function while trying to
make its decision variable equal to those of its neighbors. This can be formalized as
(1.2) min
xi
n∑
i=1
fi(xi) s.t. xi = xj ∀ (i, j) ∈ E ,
which is known as the consensus optimization problem. Many of the existing dis-
tributed algorithms for solving this problem can only converge to a neighborhood of
optimal solution with constant stepsize. Some recent methods based on augmented
∗Submitted to the editors DATE.
Funding:
†Department of Electrical and Computer Engineering, Northwestern University (fatemehman-
soori2019@u.northwestern.edu, ermin.wei@northwestern.edu).
1For representation simplicity, we consider the case with x˜ ∈ R. The analysis can be easily
generalized to the multidimensional case.
1
ar
X
iv
:1
91
2.
07
52
6v
2 
 [m
ath
.O
C]
  8
 Fe
b 2
02
0
2 F. MANSOORI AND E. WEI
Lagrangian and method of multipliers can achieve exact convergence with a fixed step-
size. These methods, however, either suffer from slow convergence or require solving
a minimization problem at each iteration. In this work, we develop a general frame-
work for distributed first-order primal-dual methods, which is flexible in the primal
update and makes it possible to control the trade-off between the performance and
the execution complexity of the algorithm.
1.1. Related Work. Pioneered by the seminal works in [3, 40], a plethora of
distributed optimization algorithms has been developed to solve problem (1.2). One
main category of distributed optimization algorithms to solve problem (1.2) is based
on primal first order (sub)gradient descent method. In particular, the authors in [30]
presented a first order primal iterative method, known as distributed (sub)-gradient
descent (DGD), in which agents update their local estimate of the solution through a
combination of a local gradient descent step and a consensus step (weighted average
with neighbors variables). Stochastic and asynchronous versions of DGD are presented
in [33, 25]. A subgradient method for time varying directed graphs is proposed in [26]
and its convergence properties are investigated in [27]. The authors in [14] presented
two fast distributed gradient algorithms based on the centralized Nesterov gradient
method and established their convergence properties. A common property among all
these algorithms is that they can only converge to a neighborhood of the exact solution
with a fixed stepsize. In order to converge to the exact solution, these algorithms need
to use a diminishing stepsize, which results in a slow rate of convergence. The dual
averaging algorithm proposed in [7] also requires a diminishing stepsize to converge
to the exact solution.
Another category is the first-order primal-dual distributed algorithms that are
shown to converge to the exact solution, using a fixed stepsize. Our work in this
paper is mostly related to this category of algorithms. These methods are inspired
by Lagrange multiplier methods for constrained optimization. Specifically, Method of
Multipliers (MM), based on augmented Lagrangian, has nice convergence guarantees
in centralized setting [11, 2]. However, this algorithm might be extremely costly and
inefficient since it requires exact minimization of an intermediate problem at each
iteration. Moreover, this method is not implementable in a distributed setting due
to the nonseparable augmentation term. The authors in [13] proposed a class of dis-
tributed augmented Lagrangian algorithms with inexact minimization in the primal
space. For twice continuously differentiable objectives with bounded Hessian and
under specific assumptions on inexactness of the primal update, the authors estab-
lished globally linear (geometric) convergence rate for this class of algorithms. The
authors in [42] proposed a primal-dual algorithm based on the Nesterov’s fast gra-
dient method and studied its iteration complexity in reaching an ε-neighborhood of
the solution. In a variation of this algorithm, they replaced the minimization step
in the primal space with T gradient descent steps and established the lower bound
on T in terms of ε. Another primal-dual method that is known to perform well in
centralized setting is Alternating Direction Method of Multipliers (ADMM) [10, 8].
Due to the parallel nature and superior numerical performance, this method received
much attention in the area of distributed optimization algorithms. The convergence
of ADMM in distributed setting is established in [5]. The authors in [43] proposed a
distributed ADMM algorithm to solve the consensus problem and established O(1/k)
rate of convergence under convexity assumptions. An asynchronous variation of this
algorithm is presented in [44]. The authors in [12] provided an explicit characteriza-
tion of linear convergence rate under convexity and bounded Hessian assumptions. In
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[38] the authors established the linear convergence rate of decentlazied ADMM and
analyzed the effect of the network topology and the algorithm parameters on the rate
of convergence. A communication efficient distributed ADMM algorithm is proposed
in [24] to solve the constrained consensus problem and is proven to converge when
the network is bipartite or when all the functions are strongly convex. This algorithm
hinges on a coloring scheme of the network, according to which the nodes operate
asynchronously and hence results in fewer communication requirements. The authors
in [17] developed a decentralized linearized alternating direction method of multipliers
(DLM) that mimics operation of the decentralized ADMM except that it linearizes
the optimization objective at each iteration. Their algorithm is proven to converge
to the optimal solution under the assumption of Lipschitz continuous gradients and
achieve linear rate of convergence for strongly convex local cost functions. Motivated
by DLM that replaces the intermediate minimization step of distributed ADMM by
a linear approximation, the authors in [22] proposed a decentralized quadratically
approximated ADMM (DQM), which minimizes a quadratic approximation of the
augmented Lagrangian at each step. This modification reduces the computational
complexity of distributed ADMM and improves the convergence speed compared to
DLM. In [18] the authors proposed a preconditioned primal-dual hybrid gradient ap-
proach to solve the composite optimization problem, which includes ADMM as a
special case for specific choices of preconditioning matrices. They proved the global
convergence of their algorithm and showed that replacing one of the subproblems
with a fixed number of gradient-based iterations, does not affect the global conver-
gence. The authors in [47] proposed a communication efficient distributed ADMM
algorithm, which replaces the minimization in the primal space with a finite number of
stochastic gradient steps. The authors studied the communication complexity of their
algorithm in reaching the ε-neighborhood of the solution. Although these primal-dual
algorithms involve more computational complexity compared to primal methods, they
guarantee convergence to the exact solution using a constant stepsize. The authors in
[36, 32] introduced an exact first-order algorithm to solve the consensus optimization
problem and established sublinear and linear rate of convergence under the convexity
and strong convexity assumptions. The algorithm presented in [28] considers solving
consensus problem over time varying and directed graphs and establishes linear rate of
convergence for strongly convex functions. Although these algorithms do not involve
dual variables explicitly, they can be viewed as primal-dual methods, which replace
the primal minimization problem with a single gradient descent step. The proximal
gradient algorithm in [37] extends EXTRA algorithm in [36] to non-smooth settings
and its asynchronous version is introduced in [45]. The decentralized double stochas-
tic averaging gradient algorithm (DSA) exploits a new interpretation of EXTRA as
a saddle point method and uses stochastic averaging gradients in lieu of gradients.
Another variation of EXTRA algorithm is presented in [29] for distributed resource
allocation in a static connected undirected graph. The algorithms in [48, 46] extend
the EXTRA algorithm to networks with directed graphs and can achieve linear rate
of convergence under the strong convexity assumption.
Motivated by the fast convergence properties of Newton’s method, another line of
research focuses on developing primal or primal-dual Newton-based algorithms which
use second order information to improve the convergence speed. Particularly, net-
work Newton algorithm and its asynchronous versions presented in [19, 20, 21] use a
truncated Taylor series to approximate the Hessian inverse and take Newton steps in
the primal domain. These algorithms can achieve global linear and local superlinear
rate of convergence to a neighborhood of the exact solution using a fixed stepsize
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under the assumptions of strong convexity and Lipschitz continues Hessian for ob-
jective functions. The authors in [9] proposed a distributed primal BFGS algorithm
which converges to the exact solution with a linear rate under strong convexity as-
sumption. The authors in [41] proposed a primal-dual algorithm, which minimizes
the augmented Lagrangian in the primal space and uses approximate Newton step to
update the dual variable. The iterates of this algorithm go through a quadratic phase
of convergence and converge to the exact solution. The exact second order algorithm
(ESOM) presented in [23] is a primal-dual algorithm based on augmented Lagrangian
and uses second order information in the primal updates. This method can achieve
linear rate of convergence for strongly convex objective functions.
1.2. Our Contributions. Although most primal-dual distributed algorithms
guarantee exact convergence, they either suffer from computational complexity, caused
by the minimization involved at each iteration, or have slow convergence, due to the
inexactness of the primal update. Specifically, algorithms like EXTRA, that replace
the minimization with a single gradient step, have far less computational complexity
compared to ADMM based methods but they are shown to be slower in terms of con-
vergence. As a result of this observation, we aim to develop a framework that controls
the trade-off between the complexity and performance of the primal-dual algorithms.
In section section 2, we develop a Flexible Primal-Dual framework (FlexPD) that
include three classes of algorithms, adaptive to the communication or computation
limitations. In our FlexPD-F algorithm, we replace the minimization in the primal
space with a fixed number of Full gradient descent steps. Each gradient descent step
in FlexPD-F involves one gradient evaluation and one round of communication. In
order to address the computation or communication limitations, we develop two other
algorithms FlexPD-G and FlexPD-C, which only involve multiple Gradient evalua-
tions or multiple rounds of Communication in each primal update respectively. We
develop our framework based on a general form of augmented Lagrangian, which is
flexible in the augmentation term.
The idea of replacing the minimization step in primal-dual methods with a finite
number of gradient descent steps has been recently introduced in the literature [42, 18].
A communication efficient primal-dual method with the same flavor as our FlexPD-G
algorithm is presented in [47]. The major differences of our framework with these
algorithms is two fold; the flexibility in terms of communication and computation
and the linear convergence to the exact solution. Specifically, the authors in [42, 47]
establish the explicit bounds on the number of steps at each primal update to converge
to a predetermined ε- neighborhood of the solution and the algorithm in [18] does
not guarantee linear convergence. For our proposed framework, We establish the
linear convergence of all three algorithms to the exact solution under the bounded
Hessian assumption. Also, due to our general form of the augmented Lagrangian,
the algorithms presented in [36, 28] can be considered as special cases of our general
framework for specific choices of the augmentation term and one gradient descent
step at each primal update. Our numerical experiments demonstrate the superior
performance of our three algorithms to those with one gradient descent step in the
primal space [36, 28]. The rest of this paper is organized as follows: section 2 describes
the development of our general framework, section 3 contains the convergence analysis,
section 4 presents the numerical experiments, and section 5 contains the concluding
remarks. Notations: A vector is viewed as a column vector. For a matrix A, we
write Aij to denote the component of i
th row and jth column. Notations I and 0
are used for the identity and zero matrix. We denote the largest and second smallest
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eigenvalues of a symmetric matrix A, by ρ(A) and s(A) respectively. Also, for a
symmetric matrix A, aI  A  bI means that the eigenvalues of A lie in [a, b]
interval. For two symmetric matrices A and B we use A  B if and only if B − A is
positive semi-definite. For a vector x, xi denotes the i
th component of the vector. We
use x′ and A′ to denote the transpose of a vector x and a matrix A respectively. We
use standard Euclidean norm (i.e., 2-norm) unless otherwise noted, i.e., for a vector
x in Rn, ||x|| = (∑ni=1 x2i ) 12 . We use the weighted norm notation ||x||A to represent
x′Ax for any positive semi-definite A. 2 For a real-valued function f : R → R, the
gradient vector of f at x is denoted by ∇f(x) and the Hessian matrix is denoted by
∇2f(x).
2. Algorithm Development. In this section, we derive the flexible framework
of primal-dual algorithms that allows for multiple primal steps at each iteration. To
develop our algorithm, we rewrite problem (1.2) in the following compact form
(2.1) min
x
f(x) s.t Ax = 0,
where f(x) =
∑n
i=1 fi(xi) with x = [x1, x2, ..., xn]
′ ∈ Rn, and Ax = 0 represents
all equality constraints. Some choices for matrix A include edge-node incidence ma-
trix [4], weighted incidence matrix [45], graph Laplacian matrix [41], and weighted
Laplacian matrix [23, 1]. In this paper, we choose matrix A to be the edge-node
incidence matrix of the network graph, i.e., A ∈ R×n,  = |E|, whose null space is
spanned by the vector of all ones. Row l of matrix A corresponds to edge l, connect-
ing vertices i and j, and has +1 in column i and −1 in column j (or vice versa) and
0 in all other columns. We denote by x∗ = [x˜∗, x˜∗, ..., x˜∗]′ the minimizer of problem
(2.1). To achieve exact convergence, we develop our framework based on the Lagrange
multiplier methods. We form the following augmented Lagrangian
(2.2) La(x, λ) = f(x) + λ
′Ax+
1
2
x′Bx,
where λ ∈ R is the vector of Lagrange multipliers. Each dual variable λl is associated
with an edge l = (i, j) and thus coupled between two agents and is updated by one
of them. The set of dual variables that agent i updates is denoted by Λi.
Remark 2.1. Although our framework is motivated by a distributed setting, our
proposed algorithms can be used for general equality constrained minimization prob-
lems of form (2.1), under certain assumptions.
We adopt the following assumptions on our problem.
Assumption 1. The local objective functions fi(x) are m− strongly convex, twice
differentiable, and L− Lipschitz gradient, i.e.,
mI  ∇2fi(x)  LI.
Assumption 2. Matrix B ∈ Rn×n is a symmetric positive semi-definite matrix,
has the same null space as matrix A, i.e., Bx = 0 only if Ax = 0, and is compatible
with network topology, i.e., Bij 6= 0 only if (i, j) ∈ E.
We assume these conditions hold for the rest of the paper. The first assumption
on the eigenvalues of the Hessian matrix of local objective functions is a standard
2In section 3, we disregard the positive semi-definiteness requirement of the weight matrix in
using this notation. Ultimately, all the weight matrices are shown to be positive definite.
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assumption in proving the global linear rate of convergence. The second assumption
requires matrix B to represent the network topology, which is required for distributed
implementation and the other assumptions on matrix B are needed for convergence
guarantees. With A being the edge-node incidence matrix, one examples of matrix
B is B = cA′A, with A′A being the graph Laplacian matrix. Another example is the
weighted Laplacian matrix. We develop our algorithm based on the following form
Algorithm 2.1 FlexPD-F
Initialization: for i = 1, 2, ..., n each agent i picks x0i , sets λ
0
li
= 0 ∀λli ∈ Λi, and
determines α, β, and T <∞
for k = 1, 2, ... do
xk+1,0i = x
k
i
for t = 1, 2, ..., T do
(2.3) xk+1,ti = x
k+1,t−1
i − α∇fi(xk+1,t−1i )− α
e∑
l=1
A′ilλ
k
l − α
n∑
j=1
Bijx
k+1,t−1
j
end for
xk+1i = x
k+1,T
i , λ
k+1
li
= λkli + β
n∑
j=1
Alijx
k+1
j ∀λli ∈ Λi.
end for
Algorithm 2.2 FlexPD-G
Initialization: for i = 1, 2, ..., n each agent i picks x0i , sets λ
0
li
= 0 ∀λli ∈ Λi, and
determines α, β, and T <∞
for k = 1, 2, ... do
xk+1,0i = x
k
i
for t = 1, 2, ..., T do
(2.4) xk+1,ti = x
k+1,t−1
i − α∇fi(xk+1,t−1i )− α
e∑
l=1
A′ilλ
k
l − α
n∑
j=1
Bijx
k
j
end for
xk+1i = x
k+1,T
i , λ
k+1
li
= λkli + β
n∑
j=1
Alijx
k+1
j ∀λli ∈ Λi.
end for
of primal-dual iteration.
(2.6) xk+1 = xk − α∇xLa(xk, λk) = xk − α∇f(xk)− αA′λk − αBxk,
λk+1 = λk + β∇λLa(xk+1, λk) = λk + βAxk+1,
where α and β are constant stepsize parameters.
In contrary to MM and ADMM algorithms that update the primal variable by
minimizing the augmented Lagrangian, this iteration uses one gradient descent step
to update the primal variable, and therefore is less expensive to execute. Different
variations of the above iteration have been used to solve the consensus optimization
problem (2.1) [36, 28], however, the convergence of MM is shown to be faster [23].
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Algorithm 2.3 FlexPD-C
Initialization: for i = 1, 2, ..., n each agent i picks x0i , sets λ
0
li
= 0 ∀λli ∈ Λi, and
determines α, β, and T <∞
for k = 1, 2, ... do
xk+1,0i = x
k
i
for t = 1, 2, ..., T do
xk+1,ti = x
k+1,t−1
i − α∇fi(xki )− α
e∑
l=1
A′ilλ
k
l − α
n∑
j=1
Bijx
k+1,t−1
j(2.5)
end for
xk+1i = x
k+1,T
i , λ
k+1
li
= λkli + β
n∑
j=1
Alijx
k+1
j ∀λli ∈ Λi.
end for
This observation motivates the development of a framework that controls the trade-
off between the performance and the execution complexity of primal-dual algorithms.
In our FlexPD-F algorithm, the primal variable is updated through T full gradient
descent steps at each iteration. The intuition behind this method is that by increasing
the number of gradient descent steps from 1 to T at each iteration the resulting
primal variable is closer to the minimizer of augmented Lagrangian at that iteration,
due to the strong convexity of the augmented Lagrangian [c.f. Assumption 1 and
Assumption 2].
We next verify that this algorithm can be implemented in a distributed way. We
note that at each outer iteration k+1 of Algorithm 2.1, each agent updates its primal
variable by taking T gradient descent steps. At each inner iteration t, each agent i
has access to its local gradient ∇fi(xk+1,t−1i ) and the primal and dual variables of
its neighbors, λkj and x
k+1,t−1
j , through communication, and computes x
k+1,t
i using
Eq. (2.3). Agent i then communicates this new variable to its neighbors. After T
gradient descent steps, agent i updates its associated dual variables by using xk+1,Ti
and xk+1,Tj from its neighbors. We note that each iteration of this algorithm involves
T gradient evaluation and T rounds of communication for each agent. For settings
with communication or computation limitations, the FlexPD-F algorithm might not
be efficient. In what follows, we develop two other classes of algorithms which are
adaptive to such settings.
To keep communication limited, we introduce the FlexPD-G algorithm, in which
the agents communicate once per iteration. In our proposed algorithm in Algo-
rithm 2.2, at each iteration k + 1, agent i goes through T inner iterations. At each
inner iteration t, each agent i reevaluates its local gradient and updates its primal
variable by using Eq. (2.4). After T inner iterations agent i communicates its primal
variable xk+1,Ti with its neighbors and updates its corresponding dual variables λli by
using local xk+1,Ti and x
k+1,T
j from its neighbors. We note that for this algorithm to
converge, we need an extra assumption on matrix B, which is included in section 3.
Finally, to avoid computational complexity, we develop the FlexPD-C algorithm,
in which the gradient is evaluated once per iteration and is used for all primal updates
in that iteration. In our proposed framework in Algorithm 2.3, at each iteration k+1,
agent i computes its local gradient∇fi(xki ), and performs a predetermined number (T )
of primal updates by repeatedly communicating with neighbors without recomputing
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its gradient [c.f. Eq (2.5)]. Each agent i then updates its corresponding dual variables
λli by using local x
k+1,T
i and x
k+1,T
j from its neighbors.
Under Assumption 1, there exists a unique optimal solution x˜∗ for problem (1.1)
and thus a unique x∗ exists, at which the function value is bounded. Moreover,
since Null(A) 6= ∅, the Slater’s condition is satisfied. Consequently, strong duality
holds and a dual optimal solution λ∗ exists. We note that the projection of λk in
the null space of matrix A′ would not affect the performance of algorithm, and if
the algorithm starts at λ = 0, then all the iterates λk are in the column space of
A and hence orthogonal to null space of A′. Therefore, the optimal dual solution is
not uniquely defined, since for any optimal dual solution λ∗ the dual solution λ∗ + u,
where u is in the null space of A′, is also optimal. Without loss of generality, we
assume that in all three algorithms λ0 = 0, and when we refer to an optimal dual
solution λ∗, we assume its projection onto the null space of A′ is 0. We note that
(x∗, λ∗) is a fixed point of FlexPD-F, FlexPD-G, and FlexPD-C iterations.
3. Convergence Analysis. In this section, we analyze the convergence prop-
erties of the three algorithms presented in the previous section. In subsection 3.1,
subsection 3.2, and subsection 3.3 we establish the linear rate of convergence for
FlexPD-F, FlexPD-G, and FlexPD-C algorithms respectively. To start the analysis,
we note that the dual update for all three algorithms has the following form
(3.1) λk+1 = λk + βAxk+1.
We note that the KKT condition for problem (2.1) implies
(3.2) ∇f(x∗) +A′λ∗ = 0, Ax∗ = 0, and Bx∗ = 0,
where the last equality comes from the fact that Null(B) = Null(A). Before diving in
the convergence analysis of the algorithms, we state and prove an important inequality
which is a useful tool in establishing the desired properties.
Lemma 3.1. For any vectors a, b, and scalar ξ > 1, we have
(a+ b)′(a+ b) ≤ ξ
ξ − 1a
′a+ ξb′b.
Proof. Since ξ > 1, we have ξ−1ξ +
1
ξ = 1 and we can write the right hand side as
ξ
ξ − 1a
′a+ ξb′b = (
ξ
ξ − 1a
′a+ ξb′b)(
ξ − 1
ξ
+
1
ξ
) = a′a+ b′b+
1
ξ − 1a
′a+ (ξ − 1)b′b.
We also have that
0 ≤
(√
1
ξ − 1a−
√
ξ − 1b
)′(√
1
ξ − 1a−
√
ξ − 1b
)
=
1
ξ − 1a
′a+ (ξ − 1)b′b− 2a′b,
which implies that 1ξ−1a
′a+ (ξ − 1)b′b ≥ 2a′b.
We can then combine this into the previous equality and obtain the result.
3.1. Convergence Analysis of FlexPD-F. In order to analyze the conver-
gence properties of FlexPD-F algorithm, we first rewrite the primal update in Algo-
rithm 2.1 in the following compact form
(3.3) xk+1,t = Uxk+1,t−1 − α∇f(xk+1,t−1)− αA′λk,
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where U = I − αB. We next proceed to prove the linear convergence rate for our
proposed algorithm. In Lemma 3.2, Lemma 3.4, and Lemma 3.5 we prove some
key relations that we use to establish an upper bound on the Lyapunov function in
Theorem 3.6. We then combine this bound with the result of Lemma 3.3 to establish
the linear rate of convergence for the FlexPD-F algorithm in Theorem 3.7.
Lemma 3.2. Consider the primal-dual iterates as in Algorithm 2.1, we have
α(∇f(xk+1,T−1)−∇f(x∗)) = U(xk+1,T−1 − xk+1,T )+
α(βA′A−B)(xk+1,T − x∗)− αA′(λk+1 − λ∗).
Proof. Consider the primal update in Eq. (3.3) at iteration k + 1 with t = T , we
have α∇f(xk+1,T−1) = Uxk+1,T−1 − xk+1,T − αA′λk. Moreover, we can substitute
the expression for λk from Eq. (3.1) into the previous equation and have
α∇f(xk+1,T−1) = Uxk+1,T−1 − xk+1,T − αA′(λk+1 − βAxk+1,T )
= U(xk+1,T−1 − xk+1,T ) + α(βA′A−B)xk+1,T − αA′λk+1.
By using Eq. (3.2), we have α∇f(x∗) = −A′λ∗ − (βA′A − B)x∗, which we subtract
from the above equation to obtain the result.
Lemma 3.3. If U  0 , i.e., α < 1ρ(B) for B 6= 0, we have∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
+
α
β
∣∣∣∣λk − λ∗∣∣∣∣2 ≤ ΓT−1F ( ∣∣∣∣xk − x∗∣∣∣∣2U + αβ ∣∣∣∣λk − λ∗∣∣∣∣2 ),
with ΓF = max
{
1 + pαβρ(AA
′)
p−1 , p
(√
ρ(U) + αL
√
ρ(U−1)
)2}
for any p > 1.
Proof. Consider the primal update in Eq. (3.3) at t = T − 1, by subtracting
x∗ from both sides of this equality we have xk+1,T−1 − x∗ = Uxk+1,T−2 − x∗ −
α∇f(xk+1,T−2)− αA′λk. By using Eq. (3.2) we have 0 = α(∇f(x∗) + A′λ∗ + Bx∗),
which we add to the previous equality to obtain xk+1,T−1−x∗ = U(xk+1,T−2−x∗)−
α∇(f(xk+1,T−2)−∇f(x∗))− αA′(λk − λ∗). Hence, ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 =∣∣∣∣U(xk+1,T−2 − x∗)− α∇(f(xk+1,T−2)−∇f(x∗))− αA′(λk − λ∗)∣∣∣∣2 .
By using the result of Lemma 3.1, and Lipschitz continuity of ∇f , for any p, q > 1 we
have∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 ≤ pα2
p− 1(λ
k − λ∗)′AA′(λk − λ∗) + p
∥∥∥U(xk+1,T−2 − x∗)
− α∇(f(xk+1,T−2)−∇f(x∗))∥∥∥2 ≤ pα2
p− 1(λ
k − λ∗)′AA′(λk − λ∗) + p
(
q(xk+1,T−2
− x∗)′U2(xk+1,T−2 − x∗) + qα
2L2
q − 1 (x
k+1,T−2 − x∗)′(xk+1,T−2 − x∗)
)
.
We now consider the second term in the right hand side of the previous inequality, by
using the fact that U  0 we have
q(xk+1,T−2 − x∗)′U2(xk+1,T−2 − x∗) + qα
2L2
q − 1
∣∣∣∣xk+1,T−2 − x∗∣∣∣∣2 = (xk+1,T−2
− x∗)′U1/2
(
qU +
qα2L2
q − 1 U
−1
)
U1/2(xk+1,T−2 − x∗).
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By using the above two inequalities, we obtain
(3.4)
∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 ≤ pα2ρ(AA′)
p− 1
∣∣∣∣λk − λ∗∣∣∣∣2
+ p
(
qρ(U) +
qα2L2
q − 1 ρ(U
−1)
) ∣∣∣∣xk+1,T−2 − x∗∣∣∣∣2
U
.
Since the above inequality holds for all q > 1, we can find the parameter q that makes
the right hand smallest, which would give us the most freedom to choose algorithm
parameters. The term qρ(U) + qα
2L2
q−1 ρ(U
−1) is convex in q and to minimize it we set
the derivative to 0 and have q = 1 + αL
√
ρ(U−1)√
ρ(U)
. Therefore, qρ(U) + qα
2L2
q−1 ρ(U
−1) =(√
ρ(U)+αL
√
ρ(U−1)
)2
. We also note that matrix B is positive semi-definite, there-
fore,
∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
≤ ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 . By using the previous two relations
and Eq. (3.4) we obtain
∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
≤ pα
2ρ(AA′)
p− 1
∣∣∣∣λk − λ∗∣∣∣∣2
+ p
(√
ρ(U) + αL
√
ρ(U−1)
)2 ∣∣∣∣xk+1,T−2 − x∗∣∣∣∣2
U
.
By adding αβ
∣∣∣∣λk − λ∗∣∣∣∣2 to both sides of the previous inequality, we have
∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
+
α
β
∣∣∣∣λk − λ∗∣∣∣∣2 ≤ (1 + pαβρ(AA′)
p− 1
)α
β
∣∣∣∣λk − λ∗∣∣∣∣2
+ p
(√
ρ(U) + αL
√
ρ(U−1)
)2 ∣∣∣∣xk+1,T−2 − x∗∣∣∣∣2
U
.
We can now write the previous inequality as follows
(3.5)∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
+
α
β
∣∣∣∣λk − λ∗∣∣∣∣2 ≤ ΓF( ∣∣∣∣xk+1,T−2 − x∗∣∣∣∣2U + αβ ∣∣∣∣λk − λ∗∣∣∣∣2 ),
with ΓF = max
{
1 + pαβρ(AA
′)
p−1 , p
(√
ρ(U) + αL
√
ρ(U−1)
)2}
.
By applying inequality (3.5) recursively we complete the proof.
Lemma 3.4. Consider the primal-dual iterates as in Algorithm 2.1, if α < 1ρ(B) ,
we have∣∣∣∣xk+1,T − x∗∣∣∣∣2
PF
+
α
β
∣∣∣∣λk+1 − λk∣∣∣∣2 + ∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2
QF
≤∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
− ∣∣∣∣xk+1,T − x∗∣∣∣∣2
U
+
α
β
(∣∣∣∣λk − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λ∗∣∣∣∣2) ,
with PF = 2αmI − αη1I + 2αB − αβA′A and QF = U − αL2η1 I.
Proof. From strong convexity of function f(x), we have
2αm
∣∣∣∣xk+1,T − x∗∣∣∣∣2 ≤ 2α(xk+1,T − x∗)′(∇f(xk+1,T )−∇f(x∗)) = 2α(xk+1,T − x∗)′(∇f(xk+1,T )−∇f(xk+1,T−1))+ 2α(xk+1,T − x∗)′(∇f(xk+1,T−1)−∇f(x∗)),
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where we added and subtracted a term (xk+1,T−x∗)′∇f(xk+1,T−1). We can substitute
the equivalent expression of α(∇f(xk+1,T−1)−∇f(x∗)) from Lemma 3.2 and have
(3.6)
2αm
∣∣∣∣xk+1,T − x∗∣∣∣∣2 ≤ 2α(xk+1,T − x∗)′(∇f(xk+1,T )−∇f(xk+1,T−1))+
2α(xk+1,T − x∗)′(βA′A−B)(xk+1,T − x∗) + 2(xk+1,T − x∗)′U(xk+1,T−1 − xk+1,T )
− 2α(xk+1,T − x∗)′A′(λk+1 − λ∗).
We also have, by Young’s inequality, for all η1 > 0,
2α(xk+1,T − x∗)′(∇f(xk+1,T )−∇f(xk+1,T−1)) ≤ α
η1
‖∇f(xk+1,T )−∇f(xk+1,T−1)
‖2 + αη1
∣∣∣∣xk+1,T − x∗∣∣∣∣2 ≤ αη1 ∣∣∣∣xk+1,T − x∗∣∣∣∣2 + αL2
η1
∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 ,
where the second inequality holds by the Lipschitz continuity of ∇f(.). By the dual
update Eq. (3.1) and feasibility of x∗, we have Axk+1 = 1β (λ
k+1 − λk), Ax∗ =
0. These two equations combined yields α(xk+1 − x∗)′A′(λk+1 − λ∗) = αβ (λk+1 −
λk)′(λk+1 − λ∗). Hence we can rewrite Eq. (3.6) as
2αm
∣∣∣∣xk+1,T − x∗∣∣∣∣2 ≤ 2α(xk+1,T − x∗)′(βA′A−B)(xk+1,T − x∗)+
αη1
∣∣∣∣xk+1,T − x∗∣∣∣∣2 + αL2
η1
∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 − 2(xk+1,T − x∗)′U
(xk+1,T − xk+1,T−1)− 2α
β
(λk+1 − λk)′(λk+1 − λ∗).
We focus on the last two terms. First, since matrix U is symmetric positive definite, we
have −2(xk+1,T−x∗)′U(xk+1,T−xk+1,T−1) = ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
−∣∣∣∣xk+1,T − x∗∣∣∣∣2
U
−∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2
U
. Similarly, −2αβ (λk+1 − λk)′(λk+1 − λ∗) = αβ
( ∣∣∣∣λk − λ∗∣∣∣∣2 −∣∣∣∣λk+1 − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λk∣∣∣∣2 ). Now we combine the terms in the preceding three
relations and have
2αm
∣∣∣∣xk+1,T − x∗∣∣∣∣2 ≤ 2α(xk+1,T − x∗)′(βA′A−B)(xk+1,T − x∗) + αη1‖xk+1,T
− x∗‖2 + αL
2
η1
∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 + ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
− ∣∣∣∣xk+1,T − x∗∣∣∣∣2
U
− ∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2
U
+
α
β
(∣∣∣∣λk − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λk∣∣∣∣2) .
We now use Eq. (3.1) together with the fact that Ax∗ = 0 to obtain
∣∣∣∣λk+1 − λk∣∣∣∣2 =
β2(xk+1 − x∗)′(A′A)(xk+1 − x∗). By using this relation rearranging the terms, we
complete the proof.
Lemma 3.5. Consider the primal-dual iteration as in Algorithm 2.1, if α < 1ρ(B) ,
we have for any c, d, g > 1
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ d
α2s(AA′)
(
e
e− 1ρ(U
2) + eα2L2
) ∣∣∣∣xk+1,T−1 − xk+1,T ∣∣∣∣2
+
d
(d− 1)α2s(AA′)
(
g
g − 1α
2ρ(βA′A−B)2 + gα2L2
) ∣∣∣∣xk+1,T − x∗∣∣∣∣2 .
12 F. MANSOORI AND E. WEI
Proof. We recall from Lemma 3.2 that αA′(λk+1−λ∗) = U(xk+1,T−1−xk+1,T )+
α(βA′A−B)(xk+1,T − x∗)−α(∇f(xk+1,T−1)−∇f(x∗)). By adding and subtracting
a term of ∇f(xk+1,T ) and taking squared norm from both sides, we have∣∣∣∣αA′(λk+1 − λ∗)∣∣∣∣2 = ∥∥U(xk+1,T−1 − xk+1,T ) + α(βA′A−B)(xk+1,T − x∗)
− α (∇f(xk+1,T−1)−∇f(xk+1,T ))− α (∇f(xk+1,T )−∇f(x∗)) ∥∥2.
We now apply Lemma 3.1 and have for any d, e, g > 1,
∣∣∣∣αA′(λk+1 − λ∗)∣∣∣∣2 ≤
d
(
e
e− 1
∣∣∣∣xk+1,T−1 − xk+1,T ∣∣∣∣2
U2
+ eα2
∣∣∣∣∇f(xk+1,T−1)−∇f(xk+1,T )∣∣∣∣2)
+
d
d− 1
(
g
g − 1α
2
∣∣∣∣xk+1,T − x∗∣∣∣∣2
(βA′A−B)2 + gα
2
∣∣∣∣∇f(xk+1,T )−∇f(x∗)∣∣∣∣2) .
Since λ0 = 0 and λk+1 = λk+βAxk+1,T , we have that λk is in the column space of
A and hence orthogonal to the null space of A′, hence we have
∣∣∣∣αA′(λk+1 − λ∗)∣∣∣∣2 ≥
α2s(AA′)
∣∣∣∣λk+1 − λ∗∣∣∣∣2. By using this inequality and the Lipschitz gradient property
of function f(.) , we have α2s(AA′)
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤
d
(
(xk+1,T−1 − xk+1,T )′
[
e
e− 1U
2 + eα2L2I
]
(xk+1,T−1 − xk+1,T )
)
+
d
d− 1
(
(xk+1,T − x∗)′
[
g
g − 1α
2(βA′A−B)2 + gα2L2I
]
(xk+1,T − x∗)
)
.
We next bound matrices ee−1U
2 + eα2L2I and gg−1α
2(βA′A−B)2 + α2gL2I by their
largest eigenvalues to obtain the result.
Theorem 3.6. For 0 < η1 < 2m, if α <
1
L2/η1+ρ(B)
and β < 2m−η1ρ(A′A) , there exists
δF > 0, such that
∣∣∣∣xk+1,T − x∗∣∣∣∣2
U
+
α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2U + αβ ∣∣∣∣λk − λ∗∣∣∣∣2
1 + δF
.
Proof. To show the result, we will show that
δF
(∣∣∣∣xk+1,T − x∗∣∣∣∣2
U
+
α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣2) ≤ ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
− ∣∣∣∣xk+1,T − x∗∣∣∣∣2
U
+
α
β
(∣∣∣∣λk − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λ∗∣∣∣∣2) ,
for some δF > 0. By comparing the above inequality to the result of Lemma 3.4, it
suffices to show that δF
(∣∣∣∣xk+1,T − x∗∣∣∣∣2
U
+ αβ
∣∣∣∣λk+1 − λ∗∣∣∣∣2) ≤ ∣∣∣∣xk+1,T − x∗∣∣∣∣2
PF
+∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2
QF
. We collect the terms and we will focus on showing
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ β
δFα
∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2
QF
+
β
δFα
∣∣∣∣xk+1,T − x∗∣∣∣∣2
PF−δFU .
By comparing this to the result of Lemma 3.5, we need for some δF > 0,
β
δFα
QF <
d
α2s(AA′)
(
e
e−1ρ(U
2) + eα2L2
)
I and βδFα
(
PF−δFU
)
< d(d−1)α2s(AA′)
(
g
g−1α
2ρ(βA′A−
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B)2 + gα2L2
)
I. Since Lemma 3.5 holds for all e, g > 1, we can find the parameters e
and g to make the right hand side of the previous two relations smallest, which would
give us the most freedom to choose algorithm parameters. The term ee−1ρ(I−αB)2 +
eα2L2 is convex in e and to minimize it we set derivative to 0 and have e = 1 + ρ(U)αL .
Similarly, we choose g to be g = 1+ ρ(βA
′A−B)
L With these parameter choices, we have
e
e−1ρ(U
2) + eα2L2 = (ρ(U) +αL)2, and gg−1α
2ρ(βA′A−B)2 +α2gL2 = α2(ρ(βA′A−
B) + L)2. By substituting these relations and the by considering the definitions of
PF and QF from Lemma 3.4, the above inequalities are satisfied if
β
δFα
(1− αρ(B)−
αL2
η1
) ≥ dαs(AA′) (1 + αL)2 and βδFα
(
2αm − αη1 − αβρ(A′A) − δF
(
1 − αρ(B))) ≥
dα2(ρ(βA′A−B)+L)2
(d−1)αs(AA′) . For the first inequality, we can multiply both sides by δF and
rearrange the terms and have δF ≤ β(1−αρ(B)−
αL2
η1
)s(AA′)
d(1+αL)2 . We can similarly solve for
the second inequality and have δF ≤ β(2αm−αη1−αβρ(A
′A))(
d
(d−1)s(AA′)α
2(ρ(βA′A−B)+L)2+β
(
1−αρ(B)
)) . This
give some δF > 0 as long as η1 < 2m, α <
1
L2/η1+ρ(B)
, and β < 2m−η1ρ(A′A) . The parameter
set is nonempty and thus we can find a δF > 0 which establishes the desired result.
Theorem 3.7. Consider Algorithm 2.1 with T > 1, recall the definition of ΓF
from Lemma 3.3, and define zk =
[
xk
λk
]
, GF =
[
U 0
0 αβ I
]
. For any 0 < η1 < 2m
and 0 < δ˜F < δF , if α < min
{
1
L2/η1+ρ(B)
, (1+δ˜F )
1
2(T−1)−1
L+ρ(B)
(
(1+δ˜F )
1
2(T−1)−1
) , (1+δ˜F ) 1T−1−1βρ(AA′) } and
β < 2m−η1ρ(A′A) we have
∣∣∣∣zk+1 − z∗∣∣∣∣2GF ≤ ΓT−1F1 + δ˜F ∣∣∣∣zk − z∗∣∣∣∣2GF , with ΓT−1F1+δ˜F < 1,
that is
∣∣∣∣zk − z∗∣∣∣∣GF converges Q-linearly to 0 and consequently ∣∣∣∣xk − x∗∣∣∣∣U converges
R-linearly to 0.
Proof. We note that with 0 < η1 < 2m , α <
1
L2/η1+ρ(B)
, and β < 2m−η1ρ(A′A) the
result of Theorem 3.6 holds and we have for every δ˜F < δF∣∣∣∣xk+1,T − x∗∣∣∣∣2
U
+
α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ 1
1 + δ˜F
( ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2
U
+
α
β
∣∣∣∣λk − λ∗∣∣∣∣2 ) ≤ ΓT−1F
1 + δ˜F
(∣∣∣∣xk − x∗∣∣∣∣2
U
+
α
β
∣∣∣∣λk − λ∗∣∣∣∣2) ,
where the second inequality is based on the result of Lemma 3.3. Finally, for T > 1
we need to show that
ΓT−1F
1+δ˜F
< 1. We note that from Lemma 3.3, we have ΓF =
max
{
1 + pαβρ(AA
′)
p−1 , p
(√
ρ(U) + αL
√
ρ(U−1)
)2}
. If ΓF = 1 +
pαβρ(AA′)
p−1 , we need(
1+
pαβρ(AA′)
p−1
)T−1
1+δ˜F
< 1, which is equivalent to 1 + pαβρ(AA
′)
p−1 < (1 + δ˜F )
1
T−1 . Hence,
we need pp−1 <
(1+δ˜F )
1
T−1−1
αβρ(AA′) . We also have p > 1 and hence
p
p−1 > 1. Therefore,
we need to choose α such that the upper bound on pp−1 is greater than one, i.e.,
α < (1+δ˜F )
1
T−1−1
βρ(AA′) . We next consider the case when ΓF = p
(√
ρ(U) +αL
√
ρ(U−1)
)2
.
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In this case, we need
(
p
(√
ρ(U)+αL
√
ρ(U−1)
)2)T−1
1+δ˜F
< 1, which is equivalent to p <
(1+δ˜F )
1
T−1(√
ρ(U)+αL
√
ρ(U−1)
)2 . By considering the fact that p > 1, we need to choose α such
that the right hand side of the previous inequality is greater than one. i.e.,
(√
ρ(U)+
αL
√
ρ(U−1)
)2
< (1 + δ˜F )
1
T−1 . By taking square root from both sides of the above
inequality and by replacing ρ(U) and ρ(U−1) by their upper bounds, we have 1 +
αL
√
1
1−αρ(B) < (1+ δ˜F )
1
2(T−1) . We note that 0 < 1−αρ(B) ≤ 1 and thus
√
1
1−αρ(B) <
1
1−αρ(B) . Therefore, we need 1 +
αL
1−αρ(B) < (1 + δ˜F )
1
2(T−1) , which will be satisfied if
α < (1+δ˜F )
1
2(T−1)−1
L+ρ(B)
(
(1+δ˜F )
1
2(T−1)−1
) .
3.2. Convergence Analysis of FlexPD-G. In order to analyze the conver-
gence properties of FlexPD-G algorithm, we first rewrite the primal update in Algo-
rithm 2.2 in the following compact form
(3.7) xk+1,t = xk+1,t−1 − α∇f(xk+1,t−1)− αA′λk − αBxk,
In addition to Assumption 1 and Assumption 2, we adopt the following assumption
on matrix B in this section.
Assumption 3. The spectral radius of matrix B is upper bounded by m, i.e.,
ρ(B) < m.
We note that in our proposed form of augmented Lagrangian, the choice of matrix B is
flexible and we can scale it by any positive number such that it satisfies Assumption 3.
We next proceed to prove the linear convergence rate for our proposed algorithm. In
Lemma 3.8, Lemma 3.10, and Lemma 3.11 we prove some key relations that we use
to establish an upper bound on the Lyapunov function in Theorem 3.12. We then
combine this bound with the result of Lemma 3.9 to establish the linear rate of
convergence for the FlexPD-G algorithm in Theorem 3.13.
Lemma 3.8. Consider the primal-dual iteration as in Algorithm 2.2, we have
α
(∇f(xk+1,T−1)−∇f(x∗)) =
(xk+1,T−1 − xk+1,T )− αB(xk − x∗)− αA′(λk+1 − λ∗) + αβAA′(xk+1,T − x∗).
Proof. Consider the primal update in Eq. (3.7) at iteration k + 1 with t = T ,
we have α∇f(xk+1,T−1) = xk+1,T−1 − xk+1,T − αBxk − αA′λk. Moreover, we have
for dual variable λk, λk = λk+1− βAxk+1,T . We can substitute this expression for λk
into the previous equation and have
α∇f(xk+1,T−1) = xk+1,T−1 − xk+1,T − αBxk − αA′(λk+1 − βAxk+1,T )
= (xk+1,T−1 − xk+1,T )− αBxk + αβA′Axk+1,T − αA′λk+1.
By using the optimality conditions in Eq. (3.2) we have α∇f(x∗) = −αA′λ∗ +
αβA′Ax∗−αBx∗. By subtracting the previous two relations, we complete the proof.
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Lemma 3.9. Consider the primal-dual iteration as in Algorithm 2.2, we have∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣2 + αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2 ≤
ΓT−1G
(
c1
∣∣∣∣xk − x∗∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣2 ),
with c1 = 1 + αρ(B) and ΓG = max
{
p¯(1 + αL)2, 1 + p¯q¯αβρ(AA
′)
p¯−1 , 1 +
p¯q¯αρ(B)
(p¯−1)(q¯−1)
}
for
any p¯, q¯ > 1.
Proof. Consider the primal update in Eq. (3.7) at t = T − 1, by subtracting x∗
from both sides of this equality we have
xk+1,T−1 − x∗ = xk+1,T−2 − x∗ − α∇f(xk+1,T−2)− αA′λk − αBxk.
By using the optimality condition in Eq. (3.2), we have 0 = α
(∇f(x∗) + A′λ∗ +
Bx∗
)
. By adding the previous two relations, we obtain xk+1,T−1−x∗ = xk+1,T−2−x∗−
α∇(f(xk+1,T−2)−∇f(x∗))−αA′(λk−λ∗)−αB(xk−x∗). Hence, ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 =∣∣∣∣xk+1,T−2 − x∗ − α∇(f(xk+1,T−2)−∇f(x∗))− αA′(λk − λ∗)− αB(xk − x∗)∣∣∣∣2 .
By using the result of Lemma 3.1, and Lipschitz continuity property of ∇f , for any
p¯, q¯, r¯ > 1 we have∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 ≤ p¯ ∣∣∣∣xk+1,T−2 − x∗ − α∇(f(xk+1,T−2)−∇f(x∗))∣∣∣∣2 + p¯
p¯− 1∣∣∣∣αA′(λk − λ∗)− αB(xk − x∗)∣∣∣∣2 ≤ p¯( r¯
r¯ − 1 + r¯α
2L2
) ∣∣∣∣xk+1,T−2 − x∗∣∣∣∣2
+
p¯
p¯− 1
(
q¯α2ρ(AA′)
∣∣∣∣λk − λ∗∣∣∣∣2 + q¯α2ρ2(B)
q¯ − 1
∣∣∣∣xk − x∗∣∣∣∣2 ).
Since the above inequality holds for all r¯ > 1, we can find the parameter r¯ that
makes the right hand side smallest and provides tightest upper bound. The term
r¯
r¯−1 + r¯α
2L2 is convex in r¯ and to minimize it we set derivative to 0 and have r¯ =
1 + 1αL . Therefore,
r¯
r¯−1 + r¯α
2L2 = (1 + αL)2. Hence, we have
∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 ≤
p¯(1 + αL)2
∣∣∣∣xk+1,T−2 − x∗∣∣∣∣2 + p¯q¯α2ρ(AA′)p¯−1 ∣∣∣∣λk − λ∗∣∣∣∣2 + p¯q¯α2ρ2(B)(q¯−1)(p¯−1) ∣∣∣∣xk − x∗∣∣∣∣2 . By
adding αβ
∣∣∣∣λk − λ∗∣∣∣∣2 and αρ(B) ∣∣∣∣xk − x∗∣∣∣∣ to both sides of the previous inequality,
we have ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣2 + αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2 ≤
p¯(1 + αL)2
∣∣∣∣xk+1,T−2 − x∗∣∣∣∣2 + (1 + p¯q¯αβρ(AA′)
p¯− 1
)α
β
∣∣∣∣λk − λ∗∣∣∣∣2
+
(
1 +
p¯q¯αρ(B)
(q¯ − 1)(p¯− 1)
)
αρ(B)
∣∣∣∣xk − x∗∣∣∣∣2 .
We can write the previous inequality as follows
(3.8)
∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣2 + αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2
≤ ΓG
( ∣∣∣∣xk+1,T−2 − x∗∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣2 + αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2 ),
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with ΓG = max
{
p¯(1 + αL)2, 1 + p¯q¯αβρ(AA
′)
p¯−1 , 1 +
p¯q¯αρ(B)
(p¯−1)(q¯−1)
}
. By applying inequality
(3.8) recursively we obtain the result.
Lemma 3.10. Consider the primal-dual iteration in Algorithm 2.2, for any η2,
η3 > 0 we have∣∣∣∣xk+1,T − x∗∣∣∣∣2
PG
+ c2
∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 + c3 ∣∣∣∣xk − x∗∣∣∣∣2 ≤ ‖xk+1,T−1−
x∗‖2 − c1
∣∣∣∣xk+1,T − x∗∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣2 − α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣2 + αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2 ,
with PG = 2αmI −α(η2 + η3)I −αβA′A−αρ(B), c1 = 1 +αρ(B), c2 = 1− αL2η2 , and
c3 = αρ(B)(1− ρ(B)η3 ).
Proof. From the strong convexity of f(x), we have 2αm
∣∣∣∣xk+1,T − x∗∣∣∣∣2 ≤ 2α×
(xk+1,T−x∗)′(∇f(xk+1,T )−∇f(x∗)) = 2α(xk+1,T−x∗)′(∇f(xk+1,T )−∇f(xk+1,T−1))
+ 2α(xk+1,T − x∗)′(∇f(xk+1,T−1) − ∇f(x∗)), where we add and subtract a term
(xk+1,T − x∗)′∇f(xk+1,T−1). We can now substitute the equivalent expression of
α(∇f(xk+1,T−1)−∇f(x∗)) from Lemma 3.8 and have
(3.9)
2αm
∣∣∣∣xk+1,T − x∗∣∣∣∣2 ≤ 2α(xk+1,T − x∗)′(∇f(xk+1,T )−∇f(xk+1,T−1))
+ 2αβ(xk+1,T − x∗)′A′A(xk+1,T − x∗) + 2(xk+1,T − x∗)′(xk+1,T−1 − xk+1,T )
− 2α(xk+1,T − x∗)′A′(λk+1 − λ∗)− 2α(xk+1,T − x∗)′B(xk − x∗).
We also have by Young’s inequality, for all η2 > 0, 2α(x
k+1,T − x∗)′(∇f(xk+1,T ) −
∇f(xk+1,T−1)) ≤ αη2 ∣∣∣∣xk+1,T − x∗∣∣∣∣2 + αη2 ∣∣∣∣∇f(xk+1,T )−∇f(xk+1,T−1)∣∣∣∣2 . By Lip-
schitz property of ∇f we have 2α(xk+1,T − x∗)′(∇f(xk+1,T ) − ∇f(xk+1,T−1)) ≤
αη2
∣∣∣∣xk+1,T − x∗∣∣∣∣2 + αL2η2 ∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 .
Similarly, for any η3 > 0, we have −2α(xk+1,T − x∗)′B(xk − x∗) = 2α(x∗ −
xk+1,T )′B(xk − x∗) ≤ αη3
∣∣∣∣xk+1,T − x∗∣∣∣∣2 + αρ2(B)η3 ∣∣∣∣xk − x∗∣∣∣∣2 . By the dual up-
date Eq. (3.1) and the feasibility of x∗, we have Axk+1 = 1β (λ
k+1 − λk) and
Ax∗ = 0. These two equations combined yields α(xk+1−x∗)′A′(λk+1−λ∗) = αβ (λk+1−
λk)′(λk+1 − λ∗). We also have −2(xk+1,T − x∗)′(xk+1,T − xk+1,T−1) = ‖xk+1,T−1 −
x∗‖2−∣∣∣∣xk+1,T − x∗∣∣∣∣2−∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 and similarly −2αβ (λk+1−λk)′(λk+1−
λ∗) = αβ
( ∣∣∣∣λk − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λk∣∣∣∣2 ). Now we combine the pre-
ceding three relations and Eq. (3.9) to obtain
2αm
∣∣∣∣xk+1,T − x∗∣∣∣∣2 ≤ αη2 ∣∣∣∣xk+1,T − x∗∣∣∣∣2 + αL2
η2
∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2
+2αβ(xk+1,T − x∗)′A′A(xk+1,T − x∗) + ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 − ∣∣∣∣xk+1,T − x∗∣∣∣∣2
− ∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣2 − α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣2 − α
β
∣∣∣∣λk+1 − λk∣∣∣∣2
+ αη3
∣∣∣∣xk+1,T − x∗∣∣∣∣2 + αρ2(B)
η3
∣∣∣∣xk − x∗∣∣∣∣2 .
We now use Eq. (3.1) together with the fact that Ax∗ = 0 to obtain
∣∣∣∣λk+1 − λk∣∣∣∣2 =
β2(xk+1−x∗)′(A′A)(xk+1−x∗). We substitute this relation in its preceding inequality
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and subtract αρ(B)
∣∣∣∣xk+1,T − x∗∣∣∣∣2 form and add αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2 to its both sides.
By rearranging the terms we obtain
(xk+1,T − x∗)′(2αmI − α(η2 + η3)I − αβA′A− αρ(B)I)(xk+1,T − x∗)
+ (1− αL
2
η2
)
∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 + αρ(B)(1− ρ(B)
η3
)
∣∣∣∣xk − x∗∣∣∣∣2
≤ ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 − c1 ∣∣∣∣xk+1,T − x∗∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣2
− α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣2 + αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2
Lemma 3.11. Consider the primal-dual iteration as in Algorithm 2.2, for any
d¯, c¯, g¯, e¯ > 1 we have∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ d¯c¯
α2s(AA′)
(
g¯ +
g¯α2L2
g¯ − 1
) ∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 +
d¯c¯
s(AA′)(c¯− 1)
(
e¯β2ρ2(A′A) +
e¯L2
e¯− 1
) ∣∣∣∣xk+1,T − x∗∣∣∣∣2 + d¯ρ2(B)
s(AA′)(d¯− 1)
∣∣∣∣xk − x∗∣∣∣∣2 .
Proof. We recall the following relation from Lemma 3.8,
αA′(λk+1 − λ∗) = (xk+1,T−1 − xk+1,T )
− αB(xk − x∗) + αβA′A(xk+1,T − x∗)− α(∇f(xk+1,T−1)−∇f(x∗)).
We then add and subtract a term of ∇f(xk+1,T ) to the right hand side of the above
equality and take square norm of both sides to obtain∣∣∣∣αA′(λk+1 − λ∗)∣∣∣∣2 = ∥∥(xk+1,T−1 − xk+1,T )− αB(xk − x∗) + αβA′A(xk+1,T − x∗)
− α(∇f(xk+1,T−1)−∇f(xk+1,T ))− α(∇f(xk+1,T )−∇f(x∗))∥∥2.
By applying the result of Lemma 3.1 and by using the Lipschitz property of ∇f , we
have for any scalars d¯, c¯, g¯, e¯ > 1,∣∣∣∣αA′(λk+1 − λ∗)∣∣∣∣2 ≤ d¯α2ρ2(B)
d¯− 1
∣∣∣∣xk − x∗∣∣∣∣2 + d¯[c¯∥∥(xk+1,T−1 − xk+1,T )−
α
(∇f(xk+1,T−1)−∇f(xk+1,T ))∥∥2 + c¯
c¯− 1
∥∥αβA′A(xk+1,T − x∗)−
α
(∇f(xk+1,T )−∇f(x∗))∥∥2] ≤ d¯c¯(g¯ + g¯α2L2
g¯ − 1
) ∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2
+
d¯c¯
c¯− 1
(
e¯α2β2ρ2(A′A) +
e¯α2L2
e¯− 1
) ∣∣∣∣xk+1,T − x∗∣∣∣∣2 + d¯α2ρ2(B)
d¯− 1
∣∣∣∣xk − x∗∣∣∣∣2 .
Since λ0 = 0 and λk+1 = λk+βAxk+1,T , we have that λk is in the column space of
A and hence orthogonal to the null space of A′, hence we have
∣∣∣∣αA′(λk+1 − λ∗)∣∣∣∣2 ≥
α2s(AA′)
∣∣∣∣λk+1 − λ∗∣∣∣∣2. By using this inequality and the Lipschitz property of∇f(.),
we have∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ d¯c¯
α2s(AA′)
(
g¯ +
g¯α2L2
g¯ − 1
) ∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 + d¯c¯
s(AA′)(c¯− 1)(
e¯β2ρ2(A′A) +
e¯L2
e¯− 1
) ∣∣∣∣xk+1,T − x∗∣∣∣∣2 + d¯α2ρ2(B)
α2s(AA′)(d¯− 1)
∣∣∣∣xk − x∗∣∣∣∣2 .
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Theorem 3.12. Consider the primal-dual iteration in Algorithm 2.2 and recall
the definition of c1 = 1 + αρ(B). If we choose η2 > 0 and η3 > ρ(B) such that
η2 + η3 < 2m− ρ(B), then for α < η2L2 and β < 2m−(η2+η3)−ρ(B)ρ(A′A) , there exists δG > 0
such that
c1
∣∣∣∣xk+1,T − x∗∣∣∣∣2 + α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣ ≤
1
1 + δG
( ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣+ αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2 )
.
Proof. To show the result, we will show that
δG
(
c1
∣∣∣∣xk+1,T − x∗∣∣∣∣2 + α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣ ) ≤ ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 + α
β∣∣∣∣λk − λ∗∣∣∣∣+ αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2 − c1 ∣∣∣∣xk+1,T − x∗∣∣∣∣2 − α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣ .
for some δG > 0. By comparing the above inequality to the result of Lemma 3.10, it
suffices to show that there exists a δG > 0 such that
δG
(
c1
∣∣∣∣xk+1,T − x∗∣∣∣∣2 + α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣ ) ≤∣∣∣∣xk+1,T − x∗∣∣∣∣2
PG
+ c2
∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 + c3 ∣∣∣∣xk − x∗∣∣∣∣2 .
We next collect the terms and focus on showing
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤
β
δGα
∣∣∣∣xk+1,T − x∗∣∣∣∣2
PG−δGc1I +
βc2
δGα
∣∣∣∣xk+1,T − xk+1,T−1∣∣∣∣2 + βc3
δGα
∣∣∣∣xk − x∗∣∣∣∣2 .
We compare this with the result of Lemma 3.11, and we need to have for some δG > 0
βc2
δGα
≥ d¯c¯
α2s(AA′)
(
g¯ +
g¯α2L2
g¯ − 1
)
,
βc3
αδG
η3 ≥ d¯ρ
2(B)
s(AA′)(d¯− 1) ,
β
δGα
(
PG − δGc1I
)
< d¯c¯
s(AA′)(c¯− 1)
(
e¯β2ρ2(A′A) +
e¯L2
e¯− 1
)
I.
for any d¯, c¯, g¯, e¯ > 1. We can find the parameters g¯ and e¯ to make the right hand
side smallest, which would give us the most freedom to choose algorithm parameters.
The term g¯g¯−1α
2L2 + g¯ is convex in g¯ and to minimize it we set derivative to 0 and
have g¯ = 1 +αL. Similarly, we choose e¯ = 1 + Lβρ(A′A) . With these parameter choices,
we have g¯ + g¯α
2L2
g¯−1 = (1 + αL)
2 and e¯β2ρ2(A′A) + e¯L
2
e¯−1 =
(
βρ(A′A) + L
)2
. Now,
by considering the definitions of PG, c1, c2, and c3 from Lemma 3.10, the desired
relation can be expressed as βδGα (1 − αL
2
η2
) ≥ d¯c¯α2s(AA′) (1 + αL)2, βρ(B)δG (1 −
ρ(B)
η3
) ≥
d¯ρ2(B)
s(AA′)(d¯−1) , and
β
δGα
(
2αm − α(η2 + η3) − αβρ(A′A) − αρ(B) − δG
(
1 + αρ(B)
)) ≥
d¯c¯
s(AA′)(c¯−1)
(
βρ(A′A) + L
)2
. We next solve the last three inequalities for δG and have
δG ≤
αβs(AA′)(1− αL2η2 )
d¯c¯(1 + αL)2
, δG ≤
βs(AA′)(d¯− 1)(1− ρ(B)η3 )
d¯ρ(B)
,
δG ≤
β
(
2m− (η2 + η3)− βρ(A′A)− ρ(B)
)
d¯c¯
s(AA′)(c¯−1)
(
βρ(A′A) + L
)2
+ βα
(
1 + αρ(B)
) .
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The right hand side of the above inequalities are positive for 0 < η2 +η3 < 2m−ρ(B)
and α < η2L2 , ρ(B) < η3, β <
2m−(η2+η3)−ρ(B)
ρ(A′A) . The parameter set is nonempty
and the proof is complete.
Theorem 3.13. Consider the primal-dual iteration in Algorithm 2.2 with T > 1,
recall the definition of ΓG, c1, η2, η3 > 0, and δG from Lemma 3.9 and Theorem 3.12,
and define zk =
[
xk
λk
]
, and GG =
[
c1I 0
0 αβ I
]
. Then for any η2 > 0 and η3 > ρ(B)
with η2 + η3 < 2m − ρ(B) and for any 0 < δ˜G < δG, if β < 2m−(η2+η3)−ρ(B)ρ(A′A) and
α < min
{
η2
L2 ,
(1+δ˜G)
1
2(T−1)−1
L ,
(1+δ˜G)
1
T−1−1
βρ(AA′) ,
(1+δ˜G)
1
T−1−1
ρ(B)
}
, we have
∣∣∣∣zk+1 − z∗∣∣∣∣2GG ≤ ΓT−1F1 + δ˜G ∣∣∣∣zk − z∗∣∣∣∣2GG , with Γ
T−1
G
1 + δ˜G
< 1.
that is
∣∣∣∣zk − z∗∣∣∣∣GG converges Q-linearly to 0 and consequently ∣∣∣∣xk − x∗∣∣∣∣ converges
R-linearly to 0.
Proof. We note that with η2 + η3 < 2m− ρ(B), η3 > ρ(B) β < 2m−(η2+η3)−ρ(B)ρ(A′A) ,
and α < η2L2 the result of Theorem 3.12 holds and we have for every δ˜G < δG
c1
∣∣∣∣xk+1,T − x∗∣∣∣∣2 + α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ 1
1 + δ˜G
( ∣∣∣∣xk+1,T−1 − x∗∣∣∣∣2 + α
β∣∣∣∣λk − λ∗∣∣∣∣2 + αρ(B) ∣∣∣∣xk − x∗∣∣∣∣2 ) ≤ ΓT−1G
1 + δ˜G
(
c1
∣∣∣∣xk − x∗∣∣∣∣2 + α
β
∣∣∣∣λk − λ∗∣∣∣∣2) ,
where we used the result of Lemma 3.9 in deriving the second inequality. Finally,
for T > 1 we need to show that
ΓT−1G
1+δ˜G
< 1. We note that from Lemma 3.9, we have
ΓG = max
{
p¯(1 + αL)2, 1 + p¯q¯αβρ(AA
′)
p¯−1 , 1 +
p¯q¯αρ(B)
(p¯−1)(q¯−1)
}
, with p¯, q¯ > 1. If ΓG = p¯(1 +
αL)2, we need
(
p¯(1+αL)2
)T−1
1+δ˜G
< 1, which is equivalent to p¯(1 + αL)2 < (1 + δ˜G)
1
T−1 .
Hence, we have p¯ < (1+δ˜G)
1
T−1
(1+αL)2 . Using the fact that p¯ > 1, we need
(1+δ˜G)
1
T−1
(1+αL)2 > 1,
which is equivalent to having α < (1+δ˜G)
1
2(T−1)−1
L . We next consider the case with
ΓG = 1 +
p¯q¯αβρ(AA′)
p¯−1 . We need
ΓT−1G
1+δ˜G
< 1 and therefore, p¯q¯p¯−1 <
(1+δ˜G)
1
T−1−1
αβρ(AA′) . Given
that with any choice of p¯, q¯ > 1, we have p¯q¯p¯−1 > 1, we need
(1+δ˜G)
1
T−1−1
αβρ(AA′) > 1, which
is satisfied if α < (1+δ˜G)
1
T−1−1
βρ(AA′) . Similarly, we can consider the other possible value of
ΓG and derive the other upper bound on α.
3.3. Convergence Analysis of FlexPD-C. In order to analyze the conver-
gence properties of FlexPD-C algorithm, we first rewrite the primal update in Algo-
rithm 2.3 in the following compact form
(3.10) xk+1 = (I − αB)Txk − αC∇f(xk)− αCA′λk,
where C =
∑T−1
t=0 (I − αB)t. We next proceed to prove the linear convergence rate
for our proposed framework. In Lemma 3.14 and Lemma 3.15 we establish some key
relations which we use to derive two fundamental inequalities in Lemma 3.16 and
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Lemma 3.17. Finally we use these key inequalities to prove the global linear rate of
convergence in Theorem 3.18. In the following analysis, we define matrices M and N
as follows
(3.11) M = C−1(I − αB)T and N = 1
α
(C−1 −M).
In the next lemma we show that matrix C is invertible and thus matrices M and N
are well-defined.
Lemma 3.14. Consider the symmetric positive semi-definite matrix B and matri-
ces C, M , and N . If we choose α such that I−αB is positive definite, i.e., α < 1ρ(B) ,
then matrix C is invertible and symmetric, matrix N is symmetric positive semi-
definite, and matrix M is symmetric positive definite with
(
1−αρ(B)
)T
∑T−1
t=0
(
1−αρ(B)
)t I  M 
1
T I.
Proof. Since I − αB is symmetric, it can be written as I − αB = V ZV ′, where
V ∈ Rn×n is an orthonormal matrix, i.e., V V ′ = I, whose ith column vi is the
eigenvector of (I − αB) and v′ivt = 0 for i 6= t and Z is the diagonal matrix whose
diagonal elements, Zii = µi > 0, are the corresponding eigenvalues. We also note that
since V is an orthonormal matrix, we have (I − αB)t = V ZtV ′. Therefore,
C =
T−1∑
t=0
(I − αB)t = V ( T−1∑
t=0
Zt
)
V ′ = V Z¯V ′.
Hence, matrix C is symmetric. We note that matrix Z¯ is a diagonal matrix with Z¯ii =
1+
∑T−1
t=1 µ
t
i. Since µi > 0 for all i, Z¯ii 6= 0 and thus Z¯ is invertible and we have C−1 =
V Z¯−1V ′. We also have M = C−1(I − αB)T = V Z¯−1V ′V ZTV ′ = V Z¯−1ZTV ′ =
VWV ′, where W is a diagonal matrix with Wii =
µTi
1+
∑T−1
t=1 µ
t
i
, consequently, matrix
M is symmetric. We next find the smallest and largest eigenvalues of matrix M .
We note that since Wii is increasing in µi, the smallest and largest eigenvalues of
M can be computed using the smallest and largest eigenvalues of I − αB. We have
0  B  ρ(B)I, where ρ(B) is the largest eigenvalue of matrix B. Therefore, the
largest and smallest eigenvalues of I − αB are 1 and 1 − αρ(B) respectively. Hence,(
1−αρ(B)
)T
∑T−1
t=0
(
1−αρ(B)
)t  M  1T . We next use the eigenvalue decomposition of matrices
C−1 and M to obtain C−1 − M = V Z¯−1V ′ − VWV ′ = V (Z¯−1 − W )V ′, where
Z¯−1 −W is a diagonal matrix, and its ith diagonal element is equal to 1−µTi
1+
∑T−1
t=1 µ
t
i
.
Since 0 < µi ≤ 1 for all i, we have 1−µ
T
i
1+
∑T−1
t=1 µ
t
i
≥ 0 and hence N is symmetric positive
semi-definite.
Lemma 3.15. Consider the primal-dual iterates as in Algorithm 2.3 and recall the
definitions of matrices M and N from Eq. (3.11), if α < 1ρ(B) , then
α(∇f(xk)−∇f(x∗)) = M(xk − xk+1)+
α(βA′A−N)(xk+1 − x∗)− αA′(λk+1 − λ∗)
Proof. At each iteration, from Eq. (3.10) we have αC∇f(xk) = (I − αB)Txk −
xk+1 − αCA′λk. Moreover, from Eq. (3.1) we have λk = λk+1 − βAxk+1. We can
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substitute this expression for λk into the previous equation and have
(3.12)
αC∇f(xk) = (I − αB)Txk − xk+1 − αCA′(λk+1 − βAxk+1) = (I − αB)T
(xk − xk+1) + (αβCA′A− I + (I − αB)T )xk+1 − αCA′λk+1,
where we added and subtracted a term of (I − αB)Txk+1. Since an optimal solution
pair (x∗, λ∗) is a fixed point of the algorithm update, we also have
αC∇f(x∗) = (αβCA′A− I + (I − αB)T )x∗ − αCA′λ∗ .
We then subtract the above inequality from Eq. (3.12) and multiply both sides by
C−1 [c.f. Lemma 3.14], to obtain the result.
Lemma 3.16. Consider the primal-dual iterates as in Algorithm 2.3 and recall the
definition of matrices M and N from Eq. (3.11). If α < 1ρ(B) , we have for any η4 > 0,∣∣∣∣xk+1 − x∗∣∣∣∣2
PC
+
∣∣∣∣xk+1 − xk∣∣∣∣2
QC
≤∣∣∣∣xk − x∗∣∣∣∣2
M
− ∣∣∣∣xk+1 − x∗∣∣∣∣2
M
+
α
β
(∣∣∣∣λk − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λ∗∣∣∣∣2)
with PC = 2αmI − αη4I + 2αN − αβA′A and QC = M − αL2η4 I
Proof. From strong convexity of function f(x), we have
2αm
∣∣∣∣xk+1 − x∗∣∣∣∣2 ≤ 2α(xk+1 − x∗)′(∇f(xk+1)−∇f(x∗))
= 2α(xk+1 − x∗)′(∇f(xk+1)−∇f(xk))+ 2α(xk+1 − x∗)′(∇f(xk)−∇f(x∗)),
where we add and subtract a term (xk+1−x∗)′∇f(xk). We can substitute the equiv-
alent expression of α(∇f(xk)−∇f(x∗)) from Lemma 3.15 and have
(3.13)
2αm
∣∣∣∣xk+1 − x∗∣∣∣∣2 ≤ 2α(xk+1 − x∗)′(∇f(xk+1)−∇f(xk))+
2α(xk+1 − x∗)′(βA′A−N)(xk+1 − x∗) + 2(xk+1 − x∗)′M(xk − xk+1)
− 2α(xk+1 − x∗)′A′(λk+1 − λ∗).
By Young’s inequality and the Lipschitz continuity of ∇f(.) we have 2α(xk+1 −
x∗)′
(∇f(xk+1)−∇f(xk)) ≤ αη4 ∣∣∣∣xk+1 − x∗∣∣∣∣2+αL2η4 ∣∣∣∣xk+1 − xk∣∣∣∣2, for all η4 > 0. By
dual update Eq. (3.1) and feasibility of x∗, we have Axk+1 = 1β (λ
k+1 − λk), Ax∗ =
0. These two equations combined yields α(xk+1 − x∗)′A′(λk+1 − λ∗) = αβ (λk+1 −
λk)′(λk+1 − λ∗). We now focus on the last two terms of Eq. (3.13). First since
matrix M is symmetric, we have −2(xk+1 − x∗)′M(xk+1 − xk) = ∣∣∣∣xk − x∗∣∣∣∣2
M
−∣∣∣∣xk+1 − x∗∣∣∣∣2
M
− ∣∣∣∣xk+1 − xk∣∣∣∣2
M
. Similarly, we have −2αβ (λk+1 − λk)′(λk+1 − λ∗) =
α
β
(∣∣∣∣λk − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λk∣∣∣∣2) . Now we combine the terms in the
preceding three relations and Eq. (3.13) and have
2αm
∣∣∣∣xk+1 − x∗∣∣∣∣2 ≤ 2α ∣∣∣∣xk+1 − x∗∣∣∣∣2
βA′A−N + αη4
∣∣∣∣xk+1 − x∗∣∣∣∣2
+
αL2
η4
∣∣∣∣xk+1 − xk∣∣∣∣2 + ∣∣∣∣xk − x∗∣∣∣∣2
M
− ∣∣∣∣xk+1 − x∗∣∣∣∣2
M
− ∣∣∣∣xk+1 − xk∣∣∣∣2
M
+
α
β
(∣∣∣∣λk − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λk∣∣∣∣2) .
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We now use Eq. (3.1) together with the fact that Ax∗ = 0 to obtain
∣∣∣∣λk+1 − λk∣∣∣∣2 =
β2(xk+1−x∗)′(A′A)(xk+1−x∗). By substituting this into the previous inequality and
by rearranging the terms in the above inequality, we complete the proof.
Lemma 3.17. Consider the primal-dual iterates as in Algorithm 2.3 and recall
the definition of symmetric matrices M and N from Eq. (3.11) then if α < 1ρ(B) , for
d˜, g˜, e˜ > 1 we have
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ d˜
α2s(AA′)
(
e˜
e˜− 1ρ(M)
2 + e˜α2L2
) ∣∣∣∣xk − xk+1∣∣∣∣2 +
d˜
(d˜− 1)α2s(AA′) ×
(
g˜
g˜ − 1α
2ρ
(
(βA′A−N)2)+ g˜α2L2) ∣∣∣∣xk+1 − x∗∣∣∣∣2 ,
with s(AA′) being the smallest nonzero eigenvalue of matrix AA′.
Proof. We recall the following relation from Lemma 3.15, αA′(λk+1 − λ∗) =
M(xk − xk+1) + α(βA′A−N)(xk+1 − x∗)− α(∇f(xk)−∇f(x∗)).
We can add and subtract a term of ∇f(xk+1) and take squared norm of both sides of
the above equality to obtain∣∣∣∣αA′(λk+1 − λ∗)∣∣∣∣2 = ∥∥M(xk − xk+1) + α(βA′A−N)(xk+1 − x∗)−
α
(
(∇f(xk)−∇f(xk+1))− α (∇f(xk+1)−∇f(x∗)) ∥∥2.
By using the result of Lemma 3.1, we have for any d˜, g˜, e˜ > 1∣∣∣∣αA′(λk+1 − λ∗)∣∣∣∣2 ≤ d˜( e˜
e˜− 1
∣∣∣∣xk − xk+1∣∣∣∣2
M2
+ e˜α2
∣∣∣∣∇f(xk)−∇f(xk+1)∣∣∣∣2 )+
d˜
d˜− 1
( g˜
g˜ − 1α
2
∣∣∣∣xk+1 − x∗∣∣∣∣2
(βA′A−N)2 + g˜α
2
∣∣∣∣∇f(xk+1)−∇f(x∗)∣∣∣∣2 ).
Since λ0 = 0 and λk+1 = λk+βAxk+1, we have that λk is in the column space of A
and hence orthogonal to the null space of A′, therefore, we have
∣∣∣∣αA′(λk+1 − λ∗)∣∣∣∣2 ≥
α2s(AA′)
∣∣∣∣λk+1 − λ∗∣∣∣∣2. By using this relation and Lipschitz property of ∇f(.) , we
have
α2s(AA′)
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ d˜((xk − xk+1)′ [ e˜
e˜− 1M
2 + e˜α2L2I
]
(xk − xk+1)
)
+
d˜
d˜− 1
(
(xk+1 − x∗)′
[
g˜
g˜ − 1α
2(βA′A−N)2 + g˜α2L2I
]
(xk+1 − x∗)
)
.
By using the facts that M2  ρ(M2)I and (βA′A − N)2  ρ((βA′A − N)2)I, we
complete the proof.
Theorem 3.18. Consider the primal-dual iterates as in Algorithm 2.3, recall the
definition of matrix M from Eq. (3.11), and define zk =
[
xk
λk
]
, GC =
[
M 0
0 αβ I
]
. If
the primal and dual stepsizes satisfy 0 < β < 2m−η4ρ(A′A) , 0 < α <
1−
(
L2
L2+η4ρ(B)
)1/T
ρ(B) with
0 < η4 < 2m, then there exists a δC > 0 such that∣∣∣∣zk+1 − z∗∣∣∣∣2GC ≤ 11 + δC ∣∣∣∣zk − z∗∣∣∣∣2GC ,
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that is
∣∣∣∣zk − z∗∣∣∣∣GC converges Q-linearly to 0 and consequently ∣∣∣∣xk − x∗∣∣∣∣M converges
R-linearly to 0.
Proof. To show linear convergence, we will show that
δC
(∣∣∣∣xk+1 − x∗∣∣∣∣2
M
+
α
β
∣∣∣∣λk+1 − λ∗∣∣∣∣2) ≤ ∣∣∣∣xk − x∗∣∣∣∣2
M
− ∣∣∣∣xk+1 − x∗∣∣∣∣2
M
+
α
β
(∣∣∣∣λk − λ∗∣∣∣∣2 − ∣∣∣∣λk+1 − λ∗∣∣∣∣2) ,
for some δC > 0. By using the result of Lemma 3.16, it suffices to show that there
exists a δC > 0 such that δC
(∣∣∣∣xk+1 − x∗∣∣∣∣2
M
+ αβ
∣∣∣∣λk+1 − λ∗∣∣∣∣2) ≤ ∣∣∣∣xk+1 − x∗∣∣∣∣2
PC
+∣∣∣∣xk+1 − xk∣∣∣∣2
QC
+ αβ
∣∣∣∣λk+1 − λk∣∣∣∣2 .
We collect the terms and we will focus on showing
(3.14)
∣∣∣∣λk+1 − λ∗∣∣∣∣2 ≤ β
δCα
∣∣∣∣xk+1 − xk∣∣∣∣2
QC
+
β
δCα
∣∣∣∣xk+1 − x∗∣∣∣∣2
PC−δCM .
We compare Eq. (3.14) with the result of Lemma 3.17, and we need to have for some
δC > 0
β
δCα
QC <
d˜
α2s(AA′)
(
e˜ρ(M)2
e˜− 1 + e˜α
2L2
)
I,
β
δCα
(PC − δCM) < d˜
(d˜− 1)α2s(AA′)
(
g˜α2
g˜ − 1ρ
(
(βA′A−N)2)+ g˜α2L2) I.
Since the previous two inequalities holds for all d˜, g˜, e˜ > 1, we can find the parameters
e˜ and g˜ to make the right hand sides the smallest, which would give us the most
freedom to choose algorithm parameters. The term e˜e˜−1ρ(M)
2 + e˜α2L2 is convex
in e˜ and to minimize it we set derivative to 0 and have e˜ = 1 + ρ(M)αL . Similarly,
we choose g to be g˜ = 1 +
√
ρ
(
(βA′A−N)2
)
L . With these parameter choices, we have(
e˜
e˜−1ρ(M)
2 + e˜α2L2
)
= (ρ(M) + αL)2, and
(
g˜
g˜−1α
2ρ
(
(βA′A−N)2)+ g˜α2L2) =
α2
(√
ρ
(
(βA′A−N)2)+L)2. The desired relations can now be expressed as βδCα (M−
αL2
η4
I) < d˜α2s(AA′)
(
ρ(M) + αL
)2
I and βδCα (2αm − αη4I + 2αN − αβA′A − δCM) <
d˜
(d˜−1)s(AA′)
(√
ρ
(
(βA′A−N)2)+L)2I. By using the fact that N and A′A are positive
semi-definite matrices, and the result of Lemma 3.14 to bound eigenvalues of matrix
M , the desired relations can be satisfied if
β
δCα
( (1− αρ(B))T∑T−1
t=0
(
1− αρ(B))t − αL
2
η4
)
≥ d˜
α2s(AA′)
(
1
T
+ αL)2,
β
δCα
(2αm− αη4 − αβρ(A′A)− δC
T
) ≥ d˜
(d˜− 1)s(AA′)
(√
ρ
(
(βA′A−N)2)+ L)2.
For the first inequality, we can multiply both sides by δCα and rearrange the terms
to have δC ≤
αβ
( (
1−αρ(B)
)T
∑T−1
t=0
(
1−αρ(B)
)t−αL2η4 )s(AA′)
d˜( 1T +αL)
2
. We can similarly solve for the second
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Fig. 1: Performance of FlexPD algorithms with 2 and 3 primal updates per iteration,
NEAR-DGD+, and EXTRA in terms of the relative error.
inequality, δC ≤ β(2αm−αη4−αβρ(A
′A))
d˜α
(d˜−1)s(AA′)
(√
ρ
(
(βA′A−N)2
)
+L
)2
+ βT
. We next show that for suitable
choices of α and β, the upper bounds on δC are both positive. For 0 < β <
2m
ρ(A′A)
and 0 < η4 < 2m− βρ(A′A), the first upper bound on δC is positive. In order for the
second upper bound for δC to be positive we need
(
1−αρ(B)
)T
∑T−1
t=0
(
1−αρ(B)
)t−αL2η4 > 0. Since 1−
αρ(B) 6= 1, we have ∑T−1t=0 (1− αρ(B))t = 1−(1−αρ(B))T
1−
(
1−αρ(B)
) = 1−(1−αρ(B))Tαρ(B) . Therefore(
1−αρ(B)
)T
1−
(
1−αρ(B)
)T αρ(B)− αL2η4 > 0, which holds true for 0 < α < 1−
(
L2
L2+η4ρ(B)
)1/T
ρ(B) .
Hence, the parameter set is nonempty and thus we can find δC > 0 which estab-
lishes linear rate of convergence.
Remark 3.19. If we choose B = βA′A, from the analysis of the FlexPD-F and
FlexPD-C algorithms we can see that the upper bound on β will be removed. For
FlexPD-G algorithm, this choice of matrix B together with Assumption 3 impose new
upper bounds on β.
Remark 3.20. To find an optimal value for the number of primal updates per
iteration, T , leading to the best convergence rate for the FlexPD-C, we can optimize
over various parameters in the analysis. While a general result is quite messy, we
can show that the upper bound on Tα [c.f. Theorem 3.18] is increasing in T and
approaches − ln L2L2+ηρ(B) for large values of T . This suggests that the improvement
of convergence speed from increasing T diminishes for large T in FlexPD-C algorithm.
Remark 3.21. The stepsize parameters in our algorithms are common among all
agents and computing them requires global variables across the network. These global
variables can be obtained by applying a consensus algorithm before the main algorithm
[36, 45, 21].
4. Numerical Experiments. In this section, we present some numerical ex-
periments, where we compare the performance of our proposed algorithms with other
first order methods. We also study the performance of our framework on networks
with different sizes and topologies. In these experiments we simulate FlexPD-C with
its theoretical stepsize, due to its explicit form of stepsize bounds. In all experiments,
we set B = βA′A for our algorithm.
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(a)
,
(b)
Fig. 2: Performance of FlexPD-C algorithm with T=1,...,4 on different graphs.
To compare the performance of our proposed algorithms with other first-order
methods, we consider solving a binary classification problem by using regularized
logistic regression. We consider a setting where K training samples are uniformly
distributed over n agents in a network with 4−regular graph, in which agents first
form a ring and then each agent gets connected to two other neighbors (one from
each side). Each agent i has access to one batch of data with ki =
K
n samples. This
problem can be formulated as
min
x
f(x) =
κ
2
||x||2 + 1
K
n∑
i=1
ki∑
j=1
log
[
1 + exp(−viju′ijx)
]
,
where uij and vij , j ∈ {1, 2, ..., ki} are the feature vector and the label for the data
point j associated with agent i and the regularizer term κ2
∥∥x∥∥2 is added to avoid
overfitting. We can write this objective function in the form of f(x) =
∑n
i=1 fi(x),
where fi(x) is defined as fi(x) =
κ
2n ||x||2 + 1K
∑ki
j=1 log
[
1 + exp(−viju′ijx)
]
. In our
simulations, we use the diabetes-scale dataset [6], with 768 data points, distributed
uniformly over 10 agents. Each data point has a feature vector of size 8 and a label
which is either 1 or −1. In Figure 1 we compare the performance of our primal-dual
algorithms in Algorithm 2.1, Algorithm 2.2, and Algorithm 2.3, with T = 2, 3 with
EXTRA algorithm [36], and NEAR-DGD+ algorithm [1], in terms of relative error,
||xk−x∗||
||x0−x∗|| , with respect to number of iterations, total number of gradient evaluations,
and total number of communications. To compute the benchmark x∗ we used min-
Func software [35] and the stepsize parameters are tuned for each algorithm using
random search. We can see that increasing the number of primal updates improves
the performance of the algorithms while incurring a higher computation or commu-
nication cost. In our experiments, We observe that the performance of FlexPD-F
approaches to the method of multipliers by increasing T and carefully choosing step-
sizes. This improvement, however, is less in FlexPD-C and FlexPD-G algorithms, due
to the effect of the outdated gradients and old information from neighbors. EXTRA
algorithm is a special case of our framework for specific choices of matrices A and B
and one primal update per iteration. In the NEAR-DGD+ the number of communica-
tion rounds increases linearly with the iteration number, which explains its slow rate
of convergence with respect to the number of communications. We obtained similar
results for other standard machine learning datasets, including mushroom, heart-scale,
a1a, australian-scale, and german [6].
To study the performance of FlexPD-C on networks with different sizes, we con-
sider 5− 30 agents, which are connected with random 4−regular graphs (agents form
a ring and each of them gets connected to two other random agents). The objective
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function at each agent i is fi(x) = ci(xi − bi)2 with ci and bi being random integers
chosen from [1, 103] and [1, 100]. We simulate the algorithm for 1000 random seeds
and we plot the average number of steps until the relative error is less than  = 0.01,
i.e.,
||xk−x∗||
||x0−x∗|| < 0.01 in part (a) of Figure 2. The centralized implementation of the
method of multipliers is also included as a benchmark. The primal stepsize parameter
α at each seed is chosen based on the theoretical bound given in Theorem 3.18 and
the dual stepsize is β = T . We observe that regardless the size of the network, in-
creasing the number of primal updates per iteration improves the performance of the
algorithm. We also observe that as the network size grows, the number of steps to op-
timality of our proposed method grows sublinearly and the number of communications
grows almost linearly.
To study the performance of FlexPD-C in networks with different topologies, we
consider solving a quadratic optimization problem in networks with 10 agents and
different graphs. For each graph with Laplacian matrix L, we define the consensus
matrix W = I − 11+dmaxL with dmax being the largest degree of agents. The spectral
gap of a graph is the difference between the two largest eigenvalues of its consensus
matrix and denotes the connectivity of the agents. We simulate FlexPD-C algorithm
and use its theoretical bounds for stepsize. The objective function at each agent i is
of the form fi(x) = ci(xi−bi)2 with ci and bi being integers that are randomly chosen
from [1, 103] and [1, 100]. We run the simulation for 1000 random seeds. On the Y -axis
of part (b) of Figure 2, we plot the average number of steps and communications until
the relative error is less than  = 0.01, i.e.,
||xk−x∗||
||x0−x∗|| < 0.01, and on the X-axis, from
left to right, we have the spectral gaps of path, ring, 4-regular, random Erdos-Renyi
(p=.9178), and complete graphs. As we observe in part (b) of Figure 2, increasing
the number of primal steps per iteration improves the performance of the algorithm.
We also note that the improvement is more significant in poorly connected graph
as expected. Also, we notice that with respect to the number of communications
4-regular graph has the best performance.
5. Concluding Remarks. In this paper, we propose a flexible framework of
first-order primal-dual optimization algorithms for distributed optimization. Our
framework includes three classes of algorithms, which allow for multiple primal up-
dates per iteration and are different in terms of computation and communication
requirements. The design flexibility of the proposed framework can be used to control
the trade-off between the execution complexity and the performance of the algorithm.
We show that the proposed algorithms converge to the exact solution with a global
linear rate. The use of this framework is not restricted to the distributed settings
and it can be used to solve general equality constrained optimization problems satis-
fying convexity assumptions. The numerical experiments show the convergence speed
improvement of primal-dual algorithms with multiple primal updates per iteration
compared to other known first-order methods like EXTRA and NEAR-DGD+. Pos-
sible future work includes the extension of this framework to non-convex settings and
also the second-order primal-dual algorithms.
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