This paper deals with the solvability and uniqueness of the second-order three-point boundary value problems at resonance on a half-line
Introduction
Second-order boundary value problems (BVPs) on infinite intervals, arising from the study of radially symmetric solutions of nonlinear elliptic equation and models of gas pressure in a semi-infinite porous medium [1] , have received much attention, see [1] [2] [3] [4] [5] [6] [7] [8] [9] and the references therein.
Multi-point boundary value problems of second-order linear differential equations on a finite interval were initiated by V.A. Il'in and E.I. Moiseev [10, 11] and three-point BVPs of nonlinear differential equations were studied by C.P. Gupta. Since then, more general nonlinear multi-point BVPs on finite intervals have been discussed extensively [12] [13] [14] [15] [16] [17] [18] [19] . The methods therein mainly depend on the Leray-Schauder continuation theorem, coincidence degree theory.
However, few work is done for second-order multi-point BVPs on an infinite interval. In [19] the authors studied the following second-order three-point BVP on a half-line x (t) = f t, x(t), x (t) , 0 < t < +∞, (1.1)
where α = 1, η ∈ [0, +∞). With the help of the established Green function and the Leray-Schauder continuation theorem, suitable conditions imposed on f are presented for the existence of solutions. Second-order three-point BVP (1.1)-(1.2) is at resonance when α = 1, that is, the corresponding homogeneous BVP x (t) = 0, 0 < t < +∞, (
3)
has nontrivial solutions. In other words, see [12, [14] [15] [16] [17] [18] , the linear operator L defined by Lx = x is not invertible, even if boundary value condition (1.4) is added. The methods used in [19] is not suitable to the resonance case. So in this paper, we intend to discuss the solvability of BVPs (1.1)-(1.4) and the BVP of The proof of our main results depends on the continuation theorem due to J. Mawhin [20] . After the preliminaries in Section 2, we present sufficient conditions for the existence of solutions to BVP (1.1)-(1.4) in Section 3. BVP (1.5)-(1.4) is investigated in Section 4 based on the results obtained for BVP (1.1)-(1.4). Since the integral meanvalue theorem is not suitable to a function defined on an infinite interval, our method is different from those applied in finite case. The uniqueness of solutions to both systems are discussed in the last section.
Preliminaries
We present here some definitions and lemmas which are essential in the proof of our main results. 
To obtain the existence results, we need the following theorem due to J. Mawhin [20] . 
Then the equation Lx = Nx has at least one solution in dom L ∩ Ω.
In this paper, we use the space X, Y defined by 
It is easy to verify that the operator Q is well defined. For any y ∈ Y , let y 1 = y − Qy. Then y 1 ∈ Y and G(s)ω(s) ds = 1, the conclusions are also hold. Here we note that different projections make no differences in the proof of Theorem 2.1, see [20] . So an explicit definition of Q is enough. The same is for P defined later.
Define the continuous projection
Then X = Ker L ⊕ Ker P . So for every x ∈ X, there is a unique decomposition x(t) = ρ + x 1 (t) such that ρ ∈ R and
P and we have
G(t, s)y(s) ds, t ∈ [0, +∞)
for any y ∈ Im L, where
Let the nonlinear operator N : X → Y be defined by
Then BVP (1.1)-(1.4) equal to
where J : Im Q → Ker L is an isomorphism. In order to apply Theorem 2.1, we have to prove that N is L-compact, that is, the operators QN and K P (I − Q)N are both completely continuous. Because the Arzelà-Ascoli theorem fails to the noncompact interval case, we will use the following criterion. 
Lemma 2.3. Let f be an S-Carathéodory function, then N is L-compact.
Proof. Obviously, QN and K P (I − Q)N are continuous. So we just prove the compactness, i.e. QN and K P (I − Q)N maps bounded sets into relatively compact ones. Suppose U ⊂ X is a bounded set. Then there exists r > 0 such that x X r, for all x ∈ U . Because f is an S-Carathéodory function, there exists ϕ r ∈ L 1 [0, +∞) satisfying ϕ r (t) > 0, t ∈ (0, +∞) and Then for any x ∈ U ,
Noticing that ImQ R, we have QN is compact. Furthermore, denote K P ,Q = K P (I − Q)N and for any x ∈ U we have
that is, K P ,Q U is uniformly bounded. Meanwhile, for any t 1 , t 2 ∈ [0, T ] with T a positive constant
and
So K P ,Q U is equicontinuous. From Theorem 2.2, we can see that if K P ,Q U and (K P ,Q ) U are equiconvergent at infinity, then K P ,Q U is relatively compact in X. In fact,
→ 0, uniformly as t → +∞.
and (K P ,Q x) (t) − (K P ,Q x) (+∞)
So we can complete the proof. 2
Existence result for (1.1)-(1.4)
In this section, we establish an existence result for BVP (1.1)-(1.4) by using Mawhin's continuation theorem. 
Proof. Let X, Y , L, N , P , Q be defined as (2.1)-(2.6). We divide the proof into four steps.
Step 1.
It is easy to show that for λ ∈ (0, 1] a function x satisfies Lx = λNx if and only if x is a solution of
Suppose x ∈ Ω 1 , then λ = 0 and QN x = 0. So
For ω(t) > 0, the continuity of f implies that there exists ξ ∈ [0, +∞) such that
and f t, x(t), x (t) = 0, t ∈ [0, ξ).
Then from (H2) and (H3), we have ξ β and
Therefore,
For x ∈ Ω 1 , from (3.1), (3.2) we have
G(t, s)f s, x(s), x (s) ds, t ∈ [0, +∞),
x (t) = −λ +∞ t f
s, x(s), x (s) ds, t ∈ [0, +∞).
Then
It follows from
Therefore, x X max{M 1 , M 2 } := M. Ω 1 is bounded.
Step 2. Let Ω 2 = {x ∈ Ker L, Nx ∈ Im L}. Then Ω 2 is bounded.
Suppose x ∈ Ω 2 . Then x(t) = ρ for some ρ ∈ R and
Similarly, we can obtain that |ρ| max{B 1 , n/l}. Thus x X = |ρ| max{B 1 , n/l} and Ω 2 is bounded.
Step 3. Let Ω
3 is bounded if the first part of the condition (H4) holds and Ω (2) 3 is bounded if the second part of the condition (H4) holds.
3 , then x(t) = ρ for some ρ ∈ R and
If λ = 0, then |ρ| max{B 1 , n/l}. And if λ ∈ (0, 1], one has |ρ| B 2 . Otherwise
which is a contraction. So Ω (1) Step 4. Let Ω = {x ∈ X, x X < max{M, n/ l, B 1 , B 2 } + 1}. Then we can prove that (1.1)-(1.4) has at least one solution in dom L ∩ Ω.
In order to complete the proof, it suffices to show that condition (3) in Theorem 2.1 holds, since L is a Fredholm operator of index zero and N is L-compact on Ω.
Consider the operator
By step 3, we can see that 
Existence result of (1.5)-(1.4)
Since the integral mean-value theorem is ineffective to the half-line, the methods used in [14] [15] [16] [17] [18] for perturbed systems on finite intervals are not applicable now. In this section, we establish an existence result for the perturbed BVP (1. 
G(t, s)e(s) ds, t ∈ [0, +∞). (4.1) Set x(t) = z(t) + E(t). Then we have z (t) = f t, z(t) + E(t), z (t)
2)
Choose Ω 0 , a bounded and open subset of X, such that Ω 4 ∪ Ω 5 ∪ Ω (1) 6 (∪Ω (2) 6 ) ⊂ Ω 0 . Then in the same way as in Theorem 3.1, we can obtain that Lz = N 1 z has at least one solution z ∈ dom L ∩ Ω 0 .
Obviously, x(t) = z(t) + E(t) is a solution of (1.5)-(1.4). The proof is completed. 2
Uniqueness results
Under the stronger conditions imposed on f , we can prove the uniqueness of solutions to the BVPs studied above. 
Then the BVP (1.1)-(1.4) has exactly one solution provided max{α, α 1 } < 1, where α is defined in Theorem 3.1 and 
