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Abstract
Developing the optimal conditions for chemical reactions that are common in fine
chemical and pharmaceutics is a difficult and expensive task. Because syntheses in these fields
have multiple reaction pathways, a significant number of experiments are required to determine
the conditions that maximize the yield of the desired product. With few exceptions, these
experiments have been performed in flask reactors. The goal of this thesis research was to
improve the efficiency and the accuracy of these reaction optimization investigations through the
use of an automated microreactor system.
Previous studies have illustrated the benefits of silicon microreactors for the study of
chemical reactions. Such advantages include the small reactor volume and the continuous flow
operations that enable microreactors to achieve a high throughput rate of experiments while
using minute amounts of expensive material. Heat and mass transfer rates in microreactors are
orders of magnitude larger than those in traditional laboratory equipment, thus rendering
microreactors ideal tools for accurate reaction optimization and kinetic investigations.
Moreover, the integration of chemical and physical sensors with microreactors permits accurate
monitoring of the reaction progress. Combining these measurements with appropriate feedback
algorithms offers a means to automate experiments and to perform real-time optimization and
kinetic modeling of chemical reactions.
Several automated microreactor systems were developed in this thesis research to
improve reaction development. One such system was used in the multidimensional screening
investigation of densely functionalized heterocycles. As demonstrated in this example, the use
of an automated microreactor system greatly improved the speed and efficiency involved in
reaction library development. Incorporating a feedback algorithm into the system operations
provided a method for rapid reaction optimization. With throughputs as high as one experiment
performed and analyzed per 10 minutes, rapid multi-variable reaction optimization was
demonstrated for several chemistries. It was also possible to quickly and accurately extract the
kinetics of a reaction by incorporating model-based optimization approaches. The results from
these optimization studies were used to scale up reaction production by factors as large as 500 in
a mesoflow reaction system. Future extensions for automated microflow systems were
identified, and the technology developed in this thesis research was used to optimize a two-step
synthesis and to more efficiently study reactions that produce solid by-products.
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Chapter 1
Introduction and Motivationt
1.1 State of Reaction Development in Pharmaceutics
Success in pharmaceutical research is directly related to the speed at which it can
discover and manufacture novel active pharmaceutical ingredients (API). The process of moving
from the initial discovery experiments performed in the research laboratory to the commercial
manufacturing, however, is long and consumes a significant amount of research resources. After
identifying and validating the biochemical target of a disease or illness, thousands of reactions
are screened on the milligram scale to determine potential drug candidates. The most promising
reactions, those that afford product in acceptable yields, are optimized and synthesized on the
kilogram scale for toxicology, dosing, and animal studies. Only a few of the molecules that enter
this so-called "lead optimization stage" will advance to the clinical stages, where tons of API are
produced for the required regulatory assessments.
With few exceptions, these reaction development stages are performed in batch reactors.
Synthetic chemists screen reactions in test-tubes or 96-well plates, and process chemists and
engineers scale up these reactions using the optimal conditions that were determined in the lab.
While this approach has been employed for decades, it can be ineffective or inefficient. The
disparate mass and heat transfer rates of the batch reactors in the laboratory and in thepilot plant,
combined with the complicated catalytic cycles and reaction pathways of the multi-functional
compounds common to pharmaceutics, result in undesirable product yields in the larger reactors.
t Themes from this chapter were used in McMullen, J.P.; Jensen, K.F., Annu. Rev. Anal. Chem.,
2010, (3) 1
This method of reaction development for API continues despite these inherent limitations
because of the flexibility and the versatility of batch reactors.I A single vessel can be used for
myriad reactions, both homogeneous and multi-phase, and subsequent separation stages such as
extraction, distillation, and crystallization. To gain adoption, the benefits of using microreactors
and other continuous-flow reactors for reaction development must be clear and substantial.
The use of continuous-flow methods for the manufacturing of pharmaceutical
compounds, or intermediates, instead of using conventional batch methods offers the industry
several advantages. These benefits include the ability to perform reactions at high temperatures
and pressures, safer handling of reactive intermediates, efficient heat transfer, and more flexible
scale of production.2 Well-designed continuous processes are expected to use less capital, have a
smaller equipment footprint, require less labor, and generate less waste than batch systems.3
Because not all reactions improve under continuous-flow processing conditions, a combination
of batch and flow reactors can be used to remove bottlenecks in a synthetic process. 4 By using
microreactors to understand the effects of the various parameters on the performance of a
reaction and using the results to predict operating conditions on the manufacturing scale, the
pharmaceutical industry can capitalize on the aforementioned benefits and bring drug candidates
to market sooner.
1.2 Microreactors - Powerful Tools for Laboratory
Research
Applications for microfluidics have significantly advanced from its roots in
microanalytical chemistry to include high throughput screening, biological analysis of cells,6
and proteins,' 8 portable energy devices,9 and reaction kinetics and mechanisms studies.10' 11
Enhanced heat and mass transfer rates, continuous-flow operations, and the potential inline
analysis inherent to microsystems for chemistry have enabled chemical researchers to investigate
myriad reactions under experimental conditions not easily achieved using conventional
laboratory batch equipment, such as glass flasks and test tubes.' 2  As a result, microreactor
systems are gaining attention in pharmaceutical and fine chemical industries as a platform
technology that is to be used for discovery and reaction development in the research laboratories
and scales to satisfy production throughput requirements.' 3' 14 Reported economic advantages
and improved safety metrics from microreactors for production purposes have further
encouraged the adoption of microreactors for these industries.
1
'
4
' 
5
For reaction screening and optimization investigations of pharmaceutics, there are
numerous advantages of using microreactors over flask reactors. With reactor volumes on the
order of 100 pL, numerous reactions can be screened sequentially for library development.'6 17
The minimal handling of reagents and the small length scales of microreactors render these
microdevices ideal tools for screening particularly hazardous reactions, such as direct
fluorination 8 and phosgene generation.19 The small length scale of microreactors, typically on
the order of 100 pm, results in reactors with large surface-to-volume ratios and significantly
increases mass and heat transfer rates. Consequently, more accurate optimization and kinetic
studies can be performed in microreactors than in flask reactors. The enhanced transport
phenomenon is especially important for reactions with multiple reaction pathways, such as
lithium-halogen exchange reactions,2 0 selective oxidations,2 1 and nitrations.2 2 Furthermore, the
well-understood transport rates in microreactors and the ability to observe the intrinsic kinetics
ensures more facile scale up of the reactor systems.
Micromixers, separators, and analysis units have been developed to address the
assortment of reaction steps involved in the synthesis of API. The integration of these devices to
form a microchemical system extends the benefits of microscale processing to the entire
23-26
synthesis route as presented in several case studies. - Additionally, physical and chemical
sensors are easily incorporated with these devices to provide continuous monitoring of reaction
conditions and the extent of reaction. The following sections focus on microfabrication and
microfluidic devices, with an emphasis on integration techniques for online measurement and
automation, to demonstrate the wide range of operations that are relevant to the pharmaceutical
industry and achievable in microfluidics.
1.2.1 Microfabrication Techniques and Microfluidic Devices
Microreactors are fabricated in a range of materials, including ceramics, polymers,
stainless steel, and silicon. Common fabrication techniques, advantages, and disadvantages of
these different materials are listed in Table 1.1 and discussed in further detail by Madou.
Polymer based microfluidic systems, especially systems based on poly(dimethyl siloxane), 2 8 are
frequently used for biological application because of the reduced cost and the potential for one-
time use to avoid cross contamination. However, most polymers swell or dissolve in common
solvents used in chemical synthesis. Ceramic systems are often difficult to microfabricate and
are typically limited to high temperature applications. Consequently, organic chemical synthesis
is typically performed in metal, glass, and silicon microreactors. Stainless steel microreactor
networks range from simple systems comprising of T-shaped micromixers and narrow tubing2 9
to commercial systems with microfabricated components.30-33 Glass microreactors offer the
benefit of visualizing the reaction progress, but are limited in reactor designs by the difficulty in
creating high aspect ratio structures. Alternatively, a glassy, inert reaction environment with
high thermal conductivity can be produced by oxidizing the channel walls of silicon
microreactors. Additional benefits from these reactors include the ability to operate at elevated
temperature and pressure.
Table 1.1: Fabrication and highlighted features of various microreactors.
Material Fabrication Advantages Disadvantages Ref.
techniques
21A Ir
Ceramic Stereolithography
ppowder molding,
electro discharge
machining,
laser machining
Glass Photolitography,
powder-blasting
wet etch
ultrasonic machining
Plastic Soft lithography,
injection molding,
hot embossing
Silicon Photolithography,
wet and dry etching
Stainless LIGA,
Steel stamping
micromaching
Stable at high
temperatures with low
heat loss,
chemically resistant
High chemical
resistance,
direct visualization of
reaction
Fast fabrication,
inexpensive
development costs
Operate at high pressure
and temperature,
superior heat
conductivity,
high aspect ratio designs
Operate at high pressure
and temperature,
High development
costs,
shrinkage after
sintering
Deep, anisotropic etch
is difficult,
incompatible with
strong aqueous bases
at moderate
temperature
Incompatible with
organic solvents,
not suitable for high
temperatures and
pressures
Incompatible with
strong aqueous bases
at moderate
temperature
Incompatible with
acidic media except
for expensive,
specialized steels
Novel microfabrication techniques and reactor peripherals are continuously being
developed as microreactor applications expand. Micromixers are designed to use interdigitated
multi-lamellae, 44 ' 45 chaotic advection,46' 47 segmented flow of immiscible fluids,4 8' 49 or active
micromixing techniques.50'51 Separation of homogenous mixtures on the microscale is achieved
36, 37
38, 39
40,41
42, 43
by distillation52' 53 or crystallization,54 while multi-phase mixtures are separated by taking
advantage of the dominating surface forces.55~57 Microchemical systems are established by
integrating microdevices with the appropriate fluidic interfacing scheme. 58~6 0 The advantages of
using these miniaturized reaction networks for multi-step chemical synthesis have been
demonstrated in several case studies. 2 3-2 6 Selected examples of current microfluidic devices for
reaction and separation are shown in Figure 1-1.
aC
0
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Figure 1-1: Selected examples of microfluidic devices.
a) Glass microreactor used in Syrris' Africa Flow Chemistry System (Reproduced with permission by Syrris
Ltd.), b) stainless steel reactor fabricated by IMM (Reproduced with permission by IMM-Mainz GmbH), c)
multi-channel silicon microreactor, highlighting in-channel, platinum catalyst coated pillars, 61 d.) interdigtial
micromixer by IMM with flow patterns inset (Copyright 2009 American Chemical Society),62 e) example of
chaotic advection with liquid-liquid segmented flow (Image reproduced, with permission from Ref. 46), f)
split-and-recombine mixer (Copyright Wiley-VCH Verlag GmbH & Co. K GaA. Reproduced with
permission),'63 g) microseparator for gas-liquid slUg flow,55 h) integrated liquid-liquid extractor and
separator, 56 i) size-based particle separator (reproduced by permission of The Royal Society of Chemistry)."4
............  ................
1.2.2 Integration of Physical and Chemical Sensors with Microfluidics
Incorporation of chemical and physical sensors with a microreactor leads to "integrated
microreactors" or "instrumented microreactors," and enables online monitoring of the reaction
65
conditions and the extent of reaction. Consequently, process lead times are accelerated and
associated developmental costs are reduced by gathering a wealth of reaction knowledge with
integrated microreactors in the research laboratory and translating the results to production
systems. 66 The ability to rapidly identify a reaction path, optimize the reaction conditions, and
scale up and/or scale out the results for manufacturing will engender a shift from reaction
development in glass flasks to continuous flow operations in microreactors.
Reaction temperature, residence time, and stoichiometry can be measured through
integrated sensors and controlled with on-chip or modular components. Thin layers of platinum
are deposited on microreactors to record and adjust reactor temperatures (Figure 1-2a).67
Resistive electrical heaters61 and heat exchangers"1 are also used to control temperatures.
Additionally, temperature gradients created by exotherms from mixing or reaction are closely
monitored by fabricating thin film calorimeters (Figure 1-2b),68 or by monitoring hot spots
thermographically with an IR camera.
Flow rates are measured with micropressure sensors,69 microflow anemometers,70 or
optical fiber cantilevers (Figure 1-2c) 71 and adjusted in several manners. Electroosmotic flow
(EOF) is used in glass microreactors to generate precise, plug flow,72 but is typically only
applicable for aqueous systems, low flow rates, and small channel dimensions. 7 3 Alternative
flow control methods include commercial syringe pumps or pneumatic, 74 ' 75 peristaltic,76 and
passive pumping systems. Gas-liquid segmented flow in microreactors is characterized by
integrating microfluidics with an inverted fluorescence microscope and a CCD camera. 78 This
approach is also used to measure gas-liquid slug velocity and uniformity in multi-channel, scaled
out microreactors by including a waveguide that uses internal reflection (Figure 1-2d), as
demonstrated by de Mas. 79 Fluorescent measurements are used to characterize mixing (Figure
1-2e) 80 and dispersion81 in transparent microreactors. Recently, Andrew Chan et al.
characterized mixing profiles of H20 and D20 throughout an entire PDMS microreactor with
ATR-FTIR spectroscopy by placing the device above an ATR crystal and using a focal plane
array for spatial imaging (Figure 1-2f). 82 Advancements in this technology will lead to faster
methods for determining reaction kinetics and optimal conditions.
A variety of spectroscopic methods have also been integrated with microreactors.
Advances in fiber optics and flow cell technology offers continuous monitoring of the reaction
stream with UV/Vis/NIR,83 Raman,," ATR-IR," XAS, 85 and NMR. 86 The potential to monitor
the entire reaction progress in a microreactor is exemplified in Damean et al.87 In this work, the
authors used diffraction grating and array of microlenses to disperse light from a bright-field
microscope through a PDMS microreactor. Absorbance spectra of components at multiple
locations in a microarray or microchannel are obtained by collecting and resolving the diffracted
light images with a charge-coupled device (CCD) camera.
Microfluidic devices for the separation of analytes are coupled with microreactors to
improve chemical detection on the miniaturized scale. Separation of proteins, metabolites, and
other biological macromolecules are quickly performed in devices that use a form of
electrophoresis. 8' 89 A common technique to separate smaller molecules is liquid
chromatography. Basic designs for this technique involve packing the microfluidic channel with
HPLC beads,90 coating the channel walls with adsorbent material,9' or creating a functionalized
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Figure 1-2: Selected examples of microfluidics integrated with sensors for measuring physical properties.
a) Microreactor integrated with Pt deposited temperature sensors and heaters (left) and schematic of device
(right),6 b) microcalorimeter capable of measuring exotherms, c) micro-opto-fluidic flow measurement with
optical position marked at 0, 500, and 1050 pL/min (reproduced by permission of The Royal Society of
Chemistry),7' d) gas-liquid flow sensor using ATR-FTIR spectroscopy and waveguides, 79 e) ultrasonic
micromixer schematic with fluorescent imaging of mixing for water and uranine (reprinted from ref. 80
Copyright 2001, with permission from Elsevier), f) schematic microfluidic device capable of monitoring
mixing throughout microfluidic device with ATR-IR spectroscopy (reproduced by permission of The Royal
Society of Chemistry).92
monolith as the separation column.93 Chiral separation is achieved in EOF microfluidics by
adding a chiral selector to the mixture.94 Common problems associated with gradient methods in
reversed-phase chromatography, such as long equilibration times, can be avoided on the micro-
scale by using an isocratic method and temperature gradient interaction chromatography (TGIC)
as shown by Shih et al.90 In this work, the authors fabricated an integrated column separator
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from silicon and parylene that was 8 mm long, 100 pm wide, 25 pm deep and packed with 5 pm
C18 silica beads. Platinum was deposited on the silicon to create a resistive heater, a
temperature sensor, and an electromchemical analyte sensor. Using a variable power source, a
constant temperature gradient across the column allowed separation and detection of five
derivatized amino acids.
1.3 Motivation: Integrated Microreactor System for
Reaction Automation as a Means to Improve Reaction
Development
Incorporating feedback control with instrumented microreactors leads to full automation
of continuous-flow experiments, thereby reducing the time and the material costs associated with
reaction discovery and development. Benefits from automation and microreactors for reaction
screening have been demonstrated for the synthesis of cycloadducts, 95 pyrazoles, 9 6 and
Ciprofloxacin analogues. 97 Heterogeneous reactions can also be screened in a continuous flow
manner, as presented by Griffiths-Jones and coworkers, who developed an automated multi-step,
continuous flow system with immobilized reagents to generate a 48-member sulfonamide
reaction library. 98 In this platform, monoalkylation of a Boc-protected primary sulfonamide was
performed in a glass reactor column packed with PS-TBD, followed by deprotection in a second
column packed with polystyrene-supported sulfonic acid Amberylst H-15. By integrating these
columns with a liquid handler/fraction collector, syringe pumps, 4-way valves, and necessary
computer logic, the authors demonstrated the ability to automate the loading of the Boc-protected
primary sulfonamide on the PS-TBD column, the loading of the monomer on the PS-TBD
column for reaction, the detection and collection the final product following deprotection, and
the regeneration of the PS-TBD column. Although some manual intervention was required to
remove the spent H-15 and eventually deactivated PS-TBD column, this application exemplifies
the numerous experimental steps that can be automated with a continuous flow system.
After identifying the successful "hits" involved in reaction screening, the next step in
reaction development is profiling the parameter space to evaluate the reaction rate, to determine
the optimal operating, and to calculate the kinetic parameters. This information-driven approach
for characterizing reaction influences has recently received more attention with the Quality by
Design (QbD) initiative by the Food and Drug Administration (FDA). 99 Automation of
microfluidic platforms adheres to the principles of this program and gathers the required reaction
information without requiring significant amounts of time or resources.
An automated microreactor system to quickly profile the parameter space of a
Sonogashira reaction was designed by Sugimoto and coworkers.100 This PC-controlled system
consisted of two HPLC pumps for fluid handling, temperature control, a 500 x 1000 pm
micromixer followed by a 1000 pm i.d. x 10 m residence time unit, and a fraction collector.
After inputting the desired experimental matrix, i.e. the set of reaction temperatures and
residence times of interest, the system performed the specified reactions and collected samples in
an automated fashion. Fractions were then analyzed offline by HPLC, and the results were used
to determine the optimal yield of 96% at 20 minutes, 1.25 equivalents of p-tolyacetylene, 3.0
equivalents of base and a reaction temperature 120 C. These optimal conditions were then
translated to a larger system that consisted of a stainless steel, 200 pm i.d. micromixer and a
2mm i.d. x 20 m residence time unit. This scaled-up system was operated for 6 hours at the
previously determined optimal conditions to provide 113 g of product after recrystallization.
Additionally, Koch et al. demonstrated the ability to use an automated microfluidic
platform to profile the removal of a p-methoxyphenyl protecting group.
101 The microfluidic
system consisted of syringe pumps for control over residence time and reagent stoichiometry, a
7.02 pL glass microreactor, a thermoelectric module for temperature control, and a fraction
collector for sampling. Offline analysis was used to quantify the reaction yield. The authors
applied an optimal design of experiment to investigate reaction temperatures between 60 and
90 0C, residence times between 0.5 and 4 min, and 1 to 4 equivalents of acid.
Based upon the design approach of the authors, the platform performed 51 experiments in
an automated fashion. It is interesting to note that the required material for these automated
experiments was minimal - each sample required just 0.2 mg. Furthermore, the total time
sampling for this profiling investigation was only 5.6 hours. A polynomial response surface was
fitted to these experiments and indicated that a conversion greater than 99% combined with the
shortest reaction time occurred at 1.3 minutes, 3.2 equivalents of acid, and a reaction temperature
of 90 0C. These optimal results were repeated on a larger stainless steel reactor with a volume of
950 pL. However, on this larger system, the authors noted that the solvent boiled at 90 0C and
lowered the reaction temperature to 80 C and increased the reaction time to 4 minutes to obtain
100%, as specified by their profiling experiments in the microreactor. Under these conditions,
the system produced approximately 213 mg/h of the deprotected product.
The addition of an optimization feedback to an integrated microreactor system enables a
means for rapid reaction optimization. An automated system that is capable of performing a
reaction, analyzing the results, and incorporating the data into an optimization algorithm to select
sequential experiments would promise faster and more efficient reaction optimization than that
of batch experimentation. Depending on the objective of the experiments, automated
microreactor systems could be used to optimize a reaction for a specific metric, such as yield or
selectivity, or for information, such as determining the global reaction kinetics. These
experiments provide valuable information during the scale up stages of reaction development.
1.4 Thesis Objective and Overview
To become a potential instrument in pharmaceutical research and development,
automated microreactor systems must accommodate a wide range of chemistries, and
convincingly demonstrate benefits in multiple stages of reaction development. As discussed in
Chapter 2, automated microreactor systems can be used in the discovery stages for fast screening
of hundreds to thousands of reactions to identify potential candidates. The developed system,
which was used to study transformations of densely functionalized scaffolds, required careful
consideration to flow patterns in the microreactor to increase throughput rates and eliminate
cross-contamination of reaction screens. Advantages from this technology include the ability to
rapidly investigate how the discrete variables, such as the base or a reaction partner, and the
continuous variables, such as temperature and residence time, affect the reaction pathway.
Integration of an inline analytical chemistry tool and a feedback algorithm leads to
automated reaction optimization in microreactor systems. Selection of the appropriate
experimental optimization algorithm requires consideration to the number of experiments that
are likely to be required for convergence, and the ability of the algorithm to work effectively
with experimental error and noise in data. Algorithms that were considered for this thesis
research are discussed in Chapter 3, and the applications of several of these algorithms are
presented in Chapter 4. Reactions examples include a Knoevenagel condensation, a series
oxidation, and a Heck reaction.
Although obtaining optimal conditions is a vital component of reaction development,
knowledge of the kinetics may be more desirable when designing the reactor configuration and
the optimal process control strategy. As discussed in Chapter 5, implementing a model-based
optimization framework with an automated microreactor system provides a method for rapidly
determining the kinetics. Using a Diels-Alder reaction as an example, an approach that uses
Information Theory and Bayesian statistics was used to determine the global reaction rate law,
followed by a D-optimal experimental strategy to determine the pre-exponential and the
activation energy of the rate constant. As described in Chapter 6, results from the automated
optimization studies of Chapter 4 and the kinetic investigation of Chapter 5 are used to develop a
roadmap for continuous-flow reaction scale up. Highlights from Chapter 6 include the ability to
scale the Diels-Alder reaction by a factor of 500.
Chapter 7 describes extensions to the automated microreactor systems to handle reaction
applications involved in pharmaceutical research. Because syntheses of API typically require
more than one reaction step, an automated system was established to profile reaction conditions
for multi-step syntheses. This system consisted of two packed-bed reactors and was used to
investigate a palladium catalyzed amination and subsequent Suzuki reaction. Because many
pharmaceutical reactions generate salt by-products that precipitate, designing reactor systems
that avoid clogging is essential. To this end, an automated flushing system was designed and
constructed to remove salt build-up before clogging the reactor.
Milestones of this thesis research and the future outlook for research related to the further
developments and applications of automated microreactor systems are discussed in Chapter 8.
Chapter 2
Automated Reaction Screening for
Library Development t
Combinatorial chemistry and high throughput screening have become research staples in
the pharmaceutical industry to reduce the time and the costs associated with exploring potential
drug candidates. Screens have typically been performed in 96-well plates to provide a high
degree of parallelization to improve the speed of this process. For homogenous systems where
the reaction time scale is less than the mixing and heat transfer time scales of the 96-well plate
reactors, more insightful results are achieved by performing reaction screens in a microreactor.
Obtaining a high throughput of screens while eliminating contamination is a significant
challenge involved in screening reactions in single continuous-flow device. Unlike the 96-well
plate reactor, screens are not physically isolated from one another by the reactor walls in a
microreactor. The introduction of an inert, immiscible fluid, such as a fluorous phase, to create
slug-flow- can be used to improve throughput and remove contamination concerns.' 03' 104 This
approach is limited, however, to exploring reaction conditions at temperatures where the second
fluid remains insoluble in the reaction droplet. Alternatively, integrating sensors and feedback to
control and monitor the reactions offers a more robust method for fast reaction screening.
To demonstrate the wealth of reaction screening information that can be rapidly obtained
with an automated silicon microreactor system, the transformations of densely functionalized
bicyclo[3.2.1]octanoid scaffolds were investigated.' 0 5  In addition to exploring how these
tThis chapter describes work that was done in close collaboration with Dr. J. R. Goodell, Dr. A. B.
Beeler, and Prof. J. A. Porco, Jr. of the CMLD-BU.
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substrates reacted with different nucleophiles, electrophiles, bases, and solvents, this
microreactor system also investigated the effects of temperature and residence times. Although
not commonly explored in reaction screening applications, including these latter variables
enables observation of reaction pathways that may not be otherwise observed. Furthermore, the
high thermal conductivity and strength of silicon extends the potential reaction design space of
this system to higher temperature and pressures than those explored in common 96-well plate
reactors. Approximately 850 automated reaction screens were performed in the investigation of
the example scaffold transformation to illustrate the high throughput capabilities of an automated
microreactor system and the ease in generating reaction libraries while using minimal material.
2.1 Motivation
Historically, major pharmaceutical breakthroughs have been enabled by complex
chemical structures - often complex natural products - with unique biological mechanisms. 06
Recently, there have been numerous efforts to discover new complex chemical scaffolds through
organic synthesis.107-109 A chemical reaction discovery approach coined "multi-dimensional
reaction screening" by the CMLD-BU has been formulated to synthesize novel chemotypes and
structural frameworks.110 In this approach, chemical reactions are evaluated using integer
variables, such as different substrates, and continuous variables, such as temperature, in an array
format. This method addresses an ongoing challenge in drug discovery: the decreasing
availability of new chemical entities for biological screening and discovery of new synthetic
methodologies to access novel compounds of interest.
111
, 112
Miniaturization and automation of biological screens have enabled an unprecedented
level of throughput.11 2 However, such developments have been slower in the area of chemical
reaction discovery..-115 To demonstrate the ability to use microfluidics to rapidly screen
chemical reactions, an automated microreactor system was developed for a series of multi-
dimensional reaction screens involving bicyclo[3.2.1]octanoid scaffolds. 6 The general form of
these multifunctional chemotypes is shown in Figure 2-1, with the reactive moieties
highlighted.1
1 7-119
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Figure 2-1: Diverse functionality of bicyclo[3.2.llocatonoid scaffold used in automated microreactor system
for multi-dimensional screening.
2.2 Automated Microchemical System Design and
Components
The successful integrated microreactor system for discovery applications performs
reaction screens at a high throughput rate to quickly provide researchers with accurate
information, without compromising the following design criteria:
" Screens require a minimal, yet detectable, amount of material.
" Screens remain uncontaminated throughout the procedure.
" Screens can be isolated for analysis and subsequent work-up.
" Reagents for reaction screening do not lose reactivity during storage.
The automated microreactor system that was designed and constructed to satisfy these goals and
constraints is shown in Figure 2-2. A liquid handler was used to select various screening
compounds. The residence time was controlled by manipulating the flow rate of a carrier fluid
that was loaded onto a multi-head syringe pump. A thermoresistor and a thermoelectric module
were used to measure and control reaction temperature, respectively. Reaction samples were
........... . ............
detected by inline UV spectroscopy, and collected with a fraction collector. The following
subsections describe the various components and operations in more detail, as well as the
considerations that were involved in developing an automated screening microreactor system.
2.2.1 Fluid Delivery System for Controllable Reaction Screening
The total experimental time involved for reaction screening in a continuous-flow manner
ranges from hours to days, depending on the residence time and number of screens. Minimizing
the preparation time of the reagents for screens increases the efficiency of the process. However,
the level of reactivity of these compounds must remain intact when in storage, which can be a
difficult task for air, moisture, and light sensitive reagents. To accomplish this task, an
aluminum storage block was designed and machined at Boston University. This multi-layered
chamber consisted of a 96-well bottom plate that accommodated commercially available HPLC
glass vials (Waters Inc.), and an argon gas chamber to ensure reagent long-term reagent stability.
A positive argon pressure was continuously provided to the gas chamber, and rubber septa were
inserted between each plate layer to provide long-term reagent stability.
Selection of chemical reagents for screens was controlled with a Gilson Quad-Z 215
liquid handler equipped with three independently controlled syringes. The selection of
components for screens was programmed in Trilution* software (Gilson). The integrity of the
reagents was maintained during handling by programming the liquid handler to withdraw a
segment of dry wash solvent, followed by a segment of argon from the gas chamber, followed by
the reagent, and then an additional argon segment from the gas chamber (Figure 2-3). Each
reagent was injected into the microreactor system via a 6-way actuated valve.
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Figure 2-2: Automated microreactor system for reaction screening applications.
Top) Components include (a) computer with operating software, (b) multi-head syringe pump, (c) liquid
handler, (d) 96-well reagent block, (e) compression packaging which houses microreactor and thermoelectric
module, (f) UV detection for optical triggering, (g) sampling valve, (h) 96-well plate fraction collector, and
feedback control loops (i - k) for reagent injection, temperature control, and sample collection, respectively
and the experimental system that was used for investigating bicyclo[3.2.1]octanoid transformations. Bottom)
Experimental system that was constructed in the CMLD-BU.
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Figure 2-3: Schematic of programmed withdraw procedure for reagent handling.
2.2.2 Flow Patterns to Increase Throughput and Eliminate
Contamination
A high throughput of screens can be realized by having multiple reactions occur
simultaneously at various positions in the microreactor. As previously mentioned, the use of an
immiscible liquid increases the number of reaction slugs present in a microreactor but limits the
range of reaction temperatures. The use of argon as a separation phase between reaction slugs
was attempted, but several complications were observed. Because the liquid phase wets the
reactor walls, there is a liquid meniscus that connects sequential liquid slugs.120 Inserting a
solvent wash slug between reaction plugs could minimize, but not eliminate, this cross-
communication.
An irresolvable problem with gas-liquid flow for sequential reaction screening was the
lack of control for appropriate insertion of gas plugs between the reactions plugs. In preliminary
experiments, a large pressure drop was incorporated by inserting a capillary tube (75 pm i.d.)
between an argon gas tank and the microreactor. This design principle was based on
recommendations from pervious gas-liquid slug flow applications. 48' 49 Steady gas-liquid slug
flow, however, was never experimentally observed. This instable flow was attributed to two
features: 1) the size of the reactor and tubing for downstream processing was large and resulted
in an unacceptably long time scale for achieving stable flow, and 2) the continual disturbances to
the flow from reagent injections and sample collections created pressure waves that destabilized
the slug-flow. Figure 2-4 illustrates the typical gas-liquid flow behavior that was present in the
microreactor system. Therefore, to ensure a comprehensive range of reaction conditions and to
eliminate cross contamination, reactions plugs were injected into a continuous stream of solvent
to create a "pulse flow."
Figure 2-4: Difficulty in robustly controlling gas-liquid plug resulted in reaction plugs (yellow) to be
undesirably separated.
This pulse flow technique is similar to the injection method used to characterize the
residence time distribution of a reactor. In the same manner, a disadvantage of applying this
homogenous flow style is the axial dispersion of the reaction pulses associated with laminar flow
(Figure 2-5). Dispersion causes a dilution of reaction material near the tails of the reaction
segment, but the effects can be reduced by minimizing dead volumes and using minimal lengths
of PTFE tubing upstream and downstream of the reactor. Because the central portion of this
reaction segment contains the most relevant information, it was collected for analysis; whereas
the tail ends were discarded to waste. An optically triggered collection system (components f, g,
and k of Figure 2-2) was established to collect the central section of these pulses, while the tail
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ends were discarded (Figure 2-5b). Furthermore, programmed delays between the pulses were
incorporated to prevent cross-contamination of the reaction screens.
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Figure 2-5: Injection and collection method used in screening applications.
a) Illustration of sequential plugs and the dispersion caused as a result of laminar flow and surface wetting.
b) Example of sample collection via optical triggering. Collection begins and terminates once concentration
of reaction pulse crosses a specified threshold, thereby enabling collection of the central portion of the slug
2.2.3 Microreactor Design
The microreactor used in this investigation was fabricated from silicon for several
reasons. The reactor channel walls, typically silicon dioxide or silicon nitride,27 ensure that the
reactor will be chemically compatible with a broad range of solvents and reagents. The high
thermal conductivity of silicon also ensures that the reactor can quickly reach thermal
equilibrium, guaranteeing a minimal lag-time between experiments. The reactor design used in
this work was a modified version of a design previously used for the optimization of
glycosylations, and a schematic of the reactor design is shown in Figure 2-6. The fabrication
process for this device is given in Appendix A.
Figure 2-6: Microreactor design for reaction screening applications.
Schematic (left) of integrated microreactor design with mixing, reaction, and quench zones. Blue circles
denote port holes. Fabricated chip used for screening experiments (right).
The microreactor framework consisted of 3 fluid inlets, followed by an 18 pL mixing
zone and a 69 pL reaction zone. A small quench zone is used to ensure that the reaction is
terminated before exiting the chip. The reactor was designed to be a versatile, multi-purpose
fluidic device, usable for continuous-flow and slug-injection-flow applications. The design was
intended to maximize mixing, minimize pressure drop, allow for flow visualization, and be
chemically robust. T-mixers at the inlet zone are used to control and promote mixing of the
reagents. The quench also includes a T-mixer and serpentine path to ensure good mixing and
termination of the reaction. The first design generation of these devices used a solder packaging
scheme to make fluidic connections between macroscopic fluid handling equipment and the
microreactor.58  However, later designs used a compression packaging scheme for fluidic
connections due to the inability to consistently deposit chrome and copper onto the Pyrex for
soldering.
.............
Figure 2-7: Compression packaging schemes designed for reaction screening applications.
A polycarbonate design (left) is used to visualize aqueous reactions and uses common 1/4-28 fluidic
connections. A stainless steel design (right) with M6-40 connections minimizes dead volume and is applicable
for organic reaction screens. Both designs also housed the thermoelectric module that was used for heating
and cooling the microreactor.
The compression packaging scheme shown on the right-hand side of Figure 2-7 was used
for the screening investigations of bicyclo[3.2.1]octanoids. This compression chuck houses the
microreactor and a thermoelectric (TE) element. This TE device is capable of heating or cooling
the microreactor by adjusting the electric current.88 The wetted material of the compression
piece (top half) is made from stainless steel to ensure compatibility with a broad range of
reagents, while the bottom portion is constructed from aluminum to create a sufficient heat sink
for the thermoelectric device. The reaction temperature is monitored with a thermoresistor that
is in direct contact with the microreactor and is inserted into the top plate. The assembly of this
packaging scheme is given by Figure 2-8.
Figure 2-8: Assembly of compression packaging scheme for microreactor used in reaction screening
investigation.
Introducing reagents into the microreactor system as injections required balanced
pressure drops between the liquid hander and the T-mixing junctions of the inlet zone for each
reagent. The Hagen-Poiseuille Equation (Eq. 2.1) was used to calculate the pressure drops for a
given set of reactor channel dimesions. Then, the necessary channel widths and lengths for the
three inlet channels were calculated, such that the first two reagents enter the first T-mixer
simultaneously, and the resultant stream enters the second T-mixer at the same time as the third
reagent. The channel widths were then 118 pm wide for the first two inlets, 150 pim wide for the
third inlet and the stream from the first T-mixer, 200 ptm wide in the mixing zone, and the
reaction zone channels were 400 pm wide. The time scale for mixing by diffusion (tD), given by
Eq. 2.2, is 10 seconds; therefore mixing was not a concern for screens that have reaction time
scales on the order of a minute.
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2.3 Multi-dimensional Reaction Screening of
Bicyclo[3.2.1]octanoids
The dense functionality of bicyclo[3.2.1]octanoid scaffolds such as 1 and 2 is highly
desirable for reaction discovery. A set of 23 heteroatom nucleophiles, 16 carbon/dipole
nucleophiles, and 16 electrophiles were screened using the microfluidic system. Due to the
presence of multiple electrophilic centers on the substrate, reaction partners capable of tandem
nucleophilic additions were also included. Two non-nucleophilic bases offering a range of
basicity, 1,5,7-triazabicyclo[4.4.0]dec-5-ene (TBD) and 1,8-diaza-bicyclo[5.4.0]-undec-7-ene
(DBU), were utilized in the multi-dimensional screen. A complete representation of the
screening dimensions is shown in Figure 2-9.
2.3.1 Experimental Procedure
Each reaction was performed using 1 pmol of substrate (typically 0.25 mg), with 2.0 to
3.0 equiv of reaction partner and 1.2 equiv of base with a total reaction volume of 24 piL. This
reaction volume was achieved by delivering 8 ptL of each reaction component from stock
solutions in the reagent storage block to the reactor simultaneously. The required stock solutions
were prepared in both DMSO and CH 3CN in oven-dried glass sleeves with minimal exposure to
air as 0.125 M solutions of the bicyclo[3.2.1] substrates, 0.250 M solutions of the reaction
partners, and 0.150 M solutions of the bases.
Reaction times of 5 min and 20 min were achieved by utilizing set flow rates of 4.5
pL/min and 1.2 iL/min respectively (multi-head syringe pump with 4 - 10 mL syringes).
Reactions were quenched in the reactor with 10 % v/v acetic anhydride, and collected into 96-
42
well plates using UV- triggered fraction collection. The diluted reactions (final concentration
1 mg/mL) were analyzed using UPLC/MS/ELSD without further preparation.
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Figure 2-9: Range of multi-dimensional reaction screening parameters.
Parameters included substrates (1 and 2), different reaction partners (16 -70), solvents (DMSO and
acetonitrile), bases (DBU and TBD), as well as three different reaction temperatures and two different
residence times.
2.3.2 Results
The automated microreactor screening system investigated reactions of two substrates
with 55 reaction partners (23 heteroatom nucleophiles, 16 carbon/dipole nucleophies, 16
electrophiles) and two bases (DBU and TBD) in two different solvents (acetonitrile and DMSO)
at two different residence times (5 and 20 minutes) and two temperatures (300 and 60' C in
acetonitrile and 300 and 90* C in DMSO). These combinations lead to 880 automated
experiments performed by the microreactor system. To demonstrate the wealth of reaction
information that can be extracted from this system, a summary of the results are highlighted
below. A more detailed discussion of the reaction results is provided elsewhere.105
Analysis of UPLC/MS/ELSD data for the reaction screen indicated positive outcomes for
11 out of 23 heteroatom nucleophiles investigated. All of the primary amine nucleophiles
afforded retro-Dieckmann-type ring-opened products. Positive results utilizing substrate 1 were
observed when either DBU or TBD were used; whereas positive results utilizing substrate 2 were
only observed when TBD was used as base. Neither heteroatom nucleophiles without an alkyl
primary amine nor secondary amines, with exception to pyrrolidine, reacted under any of the
conditions examined in the screen. Reaction partners with the potential for tandem nucleophilic
additions also afforded retro-Dieckmann-type ring-opened products, but did not undergo a
second, intramolecular addition.
2.4 Conclusions
This thesis research demonstrated the ability to use automated microreactor systems to
screen hundreds of reactions on the analytical scale. Chemical libraries of reaction data are
rapidly compiled with this technology to allow researchers to hypothesize what reaction
pathways are likely to afford the desired target molecule. For example, the library developed for
the model retro-Dieckmann reaction indicated that primary amine nuclueophiles were the most
reactive molecules of the different compounds investigated. Because this insight narrows the
design space to the most likely candidate reactions, the speed at which candidates move from the
discovery to the developmental stages is greatly accelerated. In comparison to the current 96-
well plate, screening reactions in an automated microreactor system is valuable when
investigating fast reactions, where the outcome will be highly dependent on the mixing quality,
and when exploring reactions at high temperatures and pressures.
Chapter 3
Experimental Optimization
Algorithms
Due to the high value of raw materials, intermediates, and API in pharmaceutics,
determining the reaction conditions that maximize product yield is a critical and a time
consuming task. Numerous factors, such as temperature, concentrations of reagents and catalyst,
residence time, pH, ionic strength, and solvent composition, impact the success of a reaction.
Univariable search techniques, where a single variable is adjusted at a time, are commonly
applied in academic research labs to determine the optimal reaction conditions. Although this
approach can effectively describe the relationship between the reaction outcome and a single
variable, it can be inefficient at finding the optimal conditions and it is incapable of evaluating
the interaction between variables. 2 2  Statistical methods, such as Design of Experiment
(DoE),123 can capture these interactions and are used to model the reaction response surface over
a broad range of conditions. Classical response surface modeling techniques, however, are
limited to describing this response surface through linear and quadratic models.124  Caution
should be exercised when using these models to locate the optimal conditions for complex
chemical systems, such as those with multiple reaction pathways, because these systems are
likely to have nonlinear, nonconvex response surfaces.
These uni- and multi-variable searches are common laboratory practices in reaction
optimization, despite the disadvantages and limitations, because the approaches are conducive
for batch experimentation. The set of experiments are pre-determined, and multiple flask
reactors can be operated in parallel to quickly obtain the reaction results. The ability to
incorporate inline analytics and perform sequential experiments in continuous-flow reactors
grants the opportunity to consider alternative approaches. Such an approach could incorporate
previous reaction results with a feedback mechanism to select experiments aimed at more
efficient reaction optimization. While this strategy is straightforward, selecting the most
appropriate experimental optimization algorithm warrants consideration.
Developing the methodology that guarantees a global solution to nonconvex Chemical
Engineering problems and subsequent demonstration through computational simulations are a
focus of many research investigations. 125-128 While these studies are critical to ensure that a
process does not operate at suboptimal conditions, they require an explicit expression for the
objective function. Applying these approaches to reaction optimization requires knowledge of
the reaction pathways over the feasible space, a rate law model for each pathway, and precise
kinetic estimates for each rate law. Because this knowledge is seldom available or is
prohibitively difficult to experimentally to ascertain, black-box optimizations were initially
implemented into the automated microreactor system. The following sections briefly describe
some of the salient features of several algorithms that were considered. When selecting an
algorithm for experimental optimization, a method that locates the area of optimality in relatively
few experiments is often preferable to a method that pinpoints the optimum.
3.1 Description of Considered Optimization Algorithms
Selecting the most appropriate optimization algorithm with limited reaction information
is difficult because the objective function can be simple and monotonic or highly corrugated,
depending upon the complexity of reaction scheme. If the objective function was a plane over a
convex set, then a linear programming method would be most suitable. Alternatively, if the
objective function was nonlinear and convex over a convex set, then it would be advantageous to
use a gradient-based algorithm. However, deciding upon the search direction and the step size
that minimizes the number of experiments required to find the optimum is also a challenging task
for gradient-based methods. Finally, a nonlinear, nonconvex objective function may be
associated with systems that have multiple reaction pathways. Sophisticated methods and
heuristics exist to solve this class of problems, but can require numerous iterations for
convergence. These methods would be unattractive in experimental optimization, where
approaches with many iterations are translated as exceedingly many experiments.
The following sections describe the concepts and details of algorithms that were
considered for implementation in the automated microreactor system.
3.1.1 Black-Box Optimization
Black-box optimization approaches are ideal when obtaining the objection function
values are expensive, prone to error, or noisy. This scenario can exist in experimental
optimization when performing a reaction is difficult due to limited research resources, and when
there is adequate variance in experimental measurements.
3.1.1.1 Nelder-Mead Simplex
The Nelder-Mead Simplex is a direct search method which forms a polyhedron on the
reaction parameter with k+1 equidistant vertices, where k is the number of independent
optimization variables (i.e., temperature, time).129 Coded variables are commonly used to center
and to normalize the "main effect" of each reaction variable. For any reaction variable, 4, the
coded variable, x, is computed by Eq. 3.1, where (" is a reference value, and A is the step-size of
the variable.
x 03.1
The conditions for each experiment corresponds to a vector, x, with elements of xi, where i is an
index used to denote the reaction variable. The size of x is determined by the number of
variables involved in the optimization procedure, k. Using x=O as the base point of the simplex,
the remaining k vertices of the initial simplex are computed by Eq. 3.2, where n is the index
denoting the experiment number (i.e., 2 for the 2 experiment,..., N for the Nth experiment) and
a is a step size metric.
+lk1fori=n
xfl=Z 3.2
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After evaluating the objective function for each point of the simplex, the point with the
worst objective function is selected, x., and the center point of the remaining vertices, xe, is
calculated. The conditions for the next experiment, Xnew, are calculated by reflecting x, about xe,
as defined in Eq. 3.3.
xew = 2x -x, 3.3
The experiment at Xne, replaces x, in the simplex if the objective function at Xnew is better than
the objective function at xw. Otherwise, Xnew is excluded from the simplex, and a new sequential
experiment is calculated based upon the point in the simplex with the next lowest objective
function value. This procedure is repeated until no further reflections improve the objective
function. Depending on the termination criteria, this procedure would continue with a contracted
simplex for a finer search of the reaction space, or report the observed optimal conditions and
terminate. 130 This procedure is illustrated in Figure 3-1.
Variable #1
Figure 3-1: Illustration of Nelder-Mead Simplex Method.
Numbers denote sequence of iterations (experiments) used to find optimum (opt).
This approach requires no knowledge of first or second derivatives of the response
surface, it is straightforward to implement, and monitoring of the optimization procedure is
simple. Moreover, the algorithm is even effective when there is error in the experiment or in the
measurement of the objective function because it acts on the worst point rather than the best.131
The Nelder-Mead Simplex is not ideal for optimization searches where the optimum is near the
border of the parameter space due to the slow convergence. To prevent this issue, a penalty
function can be used to bias the search away from the bounds of the feasible space until the
simplex has contracted to a specified length.
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3.1.1.2 Stable Noisy Optimization by Branch and Fit (SNOBFIT)
SNOBFIT, originally developed by Huyer and Neumaier, 132 combines local and global
search methods to optimize an objective function over a feasible space defined by lower and
upper bounds on each design variable. Rather than selecting a single sequential experiment, each
call to the SNOBFIT program outputs a set of sequential experiments. The tuneable parameters
for this algorithm include 1) the set size of sequential experiments performed between calls to
the SNOBFIT function, and 2) the fraction of sequential experiments that are performed in
unexplored regions of the parameter space, denoted as p. After the initial set of space-filling
experiments, the set of sequential experiments belong to one of the following classes:
* Class 1: The experimental point of class 1, xi, that minimizes a quadratic model around
the nearest neighbors of the best point, Xbest. The coefficients g and G of Eq. 3.4 are
determined through an error minimizing technique, as discussed by Huyer and
Neumaier.132
x,= argminf Xb,,, +g X - Xb,, 2 1 - Xbest G x, -xbe,, 3.4
* Class 2: Experimental points of class 2, x 2 , are local solutions to Eq. 3.5, where D is
related to the expected errors of the experimental measurements, and d(x) is a trust region
size vector. A local solution to Eq 3.5. is one where the expected value,J(x 2), falls within
a specified range of objective function values of the nearest neighbors of x.
p = arg ming p+ -pT Dp 3.5
s.t.p e [-d(x), d(x)]
x 2 = p* + x 3.6
* Class 3: Solutions to Eq. 3.5 that are not local.
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* Class 4: The fraction of experimental points, defined by input parameter p, that are
performed in unexplored regions of the feasible space.
Experiments associated with Class 1 - 3 are local search methods, aimed at quickly
locating local optima; whereas Class 4 points represent the global search component of this
algorithm. For the design space size common in most chemical syntheses, this algorithm is
likely to locate a local optimum after the first or second iteration. The subsequent iterations
provide more confidence that the reported local optimum is a global solution, or present a better
opportunity of finding the global solution in comparison to other common experimental
optimization algorithms.
3.1.2 Gradient-Based Methods
Algorithms that use gradient information are more efficient because the gradient points in
steepest direction towards a local optimum. Gradients can be experimentally estimated using
response surface modeling techniques and DoE. The full factorial designs are used to model 1St
order main effects and interaction terms; whereas central composite designs are the most popular
choice when trying to capture quadratic characteristics.
3.1.2.1 Full Factorial Designs
For reaction systems with k number of design variables, the full factorial design also
known as the 2k factorial design, is a popular DoE technique for evaluating main effects and
interaction terms of a response surface. The 2k factorial involves nF points located at "high" and
"low" levels for each variable, and can include nc repeat experiments at the center of the design.
Responses from 2k designs are used to fit the a first-order response surface model given by Eq.
3.7 via a sum of squared errors method. 33 The presence of quadratic curvature effects can be
statistically evaluated through an F-test (Eq. 3.8), by calculating the single-degree-of-freedom
sum of squares, SSPure Quadratic (3.9), and the error estimate, &(3.10)." The null hypothesis,
quadratic curvature effects are not present in the response surface, is accepted if F < FnF P1C
where ax is the significance level and p is the number of fitted parameters in the linear regression.
Alternatively, if F > Fan , , pure quadratic effects may be present and a second order
response surface model is required.
2k +nC~ 2k+n(- 2'n,f =3o+ X , + A -x 3.7
F- = Pure Quardmtic 3.8
SSPure Qu nFnC fF C 3.9S uamdmaic 
= nF +C
nc,
3.10
nc ~1
Although the 2k factorial design provides a significant amount of information regarding
the response surface, it can require many experiments if k is not small. However, several
methods exist to maintain high information content while reducing the number of experiments.
For example, factorials can be confounded, or partially confounded, to decrease the number of
experiments by a factor of two. 23 However, as a consequence, higher order interactions are
aliased with the main effects.
3.1.3 Second Order Response Surface Designs
Although 2k factorial designs may be appropriate for surfaces far from the optimum,
second-order regression models are required to fit the high curvature that typically exists at the
optimal conditions. The central composite design (CCD) is the most popular design method
used to fit these surfaces. 33 The CCD expands upon the 2k design with 2k axial points, which
are a distance a away from the center point. Generally, a is selected to generate rotatable design
where the variance is equal for all points x that are the same distance from the center point.4 A
quadratic model given by Eqs. 3.11 and 3.12 is used to characterize this response surface.
f =A# +x'b+ x'Bx 3.11
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Similar to the 2k factorial design, there are methods to reduce the number of experiments
while maintaining the sufficient information required for establishing a second-order model. The
Box-Behnken Design uses 2k factorials with incomplete block designs, resulting in a rotatable, or
nearly rotatable, design. 133 When k-2, further reduction of experiments can be accomplished
with a small composite design, which uses a fractional factorial where the main effects are
aliased with two-factor interactions.124
3.1.3.1 Steepest Descent (Cauchy's) Method
Although numerous gradient methods exist, the simplest technique to implement is
Cauchy's method, also known as the Steepest Descent Method. The application of the Steepest
Descent Method to find a local optimum point is based on a first-order Taylor's expansion of the
function's gradient about a given point, xi. The gradient can be estimated using the response
surface modeling techniques discussed in the previous sections. The sequential point, xi+1, is
selected according to Eq. 3.13, where Vf(xi) is the gradient evaluated at xi and Xi is the step-size.
xi = x, -AVf x, 3.13
Progression of experiments continues in this fashion until the objective function increases. At
this point, a new gradient is calculated and the Steepest Descent Method continues until the
gradient is approximately zero, corresponding to a local optimum. For most optimization
applications, the gradient is updated after every iteration. For experimental optimizations,
however, this update requires a 2k factorial design or CCD and can result in a prohibitively large
number of experiments.
The step size, X;, is a tunable parameter in this algorithm that can be adjusted to minimize
the number of iterations required to reach the optimum. In the original Steepest Descent
Method, the value of X that satisfies Eq. 3.14 is selected at each iteration. However, this step-
size criterion is difficult to employ in experimental optimization applications, because reasonable
objective functions can only be approximated near the experimental design. Objective function
values extrapolated beyond this design space are likely to be inaccurate and hinder the speed of
the optimization process. 34 Heuristic step sizes have been proposed for convergance,135 but
must follow the criteria set by Eqs. 3.15 and 3.16 to achieve convergence.1 36
A, = arg min f x, + 2Vf x, 3.14
limA, = 0 3.15
O = o3.16
i=I
For experimental optimization, where the response surface is not known a priori, the
Steepest Descent Method can lead to slow convergence due to zig-zag trajectories when
traveling down steep valleys. Furthermore, convergence can be relatively slow around the
optimum where the gradient is approximately zero. Analogues and modifications to the Steepest
Descent Method exist to avoid these disadvantages. The conjugate gradient method can avoid
the oscillatory behavior of the Steepest Descent Method by incorporating the previous gradient
information in the calculation of the new search direction.m Newton's Method evaluates the
curvature in the objective function by computing the Hessian, and uses this information to take a
more direct route to the optimum. Quasi-Newton methods approximate the Hessian using a
variety of techniques, such as the Broyden-Fletcher-GoldFarb-Shanno (BFGS) method or David-
Fletcher-Powell (DFP) formula.1 38
3.2 Conclusions
The algorithms discussed in this Chapter were used in the automated microreactor system
for online reaction optimization. These algorithms represent a fraction of the techniques that
could be used as a feedback mechanism for experimental optimization. Selection of an
appropriate algorithm is dependent upon the number of experiments that can be performed, as
well as the desired precision in the optimization results in comparison to the experimental
variance.
The Nelder-Mead Simplex Method was applied to various reaction optimization
investigations because of its robustness, ability to handle experimental error, and the small
number of experiments required to follow the gradient. The Steepest Descent Method is ideal
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when the objective function is linear, or when the experiments involved in the initial DoE
characterize the gradient over a large portion of the feasible region. For reactions that require
multiple gradient computations, the number of experiments performed to characterize the
response surface ranges from 2 k to 2k+2k. These experiments, while necessary to accurately find
the optimum, may not be ideal when research resources are limited. The progression of the
Simplex Method implies that at most 2k-i experiments will be necessary to determine a
subgradient direction. The SNOBFIT Method was also incorporated into the automated
microreactor system because it is a direct search method that is more likely to find the global
solution than the Simplex Method or Steepest Descent Method, but also requires more
experiments.
Chapter 4
Automated Optimization in
Microreactor Systems
The small length scales inherent to silicon microreactors permits reactions to be explored
without transport limitations and provides more precise control over operating conditions. These
attributes make microreactors an ideal technology for reaction optimization and kinetic
investigations. However, the specialized equipment required for microreactor systems also
increases the difficulty of screening reaction conditions in parallel as is commonly performed in
batch. Therefore, the development of efficient strategies to optimize reaction conditions in a
series of consecutive experiments is particularly valuable for microreactors. Towards this end, a
self-optimizing microreactor system that uses previous reaction data to efficiently select future
experiments was developed in this thesis research.
To become a viable research instrument for pharmaceutical research and development,
the automated microreactor system must be chemically compatible with a broad scope of
reactions, and the automated experimental protocol must be efficient. The latter requirement
involves consideration to the amount of material that is lost during transient times between
experiments and during reaction analysis. For example, after changing operating conditions of a
flow reactor, the system is flushed before steady-state data is collected. Flushing the system with
more material increases the likelihood of collecting accurate steady-state data, but also results in
a larger loss of expensive reagents. Developing procedures that would consume the least amount
of material and provide reproducible data was a priority in this thesis research. Further design
concepts and system components are discussed in the following sections. General features of the
developed software programs are discussed where appropriate, and more specific details are
provided in the Appendices.
4.1 Automated Microreactor System
A general schematic of the automated microreactor system developed in this thesis
research is shown in Figure 4-1.
a b 30 m
r ..L-
Residence time I
concentration control
Temperature
control
C
Polarity
-- d control Data acquisition
Figure 4-1: Microreactor system for automated reaction optimization.
(a) Schematic of automated microfluidic system consisting of syringe pumps, microreactor, micromixer,
HPLC, and process computer with associated LabVIEW interface hardware. (b) Microreactor used in
optimization study with mixing, reaction, and quench zones (c) Packaging scheme for the microreactor
including fluidic connection in the top plate (1), a recessed plate (2) to house the microreactor and TE device,
and baffled heat exchanger (3) for sufficient heat removal and additional temperature control.
4.1.1 Microreactor Technology and Fluidic Interfacing
The silicon reactor (Figure 4-lb) was fabricated using standard lithography and deep
reactive ion etching (DRIE) techniques. 59 The channels were etched 400 pm deep and consisted
of three zones - a mixing zone with 200 pm wide channels (18 pL) to promote mixing, followed
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by a reaction zone with 400 Rm wide channels (69 pL) to act as a residence time unit, followed
by a 8pL quench zone to terminate the reaction on chip. The reactor was coated with silicon
nitride and capped with Pyrex to create a chemically inert environment that is suitable for
numerous chemistry applications.
A compression packaging scheme (Figure 4-1c) was used to interface macrofluidic
instruments with the microreactor. The top plate of the compression unit was machined from
stainless steel for chemical compatibility with reaction components, while the middle and lower
plates were fabricated from aluminum to increase heat transfer in the compression unit. Port
holes for the reagents, quench, and outlet streams were machined for PEEK 6-40 connections
(IDEX, M-644-03, M-650) on the front side of the top plate. Recesses for PTFE O-rings
(McMaster-Carr, AS568A Dash No. 003) were drilled on the back side of these ports to establish
a fluidic seal when compressed. The middle plate was recessed to house the microreactor and
thermoelectric element (TE) device (TE Technology, HP-127-1.0-1.3-71), which acted as the
heating and cooling source for the reactor. The bottom plate of the compression unit was a
baffled heat exchanger used to remove heat accumulated by the TE device. All other fluidic
connections were established using standard 1/4-28 flangeless fittings and 1/16" OD PFA tubing
(Idex).
A time scale analysis for this device was performed to determine the most appropriate
reaction design space. The time scale for mixing was calculated by modeling the transient
diffusion problem given by Eq. 4.1. After properly scaling the terms and applying the boundary
conditions, it can be shown that the solution follows the form of the complementary error
function.139 Therefore, the time required to achieve 95% complete mixing, is given by Eq. 4.2,
where D is the diffusion coefficient and W is the width of the channel. Assuming a diffusion
coefficient of 1x10-9 m2/s and using the width of the mixing zone channels (200 pm), this time
scale is equal to 5 s. For accurate optimization and kinetic investigations, the upper bound on the
flow rate through the microreactor was determined by requiring 95% complete mixing to occur
within the mixing zone. For the mixing zone of 18 pL, this maximum flow rate corresponds to
216 pL/min. If faster flow rates were investigated, it was understood that the results may be
specific to the microreactor.
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To ensure that the reaction occurred isothermally, the reaction stream was modeled as a
Graetz problem (Eq. 4.3).139 For simplicity, the reactor was modeled as a tube with
hydrodynamic radius, RH. After the appropriate scaling of this equation, it can be shown that the
thermal entrance length, LT, is given by Eq. 4.4. For the maximum flow rate determined above,
and assuming a nominal thermal diffusivity of 1x10-7 m2/s, the maximum thermal entrance was
calculated as 2 mm. Because the length of the reactor is approximately 400 mm, this small
thermal entrance length indicates that reactions were investigated isothermally under all flow
conditions. Additionally, FemLab (Comsol, version 2.3b) simulations indicated that there was
less than 1C temperature difference between the Pyrex® side that was heated and the silicon side
where the temperature was measured. Therefore, it was anticipated that reactions investigated in
the automated microreactor system would be isothermal and that precise reaction temperatures
measurements would be recorded.
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4.1.2 Temperature Control for High Throughput and Wide Parameter
Space
Controlling the reaction temperature in a microreactor is commonly accomplished by
immersing the device into a bath. 14 However, the large thermal mass of the bath creates a long
lag-time between experiments that involve different temperatures. This dead-time is prohibitive
for a system where a high throughput of experiments is required. Resistive tapes and cartridges
have been used to quickly heat microreactors, 2 ' 141 but cooling by convection between
experiments can also result in slow dynamics. Furthermore, this approach is not acceptable
when the microreactor needs to be cooled below ambient temperature. Because an optimization
algorithm may explore both warmer and cooler reaction temperatures, it was imperative to seek a
temperature control scheme that was capable of continuous heating or cooling.
A TE module was used to heat or cool the microreactor, thus providing a temperature
control scheme that broadened the parameter space during optimization investigations and
decreased transient lag-times. A pulse width modulated (PWM) approach with a proportional-
integral-derivative (PID) controller on the duty cycle provided reaction temperatures within
1.5 0C of the set point temperature. A separate control algorithm on a double pole, double throw
switch (Potter Brumfield, KUP- 11 D15-24) controlled the direction of the current through the TE
element, offering a means to heat or cool the reactor without discontinuity in operations. The
algorithm, named "TemperatureController.vi", was set to cool the reactor if the temperature was
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5 C above the set-point temperature or if the set-point temperature was below ambient
temperature. More details of the temperature control program are provided in Appendix B.
When cooling, the heat removed by the TE module will return to the microreactor
through conduction and natural convection if it is not dissipated correctly. The baffled heat
exchanger mentioned in the preceding section was used as heat sink for the TE module. This
heat sink used pipe and tube fittings (McMaster-Carr, 1/8" x 1/16" pipe adapter, 3/8" hose x 1/8"
pipe adapter) to make the necessary connections to a circulating temperature bath (Fisher
Scientific, Isotemp 3016D) that pumped water at 100C through the bottom plate heat exchanger.
This arrangement provided reaction temperatures from -30' to 120 0C, giving the automated
microreactor system a wide range of temperatures to explore during the optimization procedure.
Lower temperatures could be achieved by lowering the temperature of the circulating bath and
stacking multiple TE modules. Characterization experiments were performed to assess the
transient time between several different temperatures for three different controller schemes
(Figure 4-2). The method of active heating and cooling with a heat sink provided the most
desirable results.
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Figure 4-2: Temperature profile for different controler configurations.
The most desirable behavior corresponded to the active heating and cooling scheme with a heat sink.
4.1.3 Detection and Analytical Components
Previous works have relied on inline spectroscopy for monitoring of the reaction
progress. 63, 83, 102, 142, 143 An ultraviolet photospectrometer and Z-path flow cell (10 cm flow path,
Ocean Optics) were initially used for inline spectroscopic analysis of the reaction stream.
Several problems were observed with the application of this technology. First, gas bubbles that
entered the system during start-up or evolved with solvent degassing would become trapped in
the flow cell and ruin detection. Additionally, the absorbance signals were variable with the
pressure drop across the flow cell. A back pressure regulator could be included downstream of
the flow cell, but this additional pressure limited the flow rates that could be investigated with
standard syringe pumps.
Organic synthesis typically requires a method that can distinguish between regio- and
stereochemically different compounds. 14 4 Furthermore, slight differences between reactant and
product structures can be difficult to quantify with spectroscopic measurements alone. For these
reasons, a HPLC was integrated with the automated microfluidic system for online detection.
Reaction samples were loaded into the HPLC system through a 6-way valve that was activated
by contact closure through the relay module. Isocratic HPLC methods were created and operated
using Empower software. Two analog outputs from the photodiode array, corresponding to the
absorbance values at two specified wavelengths, were also configured using Empower. After
specifying the retention time for each analyte, a baseline absorbance value for each wavelength
was computed by averaging the absorbance signal at 10 - 30 s before analyte elution. HPLC
methods were developed to ensure that the analyte peaks were sufficiently separated at the
specified wavelengths to avoid biasing this baseline measurement. Chromatograms were created
by recording the absorbance signals that surpassed a threshold absorbance value around the
specified retention times. Numerical integration functions in LabVIEW (Numeric Integration
VI) and Matlab (trapz) were used to integrate a chromatogram, and the resulting area
measurement was related to the analyte concentration through a calibration curve. An example
of a chromatogram that was recorded with the automated microreactor system is given in Figure
4-3.
x 101
3-
0
2.5 _
2-
0
c'e 1.5-
0
0.5-
Q _I I I
400 410 420 430 440 450 460 470 480
Time [s]
Figure 4-3: Example chromatogram recorded by automated microreactor system.
Integration functions in Matlab were used to integrate the area of the chromatogram above the baseline
measurement.
4.1.4 Strategies for Efficiency, Repeatability and Reproducibility
During the development of this microreactor system, several methods to increase
efficiency and reproducibility of data were identified. These inefficiencies are related to the
amount of reagents that is lost during transient states of the systems or during HPLC analysis.
Flushing the system several times is required to guarantee steady-state data collection, but
excessive flushing results in unnecessary material loss. For the 87 pL microreactor and
downstream tubing of approximately 60 pL, 600 pL of reactant material was flushed through the
system before analysis. This corresponds to approximately 4 system volumes. Due to the
compliance in the plastic tubing and syringes,145' 146 some time is required for compression
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before stable flow occurs. This equilibration would occur during the beginning of the flush.
Reactant material was also preserved by lowering the flow rates of all syringe pumps to 2
pL/min during HPLC analysis.
It was also observed that certain flow conditions of the reaction stream and the quench
stream caused poor mixing within the small volume of the quench zone, producing an
unquenched reaction sample. Experiments and numerical simulations in FEMLab (COMSOL,
version 2.3b) were performed to evaluate the mixing relationships and quench capabilities over a
range of reaction and quench flow rates. Simulation results for a range of reaction flow rates
(Qr) and quench flow rates (Qq) are shown in Figure 4-4. These simulations provided insight to
appropriate quench techniques. For smaller flow rates (Qr = Qq = 5 pL/min, Q, = Qq =
30 pL/min), the amount of time that the fluid resides in the 8 pL quench zone is on the same
order of magnitude as the time scale for mixing by diffusion (20 s). Therefore, effective reaction
quenching was expected at these conditions, and confirmed experimentally. At larger equal flow
rates (Q, = Qq = 150 pL/min), the fluid does not reside in the quench zone long enough for
thorough mixing; therefore, the reaction stream was not anticipated to be completely quenched.
This prediction was confirmed with experimental observations. Increasing the the quench flow
rate (Qr = 150 pL/min, Qq = 600 pL/min) decreases the penetration depth required for effective
quenching, but creates a concentration across the width of the microreactor channel. A 101-
channel interdigitated micromixer 14 7 was incorporated downstream of the microreactor to create
a uniform mixture before HPLC analysis. This methodology provided reproducibility equal to
that of the HPLC detection, and the appropriate quench technique was considered for each
reaction optimization investigation.
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Figure 4-4: Numerical simulations that were used to determine appropriate reaction quenching technique.
A uniform mixture, which implies effective quenching, is observed when there is a small color gradient across
the outlet. All flow rates are in units of pL/min.
4.1.5 Experimental Protocol
The experimental procedure that was developed, validated, and implemented into the
operations of the automated microreactor system is shown in Figure 4-5. First, the necessary
criteria for the optimization and control methods were inputted into the program. After
providing this information, the process became completely automated and user intervention was
obviated. Each experiment began by thermally equilibrating the microreactor - defined as the
absolute difference between the reaction temperature and the set point temperature (Tsp) being
less than a specified tolerance, nominally 3 C. The system was then flushed adequately,
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generally four system volumes (Vsys), to ensure steady-state conditions. A sample was then
injected into the HPLC system and the chromatographic data was recorded with the LabVIEW
hardware. The area of the chromatogram was computed to determine the concentration of the
different components. After using these measurements to calculate the objective function, the
optimization algorithm determined the next sequential experiment in the procedure, or
terminated if appropriate.
Enter starting conditions,
parameters, termination Report local optimum
- Thermally equilibrate Next experiment Terminationdetermined by criteina
reaction (|T-Ts,< ) optimization algorithm No achieved?
Flush system
(flush =4 x V,,
Compute objective
function
Yes System
perturbation
during flush?
No , Inject sample Non-linear regression,
in HPLC integration of chromatogram
Flowsheet description of operations implemented into automated microreactor system.
4.1.6 Automated Calibration
The monotonous process of formulating a calibration curve for the reaction species of
interest was automated by loading each compound onto a syringe pumps and adjusting the flow
rate of each pump appropriately. For c chemical species of interest, c+1 independently controlled
syringe pumps were required. These c+1 streams were combined in a micromixer to create a
a.'
I
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uniform solution for HPLC detection. In this manner, precise calibration curves were quickly
created
4.2 Automated Optimization
The automated microreactor system was used to perform various reaction optimizations.
The experimental details and results are provided in the following sections.
4.2.1 Case Study I: Knoevenagel Condensation
The reversible, condensation reaction involving 4-methoxybenzaldehyde 1 and
malononitrile 2 catalyzed by 1,8-diazabicycl[5.4.0]undec-7-ene (DBU) was selected as the first
model reaction (Scheme 4.1).148 Using three different feedback algorithms, the system
maximized the weighted objective function,fi (Eqs.4.5-4.9), by varying reaction temperature and
residence time within a constrained parameter space. This objective function, which is a
combination of the production rate (QexpYep) and the yield (Yexp), biases the system to look at
shorter residence times without sacrificing yield. 14 9 For reversible reactions, this approach
searches for equilibrium conditions that can be achieved on smaller time scales. Algorithms
used to optimize this reaction included the Nelder-Mead Simplex,150 Steepest Descent Method
using Design of Experiment (DoE) techniques for response surface modeling,4 and Stable
Noisy Optimization by Branch and Fit (SNOBFIT).1 2  Implementing these algorithms
demonstrated the robustness of the system and the ability to easily incorporate future algorithms
aimed at optimizing complex reaction schemes and multi-step organic syntheses.
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Scheme 4.1: Knoevenagel condensation of 4-methoxybenzaldehyde and malononitrile.
Knoevenagel condensation was performed in the automated microfluidc system with various optimization
approaches to demonstrate the ability to implement numerous feedback methods into the system operations.
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Qxp: Experimental flow rate 4.6
Y,, : Experimental product yield 4.7
Q.: Maximum flow rate, set by constraints on parameter space 4.8
Y.: Maximum theorectical yield, 100% 4.9
4.2.1.1 Experimental procedure
General method 4-methoxybenzaldehyde, malononitrile, 1,8-diazobicyclo[5.4.0]undec-7-ene
(DBU), naphthalene, trifluoracetic acid (TFA) and acetonitrile were purchased from the Sigma-
Aldrich chemical company and used as received. The malononitrile bottle was heated to 400C in
a temperature bath to melt the reagent for solution preparation. The product, 2-p-
anisylidenemalononitrile, was produced in batch and isolated by chromatography. A calibration
curve for the HPLC chromatograms was created using this isolated product.
Preparation of the substrate solution To a 10 mL flask was added 4-methoxybenzaldehdye (200
mM, 272 mg), malononitrile (200 mM, 132 mg), and the internal standard, naphthalene (100
mM, 128 mg). The solution was made up to 10 mL with acetonitrile.
Preparation of the DBU solution To a 10 mL flask was added DBU (80 mM, 122 mg). The
solution was made up to 10 mL with acetonitrile.
Preparation of the TFA solution To a 10 mL flask was added 1 mL of TFA (~1000 mM). The
solution was made up to 10 mL with acetonitrile.
4.2.1.2 Automated Reaction Optimization
Each reagent solution was loaded into a 10 mL SGE syringe, mounted on a single syringe
pump, and connected to an inlet of the microreactor. The third microreactor inlet was plugged.
By mounting both reaction solutions on the same syringe pump, the inlet concentrations of each
reagent was half that of the prepared solution. Because the two-dimensional optimizations that
were performed with this model reaction used only temperature and residence time as variables,
these inlet concentrations remained constant throughout the experiments. The reaction was
quenched with the TFA solution. This quench solution was loaded into a 10 mL SGE syringe
and mounted on a syringe pump that was programmed to flow at the same rate as the DBU
solution. Referring to Figure 4-1, this arrangement corresponded to the substrate solution as
"Reagent 1," the DBU stream as "Reagent 2," "Reagent 3" stream was plugged, TFA was the
"Quench." The "Dilution" stream and the downstream micromixer were not required.
A 6-way actuated valve with a 2 pL sample loop was used to inject reaction samples into
the HPLC for analysis. Adequate and reproducible analyte separation was observed with an
isocratic HPLC method using 0.7 mL//min of methanol and 0.3 mL/min of 0.1% (v:v) formic
acid in water. The reaction yield was measured using a response factor and the ratio of
absorbances of 4-methoxybenzaldehyde at 400 nm to naphthalene at 250 nm.
Multiple two-dimensional optimization procedures were performed using the
Knoevenagel condensation example reaction to demonstrate the versatile range of operations that
could be implemented into the automated system. Each optimization procedure varied the
temperature (T) and residence time (T) to maximize the objective function specified by Eq 4.5a
within the specified feasible space enclosed by box constraints given by Eq 4. 1Oa-b. For the
Simplex Method and Steepest Descent Method, the optimization initiated from 70'C and 180 s,
while the SNOBFIT Method required no initial condition information. Input parameters for the
various algorithms are listed in Table 4.1 - Table 4.3. The programs used in these optimizations
were "Simplex.vi," "SNOBFIT.vi," and "SteepestDescent.vi." More details to the operation of
these VIs are located in Appendix C - Appendix E.
400 C T 1000C 4.10
30 s r5 300 s 4.11
Table 4.1: Parameters that were used in Nelder-Mead Simplex Method for Knoevenagel case study.
T ( C) 70 Initial temperature
AT ( C) 10 Temperature step size
T0 (s) 180 Initial residence time
At (s) 30 Residence time step size
a 1 Simplex step size metric
N 2 Dimensionality
a' %a Contraction size
Table 4.2: Parameters that were used in SNOBFIT for Knoevengal case study.
Notation adopted from Huyer and Neumaier.m
Af 0.03 3% error in data
N 2 Dimensionality
nreq n±4 Desired number of experiments generated after calling
SNOBFIT function
An 5 Parameter used for safeguard nearest neighbors
ncall 6 Number of times SNOBFIT function would be called
before termaination. Total number of experiments
given by ncal xnreg
u [30, 40] Vector of lower bounds, corresponding to reseidence
time (s) and temperature ( C), respectively
V [300, 100] Vector of upper bounds, corresponding to residence
time (s) and temperature ( C), respectively
Table 4.3: Parameters that were used in
To ( C) 70
AT (0 C) 10
T (s) 180
AT (s) 30
N 2
nc 3
Tmin (C) 40
Tmax (0C) 100
Tmin (s) 30
Tmax (s) 300
(X (%)'
i [-1
Steepest Descent Method in Knoevenagel case study.
Initial center point temperature
Temperature step size
Initial center point residence time
Residence time step size
Dimensionality
Number of center point repeats
Minimum temperature constraint
Maximum temperature constraint
Minimum residence time constraint
Maximum residence time constraint
Iterative step-size
Counter for gradient computations
4.2.1.3 Results and Discussion
Results from each optimization procedure are shown in Figure 4-6.
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Figure 4-6: Optimization results for Knoevenagel reaction.
The optimization algorithms used in this investigation were Simplex Method, SNOBFIT, and Steepest
Descent Method. Objective function values, as defined by Eq 4.5a, are denoted by the color bar and range
from 0 (poor) to 0.65 (optimum). Boundaries on the reaction variables are denoted by red dashed lines.
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From the specified starting point, the Simplex Method maximized the objective function
by methodically selecting experiments at higher temperatures and lower residence times. After
attempting to select experiments outside of the feasible space, the simplex contracted in order to
hone in on the optimum. This contraction corresponds to the cluster of experiments between
temperatures of 85 and 95 C at residence times between 30 s and 100 s on Figure 4-6a. As the
Simplex Method continued to select experiments near the minimum residence time constraint,
the simplex collapsed on this value (30 s) and the method performed a one-dimensional
optimization search by varying only temperature. As determined by the Simplex Method, the
optimum for the objective function was located at a temperature of 99 0C and a residence time of
30 s.
As shown by Figure 4-6b, the local fitting feature of the SNOBFIT algorithm
preferentially selected experiments at low residence times and higher temperatures. After
performing 36 automated experiments, the SNOBFIT also located the optimum of the objective
function near the vertex of the feasible space, with a temperature 99 0C and a residence time of
30 s. Additionally, because the SNOBFIT method performed experiments in unexplored regions
of the parameter space, more confidence that these conditions correspond to the global maximum
was gained.
For the specified objective function and inputted parameters, the optimum was located in
the fewest number of required experiments using the Steepest Descent Method. As shown in
Figure 4-6c, the program performed a two level factorial with three repeats at the center.
Because the algorithm determined that quadratic curvature was not present in the response
surface, the program calculated the gradient and progressed towards experiments at higher
temperatures and lower residence times. After attempting to select an experiment outside of the
feasible region, the program selected the final experiment at the vertex of the temperature and
residence time constraints. The program terminated at this point, since the objective function at
the active constraints was higher than any value obtained within the interior of the parameter
space. This process is similar to gradient based optimization techniques for linear problems.
4.2.2 Case Study II: Heck Reactioni
The Heck reaction of 4-chlorobenzotrifluoride 4 and 2,3-dihydrofuran 5 (Scheme 4.2)
was selected as an example reaction because the desired product 6 readily reacts with a second
equivalent of the aryl chloride."15  Thus, the yield of the reaction is highly dependent on the
number of equivalents of 5 that are employed. Moreover, developing flow conditions for the
Heck reaction of aryl halides would be desirable since this transformation is commonly used in
the synthesis of a variety of compounds 52 , 153 including active pharmaceutical ingredients, 154 fine
chemicals,15 5 and natural products. 5 6 , 157 While several continuous flow Heck reactions of aryl
halides have been reported using microreactors, these works focused on the use of heterogeneous
palladium catalysts under ligandless conditions and were therefore limited to aryl iodides or
activated aryl bromides as substrates.
31
' 158-163
Conditions that Fu and coworkers reported to efficiently couple deactivated aryl
bromides and aryl chlorides with alkenes at room temperature served as the foundation for this
reaction investigation.151  These conditions were modified to avoid generating insoluble
ammonium salts and palladium black that would likely lead to clogging in a microreactor. A
variety of solvents, phosphine ligands, and palladium sources were screened in order to find
conditions to solubilize the ammonium salts and minimize formation of palladium black. The
t This work was done in close collaboration with Dr. Matthew Stone, who at the time was a post-
doctorial associate in the research group of Professor Stephen Buchwald.
combination of palladium(II) acetate and the tert-butyl-MePhos ligand I, in n-butanol was found
to be a highly active and stable catalyst system that did not cause clogging when the reaction was
performed in a microreactor under flow conditions. The reaction reached full conversion in less
than 10 min with 1% palladium at 90*C. At higher reaction temperatures, a palladium
precipitate was observed to accumulate on the sides of the microreactor channels and
corresponded with a decrease in the yield of 6. However, at 90'C, palladium deposition was
significantly slower and the reaction yield was demonstrated to be stable over long periods of
time.
- 0
F3C /ci F3C
1% Pd(OAc) 2, 6
4 3%LI
+ 1.2 equiv Cy2NMe, +
n-butanol, 90 0C F3 C CF 3
5 LI=
Me
Scheme 4.2: Heck reaction of monoarylated product 6.
The automated microreactor system was used to maximize the yield of the monoarylated
product, 6, by varying residence time and equivalents of 5. The optimization problem
formulated for this case study corresponds to Eq. 4.12 - 4.14. The Nelder-Mead Simplex
Method was used to solve this problem.
f2= max Y- 4.12
rz,5
r ;>0 4.13
5 6.OM 4.14
4.2.2.1 Experimental Procedure
General Method Both n-butanol and dioxane were purchased from the Aldrich Chemical
Company in Sure-Seal bottles and were used as received. Acetonitrile and methanol that were
used as diluting solvents were purchased from Mallinckrodt Chemicals and were used as
received. The aryl chloride, amine base, and naphthalene standards were purchased from
Aldrich Chemical Company and TCI America and were used as received. 2-Di-tert-
butylphosphino-2'-methylbiphenyl (tBu2MePhos) was either prepared according to a reported
procedurel64 or purchased from Strem Chemicals Inc. Palladium(II) acetate was received as a
gift from BASF. Flash chromatography was performed by standard technique on SilicaFlash®
F60 silica gel available from Silicycle.
Preparation of the aryl chloride solution To a 10 mL volumetric flask was added palladium(II)
acetate (48 mg, 0.2 mmol), 2-di-tert-butylphosphino-2'-methylbipheny (187mg, 0.6 mmol), and
naphthalene (51 mg, 0.4 mmol, internal standard). The flask was outfitted with a sealed cap, and
then evacuated and filled with argon (2x). Then 4-chlorobenzotrifluoride (2.66 mL, 3.60 g, 20
mmol), dioxane (1 mL), and N,N-dicyclohexylmethylamine (5.2 mL, 4.74 g, 24 mmol) were
added via syringe. The solution was made up to 10 mL with n-butanol and loaded into a 10 mL
syringe.
Preparation of the alkene solution To a 10 mL volumetric flask was added 2-methylnaphthalene
(58 mg, 0.4 mmol, internal standard). The flask was outfitted with a sealed cap, and then
evacuated and filled with argon (2x). The solution was made up to 10 mL with 2,3-dihydrofuran
and loaded into a 10 mL syringe.
Preparation of dilution solution To a 10 mL volumetric flask was added 1,5-
dimethoxynaphthalene (80 mg, 0.4 mmol, internal standard). The flask was outfitted with a
sealed cap, and then evacuated and filled with argon (2x). The solution was made up to 10 mL
with n-butanol and loaded into a 10 mL syringe
4.2.2.2 Automated Optimization
The automated system maximized the yield of 6 by varying the residence time and the
ratio of alkene:aryl chloride employed. The reaction components were loaded into three
syringes. The first contained a solution of 1, amine base, LI, and Pd(OAc) 2. The second and
third syringes contained neat 5 and n-butanol, respectively. Manipulating the flow rates of these
three syringes allowed the number of equivalents of 5 and residence time to be adjusted for each
experiment, although the concentration of the aryl chloride was always held constant at 1.0 M.
The design of the system used in this case study was a slight variation of that which was
previously described, and is shown in Figure 4-7.
The three solution streams were combined and mixed in an interdigital micromixer and
then heated to 90 *C in a 140 pL silicon microreactor. At the outlet of the reactor, the
concentration of the solution was diluted to one third with acetonitrile in order to prevent
precipitation of the ammonium salt and for analysis by HPLC. Steady-state data collection was
achieved after equilibrating the system for 3 system volumes before HPLC analysis was initiated.
A 2 ptL sample of the reaction stream was introduced into the HPLC via an actuated six-port
valve. The yield of the reaction was calculated by comparison to an internal standard.
Microreactor
Syringe pumps
A
Micromixer
inine
HPLC
Temperature
Control ReactionFlow Rate - Aayis /
Control Yield
Figure 4-7: Automated microreactor system used for Heck reaction.
For the example Heck reaction, syringe A contained the aryl chloride, amine base, and palladium source,
syringe B contained the alkene, and syringe C contained n-butanol
An upper boundary of 6.0 was placed on the equivalents of 5 because this is the near the
maximum concentration of alkene that can be obtained while maintaining a 1.0 M concentration
of aryl choride 4. Any potential reaction conditions selected by the optimization algorithm that
exceeded 6.0 equivalents of 5 were projected onto this upper boundary. Although the yields at
this boundary line were performed and analyzed, these points were "penalized" by substituting a
yield of 0% into the optimization algorithm. The use of a penalty function improves the
efficiency of the algorithm by preventing the simplex from prematurely contracting or
collapsing. To allow the system to find optima that are located on the boundary, this penalty
function was removed after the simplex had contracted.
Input parameters for the optimization algorithm are given in Table 4.4. The implemented
VI for this problem was "Heck.vi" and operational details are located in Appendix F.
Table 4.4: Parameters that were used in Simplex Method for Heck reaction case study.
To (0C) 50 Initial temperature
t0 (s) 180 Initial residence time
At (s) 45 Residence time step size
5 equiv.' 1.0 Initial alkene equivalence
A5 equiv 1.0 Alkene step size
[Ar-Cl]0 (M) 1.0 Reactor inlet concentration of 4
(X 2 Simplex step size metric
N 2 Dimensionality
4.2.2.3 Results and Discussion
Yields obtained from the optimization are shown in Figure 4-8. The initial simplex
(Figure 4-8, Exp. 1-3) indicated that the yield of 6 improves as the residence time and the
equivalents of 5 were increased. The Simplex Method therefore reflected the point in the
simplex with the shortest residence time and lowest number of equivalents of 5 (Figure 4-8,
Exp. 1). This trend continued until the number of equivalents of 5 exceeded the boundary of 6.0
equivalents. This point was projected back onto the boundary, the yield was determined, and
then penalized by converting the yield to 0% as previously discussed. The Simplex Method then
reflected the second lowest yield and found a higher yield at a longer residence time. At the
longest residence times sampled by the simplex, the yield of 6 decreased slightly, and the
simplex contracted to refine the search for the optimum. This contracted simplex (Figure 4-8,
Exp. 11-19) located the optimal conditions near a residence time of 6 minutes and 5.0
equivalents of 5; corresponding to yield of 83%. The entire optimization process required ~6 g of
the aryl chloride and proceeded at a rate of approximately 1 experiment per 20 minutes including
the time required for HPLC analysis.
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Figure 4-8: Optimization results for the Heck reaction depicted in Scheme 4.2.
Results are indexed by experiment number and corresponding yield of 6. (Left) Simplex method moved from
initial experiment at 1.0 equiv of alkene and 3.0 minute residence time towards higher equiv of alkene and
longer residence times. Experiments above the 6.0 equiv of alkene (o) were projected toward the boundary
(6.0 M) and penalized with a 0% yield in the optimization program. Experimental yields at these points are
parenthesized. (Right) Simplex size contracted and performed experiments (mn) to find optimum with
experiments from larger simplex ( ) included for reference.
The overall picture of the reaction space showed that increasing the equivalents of 5
resulted in an optimum yield in the region of 4.5 to 5.5. Yields gathered at the boundary of 6.0
equivalents were slightly less, which might be explained by the fact that at this concentration the
alkene has nearly replaced n-butanol as the solvent in the reaction solution. The yield also
increased significantly with residence time until reaching a plateau around 5.5 minutes. As is
true with any local search optimization routine, it was impossible to identify a single optimum
when there are several yields in a region that are equivalent within experimental error. However,
the ability to move quickly from an initial non-optimal point to a higher yielding region was
demonstrated in this example. Further extensions of this system could be accomplished by
incorporating additional components into the objective function to achieve multiple goals (i.e.
maximizing yield while trying to minimize the equivalents of 5), but the weighting of these
factors would be highly dependent on the application.
4.2.3 Case Study III: Oxidation Reactions in Series
The oxidation of benzyl alcohol 8 to benzaldehyde 9 by chromium trioxide with further
oxidation to benzoic acid 10 was selected as the model reaction for multi-parameter optimization
(Scheme 4.3).165' 166 For this reaction, the system varied temperature, residence time, and the
inlet concentrations of reagents to maximize the yield of 9. Although alternative oxidation
pathways that produce only the intermediate 9 in excellent yields have been developed 167-172 and
implemented in continuous flow microreactors, 2 1, 173, 174 the challenging features of maximizing
the yield of 9, given the highly oxidative environment created by the acidic solvent, 175 serve to
demonstrate convincingly the advantages associated with the automated microreactor continuous
flow reaction system.
OH 0 0
00_ \OH
Cr03  Cr0 3
CH3COOH : H20 CH3COOH: H20
9 : 1 v/v 9 : 1 v/v
8 9 10
Scheme 4.3: Oxidation of benzyl alcohol 8 and benzaldehyde 9 was used to demonstrate multi-parameter
optimization with the automated microreactor system.
4.2.3.1 Experimental Procedure
General Method Benzyl alcohol, benzaldehyde, benzoic acid, glacial acetic acid, and sodium
bisulfite were purchased from the Sigma-Aldrich chemical company and used as received.
Chromium trioxide was purchased from Alfa Aesar and used as received. The chromium
trioxide was refrigerated when not in use.
Preparation of acetic acid solution To a 500 mL flask was add 450 mL of acetic acid and 50 mL
of deionized water.
Preparation of the aromatic solution To a 50 mL flask was added benzyl alcohol (30 mM, 162
mg) and 50 mL of the acetic acid solution. The flask was agitated vigorously by hand to ensure a
well-mixed solution.
Preparation of the Cr(VI) solution To a 50 mL flask was added chromium trioxide (30 mM, 150
mg) and 50 mL of the acetic acid solution. The flask was agitated by hand to ensure a well-
mixed solution. When not in use, the solution was refrigerated to prevent degradation of the
oxidizer.
Preparation of the sodium bisulfite solution To a 500 mL was added sodium bisulfite (200 mM,
10.41 g) and 500 mL of deionized water. This stock solutions would be used for several
experiments.
4.2.3.2 Automated Optimization
Each solution was loaded into a 25 mL SGE syringe and mounted on a syringe pump. To
operate at different reactant concentrations and residence times independently, a third syringe
pump was used to adjust the flow rate of a 90% v:v acetic acid:water solvent solution. A bulk
solution of sodium bisulfate (200 mM) in water was prepared, loaded into a 60 mL B.D. plastic
syringe, and mounted on a syringe pump. Sodium bisulfite reduces Cr(VI) to Cr(III) and
eliminates oxidation of the aromatic species once the solution exits the reactor.176 Effective
quenching was observed numerically and experimentally with a sodium bisulfite flow rate twice
that of the Cr0 3 flow rate. Water was loaded into two 60 mL B.D. plastic syringes, mounted on
a syringe pump, and added to the reactor outlet stream to dilute the reaction mixture before
HPLC detection. A 101-channel interdigitated micromixer was used to ensure fast, thorough
mixing of these two streams before sample injection.14 7  Referring to Figure 4-1, this
arrangement corresponded to the aromatic solution as "Reagent I," the Cr(VI) solution as
"Reagent 2," "Reagent 3" stream was the acetic acid solution, the sodium bisulfite solution was
the "Quench," and deonized water was the "Dilution" stream.
A 6-way actuated valve with a 10 pL sample loop was used to inject reaction samples
into the HPLC for analysis. Adequate and reproducible analyte separation was observed with an
isocratic technique using 1.05 mL/min of water and 0.45 mL/min of acetonitrile. The
concentrations of benzaldehyde and benzoic acid were measured using absorbance data at 248.5
nm and 226 nm, respectively.
For the model oxidation system, the reaction parameters that were controlled by the
automated system and varied during optimization trials included reaction temperature (T), the
residence time (t), the reactor inlet concentration of benzyl alcohol ([PhCH 2OH]0 ), and the molar
equivalence of chromium trioxide (Cr0 3 equivalence). The objective function for this
optimization investigation was the maximization of benzaldehyde yield (Eq. 4.15). Sequential
experiments were directed by the Nelder-Mead Simplex Method, and the experiments were
constrained by several inequalities (Eq. 4.16 - 4.18) on the design variables. Although the multi-
dimensional optimization presented in the current work was limited to these four reaction
variables, the same approach can clearly be extended to include other reaction variables, such
catalyst loading, ionic strength, pH, and solvent composition. Parameters that were used in the
Simplex Method are listed in Table 4.5. The program implemented for this optimization
problem was "Simplex.vi."
f3 = max Y 4.15
T,r[CrO ]',[PhCHO2H ]"PhCHO
r 5s 4.16
CrO3 0 >1 mM 4.17
PhCH 2OH 0 >1 mM 4.18
Table 4.5: Algorithm parameters that were used in Nelder-Mead Simplex Method.
To (0C) 50 Initial temperature
AT (0C) 10 Temperature step size
to (s) 60 Initial residence.time
At (s) 10 Residence time step size
Cr0 3 equivalence0  1.0 Initial Cr0 3 equivalence
ACrO3 equivalence 0.2 Cr0 3 step size
[PhCH 20H]0 x 103 (M) 8 Initial benzyl alcohol inlet concentration
A [PhCH 20H] x10 3 (M) 0.5 Benzyl alcohol inlet concentration step size
ut 1 Simplex step size metric
N (4D optimization) 4 Dimensionality
4.2.3.3 Results and Discussion
A four-dimensional optimization using the Simplex Method was performed where values
of T, t. [PhCH 2OH]0 , and equivalents of Cr0 3were varied. The condition of 500C at 1 minute
residence time, with [PhCH2OH]0 = 8 x 10-3 M and 1.0 Cr0 3 equivalents was selected as the
starting point for the automated optimization studies. The automated microreactor system
performed 46 sequential experiments to determine the local optimum of benzaldehyde yield at
80% (Figure 4-9). The range of values that the algorithm investigated are shown in Table 4.6,
with the optimal conditions corresponding to T = 88 0C, t= 48s, [PhCH 2OH]* = 8.2 x 10~3M, and
0.65 Cr0 3 equivalents.
Table 4.6. Range of values for each reaction parameter varied during 4-dimensional optimization.
Reaction parameter Min. Max.
Temperature ("C) 50 94
Residence time (s) 25 79
[PhCH 2OH] x 10-3 (M) 6.7 9.3
Cr0 3 equivalence 0.25 1.37
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Figure 4-9. Benzaldehyde yield measured during 4-dimensional optimization by Simplex algorithm.
Inlet reactor concentrations of benzyl alcohol are not shown in this graph in order to present the
benzaldehyde yield data in the clearest possible form, but are located in Appendix G.
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With a. throughput of approximately 1 experiment per 10 minutes, a rate which includes
time for system equilibration and sample analysis, this reaction example also demonstrated the
system's potential to quickly determine the optimal conditions while using minimal amounts of
reaction material. Results from these optimization trials provided additional insight into the
chemistry. The benzaldehyde yield improved at lower residence times and higher temperatures
in comparison to conditions typically used in batch. The ability to operate at more aggressive
conditions without compromising reaction performance was possible due to the increased
reaction control in microreactors. Additionally, for the optimal conditions, the Cr0 3 equivalents
were less than the yield of benzaldehyde formed, which suggested that more than one state of
chromium can oxidize the alcohol. In fact, it has been reported that both Cr(VI) and Cr(V) play
a role in the oxidation. 176 This ability to draw conclusions of the reaction behavior from the
numerous experiments performed by the automated system provides an additional advantage of
this system. Finally, in the 4-dimensional trial, the optimal yield was not associated with the
optimal selectivity (see Appendix G), indicating that some benzaldehyde must be sacrificed to
form benzoic acid in order to increase conversion of benzyl alcohol to benzaldehyde.
4.3 Conclusions
The concepts and design principles of an automated microreactor system for online
reaction optimization were established as part of this thesis research. The developed system was
used to optimize various organic reactions. Local and global optimization search techniques can
be applied, and the parameters of these algorithms can be adjusted in an effort to reduce the
number of required experiments to locate the optimum. Direct search optimization approaches
have been explored in this effort to create a microfluidic system suitable for reaction
optimization when kinetic information is limited. Moreover, the ability to perform a high
throughput of sequential experiments indicates that automated optimization in integrated
microfluidics could be applied to rapidly establish libraries of reaction data by optimizing a
specific reaction for several different objection functions, or by optimizing the same class of
reactions with different substrates and solvents.
Chapter 5
Rapid Kinetic Modeling Using
Automated Microreactor Systems
In addition to using common algorithms to maximize a specific reaction metric, such as
yield or selectivity, model-based optimization algorithms were implemented in the automated
microreactor system to extract kinetics. Components of process development, such as reaction
optimization, scale up, and establishing the appropriate process control schemes, are greatly
facilitated with the insight of reaction kinetics. Obtaining accurate reaction rate parameters in
conventional laboratory bench-scale equipment can be limited by several factors. In the
pharmaceutical and fine chemical industries where availability of reaction material can be
limited, insufficient data and improper experimental designs do not provide adequate information
for reaction modeling. In-situ analytical techniques, such as infrared spectroscopy and
calorimetry,177' 178 can be incorporated in batch reactors to increase the information content per
experiment. However, concentration and temperature gradients that exist in these systems
provide misleading reaction results when assuming an ideal batch reactor kinetic model. This
error is exacerbated for reactions that involve volatile reagents or reactions performed under
reflux because the concentration in the liquid solution and the headspace is unknown.17 9
These limitations, however, are not present for reactions that are performed in
microreactor systems. In addition to improving the accuracy of kinetic investigations, the
enhanced heat and mass transfer rates in microreactors enables one to explore reactions that are
not easily achieved in batch, such as reactions that involve rapid kinetics, 180 unstable
intermediates,,18 and highly toxic compounds. 30 The ability to achieve a high throughput rate of
sequential experiments in microreactors renders these devices powerful instruments for precise
and efficient kinetic investigations. To evaluate this capability, model-based optimization
algorithms were implemented into the framework of the automated microreactor system to model
the kinetics of the Diels-Alder reaction of isoprene and maleic anhydride (Scheme 5.1).
o 0
+ r 0 -4 ,0
o 0
(11) (12) (13)
Scheme 5.1: Diels-Alder reaction of isoprene (11) and maleic anhydride (12).
This reaction was used to demonstrate online reaction modeling capabilities of automated microreactor
system.
5.1 Algorithms for Kinetic Modeling
Reaction rate modeling includes two aspects - determining the reaction rate order and
estimating the parameters of the rate constants (pre-exponential and activation energy).
Common procedures to extract this information have been outlined in classical Chemical
Engineering texts.182, 183 First a global rate expression, such as a common power law or complex
rate form is assumed. Numerous investigative experiments are performed, and data are collected
and analyzed to determine the reaction order and rate constant parameters. Great advances in
high throughput technology and parallel experimentation have significantly decreased the
amount of time required to acquire these data, 184' 185 but the amount of useful information gained
per experiment is low. For example, when considering the experimental variance and the
sensitivity of a rate model to the fitted parameters, different rate laws will behave similarly under
certain experimental conditions. Therefore, results from these investigative experiments cannot
be used to statistically distinguish the form of the rate law and the reaction order. Even when the
rate law is known, these experiments may not be useful for precisely estimating the pre-
exponential and the activation energy because the statistical significance of these estimates is
highly dependent upon the experimental design. A superior approach to kinetic modeling is to
perform an experiment, analyze the results, use the data to discriminate between various rate
models and estimate kinetic parameters, and use the appropriate algorithm to select sequential
experiments that maximize the reaction information. Although this procedure would be slow and
laborious for batch experimentation, this approach is straightforward when using integrated
microreactor systems with inline analysis and feedback control to automate experimentation.
To determine the global rate law for the Diels-Alder reaction of Scheme 5.1, a technique
developed by Box and Hill that uses Information Theory and Bayesian statistics was
implemented to select experiments aimed at reaction model discrimination.186 After determining
the correct rate law, a D-optimal strategy was used to precisely estimate the pre-exponential and
activation energy of the rate constant.
5.1.1 Model Discrimination
In the approach by Box and Hill, 18 6 the ability of a particular rate law to predict
experimental observations is related to the Shannon's entropy, H. Mathematically, this
relationship is given by Eq. 5.1, where Hli is the probability that rate law model i best describes
the reaction from the M potential rate laws.
IV
H =-H, ln H, 5.1
i=1
Initially, before any experimental data is obtained, there is no information to determine which
model describes the reaction rate. Therefore, the probability for each rate law model to describe
the reaction rate is equal and the Shannon's entropy metric is at a maximum value. Ideally, after
obtaining adequate experimental data, one model has a higher probability of describing the
reaction rate over the other models, corresponding to a less entropic state. The design by Box
and Hill aims at selecting sequential experiments where the change in Shannon's entropy is
expected to be maximized.
After performing N-1 experiments, the expected change in Shannon's entropy by
performing the Nth experiment is expressed by Eqs. 5.2 and 5.3, where yN is the Nth
experimental observation, such as yield or conversion, and pi is the probability density function
of the Nth observation under rate law model i.
AH=-ZHi,N-1 I,N i,N i,N jj YN dYN 5.2
q YN Z i,N-Pi 5.3
i-I
For each model, it is assumed that the observation yN is normally distributed in each probability
density function with known variance c 2 and that the expected value for each model, E(YN), is
linear with respect to the best-fit parameters, p* = 0 02 ... 0, . These simplifications lead
to a probability density function, pi, and a maximum change in Shannon's entropy, D, given by
Eqs. 5.4 and 5.5, respectively, where j' and j are the expected experimental observations
predicted by models i and j, respectively, o and U 2 are the variances in model i and j,e ii
respectively, a' is the experimental variance, H iN-1 and H jN1 are the prior probabilities for
models i and j, respectively, and x is the vector of experimental conditions (i.e. temperature,
residence time, concentrations). The variance in model i is defined by Eqs. 5.6 and 5.7, where
WTW. 0.2 is the variance-covariance matrix.
1 1N
Pi X= exp Y, 5.4
27r U2 X +o- x T2. +07 x 5
r ,2 X C2 X 2
U2 X +a2  - 2 X X
M-1 M J2X+JX X+ aj X 5.5D x = 1] ,,N- IR,N-1
2 i=1 J-1+1 X2
0 X y1 X X +
72 X + (7 X a X + aj- X
W ~ x d x dy, x
w x -[d 7x 0.2 X±k 5.6
ox =w WTW -1 T2 5.7
After obtaining the observation yN, the posterior probabilities are computed for each
model, as defined by Eq. 5.8.
Fl = ''"-1 5.8
iN 5
The posterior probability is the metric used to assess a model's capabilities to describe the
experimental observations - a model with a posterior probability near unity describes the
experimental observations better than any other model. If model discrimination cannot occur
after the YN observation, the process of sequentially performing experiments through the use of
Eq. 5.5 is continued and the posterior probabilities are updated. This process is repeated until a
posterior probability for a model surpasses a threshold, such as 0.95, or when further
discrimination is not possible. Although these equations may appear daunting, the concept is
relatively straightforward - experiments where the most likely models provide statistically
different predictions are chosen for discrimination.
The method by Box and Hill was implemented for reaction model discrimination because
the Bayesian approach considers previous information and parametric uncertainty to discriminate
models in few experiments. The ability to determine the correct rate law with a minimal number
of experiments is important for modeling pharmaceutical and fine chemical reactions because
availability of reagents or catalysts can be limiting. However, significant advances in the
robustness and efficiency in model discrimination algorithms have been established over the
years.m-m Selection of the most appropriate criterion for model discrimination approaches has
been a primary focus,1 92 , 193 as well as extending these techniques to multi-response models.194-197
Computer simulations have primarily been performed to demonstrate the improvements to
reaction modeling for myriad applications. 198-20 4  Incorporation of these techniques with
experimental data are less reported, but applications include hydrogenation,20s crystallization,206
207
and the fermentive production of L-valine.2 The experimental designs in these applications
were developed beforehand, or updated off-line after data collection. Imbedding a feedback
mechanism to perform experiments, collect data, and update the sequential experimental design
offers a great improvement to the speed and efficiency for model discrimination applications.
5.1.2 Optimal Design of Experiments for Precise Kinetic Estimates
Optimal experimental design is an iterative process that is used to improve the precision
of parameters in a model. In the Diels-Alder investigation, this approach was used to estimate
the pre-exponential (A) and the activation energy (Ea) terms of the rate constant. Computing
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precise values for pre-exponential and activation energy is a challenging task because of the high
degree of correlation. Additionally, the precision of these estimates is highly dependent upon
experimental design, indicating that some experimental conditions provide more information
content than others. Even if ample experimental information is available, the precision in the
kinetic values will be poor if the appropriate experiments were not performed. The relationship
between the experimental design and the precision in parameter estimates is apparent in the
definition of the linearized joint confidence region, c, around the best fit parameters, p* 208 as
shown in Eqs. 5.9 and 5.10, where c is a constant given by the F-distribution and Yi is the
variance estimate.
p-p' Mf p-p* =c 5.9
M=N-1 y , X, 5 .1 p, X0
As shown in Eq. 5.9, the volume of this joint confidence region is proportional to a
matrix, Mf, known as the Fisher Information matrix, which is also the inverse of the parameter
variance-covariance matrix.1 89 Optimal experimental designs, such as A-, D-, E-, and G-optimal
designs, use various properties associated with Mf to select experiments aimed at maximizing
parameter estimate precision.189 Benefits of these designs have been demonstrated for various
process chemical fields, including chemical kinetics, 208 bio-kinetics, 209 crystallization,2 10 and
heat and mass transfer.2 11 Perhaps the most common approach, D-optimal, was used in this
thesis research for kinetic parameter estimation. After performing N-i experiments, the D-
optimal criterion selects the Nth experimental conditions that minimizes the volume of the joint
confidence region. Mathematically, these conditions correspond to the experiment that
minimizes the determinant of the inverse of Mf (Eq. 5.11).
XN = arg min Mf1 5.11
By continuously updating the Fisher Information matrix for each new experiment, and
sequentially selecting experiments according to Eq 5.11, precise kinetic parameters can be
calculated in a minimal number of experiments.
5.2 Online Kinetic Modeling of Diels-Alder Reaction
The approaches mentioned above were implemented in the automated microreactor
system and experimentally tested with the Diels-Alder reaction of Scheme 5.1. From the list of
rate laws given by Eqs. 5.12 - 5.15, where CII and C12 denote the concentration of isoprene and
maleic anhydride, respectively, this system applied model discrimination techniques to select the
correct model, Eq. 5.12, that describes the isoprene consumption. After selecting the most likely
reaction model, the automated system performed sequential experiments using a D-optimal
design to determine the rate constant parameters.
-r, =-kC11C 12  5.12
, =kC1 C5.13
-r,,, = -k,,,CC1 2  5.14
-r, = -k,fCIC12+ k,,CI 5.15
5.2.1 Automated Microreactor System for Online Reaction Modeling
A schematic of the automated system that was used in these investigations is illustrated in
Figure 5-1. Standard photolithography and deep reactive ion etching techniques were used to
create a 120 pL reactor with 400 x 400 pm channel dimensions. A spiral reactor design was
used so that this reactor system could be used for future kinetics studies of reactions that involve
solids by-products, such as those formed in palladium-catalyzed coupling reactions. A
compression packaging scheme was used to make fluidic connections between the microreactor
and macrofluidic instruments. Residence time and reagent concentrations were adjusted by
varying the flow rates of the syringe pumps. A halo etch was incorporated into the microreactor
design, enabling the device to operate at two different temperature zones. The temperature of the
mixing and outlet zones was controlled by pumping 20 0C water through the fluidic chuck using a
circulating bath, while the reaction zone was heated using a thermoelectric module. Cooling the
reaction to 20 0C effectively quenched the Diels-Alder reaction. The reaction stream was
immediately diluted off-chip by a factor of five and an interdigital micromixer was used to
ensure rapid mixing before inline HPLC analysis. 81  Reaction model discrimination and
parameter estimation was performed by monitoring the reactor outlet concentration of isoprene.
Because the reaction results were not expected to be influenced by the ±1 0C tolerance in
the temperature control or slight oscillations in the syringe pump, the experimental variance was
assumed to be that of the HPLC measurement variance and constant. The variance was
measured from a calibration curve of isoprene with repeat concentration points, which was
created in automated manner by using three syringe pumps and the micromixer. By loading a
concentrated solution of isoprene in one syringe, biphenyl in the second, and the solvent, DMF,
in the third to act as diluent, a calibration curve for isoprene and biphenyl was created over a
range of concentrations. Conducting these calibrations at various flow rates verified that there
was no correlation between HPLC measurement and the syringe pump performance.
(1)
Residence time and reagent concentration control
Figure 5-1: Automated microreactor system for online model discrimination and parameter estimation.
5.2.2 Feasible Design Space Considerationt
The parameter estimation investigation of this work used a plug flow reactor model for
parameter estimation. For a plug flow reactor model and stoichiometric amounts of 11 and 12,
tI gratefully acknowledge the help from D. Wayne Blaylock and Michael R. Harper with the
Gaussian 3.0 computations that were used in the transition state calculations of this section.
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the conversion of 11 (XI1,PFR) is given by Eq. 5.16, where C,, is the reactor inlet concentration of
isoprene. However, the laminar flow in microfluidics creates a parabolic velocity profile that
results in axial dispersion. 2 Dispersion in flow systems has been characterized,81,212-214 and can
be modeled to assess the deviation between plug flow and laminar flow reactor models.
Numerical simulations were performed to determine the effect of axial dispersion on the
conversion of isoprene.
XlPFR - k(T)C,"vr 5.161+ k(T)Cj"r
A dispersion model was used to estimate residence time distribution, E(t), in the
microreactor and is given by Eq. 5.17,183 where U is the average fluid velocity, L is the length of
the reactor, t is the time the fluid spends in the reactor, and D* is the dispersion coefficient
defined by Eq. 5.18.215 The factorf has been estimated for a variety of channel geometries, and
is equal to 1.76 for square microchannels.2 16 The residence time distribution can be used to
estimate expected conversion of 11 in a microreactor (X1,LFR), defined by Eq. 5.19.
D2 *
E t = exp - .U 5.17
47; Dt 4D t
= 1+ Pe 2 5.18
r 210
X lLFR = X i ,PFR t E t dt 5.19
t=O
An estimation of the pre-exponential factor is required to perform these simulations, and
it was made by averaging previously reported values for this Diels-Alder reaction in various
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solvents. 2 17  In this manner, the pre-exponential for this reaction was estimated to be
2.4 x 105 M- s I. This value was incorporated in the simulations to compare X 1,PFR and X 1,LFR
using activation energy values of 45, 50, 53, 55, 57, and 60 kJ/mol. These activation energy
values were chosen because they span a large range of potential rate constants for this reaction.
The relative error, E (Eq. 5.20), was plotted as a function of residence time and temperature for
1.0 M reactor inlet concentrations of 11 and 12, and results as a function of activation energy are
shown in Figure 5-2.
XI 1,PFR - X 1,PFR 5.20
XI1, PFR
These simulations indicated that the Diels-Alder reaction could be modeled as a plug-
flow reactor model in the range of 50 - 2000C and residence times between I and 10 minutes. A
reaction temperature of 150 0C was selected as the maximum temperature to prevent the solder on
the TE device from melting. As predicted from theory,218 dispersion plays a critical role at
residence times below 1 minute in this reactor, where values of UL/D* are less than 40. An
alternative to this predictive approach for determining the appropriate design space would
involve a feedback method to determine if axial dispersion influenced the reaction outcome by
comparing the kinetic parameters to the Bodenstein number.2
19
,
2 2 0
To determine the appropriate design space when the rate law is known, but no previous
kinetic information is available for the exact or similar reaction, the pre-exponential value can be
estimated from quantum chemistry computations. To demonstrate this principle, transition state
theory calculations in Gaussian 3.0 were performed to estimate the pre-exponential factor for the
Diels-Alder reaction under investigation. The CBS-QB3 (quadratic complete basis system with
B3LYP density functional geometry) method was used to determine the optimal geometry and
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Figure 5-2: Comparison of isoprene conversion in PFR and LFR.
Comparison was made using kinetic parameters of A = 4.2x10 5 M-'s~' and E. values
(b) 50 kJ/mol, (c) 53 kJ/mol, (d) 55 kJ/mol, (e) 57 kJ/mol, and (f) 60 kJ/mol.
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partition function of isoprene and maleic anhydride. Force constants were calculated once in
these transition state computations. The resulting atomic coordinates of the transition state are
given in Table 5.2.
Partition functions which were used to estimate the pre-exponential reaction are given in
Table 5.1. The methyl group stemming from the butadiene backbone in isoprene and the
cylohexene of the product is a hindered rotor. CanTherm was used for a more precise
calculation of the hindered rotor contributions to the vibrational partition functions for these
molecules.
Table 5.1: Transition state results for Diels-Alder reaction.
Isoprene Maleic Transition
Anhydride State (1)
(Eo + EzPE) .(GJ/mol)a -0.512749 -0.996189 -1.50887
Partition functions
qtranslational/VsTD *107 2.20708 3.81326 8.41133
qrotationai-10 4  8.62057 15.6881 91.3518
qvihrational 7.68963 3.93039 778.988
qelectronic
a: Eo is the electronic energy and Ezj is the zero point energy
The activation energy (Ea, Eq. 5.21) for the rate constant was calculated as 67 kJ/mol, and the
pre-exponential factor for the rate constant (A, Eq. 5.22) was computed to be 2.4 x 104 M- s'.
Ea = EO + EZPE - E + EZPE 5.21
reactants
A=
h QIQ2b Pa
Q = q,,,as,,,on, otaoq q i,aionaiqeieciranie
5.22
5.23
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Table 5.2: Atomic geometry of resulting
anhydride computed by Gaussian 3.0.
Atomic
number
6
1
6
6
6
6
6
6
6
6
8
8
8
1
Atomic
type
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
transition state for Diels-Alder reaction of isoprene and maleic
Atomic coordinates (A)
-0.053605
0.051768
0.873607
-1.241391
-1.219153
-2.502613
-2.570985
-1.800497
-3.537195
-3.761779
-4.363874
-3.535424
-4.380232
-0.360172
-1.624778
-2.531839
-0.452479
-3.67902
0.383526
-1.811636
0.586697
-1.833544
0.011505
-0.280804
0.115224
-0.16815
-0.142897
-0.113115
0.138502
-0.229829
0.304982
-0.078702
0.802412
-0.056035
-0.959876
2.106521
2.112126
2.840501
2.822929
3.151946
3.145431
3.124293
2.028946
2.10774
0.136821
1.172701
-0.413944
-0.542075
-1.627559
0.083049
1.450533
2.114618
1.914085
-0.750408
-0.510378
-1.81745
-0.553359
1.069867
1.653617
0.72955
-0.215296
0.853127
-1.002956
-0.425546
1.581097
2.712829
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The calculated activation energy for the rate constant is higher than experimentally reported
values, while the pre-exponential value is lower than previously published values
5 117(Af 1 I x 10' M-'s-', Ea ~ 55 kJ/mol).m Because the quantum calculations are based on gas-
phase reactions, the discrepancies between the computational values and solution-phase
experimental results are not surprising. However, accurate computational parameters are not
necessary for the purpose of evaluating the feasible region for the model-based optimization
experiments.
In order to determine the appropriate design space, this pre-exponential factor was used
in numerical simulations to compare the isoprene conversion in an ideal plug flow reactor
(X 1,PFR) and in a laminar flow reactor (XI 1,LFR) with a model residence time distribution
(E(t,D*)), as was previously discussed. Again, these simulations indicated that we could model
the Diel-Alder reaction with a plug-flow reactor model in the range of 50 - 200 0C and residence
times between 1 and 10 minutes.
5.2.3 Experimental Procedure
General Methods All reagents were purchased from the Sigma-Aldrich chemical company and
used as received. Isoprene and N,N-dimethylformamide (DMF) were received in Sure-Seal
bottles and were stored under argon. Protocol for automated experiments is similar to that
described in Chapter 4.1.5. Online monitoring of the reaction was achieved using an actuated 6-
way valve (Rheodyne, MXP7900) to inject 2 pL reaction samples into the HPLC system
(Waters, 1525 binary pumps, Nova-Pak C18 4pm, 3.9 x 150 mm column, 2996 PDA detector,
Empower software). An isocratic HPLC method using 1:1 water:acetonitrile at 1.5 mL/min was
used to measure the concentration of isoprene. This concentration was determined by using a
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response factor and the ratio of the isoprene chromatogram at 247 nm and the chromatogram for
the internal standard, biphenyl, at 280 nm.
Experimental Procedure for Model Discrimination Investigation
Preparation of maleic anhydride solution To a 5 mL volumetric flask was added maleic
anhydride (2.06 g, 21 mmol) and made up to 5 mL with DMF. The contents were transferred to
a 25 mL glass vial, agitated vigorously by hand to ensure a uniform mixture, and loaded into a 5
mL plastic Norm-Ject syringe.
Preparation of isoprene solution To a 5 mL volumetric flask was added isoprene (1.43 g, 21
mmol), biphenyl (0.21 g, 1.38 mmol) and made up to 5 mL with DMF. The contents were
transferred to a 25 mL glass vial, agitated vigorously by hand to ensure a uniform mixture, and
loaded into a 5 mL plastic Norm-Ject syringe.
Experimental set-up The maleic anhydride and isoprene solutions were loaded onto separate
syringe pumps. DMF was also charged into a 5 mL plastic Norm-Ject syringe and loaded onto a
syringe pump, enabling the automated microreactor system to vary reagent inlet concentrations
between 0.5 and 2.0 M independent of residence time. Two 10 mL plastic Norm-Ject syringes
containing DMF were loaded onto a fourth syringe pump, and were used to dilute the reaction
stream before HPLC detection. One DMF stream was added to the reaction stream through a T-
union (IDEX Health and Science) immediately off-chip, and the resulting stream was combined
with the second DMF stream in the micromixer. The use of the 101-interdigital micromixer
created a uniform mixture for reproducible HPLC detection.
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Experimental Procedure for Kinetic Parameter Estimation Investigation
Preparation of maleic anhydride solution To a 5 mL volumetric flask was added maleic
anhydride (0.98 g, 10 mmol) and made up to 5 mL with DMF. The contents were transferred to
a 25 mL glass vial, agitated vigorously by hand to ensure a uniform mixture, and loaded into a 5
mL plastic Norm-Ject syringe.
Preparation of isoprene solution To a 5 mL volumetric flask was added isoprene (0.68 g, 10
mmol), biphenyl (0.21 g, 1.38 mmol) and made up to 5 mL with DMF. The contents were
transferred to a 25 mL glass vial, agitated vigorously by hand to ensure a uniform mixture, and
loaded into a 5 mL plastic Norm-Ject syringe.
Kinetic parameter investigation experimental set-up The maleic anhydride and isoprene
solutions were loaded onto a single syringe pump. Two 10 mL plastic Norm-Ject syringes
containing DMF were loaded onto a fourth syringe pump, and were used to dilute the reaction
stream before HPLC detection. One DMF stream was added to the reaction stream through a T-
union (IDEX Health and Science) immediately off-chip, and the resulting stream was combined
with the second DMF stream in the micromixer.
5.2.4 Implementation of Model Discrimination Algorithms
Using the model discrimination algorithm described above, the automated microreactor
system selected and performed experiments aimed at choosing the correct rate law from the
potential models given by Eqs. 5.12 - 5.15. The manipulated variables during this investigation
were the residence time and the reactor inlet concentrations of 11 and 12. The LabVIEW
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program that was used for this investigation was titled "Modeldiscrimination.vi" and more
details of the operations are given Appendix H. The parameter space consisted of the discretized
grid points defined by residence times between 1 and 10 min in intervals of 0.5 min and inlet
concentrations of 11 and 12 between 0.5 and 2.0 M in increments of 0.25M. Temperature
remained constant at 900C.
To obtain an initial estimate for the rate constants in each model, preliminary experiments
were performed corresponding to a half-fractional factorial near the center of the feasible
space.124 This design was created using the rowexch function in Matlab. After performing the
initial set of experiments, rate constants were estimated for each model (Eqs. 5.12 - 5.15) by
minimizing the sum of least squared errors between the experimental data and model predictions.
Computationally, best-fit values for the rate constants were achieved with a nonlinear
optimization solver (fmincon) using the active-set algorithm for models r, - r111 and the interior-
point algorithm for model rrv and using the ode15s command to evaluate model predictions. The
lower and upper bounds that were used for the rate constants infmincon corresponded to 0 and 1
M-s-, respectively, to cover a wide range of practical rates. The sensitivity matrix for each rate
law was also computed in the function handle of ode15s, corresponding to the set of equations
defined by Eqs. 5.24 and 5.26, where c is an index for concentrations, Ne is the total number of
components, j is an index for the rate constants, and fc is functional form of the differential
equation that governs component c.
dZ=a + a f, aC, 5.24
dt ak, aC, ak
8C
z .= a 5.25
' Oki
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Z1 
--- ZIKZ=i 5.26
Define the vector of elements in Z that describe the sensitivity on the isoprene
concentration in rate law model i as wi. Because the elements of the sensitivity matrix are
functions of the experimental conditions, the variance for model i, o 1, can be calculated for the
sequential experimental conditions, XN, as depicted in Eqs. 5.27 and 5.28.
o-2 XN w XN W XN T 2 5.27
i X1
W, X2 5.28
Wi X N-1
The variance and the prediction for each model were used to determine the sequential
experimental conditions that maximize the D metric defined in Eq. 5.5. After performing this
sequential experiment, the posterior probability distribution was updated. If a posterior
probability for any model surpassed 0.95, experimentation was halted; otherwise the process of
selecting a sequential experiment was repeated.
5.2.5 Implementation of D-Optimal Design Algorithm
After determining the correct rate law (Eq. 5.12), the automated microreactor system was
used to estimate the pre-exponential and the activation energy parameters of the rate constant.
The isoprene reactor outlet concentration was modeled with PFR kinetics and stoichiometric
ratios of 11 and 12, as given by Eq. 5.29.
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C11 T,r = " C 5.291+k(T)C,"r 1+Aexp( -E%1 T )C1.
The design space was discretized to form a grid of potential experiments, corresponding
to temperatures between 500 and 150 0C in increments of 1 00C and residence times between 1 and
10 min in intervals of 0.5 min. The reactor inlet concentrations of 11 and 12 remained constant
during these experiments at 1.0 M. The LabVIEW program developed for this investigation was
"Model estimation" and details of the operations are given in Appendix I. Four preliminary
experiments corresponding to a full factorial were performed to arrive at the initial estimates for
the pre-exponential (A) and activation energy (Ea). Parameter estimation was performed by
minimizing the sum of squared errors between the experimental data and the model predictions
using the fminsearch function in Matlab. These estimates were used substituted into the Fisher
Information matrix, Mf, as defined by Eq. 5.30 and 5.31, and the sequential experiment was
selected through Eq. 5.11. Sequential experimentation continued until the values of Ea and the
95% confidence intervals, AEa, converged according to Eq. 5.32 and 5.33.
M, XN = 2  5.30
j= p ap
B- ~ ~ Cr(C",- exp EA 'CA(C2 exp-E53ac1, P, - -C IA  _ _/RT) ( -u %p R T) 5.31
ap aA (E 1+ Ar (C1+ exp - E R 1+ Ar (C exp (RT RTJ
E a N-1 I 5% 5.32
EN
111
LXEU. - AE ' < 10%
AE
5.33
5.3 Results and Discussion
5.3.1 Model Discrimination Results
Results for the model discrimination investigation are listed in Table 5.3. Initially, each
reaction model was assumed to be equally as likely to be the correct rate law; therefore the prior
probability was 0.25 for each model. Rate constants for each model were estimated from the
preliminary experiments (Exp. 1-4), and the results are given in Table 5.4. The rate constant for
the correct model, k, is similar to a previously reported value for this specific Diels-Alder
reaction.2 21 Although one would expect the value of kiv, (Eq. 5.15) to be approximately zero and
the value of kvf to be similar to that of k, (Eq. 5.12), instability in the nonlinear solver
determined a solution for the estimation of k1v1 and kvr, that satisfied the search criteria but did
not correspond to the minimum value of squared errors.
Table 5.3: Experimental results and posterior probabilities associated with model discrimination
experiments.
Residence
Time (min)
6.0
5.0
6.0
5.0
1.0
1.0
11 (M)
1.0
1.5
1.0
1.5
0.5
2.0
12 (M) Conversion
1.0
1.0
1.5
1.5
0.5
1.25
Posterior Probability
i 17111  m Htv
0.250 0.250 0.250 0.250
0.470
0.999
0.356
<0.001
0.173.
<0.001
<0.001
<0.00 1
112
Exp
1
2
3
4
5
6
Table 5.4: Parameter estimates for each rate law considered in model discrimination investigation.
Best-Fit Values
Rate constant" After Exp. #4 After Exp #5 After Exp. #6
kr x 102 (M-'s-') 1.69 1.74 1.34
kj x 102 (M-2s-') 6.63 5.95 1.95
krm x 102 (M-2 s-1) 8.88 6.90 3.15
kryf X 102 (M- s-1) 13.40 2.08 1.34
kIr, x 103 (s-1) 2.56 0.21 0.00
a. Rate constants are indexed according to the notation used in Eqs. 5.12 - 5.15.
Rate constant information for each model were used to select Exp. 5 by finding the
conditions that maximize the value of D (Eq. 5.5). These conditions corresponded to a residence
time of 1 min and 0.5 M reactor inlet concentrations for both 11 and 12. The weighted
probability density functions (pH,) of rate models r, - r 1r for the reactor outlet concentration of
isoprene for the fifth experiment are shown in Figure 5-3, along with the experimental outcome.
These probability functions indicate the most likely experimental outcome for a given set of
reaction conditions, as well as the distribution of potential outcomes predicted by each model.
Discrimination can be achieved when the experimental outcome falls within a single model
probability function. For experimental outcomes that fall within the prediction of several
models, such as the results for Exp. 5, additional experiments are required for satisfactory
discrimination.
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0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15 0.17 0.19 0.21 0.23 0.25 0.27 0.29 0.31 0.33 0.35 0.37 0.39 0.41 0.43 0.45 0.47
Isoprene Concentration (M)
Figure 5-3: Weighted probability distributions of potential rate laws used for model discrimination
calculations involved in selecting conditions for experiment 5.
Experimental result is denoted by the arrow.
The poor parameter estimates of model rwy resulted in a model that was insensitive to the
kwyf term over the explored experimental conditions; thereby creating a singular variance-
covariance matrix, W wv c2. This singularity resulted in a large model variance, and as a
consequence, a broad probability distribution function. The probability that model ry could best
describe the experimental outcome of Exp. 5 was significantly smaller than other candidate
models, and resulted in a low posterior probability value. Due to the recursive nature of
Bayesian statistics, this low posterior probability prevented riv from being considered a likely
reaction model in subsequent experiments regardless of any improvements that that were made
in the estimation of kvf and kiy,r with additional data.
The outcome for Exp. 5 was used to update the posterior probability of each model
according to Eq. 5.8. The posterior probabilities served as the prior probabilities of the next
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experiment, and used in the calculation of D to determine the conditions of Exp. 6. The result
from Exp. 5 was also used to revise the rate constant estimate of each model. As indicated by
Table 5.4, the estimates for kIvf and kiu, are in better agreement with expectations after five
experimental observations. Similar to the selection of Exp. 5, the prior probabilities and the rate
constant values were used in the calculation of D to determine the conditions of Exp. 6,
corresponding to 1 min residence, 2.0 M and 1.5 M reactor inlet concentrations of 11 and 12,
respectively. The weighted probability density function for the outlet isoprene concentration of
Exp. 6 and the observed outcome are shown in Figure 5-4. As this figure indicates, the outcome
from Exp. 6 was predicted only by reaction model r1 , implying that this model is the correct rate
law. Mathematically, the posterior probabilities denoted that ri was the correct rate law, and the
experimental procedure was terminated. This prediction is in agreement with the known rate law
for this reaction.2 21
Using the experimental data from all six experiments to estimate the rate constants
illustrates the expected redundancy of models r, and rv for the investigated Diels-Alder reaction.
Discrimination between models r, and rrv was only possible due to the poor estimations of k1vf
and ky,, after Exp. 4. Therefore, while this approach showed great potential for reaction model
discrimination after only a few experiments, it is subject to the stability of the nonlinear solver if
used in a completely automated manner without user intervention.
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Exp 6: r =60s, Cls = 2.0, CMA = 1.5 M
0
D Rate Model I
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Figure 5-4: Weighted probability distributions of potential rate laws used for model discrimination
calculations involved in selecting conditions for experiment 6.
Experimental result is denoted by the arrow.
5.3.2 Kinetic Parameter Estimation Results
Using the correct rate expression r, from the model discrimination investigation, the
microreactor system selected and performed experiments to estimate the kinetic parameters.
Progression of the parameter estimation and the 95% confidence intervals for the sequential
experiments are shown in Table II. Using a D-optimal approach and the termination criteria
given by Eqs. 5.32 and 5.33, precise estimates were achieved after six experiments. Further
experimentation with the D-optimal approach showed that the parameter estimates and the 95%
confidence intervals appeared to have converged at the sixth experiment. Observed values in
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this work are in good agreement with Hoffmann et al, who previously reported the activation
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energy for this Diels-Alder reaction as 58.5 ±2 kJ/mol.
Table II: Parameter estimation and associated 95% confidence intervals for Diels-Alder reaction.
Kinetic Parameters
Exp Residence Temp Conversion A-10 6  Ea
Time (0C) M s1 kJ/mol
(min)
1 5.0 90 82 - -
2 5.0 110 93
3 6.0 90 86 - -
4 6.0 110 94 1.9± 10.5 56.1 17.3
5 1.0 50 50 1.4 1.0 55.3 2.0
6 1.0 120 81 2.1 1.3 56.3 1.9
5.4 Conclusions
An automated microreactor system combined with model-based optimization feedback
has been presented as a technique to quickly model reactions while requiring a minimum number
of experiments. Using less than five grams of each starting reagent in a Diels-Alder reaction, the
microreactor system selected and performed 12 experiments to determine the appropriate rate
law expression and precisely estimate the pre-exponential and activation energy of the rate
constant. This information will prove vital in reaction scale up, and can be incorporated with
advanced control schemes to ensure product quality during changes in production schedules.
Modeling the different reactions rates using the tools and techniques demonstrated in this work
will lead to fast and accurate reaction optimization results for complex chemical systems, such as
those that involve multiple reactive pathways. Kinetic information for individual reactions will
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be extended to the design of optimal multi-step processes. Furthermore, advances in in-situ
monitoring in microreactors will enable automated microreactor systems with model-based
feedback to complement chemical computational techniques for reaction mechanism generation.
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Chapter 6
Reaction Scale Up from Microreactors
to Mesoflow Reactors
Successful reaction scale up can be defined as obtaining the same conversion, selectivity,
and product distribution as determined in the laboratory. 22 2  For batch reactors, however,
successful scale up is complicated by the disparity of the important process parameters in the
laboratory and larger reactors. Lower heat transfer rates in larger batch reactors can create an
exotherm, which can lead to product degradation, the appearance of unanticipated side reactions,
and reaction runaway.223  Semi-batch operations are commonly used to control the heat
generation in exothermic reactions,2 24 but are inherently inefficient and the longer dosage time
may have implications on the product selectivity. At conditions where the reaction rate is on the
same order of magnitude as the mixing rate, product selectivity can be influenced by changes in
micro-, meso-, and macro-mixing during scale up.225 Like batch reactors, the heat transfer and
mixing rates of flow reactors also vary with size, but theoretical and empirical correlations have
been established for flow reactors due to their dominant presence in the petroleum and the
commodity chemical industry.2 2 6 This higher knowledge baseline motivates the investigation to
identify the appropriate reaction scale up method from a single microreactor operation.
Previous methods of increasing product throughput in microreactors have focused on a
scale out approach, where microreactors are operated in a parallel arrangement.33' 9 While this
approach would be feasible for small-scale production, problems such as uniform fluid
distribution, process control, packaging, and the cost of multiple microreactors are significant
concerns when trying to scale up a reaction to the necessary production rates for pre-clinical and
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pilot-plant trails. For flow systems made from metal tubing, an alternative approach has been to
use microreactors to find the optimal conditions, and then scale up by simply increasing the
reactor length proportionally to the desired reaction flow rate.22 7 This scale up method can result
in undesirable axial dispersion and significant pressure drops; thereby limiting the potential
production rate. Additionally, because the diameter of this system has not increased, the
potential for clogging the reactor remains. While reactor clogging is a nuisance when studying a
reaction in the laboratory, it becomes an unacceptable outcome for manufacturing applications.
For microreactor technology to be adopted into pharmaceutical research and development
practices, the optimal conditions determined in a microreactor with characteristic length scales of
~100 pm must transfer to larger flow reactors of length scales of ~1 cm.
This thesis research investigated reaction scale up by 1) identifying the relevant
microreactor features and mimicking these features in a larger reactor system and by 2) using
accurate kinetic information obtained in a microreactor to model the reaction environment in a
larger reactor.
6.1 Direct Transfer of Operating Conditions for Reaction
Scale Up
For homogeneous liquid reactions, performing the reaction in microreactor can result in a
higher product yield and selectivity than that which would be achieved if the reaction were
performed in a flask reactor due to enhanced mixing and heat transfer rates. Therefore, one
method to successful reaction scale up could involve implanting the necessary "process
intensification"228 component present in the microreactor to larger reactor systems. Scale up of
the Heck reaction and Knoevenagel condensations that were discussed in Chapter 4 were
attempted using this strategy.
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6.1.1 Case Study: Heck Reactiont
After determining the optimal conditions for the Heck reaction of Scheme 4.2, the
reaction was scaled up by a factor of 50 in an Advanced Flow Reactor (AFR) by Coming. Nine
semi-automated experiments were performed in the AFR.
6.1.1.1 Experimental Procedure
General method
General experimental methods for this case study are reported in Chapter 4.2.2.1.
Preparation of solution for reservoir #1: To a 100 mL volumetric flask was added palladium(II)
acetate (0.449 g, 2 mmol), 2-di-tert-butylphosphino-2'-methylbiphenyl (1.87mg, 6 mmol), and
naphthalene (0.512 g, 4 mmol, internal standard). The flask was outfitted with a sealed cap, and
then evacuated and filled with argon (2x). Then 4-chlorobenzotrifluoride (26.7 mL, 36.1 g, 0.20
mol), dioxane (10 mL), and N,N-dicyclohexylmethylamine (51.4 mL, 46.9 g, 0.24 mol) were
added via syringe. The solution was made up to 100 mL with n-butanol.
Preparation of solution for reservoir #2: To a 100 mL volumetric flask was added 2-
methylnaphthalene (0.569 g, 4 mmol, internal standard). The flask was outfitted with a sealed
cap, and then evacuated and filled with argon (2x). Then 2,3-dihydrofuran (3 equiv: 45.5 mL,
42.2 g, 0.60 mol; 4 equiv: 60.5 mL, 56.1 g, 0.80 mol; 5 equiv: 75.6 mL, 70.1 g, 1.0 mol) was
added via syringe. The solution was made up to 100 mL with n-butanol.
tThe work involved in the case study of the Heck reaction was done in close collaboration with Dr.
Matthew Stone and Professor Stephen Buchwald.
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Isolated Yield from Meso-Scale Reactor: Solutions for reservoirs #1 and #2 were prepared as
described above however the internal standards (naphthalene and 2-methylnaphthalene) were
omitted. Two reactor volumes of reaction solution were allowed to pass through the reactor at a
temperature of 90 'C and then the reaction mixture was collected without dilution for 127
minutes giving 156.5 mL of crude solution. The crude mixture was diluted with diethyl ether
(200 mL) and the resulting ammonium chloride salt precipitate was removed by filtration and
rinsed with an additional portion of ether (300 mL). The resulting solution was concentrated in
vacuo and then run through a large plug of silica gel eluting with 5% ethyl acetate in hexanes.
The solution was concentrated in vacuo to an orange colored oil. The oil was distilled under
vacuum and fractions were collected at room temperature, 30 *C, 35 *C, and 50 *C. The fraction
collected at 35 *C consisted of 23.81 g and was determined to have greater than 98% purity by
GC. The other three fractions were purified via the Biotage SP4 (silica-packed 100 g SNAP
column; 0%-3%, ether/hexanes) to provide compound 2-(4-trifluoromethylphenyl)-2,3-
dihydrofuranl5l 3 as a clear oil (26.93 g, 0.126 mols, 80% yield). 1H NMR (500 MHz, CDCl3)
6 7.62 (d, J = 8.1 Hz, 2H), 7.47 (d, J = 8.3 Hz, 2H), 6.47 (q, J = 2.5 Hz, 1H), 5.57 (dd, J = 10.8,
8.1 Hz, 1H), 4.97 (q, J = 2.5 Hz, 1H), 3.14 (ddt, J = 15.4, 10.9, 2.4 Hz, 1H), 2.56 (ddt, J = 15.2,
8.0, 2.4 Hz, IH). 13C NMR (126 MHz, CDCI3) 6 147.16 (s), 145.26 (s), 129.71 (q, J = 32.3
Hz), 125.72 (s), 125.46 (q, J = 3.8 Hz), 124.14 (q, J = 271.9 Hz), 98.97 (s), 81.37 (s), 37.91 (s).
19F NMR (282 MHz, CDCl3) 6 -62.89 (s). IR (neat, cm-1): 2937, 2864, 1620, 1419, 1326,
1166, 1126, 1069, 1052, 1018, 938, 843, 708, 603 450.
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6.1.1.2 Automated Meso-Scale Reactor System Design
Because the Heck reaction of Scheme 4.2 was not known to be particularly exothermic,
successful scale up would require a meso-scale system designed with sufficient mixing of
reagents and an isothermal reactor. To evaluate the Heck reaction of 4 and 5 at 50 fold larger
scale, an automated meso-scale system was developed using a Coming AFR module was
employed. A schematic of this system is provided in Figure 6-1.
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Figure 6-1: Schematic of automated meso-scale reactor system used for Heck reaction.
The dimensions of the reaction channels corresponded to 0.7 mm in depth, 4 mmn in
width, and the reactor had an internal volume of 7 mL. A circulating temperature bath pumped
water at 15 L/min through the integrated heat-exchanger to maintain a reactor temperature of
90 *C. A 1,000 psi back pressure regulator (Idex) was added to the outlet of each dual piston
pump (LabAlliance, 1500 series) to provide stable flow rates. Flow rates were controlled
remotely through the central computer control and analog output device (National Instruments).
A solution of 4-chlorobenzotrifluoride (2.0 M), N,N-dicyclohexylmethylamine (2.4 M),
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palladium(II) acetate (0.02 M), and 2-di-tert-butylphosphino-2'-methylbiphenyl (0.06 M) in n-
butanol with a small amount of dioxane as a cosolvent was loaded for reservoir #1. A solution of
2,3-dihydrofuran in n-butanol was loaded into reservoir #2. The solutions were pumped into the
flow reactor with dual piston pumps and the residence time was controlled by varying their flow
rate. The number of equivalents of alkene was adjusted by changing the concentration of 5 in the
reservoir solution. To ensure a high degree of mixing, a commercial static packed bed mixer
(HPLC gradient mixer, Waters) that was packed with stainless steel ball bearings was added
immediately upstream of the reactor. Upon exiting the reactor the concentration of the solution
was diluted to one seventh for detection. Inline analysis of the reaction was again performed by
HPLC, as described in Chapter 4.1.3.
Nine reaction conditions were selected that encompassed the region containing the
optimum yields that were previously determined in the microreactor. The residence times and
initiation of HPLC analysis were directed by an automated centralized control, although there
was no feedback involved in the system. Automation was achieved through Matlab scripts and
LabVIEW software. It was verified that steady-state data could be recorded after flushing the
system with three reactor volumes of material. This observation was incorporated into the central
control scheme and used to determine when to sample the reaction mixture by inline HPLC
through a 5 pL sample loop.
6.1.1.3 Results and Discussion
Results for the Heck reaction scale up are shown in Figure 6-2, and listed in Table 6.1. The
highest yielding conditions were determined to have a residence time of 5.5 or 6.5 minutes at 5.0
equivalents of 5. These results indicated that the optimal conditions were successfully translated
from the microreactor to the meso-scale system. To validate the yields obtained by HPLC
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analysis, the reaction was allowed to proceed for just over two hours, during which time 168 mL
of crude solution was collected. The monoarylated product was isolated by distillation and
chromatography to provide 26.9 g of 6 with a yield of 80%. This is in good agreement with the
yields determined by HPLC and corresponds to an annual production rate of 114 kg/year.
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Figure 6-2: Yields of 50-fold reaction scale up in meso-scale flow reactor.
Yields obtained in the meso-scale system (A) are compared with yields observed in the microreactor (.).
Table 6.1: Experimental yields of 3 obtained in meso-scale reactor system.
Residence Average ofRatio Alkene .e1st Run 2nd Run rTime (mnn) Runs
3 4.5 75.0% 75.6% 75.3%
3 5.5 74.9% 74.3% 74.6%
3 6.5 75.9%- 74.6% 75.3%
4 4.5 77.2% 76.5% 76.9%
4 5.5 76.9% 76.6% 76.8%
4 6.5 76.5% 79.7% 78.1%
5 4.5 81.0% 80.8% 80.9%
5 5.5 82.4% 80.7% 81.6%
5 6.5 81.0% 82.3% 81.7%
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6.1.2 Case Study: Knoevenagel Condensation
The Knoevenagel condensation of Scheme 4.1 was scaled up by a factor 60 using a
simple flow system consisting of stainless steel tubing.
6.1.2.1 Experimental Procedure
General Information Reagent information for this case study is reported in Chapter 4.2.1.1.
Acetonitrile was purchased from Omnisolv and used as received.
Preparation of reservoir #1 To a 500 mL flask was added 4-methoxybenzaldehyde (6.81 g, 200
mmol), malonitrile (3.3 g, 200 mmol), and the internal standard, naphthalene (3.20 g, 100 mmol).
The solution was made up to 250 mL with acetonitrile. To pump this fluid, a 1/8" tube fitted
with a stainless steel frit was submerged into reservoir. Aluminum foil was wrapped around the
top of the flask and the tubing to seal the reservoir.
Preparation of reservoir #2 To a 500 mL flask was added 1,8-diazobicyclo[5.4.0]undec-7-ene
(DBU) (3.04g, 80mmol). The solution was made up to 250 mL with acetonitrile. To pump this
fluid, a 1/8" tube fitted with a stainless steel frit was submerged into reservoir. Aluminum foil
was wrapped around the top of the flask and the tubing to seal the reservoir.
Preparation of reservoir #3 To a 500 mL flask was added trifluoroacetic acid (TFA) (29 mL,
~1000 mmol). The solution was made up to 250 mL with acetonitrile. To pump this fluid, a 1/8"
tube fitted with a stainless steel frit was submerged into reservoir. Aluminum foil was wrapped
around the top of the flask and the tubing to seal the reservoir.
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6.1.2.2 Design of Meso-Scale Reactor System
A schematic of the meso-scale system used for this investigation is given in Figure 6-3.
The heat generated by this exothermic reaction was not believed to be an issue at the
concentrations investigated; therefore, successful scale up was believed to be associated with
good mixing of the reaction components and isothermal reaction conditions. Thorough mixing
was realized by incorporating a static mixer (HPLC gradient mixer, Waters) that was packed
with stainless steel ball bearings immediately upstream of the reactor. The reactor was a 1/4"
o.d. stainless steel tube from Swagelok. The wall thickness of this tube was of 0.035" and the
length was cut to 12" to give a reactor volume of 5 mL. The remaining tubing in this reaction
system was 1/16" o.d. (0.04" i.d.) from Idex. The flow rates for solutions from reservoir #1 and
#2 were controlled manually with double piston HPLC pumps (Waters, model 510), and the flow
rate of the quench stream in reservoir #3 was controlled manually with a single piston HPLC
pump (Dynamax, model SD200). These pumps were calibrated with water using a stopwatch
and volumetric flask method. The ratio of the flow rates of reservoir #1, #2, and #3 remained
constant at 1:1:1, and the residence time was adjusted by manipulating the combined flow rate of
reservoirs #1 and #2.
A heating tape (Omega) was used to heat solutions from reservoirs #1 and #2 before
mixing at the T-connector. The tubing in this pre-heating zone was approximately 1 m long for
each reagent. A second heating tape (Omega) was used to the heat the static mixer and the
reactor. A handheld temperature processor (Omega, HH202A, K-type thermocouples) was used
to measure the temperature in these sections. Each heating tape was connected to a variac
(variable transformer) and the power output to the heating tape was manually adjusted to provide
the desired temperature. A 1,000 psi back pressure regulator (Idex) was added downstream of
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the reactor to ensure stable flow from the HPLC pumps and prevent degassing of the solution.
The reaction was quenched by mixing the outlet stream with TFA stream in an interdigitated
micromixer before collection.
V CN
Figure 6-3: Meso-scale system design used for Knoevenagel scale-up.
Components highlighted in red indicate a component that was in contact with heating tape. TC represents
thermocouple measurement and the 1,000 psi back pressure regulator is denoted by BPR.
Six experiments were performed at 15, 30, and 60 s at temperatures of 90 and 100 *C.
Three samples were collected for each experiment. One milliliter aliquots were taken from the
collected material, and 6 pL of this sample were injected into the HPLC via an autosampler
(Waters, 717 plus autosampler). Analysis was performed using the same techniques described in
Chapter 4.2.1.2.
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6.1.2.3 Results and Discussion
Results from the Knoevenagel condensation scale up are shown in Figure 6-4. Although
the tight 95% confidence intervals suggest that experiments were repeatable, the resulting yields
in this mesoflow system were significantly less than those values that were observed in the
microreactor system. There are several potential explanations for these discrepancies. The
characteristic time scale for thermal equilibrium in the pre-heating zone is approximately equal
to the actual time that the material resided in this zone. Therefore, if there was imperfect contact
between the heating tape and the sections of tubing in the pre-heating zone, the reagent streams
would not be fully heated to the reaction temperature and the reaction would proceed non-
isothermally. This outcome could also exist if perturbations to the temperature in the pre-heating
zone occurred, but were unnoticed due to limited temperature measurements. Additionally, if a
dispersion coefficient of 5x10- 3 m2/s is assumed for the flow conditions of a 30 s residence time,
a Bodenstein number of 0.1 is calculated for this reactor. This value indicates that there was a
significant level of axial dispersion in this reactor at the flow rates explored. The expanding and
contracting connections upstream and downstream of the reactor could have also introduced
stagnant mixing zones. Both the axial dispersion and the dead volume broaden the residence
time distribution, which can also play a significant role in lowering the yield for second order
reactions.
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Figure 6-4: Yields of 60-fold reaction scale up in meso-scale flow reactor.
Reaction yield obtained in the microreactor are shown in red.
6.1.3 Analysis of Technique
Directly transferring the optimum conditions obtained in the automated microreactor
system to larger mesoflow reactors appeared to be appropriate for one reaction type, and ill-
suited for a different reaction type. For the Knoevenagel case study, several explanations were
offered to justify the differences in the reaction yields that were observed in the microreactor and
in the mesoflow reactor. These problems were related to the reactor configuration, indicating
that direct transfer of reaction conditions from smaller to larger flow systems will result in an
unsuccessful scale up when fluid dynamics play a key role in the reaction. However, rather than
going through the rigors of modeling the fluid dynamics in mesoflow reactors for each scale up
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applications, determining when directly transferring reaction conditions to larger reactors is
appropriate can be done through a time scale argument.
The characteristic time scale for a reaction, tm, is defined by Eq. 6.1, where k is the rate
constant, C" is the initial concentration of the reagent in excess, and n is the overall reaction
order.
1
trxn kC"n 6.1
The time scale for mixing by diffusion in a static mixer can be estimated through Eq. 6.2, where
R, is the radius of the packing material in the static mixer, and D is the diffusion coefficient.
tD,SM D2
D
Again, the time required for heating a reaction stream in the axial position is derived from the
Graetz problem with the characteristic time scale defined by Eq. 6.3, where K is a constant, Pe is
the Peclet number, R is the channel radius, and U is the average axial velocity.
K.Pe-R 6.3
U
Furthermore, moving from a microreactor to a mesoflow reactor can result in a higher degree of
axial dispersion. Therefore, the reaction would behave less like a plug flow reactor (PFR) and
more like a laminar flow reactor (LFR). The degree of axial dispersion is assessed by a
Bodenstein number, Bo, which relates the axial convective forces to the back-mixing from axial
dispersion.
UL
Bo , 6.4
D*
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Small Bo values indicate that there is a large deviation from plug flow, but a small value does not
necessarily indicate that there is a large deviation from the results that would be obtained in a
PFR. To make this assessment, a comparison between the kinetic time scale and residence time
distribution is required. For first order reaction kinetics with a conversion of X, the deviation
from plug flow has a magnitude of ln( 1 -X)2/Bo;218 therefore reactor dimensions and conditions
that satisfy Eq. 6.5 should be selected to ensure that the kinetic data is accurate for reaction
optimization and scale up applications.
2In I-Xf = o <<I for negligible dispersion effects 6.5
Comparison of PFR and dispersion models for reaction rate expressions other than first order
have been provided in previous reports.229 At times this analysis is performed with a similar
metric, the Pclet number, Pe, where the molecular diffusion coefficient, DAB, is used to
characterize the radial diffusion. Because D* is typically much larger than DAB, careful attention
should be given to the various correlations and formulae used to characterize axial dispersion.23 0'
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With these definitions, the relative time scales for the Heck reaction and the Knoevenagel
condensation are listed in Table 6.2.
Table 6.2: Relative time constants associated with the scale up of reactions.
Time Constants Disp. Metric
Reaction Res. time (t) trxn tDSM tGz fa
Heck 6m 1.5mb I s 2 s 0.7
Knoevenagel 30 s 15 sc I s 5 s 15
a: Conversion determined from data of automated optimization investigations.
b: Rate constant estimated as 0.07 M~'min 1 by assuming 2"d order irreversible reaction rate using data from automated optimization
experiments.
c: Rate constant estimated as 0.6 M-1s-' by assuming 2"d order irreversible reaction rate using data from automated optimization experiments.
d: Characteristic length used in calculation corresponds to radius of tubing in the pre-heating zone, 0.04".
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Although both reactors follow the trend t > tan > tGz > tD,SM, the range of these time
constants is much smaller for the Knoevenagel condensation than that of the Heck reaction.
Consequently, the reaction outcome of the Knoevenagel is more susceptible to disturbances in
mixing and heat transfer. Furthermore, the dispersion metric, f, is significantly higher in the
Knoevenagel case study than it is for the Heck reaction. Therefore, the width of the residence
time distribution for the tube reactor is broad for the Knoevenagel condensation.
Rather than limit successful reaction scale up to applications where there is a large span
in the process time constants, as was the case for the Heck reaction, an alternative approach to
scale up would involve modeling the reaction environment in the microreactor and the mesoflow
reactor system to determine the appropriate operating conditions.
6.2 Model-Based Approaches for Reaction Scale Up
In addition to predicting optimal reaction conditions, kinetics can be used to facilitate
scale up by modeling the reaction environment for a given reactor configuration. Kinetics can
also be used in the design of more sophisticated reactors, such as those with sequential addition
of a reagent, recycle loops, and non-isothermal reactors. Realization of these goals is dependent
on the precision of the kinetic estimates. The concentration and temperature gradients that can
exist in flask reactors provide misleading kinetic information. Using microreactors to study
reactions furnishes experimenters with the so-called "intrinsic kinetics," the observed kinetics
when mass or heat transfer limitations are not present. Therefore, intrinsic kinetics are capable
of describing the extent of reaction regardless of reactor size. The Diels-Alder reaction of
Scheme 5.1 that was investigated in Chapter 5 was scaled up by a factor of 500 by using the
kinetics obtained through the automated microreactor system to model the reaction.
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6.2.1 Case Study: Diels-Alder Reaction
6.2.1.1 Experimental Procedure
General method
General experimental information for this reaction was reported in Chapter 5.2.2. DMF
from Omnisolv was used as purchased for the scale up experiments.
Preparation of maleic anhydride solution To a 1 L volumetric flask was added maleic anhydride
(196 g, 2 mol) and made up to I L with DMF. The contents were transferred to a I L glass flask,
agitated vigorously by hand to ensure a uniform mixture, and charged into the cylinders of an
Isco 500D syringe pump.
Preparation of isoprene solution To a 1 L volumetric flask was added isoprene (136 g, 1 mol),
biphenyl (42.4 g, 275 mmol) and made up to 1 L with DMF. The contents were transferred to a
1 L glass flask and agitated vigorously by hand to ensure a uniform mixture. The flask was
submerged in an ice bath to prevent the isoprene from vaporizing into the head space. A Fuji
super metering pump was used to pump the isoprene solution into the AFR system.
6.2.1.2 Advanced Flow Reactor System Design
A schematic of the AFR system for scale-up is shown in Figure 6-5. A high pressure Isco
pump and a Fuji Super Metering pump were used to deliver maleic anhydride and isoprene,
respectively. Two plates were used to pre-heat the reagents to the reaction temperature before
entering the first reaction plate. A static mixer in the first reactor plate was used to create a
uniform mixture. Previous reports indicated that mixing in these devices is sufficient for flow
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rates above 15 mL/min for each reagent.232 Reaction temperature was controlled by pumping
Kryo 55 oil with a Lauda circulating bath (Integral XT 150) through the two 18-channel heat
exchangers that cap the reaction channel. Temperature was monitored by measuring the
temperature of the heating oil with thermocouples at the positions marked in Figure 6-5. The
glass thickness between the heat exchange fluid and the reaction channel was measured to be
2 mm. An adjustable back pressure regulator was added to the outlet to prevent solvent
degassing during reaction.
After reaching thermal equilibrium and setting the flow rates of the Isco and Fuji pumps,
the system was flushed for three reactor volumes (180 mL) to ensure steady-state sample
collection. Reaction samples were taken by collecting approximately 20 mL of the reaction
outlet stream into 80 mL of DMF, which was kept in a 100 mL flask and chilled in an ice bath
prior to and during experimentation. These samples were analyzed by HPLC using the isocratic
method involved in the microreactor investigations.
6.2.1.3 Reaction Modeling of AFR System
The overall heat transfer coefficient in Corning AFR systems was previously reported by
Lavric for a combination of fluids pumped through the heat exchanger and reactor channels.m
Data from Lavric for the experiments that involved silicone oil as the heat exchanger fluid to
heat toluene at various flow rates was used in this investigation. The overall heat transfer
coefficient is described as a series of resistances. As depicted in Eq. 6.6, these resistances
include the thermal resistance to convective heat transfer of the heating oil (1/hou1), the thermal
resistance to conductive heat transfer through the Pyrex between the heat exchanger and the
reaction channel (6/kpyrex), and the thermal resistance to convective heat transfer in the reaction
stream (hrxn).
135
-I-
1~
ck pressure regulator
TC thermocouple
-- TC
Figure 6-5: Illustration of Corning AFR system used to scale-up reaction by a factor of 500.
U-=
hi kpyrex h
hk convective heat transfer coefficient of heating oil
S = thickness of Pyrex between heat exchanger and reaction channel
kpy = thermal conductivity of Pyrex
hrx= convective heat transfer coefficient of reaction stream
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The overall heat transfer coefficients reported by Lavric for toluene flow rates that span the flow
rates used in this scale up investigation are listed in Table 6.3.
Table 6.3: Overall heat transfer coefficient in Corning AFR system as a function of toluene flow rate through
the reactor channel.
Toluene flow rate UHX X I 5 UHX
(mL/min) (W/m 3K) (W/m 2K)a
10 1.7 70
30 4.6 185
60 8.8 350
a: Heat transfer coefficients were converted from units of W/m 3K to W/m 2K by multiplying second column data by typical surface area/volume
ratio of AFR plates, 2500 m2/m3.
Over the range of flow rates listed in Table 6.3 the heat transfer coefficient is linear and can be
modeled by Eq. 6.11, where F is the toluene flow rate in units of mL/min.
U, [Wm2K 6F 6.11
This linear trend was expected to hold true for this scale up investigation since the fluidic
properties of toluene are similar to that of the solvent in the Diels-Alder reaction, DMF.
Additionally, it was anticipated that the UHX values determined by Eq. 6.11 underestimated the
true heat transfer coefficient value because 1) the flow rates of the heating fluid used in this scale
up work were twice that of the one used in Lavric's work and 2) the thermal conductivity of
DMF is slightly larger than that of toluene. These features would result in equal or larger values
of h0 it and larger values of hni.
The following thermophysical properties were used in the scale up calculations.
Thermophysical properties for the reaction stream were approximated to be that of the solvent,
DMF.
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Table 6.4: Thermophysical properties of reaction stream.
Thermal conductivity (W/mK) 0.178
Density (kg/m 3) 949
Kinematic viscosity, (m2/s) 7.3 x 10-7
Heat capacity (J/kgK) 2,106
Assuming PFR behavior, the odel5s function in Matlab was used to model the isoprene mass
and energy balances (Eqs. 6.12 and 6.13, respectively) in the AFR. Due to the large flow rate of
the heating oil in comparison to the reaction stream flow rate, the temperature of the heating oil
(Tou) remained relatively constant. The heat of reaction was assumed to be -142.7 kJ/mol,22 1 and
the channel dimensions were measured as 4 x 2 mm. Over the range of reaction flow rates
investigated in this work, the values of the overall heat transfer coefficient ranged from 170 to
420 W/m 2K. A dispersion coefficient of 2.6 x 10-3 m2/s was measured using an UV detectable
tracer injection, and was used to calculate the residence time distribution given by Eq. 6.14.
Results from the tracer injection experiment are given in Figure 6-6, and the dispersion
coefficient was calculated according to Eq. 6.16. The isoprene concentration exiting the AFR
system was computed by incorporating the solution from Eqs. 6.12 and 6.13 into the RTD
model, as shown in Eq. 6.15.
dCU ' =-kC2  6.12
dl
udT UMP T -T7,dT, = U""- -kC 2 AHJ 6.13
Sdl e Acs
E t = exp - . 6.14
4zrD I 4D t
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Figure 6-6: Tracer injection curves through a single AFR module.
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6.2.1.4 Results and Discussion
Experimental results are compared to the scale up model predictions in Table 6.5, and
were found to be in excellent agreement with one another. The predicted isoprene conversion
values were consistently higher than the observed experimental conversion. This feature is
attributed to the underestimated value of the overall heat transfer coefficient, causing the
tI thank Patrick Heider for the tracer injection data.
139
6.15
exotherm predicted by the scale up model, which had a maximum value of +50C, to be larger
than what would be observed experimentally.
Table 6.5 Predicted and experimental conversion for scale up investigation for Diels-Alder reaction.
Entry Samples Time (min) Temp. ("C) Experimental Predicted
1 2 1.5 110 78.1 ±0.4 80.5
2 3 2.0 100 82.6 ±0.1 84.7
3 3 2.5 110 85.2± 1.0 87.5
4 2 1.0 126 83.5 ± 3.1 84.8
6.2.2 Analysis of Technique
The Diels-Alder reaction was successfully scaled up by a factor of 500 by using data
from 12 automated experiments with a microreactor, a simple RTD experiment to estimate the
dispersion coefficient, and solving common material and energy balances. This is the first
demonstration of transferring information from a microreactor to a different reactor environment,
as well as the largest scale up demonstration from a microreactor. Additionally, this reactor
modeling approach could be used to determine how the reaction would perform in different
reactor configurations, such as a continuous stirred tank reactor, a sequential addition reactor, or
a recycle reactor. The kinetic information could also be used for other components of process
development, such as optimal control frameworks. These reasons suggest that the scale up by
reactor modeling is the superior approach.
The method of scaling up by reactor modeling, however, also requires more information
than the method where the conditions in the microreactor are directly transferred to a larger
reactor. At the minimum, the reactor modeling scale up approach also requires heat transfer and
RTD studies in the larger reactor, as well as calorimetry studies on the lab scale to determine the
heat of reaction. At times this information may be readily available, but at other times it may be
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prohibitively difficult to ascertain. Furthermore, as demonstrated in the Heck reaction, the scale
up method by directly transferring conditions is appropriate when the reaction time scale is
orders of magnitude larger than the transport time scales. In many continuous-flow, multi-step
synthesis schemes, a process is bottlenecked by a single operation, such as slow reaction.
Therefore, the decision for which reaction scale up approach to apply requires knowledge of the
entire process. If the reaction in the overall continuous-flow synthesis is operated such that T >
trn >> tGz ~ tD,SM, then direct transfer of the microreactor conditions to the mesoflow reactor
should be successful; otherwise, the reactor modeling scale up approach should be followed.
6.3 Conclusions
Two reaction scale up methods were explored and critiqued to determine the appropriate
application of each technique. In both methods, microreactors were used to extract a wealth of
reaction information for scale up while requiring a minimal amount of starting reagents. The
ability to use 1 - 10 g of material in the laboratory, and then scale the reaction up by a factor of
500 is greatly appealing to pharmaceutical research and development. Furthermore, the speed at
which this scale up can be performed is impressive. For the Heck reaction, the automated
microreactor system optimized the reaction in two days, and the scale up study was one day.
Similarly, the kinetics of the Diels-Alder reaction were determined in two days, and then scaled
up in a single day. Although these timeframes will vary with the reaction and analytical
techniques, it is a significant improvement over current pharmaceutical practices.
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Chapter 7
Extensions to Automated Microreactor
System for Reaction Development
The synthesis of an active pharmaceutical ingredient involves several reaction and work-
up stages. Accordingly, the focus in microchemical research has shifted from investigations that
use single unit operations to those that integrate microreactors and microseparators to create a
microchemical system. 5' Similarly, future development of the technology established in this
thesis research will be used to optimize multi-step syntheses. Towards this end, an automated
microreactor system was developed to optimize a two-step reaction - the synthesis of aromatic
amines via sequential palladium-catalyzed amination and Suzuki-Miyaura cross-couplings.
In addition to increasing the number of reaction steps explored with an automated
microreactor system, the technology must be able to manage the different types of reactions
common in pharmaceutical research. Palladium-catalyzed reactions that form carbon-carbon and
carbon-nitrogen bonds are standard steps in the synthesis of API's. However, these reactions are
difficult to perform in a continuous flow manner because they typically generate an insoluble salt
by-product that clogs the microreactor. A method developed in collaboration between the Jensen
and Buchwald Research Groups identified the application of acoustic forces as a technique to
prolong Pd-catalyzed aminations in continuous-flow reactors.23 5  Ultimately, however, the
continual salt build-up on the microreactor walls clogs the device and the synthesis must be
halted to clean the reactor. This user intervention can be eliminated by using the automation and
feedback techniques that were developed in this thesis research to monitor the solid formation
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and initiate the removal of solids before the reactor clogs. Advances in this technology will
expand the applications of online reaction optimization and kinetic modeling with automated
microreactor systems to reactions that produce solids.
7.1 Automated Reaction Profiling for Multi-Step Synthesis t
Because reaction systems are coupled, such that the output from one reactor will affect
the outcome of the subsequent reaction, future research will investigate finding the reaction
conditions that optimize a process rather than an individual reaction. To initiate this research, an
automated microreactor system was developed to profile multi-step syntheses. A palladium-
catalyzed amination and subsequent Suzuki reaction to afford aromatic amines was selected as
the example synthesis (Scheme 7.1). Because homogenous reactions with organic bases have
limited success,12, 236 these reactions were investigated under biphasic flow conditions with
inorganic bases. The amination is sensitive to the concentration of the aniline 15, but an excess
of 15 will promote the formation of the undesirable diamine 17. Additionally, it is important to
achieve complete amination of 14 because any unconverted material will couple with the boronic
acid 18 during the following Suzuki reaction. The ideal synthesis conditions, therefore,
correspond the following outcomes:
* The yield and selectivity of N-(3-chlorophenyl)-3-(trifluoromethyl)aniline 16 is high.
* The reaction is not performed at excessively long residence times.
* The aryl halide 14 is completely converted.
tThis work was done in close collaboration with Dr. Patrick Bazinet, who at the time, was a post-
doctorial associate in the research laboratory of Professor Stephen Buchwald.
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Scheme 7.1: Palladium-catalyzed amination and subsequent Suzuki reaction that were profiled in automated
microreactor system.
7.1.1 Experimental Procedure
The biphasic amination reaction was first investigated using an automated system that
consisted of syringe pumps, standard fluidic connections and tubing (Idex), and a fraction
collector (Gilson FC 204). A schematic of this system is given in Figure 7-1, where syringe
pump 'A' contained 3-bromochlorobenzene 14 (2.0 M), allylpalladium chloride dimer (10 mM,
0.5 mol%) and BrettPhos (24 mM, 1.2 mol%), syringe pump 'B' contained 3-
(trifluoromethyl)aniline 15 (2.0 M) and tetrabutylammonium bromide (TBAB) (0.1 M, 5 mol%),
and syringe pump 'KOH' contained an aqueous solution of 2.0 M KOH. The reaction was
quenched with a biphasic stream of 1:1 butyl acetate: water. To promote mass transfer mass
transfer throughout the reaction, a packed-bed microreactor was created from 1/4" stainless steel
tubing (Swagelok, 0.21" i.d) and packed with 60-125 pm stainless steel spheres (Duke
Scientific). The void volume of this reactor was 140 pL. Heating was achieved by submersing
the packed-bed reactor in an oil bath equipped with an immersion heater. LabVIEW software
was developed to control the syringe pumps, fraction collector, and immersion heater. The
program used for these investigations was "profile.vi" and the specific directions to its operations
are given in Appendix J.
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Figure 7-1: Schematic of automated microreactor system for amination investigation.
Experimental conditions were computed based on input parameters associated with each
reaction variable. Once an experiment began, the system was equilibrated until the bath
temperature was within 1 C of the set point temperature. After thermal equilibrium, the system
was flushed with four system volumes of reagent material to ensure steady-state data collection.
During this period, the reaction was collected as waste. After purging the system, the program
advanced the fraction collector and took two 100 pL samples of reaction material. Once the
samples were collected, the program advanced to the next set of experimental conditions and the
process was repeated until all experiments were performed. Samples were analyzed off-line by
HPLC.
145
During the amination investigation, the reaction temperature was kept constant at 800C
and the stoichiometric ratio of KOH was maintained at 4 equivalents. The equivalents of 15 was
varied from 0.95 to 1.10 in increments of 0.05, and the range of residence times examined
spanned 25 to 235 s in increments of 35 s. The combination of these conditions corresponds to a
total of 28 experiments. Analysis was performed offline by UPLC.
After analyzing the results from the amination, a second microreactor system was
developed where the outlet of the amination reactor was combined with the 2-
methylphenylboronic acid 5 in a second packed-bed microreactor. A schematic of this multi-step
automated system is given in Figure 7-2. The syringe pumps 'A', 'B', and 'KOH' were loaded in
the same manner as previously discussed, and syringe pump 'C' contained 18 (1.5 M) and SPhos
(19 mM, 1.5 mol%). The flow rates for the components involved in the amination were constant
at 8.48, 8.48, and 33.93 pL/min for syringe pumps A', 'B', and 'KOH', respectively. The
temperature for both reactors remained constant at 80C. The automated microreactor system
was used to examine the yield of 6 as a function of the residence time in the second reactor and
the equivalents of 5. Due to the limited degrees of freedom, investigating various residence
times for the Suzuki reaction required using several packed beds of varying volumes. The void
volumes of these reactors were 885, 1284, and 2624 pL.
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Figure 7-2: Schematic of automated microreactor system used for multi-step synthesis investigation.
To vary residence time for the Suzuki reaction, several packed-beds of various void volumes, VR, were used.
These void volumes correspond to 855, 1,284, and 2,264 pL.
7.1.2 Results
The yield of the desired intermediate 16, the undersirable diamine 17, and the fractional
amount of 14 unconverted in the amination investigation are given in Figure 7-3, Figure 7-4, and
Figure 7-5, respectively. The results suggest that amination of 14 was complete after
approximately 130 sec. Longer residence times, when complete conversion of 14 was achieved
and the excess of analine 15 remained in solution, only resulted in amination of the desired
intermediate 16 to form 17. Diamine 17 was formed in every case with yields ranging from 3%
to 11%. Additionally, when less than 1.05 equivalents of 15 were employed, the generation of
17 prevented complete conversion of the aryl chloride 14. The most desirable reaction outcome
corresponded to residence times greater than 95 s and 1.05 equivalents of 15. These conditions
resulted in a 92% yield of the intermediate 16 and only a 6% yield of the diamine 17.
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Figure 7-3: Yield of intermediate 16 as a function of residence time and equivalents of 15.
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Figure 7-4: Yield of undesirable diamine 17 as a function of residence time and equivalents of 15.
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Figure 7-5: Fractional amount of 14 that was uncoverted in amination reaction as a function of residence
time and equivalents of 15.
Results for the Suzuki reaction investigation are shown in Table 7.1. The experiments
performed with the 855 pL reactor resulted in yields of 77-86% and incomplete conversion of
the intermediate 16. This observation suggested that residence times longer than 13 min. were
required. The use of the 1,284 pL reactor allowed a residence time of 20 min. to be examined,
and resulted in modest increases to the conversion of the intermediate 16. Increasing the reactor
size to 2,624 pL extended the residence time to 40 min., which resulted in yields of 84-89% of
the desired product 19. Complete conversion of 14 was observed when 1.2 equiv of boronic acid
was used, along with the expected amount of diamine 15 (6%).
Table 7.1: Yield of product 19 as a function of residence time and equivalents of 18 for Suzuki reaction
investigation.
2 "d Reactor Volume (Residence Time)
ArB(OH) 2 855 pL (13 min) 1284 uL (20 min) 26244pL (41 min)
(equiv) I (%) 2 (%) 3 (%) 1 (%) 2 (%) 3 (%) 1 (%) 2 (%) 3 (%)
1.0 13 5.5 77 11.3 5.4 78 4.0 6.0 84
1.1 8.7 5.6 81 5.1 6.4 85 1.1 5.7 88
1.2 4.3 5.7 86 4.2 6.8 85 0 6.0 89
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7.1.3 Conclusions from Automated Mult-Step Reactor System
Quickly and efficiently exploring a span of reaction conditions provides insight to the
reaction behavior that can be used to optimize a multi-step process. This abundant amount of
information can be used to examine how the rate limiting step in a reaction pathway or synthesis
process changes under different operating conditions. Process engineers can utilize these results
to design efficient process with multiple recycle loops, as well as to implement tight process
control strategies. Both of these techniques are promising methods for maximizing API yield in
a continuous flow process.
7.2 Reaction Development of Chemical Synthesis Involving
Solids
A 2005 study by Roberge et al. considered which reactions in the fine chemical and
pharmaceutical industry would benefit from the improved mixing and heat transfer in
microreactor technology.1 This survey considered 86 reactions, and concluded that continuous-
flow processing would be advantageous for half the reactions. However, only 37% of this
reaction subset could physically be performed in a microreactor due to the presence of a solid
phase. Several techniques, including gas-liquid segmented flow, ultrasonics and clever pumping
mechanisms, have been incorporated with microreactor technology to prevent solids from
clogging the channels. 237,238 For palladium-catalyzed coupling reactions, the integration of these
technologies prolong the continuous-flow operations. However, the insoluble salt by-product of
these reactions deposits along the reactor wall, inevitably clogging the reactor. By incorporating
the feedback and automation methods that were developed in this thesis research, the reaction
progress can be monitored and methods can be initiated to remove the accumulated solids from
the reactor.
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The amination of p-chloromethoxybenzene 21 was selected as the model reaction for this
investigation (Scheme 7.2). Investigations by Dr. Ryan Hartman of the Jensen Group and Dr.
John Naber of the Buchwald Group demonstrated that this reaction could be operated for an
extended amount of time in a 0.04" PFA tubing in a heated ultrasonic bath. The deposition of
NaCl along the reactor walls eventually clogged the reactor, and required rinsing the reactor with
water. Before this water-wash, however, the reactor was purged with dioxane. This dioxane-
flush was required to prevent the t-BuONa from hydrolyzing and forming NaOH, which is also
insoluble in dioxane. Therefore, an appropriate wash cycle for continual synthesis involves an
initial dioxane purge to remove all reactant material from the reactor, a water-wash to solubilize
and remove the accumulated NaCl from the reactor, and a second dixoane purge to return the
reactor to anhydrous conditions.
C1 H2 N XPhos precat. (1 mol%)
t-BuONa
S+dioxane, 801C 1 
+ NaC1
MeO MeO
(21) (22) (23)
Scheme 7.2: Amination of p-chloromethoxybenzene was selected as example reaction to study reactions that
generate solid by-products.
7.2.1 Automated Microflow System for Reactions with Solidst
The automated microflow system developed to profile reactions that produce solid by-
products is shown in Figure 7-6. This system consisted of syringe pumps to control the flow
rates of the reagent, dioxane, and water streams, four 3-way solenoid valves (Burkert, 24V
t This work was done in close collaboration with Dr. Ryan L. Hartman, who at the time was a post-
doctorial associate in the research group of Professor Klavs Jensen, and Dr. John Naber, who at the
time was a graduate student in the research group Professor Stephen Buchwald.
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actuation, 1/8" NPT fittings, 1/8" NPT to 1/16" bushing to make fluidic connections), and a
pressures sensor (Honeywell, model 193C300PG4K). A 240 pL reactor was created using 0.04"
PFA tubing, which was coiled and submerged in an ultrasonic bath (Branson). The bath was
heated to 80"C with an immersion heater. A K-type thermocouple (Omega) was also submerged
in the ultrasonic bath, and a PID controller (Omega, CN9000 series) was used to maintain the
reaction temperature of 80 0C.
a watr Reagents Water b Water Reagents Water C Water Reagents Water
Doxane V3 VI V2 V4 Diocane Diomane . V3 VI V2 V4 Dioxane Dioxane V3 VI V2 V4 DiOane
d water Reagents water Water Reagents Water water Reagents water
Droxane V3 Vi V2 V4 Dioxane Dioxane V3 Vi V2 V4 Dooxane Dioxane V3 Vi V2 V4 Dioxane
Y 
Yoan 
Y
Figure 7-6: Automated system for profiling reactions that produce solid by-products.
(a) Schematic of the components involved in the microfluidic system. The reaction continues until the
pressure surpasses a specified threshold (b), above which a the flush cycle begins with a dioxane purge (c), a
water-wash (d), a second dioxane purge to return the reactor to anhydrous conditions (e) before starting the
reaction (f). Actuated 3-way solenoid valves are denoted by V and are indexed from 1-4, the pressure sensors
is denoted by P, and the heated ulatrasonic bath is denoted by S.
7.2.2 Experimental Procedure
The reagent solutions were loaded onto a single syringe pump in 12 mL Norm-Ject
syringes. One syringe contained p-chloromethoxybenzene 21 (0.43 M) and aniline 22 (0.36 M)
in dioxane. The second syringe contained the base, sodium tert-butoxide (0.5 M), and the
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XPhos-precatalyst (1% mol) in dioxane. Anhydrous dioxane was loaded into two 50 mL Norm-
Ject syringes and loaded onto a single syringe pump. Deonized water was loaded into two 50
mL Norm-Ject syringes and loaded onto a single syringe pump.
The following discusses the experimental protocol that was developed for reactions that
produce solid by-products. The reaction streams flowed at 40 pL/min each to provide a 3 min.
residence time (Figure 7-6b). The synthesis would continue until the voltage from the pressure
sensor surpassed 100 mV. An excitation voltage of 10 V was provided to the pressure sensor.
Once the signal exceeded 100 mV, the reagent syringe pump was stopped, and valves V1 and V2
were activated. One milliliter of dioxane was then pumped through the system at a flow rate of
500 pL/min for one minute (Figure 7-6c). After the dioxane purge, valves V3 and V4 were
activated and one milliliter of water was pumped through the system at rate of 500 pL/min
(Figure 7-6d). Valves V3 and V4 were then deactivated and eight milliliters of dioxane were
pumped through the system at 500 pL/min (Figure 7-6e) to return the system to an anhydrous
state and continue with the reaction (Figure 7-6f). The LabVIEW program created for this
application was "Solidsreaction.vi" and the details of the operation are provided in Appendix K.
7.2.3 Results and Discussion
After developing the protocol described above, a preliminary investigation was
conducted. In this simple experiment, two cycles were performed and two reaction samples were
collected. The pressure profiles recorded for these experiments are shown in Figure 7-7. The
first experiment, denoted by the blue line, continued until the signal from the pressure sensor
exceeded 100 mV at approximately 750 s, at which time the wash cycle began. The pressure
spikes noticed before the wash suggested that a bridging mechanism was responsible for reactor
clogging.239, 240 Once the wash cycle was complete, the system returned to the reaction settings.
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This second experiment, denoted by the red line, indicated that the flushing protocol was
effective because the pressure for the second experiment returned to value that was observed in
the first experiment. This reaction continued until approximately 2,000 s when the signal from
the pressure sensor once again exceeded 100 mV. The yields collected for these experiments
were approximately 83%.
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Figure 7-7: Pressure profile for preliminary experiments in automated microflow system for reactions that
produce solid by-products.
A second system was proposed and constructed to use two reactors in parallel, so that one
reactor could generate product while the other reactor was being flushed. To make the process
more efficient, the large dead volume associated with the Burkert valves was avoided by using 3-
way micro-solenoid valves (Cole Parmer, 3-way 1/16" 12VDC). Additionally, the lower power,
the direct lift mechanism of the valve stem, and the position of the motor in these micro-solenoid
valves reduced the heat that reactant material would be exposed to in these valves. An efficient
and effective experimental protocol was being developed at the time this thesis was written.
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7.2.4 Conclusions
An automated microflow system was developed to monitor and profile reactions that
generate solid by-products. The initial results are encouraging and suggest that this reaction
class, which was once considered impossible to run in a continuous-flow manner, can also be
explored in an automated microreactor system to rapidly determine the optimal operating
conditions and kinetic parameters. This wash-system can also be used to remove palladium
black from microreactor channels, a notorious problem associated with studying palladium-
catalyzed reactions at warmer temperatures. 2 Furthermore, developing control strategies for
solenoid valves and the starting and stopping of syringe pumps enabled different reagents to be
introduced into the reactor system. This feature creates the possibility of using the automated
microreactor system for integer optimization so that discrete variables, such as the ligands and
the substrates of a reaction, are optimized in addition to the traditional reaction variables.
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Chapter 8
Conclusions and Outlook
8.1 Summary of Thesis Contributions
A reoccurring theme throughout this thesis research has been the use of automated
microreactors systems to quickly and efficiently gather reaction information. The systems were
designed to achieve a high throughput rate of experiments, to use a minimal amount of material
for each experiment, and to obtain accurate reaction information that could be applied to various
reactor scales. Ingraining these concepts into the various systems will facilitate the adoption of
the technology into pharmaceutical research practices.
An automated microreactor system for library development was presented in Chapter 2.
Highlights from this system included the ability to perform over 800 automated experiments, and
the ability to use less than a milligram of reagent for each experiment. This technology presents
a superior alternative to the standard 96-well plate reactor for the investigation of fast reactions
or highly exothermic reactions because the transport time scales are enhanced in the microreactor
system. Additionally, designing the automation around a silicon microreactor permits the
exploration of reactions at unconventional synthesis conditions, such as high temperatures and
pressures. Consequently, highly hazardous reactions, such as fluorinations, lithiations, and
hydrogenations, can safely be performed at conditions not yet explored.
Incorporating an inline chemical detection method and a feedback algorithm greatly
improved the speed and efficiency of reaction optimization, as discussed in Chapter 4. As
demonstrated in several case studies, using previous reaction data to select sequential
experiments offered a more efficient approach to reaction optimization than the current method
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of running parallel experiments in flask reactors. With throughput rates as high as 1 experiment
every 10 minutes, optimization of a pharmaceutical reaction can occur in a single day instead of
several weeks. This decrease in developmental time and improvement to the precision of
reaction optimization is critical to pharmaceutical research, where time and small improvements
to yield are highly valued. In addition to being a powerful instrument for chemical research, this
technology serves as tool to evaluate the effectiveness and efficiency of new experimental
optimization algorithms. The most popular experimental algorithms will be those that find the
global solution and require few experiments (iterations).
The ability to incorporate a model-based optimization algorithm to rapidly determine the
kinetic parameters was illustrated in Chapter 5. Using a Diels-Alder reaction as an example, a
model discrimination method that used Information Theory and Bayesian statistics was applied
to find the global rate expression, and a D-optimal framework was used to precisely estimate the
kinetic parameters. Although the model-based algorithms employed were established decades
ago, the approach was not conducive for batch experimentation. The development of the
automated microreactor system provided a setting where these techniques would not be
laboriously prohibitive to process chemists and engineers. For the Diels-Alder example, 12
experiments were required to find the global kinetics. Here again, the developed technology
offered a more efficient method to extracting reaction information in comparison to the status
quo of running parallel experiments in flask reactors.
The information captured by automated microreactor systems can be used to facilitate
reactor scale up, as presented in Chapter 6. Two different scale up methods were discussed - 1)
the direct transfer of operating conditions from the microreactor to a larger reactor, and 2) the
application of accurate kinetics which were determined in the microreactor to predict the reaction
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behavior in a larger reactor system. As described in this section, successful application of these
two approaches was dependent upon the ratio of the important process time scales, and the
availability of information regarding the heat transfer, the fluid dynamics, and the residence time
distribution in the larger reactor system. This roadmap for scale up was applied to predict the
yield of the Diels-Alder reaction when it was scaled up by a factor of 500. A similar approach
could be used to scale up reactions in different reactor configurations, or to design custom
reactors with sequential inlets and recycle loops for improved yields.
Several advances to automated microreactor systems for future research were discussed
in Chapter 7. One of these applications was in the chemical research area of multi-step synthesis
in continuous-flow systems. The selection of operating conditions that maximize the overall
yield of a process was simplified by rapidly scanning reaction conditions sequentially in an
automated fashion. Understanding chemical outcomes for a variety of conditions is particularly
important when investigating highly interrelated reactions, where the outcome of a reaction
directly affects the performance of the next reaction. This was demonstrated in the two-step
palladium-catlayzed amination and Suzuki reaction example. The second application combined
automation and feedback with other process intensification techniques to monitor and profile
reactions that produce solid by-products. This capability is vital to pharmaceutical research
because many reactions generate a precipitate. Although the technology was specifically
designed to remove insoluble salts, the same approach can be used to strip other depositions from
microreactors, such as palladium black. The ability to control discrete variables, such as the
introduction of different reactant materials, expands the automated microreactor system
capabilities to include integer optimization.
158
The development of automated microreactor systems from this thesis have advanced the
field of integrated microreactors from useful tools for the synthetic chemists to intelligent
instruments capable of performing, analyzing, and determining sequential experiments to satisfy
reaction development goals.
8.2 Outlook for Automated Microreactor Systems
A salient feature of the automated microreactor system for screening applications was the
ability to automate over 800 experiments. While this approach can be used to rapidly generate
reaction libraries, it does not efficiently determine which combination of reagents result in a
reaction and which compounds do not. The integration of inline analysis, clustering algorithms,
and chemoinformatics, a computational field of research used in drug discovery to predict system
reactivity, can be used to focus on chemical systems that are most likely to react. The most
difficult part of this research will be identifying the best "descriptors" for the clustering
algorithms. However, the ability to use the automated microreactor to experimentally
discriminate and prioritize among the different descriptors will offer a significant improvement
over completely in silico techniques.
Including a feedback mechanism in the screening system can also be used to perform
mixed integer reaction optimization. For example, consider the Heck reaction discussed in
Chapter 4. Before the reaction yield was optimized over residence time and alkene equivalence,
a suitable base and ligand was selected based on several preliminary experiments. The superior
automated microreactor system will incorporate these integer variables in the optimization
procedure. This system would be ideal for evaluating the activity and the selectivity of different
catalyst sources for synthesis. The development and implementation of efficient algorithms
capable of optimizing nonlinear, non-convex problems will be necessary to solve this
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superstructure. Because the number of experiments that can be performed may be limited due to
availability of material, the convergence metric used in these optimizations should be carefully
considered.
The efficiency and capabilities of automated microreactor systems will increase
significantly as methods to integrate in-situ analytical methods with microreactors advance.
Capturing the concentration profile throughout the reactor provides exceptionally more
information than a single steady-state data point collected at the outlet of the reactor. An
automated microreactor system that monitors the response of a concentration profile to a change
in an input variable is amenable to dynamic optimization approaches. These techniques are ideal
for extracting kinetic parameters from just a few experiments, and can be used to find optimal
step-sizes for in gradient-based optimization techniques. Furthermore, advanced in-situ methods
and model-based algorithms can be combined to validate potential reaction mechanisms if
intermediates are detectable.
Complications for automated microfluidic systems compound as the size of the
microchemical network grows. Inline pumps, multi-stage counter-current separation systems,
and actuated valves with minimal dead volume that are compatible with conditions for typical
organic reactions represent a set of unit operations required to realize multi-step chemical
synthesis. Control schemes for these microdevices that offer stable operation with fast dynamics
are required for the adoption of multi-stage microchemical systems in total synthesis research.
As was demonstrated in the multi-step synthesis example in Chapter 7, the design space in
downstream reactors shrinks due to constraints in the upstream reactors. This contracting design
space is caused by the fixed volume of continuous-flow reactors. Development of an adjustable
volume microflow reactor, such as a tubular piston-reactor or a microchip where the flow of the
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reaction fluid is manipulated through channels of various volumes, would be ideal for the
efficient study of multi-step syntheses. Realization of effective complex systems will require
multidisciplinary collaborations among chemists, engineers, microfabricators, and software
developers.
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Appendix A: Fabrication Details of 5-
Port Microreactors
The run-sheet of the 5-port microreactors that were used in the reaction screening
example of Chapter 2 is shown below. With exception to the diesawing which was performed in
the Integrated Circuits Laboratory (ICL), all wafer processing occurred in the Technology
Research Laboratory (TRL) of the MTL at MIT. The machines that were used are abbreviated
and correspond to equipment identification tags used in CORAL software of the MTL. The
"code" column represents the cleanliness at any particular time during processing - brown
represents CMOS compatible, green denotes general silicon processing, and red indicates gold
and III-V metals general processing.
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First grow a protectie oxide on the wafers for sts etching. Then pattern and etch the backside of the silicon wafer using
nested masks to create the through-holes and capillary stands for the inlet and outlet ports. Then, etch the frontside of the
silicon wafer to create flow channels. Next, anodically bond the pyrex wafer to seal the flow channels. Finally deposit copper
around the flow Dorts and diesaw the devices.
6-inch Double Side Polished Silicon Wafer
6-inch Pyrex Wafer
STEP DATE FAC |# WAFS MACHINE ACTION NOTES CODE
TRL RCA
TRL 1 tube-a2
OXIDIZE WAFER
RCA clean wafer
grow wet oxide -0.4 urn (1000 C ~
45 min)
Used recipe 4 on the tube at
1000C to grow -4760A
(target 5000A)
PATTERN FLOW PORTS AND
2 STEPS (BACKSIDE)
TRL 1 HMDS
TRL
TRL
1 coater
1 prebake
TRL i oater
TRL I prebake
TRL
TRL
TRL
TRL
TRL
EVI
photowet- 1
posthake
acidhood
acidhood
Photolithography of Capillary Steps
Coat wafer with HMDS
Spincoat OCG 825 to define frontside
channels
Bake at 95*C fr 30 minutes
Spincoat OCG 825 to protect
backsidc
Biake a 95C f or 3t minutes
Expose resist for 1.5 seconds (4-hole
step mask)
Develop OCG 934:1:1, 1-3min
Posthake at 95*C for 30 minutes
BOE patterned Si2
piranha clean wafer
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General process:
material:
2.1
2.1.1
2.1.2
2.1.3
2.1.2b)
2. 1.3b
2.1.4
2.1.5
2.1.6
2.1.7
2.1.8
..........
TRL 1 HMDS
TRI I coa(tr
TRIL I prebake
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
TRL
1 coater
1 prebake
EVI
photowet-1
prebake
Photolithography of Through Holes
Coat wafer with HMDS
coat w aler with OCG825 to protcct
hacksde
Bake at 95 C 1r 30 i minutes
Double spincoat thick photoresist
AZP4620 on frontside to ~20pm
Bake at 95'C for 30+ minutes
Expose resist for 40 seconds to UV (5-
hole port mask)
Development, 5min
Postbake at 95C for 30 minutes
ETCH FLOW PORTS AND
STEPS (BACKSIDE)
Attach Handle Wafer
spincoat thick resist on handle wafer, use
coater attach wafer I wafe
prebake Postbake at 95'C 30 min
STS Etch Thru Holes
STS2 STS etch, recipe OLE2, 150 un
acidhood piranha clean wafer
Attach Handle Wafer
spincoat thick resist on handle wafer,
coater attach wafer 1 "targ
prebake Postbake at 95 0C 30 min
STS Etch Thru Holes And Capillary Steps
STS2 STS etch, recipe OLE2, 150 urn
acidhood piranha clean wafer
PATTERN FLOW CHANNELS
Photolithography for BOE Etch
Coat wafer with HMDS program 3 (if
humidity is >41% postbake for 30
HMDS mins befire HMDS)
Spin Coat photoresist AZ9260 to
coater 10pnm
prebake Bake at 90'C for 60 minutes
Expose resist for 45 seconds to UV in
EVI 3 intervals of l5sec
photowet- 1 Development, 3min AZ440
Coat photoresist OCG825 to I pm on
coater backside
prebake Bake at 90*C for 30 minutes
Pattern Oxide with BOE Etch
acidhood2 BOE Etch 7min
2.2
2.2.1
2.1.2b
2 1.2 h
2.2.2
2.2.3
2.2.4
2.2.5
2.2.6
3.1.1
3.1.2
3.2
3.2.1
3.2.2
3.3.1
3.3.2
3.4
3.4.1
3.4.2
target" pattern to attach
rs
et" pattern
4.1.1
4.1.2
4.1.3
4.1.4
4.1.5
4.1.6
4.1.7
4.2
4.2.1
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5 ETCH FLOW CHANNELS
5.1 Attach Handle Wafer
spincoat thick resist on handle wafer,
5.1.1 TRL I coater attach wafer I "target" pattern
5.1.2 TRL 1 prebake Postbake at 95'C 30 min
5.2 STS Etch Thru Holes And Capillary Steps
5.2.1 TRL 1 STS2 STS etch, recipe OLE2, 400 urn
5.2.2 TRL 1 acillxod piranha clean wafr
5.2.3 TRL acidlxod HFdip 15-20nfinutes
6 OXIDIZE CHANNELS
6.1 TRL rcaTRL RCA clean
6.2 TRL A2-WetOxBond Grow 5000A wet oxie
7 BOND PYREX WAFER
7.1 Wafer Cleaning
7.1.1 TRL acidhood piranha Pyrex and silicon wafers
7.2 Wafer Bonding
7.2.1 TRL EV501-620 Bond Pyrex and silicon wafers
8 DEPOSIT COPPER
8.1 TRL photoroom Align shadow mask
Deposit 100nm Ti and 500nm of
8.2 TRL ebeamAu Copper
9 ICL diesaw DIESAW DEVICES
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NOMM&M-
Appendix B: Operational Details of
the Standard Temperature Controller
The "temperaturecontroller.vi" uses a PID control strategy to adjust the duty cycle of
PWM power to the TE device. The duty cycle ranged from 0 to 100%. On the front panel, users
specify the temperature set point and the PID gains. Fast temperature response was observed
with Kc = 1, T1= 0.046 min, TD 0.388 min. The active cooling parameters are located in the
Matlab script located on the block diagram. Typically, cooling the microreactor occurred if the
TsP < (Tpv - 5) or if TSP was less than ambient temperature, which was set at 250C. If these
conditions were true, a response was set to the case structure containing the PID.vi. If cooling
was not necessary, the duty cycle signal was supplied to the solid-state relay module; otherwise,
a (100% - PID response) was sent to the relay module and a separate switch was thrown to
activate the DPDT switch.
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Appendix C: Nelder-Mead Simplex
Program for Online Reaction
Optimization
From the front panel, the user specifies the number of variables (N), the minimum and
maximum range of each reaction variable, the initial simplex size (a), initial conditions, and
reaction variable step sizes. Initial simplex coordinates are computed in the Matlab script
outside of the while loop, while all sequential experiments and algorithmic computations are
performed in the "main" Matlab script. Within this main script is the function "get expo" which
is used to determine the appropriate flow rates of the different syringe pumps. These flow rates
should correspond to the reagent and pump addresses established by the user before
experimentation.
Injection time(s) are controlled in "injection time" Matlab script. The first injection is
controlled by a user specified flush volume, typically 3-5 system volumes. After this volume has
been flushed, a relay is activated and the Rheodyne valve is adjusted to the inject position. The
valve returns to the load position after 1 minute. A subsequent injection occurs after the
specified HPLC analysis time passes; otherwise, the program sets the termination time for the
experiment and analyzes the chromatogram. Two analog output signals from the PDA,
corresponding to the absorbance at the specified wavelengths in the HPLC method created with
the Empower software, are recorded. This data is filtered to create a smooth chromatogram and
numerically integrated using the Matlab trapz function within the myarea subVI. The "analysis
Matlab" script computes the concentrations from these chromatograms and updates the objective
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function. Results are written in a file, and are used to determine sequential experiments
according to the Simplex Method.
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Appendix D: SNOBFIT Program for
Online Reaction Optimization
From the front panel, the user specifies the minimum and maximum range of each
reaction variable, the reactor volume, the syringe concentrations of the various compounds, the
maximum number of SNOBFIT iterations to call, the number of experiments to perform after
each call to the SNOBFIT function, and the percentage of class 4 points to be called after each
call to the SNOBFIT function. All experiments are selected in the main Matlab script, using the
"snobdriver labviewo" function. Within this main script is the function "get expo" which is
used to determine the appropriate flow rates of the different syringe pumps. These flow rates
should correspond to the reagent and pump addresses established by the user before
experimentation.
Injection time(s) are controlled in "injection time" Matlab script. The first injection is
controlled by a user specified flush volume, typically 3-5 system volumes. After this volume has
been flushed, a relay is activated and the Rheodyne valve is adjusted to the inject position. The
valve returns to the load position after 1 minute. A subsequent injection occurs after the
specified HPLC analysis time passes; otherwise, the program sets the termination time for the
experiment and analyzes the chromatogram. Two analog output signals from the PDA,
corresponding to the absorbance at the specified wavelengths in the HPLC method created with
the Empower software, are recorded. This data is filtered to create a smooth chromatogram and
numerically integrated using the Matlab trapz function within the mvarea subVI. The "analysis
Matlab" script computes the concentrations from these chromatograms and updates the objective
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function. Results are written in a file, and are used to determine sequential experiments
according to the SNOBFIT algorithm.
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Appendix E: Steepest Descent Method
for Online Reaction Optimization
From the front panel, the minimum and maximum range of each reaction variable, the
step-size for each reaction variable, the center point for the initial full-factorial DoE, the number
of center point repeats, and the tolerance on the gradient size for termination. All experiments
are determined in the "main" Matlab script. After performing the initial DoE and center point
repeats, an F-test is performed to evaluate the presence of the quadratic curvature. This test is
performed in the "Model_run_LOF(" function. If quadratic curvature is present, the
experimental design is automatically augmented with CCD points in the "codedexpptso"
function; otherwise the gradient is calculated using the "calcgrado" function. Within this main
script is the function "get expo" which is used to determine the appropriate flow rates of the
different syringe pumps. These flow rates should correspond to the reagent and pump addresses
established by the user before experimentation.
Injection time(s) are controlled in "injection time" Matlab script. The first injection is
controlled by a user specified flush volume, typically 3-5 system volumes. After this volume has
been flushed, a relay is activated and the Rheodyne valve is adjusted to the inject position. The
valve returns to the load position after 1 minute. A subsequent injection occurs after the
specified HPLC analysis time passes; otherwise, the program sets the termination time for the
experiment and analyzes the chromatogram. Two analog output signals from the PDA,
corresponding to the absorbance at the specified wavelengths in the HPLC method created with
the Empower software, are recorded. This data is filtered to create a smooth chromatogram and
numerically integrated using the Matlab trapz function within the mvarea subVI. The "analysis
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Matlab" script computes the concentrations from these chromatograms and updates the objective
function. Results are written in a file, and are used to determine sequential experiments
according to the Steepest Descent Method.
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Appendix F: Nelder-Mead Simplex
Method Used in Heck Reaction
This method is identical to that given in Appendix C, with the exception that a trigger is
sent to an Agilent 2600 series to begin the HPLC method. The results from the HPLC analysis
are recorded in a text file, which is imported by the program. By specifying the retention time,
the program selects the peak area corresponding to the desired component. This information is
used to update the objective function, and sequential experiments are determined by the Nelder-
Mead Simplex Method.
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Appendix G: Results from Multi-
Parameter Optimization in Oxidation
Case Study
Experiment Residence Temperature Cr0 3  [PhCH 2OH] Yield Selectivity
Time (s) (C) Equivalence x 103 (M) (mol/mol (mol/mol
1 60.0 50 1.00 8.00 21.0 66.4
2 64.4 68.5 1.09 8.22 20.0 46.2
3 78.5 54.3 1.09 8.22 19.0 41.3
4 64.4 54.3 1.37 8.22 14.0 40.9
5 64.4 54.3 1.09 8.93 20.0 49.8
6 69.3 59.2 0.76 8.46 34.0 66.5
7 78.3 68.2 1.01 8.91 17.0 41.2
8 50.5 61.6 0.88 8.59 31.0 64.7
9 64.2 71.9 0.91 9.10 24.0 52.6
10 59.8 55.1 0.73 9.32 29.0 67.6
11 57.5 69.6 0.55 8.80 36.9 79.5
12 54.3 50.9 0.55 8.49 37.0 85.2
13 56.0 65.6 0.64 7.85 56.5 81.8
14 68.0 61.0 0.38 8.22 46.3 90.8
15 48.7 64.3 0.30 8.22 39.9 90.8
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16 56.0 51.3 0.38 7.59 51.9 95.0
17 60.0 70.3 0.30 7.45 36.9 86.9
18 68.5 50.1 0.68 7.85 48.7 94.8
19 69.9 63.1 0.49 7.27 51.3 87.8
20 57.1 54.1 0.72 7.06 54.4 83.2
21 51.0 67.0 0.44 7.03 54.8 90.4
22 40.1 56.0 0.61 7.50 56.3 88.0
23 46.2 70.0 0.82 7.14 59.3 76.8
24 39.5 75.2 0.54 7.70 65.7 87.5
25 39.9 66.3 0.86 8.06 55.6 75.7
26 51.0 67.0 0.44 7.03 56.9 88.7
27 56.2 83.0 0.61 7.36 60.2 84.5
28 40.5 82.0 0.56 6.76 63.1 86.5
29 40.2 88.0 0.83 7.45 59.2 77.9
30 42.0 94.1 0.45 7.50 65.6 88.0
31 49.0 79.0 0.25 7.21 31.3 92.6
32 24.9 86.6 0.57 7.34 31.9 84.1
33 48.5 88.2 0.65 8.24 80.1 85.4
34 53.0 82.2 0.30 7.95 42.4 90.8
35 28.9 89.7 0.62 8.08 47.5 81.4
36 50.2 73.1 0.86 7.88 71.6 80.2
37 57.0 71.7 0.51 8.14 63.0 87.0
38 41.4 71.1 0.67 8.62 56.0 79.4
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39 40.2 88.0 0.83 7.45 66.8 78.9
40 32.9 79.3 0.83 8.27 60.6 78.3
41 32.9 79.3 0.83 8.27 67.5 86.7
42 56.2 83.0 0.61 7.36 50.8 73.7
43 58.0 91.0 0.94 7.77 54.1 87.0
44 57.0 71.7 0.51 8.14 32.3 80.1
45 32.9 79.3 0.83 8.27 63.5 91.2
46 42.0 94.1 0.45 7.50 58.9 78.1
Appendix H: Model Discrimination
Program
From the front panel, users enter the grid of feasible design points by specifying the
minimum, maximum, and step-size values of each reaction variable. A partial factorial is
performed in the interior of the design space to create an initial estimate for the rate constants.
Rate constants are computed through the modelxxxparameters() function in the main Matlab
script, where xxx corresponds to the order on reactant 1, reactant 2, and product, respectively.
Additional rate models can be incorporated into this program by including the appropriate
parameter estimation and odel5s functions. After estimating the rate constants, discrimination
calculations and sequential experiment selection is performed in the "divergence calco"
function. Sequential experimentation is terminated after the posterior probability of a single
model surpasses 0.95.
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Appendix I: Parameter Estimation
Program
From the front panel, users enter the grid of feasible design points by specifying the
minimum, maximum, and step-size values of each reaction variable. A full factorial is
performed in the interior of the design space to create an initial estimate of the pre-exponential
and activation energy. Parameter estimation and sequential experiment selection according to a
D-optimal framework is performed in the "model_estimationo" function. Sequential
experimentation continued until the user specified criteria was achieved.
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Appendix J: Reaction Profiling
Program
In a text file, the user enters the experiment number and the experimental conditions, in
order of temperature, time, and equivalents. The user is prompted for the location of this text file
when the LabVIEW program is started. The user also enters the reactor volume and the flush
volume to determine the appropriate flow rates and the equilibration times for steady-state data
collection. Once the system is equilibrated, a relay closes and the fraction collector advances.
After collecting the specified reactant volume, the fraction collector advances and collects
subsequent reaction samples. If subsequent samples are not required, the program begins the
next experiment and the fraction collector begins colleting waste for this new experiment. This
procedure is repeated until all experiments have been performed.
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Appendix K: Automated Flush
Program for Solid-Producing
Reactions
From the front panel, the user specifies the pressure sensor measurement threshold (in
mV). Typically, this threshold was set at 100 mV. The system operates in the "reaction" stage
until the pressure sensor measurement surpasses this specified value. Once this value is
exceeded, the program manipulates the appropriate syringe pump flow rates and valve settings
according to the wash cycle described in Chapter 7.2. The timing for the flush cycle can be
adjusted in the "solidsinfoo" Matlab function.
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