In many practical situations, we only know the upper bound ∆ on the measurement error: |∆x| ≤ ∆. In other words, we only know that the measurement error is located on the interval [−∆, ∆]. The traditional approach is to assume that ∆x is uniformly distributed on [−∆, ∆]. In some situations, however, this approach underestimates the error of indirect measurements. It is therefore desirable to directly process this interval uncertainty. Such "interval computations" methods have been developed since the 1950s. In this paper, we provide a brief overview of related algorithms and results.
Need for Interval Computations
Data processing and indirect measurements. We are often interested in a physical quantity y that is difficult (or impossible) to measure directly: distance to a star, amount of oil in a well. A natural idea is to measure y indirectly: we find easier-to-measure quantities x 1 , . . . , x n related to y by a known relation y = f (x 1 , . . . , x n ), and then use the results x i of measuring x i to estimate y:
This is known as data processing.
Estimating uncertainty of the results of indirect measurements: a problem. Measurements are never 100% accurate. The actual value x i of i-th measured quantity can differ from the measurement result x i ; in other words, there are measurement errors ∆x i def = x i − x i . Because of that, the result y = f ( x 1 , . . . , x n ) of data processing is, in general, different from the actual value y: y = f ( x 1 , . . . , x n ) ̸ = f (x 1 , . . . , x n ) = y. It is desirable to describe the error ∆y def = y − y of the result of data processing. For this, we must have information about the errors of direct measurements.
Uncertainty of direct measurements: need for overall error bounds (i.e., interval uncertainty).
Manufacturers of a measuring instrument (MI) usually provide an upper bound ∆ i for the measurement error: |∆x i | ≤ ∆ i . (If no such bound is provided, then x i is not a measurement, it is a wild guess.)
Once we get the measured value x i , we can thus guarantee that the actual (unknown) value of x i is in the interval In many practical situations, we also know the probabilities of different values ∆x i within this interval. It is usually assumed that ∆x i is normally distributed with 0 mean and known standard deviation.
In practice, we can determine the desired probabilities by calibration, i.e., by comparing the results x i of our MI with the results x st i of measuring the same quantity by a standard (much more accurate) MI. However, there are two cases when calibration is not done: (1) cutting-edge measurements (e.g., in fundamental science), when our MI is the best we have, and (2) measurements on the shop floor, when calibration of MI is too expensive.
In both cases, the only information we have is the upper bound on the measurement error. In such cases, we have interval uncertainty about the actual values x i ; see, e.g., 11 .
Interval computations: a problem. When the inputs x i of the data processing algorithms are known with interval uncertainty, we face the following problem:
• Given: an algorithm y = f (x 1 , . . . , x n ) and n intervals
• Compute: the corresponding range of y:
It is known that this problem is NP-hard even for quadratic f ; see, e.g., 8 . In other words, unless P=NP (which most computer scientists believe to be impossible), no feasible algorithm is possible that would always compute the exact range y. We thus face two major challenges: (1) find situations feasible algorithms are possible, and (2) in situations when the exact computation of y is not feasibly possible, find feasible algorithms for computing a good approximation Y ⊇ y.
Alternative Approach: Maximum Entropy (MaxEnt)
Idea: a brief reminder. Traditional engineering approach to uncertainty is to use probablistic techniques, based on probability density functions (pdf) ρ(x) and cumulative distribution functions (cdf) F (x) def = P (X ≤ x). As we have mentioned, in many practical applications, it is very difficult to come up with the probabilities. In such applications, many different probability distributions are consistent with the same observations. In such situations, a natural idea is to select one of these distributions -e.g., the one with the largest entropy 
With confidence 99.9%, we can thus conclude that |∆y| ≤ 3σ; so, we get ∆ ∼ √ n, but, as we mentioned. it is possible that ∆ = n · ∆ ∼ n which, for large n, is much larger than √ n. The conclusion from this example is that using a single distribution can be very misleading, especially if we want guaranteed results -and we do want guaranteed results in high-risk application areas such as space exploration or nuclear engineering.
Possibility of Linearization
Linearization is usually possible. Each interval has the form
, where x i is a midpoint and ∆ i is half-width. Possible values
The values ∆ i are usually reasonable small, hence the values ∆x i are also small. Thus, we can expand f into Taylor series and keep only linear terms in this expansion:
Towards an algorithm. To compute ∆ =
If we replace one of x i with x i + ∆ i , then, due to linearization, we get
Resulting algorithm.
. This algorithm requires n + 1 calls to f : to compute y and n values y i .
Towards a faster algorithm. When the number of inputs n is large, n+1 calls may be too long. To speed up computations, we can use the following property of Cauchy distribution, with density $ρ δ (x) = δ π
Once we get simulated Cauchy-distributed values η, we can estimate ∆ by the Maximum Likelihood method. We also need to scale η i to the interval [−∆ i , ∆ i ] on which the linear approximation is applicable.
Resulting faster algorithm. 7 First, we compute y = f ( x 1 , . . . , x n ). For some N (e.g., 200), for k = 1, . . . , N , we repeatedly:
• use the random number generator to compute r
• compute the largest value K of the values c
• apply f and compute ∆y
by applying the bisection method to the equation 1
We stop when we get ∆ with accuracy ≈ 20% (accuracy 1% and 1.2% is approximately the same). The Cauchy-variate algorithm requires N ≈ 200 calls to f . So, when n ≫ 200, it is much faster than the above linearization-based algorithm.
Beyond Linearization, Towards Interval Computations
Linearizaion is sometimes not sufficient. In many application areas, it is sufficient to have an approximate estimate of y. However, sometimes, we need to guarantee that y does not exceed a certain threshold y 0 : in nuclear engineering, the temperatures and the neutron flows should not exceed the critical values; a spaceship should land on the planet and does not fly past it, etc. Interval arithmetic: foundations of interval techniques. The problem is to compute the range
For arithmetic operations f (x 1 , x 2 ) (and for elementary functions), we have explicit formulas for the range. For example, when
, then:
The range 1/
Straightforward interval computations. In general, we can parse an algorithm (i.e., represent it as a sequence of elementary operations) and then perform the same operations, but with intervals instead of numbers. First idea: use of monotonicity. For arithmetic, we had exact ranges, because +, −, · are monotonic in each variable, and monotonicity 
for some χ i ∈ x i . Because of this theorem, we can conclude that f (x 1 , . . . , x n ) ∈ Y, where
Here also, differentiation can be done by Automatic Differentiation (AD) tools, and estimating the ranges of derivatives can be done, if appropriate, by monotonicity, or else by straightforward interval computations, or also by centered form (this will take more time but lead to more accurate results).
Third idea: bisection. It is known that the inaccuracy of the first order approximation (like the ones we used) is O(∆ 2 i ). So, when ∆ i is too large and the accuracy is low, we can split the corresponding interval in half (reducing the inaccuracy from ∆ 
Partial Information about Probabilities
Formulation of the problem. In the ideal case, we know the probability distributions. In this case, in principle, we can find the distribution for y = f (x 1 , . . . , x n ) by using Monte-Carlo simulations.
In the previous section, we considered situations when we only know an interval of possible values. In practice, in addition to the intervals, we sometimes also have partial information about the probabilities. How can we take this information into account?
How to represent partial information about probabilities. In general, there are many ways to represent a probability distribution; it is desirable to select a representation which is the most appropriate for the corresponding practical problem. In most practical problems, the ultimate objective is to make decisions. According to decision theory, a decision maker should look for an alternative a that maximizes the expected utility
When the utility function u(x) is smooth, we can expand it in Taylor series u(x) = u(x 0 ) + (x − x 0 ) · u ′ (x 0 ) + . . .; this shows that, to estimate E[u], we must know moments. In this case, partial information means that we only have interval bounds on moments. There are known algorithms for processing such bounds; see, e.g., 10 . Another case is when we have a threshold-type utility function u(x): e.g., for a chemical plant, drastic penalties start if the pollution level exceeds a certain threshold x 0 . In this case, to find the expected utility, we need the know the values of the cdf F (x) = P (ξ ≤ x). Partial information means that, for every x, we only have interval bounds [F (x), F (x)] on the actual (unknown) cdf; such bounds are known as a p-box. There are also known algorithms for processing such boxes; see, e.g., 2, 10 .
Example of processing p-boxes. Suppose that we know p-boxes
for quantities x 1 and x 2 , we do not have any information about the relation between x 1 and x 2 , and we want to find the p-box corresponding F (y), F (y)] corresponding to y = x 1 + x 2 . It is known that for every two events A and B,
In particular, P (¬A ∨ ¬B) ≤ P (¬A) + P (¬B). Here, P (¬A) = 1 − P (A), P (¬B) = 1−P (B), and
. Let us use this inequality to get the desired bounds for F (y).
If 
) .
To find the upper bound for F (y), let us find a similar lower bound for 1 − F (y) = P (ξ > y). If x 1 + x 2 = y, ξ 1 > x 1 , and ξ 2 > x 2 , then
. Thus, as the desired upper bound F (y), we can take the smallest of the corresponding right-hand sides: 
Need to go beyond p-boxes. In many practical situations, we need to maintain the value within a certain interval: e.g., the air conditioning must maintain the temperature within certain bounds, a spaceship must land within a certain region, etc. In such cases, the utility drastically drops if we are outside the interval; thus, the expected utility is proportional to the probability F (a, b) . When we know the exact cdf F (x), then we can compute F (a, b) as F (a) − F (b). However, in case of partial information, it is not sufficient to only know the p-box. For example, let us assume that x is uniformly distributed on some interval of known width ε > 0, but we do not know on which. In this case, as one can easily see, for every x, F (x) = 0 and F (x) = 1 -irrespective on ε. On the other hand, for any interval [ 
. This bound clearly depends on ε and thus, cannot be uniquely determined by the p-box values.
How to process this more general information. Good news is that we process this more general information similarly to how we process p-boxes. Specifically, when
So, as the desired lower bound F (y, y), we can take the largest of the corresponding right-hand sides:
This formula is very similar to the formula for p-boxes. The formula for the upper bound comes from the fact that F (y, y) = F (y) − F (y), and thus, F (y, y) ≤ F (y) − F (y). We already know the values F (y) − F (y), thus we can take their difference as the desired upper bound F (y, y):
Similar formulas can be obtained for other elementary operations.
How to represent this more general information. Not so good news is that representing such a more general information is much more difficult than representing p-boxes. P (a, b) , there is no upper bound on the number of values needed. Namely, we will show that in the above example, when ε → 0, the corresponding number of points N grows indefinitely: N → ∞. Indeed, when j = i, a = x i , and b = x i+1 , then, due to F (x i , x i ) = 0, the above condition means F (x i , x i+1 ) ≤ 1 n . Thus, we must have
The next point x i+1 is this close to the previous one, so, e.g., on the unit interval [0, 1], we need at least N ≥ n ε such points. When ε → 0, the number of such points indeed tends to infinity.
It is worth mentioning that we can have an upper bound on N if we know an upper bound d on the probability density ρ(x): in this case, . On an interval of width W , we thus need
