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Webデザイン特別プログラムのためのバックアップサーバ兼外部公開Web
サーバについて
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Abstract: Web Design Special Program as one of proリect司basedleaming(PBL) classes has been running since 2008. 
In th巴PBLclass， open public Web server and Relational Database Management System(RDBMS) must be nessesary 
because of publicity and development of the students' Web contents. In addition， this server system must be prepared 
as backup server to recover their developing contents. In this paper.ラ wefirstly describe the structure of the currently 
running Web， RDBMS and backup server in room 443. Secondly， we describe the experimental server running on 
Vl巾 almachine(VM) as one of substitutes for the current server. Finally， we evaluate the performance of these servers 
for comparison. 
1. 初めに
2008年度から，静岡理工科大学総合情報学部では IWebデ
ザイン特別プログラムJ9) (以下「特別プログラム」と略記)
をPBL形式で、行っている. 1年生時の成績に基づき約 20名
程度を選抜し， 2年生の 1年間，毎週6コマ，合計 180コマ
かけて Webに関する技術習得者E実習形式で行うもので， 2011 
年度に 3年目を迎える.
内容は， ISISTバーチャルモール」という架空の商品を扱う
ショッピングサイトをスクラッチから構築するというものであ
る.最低限満たすべき Webサイト構成の概略は教員から示す
が，それ以外の商品のコンセプト設計，デザイン， 3D画像，
Webサイトデザイン，ショッピングシステムの構築まで，全
て受講生が一人で担うことになる.必要な技術要素は非常勤
を含む 6名の教員が交代で教育する.
特別プログラムのシラパス設計時には， Webサーバ周りの
ネットワーク技術についても一通り教育する予定もあったが，
「一つの Webサイトを一年かけて構築する」という方針が固
まる際には，本筋の内容ではなかったため削除された.従っ
て，特別プログラムの受講生はもっぱらローカルPCでのWeb
サイト構築がメインとなり，外部に対して公聞を前提とした
リンクテスト等，細部の詰めについては甘くなりがちである.
また，ショッピングシステムには不可欠の RDBMSとの接続
は通常P肝等のサーバ側で実行される言語環境が必須である
ため， Webサーバなしの環境では実装が難しい
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Fig. 1: Webデザイン特別プログ、ラムのシラパス
となったため， 3年目からは新しいマシンを導入してサーバマ
シンの能力アップを行い， 2012年3月現在も学外，学内から
アクセスが可能な状態になっている.
本稿ではまずこの特別プログラム向けに， 2010年後半に導
入したパックアップサーバ兼Webサーバシステムについて述
べる.次に，このサーバの代替として， 2011年度卒業研究の
一環として構築した仮想環境を用いた CentOS構成について
述べる.最後にこの二つのパフォーマンスを評価し，ファイ
ル転送速度と TCP速度について比較を行った結果について述
べる.
加えて，前後期通じて，かならず作成途中のWebサイトの
パックアップそ逐次取ることを習慣化させることが教育上必
要である.しかし，受講生が各自のUSBメモリにパックアッ
2. Webァ、ザ、イン特別プログラムに求められるサーバ構成
プを取ることはセキュリティ保護の面から好ましいことでは
ない.実際，ウィルス対策ソフトのアップデートが間に合わ Fig.lに特別プログラムのスケジ、ユールを示す.受講生はこ
の)1原に，自分自身が企画した ISISTバーチャルモール」を lず，一部実習マシンにウィルスが感染したこともある.しか
年間，毎週6コマ，全 180コマかけて構築していく.し数百 MBものデータをパックアップできるファイルサー
前期は静的コンテンツの構築，後期に動的な部分を組み込んは大学では用意していない.
心でいく，という流れになる.この際，特に前期の段階で，ローそこで，公開用Webサ←パ兼パックアッフ。システムをCentOS4)
を用いて構築し，併せて学外からも公開した Webサイトの開 カル PCにおいて HTMLや JavaScrpt，画像を扱うことにな
る.そのため，受講生が気づかないうちに，オーサリングツー覧が出来るように環境を整えることにした.初年度導入した
システムは旧式のマシンを転用した結果， 2年目で使用不能 ル (AdobeDreamweaver)が本来行うべき絶対パスから相対パ
スへの変換がされていないリンクが多数紛れ込み，その修正
2012年 3月 3日受理 に多大な時聞を費やしたということが特別プログラム初年度
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Fig. 2: Webデザイン特別プログラムに必要なサーバの機能と
役割l
に起こった.それをなるべく早期に発見するため， 2年日以
降は，最低でも前期終了前には全員 Webサーバに製作途中の
サイトをアップロードさせ，リンクのチェックを行うようにし
た.副次的な効果として，アッフロードした Webサイトは，
後期最後に行う受講生相互の心理評価の際には必須の資料と
して活用できるようにもなった.
特別プログラム開始初年度の Webサーバは，古い Pentium
IVマシンを流用し CentOSを搭載したもので，これを 509教
室に設置して利用した.従って受講生の成果物である Webサ
イトは学内 LANからしか閲覧できない状態になっていた.そ
の分，成果物のアップロードは，製作物のパックアップも簡
単にできるように設定した Sambaによる共有フォルダを使っ
て行えるようにした.乙れにより， ドラック&ドロップだけ
でパックアップもファイルアップロードも完了できるシステ
ムとなった.この仕組みにより，受講生が頻繁にパックアップ
を取る癖を身につける効果が期待できる.
こうして構築した共有フォルダ経由のアップロード&パッ
クアップが可能な Webサーバシステムは，
.リンクミスのチェック
• Webサイト相互評価
・パックアップ&アップロード作業の簡素化
を可能にしたという点で，特別プログラムでは不可欠のシス
テムとなっている.
加えて，アップロードした受講生の Webサイトを大学内部
だけでなく，外部へも公開できることが望ましい.これによっ
て例えば大学広報の生きた資料としても，産学連携のための
話し合いの材料としても布効に使える.
以上の理由から，外部公開可能なパックアップサーバ兼Web
サーバの構成 (Fig.2)は特別プログラムには不可欠の存在で
ある.
{円し，今まで綾々述べてきた理由により，特別プログラム
のパックアップサーバ兼Webサーバの設置場所は次の条件を
満足することが必須である.
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4. Webサーバは外部公聞が可能なネットワークと接続さ
れていなければならない
これらの制約を受けて設置したサーバマシンは新たに研究
実験械の 443実験室に設置され，現在も稼働中である.構成
については次の節で解説する.
3. 実装したサーバ構成について
前述したように，特別プログラムで必要となる機能をすべ
て搭載したサーバは，カリキュラム開始時には存在していな
かったため，当初は古いマシン (IntelPentium IV 2.8GHz)を
流用し， RedHat Enterprise Linux(町西L)系列の Linuxデ、ィス
トリビューションである CentOSを用いて構築した. しかし
初年度終了時点で，データベースをフルに使った結果，通常
利用に適さないほど動作が重くなってしまった.止む無く静
岡理工科大学教育開発支援費の助力を得て Corei7マシンを導
入し， 443実験室に冗長性を考慮した4台構成のPCクラスタ
を構築，他の講義と共用しつつ 2012年3月現在も運用中であ
る.ここではまずこの 443実験室で運用している現行サーバ
マシンの構成について解説し，次にその代替となり得る仮想
マシン構成のサーバについて述べる.
~ムA且
Fig.3:現行の 443実験室Webサーバ構成
3.1 443実験室におけるサーバ構成
特別プログラムで必要となる 1~4 の条件をクリアするた
め，現状では CentOSの環境が最適と判断してそれを用いて
構築した. 509教室に準備されている実習マシンが Windows
環境であることを考えると， Windows Serverという選択肢も
考えられるが，実習環境として無料で使える RDBMSである
XAMPP(MySQL)2)を利用している時点、で選択肢からは外れた.
前述したように，初年度設置した実験的なサーバも CentOS
にMySQLをインストールした構成で設置&運用した結果，問
題なく使用できた.しかしハードウェアが古く，非常に動作が
重くなったため， 2年目以降は新規に Corei7 920のマシン(メイ
ンマシンのホスト名:cs-hera)を用意すると同時に， 4の条件を
l ファイルコピーの時聞を最小化するため，設置場所は クリアするため，大学のFirewallを経由しない OCNの回線を
".t内LAN内でなければならない 用意し， DynamicDNSを契約して FQDN(cs-tklab.dyndns.org) 
2 ユーザごとに異なるホームディレクトリを割り当て，受 を割り当てた.
講生作業用 Windowsマシンから共有フォルダとして閲 さらに，このパックアッフ。サーバ兼 Webサーバを他の実習
覧できなければならない 用 PCクラスタに組み込み， NFS共有したクラスタマシン間
3. RDBMS & Webサーパとして動作しなくてはならない で相互にパックアップを行うようにした.数日おきに他の 3
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台のマシンに受講生のホームディレクトリをクラスタマシン
それぞれにコピーし，常にどこかのマシンに受講生のパック
アップファイルが存在する，という状態にしてある.
この構成で 3年目となる特別プログラムの受講生を迎え，
いくつかの細かいトラブルを除いては問題なく運用そ行って
いる.
3.2 VMwareを用いたサーバ構成
特別プログラムで必要となる機能そすべて備えたサーバ構
成については，現状の通り CentOSを使い続ける限り，現行
のcs-heraをそのまま踏襲すればよい.受講生の作品のパック
アップも，サーバを4重にクラスタ化し，互いにホームデ、イレ
クトリのファイルコピーを持ち合うようにしたことから，今
のところ致命的なトラブルもない.
しかし，本システムを長期にわたって使い続けることを考
えると，ハードウェア構成が変わるたびに CentOSをインス
トールしなおす必要があるのは望ましいことではない.現在
のLinuxは最新のハードウェアそ必ずしもサポートしている
とは言えず，標準的には Windowsのみ動作可，ということが
多いー実際，新規に低コストな PCを発注する際にはメーカー
側から ILinuxでの動作は補償対象外」と宣言されることも少
なくない.
そこで，ハードウェアを選ばずに使用できる Windowsをホ
スト OSとする仮想環境上で、現サーバ構成を再現したものを構
築した.ハードウェアは現cs-hera同様 Corei7を用い，ホス
ト名は Prime509とした.Prime509の構成図を Fig.4に示す.
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Fig. 4: 509教室に設置した Webサーバ構成
仮想化ソフトウェアには無料で使用可能な VMwareP1aye~) 
を使用しその上に現行cs-heraと同じ CentOSのサーバを載
せている.この構成そ取ることによって，ホームデ、ィレクトリ
だけでなく，サーバシステム全体のパックアップを定期的に
とることができる.ハードウェアに問題が生じても，新しい
マシンに WindowsとVMwareをインストールし，パックアッ
プしておいた仮想 OS;;r載せるだけで同じ構成・同じホーム
ディレクトリのサーバを復帰させることも容易い.
難点は，ホスト OSが必要な仮想環境の上に構築したため，
特にνo周りのパフォーマンスのスローダウンが懸念される
ことである ことにハードデ、ィスクヘホスト OSと仮想OSが
同時にアクセスすると，リソースの競合が起こって読み書き
の速度が極端に遅くなると思われる.
仮想環境を導入したことによる冗長性の確保という長所
と， 1/0の速度低下という短所を持ったこの実験サーバ環境
Prime509の実用性を評価するには，今後，長期にわたるロー
ドテストが必要で、ある.
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4. ベンチマークテスト
現在動作しているネイティブ CentOS環境 (cs-hera)と，仮
想環境における CentOS環境 (Prime509)のパフォーマンスの
違いを短期間のベンチマークテストで全て明らかにすること
は難しい.そこで，現状どの程度本学ネットワークを介して
のファイルコピーに時間がかかっているのか，という程度の
ベンチマークテストを行い，一つの性能指標として与えるこ
とLこする
ここでは現状のファイルコピー速度を，いくつかの経路そ
通じて計測した結果そ示す調査したネットワーク経路とファ
イル転送に使用したソフトウェア階層を Fig.5に示す.
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Fig.5:ベンチマークを行ったネットワーク図(上)とソフトウェ
ア階層との対応(下)
本学LANシステムは末端部分が 100BASEのEthemetであ
るため，本学LANを通じたネットワーク上のパフォーマンス
に関しては相当問題があると予想される.比較のために①と
同じ 509教室内のネットワーク経路で， 1000BASE-T(GbE)に
交換して計測した結果(③)についても示す ファイルコピー
は 509教室の実育問マシン(cs-webc1ient07)からコマンドプ
ロンプトの copyコマンドを用いて行った.コピ←したのは
CentOS 6.2のDVDイメー ジ(仁entOS-6.2-x86_64-LiveDVD.
iso， 1695547392 Bytes)である.ファイル転送は5回行い，平
均転送時間を求めた.
この計測結果をFig.6に示す.ここではファイル転送時間か
ら算出した Mbps(Megabits per second)をグラフにしている
学内 LANを通じても， 509教室内のみでも， 100BASEの環
境の事忌五墓度はほぼ9害IJ，90Mbps程度で揃っている.100BASE 
を使用し続ける以上，これ以上の転送速度は望めない. GbE 
を用いた場合と比べて 5~6 倍は遅くなってしまっている.現
在のように高速な CPUとI/Oを搭載した PCをjlJいた環境で
は 100BASEは完全にパフォーマンスのボトルネックになって
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Fig.6:ファイルコピーによるベンチマーク結果
いることが分かる.
GbEを用いたケースでは，ネイティブWindows(③Windows)
と仮想CentOS(③CentOS)との違いが明確となった.特に仮想、
CentOSとのファイル転送においてはファイルコピーにかかる
時閣のばらつきが大きく，当初の懸念通り， 1/0の干渉が問題
になりそうである.
では， TCPパケットレベルのミクロな通信性能はどの程度
違うのかつ NetPIPE Ver.3.7.15)6)そ用いて各ネットワーク経
路ごとに，互いにサーバとクライアント側を交換して 2回転
送実験を行った.その結果を Fig.7に示す.
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Fig. 7: NetPIPEによるベンチマーク結果
パケットレベルでみる限り， 100BASE環境の違いは全く分か
らないぐらい揃っている.GbEについてもネイティブWindows
と仮想 CentOSの差はあまりないことが分かる.
このことから， TCP通信'性能上では仮想環境とネイティブ
環境との差はごく小さく，ディスク等の低速ν0デ、パイスに
おける性能低下の影響が大きいと推察できる.
5. 結論と今後の課題
443教室でJlliJtJ中のネイティブCentOS(cs-hera)クラスタを
本格運用して本年度で 2年目となる.現状ではパックアップ
ファイルが年々大きくなっていることを除けば、，特に運用上
の問題は起こっていないが，今後の長期にわたる運用を考え
ると，今回構築した仮想環境上のサーバシステムの導入も視
野に入れる必要がある.
とはいえ，ホスト OSの上に構築した仮想環境では 1/0上の
ボトルネックが思いのほか大きいと思われることが今回のベ
ンチマーク結果から判明した以上は，もう少しパフォーマン
スに影響の与えない仮想環境の導入も考える必要がある.コ
スト的には難しい点も多いが，機会があればVMwarevSphere 
や Xen7)のような，ホスト OSを必要としないハイパ←パイ
ザータイプの仮想システムとの比較検討も行っていきたい.
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