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Le lemme fondamental ponde´re´ I
Constructions ge´ome´triques
Pierre-Henri Chaudouard et Ge´rard Laumon
Re´sume´
Ce travail est la partie ge´ome´trique de notre de´monstration du lemme fondamental ponde´re´
qui prolonge celle du lemme fondamental de Langlands-Shelstad due a` Ngoˆ Bao Chaˆu.
L’approche de Ngoˆ repose sur l’e´tude de partie elliptique de la fibration de Hitchin. Cette
fibration a pour espace total le champ des fibre´s de Hitchin et pour base l’espace affine des
“polynoˆmes caracte´ristiques”. Au-dessus de l’ouvert elliptique, elle est propre et le nombre de
points de ses fibres sur un corps fini s’exprime en termes d’inte´grales orbitales.
Dans cet article, on e´tudie la fibration de Hitchin au-dessus d’un ouvert plus gros que
l’ouvert elliptique, le lieu “ge´ne´riquement semi-simple re´gulier”. Les fibres ne sont en ge´ne´ral
ni de type fini ni meˆme se´pare´es. Par analogie avec les troncatures d’Arthur, nous introdui-
sons le champ des fibre´s de Hitchin ξ-stables. Nous montrons que celui-ci est un champ de
Deligne-Mumford, lisse sur le corps de base et propre au-dessus de la base des polynoˆmes
caracte´ristiques. Nous exprimons le nombre de points d’une fibre ξ-stable sur un corps fini en
termes d’inte´grales orbitales ponde´re´es d’Arthur qui apparaissent dans la formule des traces
d’Arthur-Selberg.
Abstract
This work is the geometric part of our proof of the weighted fundamental lemma, which
is an extension of Ngoˆ Bao Chaˆu’s proof of the Langlands-Shelstad fundamental lemma.
Ngoˆ’s approach is based on a study of the elliptic part of the Hichin fibration. The total
space of this fibration is the algebraic stack of Hitchin bundles and its base space is the affine
space of “characteristic polynomials”. Over the elliptic set, the Hitchin fibration is proper
and the number of points of its fibers over a finite field can be expressed in terms of orbital
integrals.
In this paper, we study the Hitchin fibration over an open set bigger than the elliptic set,
namely the “generically regular semi-simple set”. The fibers are in general neither of finite
type nor separeted. By analogy with Arthur’s truncation, we introduce the substack of ξ-
stable Hitchin bundles. We show that it is a Deligne-Mumford stack, smooth over the base
field and proper over the base space of “characteristic polynomials”. Moreover, the number of
points of the ξ-stable fibers over a finite field can be expressed as a sum of weighted orbital
integrals, which appear in the Arthur-Selberg trace formula.
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1 Introduction
1.1. Ce travail est la partie ge´ome´trique de notre de´monstration du lemme fondamental ponde´re´
dont la strate´gie suit celle e´labore´e par Ngoˆ Bao Chaˆu dans sa de´monstration du le lemme fonda-
mental de Langlands-Shelstad.
Cette partie ge´ome´trique poursuit deux objectifs. D’une part, on tronque la fibration de Hitchin
de sorte que les fibres de Hitchin tronque´es soient propres. D’autre part, on exprime le nombre
de points sur un corps fini d’une telle fibre en termes d’inte´grales orbitales ponde´re´es globales
d’Arthur qui interviennent dans la formule des traces d’Arthur-Selberg ; plus exactement, il s’agit
de variantes de ces inte´grales pour les alge`bres de Lie.
Nos constructions s’appliquent a` tout groupe alge´brique semi-simple et nos re´sultats valent
dans cette ge´ne´ralite´. Cependant, pour les besoins de cette introduction, nous allons nous limiter
au cas du groupe SL(n).
1.2. Soit C une courbe projective, lisse, connexe, de genre g sur un corps alge´briquement clos k,
n un entier > 0 et D un diviseur effectif sur C de degre´ d > 2g. On suppose que la caracte´ristique
de k est soit nulle soit > n.
Un fibre´ de Hitchin pour le groupe SL(n) est un couple (E , θ) ou` E est fibre´ vectoriel de rang n
sur C muni d’une trivialisation de son de´terminant et θ : E → E(D) est un endomorphisme tordu
de E de trace nulle.
SoitM le champ alge´brique sur k des fibre´s de Hitchin. La fibration de Hitchin est le morphisme
f :M→ A
de base l’espace affine
A =
n⊕
i=2
H0(C,OC(iD)).
qui envoie (E , θ) sur le polynoˆme caracte´ristique de θ note´
Pa(u) := u
n + a2u
n−2 + · · ·+ an,
avec ai ∈ H0(C,OC(iD)) pour 2 6 i 6 n.
Pour tout a = (a2, . . . , an) ∈ A, on dispose de la courbe spectrale Ya d’e´quation
Pa(u) = 0
trace´e sur la surface re´gle´e ΣD = V(OC(−D)). C’est une courbe projective qui n’est en ge´ne´rale
ni lisse ni irre´ductible, ni meˆme re´duite. La projection canonique πa : Ya → C est un reveˆtement
fini de degre´ n.
Soit Areg l’ouvert ou` Ya est re´duite, c’est-a`-dire ou` l’e´quation Pa(u) = 0 n’a que des racines
simples au point ge´ne´rique de C. La fibre en a ∈ Areg de la fibration de Hitchin peut s’interpre´ter
comme le champ des OYa -modules sans torsion F qui sont de rang 1 en tout point ge´ne´rique de
Ya et qui sont munis d’une trivialisation du de´terminant de πa,∗F (cf. [6]). L’ouvert Areg contient
l’ouvert elliptique Aell des a tels que Ya est irre´ductible et donc inte`gre. La fibre de Hitchin en
tout point de l’ouvert elliptique est un champ de Deligne-Mumford propre. Par contre, la fibre de
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Hitchin en un point a non elliptique de Areg est un champ d’Artin qui n’est ni se´pare´ ni de type
fini.
1.3. Dans ce travail nous tronquons les fibres de Hitchin non elliptiques par une notion conve-
nable de stabilite´. Notre construction de´pend de donne´es auxiliaires que nous allons maintenant
introduire.
Soit ∞ un point ferme´ de C qui n’est pas dans le support de D. On se restreint a` l’ouvert
A∞-reg de Areg ou` Pa(u) n’a que des racines simples au point ∞. Cela n’est pas tre`s restrictif
puisque les ouverts A∞−reg recouvrent Areg quand le point ∞ varie. Soit
A → Areg
le reveˆtement fini e´tale galoisien de groupe de Galois le groupe syme´trique Sn qui consiste, pour
chaque point a de Areg, a` se donner un ordre total sur les racines de Pa(u) au point ∞. Soit
f :M→A
la fibration de´duite de la fibration de Hitchin par le changement de base A → A. Un point de M
est donc un triplet (E , θ, t) forme´
– d’un fibre´ de Hitchin (E , θ) ;
– d’un point t = (t1, . . . , tn) de k
n dont les coordonne´es sont deux a` deux distinctes et pour
lequel la somme t1 + · · ·+ tn est nulle ;
qui ve´rifient la condition suivante : le n-uplet (t1, . . . , tn) est la collection ordonne´e des valeurs
propres de θ∞ ∈ End(E∞).
Soit ξ ∈ Rn tel que ξ1 + · · · + ξn = 0. La fibre en ∞ d’un sous-fibre´ vectoriel F de E qui est
stable par θ, est une somme d’espaces propres pour θ∞ c’est-a`-dire on a
F∞ =
⊕
i∈I
Ker(θ∞ − ti)
pour un certain ensemble I ⊂ {1, . . . , n}. On pose alors
degξ(F) = deg(F) +
∑
i∈I
ξi.
De´finition 1.1. — On dit que (E , θ, t∞) ∈ M est ξ-stable si pour tout sous-fibre´ vectoriel non
nul F ( E stable par θ on a
degξ(F)
rang(F)
< 0
Pour ξ = 0, on retrouve la notion usuelle de stabilite´. Nous de´montrons que la condition de
ξ-stabilite´ est ouverte et de´finit donc un sous-champ ouvert Mξ de M.
The´ore`me 1.2. — Supposons que
∑
i∈I ξi /∈ Z pour tout I ( {1, . . . , n} non vide. Alors le champ
Mξ est un champ de Deligne-Mumford propre sur A qui est lisse sur k.
Notre de´finition de ξ-stabilite´ est re´miniscente d’une de´finition de stabilite´ avec poids due a`
Esteves [15] dans le cadre des jacobiennes compactifie´es. Pour un groupe re´ductif quelconque,
notre de´finition s’inspire des troncatures d’Arthur mais aussi du travail de Behrend (cf. [7]) sur la
stabilite´ et la re´duction canonique des sche´mas en groupes. Notre de´finition de stabilite´ est proche
de celle des fibre´s ordinaires ou de Hitchin avec structure parabolique e´tudie´e dans [22] et [9].
Le the´ore`me ci-dessus se de´montre a` l’aide de la me´thode de Langton [23], reprise par Nitsure
[26] dans le cadre des fibre´s de Hitchin. En caracte´ristique nulle et pour un groupe ge´ne´ral, on
peut utiliser la me´thode de Faltings (cf. [16]). Notre approche est en fait une adaptation d’un
argument de nature ade´lique duˆ a` Heinloth (cf. [21]), qui a l’avantage de fonctionner encore en
caracte´ristique non nulle.
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1.4. Le corps de base k est de´sormais une cloˆture alge´brique d’un corps fini Fq. On suppose que
toutes nos donne´es sont de´finies sur Fq. Soit F le corps de fonctions de C, A son anneau des ade`les
et O le sous-anneau compact maximal de A. On a
H0(C,OC(iD)) = F ∩̟
−iDO
ou` ̟D est l’ade`le correspondant a` D.
Soit (a, t) un point de A rationnel sur Fq. Soit P1, . . . , Ps les facteurs irre´ductibles de Pa(u) vu
comme un e´le´ment de F [u]. Ces facteurs s’e´crivent au point ∞
Pj(∞)(u) =
∏
i∈Ij
(u− ti)
pour une unique partition {1, . . . , n} = I1 ∐ · · · ∐ Is. Soit (ei)16i6n la base canonique de kn et,
pour tout I ⊂ {1, . . . , n}, VI le sous-espace de kn engendre´ par ei pour i ∈ I. Soit M ⊂ SL(n) le
stabilisateur des sous-espaces VIj pour 1 6 j 6 s. C’est un sous-groupe de Levi. Soit m et sl(n)
les alge`bres de Lie de M et SL(n). Soit X ∈ m(F ) un e´le´ment semi-simple. On suppose que X
est re´gulier au sens ou` son centralisateur TX dans SL(n) est un tore maximal. Notons qu’on a
TX ⊂M . Soit ϕ une fonction localement constante a` support compact sur sl(n,A).
L’inte´grale orbitale ponde´re´e JM (X,ϕ) est de´finie par la formule
JM (X,ϕ) =
∫
TX(A)\SL(n,A)
ϕ(g−1Xg)vM (g)
dg
dt
ou`
- dg est la mesure de Haar sur SL(n,A) qui donne le volume 1 au sous-groupe compact maximal
SL(n,O) ;
- dt est une mesure de Haar sur le tore TX(A) ;
- vM (g) est la fonction poids d’Arthur de´finie en terme de volume qui est invariante a` gauche
par M(A).
Le volume
vol(TX(F )\TX(A)
1, dt)
est fini, ou` TX(A)1 ⊂ TX(A) est l’intersection des noyaux de tous les homomorphismes TX(A)→ Z
qui sont obtenus en composant un caracte`re F -rationnel TX → Gm,F avec l’application degre´
A× → Z.
The´ore`me 1.3. — Supposons
∑
i∈I ξi /∈ Z pour tout I ( {1, . . . , n} non vide. Alors le nombre
de points rationnels sur Fq de la fibre en (a, t) de la fibration de Hitchin tronque´e Mξ → A ne
de´pend pas de ξ. A` un coefficient pre`s qui ne de´pend que de la normalisation de la fonction poids
d’Arthur, il est e´gal a` la somme suivante d’inte´grales orbitales ponde´re´es d’Arthur∑
X
vol(TX(F )\TX(A)
1, dt)JM (X,1D)
ou` 1D est la fonction caracte´ristique de ̟
−Dsl(n,O) et ou` la somme est prise sur les classes de
M(F )-conjugaison des e´le´ments X ∈ m(F ) tels que le polynoˆme caracte´ristique de la restriction
de X a` VIj est e´gal a` Pj pour 1 6 j 6 s.
1.5. De´crivons rapidement l’organisation de cet article. Quelques rappels et notations sont donne´s
dans la section 2. La section 3 introduit la base A de notre fibration de Hitchin et donne les
proprie´te´s essentielles. On de´finit dans la section 4 le champ alge´briqueM des triplets de Hitchin
et le morphisme de Hitchin f : M→A. On y explique e´galement la notion de re´duction a` un sous-
groupe parabolique d’un triplet de Hitchin et on en donne un crite`re d’existence et d’unicite´. Dans
la section 5, on associe a` chaque triplet de Hitchin un convexe qui est construit a` l’aide des degre´s
des re´ductions de ce triplet aux sous-groupes paraboliques semi-standard. A` l’aide de ce convexe,
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on de´finit dans la section 6 la ξ-stabilite´ d’un triplet de Hitchin. On y e´nonce e´galement le the´ore`me
principal de cet article qui ge´ne´ralise le the´ore`me 1.2 ci-dessus (cf. the´ore`me 6.9). La section 7
fournit une description ade´lique des triplets de Hitchin. La section 8 est entie`rement consacre´e a` la
de´monstration de la partie existence du crite`re valuatif de proprete´ pour le morphisme f restreint
au champ des triplets de Hitchin ξ-semi-stables. A` la section 9, on de´montre que la restriction du
morphisme f au champ des triplets de Hitchin ξ-stables est se´pare´. A` la section 10, on prouve
que le champ des triplets de Hitchin ξ-stables, pour des ξ en “position ge´ne´rale”, est un champ de
Deligne-Mumford. L’article s’ache`ve a` la section 11 par le comptage des fibres de Hitchin ξ-semi-
stables en termes d’inte´grales orbitales ponde´re´es d’Arthur (cf. le the´ore`me 11.1 qui ge´ne´ralise le
the´ore`me 1.3).
1.6. Remerciements.— Une partie de cet article a e´te´ e´crit lors d’un se´jour du premier auteur
nomme´ a` l’Institute for Advanced Study de Princeton a` l’automne 2008. Il souhaite remercier cet
institut pour son hospitalite´ ainsi que la National Science Foundation pour le soutien (agreement
No. DMS-0635607) qui a rendu ce se´jour possible.
2 Morphisme caracte´ristique
2.1. Soit k une cloˆture alge´brique d’un corps fini Fq. Soit G un groupe alge´brique re´ductif et
connexe sur k et g son alge`bre de Lie. De manie`re ge´ne´rale, si une lettre majuscule de´signe un
groupe, son alge`bre de Lie est note´e par la lettre gothique minuscule correspondante. Soit Int
l’action de G sur lui-meˆme par automorphisme inte´rieur et Ad la repre´sentation adjointe. Soit T
un sous-tore maximal de G et t son alge`bre de Lie. Soit
W =WG =WGT
le groupe de Weyl de T dans G et
Φ = ΦG = ΦGT
l’ensemble des racines de T dans G. On note |X | le cardinal d’un ensemble fini X . On suppose
que l’ordre |W | du groupe de Weyl est inversible dans k.
2.2. Morphisme caracte´ristique. Soit k[g] la k-alge`bre des fonctions re´gulie`res sur g. Le groupe
G agit sur son alge`bre de Lie par l’action adjointe et par dualite´ sur k[g]. Soit k[g]G la sous-alge`bre
des fonctions G-invariantes et car le quotient cate´gorique de g par G
car = Spec(k[g]G).
On a donc un morphisme canonique G-invariant
(2.1) χ : g→ car
qu’on appelle morphisme caracte´ristique.
Soit k[t] la k-alge`bre des fonctions re´gulie`res sur t et k[t]W la sous-alge`bre des fonctions inva-
riantes sous le groupe de Weyl W . Le morphisme de restriction k[g]→ k[t] induit un morphisme
k[g]G → k[t]W
qui est en fait un isomorphisme d’apre`s le the´ore`me de Chevalley. Il s’ensuit que d’une part la
restriction du morphisme χ a` t, encore note´e χ, induit un isomorphisme
t//W = Spec(k[t]W ) ≃ car
et d’autre part il existe n e´le´ments de k[g]G (avec n = rang(G)), homoge`nes et alge´briquement
inde´pendants, qui engendrent la k-alge`bre k[g]G ([10] §§5 et 6). Les degre´s de ces e´le´ments ne
de´pendent que du groupe G. En particulier, le sche´ma car est isomorphe a` l’espace affine standard
de dimension n = rang(G).
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2.3. Discriminant. Pour toute racine α ∈ Φ, soit dα ∈ k[t] sa de´rive´e. Le discriminant DG de´fini
par
DG =
∏
α∈Φ
dα
appartient a` k[t]W . Soit carreg l’ouvert re´gulier de car c’est-a`-dire l’ouvert ou` DG ne s’annule pas.
2.4. Quelques proprie´te´s du morphisme caracte´ristique. Par de´finition, un e´le´ment de g
est re´gulier si son orbite sous G est de dimension maximale c’est-a`-dire e´gale a` la diffe´rence entre
la dimension et le rang de G. Soit greg l’ouvert de g forme´ des e´le´ments re´guliers et
treg = t ∩ greg.
Le morphisme
χ : t→ car
est un reveˆtement fini et galoisien de groupe W . Il induit sur les ouverts re´guliers un reveˆtement
e´tale treg → carreg.
2.5. Section de Kostant. — Pour tout α ∈ Φ, le sous-espace radiciel
gα = {X ∈ g | ∀t ∈ T Ad(t)X = α(t)X}
est de dimension 1 sur k.
Soit B un sous-groupe de Borel de G qui contient T et ∆ ⊂ Φ l’ensemble des racines simples
de T dans B. Pour tout α ∈ ∆, soit Xα un e´le´ment non nul de gα. Soit α∨ la coracine de α. Soit
X−α l’unique e´le´ment de g−α tel que [Xα, X−α] est e´gale a` la coracine α
∨ vue comme e´le´ment de
t. Soit
X− =
∑
α∈∆
X−α.
et
gX+ = {Y ∈ g | [Y,X+] = 0}.
D’apre`s un the´ore`me de Kostant, l’espace affine X−+gX+ est inclus dans l’ouvert re´gulier g
reg
et le morphisme caracte´ristique χ : g→ car induit un isomorphisme
X− + gX+ → car .
Le morphisme inverse
ε : car→ X− + gX+
est note´ simplement ε ou plus pre´cise´ment ε(B,{Xα}α∈∆) si l’on veut rappeler la de´pendance en
l’e´pinglage (B, {Xα}α∈∆).
2.6. Sous-groupes paraboliques et sous-groupes de Levi.—Pour tous sous-groupesM etQ
de G, on note FQ(M) l’ensemble des sous-groupes paraboliques P de G qui ve´rifientM ⊂ P ⊂ Q.
Soit F = FG(T ) l’ensemble des sous-groupes paraboliques semi-standard de G (au sens ou` ils
contiennent T ).
On appelle sous-groupe de Le´vi de G un facteur de Levi d’un sous-groupe parabolique de G.
Soit L = LG(T ) l’ensemble des sous-groupes de Levi semi-standard deG (au sens ou` ils contiennent
T ).
Pour tout P ∈ F , soit NP le radical unipotent de P etMP ∈ L l’unique sous-groupe de Levi de
P qui contient T . Pour tout sous-groupe de Le´vi M ∈ L, soit P(M), resp. L(M) le sous-ensemble
des P ∈ F tels que MP =M , resp. des L ∈ L tels que M ⊂ L.
2.7. SoitM ∈ L. Les notations des paragraphes pre´ce´dents affuble´es d’un indice ou d’un exposant
M valent pour le groupe re´ductif M . On prendra garde a` ne pas confondre les ouverts carG- regM et
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car
M- reg
M de carM : le premier est le lieu ou` D
G ne s’annule pas alors que le second est de´fini par
DM 6= 0. Comme ce dernier ouvert n’intervient pas dans la suite, on pose
car
reg
M = car
G- reg
M .
De meˆme, on distinguera les ouverts G-re´gulier mG- reg et M -re´gulier mM- reg de m. On ne
s’inte´ressera qu’au premier. Aussi on pose
mreg = mG- reg.
Soit P ∈ F un sous-groupe parabolique semi-standard et M = MP . Soit k[p] l’alge`bre des
fonctions re´gulie`res sur p et k[p]P la sous-alge`bre des fonctions P -invariantes. Soit le k-sche´ma
affine carP = Spec(k[p]
P ) et
(2.2) χP : p→ carP
le morphisme P -invariant donne´ par l’inclusion k[p]P ⊂ k[p].
Lemme 2.1. — Le morphisme de restriction k[p] → k[m] induit un isomorphisme d’alge`bre
k[p]P ≃ k[m]M et un isomorphisme de sche´ma carP ≃ carM .
De´monstration. — SoitN = NP etm
′ ∈ m l’ouvert forme´ des e´le´ments semi-simplesG-re´guliers.
L’ouvert m′ ⊕ n de p est la re´union des conjugue´s de m′ sous N . Il s’ensuit que le morphisme
k[p]P → k[m]M est injectif. Il posse`de une section donne´e par φ ∈ k[m]M 7→ φ ◦ p ∈ k[p]P ou` p est
la projection m⊕ n→ m. 
3 Sche´mas caracte´ristiques
3.1. Conventions. — Soit S un k-sche´ma. Pour tout k-sche´ma U , soit
US = U ×k S
le produit fibre´ de U et S au-dessus de k. Pour tous k-sche´mas U et V et tout k-morphisme
φ : U → V , soit φS : US → VS le S-morphisme obtenu par changement de base. Lorsque
S = Spec(K) est le spectre d’un corps K extension de k, on note simplement UK le K-sche´ma et
φK le K-morphisme correspondant. Si s ∈ S, on note k(s) le corps local en s et on pose Us = Uk(s)
etc.
Soit S un k-sche´ma et H un sche´ma en groupes sur k. Pour tout H-torseur E au-dessus de S
et tout S-sche´ma U muni d’une action a` gauche de H , le groupe H agit a` droite sur le produit
fibre´ E ×S U par (e, u).h = (eh, h−1u) pour tous h ∈ H et (e, u) ∈ E ×S U . Soit E ×HS U le produit
contracte´ par H c’est-a`-dire le quotient du produit E ×S U par H . Lorsque S = Spec(k), on omet
l’indice S.
3.2. Soit C une courbe projective, lisse et connexe sur k de genre g. Soit D un diviseur effectif de
degre´ > 2g et∞ un point de C(k) qui ne rencontre pas le support de D. Soit LD ”le” Gm,k-torseur
sur C associe´ a` D.
3.3. Les fibre´s tD et carM,D. — Pour tout k-sche´ma V muni d’une action de Gm,k, soit
VD = LD ×
Gm,k
k V
le produit contracte´. Si V est un k-espace vectoriel et si l’action de Gm,k est line´aire, VD est un
fibre´ vectoriel sur C.
Soit M ∈ L. L’action par homothe´tie du groupe multiplicatif Gm,k sur t induit une action de
Gm,k sur carM pour laquelle le morphisme caracte´ristique χM est Gm,k-e´quivariant. En outre, les
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actions respectives de Gm,k sur t et carM respectent les ouverts treg et car
reg
M . Par la construction
pre´ce´dente, on obtient un fibre´ vectoriel tD et un fibre´ carM,D ainsi que des ouverts
t
reg
D ⊂ tD
et
car
reg
M,D ⊂ carM,D .
On obtient e´galement un morphisme, par abus encore note´ χM ,
χM : tD → carM,D
qui est un reveˆtement fini, galoisien de groupe WM et e´tale au-dessus de l’ouvert carregD .
Lorsqu’on prend M = G, on omet l’indice M dans les notations.
3.4. Sche´ma caracte´ristique AM . — Soit M ∈ L. Soit A
G- reg
M le k-sche´ma tel que pour tout
k-sche´ma S, l’ensemble AG- regM (S) des S-points est l’ensemble des couples
(a, t)
forme´s d’une section a du fibre´ carM,D,S au-dessus de CS et d’un point t ∈ t
G- reg
D (S) qui ve´rifient
a(∞S) = χM (t).
Dans la suite, on appelle AG- regM le sche´ma caracte´ristique de M .
Remarque. — L’exposant G- reg rappelle que le point t ∈ tG- regD (S) est G-re´gulier au sens ou` il
appartient a` greg(S). Dans la suite, on omet cet exposant et on pose, abusivement,
AM = A
G- reg
M .
Lorsque M = G, on omet l’indice M et on pose
A = AG
Proposition 3.1. — Le sche´ma AM est lisse et irre´ductible de dimension
dim(AM ) = deg(D)(|Φ
M |/2 + rang(M)) + rang(M)(1 − g).
De´monstration. — Le morphisme d’oubli de la donne´e t fait de AM un reveˆtement fini, e´tale et
galoisien de groupe de Galois WM au-dessus du sche´ma des sections globales de carM,D qui sont
G-re´gulie`res au point ∞. Mais ce dernier sche´ma est un ouvert du sche´ma des sections globales
de carM,D, qui est non-canoniquement isomorphe a` un espace vectoriel dont on voit qu’il est de
la dimension annonce´e par la formule de Riemann-Roch (de`s que deg(D) > 2g− 2, cf. [24] lemme
4.4.1).
Le morphisme d’oubli de la donne´e a est un morphisme surjectif et ouvert de AM sur treg de`s
que deg(D) > 2g − 1 (cf. [24] preuve du lemme 5.5.2). Ses fibres sont isomorphes a` des espaces
affines. Il s’ensuit que AM est irre´ductible. 
3.5. Morphismes entre sche´mas caracte´ristiques. — Soit M ⊂ L deux sous-groupes de
Levi semi-standard. Soit
χML : carM → carL
le morphisme de´fini par l’inclusion k[t]W
L
⊂ k[t]W
M
. C’est un morphisme fini qui est e´tale au-
dessus de carregL . Comme ce morphisme est Gm,k-e´quivariant, il induit un morphisme fini, e´tale
au-dessus de carregL,D
χML,D : carM,D → carL,D
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Par abus de notations, on note encore χML le morphisme
χML : AM → AL
qui, pour tout k-sche´ma affine S, associe a` (a, t) ∈ AM (S) le couple (χML,D(a), t) ∈ AL.
Proposition 3.2. — Le morphisme
χML : AM → AL
est une immersion ferme´e.
On reporte au §3.7 la preuve de cette proposition.
3.6. Caracte´ristiques elliptiques. — Soit M ∈ L(T ). On pose
AM,ell = AM −
⋃
L∈L,L(M
AL.
On l’appelle le sche´ma caracte´ristique elliptique de M .
Proposition 3.3. — Le sche´ma AM,ell est un sous-sche´ma ouvert non vide de AM et un sous-
sche´ma localement ferme´ de A. Son adhe´rence dans A est le sous-sche´ma ferme´ AM .
De´monstration. — Tout d’abord, AM,ell est non vide pour des raisons de dimension (cf. la
formule de dimension de la proposition 3.1). Le reste de la premie`re assertion re´sulte de la propo-
sition 3.2. La seconde assertion re´sulte de l’irre´ductibilite´ de AM (cf. proposition 3.1). 
Proposition 3.4. — Le sche´ma A est la re´union disjointe des sous-sche´mas localement ferme´s
AM,ell pour M ∈ L(T )
A =
⋃
M∈L(T )
AM,ell.
La de´monstration de cette proposition est reporte´e au §3.10.
3.7. Preuve de la proposition 3.2. — C’est une variante des preuves du lemme 7.3 de [25]
et de la proposition 6.3.5 de [24]. Pour la commodite´ du lecteur, on rappelle ici les principaux
arguments fonde´s en partie sur le lemme suivant (cf. lemme 7.3 de [25]).
Lemme 3.5. — Soit S un k-sche´ma normal et inte`gre et U ⊂ S un sous-sche´ma ouvert non vide.
Soit V ′ et V deux S-sche´mas. Pour tout diagramme commutatif
U
i
h′
V ′
π
S
h
V
ou` i est l’inclusion canonique, h′ et h sont des sections et π est un S-morphisme fini, la section
h′ se prolonge d’une manie`re unique en une section S → V ′ qui rele`ve h.
Montrons tout d’abord que le morphisme χML est radiciel. Il s’agit de voir que, pour tout corps
K extension de k, le morphisme χML induit une injection sur les ensembles correspondants de
K-points. Pour i = 1, 2 soit (ai, ti) ∈ AM (K) deux e´le´ments qui ont meˆme image (a, t) dans AL.
On a donc t = t1 = t2 et un diagramme commutatif
CK
a1
a2
a
carM,D,K
χML
carL,D,K
.
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Rappelons que le morphisme χML,D est fini. D’apre`s le lemme 3.5 ci-dessus pour que a1 = a2
il suffit que a1 et a2 co¨ıncident sur un ouvert de CK . Or a1 et a2 prennent la meˆme valeur au
point ∞K a` savoir χM (t). Comme t est G-re´gulier et que le morphisme χML est e´tale au-dessus de
car
reg
L,D,K , les sections a1 et a2 co¨ıncident sur le spectre du comple´te´ de l’anneau local de CK au
point ∞K donc elles co¨ıncident sur un ouvert de CK .
Montrons ensuite que le morphisme χML,D est propre. Pour cela, on applique le crite`re valuatif
de proprete´. Soit A un anneau de valuation discre`te de corps des fractions K· Soit S = Spec(A).
Soit (aM , tM ) ∈ AM (K) et (a, t) ∈ AL(S) tel que χML ((aM , tM )) = (a, t). On a donc tM = t.
D’apre`s le lemme 3.5 ci-dessus, le morphisme a1 se prolonge de manie`re unique en un morphisme
de CS dans carM,D qui s’inscrit (en pointille´s) dans le diagramme commutatif suivant :
CK
a1 carM,D,S
χML
CS
a carL,D,S
.
Une fois le prolongement de a1 acquis, il reste a` ve´rifier que a1 ◦∞S = χML (t). Cette e´galite´ re´sulte
de la proprete´ du morphisme χML puisque les deux sections a1 ◦ ∞S et χ
M
L,D(t) s’inscrivent (en
pointille´s) dans le diagramme commutatif suivant :
Spec(K)
a1◦∞K carM,D,S
χML
S
a◦∞S carL,D,S
.
Montrons ensuite que le morphisme χML,D est non ramifie´. Puisque AM et AL sont lisses, il
revient au meˆme de montrer que le morphisme tangent est injectif. Il s’agit donc de montrer que
χML induit une application injective AM (k[ε]) → AL(k[ε]) (ou` ε est une inde´termine´e de carre´
ε2 = 0). Soit donc (a1, t) et (a2, t) deux e´le´ments de AM (k[ε]) qui ont meˆme image (a, t) dans
AL(k[ε]). Dans la suite, on note par un indice ε le changement de base de k a` k[ε]. Soit a0 la section
de carL,D de´fini par restriction de a a` C et U ⊂ C l’ouvert de´fini comme l’image inverse par a0
du lieu re´gulier cregL,D. Notons que ∞ ∈ U . La section a induit alors un morphisme Uε → c
reg
L,D,ε. Or
le morphisme χML,ε est e´tale donc non ramifie´ au-dessus de c
reg
L,D,ε. Il s’ensuit que les sections a1 et
a2 co¨ıncident sur Uε donc sur Cε par platitude de k[ε] sur k.
En conclusion, le morphisme χML,D qui est radiciel, propre et non ramifie´ est une immersion
ferme´e.
3.8. Dans ce paragraphe et le suivant, on rassemble quelques re´sultats utiles pour la suite et pour
la preuve de la proposition 3.4.
Lemme 3.6. — Soit P un sous-groupe parabolique ou un sous-groupe de Levi de G. Soit F une
extension de k et Fs une cloˆture se´parable de F . Pour tous X et Y dans p(Fs) et tout a ∈ car
reg
P (Fs)
tels que
χP (X) = χP (Y ) = a
il existe p ∈ P (Fs) tel que X = Ad(p)Y .
Si, on suppose, de plus, que F est une extension de degre´ de transcendance 1 sur un corps
alge´briquement clos et que les e´le´ments X et Y appartiennent a` p(F ), alors on peut meˆme prendre
p ∈ P (F ).
De´monstration. — Le Fs-sche´ma de´fini par
{p ∈ P | Ad(p)X = Y }
n’est pas vide puisqu’il posse`de des points sur une cloˆture alge´brique de F . C’est clairement un
torseur sous le centralisateur TX de X dans G ×k Fs. Or X est semi-simple et re´gulier donc ce
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dernier est un tore sur Fs. On en de´duit que le sche´ma ci-dessus est lisse sur Fs. Il posse`de donc
des points dans Fs.
Supposons de plus que X et Y appartiennent a` p(F ). Soit p ∈ P (F ) tel que X = Ad(p)Y . Alors
pour tout τ ∈ Gal(Fs/F ), l’e´le´ment pτ(p)−1 appartient a` TX(Fs). On obtient ainsi un 1-cocycle
de Gal(Fs/F ) dans TX . Si le groupe de cohomologie H
1(Fs/F, TX) est trivial, on peut supposer
qu’on a p ∈ P (F ), quitte a` modifier p par un e´le´ment de TX(Fs). Comme TX est connexe, de`s
que F est de dimension 6 1, on sait que le groupe H1(Fs/F, TX) est trivial (cf. [27] chap. III §2
the´ore`me 1’ et les remarques qui suivent). Cela permet de conclure puisqu’une extension de degre´
de transcendance 1 sur un corps alge´briquement clos est de dimension 6 1.

On utilisera la de´finition suivante d’un e´le´ment elliptique.
De´finition 3.7. — Soit F une extension de k et X ∈ greg(F ) un e´le´ment G-re´gulier et semi-
simple. Soit TX son centralisateur dans GF (c’est un sous-F -tore maximal de GF ) et AX ⊂ TX
le sous-F -tore de´ploye´ maximal de TX . On dit que X est un e´le´ment elliptique de g(F ) si l’on a
l’e´galite´
AX = AG
ou` AG est la composante neutre du centre de GF .
3.9. Soit K une extension de k. Soit F le corps des fonctions de la courbe CK sur K. Soit O∞ le
comple´te´ de l’anneau local de CK en ∞K et F∞ le corps des fractions de O∞. Avec ces notations,
on peut e´noncer la proposition suivante.
Proposition 3.8. — Pour tout (a, t) ∈ AG(K), soit ta ∈ t
reg(O∞) l’unique rele`vement de t tel
que la restriction de a a` Spec(O∞) soit e´gale a` χ(ta). Soit aη ∈ carreg(F ) la restriction de a au
point ge´ne´rique de CK .
Pour tout M ∈ L(T ) et (a, t) ∈ AG(K), les deux assertions suivantes sont e´quivalentes :
1. (a, t) ∈ χMG (AM (K)) ;
2. il existe X un e´le´ment semi-simple G-re´gulier de m(F ) et m ∈M(F∞) tels que
(a) χG(X) = aη ;
(b) Ad(m)X = ta.
De´monstration. — Soit (a, t) ∈ AG(K). Un point ta avec les proprie´te´s ci-dessus existe et est
unique puisque χ est e´tale au-dessus de carreg.
Prouvons que la premie`re assertion implique la seconde. On suppose donc qu’on a (a, t) ∈
χMG (AM (K)), c’est-a`-dire qu’il existe (aM , t) ∈ AM (K) tel que
(3.1) χMG (aM ) = a
et
(3.2) aM (∞K) = χM (t).
Soit a∞ et aM,∞ les restrictions de a et aM a` Spec(O∞). Les morphismes donne´s par aM,∞ et
χM (ta) co¨ıncident en fibre spe´ciale par (3.2) et s’inscrivent tous deux dans le diagramme commu-
tatif
Spec(O∞)
χM (ta)
aM,∞
a∞
car
reg
M
χMG
carreg
.
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Comme χMG est e´tale au-dessus de car
reg, on a
aM,∞ = χM (ta).
Soit aM,η ∈ car
reg
M (F ) la restriction de aM au point ge´ne´rique. Il existe X ∈ m(F ) tel que
(3.3) χM (X) = aM,η
(pour le voir, on peut utiliser une section de Kostant relative a` M). Comme aM,η est G-re´gulier,
X est ne´cessairement semi-simple et G-re´gulier. On a donc l’e´galite´ suivante dans carregM (F∞)
χM (ta) = χM (X).
D’apre`s le lemme 3.6, il existe L une extension galoisienne finie de F∞ et m ∈M(L) tel que
Ad(m)X = ta.
On de´duit de cette dernie`re e´galite´ que pour tout σ ∈ Gal(L/F∞), l’e´le´ment mσ(m)−1 normalise
ta : il appartient donc a` T (L). On obtient ainsi une 1-cochaˆıne du groupe de Galois Gal(L/F∞) a`
valeurs dans T (L) qui est un cobord puisque, T e´tant un tore de´ploye´, le groupe H1(L/F∞, T (L))
est trivial. Il existe donc x ∈ T (L) tel que mσ(m)−1 = xσ(x)−1 pour tout σ ∈ Gal(L/F∞).
Quitte a` remplacer m par x−1m, on peut supposer que m ∈M(F∞). D’ou` la condition 2. (b). La
condition 2.(a) re´sulte de (3.1) et (3.3).
Prouvons l’implication re´ciproque. On suppose donc qu’il existe X ∈ m(F ) semi-simple G-
re´gulier et m ∈M(F∞) qui ve´rifient les assertions 2.(a) et 2.(b). Soit
(3.4) aM,η = χM (X) ∈ c
reg
M (F ).
Ce F -point s’inscrit dans le diagramme commutatif
Spec(F )
aM,η
carM,D
χMG,D
CK
a carG,D
.
La proprete´ du morphisme χMG implique que aM,η se prolonge en un morphisme
aM : CK → carM,D
qui rele`ve a. On a l’e´galite´ suivante dans cregM (K)
(3.5) χM (t) = aM (∞K)
En effet, vu (3.4), la restriction de aM a` Spec(F∞) est e´gale a` χM (X) donc e´gale a` χM (ta) par
2.(b). Il s’ensuit que la restriction de aM a` Spec(O∞) est aussi e´gale a` χM (ta). L’e´galite´ (3.5) en
re´sulte par e´valuation au point ∞K .
Le couple (aM , t) de´finit donc un e´le´ment de AM (K). Par construction de aM , on a
χMG (aM , t) = (a, t)
d’ou` l’assertion 1. 
Corollaire 3.9. — Avec les notations de la proposition 3.8, les deux assertions suivantes sont
e´quivalentes :
1. (a, t) ∈ χMG (AM,ell(K)) ;
2. il existe X un e´le´ment semi-simple, G-re´gulier et elliptique de m(F ) et m ∈M(F∞) tels que
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(a) χG(X) = aη ;
(b) Ad(m)X = ta.
De´monstration. — Soit (a, t) ∈ AG(K).
Prouvons que la premie`re assertion implique la seconde. On suppose donc (a, t) ∈ χMG (AM,ell(K)).
D’apre`s la proposition 3.8, il existe X un e´le´ment semi-simple G-re´gulier de m(F ) et m ∈M(F∞)
qui ve´rifient les assertions 2.(a) et 2.(b) de la proposition 3.8. On va montrer queX est ne´cessairement
elliptique dans m(F ). Pour cela on raisonne par contradiction. Soit AX le sous-F -tore de´ploye´
maximal de TX le centralisateur de X dans GF . Quitte a` conjuguer X par un e´le´ment de M(F )
et translater m par ce meˆme e´le´ment, on peut et on va supposer que AX est inclus dans le tore
“standard” TF . Il existe alors L ∈ LG(T ) tel que le centralisateur de AX dans GF soit LF . Notons
qu’on a L (M et cette inclusion est stricte puisque X n’est pas elliptique dansM . Mais l’assertion
2.(b) de la proposition 3.8 implique
mTX,F∞m
−1 = TF∞ .
Or les tores TX,F∞ et TF∞ sont deux sous-F∞-tores maximaux et F∞-de´ploye´s de LF∞ . Ils sont
donc conjugue´s par un e´le´ment de L(F∞). On a donc
m ∈ NormM(F∞)(T )L(F∞).
Comme T est un k-tore de´ploye´, on a NormM(F∞)(T ) = NormM(k)(T )T (F∞). Il existe donc
w ∈ NormM(k)(T ) et l ∈ L(F∞) tels que
m = wl.
Soit L1 = wLw
−1, l1 = wlw
−1 et X1 = Ad(w)X . Par construction, L1 ∈ L(T ) est un sous-groupe
de Levi propre de M ; en outre, l1 ∈ L1(F∞) et X1 ∈ l1(F ) ve´rifient les relations χG(X1) = aη et
Ad(l1)X1 = ta. Il re´sulte alors de la proposition 3.8 qu’on a (a, t) ∈ χ
L1
G (AL1(K)). Cela contredit
l’assertion 1 et montre que X est elliptique dans m(F ).
Montrons que l’assertion 2 implique la 1. SoitX un e´le´ment semi-simple,G-re´gulier et elliptique
de m(F ) et m ∈ M(F∞) qui satisfont 2.(a) et 2.(b). D’apre`s la proposition 3.8, on a (a, t) ∈
χMG (AM (K)). Soit L ∈ L(T ) un sous-groupe de Levi semi-standard inclus dans M tel que (a, t) ∈
χLG(AL,ell(K)). On vient de voir qu’il existe alors Y un e´le´ment semi-simple, G-re´gulier et elliptique
de l(F ) et l ∈ L(F∞) tels que χG(Y ) = aη et Ad(l)Y = ta. D’apre`s le lemme 3.6, il existe g ∈ G(Fs)
un point de G dans une cloˆture se´parable Fs de F tel que Ad(g)X = Y . Le centralisateur de
Y dans GF est un sous-F -tore maximal. Pour tout σ ∈ Gal(Fs/F ), on a donc σ(g)g−1 ∈ TY
et l’automorphisme inte´rieur Int(g) de GFs induit un F -isomorphisme de TX sur TY et donc
un F -isomorphisme entre les sous-tores F -de´ploye´s maximaux AX et AY . Or ces derniers ne
sont autres que les centres connexes AM,F et AL,F des sous-groupes de Levi MF et LF . On a
donc dim(AM ) = dim(AL). Comme on aussi AM ⊂ AL, il vient AM = AL et L = M . Donc
(a, t) ∈ χMG (AM,ell(K)), ce qu’il fallait de´montrer. 
3.10. Preuve de la proposition 3.4. — Seul le fait que la re´union soit disjointe n’est pas
e´vident. On reprend les notations du §3.9. Soit (a, t) ∈ AG(K) et M1 et M2 deux sous-groupes de
Levi dans L(T ) tels que a appartiennent a` l’intersection des images de AM1,ell(K) et AM2,ell(K).
D’apre`s le corollaire 3.9, pour i = 1, 2, il existe Xi ∈ mi(F ) un e´le´ment elliptique et G-re´gulier et
mi ∈Mi(F∞) tels que Ad(mi)Xi = ta et χG(Xi) = aη. D’apre`s le lemme 3.6, l’e´galite´ χG(X1) =
χG(X2) entraˆıne l’existence d’un point g ∈ G(FS) a` valeurs dans une cloˆture se´parable Fs de F
tel que Ad(g)X1 = X2. En raisonnant comme dans la preuve du corollaire 3.9, on voit qu’on a
gAM1g
−1 = AM2 .
Mais g conjugue X1 et X2 donc m2gm
−1
1 centralise ta qui est G-re´gulier. On a donc m2gm
−1
1 ∈
T (Fs ⊗F F∞) puis AM1 = AM2 et M1 =M2 ce qu’il fallait voir.
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4 La fibration de Hitchin
On poursuit avec les notations des sections pre´ce´dentes.
4.1. Notations. — On comple`te les notations des §§3.1 a` 3.3. Soit S un k-sche´ma et E un
H-torseur sur S. Soit
AutG(E) = E ×
G,Int
k G
le sche´ma en groupes sur S des automorphismes G-e´quivariants de E .
Soit V un k-espace vectoriel de dimension finie. Pour toute repre´sentation alge´brique line´aire
ρ : G→ GL(V ),
soit
ρ(E) = G×G,ρk V
le fibre´ vectoriel sur S que l’on obtient en poussant ρ par la repre´sentation ρ.
Lorsque E est un G-torseur sur CS = C ×k S (ou` C est la courbe du §3.2) on pose
ρD(E) = E ×
G,ρ
CS
VD,S
ou` VD,S = VD ×k S est le fibre´ vectoriel sur CS de´duit du fibre´ vectoriel VD sur C (cf.§3.3) par
changement de base.
4.2. Trivialisation ge´ne´rique des G-torseurs. — Soit K un extension de k et E un G-torseur
sur CK . Dans la suite, on fera appel plusieurs fois au lemme suivant.
Lemme 4.1. — Il existe K ′ une extension finie de K telle que le G-torseur E ×CK CK′ soit trivial
au point ge´ne´rique de CK′ .
De´monstration. — Clairement, il suffit de prouver le lemme lorsque K est alge´briquement clos.
Dans ce cas, F le corps des fonctions de CK , est de dimension 6 1. Soit Fs une cloˆture se´parable
de F . Le torseur E , qui est lisse sur CK , admet des sections au-dessus de Fs. Comme G est connexe
et que F est de dimension 6 1, on sait que l’ensemble H1(Fs/F,G) est re´duit a` la classe triviale
(cf. [27] chap. III §2 the´ore`me 1’ et les remarques qui suivent). 
4.3. Re´ductions des torseurs a` un sous-groupe.— On reprend les notations du paragraphe
pre´ce´dent. Soit P un sous-groupe alge´brique de G. Une re´duction du G-torseur E sur S a` P est la
donne´e d’un P -torseur EP sur S et d’un isomorphisme du G-torseur
EP ×
P G,
ou` G est muni de l’action de P par translation a` gauche, sur E . Le morphisme P -e´quivariant
e´vident EP → EP ×P G ≃ E donne, par passage au quotient par P , une section
σP : S → E/P.
Re´ciproquement, E est un P -torseur au-dessus de E/P qui, lorsqu’on le tire en arrie`re par une
section de E/P , donne une re´duction de E a` P . De cette manie`re, on obtient une bijection naturelle
entre les sections de E/P et les classes d’isomorphisme de re´ductions de E a` P .
4.4. Morphisme caracte´ristique. — Rappelons qu’on a fixe´ en §3.2 une courbe C sur k et un
point ∞ ∈ C(k). Soit S un k-sche´ma et CS et ∞S les objets obtenus par changement de base.
Soit E un G-torseur sur CS . La construction du paragraphe 4.1 donne un fibre´ vectoriel AdD(E)
sur CS . Le morphisme caracte´ristique de´fini en §2.2 (2.1)
χ : g→ car
est G-invariant et Gm,k-e´quivariant. Il induit donc un morphisme par abus encore note´ χ
χ : AdD(E)→ carD,S
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et donc un morphisme toujours note´ de la meˆme fac¸on
χ : H0(CS ,AdD(E))→ H
0(CS , carD,S).
Le sche´ma en groupes AutG(E) agit sur le fibre´ AdD(E) par l’action adjointe. Pour toute section
θ ∈ H0(CS ,AdD(E)), soit
AutG(E , θ)
le sous-sche´ma en groupes de AutG(E) qui centralise θ.
4.5. Le champ alge´brique de Hitchin. — Introduisons la de´finition suivante.
De´finition 4.2. — Le champ de HitchinMG est le k-champ alge´brique dont la cate´gorie fibre en
un k-sche´ma S est le groupo¨ıde dont les objets sont les triplets (E , θ, t) qui ve´rifient les conditions
suivantes :
1. E est un G-torseur sur C ×k S ;
2. θ est une section du fibre´ vectoriel AdD(E) ;
3. t appartient a` tG- reg(S) et satisfait
χ(θ)(∞S) = χ(t)
et l’ensemble des morphismes d’un objet (E , θ, t) sur un autre (E ′, θ′, t′) est
– vide si t 6= t′ ;
– l’ensemble des isomorphismes G-e´quivariants de E sur E ′ tels que l’isomorphisme induit de
AdD(E) sur AdD(E ′) envoie θ sur θ′.
Remarque. — Ce n’est pas la de´finition usuelle du champ de Hitchin qui ne conside`re que des
couples (E , θ). Ici la donne´e supple´mentaire d’un e´le´ment t qui est G-re´gulier force la section θ a`
eˆtre semi-simple re´gulie`re en ∞S et donc a` l’eˆtre aussi ge´ne´riquement. Le morphisme d’oubli de
t fait de notre champ de Hitchin un reveˆtement e´tale et galoisien de groupe W d’un ouvert du
champ de Hitchin usuel.
4.6. La fibration de Hitchin. — Il s’agit la` du morphisme
fG : MG → AG
de´fini pour tout k-sche´ma S et tout triplet m = (E , θ, t) dans M(S) par
f(m) = (χ(θ), t).
Dans la suite, on omet le plus souvent l’indice G et on note le morphisme ci-dessus ainsi
f : M→A.
4.7. Soit K une extension de k et P ∈ F un sous-groupe parabolique semi-standard. Soit E un
P -torseur sur CK . Soit Ad l’action adjointe de P sur son alge`bre de Lie p. La construction du
paragraphe 4.1 applique´e au groupe P fournit un fibre´ vectoriel AdD(E) sur CK . Le morphisme
caracte´ristique de´fini en §2.6 (2.2)
χP : p→ carP
est P -invariant et Gm,k-e´quivariant. Il induit donc des morphismes par abus encore note´s χP
χP : AdD(E)→ carP,D,S
et
χP : H
0(CS ,AdD(E))→ H
0(CS , carP,D,S).
4.8. Re´duction a` un sous-groupe parabolique.— Soit S un k-sche´ma affine etm = (E , θ, t) ∈
M(S). Introduisons la de´finition suivante.
De´finition 4.3. — On appelle re´duction de m a` P tout triplet mP = (EP , θP , tP ) forme´ de
15
– une re´duction EP de E a` P autrement dit un P -torseur EP sur C×kS muni d’un isomorphisme
(4.1) EP ×
P
k G ≃ E ;
– une section θP de AdD(EP ) sur C ×k S ;
– un point tP ∈ tG- reg(S) qui ve´rifie
χP (θP )(∞S) = χP (tP )
qui ve´rifie les deux conditions suivantes :
1. l’isomorphisme, qui se de´duit de (4.1),
AdD(EP ×
P
k G) ≃ AdD(E)
compose´ avec le morphisme
AdD(EP ) →֒ EP ×
P,Ad
k g ≃ AdD(EP ×
P
k G)
envoie la section θP sur θ ;
2. les points tP et t sont e´gaux.
Dans la suite, on dit que deux re´duction (EP , θP , t) et (E ′P , θ
′
P , t) dem sont isomorphes s’il existe
un isomorphisme de P -torseurs de EP sur E ′P tel que l’isomorphisme qui s’en de´duit AdD(EP )→
AdD(E ′P ) envoie θ sur θ
′.
4.9. Existence de re´ductions sur un ouvert. — Soit S un k-sche´ma test et (E , θ, t) ∈M(S).
Soit M ∈ L et (aM , t) ∈ AM (S) tels que
f(m) = χMG ((aM , t)).
Soit U l’ouvert de CS , image re´ciproque par aM de l’ouvert car
reg
M . Soit X une section de m×kU tel
que χM (X) co¨ıncide avec aM sur l’ouvert U . L’existence d’une section de Kostant assure qu’une
telle section existe. Notons que X est partout semi-simple G-re´gulier. Soit TX le sous-sche´ma en
tores de MU centralisateur de X dans GU . Introduisons alors E ′ le U -sche´ma de´fini ainsi : pour U -
sche´ma Ω, l’ensemble des sections de E ′ au-dessus de Ω est l’ensemble des sections de E au-dessus
de Ω telles que l’isomorphisme AdD(EΩ) → g ×k Ω qui s’en de´duit envoie θΩ sur XΩ. Comme
localement pour la topologie e´tale les sous-sche´mas en tores de G ×k U sont conjugue´s au tore
constant T ×k U et qu’on a l’e´galite´
χG(θ) = χ
M
G (aM ) = χG(X)
sur U , on voit que E ′ posse`de des sections localement pour la topologie e´tale. Il est clair alors que
E ′ est un TX-torseur sur U qui devient, une fois pousse´ par le morphisme TX → GU , isomorphe
a` EU . En particulier, pour tout sous-groupe parabolique P ∈ F(M) soit EP le P -torseur sur U
qu’on de´duit de E ′ en poussant par le morphisme TX → PU . On ve´rifie alors que (EP , θU , tU ) est
une re´duction a` P (en un sens e´vident) du triplet de´duit de (E , θ, t) par changement de base a` U .
4.10. Voici le principal re´sultat sur l’existence et l’unicite´ de re´ductions a` un sous-groupe para-
bolique d’un triplet de Hitchin sur le spectre d’un corps K extension de k.
Proposition 4.4. — Soit m ∈ M(K) et M ∈ L tel que f(m) ∈ χMG (AM,ell(K)) (cf. proposition
3.4). Soit P ∈ F . On a l’alternative suivante :
– soit P ne contient pas M : il n’y a alors aucune re´duction de m a` P ;
– soit P contient M : dans ce cas, il existe une et une seule re´duction de m a` P (a` isomor-
phisme pre`s).
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De´monstration. — Soit P ∈ F . Montrons que la condition M ⊂ P est ne´cessaire a` l’exis-
tence d’une re´duction a` P . Soit mP = (EP , θP , t) une re´duction de m a` P . Le couple (χP (θP ), t)
de´finit un e´le´ment de AMP (K) dont l’image dans AG(K) est e´gale a` f(m). L’hypothe`se f(m) ∈
χMG (AM,ell(K)) et la proposition 3.4 impliquent qu’on a M ⊂MP d’ou` M ⊂ P .
On suppose de´sormais M ⊂ P . Montrons tout d’abord l’existence d’une re´duction a` P . La
construction du paragraphe §4.9 fournit une re´duction de m a` P mais seulement sur un ouvert U
de CK . Il s’agit alors de voir que cette re´duction se prolonge autrement dit que le torseur P -torseur
EP se prolonge a` CK . Par la bijection de´crite au §4.3, il revient au meˆme de montrer que la section
U → E/P de´duite de EP se prolonge a` tout CK . Or une telle section se prolonge par proprete´ du
quotient E/P sur C d’ou` l’existence.
Montrons enfin l’unicite´ d’une re´duction de m a` P . Soit mP = (EP , θP , t) m′P = (E
′
P , θ
′
P , t)
deux telles re´ductions. Soit σP et σ
′
P les sections de E/P de´duites de EP et E
′
P par la construction
de´crite au §4.3. Il s’agit de prouver que ces sections sont e´gales et il suffit, par proprete´ de E/P
sur CK , de le prouver au point ge´ne´rique Spec(F ) de CK et meˆme au point Spec(Fs) ou` Fs est
une cloˆture se´parable du corps des fonctions F de la courbe CK .
Or section σP donne une section Spec(Fs) → E/P et celle-ci est la P (Fs)-orbite de l’image
d’un point e ∈ EP (Fs) par le morphisme EP → E . Un tel point e ∈ EP (Fs) donne un isomorphisme
P -e´quivariant
ΦP : EP,Fs → P ×k Fs
un isomorphisme de sche´mas en groupes
ιP : AutP (EFs)→ P ×k Fs
et un isomorphisme de´rive´
dιP : AdP (EFs)→ p×k Fs.
Soit Y = dιP (θFs) ∈ p(Fs). Par de´finition de la re´duction, χP (Y ) est e´gal a` aM,Fs la restriction
de la section aM : C → cM a` Spec(Fs). En utilisant la proposition 3.8 pour le groupe non pas G
mais M , on obtient l’existence de X ∈ m(F ) semi-simple tel que
1. χM (X) est e´gal a` la restriction aM,F de aM au point ge´ne´rique ;
2. il existe m ∈M(F∞) tel que Ad(m)X = ta ou` ta ∈ treg(O∞) rele`ve t et ve´rifie χM (ta) = t.
Notons que comme aM,F appartient a` car
G- reg
M , les e´le´ments X et ta sont automatiquement G-
re´guliers. Comme on a l’e´galite´ χP (Y ) = χP (X) dans car
G- reg
M (Fs), par le lemme 3.6 les e´le´ments
X et Y sont conjugue´s sous P (Fs). Quitte a` translater e par un e´le´ment de P (Fs) on peut et on
va supposer que Y = X . L’image de e dans E(Fs) donne un isomorphisme G-e´quivariant
(4.2) Φ : EFs → G×k Fs
un isomorphisme de sche´mas en groupes
(4.3) ι : AutG(EFs)→ G×k Fs
et un isomorphisme de´rive´
(4.4) dι : AdG(EFs)→ g×k Fs.
Ce dernier est tel que X = dι(θ) est un e´le´ment de m(F ) semi-simple G-re´gulier qui ve´rifie les
assertions 1 et 2 ci-dessus. Notons par un ′ les meˆmes objets attache´s a` la re´duction m′P . Soit
x ∈ G(Fs) tel que e′ = e · x. L’automorphisme de g ×k Fs donne´ par dι′ ◦ dι−1 est alors e´gal a`
Ad(x). Par conse´quent, Ad(x)X = X ′. On a donc les e´galite´s
ta = Ad(m
′)X ′ = Ad(m′x)X = Ad(m′xm−1)ta
ce qui implique m′xm−1 ∈ T (F∞⊗F Fs) puisque ta est G-re´gulier. Il s’ensuit qu’on a x ∈M(Fs).
Donc les sections σP et σ
′
P co¨ıncident au point ge´ne´rique. Ainsi il existe un isomorphisme de EP
sur E ′P . Avec les notations pre´ce´dentes, on a vu que X et X
′ sont conjugue´s sous M(Fs). Donc on
peut choisir cet isomorphisme de sorte que θP s’envoie sur θ
′
P (au moins au point Spec(Fs) donc
partout). Cela termine la de´monstration de l’unicite´ et de la proposition. 
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5 Convexe associe´ a` un triplet de Hitchin.
5.1. Pour tout groupe M de´fini sur k soit X∗(M) le groupe des caracte`res rationnels de M et
X∗(M) = HomZ(X
∗(M),Z).
Lorsque M est un tore, on note X∗(M) s’identifie au groupe des cocaracte`res de M par la dualite´
naturelle entre les groupes de caracte`res et de cocaracte`res.
Soit M ∈ L un sous-groupe de Levi semi-standard et soit AM la composante neutre du centre
de M . Le morphisme de restriction
X∗(M)→ X∗(AM )
est injectif et son conoyau est fini. Soit a∗M le R-espace vectoriel de´fini par
a∗M = X
∗(M)⊗Z R = X
∗(AM )⊗Z R.
Son dual note´ aM s’identifie a`
aM = HomZ(X
∗(M),R).
On ne confondra pas aM avec l’alge`bre de Lie de AM qui est aussi celle du centre ZM de M et
qui sera note´e zM . Pour tout L ∈ L(M), les morphismes de restriction
X∗(L)→ X∗(M)→ X∗(AL)
induisent des morphismes
a∗L → a
∗
M → a
∗
L
dont le compose´ est l’identite´. De la sorte, a∗L s’identifie a` un sous-espace de a
∗
M . Soit
(aLM )
∗ = Ker(a∗M → a
∗
L).
On a donc une de´composition
a∗M = a
∗
L ⊕ (a
L
M )
∗
d’ou` dualement une de´composition
aM = aL ⊕ a
L
M
ou` aLM est l’orthogonal de a
∗
L dans aM . Tout ξ ∈ aM s’e´crit
(5.1) ξ = ξL + ξ
L
suivant cette de´composition.
On ge´ne´ralise les de´finitions pre´ce´dentes a` un sous-groupe parabolique P ∈ F de la fac¸on
suivante. Soit AP = AMP et aP = aMP . Soit Q ∈ F(P ) et a
Q
P = a
MQ
MP
; On note par un exposant ∗
le dual de aQP . On a donc une de´composition
aP = a
Q
P ⊕ aQ
et tout ξ ∈ aP s’e´crit
(5.2) ξ = ξQ + ξQ
suivant cette de´composition.
5.2. Soit B ∈ F(T ) un sous-groupe de Borel de G. Soit ∆B l’ensemble des racines simples de
T dans B. Soit ∆∨B l’ensemble des coracines simples. Les parties ∆B et ∆
∨
B forment des bases
respectives des espaces a∗T et a
∗
T .
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Soit P ∈ F(B) et ∆P,B ⊂ ∆B le sous-ensemble forme´ de racines dans NP . Soit ∆∨P,B ⊂ ∆
∨
B le
sous-ensemble correspondant de coracines. L’application de restriction X∗(T ) → X∗(AP ) induit
une bijection de ∆P,B sur un ensemble note´ ∆P . De meˆme, la projection aT → aP induit une
bijection de ∆∨P,B sur une partie note´e ∆
∨
P . Comme tout sous-groupe de Borel inclus dans P qui
contient T appartient a` l’orbite de B sous le groupe de Weyl WMP (T ), les ensembles ∆P et ∆
∨
P
ne de´pendent pas du choix de B. En outre, ∆P et ∆
∨
P forment des bases respectives de a
∗
P et aP .
Soit ∆ˆP la base de a
∗
P duale de ∆
∨
P .
Lemme 5.1. — Soit Q ∈ F(P ). On a alors l’inclusion naturelle ∆ˆQ ⊂ ∆ˆP .
De´monstration. — Soit B ⊂ P un sous-groupe de Borel qui contient T . On a l’inclusion
∆∨Q,B ⊂ ∆
∨
P,B et le comple´mentaire ∆
∨
P,B −∆
∨
Q,B est inclus dans a
Q
T . Soit ∆
∨
Q,P l’image de ∆
∨
Q,B
par la projection aT → aP . Le comple´mentaire ∆∨P −∆
∨
Q,P est alors inclus dans a
Q
P . La projection
aP → aQ induit une bijection de ∆∨Q,P sur ∆
∨
Q.
Soit ̟ ∈ ∆ˆQ ⊂ a∗Q. Soit α
∨ ∈ ∆∨Q tel que ̟(α
∨) = 1 et ̟ est nul sur ∆∨Q − {α
∨}. Soit
β∨ ∈ ∆∨P . On a alors l’alternative suivante. Soit β
∨ /∈ ∆∨Q,P et alors ̟(β
∨) = 0. Soit β∨ ∈ ∆∨Q,P
et alors ̟(β∨) vaut 1 si β∨ est l’unique e´le´ment de ∆∨Q,P et 0 sinon. Cela prouve que ̟ ∈ ∆ˆP .

5.3. Coˆnes dans aP . — Soit P ∈ F . Soit +aP le coˆne obtus, ouvert dans aP , de´fini par
+aP = {H ∈ aP | ̟(H) > 0 ∀̟ ∈ ∆ˆP }.
Soit +aP l’adhe´rence de
+aP dans aT c’est-a`-dire
+aP = {H ∈ aP | ̟(H) > 0 ∀̟ ∈ ∆ˆP }.
Lemme 5.2. — Soit P ( G un sous-groupe parabolique semi-standard. On a les assertions sui-
vantes :
1. pour tout Q ∈ F(P ) on a +aP ⊂ +aQ + a
Q
P ;
2. le coˆne +aP est l’intersection des coˆnes
+aQ + a
Q
P lorsque Q parcourt les sous-groupes para-
boliques propres maximaux de G qui contiennent P .
Ces assertions valent aussi pour les coˆnes ferme´s.
De´monstration. — Soit Q ∈ F(P ). Il est clair qu’on a
+aQ + a
Q
P = {H ∈ aP | ̟(H) > 0 ∀̟ ∈ ∆ˆQ}.
La premie`re assertion re´sulte alors de l’inclusion ∆ˆQ ⊂ ∆ˆP du lemme 5.1. Pour montrer la seconde
assertion, il suffit d’apre`s la premie`re assertion de prouver que l’intersection des coˆnes +aQ +
a
Q
P lorsque Q parcourt les e´le´ments maximaux de F(P ) est inclus dans
+aP . Soit H dans cet
intersection. Il s’agit de voir que ̟(H) > 0 pour tout ̟ ∈ ∆ˆP . Mais c’est e´vident car pour tout
̟ ∈ ∆ˆP il existe un unique sous-groupe parabolique Q propre et maximal qui contient P tel que
∆ˆQ = {̟}. 
5.4. Degre´ d’une re´duction. — Soit K une extension de k, m ∈ M(K) un triplet de Hitchin,
P ∈ F un sous-groupe parabolique semi-standard et mP = (E , θ, t) une re´duction de m a` P (cf.
de´finition 4.3. Le degre´ de la re´duction mP est l’unique e´le´ment deg(mP ) ∈ aP qui satisfait pour
tout caracte`re µ ∈ X∗(P ) l’e´galite´ suivante
µ(deg(mP )) = deg(µ(E))
ou` µ(E) est le fibre´ en droites sur CK obtenu lorsqu’on pousse le torseur E par la repre´sentation
µ : P → GL(1)
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et deg(µ(E)) est son degre´.
Lemme 5.3. — Soit P ∈ F et mP une re´duction dem a` P . Soit Q ∈ F(Q) etmQ une re´duction de
m a` Q. Alors le degre´ deg(mQ) est e´gal a` la projection de deg(mP ) sur aQ suivant la de´composition
aP = aQ ⊕ a
Q
P .
De´monstration. —Rappelons que la re´ductionmP est un certain triplet (EP , θP , t) (cf. de´finition
4.3). Soit EQ de´fini par EP ×Pk Q et θQ la section de AdD(EQ) obtenue lorsqu’on compose θP avec
le morphisme AdD(EP ) →֒ AdD(EQ). On ve´rifie que le triplet (EQ, θQ, t) est une re´duction de m
a` Q donc il est isomorphe a` mQ (cf. proposition 4.4). Soit µ ∈ X∗(Q). Il est clair que µ(EQ) est
isomorphe a` µ(EP ). On a donc
µ(deg(mP )) = deg(µ(EP )) = deg(µ(EQ)) = µ(deg(mQ)).
Il s’ensuit que deg(mP )− deg(mQ) appartient a` a
Q
P d’ou` le lemme.

5.5. Convexes associe´s a` un triplet de Hitchin. — On poursuit avec les notation sur para-
graphe pre´ce´dent. Soit M l’unique sous-groupe de Levi semi-standard tel que f(m) appartienne a`
AM,ell(K) (cf. proposition 3.4). Pour tout P dans l’ensemble F(M) des sous-groupes paraboliques
de G contenant M soit mP l’unique re´duction de m a` P (cf. 4.4) et soit
+CP,m = − deg(mP )−
+aP + a
P
T
le cylindre ouvert de aT de base la chambre obtuse − deg(mP )− +aP et
+CP,m = − deg(mP )− +aP + a
P
T
son adhe´rence dans aT . Notons que, pour P = G, on a
+CG,m = aT .
Soit Cm le polye`dre ouvert inclus dans aT de´fini par
Cm =
⋂
P∈F(M)
+CP,m
et soit
Cm =
⋂
P∈F(M)
+CP,m
son adhe´rence.
Si M = G alors F(G) = {G} et Cm = Cm = aT .
Remarques. — Nous verrons une de´finition e´quivalente des polye`dres pre´ce´dents a` la propo-
sition 5.8. Ces de´finitions sont directement sugge´re´es par la de´finition d’Arthur des poids qui
interviennent dans la de´finition des inte´grales orbitales ponde´re´es (cf. [1] §§2,3). Le lien avec les
constructions d’Arthur sera plus e´vident lorsque nous disposerons d’une description ade´lique des
triplets de Hitchin (cf. section 7.6). Lorsque M = T , on retrouve le “polye`dre comple´mentaire”
que Behrend associe au sche´ma en groupes AutG(E) et au tore T (cf. [7]§6).
Proposition 5.4. — Avec les notations ci-dessus, dans la de´finition de Cm ou Cm, on peut rem-
placer F(M) par P(M). Si M ( G on peut remplacer F(M) par les e´le´ments maximaux de
F(M)− {G}.
De´monstration. — C’est une conse´quence e´vidente du lemme suivant. 
Lemme 5.5. — Soit P ∈ F(M) un sous-groupe parabolique semi-standard. On a les assertions
suivantes :
1. pour tout Q ∈ F(P ) on a +CP,m ⊂ +CQ,m ;
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2. le coˆne +CP,m est l’intersection des coˆnes +CQ,m lorsque Q parcourt les sous-groupes para-
boliques propres maximaux de G qui contiennent P .
Ces assertions valent aussi pour les coˆnes ferme´s.
De´monstration. — Soit Q ∈ F(P ). Le lemme 5.3 implique qu’on a l’e´galite´
+CQ,m = − deg(mP )−
+aQ + a
Q
T .
Le lemme est alors une conse´quence imme´diate du lemme 5.2. 
5.6. Soit S un k-sche´ma affine et m ∈ M(S). Pour tout s ∈ S, soit ms ∈ M(k(s)) le triplet
de Hitchin sur k(s) le corps local en s de´duit de m par changement de base. Soit Cm, resp. Cm,
l’application sur S qui a` tout s ∈ S associe le convexe ouvert Cms , resp. le convexe ferme´ Cms .
Proposition 5.6. — Supposons S noethe´rien. L’application Cm de M(k(s)) dans l’ensemble des
parties de aT ordonne´ par l’inclusion est semi-continue infe´rieurement c’est-a`-dire pour toute
partie Ξ de aT l’ensemble
{s ∈ S |Ξ ⊂ Cms}
est ouvert. Il en est de meˆme pour l’application Cm.
De´monstration. — Soit m = (E , θ, t) ∈ M(S). On ne traite que l’application Cm car la meˆme
de´monstration s’applique a` Cm.
Montrons tout d’abord que Cm est constructible et ne prend qu’un nombre fini de valeurs
sur S . Pour cela, quitte a` remplacer S par une composante irre´ductible, on suppose que S est
irre´ductible. Soit η le point ge´ne´rique de S et Cη = C ×k k(η). Soit mη = (Eη, θη, tη) le triplet
de Hitchin sur Cη de´duit de m par le changement de base Spec(k(η)) → S. Soit M ∈ L tel que
f(mη) ∈ χMG (AM,ell(k(η))) (cf. proposition 3.4). Soit P ∈ F(M) et mP,η = (EP,η, θη, tη) “la”
re´duction de mη a` P (cf. proposition 4.4). On a associe´ au §4.3 a` la P -re´duction EP,η une section
Cη → Eη/P . Celle-ci se prolonge se prolonge a` tout CS prive´ d’un certain ferme´. L’image de ce
ferme´ par le morphisme propre CS → S est un ferme´ qui ne contient pas le point ge´ne´rique η. Soit
U le comple´mentaire de ce ferme´ de S. Par construction, la section Cη → Eη/P se prolonge en une
section CU → Eη/P . En utilisant la bijection du §4.3, on de´duit de cette section un P -torseur EP,U
qui est un prolongement de EP,η et qui est une re´duction de EU a` P . On en de´duit que le triplet
(EP,U , θU , t|U ) est une re´duction de m a` P sur U . Il s’ensuit que l’application qui a` u ∈ U associe
le degre´ de mP,u est constante. Quitte a` re´duire U , l’application pre´ce´dente est constante pour
tout P ∈ F(M). Quitte a` re´duire encore U , on peut supposer que f(mu) ∈ χMG (AM,ell(k(u))) pour
tout u ∈ U . Mais alors l’application Cm est constante sur U . Par re´currence noethe´rienne, elle ne
prend qu’un nombre fini de valeurs et il existe une partition de S en des ensembles constructibles
sur lesquels C est constante.
Montrons ensuite que pour tout Ξ ⊂ aT l’ensemble
{s ∈ S |Ξ ⊂ Cms}
est ouvert. D’apre`s ce qui pre´ce`de, il est constructible. Il suffit donc de montrer qu’il est stable par
ge´ne´risation. Pour cette question, on peut supposer que S est le spectre d’un anneau de valuation
discre`te. Soit s le point spe´cial et η le point ge´ne´rique de S. Il suffit de montrer l’inclusion
(5.3) Cms ⊂ Cmη .
Soit (a, t) = f(m) ∈ AG(S). Soit M ∈ L tel que (aη, tη) appartienne a` χMG (AM,ell(k(η))) (cf.
proposition 3.4). Comme le morphisme χMG est une immersion ferme´e (cf. proposition 3.2), il
existe un couple (aM , t) ∈ AM (S) d’image (a, t) dans AG(S). Si M = G l’inclusion (5.3) est
triviale puisqu’alors Cmη = aT . Supposons donc M ( G. En utilisant la proposition 5.4, on voit
qu’il suffit montrer que pour tout P ∈ F(M) maximal, on a
+CP,ms ⊂
+CP,mη
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ce qui revient a` montrer que
̟(deg(mP,s)− deg(mP,η)) > 0
ou` ̟ est l’unique e´le´ment de ∆ˆP . Soit
ρ : G→ V
la repre´sentation irre´ductible de dimension finie de plus haut poids ̟. Soit V̟ ⊂ V la droite
engendre´e par un vecteur de plus haut poids ̟. En particulier, cette droite est stable sous l’action
de P .
Soit U l’ouvert de CS de´fini comme l’image re´ciproque par aM de l’ouvert G-re´gulier car
reg
M .
On a construit au §4.9 un triplet (EP,U , θU , tU ) forme´ d’une re´duction a` P du triplet de´duit de
m par changement de base a` U . On de´duit de EP,U une section U → E/P qui, par projectivite´
de E/P , se prolonge a` un ouvert U1 ⊃ U qui contient tous les points de codimension 6 1 de CS .
Notons que U1 contient Cη ainsi que le point ge´ne´rique de Cs. On obtient alors un P -torseur EP,U1
qui prolonge EP,U (cf. §4.3). On ve´rifie que le triplet (EP,U1 , θU1 , tU1) est une re´duction de m a` P
sur U1.
Le fibre´ en droite EP,U1 ×
P,ρ
k V̟ est un sous-faisceau localement facteur direct de la restriction
a` U1 du fibre´ vectoriel ρ(E) = E ×
P,ρ
k V . Il se prolonge de manie`re unique en un fibre´ en droites V̟
qui est un sous-faisceau de ρ(E). Toutefois, il se peut que hors de U1 ce fibre´ ne soit pas localement
facteur direct. Comme U1 contient Cη on a l’e´galite´
(5.4) deg(V̟,η) = ̟(deg(mP,η)).
Sur l’ouvert U1 ∩Cs de Cs, on obtient par restriction du triplet (EP,U1 , θU1 , tU1) une re´duction
de ms a` P . Toujours par les meˆmes arguments, cette re´duction se prolonge a` Cs. On obtient donc
un triplet (EP,s, θs, ts). Le fibre´ en droites
V ′̟,s = EP,s ×
P,ρ
k V̟
est un sous-fibre´ localement facteur direct de ρ(Es) et comme ci-dessus on a
(5.5) deg(V ′̟,s) = ̟(deg(mP,s)).
Mais ce fibre´ V ′̟,s co¨ıncide avec V̟,s sur l’ouvert U1 ∩ Cs. Il s’ensuit que V
′
̟,s est le sature´ de
V̟,s dans ρ(Es). On a donc
deg(V ′̟,s) > deg(V̟,s)
avec e´galite´ si et seulement si V ′̟,s = V̟,s. Avec (5.4) et (5.5) cela donne
̟(deg(mP,s)) = deg(V
′
̟,s) > deg(V̟,s) = ̟(deg(mP,η)) = ̟(deg(mP,η))
comme voulu.

5.7. Re´ductions a` des sous-groupes paraboliques adjacents. — Soit K une extension de
k. Avant d’e´noncer le principal re´sultat de ce paragraphe, nous allons l’illustrer dans le cas de
GL(2) muni de son sous-tore maximal standard T . Soit m = (E , θ, t) un triplet de Hitchin dans
MGL(2)(K). La donne´e de (E , θ) est e´quivalente a` celle d’un fibre´ vectoriel V de rang 2 sur CK ,
d’un endomorphisme tordu
θ : V → V(D)
encore note´ θ. On suppose que f(m) n’est pas elliptique. Il s’ensuit qu’au point ge´ne´rique η de
CK , l’endomorphisme θ est diagonal dans une base note´e (e1, e2) de l’espace vectoriel Vη. Soit
Vi ⊂ V le sous-fibre´ en droites de´termine´ par ei. Le point t ∈ t(K) ≃ K2 s’e´crit comme un couple
t = (t1, t2). Il y a une inde´termination sur la nume´rotation des fibre´s Vi qui est leve´e lorsqu’on
exige qu’au point ∞ l’endomorphisme θ ait comme valeur propre ti sur l’espace Vi,∞.
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Soit B ⊂ GL(2) le sous-groupe de Borel standard et B son oppose´. Il re´sulte de la proposition
4.4 qu’il existe des re´ductions mB et mB¯ de m a` B et B. On identifie aT a` R
2 de manie`re e´vidente.
On ve´rifie les formules suivantes
deg(mB) = (deg(V1), deg(V/V1))
et
deg(mB¯) = (deg(V/V2), deg(V2)).
Il s’ensuit qu’on a
(5.6) deg(mB¯)− deg(mB) = long(V/(V1 + V2))(1,−1)
ou` la longueur note´e long du module de torsion V/(V1 + V2) est donne´e par
deg(V)− deg(V1)− deg(V2)
vu que le morphisme entre fibre´s de rang 1
V1 → V/V2
est injectif.
Au point ge´ne´rique de CK , on a une somme directe
Vη = V1,η ⊕ V2,η.
Soit pi la projection sur Vi,η. Celle-ci commute a` θ qui agit sur le facteur Vi,η par la section
globale λi de O(D). Soit p1(V) le fibre´ inversible image de V par p1. La projection p1 induit un
isomorphisme de V/V2 sur p1(V). La restriction de p1 a` V1 est injective et induit un isomorphisme
de V1 sur un sous-faisceau de p1(V). De meˆme, on introduit le fibre´ p2(V) et on obtient des
isomorphismes
p1(V)/V1 ≃ V/(V1 + V2) ≃ p2(V)/V2
compatibles aux endomorphismes tordus induit par θ. Or θ agit par les scalaires λ1 sur p1(V) et
λ2 sur p2(V). Il s’ensuit que le scalaire λ1 − λ2, qui est nul puisque θ est re´gulier, agit par 0 sur
p1(V)/V1 d’ou`
(λ1 − λ2)p1(V) ⊂ V1(D)
dont on de´duit l’ine´galite´
long(p1(V)/V1) 6 2 deg(D)
soit encore
(5.7) long(V/(V1 + V2)) 6 2 deg(D).
Ce sont les lignes (5.6) et (5.7) que nous allons ge´ne´raliser a` un groupe quelconque. Pour tout
sous-groupe de LeviM ∈ L, deux sous-groupes paraboliques P et Q dans P(M) sont dits adjacents
si l’intersection
∆∨P ∩ (−∆
∨
Q)
est re´duite a` un e´le´ment.
Lemme 5.7. — Soit m ∈ M(K) et M ∈ L tel que f(m) ∈ AM,ell(K).
Soit P et Q deux sous-groupes paraboliques adjacents dans P(M). Soit α∨ l’unique coracine
qui ve´rifie
∆∨P ∩ (−∆
∨
Q) = {α
∨}.
Soit mP et mQ les re´ductions respectives de m a` P et Q (cf. proposition 4.4).
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Il existe un unique rationel xα tel que
(5.8) − deg(mP ) + deg(mQ) = xαα
∨.
En outre, xα satisfait l’ine´galite´
(5.9) 0 6 xα 6 2µ(α
∨)−1(dim(nP /(nP ∩ nQ)))
2 dim(q/(nP ∩ nQ)) deg(D).
ou` le caracte`re µ ∈ X∗(M) est donne´ par det(Ad(·)|nP /(nP∩nQ)).
En particulier, xα est borne´ sur M(K).
Remarques. — L’ine´galite´ de gauche dans 5.9 est re´miniscente du lemme 3.6 de [1]. Dans le
contexte de la re´duction de sche´mas en groupes re´ductifs a` un sous-groupe de Borel, elle apparaˆıt
dans [7] proposition 6.6.
De´monstration. — Soit m = (E , θ, t) le point conside´re´ de M(K). Soit mP = (EP , θ, t) et
mQ = (EQ, θ, t) ses re´ductions a` P et Q. L’e´nonce´ est trivial si M = G. On suppose donc M ( G
dans la suite.
Soit R ∈ F(M) de´fini par ∆ˆR = ∆ˆP − {α∨}. On a donc ∆ˆR ∪ {−α∨} = ∆ˆQ. Ainsi R contient
P et Q. Pour tout caracte`re µ ∈ X∗(R), on a donc
deg(µ(mR)) = deg(µ(mP )) = deg(µ(mQ)).
Par conse´quent, − deg(mP ) + deg(mQ) appartient a` l’espace aRM qui n’est autre que la droite
engendre´e par α∨. On obtient ainsi l’existence de xα qui ve´rifie (5.8).
Il reste a` ve´rifier l’ine´galite´ (5.9). On commence par le cas ou` l’on a R = G c’est-a`-dire M est
maximal dans G. Dans ce cas, P ∩Q =M . Pour alle´ger les notations, posons
V = AdD(E),
V1 = EP ×
P,Ad
k n,
ou` n est l’alge`bre de Lie du radical unipotent de P , et
V2 = AdD(EQ) = EQ ×
Q,Ad
k q.
Alors V1 et V2 sont deux sous-fibre´s vectoriels du fibre´ vectoriel V tels que V1 ∩ V2 = 0. Au point
ge´ne´rique de CK , on a une somme directe
Vη = V1,η ⊕ V2,η.
Soit pi la projection sur Vi,η. La section θ de V(D) se factorise par V2(D). L’action adjointe ad(θ)
de θ induit des endomorphismes tordus V1 → V1(D) et V2 → V2(D). Les fibre´s vectoriels V1 et
V/V2 sont de meˆme rang e´gal a` la dimension de n. Le morphisme e´vident
V1 → V/V2
est injectif. Il s’ensuit qu’on a
deg(V1) 6 deg(V/V2)
avec e´galite´ si et seulement si le morphisme est bijectif. Soit µ le caracte`re de X∗(P ) = X∗(M)
donne´ par det(Ad|n). On a donc µ(α
∨) > 0. Notons que µ est encore e´gal au caracte`re deM donne´
par det(Ad|g/q). Il s’ensuit qu’on a
µ(deg(mP )) = deg(V1) 6 deg(V/V2) = µ(deg(mQ))
et
µ(α∨)xα = deg(V/V2)− deg(V1) = long(T )
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ou` T est le faisceau de torsion de´fini par
T = V/(V1 + V2).
On a donc la positivite´ dans l’ine´galite´ (5.9). Il nous reste a` majorer la longueur de T . Pour cela,
on utilise les isomorphismes
p1(V)/V1 ≃ T ≃ p2(V)/V2
qui sont compatibles aux endomorphismes tordus induit par ad(θ). Soit χi le polynoˆme ca-
racte´ristique de la restriction de ad(θ) a` Vi,η et soit λ le re´sultant de ces deux polynoˆmes. En
fait, λ est meˆme une section non nulle de O(ND) ou`
N = dim(n) dim(q).
L’endomorphisme tordu p1(V) → p1(V)(ND) donne´ par la multiplication induit un endomor-
phisme tordu trivial de p1(V)/V1. On a donc
λp1(V) ⊂ V1(ND)
et la majoration
long(T ) 6 2 dim(n)N deg(D)
ce qui montre la majoration de droite de l’ine´galite´ (5.9) dans le cas ou` M est maximal.
Si M n’est pas maximal, on utilise les re´sultats pre´ce´dents au groupe re´ductif MR qui est
l’unique e´le´ment de L qui est un facteur de Levi de R. L’alge`bre de Lie de R est p+ q et celle de
MR est isomorphe a` p+ q/(nP ∩ nQ).

5.8. Enveloppes convexes associe´s a` un triplet de Hitchin. — On continue avec les
notations du paragraphe pre´ce´dent. Soit m ∈ M(K) et M ∈ L tel que f(m) ∈ AM,ell(K). Pour
tout P ∈ P(M), soit mP une re´duction de m a` P .
CVm
l’enveloppe convexe ferme´e des points
− deg(mP )
pour P ∈ P(M).
La positivite´ dans le lemme 5.7 va nous permettre de donner une autre description du convexe
Cm (pour des re´sultats analogues dans des contextes similaires, cf. [1] §§2,3 et [7] §2).
Proposition 5.8. — Pour tout m ∈ M(K), on a l’e´galite´ suivante
Cm = CVm + a
M
T + aG.
De´monstration. — Il s’agit de prouver l’e´galite´ entre deux ensembles qui sont clairement des
parties convexes et ferme´es de aT , invariantes par translation par a
M
T + aG. Soit XP la projection
de − deg(mP ) sur aGM . Il suffit donc de prouver l’e´galite´ suivantes entre parties de a
G
M⋂
P∈P(M)
(
XP − +aP ∩ a
G
M
)
= cvx(XP )
ou` cvx(XP ) est l’enveloppe convexe des XP pour P ∈ P(M).
Prouvons l’inclusion ⊂. Soit H un point de aGM qui n’appartienne pas a` cvx(XP ). Alors, il
existe λ ∈ (aGM )
∗ tel que
λ(H) > sup
P∈P(M)
λ(XP ).
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Soit P ∈ P(M) tel que λ appartienne au coˆne positivement engendre´ par ∆ˆP . L’ine´galite´
λ(H) > λ(XP )) entraˆıne qu’il existe ̟ ∈ ∆ˆP tel que
̟(H) > ̟(XP ).
Par conse´quent, H n’appartient pas a` XP − +aGP .
Re´ciproquement, prouvons l’inclusion ⊃. Il s’agit de voir que pour tous sous-groupes parabo-
liques P et Q dans P(M) le vecteur XP − XQ appartient au coˆne +aP ∩ aGM . Si P et Q sont
adjacents, cela re´sulte du lemme 5.7. Plus ge´ne´ralement, en prenant une suite de longueur mini-
male Pi ∈ P(M) pour i = 0, . . . , n telle que Pi+1 et Pi sont adjacents, P0 = P et Pn = Q, on voit
que l’on peut e´crire XP −XQ comme une combinaison line´aire a` coefficients positifs de racines de
AM dans NP ce qui donne le re´sultat voulu.

6 La ξ-stabilite´
6.1. Champs de Hitchin ξ-stable. — Soit ξ ∈ aT .
De´finition 6.1. — Soit S un k-sche´ma affine et m ∈ M(S). On dit que m est ξ-stable, resp.
ξ-semi-stable, si pour tout s ∈ S on a
ξ ∈ Cms ,
resp.
ξ ∈ Cms .
Remarques. — Comme Cms est invariant par translation par aG, la ξ-(semi-)stabilite´ ne de´pend
que de la projection sur aGT de ξ.
Dans le cas G = GL(n), cette de´finition de ξ-stabilite´ est re´miniscente d’une de´finition de
stabilite´ avec poids due a` Esteves [15] dans le cadre des jacobiennes compactifie´es. Lorsque ξ = 0,
on retrouve la notion usuelle de stabilite´ pour les fibre´s de Hitchin. On notera e´galement que
cette de´finition est tre`s proche de celle utilise´e pour les fibre´s (ordinaire ou de Hitchin) avec
structure parabolique e´tudie´e par Boden et Yokogawa dans [9] et Heinloth et Schmitt dans [22].
Elle s’inspire e´galement des troncatures et du poids qu’Arthur introduit dans le contexte de la
formule des traces. Notre pre´sentation (en particulier l’utilisation du convexe Cm) s’inspire aussi
du travail de Behrend sur la stabilite´ des sche´mas en groupes re´ductifs dans [7].
De´finition 6.2. — SoitMξ, resp.Mξ le sous-champ deM tel que pour tout k-sche´ma affine S la
cate´gorie Mξ(S), resp. Mξ, soit la sous-cate´gorie pleine de M(S) dont les objets sont les points
ξ-stables, resp. ξ-semi-stables.
De´finition 6.3. — On dit que ξ ∈ aT est en position ge´ne´rale si pour tout P ∈ F tel que P ( G
la projection de ξ sur aP suivant aT = a
P
T ⊕ aP n’appartient pas au re´seau X∗(P ).
Remarque. — Il re´sulte de la de´finition 6.2 qu’on a Mξ ⊂ Mξ. Si ξ est en position ge´ne´rale,
quels que soient l’extension K de k et le triplet de Hitchin m ∈ M(K), le point ξ ne peut pas
appartenir au bord de Cms . Il s’ensuit que pour tout ξ en position ge´ne´rale, on a
Mξ =Mξ.
Proposition 6.4. — Les champs Mξ et Mξ sont des sous-champs ouverts de M.
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De´monstration. — Il suffit de ve´rifier que pour tout k-sche´ma affine S et tout m ∈ M(S)
l’ensemble des s ∈ S tel quems appartienne a`Mξ, resp.Mξ, est ouvert. CommeM est localement
de type fini, on peut se limiter a` des S noethe´riens auquel cas le re´sultat est donne´ par la semi-
continuite´ de la fonction Cm, resp. Cm (cf. proposition 5.6). 
Proposition 6.5. — Si G est semi-simple, les champs Mξ et Mξ sont des champs de type fini
sur k.
De´monstration. — Soit B ⊂ G un sous-groupe de Borel contenant T . Soit TG le champ des
G-torseurs sur C et pour tout cocaracte`re δ ∈ X∗(T ) soit T δB le champ des B-torseurs de degre´ δ
sur C. On sait bien que ce dernier est un champ de type fini sur k. On a un morphisme T δB → T
qui a` un B-torseur E associe le G-torseur E ×G B. Par ailleurs, le morphisme M→ T qui, a` un
triplet (E , θ, t) associe le G-torseur E est de type fini. Il suffit donc de prouver que l’image de Mξ
ouMξ par ce morphisme est de type fini. Or cette image est recouverte, d’apre`s le lemme suivant,
par les images de T δB pour δ parcourant un ensemble fini. Elle est donc bien de type fini. 
Lemme 6.6. — Soit B ⊂ G un sous-groupe de Borel contenant T . Il existe un ensemble fini
X ⊂ X∗(T ) tel que pour tout triplet (E , θ, t) ∈ Mξ(k) il existe une re´duction EB de E a` B telle
que
deg(EB) ∈ X .
De´monstration. — D’apre`s Harder ([19] Satz 2.1.1 et [20] p.253), il existe une constante c > 0
telle que tout G-torseur E sur C admette une re´duction EB a` B dont le degre´ deg(EB) appartient
au coˆne aigu
c = {H ∈ aT | α(H) > −c ∀α ∈ ∆B}
ou` ∆B est l’ensemble des racines simples de T dans B. Soit N un entier qui majore, pour toute
racine de T dans B, la somme de ses coefficients dans la base ∆B. Soit d un entier qui ve´rifie
(6.1) d > deg(D) + 2Nc.
Soit P un sous-groupe parabolique de G qui contient B et ∆P ⊂ ∆B le sous-ensemble des
racines simples dans NP . Soit cP le coˆne dans aT de´fini par
cP = {H ∈ aT | α(H) > d ∀α ∈ ∆P et α(H) 6 d ∀α ∈ ∆B −∆P }.
Lorsque P parcourt l’ensembles des sous-groupes paraboliques standard, les coˆnes cP recouvrent
aT . Il suffit donc de prouver le re´sultat suivant : il existe un ensemble fini XP ⊂ X∗(T ) tel que
pour tout triplet (E , θ, t) ∈Mξ(k) et toute re´duction EB de E a` B dont le degre´ ve´rifie
deg(EB) ∈ c ∩ cP
on a deg(EB) ∈ XP .
Lemme 6.7. — Soit (E , θ, t) ∈ Mξ(k) et EB une re´duction de E a` B dont le degre´ ve´rifie
deg(EB) ∈ c ∩ cP .
Alors θ se factorise par EB ×B,Ad pD →֒ AdD(E).
De´monstration. — L’action adjointe de θ induit un morphisme de sche´mas en alge`bres de Lie
E ×G,Ad g→ AdD(E) = E ×
G,Ad gD.
Il suffit de prouver que ce morphisme envoie EB ×B b dans EB ×B pD. Conside´rons alors une
filtration de g
(0) = b0 ⊂ b1 ⊂ . . . ⊂ br = b ⊂ p = ps ⊂ ps−1 ⊂ . . . ⊂ p0 = g
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par des sous-espaces B-stables de sorte que les quotients bi+1/bi et pi/pi+1 soient de dimension 1.
Montrons que pour tout 0 6 i 6 r et 1 6 j 6 s l’action adjointe de θ envoie EB ×B,Ad bi dans
EB×B,Adpj,D. Le cas i = r et j = s donne le re´sultat cherche´. On raisonne pour cela par re´currence.
Le cas i = 0, trivial, amorce la re´currence. Pour un couple (i, j), l’hypothe`se de re´currence est que
le re´sultat vaut pour tout couple (i′, j′) avec soit i′ < i et j′ 6 s soit i′ = i et j′ 6 j. Supposons
tout d’abord j < s. Prouvons l’assertion pour le couple (i, j + 1). Par hypothe`se de re´currence,
on sait que θ envoie EB ×B,Ad bi−1 dans EB ×B,Ad pD et EB ×B,Ad bi dans EB ×B,Ad pj,D. En
particulier, θ induit un morphisme de fibre´s en droites
(6.2) EB ×
B,Ad bi/bi−1 → EB ×
B,Ad pj,D/pj+1,D.
Si ce morphisme n’est pas nul, le degre´ du but doit eˆtre supe´rieur au degre´ de la source. Il existe
des caracte`res disons α ∈ φBT ∪ {0} et β ∈ Φ
NP
T de sorte que T agisse sur les quotients bi/bi−1 et
pj/pj+1 respectivement par α et −β. Il s’ensuit que le degre´ du but est −β(deg(EB)) + deg(D) et
celui de la source est α(deg(EB)). On doit donc avoir l’ine´galite´
(α+ β)(deg(EB)) 6 deg(D)
Or β est une racine de T dans NP donc elle a une composante non nulle au moins sur un e´le´ment
de ∆P . Comme deg(EB) ∈ c ∩ cP , on a la minoration
β(deg(EB)) > d−Nc.
En minorant trivialement α(deg(EB)) par −Nc, on voit qu’on contredit l’ine´galite´ (6.1) ci-dessus.
En conclusion, le morphisme (6.2) est nul d’ou` l’assertion pour le couple (i, j+1). Lorsque j = s, on
doit prouver que l’assertion vaut pour le couple (i+1, 1) ce qui se de´montre de manie`re analogue.

Soit le P -torseur EP = EB ×B P . D’apre`s le lemme pre´ce´dent, θ se factorise par AdD(EP ). A
priori, on sait que χG(t) est e´gal a` la valeur de χG(θ) au point∞ mais il n’y a pas de raison pour
que χP (t) soit e´gal a` la valeur de χP (θ) au point ∞. Cependant, il existe un e´le´ment w du groupe
de Weyl W tel que χP (w · t) soit e´gal a` la valeur de χP (θ) au point ∞. Il s’ensuit que le triplet
(EP , θ, w · t) est une re´duction de (E , θ, w · t) a` P . Il est clair sur les de´finitions que (E , θ, w · t)
appartient a` Mw·ξ. Quitte a` changer ξ en w · ξ, on suppose dans la suite qu’on a w = 1.
Si P = G, le convexe c∩ cG est compact et deg(EB) appartient a` l’ensemble fini X∗(T )∩ c∩ cG.
Si P 6= G, on a par ξ-semi-stabilite´ de (E , θ, t) la condition
ξ ∈ − deg(EP )−
+aP + a
P
T .
Ainsi deg(EB) appartient au convexe compact
c ∩ cP ∩ (−ξ −
+aP + a
P
T )
donc de nouveau a` un ensemble fini.

6.2. Le the´ore`me principal. — Introduisons la de´finition suivante.
De´finition 6.8. — Soit f ξ, resp. f ξ, la restriction du morphisme f de Hitchin a` Mξ, resp. Mξ.
Nous pouvons e´noncer alors notre principal re´sultat.
The´ore`me 6.9. — Soit ξ ∈ aT en position ge´ne´rale. On suppose que G est semi-simple. Le champ
Mξ est un champ de Deligne-Mumford, lisse et de type fini sur k. De plus, le morphisme de Hitchin
f ξ est propre.
De´monstration. — D’apre`s la proposition 6.4, Mξ est un sous-champ ouvert de M. Or ce
dernier est lisse sur k (Biswas et Ramanan l’ont de´montre´ par un calcul de de´formation dans
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[8] qui a e´te´ repris par Ngoˆ cf. [25] proposition 5.3 et [24]) d’ou` la lissite´ de Mξ. On a vu dans
la proposition 6.5 que le champ Mξ est de type fini. On montrera ulte´rieurement que Mξ est
un champ de Deligne-Mumford (cf. la de´monstration du the´ore`me 10.1). La proprete´ de f ξ est
satisfaite par le crite`re valuatif qui combine les re´sultats des the´ore`mes 8.1 et 9.1 qui seront e´nonce´s
dans la suite. 
6.3. Les ξ-points de Harder-Narasimhan. — On munit l’espace aT d’un produit scalaire
〈·, ·〉 invariant par le groupe de Weyl WG(T ) qui fait de aT un espace euclidien. Alors aT est
canoniquement isomorphe a` son dual a∗T . Dans cet isomorphisme, une racine et sa coracine sont
e´gales a` un coefficient strictement positif pre`s. Soit ‖ · ‖ la norme euclidienne sur aT associe´e a` ce
produit scalaire. Notons que les espaces aM et a
M
T sont alors orthogonaux (pour M ∈ L).
Soit K une extension de k et ξ ∈ aT .
De´finition 6.10. — Soit m ∈ M(K). Le ξ-point de Harder-Narasimhan de m est l’unique point
̺m ∈ Cm qui ve´rifie
‖̺m − ξ‖ = min
X∈Cm
‖X − ξ‖.
Remarque. — Comme Cm est un convexe ferme´ non vide (ce qui re´sulte de la proposition 5.8),
il existe un et un seul ξ-point de Harder-Narasimhan. Pour tout sous-groupe parabolique P ∈ F ,
soit a+P le coˆne aigu, ouvert dans aP , de´fini par
(6.3) a+P = {H ∈ aP | α(H) > 0 ∀α ∈ ∆P }.
On obtient ainsi une partition de aT
(6.4) aT =
⋃
P∈F
a+P .
La proposition suivante et sa de´monstration sont essentiellement une reformulation de [7]
proposition 3.13.
Proposition 6.11. — Soit m ∈ M(K) et M ∈ L tel que f(m) ∈ AM,ell. Pour tout P ∈ F(M)
soit mP une re´duction de m a` P . Soit ̺ ∈ Cm. Les deux assertions suivantes sont e´quivalentes
1. le point ̺ est le ξ-point de Harder-Narasimhan de m ;
2. il existe un sous-groupe parabolique Q ∈ F(M) tel qu’on ait
(a) ξ − ̺ ∈ a+Q ∩ a
G
T ;
(b) la projection de ̺ sur aGM appartient a` la projection sur a
G
M de l’enveloppe convexe des
points
− deg(mP )
pour tout P ∈ P(M) inclus dans Q ;
3. il existe un sous-groupe parabolique Q ∈ F(M) tel qu’on ait
(a) ξ − ̺ ∈ a+Q ∩ a
G
T ;
(b) ̺ appartient au sous-espace affine
− deg(mQ) + a
Q
T + aG.
De´monstration. — Montrons que la premie`re assertion implique la deuxie`me. Supposons que ̺
soit le ξ-point de Harder-Narasimhan de m. Soit Q l’unique e´le´ment de F tel que ξ − ̺ ∈ a+Q, cf.
la partition (6.4). Comme Cm est stable par translation par aMT + aG, on a
(6.5) ξ − ̺ ∈ aGM .
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Par conse´quent Q doit contenir M . On a donc ve´rifie´ 2.(a). Ve´rifions 2.(b). Soit P0 ∈ P(M) tel
que P0 ⊂ Q. D’apre`s la proposition 5.8, le point − deg(mP0) appartient a` Cm. Par convexite´ de
Cm, pour tout 0 6 λ 6 1, le point (1 − λ)̺− λdeg(mP0) appartient aussi a` Cm et le re´el
‖(1− λ)̺− λdeg(mP0)− ξ‖
2
atteint son minimum en λ = 0. En de´rivant en λ = 0, on tombe sur la condition
(6.6) 〈̺+ deg(mP0), ξ − ̺〉 > 0.
Comme ξ − ̺ ∈ a+Q ∩ a
G
T , on peut e´crire
(6.7) ξ − ̺ =
∑
̟∈∆ˆQ
y̟̟
avec y̟ > 0. La condition (6.6) ci-dessus implique
(6.8)
∑
̟∈∆ˆQ
y̟̟(̺+ deg(mP0)) > 0.
Pour tout ̟ ∈ ∆ˆQ, on a
̟(̺+ deg(mP0)) = ̟(̺+ deg(mQ))
et cette quantite´ est ne´gative puisque ̺ ∈ Cm. L’ine´galite´ (6.8) n’est donc possible que si pour
tout ̟ ∈ ∆ˆQ on a
(6.9) ̟(̺+ deg(mP0)) = 0.
Pour tout P ∈ P(M), soit λP ∈ R qui satifait les conditions suivantes
– 0 6 λP 6 1 ;
–
∑
P∈P(M) λP = 1 ;
– le projete´ de ̺ sur aGM est e´gal au projete´ sur a
G
M du point∑
P∈P(M)
−λP deg(mP ).
De tels re´els λP existent par la proposition 5.8. Il s’agit de voir qu’on peut choisir λP de sorte que
λP = 0 si P 6⊂ Q. Par (6.9), on obtient
(6.10) ̟(deg(mP0)) =
∑
P∈P(M)
λP ̟(deg(mP ))
pour tout ̟ ∈ ∆ˆQ. Le lemme 5.7 implique que pour P ∈ P(M) la diffe´rence deg(mP )− deg(mQ)
est une combinaison line´aire a` coefficients positifs d’e´le´ments de ∆∨P . Par ailleurs, ̟ ne prend que
des valeurs positives sur ∆∨P et elle est nulle sur ∆
∨
P − ∆
∨
Q. Soit P ∈ P(M) adjacent a` P0. De
choses l’une soit deg(mP ) = deg(mP0) et dans ce cas on peut bien supposer que λP = 0, soit
deg(mP )− deg(mP0) = xαα
∨
avec xλ > 0 et {α∨} = ∆∨P0 ∩ (−∆
∨
P ) (par le lemme 5.7). L’e´galite´ (6.10) n’est donc possible que
si pour tout ̟ ∈ ∆ˆQ on a α∨ /∈ ∆∨Q. Mais dans ce cas on a P ⊂ Q. En raisonnant par re´currence
sur le cardinal de ∆∨P0 ∩ (−∆
∨
P ), on voit que pour tout P ∈ P(M), on a soit P ⊂ Q soit on peut
supposer que λP = 0. Cela prouve ainsi la deuxie`me assertion.
La deuxie`me assertion implique la troisie`me puisque pour P ⊂ Q la projection de deg(mP ) sur
aQ est e´gal a` deg(mQ).
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Finalement montrons que la troisie`me assertion implique la premie`re. Soit Q ∈ F(M) tel que
les conditions 3.(a) et 2.(b) soient satisfaites. Montrons que l’assertion 1 est alors ve´rifie´e. Soit
X ∈ Cm. Il s’agit de voir que ‖X − ξ‖ > ‖̺− ξ‖. On a
‖X − ξ‖2 = ‖̺− ξ‖2 + 2〈ξ − ̺, ̺−X〉+ ‖X − ̺‖2(6.11)
> ‖̺− ξ‖2 + 2〈ξ − ̺, ̺−X〉
> ‖̺− ξ‖2 +
∑
̟∈∆ˆQ
2y̟̟(̺−X).
ou` les y̟, de´finis en (6.7), sont positifs. Par hypothe`se, on a ̺ ∈ − deg(mQ) + a
Q
T + aG et Comme
X appartient a` Cm, on a, en particulier,
X ∈ − deg(mQ)− +aQ + a
Q
T + aG.
Combine´ a` 3.(b), cela donne On a donc aussi
̺−X ∈ +aQ + a
Q
T + aG.
Donc pour tout ̟ ∈ ∆ˆQ, on a ̟(̺−X) > 0 et (6.11) donne ‖X − ξ‖ > ‖̺− ξ‖ comme voulu. 
La proposition pre´ce`dente implique imme´diatement le corollaire suivant.
Corollaire 6.12. — Plac¸ons-nous sous les hypothe`ses de la proposition 6.11. Soit ̺ ∈ C¯m le
ξ-point de Harder-Narasimhan de m. Il existe un unique Q ∈ F(M) tel que ̺ re´alise la distance
de ξ au sous-espace affine − deg(mQ) + a
Q
T + aG.
7 Description ade´lique des fibres de Hitchin
7.1. Soit V un ensemble fini de points ferme´s de C qui contient le point ∞ et le support du
diviseur D. Le diviseur effectif D s’e´crit alors comme la somme formelle
D =
∑
v∈V
dvv
ou`, pour tout v ∈ V , l’entier dv est positif, nul hors du support de D donc nul en ∞. Soit CV
l’ouvert de C comple´mentaire de V . Soit k[CV ] l’alge`bre des fonctions re´gulie`res sur CV .
7.2. Pour toute k-alge`bre A, soit CA = C ×k Spec(A) et CVA = C
V ×k Spec(A). Soit A[CV ] =
k[CV ] ⊗k A. Pour tout v ∈ V , le comple´te´ de l’alge`bre quasi-cohe´rente OCA le long du diviseur
v ×κ A s’identifie a` l’anneau A[[zv]] via le choix d’une uniformisante zv. Soit A((zv)) l’anneau des
se´ries formelles de Laurent en la variable zv a` coefficients dans A : c’est le localise´ de A[[zv]] que
l’on obtient en inversant zv. On a le diagramme commutatif suivant ou` les morphismes sont les
morphismes e´vidents
(7.1) Spec(A((zv)))
i′A,v
jA,v
Spec(A[[zv]])
iA,v
CVA
jA
CA
Pour tout k-sche´ma S, on note S((zv)), resp. S[[zv]] le foncteur qui, a` toute k-alge`bre A, associe
l’ensemble des points S(A((zv))), resp. S(A[[zv]]).
7.3. Descente formelle a` la Beauville-Laszlo et uniformisation.— Avec les notations des
paragraphes pre´ce´dents, on peut e´noncer la proposition suivante.
Proposition 7.1. — Soit un triplet (X, (gv)v∈V , t) qui ve´rifie les conditions suivantes :
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1. X est un e´le´ment de g(A[CV ]) ;
2. pour tout v ∈ V , l’e´le´ment gv appartient a` G((zv))(A) et ve´rifie
Ad(g−1v )X ∈ z
−dv
v g[[zv]](A) ;
en particulier χ(X) ∈ car[[z∞]](A) ;
3. t est un e´le´ment de treg(A) dont la caracte´ristique χ(t) est e´gale a` la re´duction modulo z∞
de χ(X).
Il existe un triplet m = (E , θ, t) ∈ M(Spec(A)) ainsi que des isomorphismes G-e´quivariants
αA,v : i
∗
A,vE → G×k A[[zv]]
et
βA : j
∗
AE → G×k A[C
V ]
tels que
– l’automorphisme G-e´quivariant de G×kA((zv)) de´fini par (i
′∗
A,v)(βA)◦(j
∗
A,v)(α
−1
A,v) est donne´
par la translation a` gauche par gv ∈ G((zv))(A) ;
– βA induit un isomorphisme entre Ad(j
∗
AE) et g×k A[C
V ] qui envoie j∗Aθ sur X.
En outre, le triplet (m, (αA,v)v∈V , βA) est uniquement de´termine´ a` un unique isomorphisme pre`s.
Tout tel triplet s’obtient a` partir d’un unique triplet (X, (gv)v∈V , t) comme ci-dessus.
De´monstration. — C’est une conse´quence du re´sultat de descente formelle de Beauville-Laszlo
(cf. [5]). 
Introduisons alors la cate´gorieCatV (A) dont les objets sont les triplets (X, (gvG[[zv]](A))v∈V , t)
qui ve´rifient les conditions 1 a` 3 de la proposition 7.1 (la condition 2 sur gv est clairement stable par
translation parG[[zv]](A)) et l’ensemble des morphismes entre deux objets (X, (gvG[[zv]](A))v∈V , t)
et (X ′, (g′vG[[zv]](A))v∈V , t
′) est
– vide si t 6= t′ ;
– l’ensemble des δ ∈ G(A[CV ]) tels que Ad(g)X = X ′ et pour tout v ∈ V
δgvG[[zv]](A) = g
′
vG[[zv]](A).
Corollaire 7.2. — La construction de la proposition 7.1 induit une e´quivalence de cate´gories entre
– la cate´gorie CatV (A) ;
– la sous-cate´gorie pleine de M(Spec(A)) forme´e des triplets (E , θ, t) ∈ M(Spec(A)) pour
lesquels le G-torseur E est trivial sur CVA et sur Spec(A[[zv]]) pour tout v ∈ V .
7.4. Soit K une extension de k. Soit (a, t) ∈ AG(K). Soit ta ∈ treg[[z∞]](K) le rele`vement
de t tel que a et χ(ta) co¨ıncident sur Spec(K[[z∞]]) (cf. proposition 3.8). Soit M ∈ L tel que
(a, t) ∈ χMG (AM,ell(K)) (cf. proposition 3.4). Soit m = (E , θ, t) ∈M(K) tel que f(m) = (a, t). Soit
αKv et βK des trivialisations de E respectivement sur Spec(K[[zv]]) et C
V
K . On suppose que ces
trivialisations ve´rifient les conditions de la proposition 7.1. Soit (X, (gv)v∈V , t) le triplet qui s’en
de´duit par la proposition 7.1. On suppose de plus X est un e´le´ment de m(K[CV ]) tel que X et ta
sont conjugue´s sous M((z∞))(K).
Proposition 7.3. — Soit P ∈ F(M). Pour tout v ∈ V , soit pv ∈ P ((zv))(K) tel que
gv ∈ pvG[[zv]](K).
Alors il existe un triplet (EP , θP , t) qui est une re´duction de m a` P et des trivialisations αPK,v et
βPK de EP respectivement sur Spec(K[[zv]]) et C
V
K telles que
– l’automorphisme P -e´quivariant de G ×k K((zv)) de´fini par (i
′∗
K,v)(β
P
K) ◦ (j
∗
K,v)(α
P
K,v)
−1 est
donne´ par la translation a` gauche par pv ∈ P ((zv))(K) ;
– βPK induit un isomorphisme entre Ad(j
∗
KEP ) et p×k K[C
V ] qui envoie j∗KθP sur X.
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De´monstration. — De la relation Ad(g−1v )X ∈ z
−dv
v g[[zv]](K) et du fait que X ∈ m(K[C
V ]), il
vient
Ad(p−1v )X ∈ z
−dv
v p[[zv]](K).
En particulier, χP (X) ∈ carM [[z∞]](K). Comme on a suppose´ que X et ta sont conjugue´s sous
M(F∞), on a χP (X) = χP (ta). Ainsi (X, (pv)v∈V , t) est un triplet qui satisfait les conditions 1 a`
3 de la proposition 7.1 relatives a` P . La proposition 7.1 applique´e au groupe P donne un triplet
(EP , θP , t). On ve´rifie que c’est bien une re´duction a` P de m. 
7.5. Fonctions HP . — On continue avec les notations du paragraphe pre´ce´dent.
De´finition 7.4. — Soit P ∈ F(T ) et v ∈ V et
HP : G((zv))(K)→ aP
l’application qui ve´rifie pour tout µ ∈ X∗(P ) et g ∈ G((zv))(K),
µ(HP (g)) = − valv(µ(p))
ou` valv est la valuation usuelle sur K((zv)) et p est un e´le´ment de P ((zv))(K), uniquement de´fini
a` translation a` gauche pre`s par un e´le´ment de P [[zv]](K), qui ve´rifie
g ∈ pG(K[[zv]]).
L’existence d’un tel e´le´ment p est donne´e par la de´composition d’Iwasawa.
Plus ge´ne´ralement, pour une famille (gv)v∈V d’e´le´ments de G((zv))(K) on pose
HP ((gv)v∈V ) =
∑
v∈V
HP (gv).
Cette de´finition garde un sens lorsque V est infini pourvu que gv appartienne a` G[[zv]] pour tout
v en dehors d’un ensemble fini. En particulier, la fonction HP est bien de´finie sur les points de G
a` valeurs dans les ade`les de F .
Indiquons alors un corollaire a` la proposition 7.3.
Corollaire 7.5. — Avec les hypothe`ses et les notations du §7.4 et de la proposition 7.3, on a
l’e´galite´ suivante pour tout P ∈ F(M) et toute re´duction mP de m a` P
deg(mP ) = HP ((gv)v∈V ).
De´monstration. — Soit P ∈ F(M). La proposition 7.3 montre qu’il existe une re´duction
(EP , θP , t) de m a` P tel que le P -torseur EP est de´fini par des donne´es de recollement pv ∈
P ((zv))(K) ou` pour tout v ∈ V on a gv ∈ pvG[[zv]]. Donc pour tout caracte`re µ ∈ X∗(P ),
la famille (µ(pv))v∈V est une donne´e de recollement pour le fibre´ en droites µ(EP ). On ve´rifie
l’e´galite´
deg(µ(EP )) =
∑
v∈V
valv(µ(pv)) = µ(HP ((gv)v∈V )),
d’ou` le re´sultat. 
7.6. Description ade´lique des fibres de Hitchin. —
On poursuit avec les notations des paragraphes pre´ce´dents hormis V qui de´signe maintenant
l’ensemble de tous les points ferme´s de C. Soit F le corps des fonctions de la courbe C. Soit ξ ∈ aT
et (a, t) ∈ A(k).
De´finition 7.6. — Soit X(a,t) l’ensemble des couples (X, (gv)v∈V ) qui ve´rifient
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1. X est un e´le´ment semi-simple G-re´gulier de g(F ) dont la caracte´ristique χ(X) est e´gale a` la
restriction de a au point ge´ne´rique de C ;
2. pour tout v ∈ V , l’e´le´ment gv appartient a` G((zv))(k)/G[[zv]](k) et ve´rifie les trois conditions
suivantes
(a) pour tout v ∈ V en dehors d’un ensemble fini gv est la classe triviale ;
(b) Ad(g−1v )X ∈ z
−dv
v g[[zv]](k) ;
(c) la caracte´ristique χ(t) est e´gale a` la re´duction modulo z∞ de χ(X) ;
Remarque. — La condition 2.(b) implique que la restriction de χ(X) a` Spec(k((z∞)) appartient
a` car[[z∞]](k). Donc 2.(c) fait sens.
Soit ta ∈ treg[[z∞]](k) l’unique rele`vement de t tel que χ(ta) soit e´gal a` la restriction de a a`
Spec(k[[z∞]]) (cf. proposition 3.8). SoitM ∈ L tel que (a, t) ∈ χMG (AM,ell(k)) (cf. proposition 3.4).
De´finition 7.7. — Soit X ξ(a,t) l’ensemble des couples (X, (gv)v∈V ) dans X(a,t) qui ve´rifient
1. (bis) X est un e´le´ment semi-simple elliptique G-re´gulier de m(F ) qui est conjugue´ par un
e´le´ment de M((z∞))(k) a` ta ;
2. (d) la projection de ξ sur aGM appartient a` la projection sur a
G
M de l’enveloppe convexe des
points
−HP ((gv)v∈V ) = −
∑
v∈V
HP (gv).
Pour tout δ ∈ G(F ) et tout couple (X, (gv)v∈V ) dans X(a,t) le couple (Ad(δ)X, (δgv)v∈V )
appartient aussi a` X(a,t). On en de´duit une action a` gauche de G(F ) sur X(a,t). L’action de M(F )
qui s’en de´duit pre´serve X ξ(a,t). Les condition 1. (bis) et 2. (d) ci-dessus sont pre´serve´es par l’action
de M(F ) : c’est trivial pour la premie`re condition et la seconde re´sulte de l’e´galite´
HP ((mgv)v∈V ) = HP ((gv)v∈V )
pour tout m ∈M(F ). (Plus pre´cise´ment, on a, pour tout µ ∈ X∗(P ) et tout m ∈M(F ),
µ(HP ((mgv)v∈V )) = µ(HP ((gv)v∈V ))−
∑
v∈V
valv(µ(m))
et la somme sur V est nulle par la formule du produit.)
Lorsqu’un groupe G abstrait agit a` gauche sur un ensemble X , on note
(7.2) [G\X ]
le groupo¨ıde quotient dont l’ensemble des objets est X et, pour tous objets x et x′ dans X ′,
l’ensemble des morphismes de x vers x′ est l’ensemble des g ∈ G tels que g · x = x′.
Proposition 7.8. — La construction de la proposition 7.1 induit une e´quivalence de cate´gories
entre le groupo¨ıde quotient [M(F )\X ξ(a,t)] et la fibre f
ξ
−1
(a, t).
De´monstration. — Soit m = (E , θ, t) ∈ Mξ(k) tel que f(m) = (a, t). Comme le corps k est
alge´briquement clos, le G-torseur E admet une trivialisation ge´ne´rique (cf. lemme 4.1). On en fixe
une et on en de´duit une trivialisation ge´ne´rique de AdD(E), donc un e´le´ment X ∈ g(F ) image de
θ par cette trivialisation. Soit Y un e´le´ment semi-simple, G-re´gulier et elliptique dans m(F ) tel
que
– χG(Y ) est e´gal a` aη la restriction de a au point ge´ne´rique η de C ;
– Y est conjugue´ a` ta par un e´le´ment de M((z∞))(k).
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Un tel Y existe (cf. corollaire 3.9). Il re´sulte du lemme 3.6 que X et Y sont conjugue´s sous G(F ).
Quitte a` changer la trivialisation de E , on peut et on va supposer qu’on a X = Y .
Un choix de trivialisations de E sur les voisinages formels Spec(k[[zv]]) donnent des e´le´ments gv
de G((zv)) par la construction de la proposition 7.1. La classe de gv modulo G[[zv]] ne de´pend pas
de ce choix. On obtient ainsi un couple (X, (gv)v∈V ) dans X(a,t) qui ve´rifie en outre la condition
1.(bis) de la de´finition 7.6. En utilisant la proposition 7.3 et le fait que la trivialisation ge´ne´rique
conside´re´e s’e´tend a` un ouvert de C, on voit qu’on a
deg(mP ) =
∑
v∈V
HP (gv)
pour tout P ∈ P(M). Par la proposition 5.8, la condition de ξ-semi-stabilite´ se traduit par la
condition 2.(d) de la de´finition 7.6. Ainsi (X, (gv)v∈V ) appartient a` X
ξ
(a,t). On laisse le soin au
lecteur de ve´rifier que cette construction donne bien une e´quivalence de cate´gories comme annonce´.

8 Crite`re valuatif : existence
8.1. Soit ξ un e´le´ment quelconque de aT . Le but de cette section est de prouver la partie existence
du crite`re valuatif de proprete´ pour le morphisme f ξ qui se re´sume au the´ore`me suivant.
The´ore`me 8.1. — Soit κ une extension alge´briquement close de k. Soit R un anneau de valuation
discre`te, complet et de corps re´siduel κ. Soit K le corps des fractions de R et K une cloˆture
alge´brique de K.
Soit (a, t) ∈ A(R) et soit mK ∈Mξ(K) tel que f(mK) = (a, t).
Il existe une extension finie K ′ ⊂ K de K et m ∈ Mξ(R′), ou` R′ est la cloˆture inte´grale de R
dans K ′, tels que
1. l’image de m dans Mξ(K ′) est isomorphe a` celle de mK ;
2. f(m) = (a, t).
La de´monstration du the´ore`me 8.1 va nous occuper jusqu’a` la fin de cette section.
8.2. Quelques mots sur la de´monstration. — Dans [23] (§3 the´ore`me), Langton a montre´
que le champ des fibre´s vectoriels semi-stables sur une courbe projective et lisse satisfait la partie
existence du crite`re valuatif de proprete´. En adaptant les arguments de Langton, Nitsure (cf. [26]
section 6) a de´montre´ le the´ore`me 8.1 dans le cas G = GL(n) et ξ = 0. Faltings a re´ussi a` e´tendre
cette de´monstration a` tout groupe G re´ductif dans le cas d’un corps de base de caracte´ristique
0 et pour ξ = 0 (cf. [16] the´ore`me II.4) . Sa de´monstration ne semble cependant pas s’e´tendre
au cas d’un corps de base de caracte´ristique positive. Dans [21], Heinloth a de´montre´ l’analogue
du the´ore`me de Langton pour le champ des G-torseurs sur une courbe projective et lisse sur un
corps de base caracte´ristique nulle ou “pas trop petite”. Notre de´monstration reprend en partie
les arguments de Heinloth, eux-meˆmes inspire´s par ceux de Langton.
Esquissons les grandes lignes de notre de´monstration. Les notations sont celles du the´ore`me
8.1. Soit CK et Cκ respectivement les fibres ge´ne´rique et spe´ciale de la courbe C ×k R sur R.
Soit (a, t) ∈ A(R) sur cette courbe et mK ∈ Mξ(K) un triplet de Hitchin ξ-semi-stable au-dessus
de CK de caracte´ristique (a, t). Les e´nonce´s d’existence qui suivent exigent parfois de remplacer
K par une extension finie, ce qu’on ne rappelera pas a` chaque fois. Un tel triplet mK s’e´tend en
un triplet mR sur toute la courbe CR (cf. §8.4). La fibre spe´ciale mκ du prolongement n’est pas
ne´cessairement ξ-semi-stable. Cependant, on peut choisir le prolongementmR de sorte que la fibre
spe´ciale mκ soit le moins ”ξ-instable” possible, ce par quoi on entend que la distance d de ξ au
convexe Cmκ de´fini a` la section 5) est minimale (cf. §8.7). Si elle est nulle, mκ est ξ-semi-stable.
Sinon, il existe Q un sous-groupe parabolique maximal de G tel que la face de Cmκ associe´e a`
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Q contienne le point ou` cette distance est re´alise´e (cf. §8.8). Le prolongement mR est donne´ par
des “donne´es de recollement” (cf. §8.13, le re´sultat de [14] y joue un roˆle crucial et ne´cessite la
re´duction au cas semi-simple du §8.5). En conjuguant ces donne´es par un K-point convenable du
centre de Q, on obtient un autre triplet m′R qui est en fibre ge´ne´rique isomorphe a` mK et dont la
face de Cm′κ associe´ au sous-groupe parabolique Q
− oppose´ a` Q est e´gale a` la face de Cmκ associe´
a` Q. Par minimalite´ de d, cela force le convexe Cm′κ a` eˆtre de´ge´ne´re´ : les faces de Cm′κ associe´s a`
Q et Q− sont dans le meˆme hyperplan affine. Mais cela implique que la re´duction a` Q de mκ se
rele`ve en une re´duction a` Q du triplet mR/(π)2 ∈ M(R/(π)
2) de´duit de mR par le changement
de base R → R/(π)2 ou` (π) ⊂ R est l’ide´al maximal. On peut re´ite´rer ce processus en changeant
de K-point du centre de Q (cf. §8.16). On obtient alors une re´duction de m a` Q sur le comple´te´
formel lim−→n C ×k R/π
n. Par un the´ore`me de Grothendieck, cette re´duction a` Q s’alge´brise et cela
contredit alors la ξ-stabilite´ de mK (cf. §8.17).
8.3. On fixe de´sormais des objets R, κ, K et K comme dans l’e´nonce´ du the´ore`me 8.1. Par le
choix d’une uniformisante π, on identifie R a` l’anneau κ[[π]].
8.4. Le the´ore`me 8.1 pour le champ M. — Montrons tout d’abord que le the´ore`me 8.1
vaut lorsqu’on remplace le champ Mξ par le champ M tout entier. C’est bien connu. Nous ne
donnons un argument que par souci d’exhaustivite´. On reprend les hypothe`ses du the´ore`me 8.1
excepte´ qu’on ne suppose pas le point mK ∈ M(K) ξ-semi-stable. Le point mK s’explicite comme
un triplet (EK , θK , t). Soit η le point ge´ne´rique de CK = C ×k K. Quitte a` remplacer K par une
extension finie, on peut et on va supposer que le torseur EK est trivial au point η (cf. lemme 4.1).
Fixons donc une telle trivialisation : on en de´duit une trivialisation de AdD(E) en η et donc un
e´le´ment Y ∈ g(F ), ou` F est le corps des fonctions de CK , qui est l’image de θ par cette dernie`re
trivialisation. Notons que χ(Y ) est e´gal a` la restriction aη de a a` η.
Soit B l’anneau local du point ferme´ de CR = C ×k Spec(R) de´fini par l’ide´al engendre´ par π.
C’est un anneau de valuation discre`te de corps des fractions F . En prenant une section de Kostant
(par exemple), on voit qu’il existe X ∈ g(B) telle que χ(X) = a| Spec(B). Puisque χ(X) = χ(Y ),
le lemme 3.6 entraˆıne que, quitte a` remplacer K par une extension finie, on peut supposer qu’il
existe g ∈ G(F ) tel qu’on ait Ad(g)X = Y . On peut alors avec cet e´le´ment g ∈ G(F ) recoller le
torseur EK et la section θ avec le couple (G ×k B,X) sur Spec(B). On obtient ainsi un couple
(EU , θU ) qui prolonge (EK , θK) a` un ouvert U de CR qui contient tous les points de codimension
6 1. Mais tout G-torseur sur un tel ouvert U se prolonge de manie`re unique en un G-torseur sur
CR tout entier (cf. [13] the´ore`me 6.13). On obtient un G-torseur E sur CR qui prolonge EK . Le
fibre´ AdD(E) posse`de une section sur U a` savoir θU . Mais comme U contient tous les points de
codimension 6 1 et que AdD(E) est affine sur C, cette section se prolonge de manie`re unique sur
CR (cf. [18] corollaire 20.4.12). On a ainsi obtenu un couple (E , θ). Les points χ(θ)(∞R) et χ(t)
sont deux points de car(R). Ils sont en fait e´gaux puisque leurs images dans car(K) sont e´gales.
Ainsi le couple (E , θ) se comple`te en un triplet (E , θ, t) ∈M(R) d’ou` le the´ore`me 8.1 pour M.
8.5. Re´duction au cas semi-simple. — Dans ce paragraphe, on montre que le the´ore`me 8.1
pour tout groupe semi-simple implique le the´ore`me 8.1 pour tout groupe re´ductif.
Soit G un groupe re´ductif connexe sur k d’alge`bre de Lie g et T un sous-tore maximal. Soit
Gder le groupe de´rive´ de G et gder son alge`bre de Lie. La de´composition
g = gder ⊕ z
induit une de´composition
(8.1) carG = carGder ⊕z
Soit AG le centre connexe de G et z son alge`bre de Lie. Soit G
′ = G/AG. C’est un groupe
semi-simple d’alge`bre de Lie g′ = g/z et qui admet T ′ = T/AG comme sous-tore maximal. Le
morphisme e´vident g→ g′ induit des isomorphismes gder → g′ et
(8.2) carGder ≃ carG′ .
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La projection de carG sur carGder de´finie par (8.1) compose´e avec l’isomorphisme (8.2) et le
morphisme e´vident t → t′ = t/z induisent un morphisme AG → AG′ . La bijection e´vidente
LG(T )→ LG
′
(T ′) est compatible a` la de´composition de la proposition 3.4.
Soit S un k-sche´ma affine et m = (E , θ, t) ∈ MG(S). Soit E ′ le G′-torseur obtenu lorsqu’on
pousse E par le morphisme G → G′. La section θ pousse´e par le morphisme g → g′ fournit une
section θ′ de AdD(E ′). Soit t′ l’image de t par le morphisme t→ t′ = t/z. Le triplet m′ = (E ′, θ′, t′)
appartient a`MG′(S). On obtient ainsi un morphismeMG →MG′ qui a` m associe m′. Il s’inscrit
dans le diagramme commutatif
MG
fG
MG′
fG′
AG AG′
En utilisant le morphisme P → P/AG, il est clair que toute re´duction de m a` un sous-groupe
parabolique P donne naturellement une re´duction de m′ a` P/AG. Si S est le spectre d’un corps,
on obtient ainsi une bijection naturelle entre les re´ductions de m et celles de m′ compatible a` la
bijection FG(T ) → FG
′
(T ′). Le morphisme surjectif e´vident aT → aT ′ induit un isomorphisme
aGT ≃ aT ′ . Il est alors e´vident sur les de´finitions que le point m est ξ-semi-stable si et seulement si
m′ est ξG-semi-stable, ou` ξG est la projection de ξ sur aGT .
Revenons a` la situation du the´ore`me 8.1. Soit (a, t) ∈ AG(R) et mK = (EK , θK , t) ∈ M
ξ
G(K)
tel que fG(mK) = (a, t). Soit m
′
K = (E
′
K , θ
′
K , t
′) ∈ MξG′(K) image de mK par le morphisme
MG →MG′ . Soit (a′, t′) = fG′(m′K). Le point (a
′, t′) appartient a` AG′(R) puisque c’est l’image
de (a, t). Le the´ore`me 8.1 pour le groupe semi-simple G′ implique que, quitte a` changer K par
une extension finie K ′ dans K et R par sa cloˆture inte´grale dans K ′, on peut supposer que m′K se
prolonge en un tripletm′ = (E ′, θ′, t′) ∈MξG′(R) qui prolongemK . Quitte de nouveau a` changerK
et R comme ci-dessus, on peut supposer que le G′-torseur E ′ est trivial sur le spectre de B l’anneau
local du point de CR de´fini par (π) (cf. [14] the´ore`me 2). Fixons une telle trivialisation. On en de´duit
une trivialisation de AdD(E ′) sur Spec(B) ; celle-ci envoie θ′ sur un point Y ′ ∈ g′(B) ≃ gder(B)
tel que χG′(Y ) = a
′
| Spec(B). En e´crivant a|Spec(B) = a
′
| Spec(B) ⊕ Z avec Z ∈ z(B) suivant (8.1)
et (8.2), on obtient un point Y = Y ′ + Z ∈ g(B). Toute trivialisation de EK sur un ouvert U de
CK donne des trivialisations de E ′K et AdD(E
′
K) sur le meˆme ouvert ainsi que des points X et X
′
sections respectives de g×kU et g′×kU qui se de´duisent de θ et θ′. La condition de recollement des
trivialisations de (E ′, θ′) sur Spec(B) et U se traduit par l’existence d’un e´le´ment g′ ∈ G′(F ) tel
que Ad(g′)X ′ = Y ′ ou` F est le corps des fonctions de CR. Tout rele`vement g ∈ G(F ) de g′ ve´rifie
Ad(g)X = Y par construction de Y . Or l’obstruction a` un tel rele`vement vit dans H1(F,AG).
Quitte a` remplacer K par une extension, on peut supposer que cet ensemble est re´duit a` la classe
triviale (cf. [27] chap. III §2) et donc qu’un tel rele`vement existe. D’un tel rele`vement, on de´duit,
comme au paragraphe 8.4, un prolongement m = (E , θ, t) ∈ MG(R) de mK . Par construction,
l’image de (E , θ, t) dansMG′(R) co¨ıncide avec m′ sur un ouvert de CR qui contient tous les points
de codimension 6 1. Par un argument de´ja` e´voque´ au paragraphe 8.4, l’image de (E , θ, t) est donc
(isomorphe a`) m′. Il s’ensuit qu’on a m ∈MξG(R) comme voulu.
8.6. Les points mK , (a, t) et (a¯, t¯). — De´sormais et ce jusqu’a` la fin de la preuve du the´ore`me
8.1, on suppose que G est semi-simple. On se place sous les hypothe`ses du the´ore`me 8.1. Soit
(a, t) ∈ A(R) et soit mK ∈ Mξ(K) tel que f(mK) = (a, t). Soit (a¯, t¯) ∈ A(κ) le point de´duit de
(a, t) par le changement de base Spec(κ)→ Spec(R).
8.7. Le re´el d et le point m = (E , θ, t) ∈ M(R). — Pour toute extension K ′ ⊂ K de degre´
fini sur K, soit mK′ ∈ Mξ(K ′) de´duit de mK par le changement de base Spec(K ′) → Spec(K).
Soit R′ la cloˆture inte´grale R dans K ′. Soit mR′ ∈ M(R′) un prolongement de mK′ a` C ×k R′.
L’anneau R′ est un anneau de valuation discre`te de corps re´siduel κ. Soit mκ le point de M(κ)
de´duit de mR′ par le changement de base Spec(κ)→ Spec(R′). Soit
d(Cmκ , ξ)
37
la distance de ξ au convexe Cmκ (cf. 5.5).
Lemme 8.2. — L’ensemble des re´els d(Cmκ , ξ) pour tous R
′ et mR′ comme ci-dessus admet un
plus petit e´le´ment.
De´monstration. — Cet ensemble est non vide (cf. §8.4) et minore´ par 0. Il est meˆme discret
et ferme´ dans aT puisqu’inclus dans l’ensemble des distances de ξ aux sous-espaces X + a
Q
T + aG
pour X ∈ X∗(Q) et Q ∈ F (cf. corollaire 6.12). Il contient donc sa borne infe´rieure. 
Soit d > 0 le plus petit e´le´ment de l’ensemble conside´re´ dans le lemme 8.2. Quitte a` remplacer
K par une extension finie, on peut et on va supposer qu’il existe
m = (E , θ, t) ∈M(R)
dont l’image dans M(K) est le point mK de de´part et telle que la distance de ξ au convexe Cmκ
soit d, ou` mκ ∈M(κ) est l’image de m. Dans toute la suite, on fixe un tel m.
Comme m est ξ-semi-stable sur CK , il sera ξ-semi-stable si et seulement s’il l’est aussi sur Cκ.
On a donc les e´quivalences suivantes :
m ∈Mξ(R)⇔ mκ ∈Mξ(κ)⇔ d = 0.
Ainsi le the´ore`me 8.1 est vrai pour le point mK si et seulement si d = 0. Dans la suite, on suppose
qu’on a
d > 0
et on va montrer qu’on aboutit a` une contradiction.
8.8. Le sous-groupe de Levi L et les sous-groupes paraboliques Q0 et Q. — Soit L ∈ L
tel que f(mκ) ∈ χLG(AL,ell(κ)) (cf. proposition 3.4). Soit ̺ le ξ-point de Harder-Narasimhan de
mκ. D’apre`s la proposition 6.11, il existe un sous-groupe parabolique Q0 ∈ F(L) tel qu’on ait
– ξ − ̺ ∈ a+Q0 ∩ a
G
T ;
– ̺ appartient au sous-espace affine
− deg(mκ,Q0) + a
Q0
T .
ou` mκ,Q0 est une re´duction de mκ a` Q0 (ici aG = {0} puisque G est semi-simple). Par hypothe`se,
la distance de ̺ a` Cmκ n’est pas nulle ; le sous-groupe parabolique Q0 est donc propre. Dans
toute la suite on fixe Q ∈ F(Q0) maximal parmi les sous-groupes paraboliques propres de G qui
contiennent Q0. Soit Q
− le sous-groupe parabolique oppose´ a` Q, au sens ou` Q− ∩ Q est l’unique
facteur de Levi de Q qui contient T .
8.9. Quelques notations : V , iR,v, jR,v etc. — Soit V est un ensemble fini de points ferme´s
de Cκ qui contient le support du diviseur
Dκ = D ×k κ =
∑
v∈V
dv v
ainsi que le point ∞κ. Soit CVκ = Cκ − V et κ[C
V ] l’alge`bre des fonctions re´gulie`res sur CVκ . On
reprend les notations de la section 7 en particulier le diagramme (7.1) pour la courbe Cκ = C×k κ
ou` sont de´finis les morphismes jA, iA,v etc. pour tout point v ∈ V et toute κ-alge`bre.
8.10. Le point ta. — Soit ta l’unique point de t
G- reg[[z∞]](R) qui ve´rifie les deux assertions
suivantes :
– la re´duction modulo z∞ de ta est le point t ∈ tG- reg(R) ;
– χG(ta) = χD(θ) ◦ iR,∞.
L’existence et l’unicite´ de ta re´sulte du fait que χ induit un morphisme e´tale de t
G- reg sur cG- reg.
Soit
t¯a ∈ t
G- reg[[z∞]](κ)
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la re´duction modulo π de t∞. Notons qu’on a t¯a = t¯a¯ ou` ta¯ est l’unique point de t
G- reg[[z∞]](κ)
de re´duction t¯ et de caracte´ristique a¯.
8.11. Trivialisation dem sur un ouvert de la fibre spe´ciale.—Soitmκ = (Eκ, θκ, t¯) ∈ M(κ)
le point de´duit de m par le changement de base Spec(κ)→ Spec(R). On a le lemme suivant.
Lemme 8.3. — Quitte a` rajouter un nombre fini de points a` V , on est dans la situation suivante.
Il existe une trivialisation du G-torseur j∗κ(Eκ) sur C
V
κ
βκ : j
∗
κ(Eκ)→ G×k C
V
κ .
telle que l’isomorphisme de sche´mas en groupes qui s’en de´duit
ικ : AutG(j
∗
κ(Eκ))→ G×k C
V
κ
satisfasse la condition : l’e´le´ment dικ(j
∗
κθ), ou` dικ est le morphisme de´rive´ de ικ, ve´rifie :
1. dικ(j
∗
κθ) appartient a` l(κ[C
V
κ ]) ;
2. dικ(j
∗
κθ) est conjugue´ a` t¯∞ par un e´le´ment de l ∈ L((z∞))(κ).
De´monstration. — Soit F est le corps des fonctions de Cκ. Comme κ est alge´briquement clos, le
G-torseur Eκ est trivial au point ge´ne´rique de Cκ (cf. lemme 4.1). Par le choix d’une trivialisation,
on obtient aussi une trivialisation ge´ne´rique de AdD(Eκ) qui envoie θ sur un certain e´le´ment
X ∈ g(F ). Soit (a¯, t¯) = f(mκ). Cet e´le´ment appartient a` AL,ell(κ) d’apre`s la de´finition de L (cf.
§8.8). D’apre`s le corollaire 3.9, il existe X ′ semi-simple et G-re´gulier dans l(F ) et l ∈ L((z∞))(κ)
tel que
(A) χG(X
′) = a¯| Spec(F ) ;
(B) Ad(l)X ′ = t¯∞.
Notons qu’on a χG(X) = χG(X
′) par de´finition de a¯. Le lemme 3.6 implique que, quitte a`
changer la trivialisation ge´ne´rique de Eκ, on peut supposer que X ve´rifie les conditions (A) et (B)
ci-dessus.
On obtient alors le lemme puisque toute trivialisation ge´ne´rique de Eκ s’e´tend a` un ouvert de
Cκ et que l’e´le´ment X lui aussi se prolonge a` un ouvert.

8.12. Trivialisation de m sur des disques formels de la fibre spe´ciale. — Dans la suite,
on fixe une trivialisation
(8.3) βκ : j
∗
κ(Eκ)→ G×k C
V
κ .
qui ve´rifie les conditions du lemme 8.3.
Pour tout v ∈ V soit
(8.4) ακ,v : i
∗
κ,v(Eκ)→ G×k κ[[zv]].
un isomorphisme G-e´quivariant. Un tel isomorphisme existe. En effet, cela revient a` se donner une
section du torseur i∗κ,v(Eκ) au-dessus de Spec(κ[[zv]]). Une telle section existe au moins au-dessus
du point spe´cial et, par lissite´, elle se prolonge a` Spec(κ[[zv]]).
Lemme 8.4. — On peut choisir les trivialisations ακ,v de sorte le triplet
(8.5) (X¯, (g¯v)v∈V , t¯)
associe´ au point mκ = (Eκ, θκ, t¯) ∈ M(κ) et aux trivialisations (ακ,v, βκ) par la bijection de la
proposition 7.1 satisfasse les conditions suivantes :
1. g¯v ∈ Q((zv))(κ) ;
2. ακ,∞( i
∗
κ,∞θ) = t¯a ;
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3. g¯∞ ∈ L((z∞))(κ).
De´monstration. — Quel que soit le choix de ακ,v, on a
g¯v ∈ G((zv))(κ).
La de´composition d’Iwasawa
G((zv))(κ) = Q((zv))(κ) ·G[[zv]](κ)
montre qu’on peut toujours modifier ακ,v de sorte qu’on ait
(8.6) g¯v ∈ Q((zv))(κ)
d’ou` l’assertion 1.
On a
Ad(g¯∞)
−1X¯ ∈ g[[z∞]](κ).
L’e´le´ment χ(X¯), apre`s changement de base a` Spec(k[[z∞]]), appartient a` car[[z∞]](κ) et sa re´duction
modulo z∞ co¨ıncide avec celle de χ(t¯∞). Comme χ est e´tale au-dessus de car
reg, on a
χ(Ad(g¯∞)
−1X¯) = χ(X¯) = χ(t¯∞).
Le lemme 8.5 ci-dessous montre qu’on peut modifier ακ,∞ de sorte qu’on ait
(8.7) Ad(g¯∞)
−1X¯ = t¯∞.
Mais d’apre`s le lemme 8.3, X¯ et t∞ sont conjugue´s sous L((z∞))(κ). Il s’ensuit qu’on a g¯∞ ∈
L((z∞))(κ). 
Lemme 8.5. —Soit Y ∈ g[[z∞]](R) tel que χG(Y ) = χG(ta). Il existe g ∈ G[[z∞]](R) tel que
Ad(g)Y = ta.
Le meˆme e´nonce´ vaut lorsqu’on remplace R par κ et ta par t¯a.
De´monstration. — Soit T le R[[z∞]]-sche´ma de´fini pour toute R[[z∞]]-alge`bre B par
T (B) = {h ∈ G(B) | Ad(h)(Y ) = ta}.
Montrons que le sche´ma T est lisse sur Spec(R[[z∞]]). Notons tout d’abord que les centrali-
sateurs de Y et ta dans G ×k R[[z∞]] sont des sous-sche´mas en tores : cela re´sulte du fait que
θ∞ ∈ tG- reg(R[[z∞]]) et χG(ta) = χG(Y ). Par conse´quent, localement pour la topologie e´tale,
ces centralisateurs sont conjugue´s. Comme Y et ta ont meˆme caracte´ristique, ces e´le´ments sont
localement conjugue´s pour la topologie e´tale. Ainsi le sche´ma T a localement des sections pour la
topologie e´tale. C’est donc un torseur sous le sche´ma en tores T ×k R[[z∞]]. Il est donc lisse.
D’apre`s le lemme (3.6), le sche´ma T ×R[[z∞]] κ posse`de des sections. Par lissite´ de T sur R[[z∞]]
et par comple´tude de R[[z∞]] ≃ κ[[π, z∞]], cette section se rele`ve en une section h ∈ G[[z∞]](R)
de T .
La seconde assertion se de´montre de la meˆme fac¸on.

8.13. Trivialisation admissibles de (E , θ, t). — De´sormais on fixe des trivialisations (ακ,v, βκ)
de mκ qui satisfont les lemmes 8.3 et 8.4. Soit C
V
R = C
V
κ ×κ R. Soit R[C
V ] = κ[CV ]⊗κ R.
De´finition 8.6. — Une trivialisation admissible de m = (E , θ, t) est la donne´e d’isomorphismes
G-e´quivariants
(8.8) βR : j
∗
RE → G×k R[C
V ].
et pour tout v ∈ V
(8.9) αRv : i
∗
R,vE → G×k R[[zv]]
qui satisfont les conditions suivantes
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1. l’isomorphisme βR se spe´cialise en l’isomorphisme βκ de (8.3) ;
2. l’isomorphisme αR,v se spe´cialise en l’isomorphisme ακv de (8.4) ;
3. αR,∞(i
∗
R,∞θ) = ta.
Remarque. — Soit (X, (gv)v∈V , t) le triplet associe´ a` m ∈ M(R) et aux trivialisations 8.8 et
8.9 par la proposition 7.1. Alors ces trivialisations forment une trivialisation admissible de m si et
seulement si
– la re´duction modulo π du triplet (X, (gv)v∈V , t) est le triplet (X¯, (g¯v)v∈V , t¯) de´fini en (8.5).
– Ad(g∞)
−1X = ta.
Lemme 8.7. — Quitte a` remplacer K par une extension finie et R par sa cloˆture inte´grale dans
cette extension, on peut supposer qu’il existe des trivialisations admissibles de (E , θ, t).
De´monstration. — Quitte a` remplacer K par une extension finie, on peut et on va supposer
que j∗RE est trivial sur C
V
R (comme G est semi-simple c’est possible par le the´ore`me 3 de [14]). Le
torseur j∗RE posse`de donc des sections au-dessus de C
V
R . On en de´duit un isomorphisme βR comme
en (8.8). Quitte a` translater cette section par un e´le´ment de G(κ[CV ]), on peut supposer que βR
satisfait la condition 1 ci-dessus.
Soit v ∈ V . En utilisant la lissite´ de E sur CR, on voit que le torseur i
∗
R,vE posse`de des sections
sur Spec(R[[zv]]). On en de´duit des isomorphismes αR,v comme en (8.9). Comme pre´ce´demment,
on se rame`ne au cas ou` αR,v satisfait la condition 2.
Par la proposition 7.1, on de´duit des trivialisations βR et αR,v un triplet (X, (gv)v∈V , t) comme
ci-dessus. Soit
Y = Ad(g−1∞ )X.
C’est un e´le´ment de g[[z∞]](R) qui ve´rifie χG(Y ) = χG(X) = χG(ta). Le lemme 8.5 montre que
Y et ta sont conjugue´s sous G[[z∞]](R). Cela permet de conclure.

8.14. Sous-groupes unipotents. — Soit Φ+ = Φ
NQ
T et Φ
− = Φ
N
Q−
T les ensembles respectifs de
racines de T dans les radicaux unipotents NQ et NQ− . La composante neutre AQ du centre de Q
est un tore de dimension 1. Soit
(8.10) λ : Gm → AQ
l’unique isomorphisme qui ve´rifie α(λ) > 0 pour tout α ∈ Φ+. Pour tout entier i > 0, soit
Φ+i = {α ∈ Φ
+ | α(λ) = i}
et
Φ−i = −Φ
+
i
en notation additive.
Pour tout α ∈ Φ+ ∪Φ−, soit Nα le sous-groupe unipotent associe´ et ζα : Ga → Nα le groupe
a` un parame`tre additif associe´ a` α. Pour tout entier i > 0, soit N−i le sous-groupe unipotent
engendre´ par les sous-groupes Nα tels que α(λ) 6 −i. On obtient ainsi une suite de´croissante de
sous-groupes unipotents
. . . ⊂ N−i ⊂ . . . ⊂ N
−
1 = NQ−
et pour i assez grand on a
N−i = {1}.
On ve´rifie la relation suivante sur les commutateurs
[Ni, Nj ] ⊂ Ni+j .
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8.15. Condition auxiliaire sur V . — Commenc¸ons par le lemme suivant.
Lemme 8.8. — Il existe V0 un ensemble fini non vide de points ferme´s de Cκ tel que pour toute
Γ(Cκ − V0,OCκ)-alge`bre B et tout entier i > 1, l’application de N
−
i (B) dans n
−
i (B) de´finie par
n ∈ N−i (B) 7→ Ad(n
−1)X¯ − X¯
est bijective.
De´monstration. — Soit F le corps des fonctions de C×kκ. On laisse au lecteur le soin de prouver
que le morphisme n 7→ Ad(n−1)X¯ − X¯ induit un isomorphisme de N−i ×k F sur n
−
i ×k F . Il se
prolonge donc en un isomorphisme a` un ouvert de Zariski de Cκ comple´mentaire d’un ensemble
fini V0. Le lemme s’en de´duit. 
Quitte a` agrandir V , on suppose dans la suite que V contient l’ensemble fini V0 donne´ par le
lemme 8.8.
8.16. Constructions de certaines trivialisations admissibles.— Soit r le plus petit multiple
commun des entiers i tels que Φ+i 6= 0. Soit R
′ = R[π
1
r ] et K ′ le corps des fractions de R′. Pour
tout entier j soit zj ∈ AQ(K ′) de´fini par
zj = λ(π
j
r )
ou` λ est l’isomorphisme Gm → AQ de´fini en (8.10).
Soit (βR, (αR,v)v∈V ) une trivialisation admissible de m = (E , θ, t) (cf. de´finition 8.6). Soit
(X, (gv)v∈V , t) le triplet qui s’en de´duit par la proposition 7.1.
De´finition 8.9. — Soit
j(βR, (αR,v)) ∈ N ∪ {∞}
la borne supe´rieure de l’ensemble des entiers j ∈ N qui ve´rifient
1. Ad(zj)X ∈ g(R′[CV ])
2. pour tout v ∈ V ,
zjgvz
−1
j ∈ G((zv))(R
′).
Proposition 8.10. — Pour tout entier j ∈ N, il existe une trivialisation admissible (βR, (αR,v)v∈V )
de m = (E , θ, t) telle que
j(βR, (αR,v)) > j.
De´monstration. — Supposons la proposition mise en de´faut. Soit j ∈ N le plus petit entier tel
que
j > j(βR, (αR,v))
pour toute trivialisation admissible (βR, (αR,v)v∈V ) de m. Comme on a X¯ ∈ l(κ[C
V ]) et g¯v ∈
Q((zv))(κ) (cf. assertion 1 du lemme 8.3 et assertion 1 du lemme 8.4), on a
j > 1.
Soit (βR, (αR,v)v∈V ) une trivialisation admissible de m telle que
j = j(βR, (αR,v)).
Soit (X, (gv)v∈V , t) le triplet qui s’en de´duit par la proposition 7.1.
Soit valπ la valuation de R normalise´e par valπ(π) = 1. Cette valuation s’e´tend a` R
′ et a`
R′[CV ] de manie`re e´vidente. Pour tout α ∈ Φ±, le k-espace vectoriel nα est de dimension 1. Pour
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tout vecteur Xα ∈ nα(R′[CV ]), soit valπ(Xα) la valuation du coefficient de Xα sur un vecteur non
nul de nα(k).
Suivant la de´composition en espaces propres sous AQ
(⊕α∈Φ±nα)⊕mQ
on e´crit
(8.11) X =
∑
α∈Φ±
Xα +XMQ .
Comme la re´duction modulo π de X est X¯ qui appartient a` l(κ[CV ]), on a
(8.12) val(Xα) > 1
pour tout α ∈ Φ±. De plus, la re´duction modulo π de XMQ est X¯.
On a aussi la de´composition
Ad(zj)X =
∑
α∈Φ±
π
jα(λ)
r Xα +XMQ .
Par la condition 1 de la de´finition 8.9, on a pour tout α ∈ Φ±
(8.13)
jα(λ)
r
+ valπ(Xα) > 0.
Pour α ∈ Φ+, cette ine´galite´ est stricte.
Lemme 8.11. — Il existe une trivialisation admissible (βR, (αR,v)v∈V ) de m pour laquelle
– j = j((βR, (αR,v)v∈V )) ;
– l’ine´galite´ (8.13) est stricte pour tout α ∈ Φ−.
De´monstration. — Partons d’une trivialisation admissible (βR, (αR,v)v∈V ) de m pour laquelle
il existe α ∈ Φ− tel que
(8.14)
jα(λ)
r
+ valπ(Xα) = 0.
Soit i le plus petit entier tel qu’il existe α ∈ Φ−i qui ve´rifie l’e´galite´ (8.14). Soit
Y = Ad(zj)X ∈ g(R
′[CV ])
et Y la re´duction modulo π
1
r de Y . Alors Y appartient a` X¯ + n−i (κ[C
V ]). D’apre`s le lemme 8.8,
il existe ni ∈ N
−
i (κ[C
V ]) tel que
(8.15) Ad(n−1i )X¯ = Y .
Pour tout α ∈ Φ−i soit uα ∈ κ[C
V ] et ni+1 ∈ N
−
i+1(κ[C
V ]) tels qu’on ait
(8.16) ni = ni+1n
avec
n =
∏
α∈Φ−i
ζα(uα).
Comme ni+1 est un e´le´ment de N
−
i+1(κ[C
V ]), on a
Ad(n−1i+1)X¯ ∈ X¯ + n
−
i+1(κ[C
V ]).
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En comparant avec (8.15) et (8.16), on obtient
(8.17) Ad(n)Y ∈ X¯ + n−i+1(κ[C
V ]).
Remarquons que
z−1j nzj =
∏
α∈Φ−i
ζα(π
ji
r uα)
appartient a` Ni(R[C
V ]) et que sa re´duction modulo π est triviale. En effet, par hypothe`se, il existe
α ∈ Φ−i tel que l’e´galite´ (8.14) soit vraie. On a donc par (8.12)
ji
r
= −
jα(λ)
r
= valπ(Xα) ∈ N
∗.
Le triplet (Ad(z−1j nzj)X, (z
−1
j nzjgv)v∈V , t) de´finit par la bijection de la proposition 7.1 une
trivialisation dem de la forme (β′R, (α
′
R,v)v∈V ) qui est encore admissible. Il est clair sur la de´finition
8.9 qu’on a j(β′R, (α
′
R,v)v∈V ) > j (par maximalite´ de j on a meˆme e´galite´). Quitte a` remplacer
(βR, (αR,v)v∈V ) par (β
′
R, (α
′
R,v)v∈V ), et vu (8.17) on se rame`ne au cas ou` Y appartient a` X¯ +
n−i+1(κ[C
V ]). Par re´currence, on peut meˆme supposer qu’on a Y = X¯. Mais alors l’ine´galite´ 8.13
est stricte. 
Soit (βR, (αR,v)v∈V ) une trivialisation admissible de m qui satisfait les conclusions du lemme
8.11. Soit (X, (gv)v∈V , t) le triplet qui s’en de´duit par la proposition 7.1. On a donc
(8.18) min
α∈Φ−
(
−
r
α(λ)
valπ(Xα)
)
> j.
On notera que, par de´finition de r, le premier membre de cet ine´galite´ est un entier.
Soit v ∈ V et Bv l’anneau de´duit de R((zv)) par localisation en l’ide´al premier engendre´ par π.
C’est un anneau de valuation discre`te de corps re´siduel κ((zv)). On note encore valπ la valuation
normalise´e par valπ(π) = 1. Le point gv ∈ G((zv))(R) induit alors un morphisme du trait Spec(Bv)
dans G. Comme la re´duction modulo π de gv est g¯v et que l’on a g¯v ∈ Q((zv))(κ) (cf. l.(8.6)),
l’image du point spe´cial par ce morphisme appartient a` l’ouvertNQMQNQ− . Il s’ensuit que l’image
du trait entier est dans l’ouvert NQMQNQ− . Il existe donc xv ∈ MQ(Bv) et bα,v ∈ Bv tels que
pour tout α ∈ Φ± on ait
(8.19) gv =
( ∏
α∈Φ+
ζα(bα,v)
)
· xv ·
( ∏
α∈Φ−
ζα(bα,v)
)
.
Soit x¯v ∈ MQ((zv))(κ) la re´duction modulo π de xv. Puisque la re´duction g¯v de gv modulo π
appartient a` Q((zv))(κ), on a valπ(bα,v) > 1 pour α ∈ Φ− et
(8.20) g¯v ∈ x¯vNQ((zv))(κ).
On a
(8.21) zjgvz
−1
j =
( ∏
α∈Φ+
ζα(π
jα(λ)
r bα,v)
)
· xv ·
( ∏
α∈Φ−
ζα(π
jα(λ)
r bα,v)
)
et cet e´le´ment appartient a` G((zv))(R
′) par de´finition de j. On a donc pour tout α ∈ Φ±
(8.22)
jα(λ)
r
+ valπ(bα,v) > 0.
L’ine´galite´ (8.22) est stricte pour α ∈ Φ+.
Lemme 8.12. — Il existe une trivialisation admissible (βR, (αR,v)v∈V ) de m pour laquelle
1. j = j((βR, (αR,v)v∈V )) ;
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2. l’ine´galite´ (8.18) est satisfaite ;
3. l’ine´galite´ (8.22) est stricte pour tout α ∈ Φ−.
De´monstration. — Soit (βR, (αR,v)v∈V ) une trivialisation admissible de m qui satisfait les
conclusions du lemme 8.11 donc les deux premie`res assertions. Soit (X, (gv)v∈V , t) le triplet qui
s’en de´duit par la proposition 7.1. On reprend les notations utilise´es ci-dessus, en particulier aux
lignes (8.19) et (8.20). Soit
hv = zjgvz
−1
j ∈ G((zv))(R[π
1
r ])
et
Y = Ad(zj)X ∈ g(R[C
V ][π
1
r ]).
Lemme 8.13. — On a les assertions suivantes
1. le triplet (Y, (hv)v∈V , t) est un triplet qui satisfait les conditions de la proposition 7.1 pour
l’anneau R′ ;
2. soit m′ ∈M(R′) le point associe´ a` ce triplet par la proposition 7.1. Alors, apre`s changement
de base a` K ′, les points m′ et m deviennent isomorphes.
De´monstration. — Pour l’assertion 1, il s’agit de ve´rifier que le triplet (Y, (hv)v∈V , t) satisfait
les conditions suivantes :
– Y ∈ g(R′[CV ]) ;
– pour tout v ∈ V , l’e´le´ment hv ∈ G((zv))(R′) et ve´rifie
Ad(h−1v )Y ∈ z
−dv
v g[[zv]](R
′) ;
– t est un e´le´ment de treg(R′) dont la caracte´ristique χ(t) est e´gale a` la re´duction modulo z∞
de χG(Y ).
La premie`re condition et la relation hv ∈ G((zv))(R′) re´sultent de la de´finition de j. On a donc
Ad(h−1v )Y ∈ g((zv))(R
′).
En fait, on peut remplacer dans la relation pre´ce´dente g((zv)) par g[[zv]] car on a d’une part
Ad(h−1v )Y = Ad(zj)(Ad(g
−1
v )X)
et d’autre part
Ad(g−1v )X ∈ z
−dv
v g[[zv]](R).
De meˆme, la troisie`me relation est ve´rifie´e puisque X et Y , e´tant conjugue´s, ont meˆme ca-
racte´ristique que cette relation vaut X .
Pour l’assertion 2 du lemme, on remarque qu’on a zj ∈ G(K ′) et on conclut a` l’aide du corollaire
7.2. 
Lemme 8.14. — On poursuit avec les notations du lemme 8.13. Soit m′κ ∈M(κ) le point de´duit
de m′ par le changement de base Spec(κ)→ Spec(R). On a alors les assertions suivantes :
1. f(m′) ∈ AL,ell(κ) ;
2. pour tout P ∈ F(L) et toute re´duction m′κ,P de m
′
κ a` P , on a
deg(m′κ,P ) = HP ((h¯v)v∈V )
ou` h¯v ∈ G((zv))(κ) est la re´duction modulo π
1
r de hv ;
3. pour tout P ∈ F(L) tel que P ⊂ Q soit mκ,P une re´duction de mκ a` P et m′κ,P− une
re´duction de m′κ a` P
− = (MQ ∩ P )NQ− ; on a l’e´galite´
deg(m′κ,P−) = deg(mκ,P )
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De´monstration. —Le triplet (Y , (h¯v)v∈V , t¯) est la re´duction modulo π
1
r du triplet (Y, (hv)v∈V , t).
Par conse´quent, le point m′κ se de´duit du triplet (Y , (h¯v)v∈V , t¯) par la bijection de la proposition
7.1. L’ine´galite´ (8.18) implique que Y est e´gal a` X¯ de´fini en (8.5). Il s’ensuit que f(m′κ) = f(mκ)
et ce point appartient a` AL,ell(κ) (cf. §8.8) d’ou` l’assertion 1. Rappelons que X¯ ∈ l(κ[CV ]) est
conjugue´ a` t¯a par g¯∞ ∈ L((z∞))(κ) (cf. assertion 2 et 3 du lemme 8.4). L’assertion 2 re´sulte alors
du corollaire 7.5.
Prouvons l’assertion 3. Soit P ∈ F(L) tel que P ⊂ Q. Soit P− ∈ F(L) de´fini par P− =
(MQ ∩P )NQ− . On a donc P
− ⊂ Q−. De l’e´galite´ (8.21) et du fait que l’ine´galite´ (8.22) est stricte
pour α ∈ Φ+ on de´duit
h¯v ∈ NQ−((zv))(κ)x¯v
et
deg(m′κ,P−) = HP−((h¯v)v∈V ) = HP−∩MQ((x¯v)v∈V ).
Mais l’e´galite´ (8.20) implique aussi qu’on a
deg(mκ,P ) = HP ((g¯v)v∈V ) = HP∩MQ((x¯v)v∈V ).
Comme P ∩MQ = P− ∩MQ, on a bien
deg(m′κ,P−) = deg(mκ,P )

D’apre`s les notations du paragraphe 8.8 et les e´quivalences de la proposition 6.11, ̺ est le
ξ-point de Harder-Narasimhan de mκ et Q0 est le sous-groupe parabolique de F(L) qui ve´rifie
(A) ξ − ̺ ∈ a+Q0 ∩ a
G
T ;
(B) La projection de ̺ sur aGL appartient a` la projection sur a
G
L de l’enveloppe convexe des
points − deg(mκ,P ) pour P ∈ P(L) tel que P ⊂ Q0 et mκ,P une re´duction de mκ a` P .
L’assertion (B) ci-dessus et l’assertion 3 du lemme 8.14 montrent que la projection de ̺ sur aGL
appartient a` la projection sur aGL de l’enveloppe convexe des points− deg(m
′
κ,P−) pour P ∈ F
Q0(L)
(avec les notations du lemme 8.14). La proposition 5.8 implique alors que le point ̺ appartient au
convexe Cm′κ associe´ a` m
′
κ.
Il s’ensuit qu’on a l’ine´galite´ suivante sur les distance
d(Cm′κ , ξ) 6 d(̺mκ , ξ) = d(Cmκ , ξ) = d.
Mais par de´finition de d (cf. §8.7) on a ne´cessairement e´galite´ dans l’ine´galite´ ci-dessus. Donc ̺ est
aussi le ξ-point de Harder-Narasimhan de m′κ. Comme ξ−̺ ∈ a
+
Q0
∩aGT , le sous-groupe parabolique
qui ve´rifie l’assertion 2 de la proposition 6.11 pour m′κ est ne´cessairement Q0. La projection de
̺ sur aGL est donc e´gale a` la projection sur a
G
L de l’enveloppe convexe des points − deg(m
′
κ,P )
associe´s aux re´ductions m′κ,P de m
′
κ aux sous-groupes P ∈ P(M) tels que P ⊂ Q0. En particulier,
la projection de ̺ sur la droite aGQ e´gale au point − deg(m
′
κ,Q) ou` m
′
κ,Q est une re´duction de m
′
κ
a` Q (on a aG = {0} puisque G est semi-simple). L’assertion (B) implique par ailleurs que cette
projection est e´gale a` − deg(mκ,Q). On a donc
deg(m′κ,Q) = deg(mκ,Q)
ce qui, combine´ avec l’assertion 3 du lemme 8.14 donne
deg(m′κ,Q) = deg(m
′
κ,Q−).
ou de manie`re e´quivalente par l’assertion 2 du lemme 8.14
(8.23) HQ−((h¯v)v∈V ) = HQ((h¯v)v∈V ).
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Le lemme 8.15 ci-dessous implique alors que pour tout v ∈ V , on a
(8.24) h¯v ∈MQ((zv))(κ)G[[zv ]](κ)
Conside´rons d’abord le point v = ∞κ. Par la condition 3 qui de´finit une trivialisation admis-
sible, on a Ad(g−1∞ )X = ta, d’ou` l’on tire
Ad(h−1∞ )Y = ta.
L’ine´galite´ (8.18) implique qu’on a Y = X¯. En re´duisant modulo π
1
r l’ine´galite´ ci-dessus, on obtient
Ad(h¯−1∞ )X¯ = t¯a.
Mais X¯ et t¯a sont conjugue´s par g¯∞ ∈ L((z∞)(κ) (cf. assertion 3 du lemme 8.4. On a donc aussi
h¯∞ ∈ L((z∞))(κ). Par conse´quent l’ine´galite´ (8.22) est stricte pour v =∞κ et pour tout α ∈ Φ±.
Supposons de´sormais v 6= ∞κ. Supposons aussi qu’il existe α ∈ Φ
− tel que l’ine´galite´ (8.22)
soit une e´galite´ c’est-a`-dire qu’on ait
(8.25)
jα(λ)
r
+ valπ(bα,v) = 0.
Soit i le plus entier tel qu’il existe α ∈ Φ−i qui ve´rifie l’e´galite´ (8.25). On a donc
(8.26) h¯v ∈ x¯vNi((zv))(κ).
En comparant avec (8.24), on en de´duit que
(8.27) h¯v ∈ x¯vNi[[zv]](κ).
Pour tout α ∈ Φ−i soit uα ∈ κ[[zv]] et
n =
∏
α∈Φ−i
ζα(uα).
tel qu’on ait
h¯vn ∈ x¯vNi+1[[zv]](κ).
Soit n′ = z−1j nzj. On a donc
n′ = ζα(π
ij
r uα).
L’e´galite´ (8.25) implique que ijr est un entier strictement positif. Par conse´quent, n
′ appartient a`
NQ((zv))(R) et sa re´duction modulo π est triviale. Quitte a` remplacer gv par gvn
′, on voit qu’on
est ramene´ au cas ou` l’on a
h¯v ∈ x¯vNi+1[[zv]](κ)
et par re´currence au cas ou` h¯v = x¯v. Mais, dans ce cas, l’ine´galite´ (8.22) est stricte pour tout
λ ∈ Φ±. Cela termine la de´monstration du lemme 8.12. 
Soit (βR, (αR,v)v∈V ) une trivialisation admissible de m qui ve´rifie les conditions du lemme 8.12.
Soit (X, (gv)v∈V , t) le triplet qui s’en de´duit. Soit
j1 = min
(
min
α∈Φ−
(
−
r
α(λ)
valπ(Xα)
)
, min
v∈V,α∈Φ−
(
−
r
α(λ)
valπ(bα,v)
))
.
C’est un entier qui ve´rifie j1 > j,
Ad(zj1)X ∈ g(R[C
V ])
et pour tout v ∈ V
zj1gvz
−1
j1
∈ G((zv))(R).
47
C’est visiblement la contradiction recherche´e et cela ache`ve la de´monstration de la proposition
8.10.

Le lemme suivant a e´te´ utilise´ dans la preuve pre´ce´dente (preuve de la proposition 8.10).
Lemme 8.15. — Soit Q ∈ FG un sous-groupe parabolique de G et Q− son parabolique oppose´.
Pour tout v ∈ V , soit gv ∈ G((zv))(κ). L’e´galite´
(8.28) HQ((gv)v∈V ) = HQ−((gv)v∈V )
entraˆıne que pour tout v ∈ V , il existe xv ∈MQ((zv))(κ) et kv ∈ G[[zv]](κ) tels que
gv = xv kv
De´monstration. — Traitons d’abord le cas ou` V = {v} est un singleton. Pour alle´ger les
notations, on omet l’indice v. Soit g ∈ G((z))(κ). On va montrer que −HQ(g) +HQ−(g) est une
somme a` coefficients positifs de coracines α∨ dans ∆∨Q et que cette somme est nulle si et seulement
si il existe m ∈ MQ((z))(κ) et k ∈ G[[z]](κ) tels que g = mk. En utilisant la de´composition
d’Iwasawa x = mnk avec m ∈ MQ((z))(κ), n ∈ NQ((z))(κ) et k ∈ G[[z]](κ), on voit qu’on se
rame`ne a` montrer l’assertion suivante : pour tout x ∈ NQ((z))(κ) on a
HQ−(x) > 0
et HQ−(x) = 0 implique que x appartient a` NQ[[z]](κ). Pour toute racine α de T dans G soit ζα
un isomorphisme de Ga sur le groupe radiciel correspondant a` la racine α. Soit x ∈ NQ((z))(κ).
Il existe une famille (αi)16i6n de racines de T dans NQ deux a` deux distintes et des e´le´ments
xi ∈ κ((z)) tels que
x =
n∏
i=1
ζαi(xi) = ζα1(x1) . . . ζαn(xn).
Si x appartient a` NQ[[z]](κ) on a HQ−(x) = 0. Supposons que x n’appartient pas a` NQ[[z]](κ). Il
existe donc i tel que val(xi) < 0. Quitte a` translater x a` droite par un e´le´ment de NQ[[z]](κ), ce
qui ne modifie pas la valeur de HQ−(x), on peut supposer val(xn) < 0 . Pour toute racine α et
tout a ∈ κ((z)) de valuation strictement ne´gative, on ve´rifie l’assertion suivante
ζα(a) ∈ α
∨(a)ζ−α(a)G[[z]](κ).
En utilisant cette relation pour αn et xn, on voit que pour tout 1 6 i 6 n− 1, il existe x′i ∈ κ((z))
tel que
HQ−(x) = HQ−(α
∨(xn)
n−1∏
i=1
ζαi(x
′
i)).
En raisonnant par re´currence, on voit qu’il existe un entier 1 6 n′ 6 n tel que pour tout 1 6 i 6 n′
il existe
– un e´le´ment yi ∈ κ((z)) tel que val(yi) < 0 ;
– une racine βi de T dans NQ
tels que
HQ−(x) = HQ−
( n′∏
i=1
β∨i (yi)
)
.
Soit γi la projection de βi sur aQ : c’est un vecteur non nul. On obtient donc
HQ−(x) = −
n′∑
i=1
val(yi)γ
∨
i
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ce qui montre que HQ−(x) est une combinaison a` coefficients positifs d’e´le´ments de ∆Q et meˆme
strictement positifs. Donc HQ−(x) est non nul. Cela conclut la preuve lorsque V est un singleton.
Revenons au cas ge´ne´ral d’un ensemble V fini non vide. On vient de voir que pour tout v ∈ V ,
la diffe´rence −HQ(gv) +HQ−(gv) est une combinaison a` coefficients positifs d’e´le´ments de ∆Q. Il
s’ensuit que l’e´galite´ (8.28) est vraie si et seulement si pour tout v ∈ V
HQ(gv) = HQ−(gv).
On est donc ramene´ au cas du singleton. 
8.17. Ou` l’on obtient la contradiction cherche´e. — Pour tout entier n, soit
Rn = R/π
nR.
Soit n un entier > 1. Soit (βR, αR,v) une trivialisation admissible de m qui ve´rifie
(8.29) j(βR, αR,v) > n,
(cf. proposition 8.10. Soit (X, (gv)v∈V , t) le triplet associe´ a` m et a` cette trivialisation par la
proposition 7.1. Soit (Xn, (gn,v)v∈V , tn) le triplet qui s’en de´duit par re´duction modulo π
n. Ce
triplet ve´rifie les conditions suivantes :
1. Xn ∈ q(Rn[CV ]) ;
2. pour tout v ∈ V , gn,v ∈ Q((zv))(Rn) ;
3. Ad(gn,∞)
−1Xn = ta,n ou` ta,n est la re´duction modulo π
n de ta.
De ce triplet, on de´duit, par la proposition 7.1 applique´e au groupe Q, un triplet mQ,n =
(EQ,n, θQ,n, tn) forme´ d’un Q-torseur EQ,n sur
Cn = C ×k Rn,
d’une section θQ,n de AdD(EQ,n) tel que χQ(θQ,n(∞Rn)) = χQ(tn). En outre, ce triplet est une
re´duction a` Q du point mn ∈M(Rn) obtenu par changement de base a` Rn.
L’algorithme utilise´e dans la preuve de la proposition 8.10 consiste a` conjuguer X (et trans-
later a` droite gv en conse´quence), resp. translater a` gauche gv, par des e´le´ments de la forme
ζα(uα) ou` uα est un e´le´ment de R[C
V ], resp. de R((zv)), de valuation π-adique > n de fac¸on
a` obtenir un triplet (X ′, (g′v)v∈V , t) associe´e a` une trivialiation admissible dont le j associe´ est
plus grand que n + 1. En particulier la re´duction modulo πn de (X ′, (g′v)v∈V , t) est e´gale a`
(Xn, (gn,v)v∈V , tn). Soit (Xn+1, (gn+1,v)v∈V , tn+1) la re´duction modulo π
n+1 de (X ′, (g′v)v∈V , t).
SoitmQ,n+1 = (EQ,n+1, θQ,n+1, tn+1) la re´duction a` Q demn+1 ∈ M(Rn+1) qui s’en de´duit comme
plus haut. Le changement de base de mQ,n+1 a` Cn redonne mQ,n.
Par re´currence, on obtient pour tout entier n une re´duction mQ,n = (EQ,n, θQ,n, tn) a` Q du
point mn = (En, θn, tn) ∈ M(Rn) de´duit de m ∈M(R) par changement de base telle que l’image
de mn+1 dans M(Rn) soit isomorphe a` mn. Le morphisme Q-e´quivariant
EQ,n → EQ,n ×
G
k Q ≃ En
fournit par passage au quotient une section
σn : Cn → En/Q.
Lorsque n varie, les sections obtenues s’inscrivent dans un diagramme commutatif
En/Q En+1/Q
Cn
σn
Cn+1
σn+1
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ou` les morphismes horizontaux sont les fle`ches canoniques de transition. Elles forment donc un
syste`me inductif σˆ = (σn)n>1. Soit
Cˆ = lim
−→
n
Cn
et
Ê/Q = lim
−→
n
En/Q.
Le syste`me inductif σˆ donne un e´le´ment, encore note´ σˆ, de
HomSpf(R)(Cˆ, Ê/Q).
Comme CR est propre sur Spec(R) et que E/Q est se´pare´ et de type fini sur Spec(R), on sait,
d’apre`s le the´ore`me d’alge´brisation des morphismes de Grothendieck (the´ore`me 5.4.1 de [17]), que
l’application de prolongement aux comple´te´s
HomSpec(R)(CR, E/Q)→ HomSpf(R)(Cˆ, Ê/Q)
est une bijection. Il existe donc σ ∈ HomSpec(R)(CR, E/Q) qui s’envoie sur σˆ par la bijection ci-
dessus. En utilisant de nouveau le the´ore`me d’alge´brisation, on voit que σ est en fait une section
de E/Q. Soit EQ le Q-torseur au-dessus de CR de´fini par
EQ = CR ×σ,E/Q E .
Par construction, EQ est une re´duction de E a` Q.
Soit
̂AdD(EQ) = lim−→
n
AdD(EQ,n).
Pour tout entier n > 1, la section θn de AdD(En) se factorise par la section θQ,n de AdD(EQ,n).
Par construction, les sections θn forment un syste`me inductif et donc un e´le´ment note´ de
HomSpf(R)(Cˆ, ̂AdD(EQ)).
Par le the´ore`me d’alge´brisation de´ja` cite´, on en de´duit que θ se factorise par une section θQ de
AdD(EQ).
Par construction, le re´duction modulo πn de χQ(θQ)(∞R) est e´gale a` χQ(θQ,n)(∞Rn) = χQ(tn).
Il s’ensuit qu’on a
χQ(θQ)(∞R) = χQ(t).
Par conse´quent le triplet mQ = (EQ, θQ, t) est une re´duction de m a` Q. Soit mQ,K et mQ,κ les
re´ductions a` Q de mK et mκ qui s’en de´duisent par changement de base. Par platitude de EQ sur
CR, on a
deg(mQ,K) = deg(mQ,κ).
Or mK est ξ-semi-stable : on a donc
ξ ∈ − deg(mQ,K)− +aQ + a
Q
T .
Au paragraphe 8.8, on a introduit le sous-groupe parabolique Q0 ⊂ Q qui ve´rifie ξ − ρ ∈ a
+
Q0
et
̺ ∈ − deg(mQ0,κ) + a
Q0
T . On a donc
ξ ∈ − deg(mQ0,κ) + a
+
Q0
+ aQ0T .
Il s’ensuit qu’on a
ξ ∈
(
− deg(mQ,K)− +aQ + a
Q
T
)
∩
(
− deg(mQ0,κ) + a
+
Q0
+ aQ0T
)
.
De l’e´galite´ deg(mQ,K) = deg(mQ,κ), on tire
(
− +aQ + a
Q
T
)
∩
(
a+Q0 + a
Q0
T
)
6= ∅. En projetant sur
aQ, on trouve −+aQ ∩ a
+
Q 6= ∅ ce qui n’est pas : c’est la contradiction cherche´e (cf. fin du §8.7).
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9 Se´paration du morphisme f ξ
9.1. Le but de cette section est de prouver le the´ore`me suivant.
The´ore`me 9.1. — Supposons G semi-simple. Pour tout ξ ∈ aT , le morphisme
f ξ : Mξ → A
est se´pare´.
Remarque. — L’e´nonce´ et la de´monstration du the´ore`me 9.1 s’inspirent d’un the´ore`me de
Langton (cf. [23], §3 the´ore`me). Faltings a donne´ une preuve du the´ore`me 9.1 pour ξ = 0 et
lorsque le corps de base est de caracte´ristique nulle (cf. [16] the´ore`me II.4).
Dans toute la suite, on suppose G semi-simple. D’apre`s le crite`re valuatif de se´paration, il est
e´quivalent de prouver l’e´nonce´ suivant.
Proposition 9.2. — Soit κ une extension de k alge´briquement close. Soit R un anneau de valua-
tion discre`te complet, de corps des fractions K et de corps re´siduel κ. Soit m et m′ deux e´le´ments
de Mξ(R) et mK et m
′
K les e´le´ments de M
ξ(K) qui s’en de´duisent par changement de base.
Supposons que ces objets satisfont les deux conditions suivantes :
– f ξ(m) = f ξ(m′) ;
– il existe un isomorphisme φK : m
′
K → mK .
Alors il existe un unique isomorphisme φ : m′ → m qui prolonge φK .
9.2. Ou` l’on se rame`ne a` un proble`me sur un trait.—Dans toute la suite, soit deux triplets
m = (E , θ, t) et m′ = (E ′, θ′, t) dans Mξ(R) tels que f ξ(m) = f ξ(m′). Soit mK = (EK , θK , t) et
m′ = (E ′K , θ
′
K , t) les triplets de M
ξ(K) qui s’en de´duisent par changement de base. Soit φK :
m′K → mK un isomorphisme. On note encore φK l’isomorphisme G-e´quivariant sous-jacent
φK : E
′
K → EK .
L’isomorphisme qui s’en de´duit
AdD(φK) : AdD(E
′
K)→ Ad(EK)
envoie θ′K sur θK . On cherche a` prolonger φK en un isomorphisme G-e´quivariant
φ : E ′ → E
de sorte que l’isomorphisme qui s’en de´duit
AdD(φ) : AdD(E)→ Ad(E)
envoie θ′ sur θ. Soit π une uniformisante de R et B l’anneau local de CR en le point de codimension
1 de´fini par l’ide´al (π). C’est donc un anneau de valuation discre`te de corps re´siduel le corps des
fonctions κ(C) de la courbe Cκ et de corps des fractions le corps des fonctions F de la courbe CK .
Lemme 9.3. — Pour que φK se prolonge a` CR = C ×k R il faut et il suffit qu’il se prolonge a`
Spec(B). De plus, de tels prolongements, s’ils existent, sont uniques.
De´monstration. — Un isomorphisme G-e´quivariant de E ′ sur E n’est autre qu’une section
globale du CR-sche´ma
IsomG(E
′, E) = (E ′ ×CR E)/G
ou` G agit diagonalement a` droite sur E ′ ×CR E . L’isomorphisme φK de´finit une section σK de
IsomG(E ′, E) au-dessus de CK . Tout prolongement de cette section a` CR est ne´cessairement unique,
d’ou` l’unicite´ de l’e´nonce´. Supposons que φK se prolonge a` Spec(B). La section σK se prolonge
donc a` Spec(B) et par suite a` un ouvert de CR qui contient tous les points de codimension 6 1.
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Comme IsomG(E ′, E) est affine sur CR — c’est meˆme un torseur sous AutG(E) —, une telle section
se prolonge automatiquement a` CR (cf. [18] corollaire 20.4.12). 
Notons que si φK se prolonge en un isomorphisme φ, l’isomorphisme AdD(φ) envoie ne´cessaire-
ment θ′ sur θ puisque les sections AdD(φ)(θ
′) et θ, qui co¨ıncident sur un ouvert de CR, sont en
fait e´gales.
9.3. E´tude sur le trait Spec(B) — Pour toute extension K ′ finie de K soit R′ la cloˆture
inte´grale de R dans K ′. Soit F ′ le corps des fonctions de la courbe relative CR′ = C×kR′ et B′ la
cloˆture inte´grale de B dans F ′. Dans la de´monstration du lemme 9.3, on a vu que φK s’interpre`te
comme une section du CR-sche´ma affine IsomG(E ′, E) et que prolonger φK revient a` prolonger
cette section a` Spec(B). Comme B est normal, φK se prolonge a` Spec(B) si et seulement si le
changement de base de φK a` K
′ se prolonge a` B′. Dans la suite, on pourra toujours, s’il le faut,
remplacer K par K ′.
Soit (a, t) ∈ AG(R) de´fini par (a, t) = f ξ(m). Soit ta ∈ tG- reg[[z∞]](R) l’unique e´le´ment dont
la caracte´ristique est la restriction de a a` Spec(R[[z∞]] et dont la re´duction modulo z∞ est t.
Soit M ⊂ L les deux sous-groupes de Levi dans L tels que (a, t) appartienne en fibre ge´ne´rique
a` χLG(AL,ell(K)) et a` χ
M
G (AM,ell(κ)) en fibre spe´ciale (cf. proposition 3.4). Soit (aL, t) ∈ AL(R)
l’unique point tel que (a, t) = χLG((aL, t)) (cf. proposition 3.2).
Lemme 9.4. — Quitte a` remplacer K par un extension finie K ′ assez grande et R par R′, on est
dans la situation suivante
1. Il existe un point X ∈ l(B) qui ve´rifie
(a) χL(X) co¨ıncide avec aL sur Spec(B) ;
(b) la re´duction X¯ de X modulo π appartient a` m(κ(C)) et est conjugue´ a` la re´duction
modulo π de ta par un e´le´ment de M((z∞)(κ) ;
2. Il existe des trivialisations des G-torseurs E et E ′ sur Spec(B) tels que les trivialisations de
AdD(E) et AdD(E ′) qui s’en de´duisent envoient θ et θ′ sur X.
De´monstration. — La section de Kostant montre qu’un point X ∈ l(B) qui ve´rifie 1.(a) existe.
Par la proposition 3.8 et le lemme 3.6, on peut supposer que, quitte a` conjuguer X par un e´le´ment
de L(κ(C)), l’assertion 1.(b) est aussi ve´rifie´e.
Si l’extension K ′ est assez grande les torseurs E et E ′ sont triviaux sur Spec(B′) (the´ore`me
2 de [14]). Quitte a` remplacer R par R′, on peut supposer que les torseurs E et E ′ sont triviaux
sur Spec(B) et meˆme, d’apre`s le lemme 9.5ci-dessous qu’il existe des trivialisations qui ve´rifient
l’assertion2.

Lemme 9.5. — Soit a ∈ carreg(B). Soit X et Y deux e´le´ments de g(B) tels que
χG(X) = χG(Y ).
Il existe une extension finie K ′ de K telle que X et Y sont conjugue´s par un e´le´ment de G(B′),
ou` B′ est la cloˆture inte´grale de B dans le corps des fonctions de CK′ .
De´monstration. — Pour tout B-anneau A soit
T (A) = {g ∈ G(A) | Ad(g)X = Y }.
Rappelons que B a pour corps des fractions le corps F des fonctions de CK et pour corps re´siduel
le corps de fonctions κ(C) de Cκ. D’apre`s le lemme 3.6, l’ensemble T (κ(C)) est non vide et, quitte
a` remplacer K par une extension finie, on peut supposer qu’il en est de meˆme pour T (F ). On en
de´duit que le foncteur T est repre´sente´ par un torseur encore note´ T sous le sche´ma en groupes
TX qui centralise X . Or vu l’hypothe`se de a ∈ carreg(B), ce sche´ma en groupes est un sche´ma en
tores. Comme le torseur T est trivial en fibre ge´ne´rique Spec(F ), il est trivial globalement (cf. par
exemple [12] proposition 2.2). Il posse`de donc une section sur Spec(B). 
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De´sormais on fixe X ∈ g(B) et des trivialisations de E et E ′ sur Spec(B) qui ve´rifient les
assertions du lemme 9.4. On obtient alors une trivialisation de φK qui s’identifie a` la translation
a` gauche par un e´le´ment δ ∈ G(F ) qui ve´rifie
Ad(δ−1)X = X.
Il re´sulte du lemme 9.3 et des conside´rations ci-dessus qu’on a le lemme suivant.
Lemme 9.6. — Le morphisme φK se prolonge si et seulement si δ ∈ G(B).
Comme la restriction de a de´finit un e´le´ment de carreg(B), la re´duction modulo π de X est
encore semi-simple re´gulie`re. Le centralisateur de X dans G×kB est donc un sche´ma en tores sur
B. Comme B est normal, on sait qu’un tel sche´ma en tores est isotrivial. Autrement dit, le tore
TX,F se de´ploie sur une extension se´parable et non ramifie´e. On en de´duit qu’il existe λ ∈ X∗(TX)
et un e´le´ment h ∈ TX(F ) ∩G(B) tel que
δ = λ(π)h.
Comme h ∈ G(B) centraliseX , on peut composer la trivialisation de E avec h sans que la condition
2 du lemme 9.4 soit affecte´e. Quitte a` changer de trivialisation, on peut et on va supposer que
h = 1. Notons que λ est ne´cessairement fixe sous Gal(Fs/F ). La caracte´ristique χL(X) est e´gale
a` la restriction de aL a` Spec(B). Comme (aL, t) de´finit en fibre ge´ne´rique un point de AL,ell(K),
le tore TX,F est un sous-F -tore elliptique de L (cf. corollaire 3.8 et lemme 3.6) ce qui se traduit
par l’e´galite´
X∗(TX)
Gal(Fs/F ) = X∗(AL)
ou` AL est le centre connexe de L. Ainsi λ ∈ X∗(AL). Le lemme suivant, combine´ au lemme 9.6,
montre l’existence du prolongement de φK .
Lemme 9.7. — Sous les hypothe`ses ci-dessus, on a λ = 0.
9.4. Preuve du lemme 9.7.—On continue avec les notations du paragraphe pre´ce´dent. Notons
tout d’abord que le lemme est e´vident si L = G puisque dans ce cas X∗(AG) = 0. Dans la suite,
on suppose donc qu’on a L 6= G. On raisonne par l’absurde en supposant λ 6= 0 et on cherche
une contradiction. Soit P , resp. P¯ , le sous-groupe parabolique dans F(L) de´fini par la condition
suivante : les racines α de T dans P satisfont l’ine´galite´ α(λ) > 0, resp. α(λ) 6 0. Ces sous-groupes
sont oppose´s au sens ou` l’intersection P ∩P¯ un sous-groupe de Levi commun. . On notera que cette
intersection contient le sous-groupe de Levi M de´fini au §9.3 et que ces sous-groupes paraboliques
sont propres puisque λ n’est pas nul. Soit r le plus grand entier α(λ) lorsque α parcourt l’ensemble
ΦGT des racines de T dans G. Soit
g =
⊕
α∈X∗(T )
gα
le de´composition de g en espaces propres pour l’action de T . Pour tout entier i qui ve´rifie −r 6
i 6 r, soit
gi =
⊕
{α∈X∗(T ) | α(λ)=i}
gα
et
g+ =
⊕
{−r<i6r}
gi.
Les sous-espaces g+ et gr sont stables par P et g−r est stable par P¯ .
L’inclusion
(9.1) πr Ad(λ(π))g(B) ⊂ g(B)
est une inclusion entre deux sous-B-modules de g(F ), libres et de rang maximal, qui fournissent
chacun un prolongement a` CR du fibre´ vectoriel AdD(EK) sur CK (cf. proposition 6 de [23]). L’un,
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celui associe´ a` g(B), n’est autre que AdD(E) et on note l’autre V . Dans la suite, on note Eκ et Vκ
le G-torseur et le fibre´ vectoriel sur Cκ = C ×k κ de´duits de E et V par changement de base. On
de´duit de l’inclusion (9.1) un morphisme de fibre´s vectoriels
(9.2) V → AdD(E).
Soit W et Q le noyau et l’image du morphisme Vκ → AdD(Eκ). Notons que W est localement
facteur direct de Vκ. Ce n’est pas le cas pour Q qui est simplement un sous-faisceau localement
libre de AdD(Eκ). On a
deg(Vκ) = 0.
En effet, par platitude on a deg(Vκ) = deg(VK) et d’autre part deg(VK) = deg(AdD(EK)) = 0.
Comme deg(Vκ) = 0, on a
(9.3) deg(W) = − deg(Q)
Soit
AdD(E
′)→ V
l’unique isomorphisme qui, en fibre ge´ne´rique, est le compose´ de l’isomorphisme
AdD(φK) : AdD(E
′
K)→ AdD(EK)
par l’homothe´tie de rapport πr et qui sur Spec(B) co¨ıncide avec l’isomorphisme
g(B)→ πr Ad(λ(π))g(B)
donne´ par πr Ad(λ(π)). En composant cet isomorphisme avec le morphisme V → AdD(E) de´fini
en (9.2), on obtient un morphisme de fibre´s vectoriels sur CR
(9.4) AdD(E
′)→ AdD(E),
qui donne, en fibre spe´ciale, un morphisme
(9.5) AdD(E
′
κ)→ AdD(Eκ)
dont on note W ′ le noyau. Par construction, on a W ′ ≃ W et l’image de ce morphisme est le fibre´
vectoriel Q. Vu (9.3), on a
(9.6) deg(W ′) = − deg(Q)
On a fixe´e au §9.3 des trivialisations de E et E ′ sur Spec(B) qui ve´rifient les assertions du
lemme 9.4. Via ces choix, le sous-groupe parabolique P de G de´finit une re´duction ge´ne´rique de
E ′κ a` P qui s’e´tend automatiquement en une re´duction note´e E
′
P,κ de E
′
κ a` P sur Cκ. De meˆme, on
note EP¯ ,κ la re´duction de Eκ a` P¯ qui prolonge la re´duction ge´ne´rique donne´e par P¯ ⊂ G.
Lemme 9.8. — Avec les notations ci-dessus, on a
1. une e´galite´ E ′P,κ ×
P,Ad
k g+ =W
′ ;
2. une injection Q →֒ EP¯ ,κ ×
P¯ ,Ad
k g−r entre fibre´s vectoriels de meˆme rang.
De´monstration. — Comme E ′P,κ ×
P,Ad
k g+ et W
′ sont des sous-fibre´s vectoriels de AdD(E ′κ), il
suffit de ve´rifier 1 au point ge´ne´rique de Cκ. De meˆme, comme Q et EP¯ ,κ×
P¯ ,Ad
k g−r sont des sous-
faisceaux localement libres de AdD(E ′κ) et que EP¯ ,κ×
P¯ ,Ad
k g−r est meˆme localement facteur direct,
il suffit de ve´rifier 2 au point ge´ne´rique de Cκ. Or, dans les trivialisations E et E
′ sur Spec(B)
qu’on a fixe´e au §9.3, le morphisme (9.4) est le morphisme g(B)→ g(B) donne´e par πr Ad(λ(π)).
En particulier, en re´duction modulo π, ce morphisme est la projection de g(κ(C)) sur g−r(κ(C))
de noyau g+(κ(C)). Le lemme est alors clair. 
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Lemme 9.9. — Soit µ ∈ X∗(P ) le de´terminant de l’action adjointe de P sur g+. On a l’ine´galite´
(9.7) deg(µ(E ′P,κ)) > deg(µ(EP¯ ,κ)).
Remarque. — Le caracte`re µ est un plus haut poids dans la repre´sentation de G sur ∧dim(g+)g.
Il s’e´crit donc dans la base ∆ˆP avec des coefficients positifs dont l’un au moins est non nul.
De´monstration. — D’apre`s l’assertion 1 du lemme 9.8, on a
deg(W ′) = deg(E ′P,κ ×
P,Ad
k g+) = deg(µ(E
′
P,κ)).
D’apre`s l’assertion 2 du lemme 9.8, on a
deg(Q) 6 deg(EP¯ ,κ ×
P¯ ,Ad
k g−r) = − deg(µ(EP¯ ,κ)).
On peut alors conclure puisque deg(W ′) = − deg(Q) (cf. (9.6). 
On a de´fini au §9.3 un sous-groupe de levi M . Comme P et P¯ contiennent tous deux M , il
re´sulte de la proposition 4.4 et de sa de´monstration que les torseurs E ′P,κ et EP¯ ,κ sont les premiers
facteurs de triplets m′P,κ etmP¯ ,κ qui sont des re´ductions a` P et P¯ de m
′
κ etmκ. Or, par hypothe`se,
ces triplets de Hitchin sont ξ-stables. On a donc, d’une part,
ξ ∈ − deg(m′P,κ)−
+aP + a
M
T
(rappelons que aG = {0} puisque G est semi-simple) d’ou` (cf. la remarque qui suit le lemme 9.9)
µ(ξ) < −µ(deg(m′P,κ)) = − deg(µ(E
′
P,κ))
et d’autre part
ξ ∈ − deg(mP¯ ,κ)−
+aP¯ + a
M
T
ce qui implique l’ine´galite´
−µ(ξ) < µ(deg(mP¯ ,κ)) = deg(µ(EP¯ ,κ)).
On a donc
deg(µ(E ′P,κ)) < −µ(ξ) < deg(µ(EP¯ ,κ))
ce qui contredit l’ine´galite´ (9.7)du lemme 9.9. C’e´tait la contradiction recherche´e au de´but de ce
paragraphe.
10 Mξ est un champ de Deligne-Mumford
10.1. L’objet de cette section est de prouver le the´ore`me suivant.
The´ore`me 10.1. — Pour tout groupe semi-simple G et tout parame`tre ξ en position ge´ne´rale (cf.
de´finition 6.3), le champ MξG est un champ de Deligne-Mumford.
La de´monstration se trouve au paragraphe suivant.
10.2. On fixe un groupe semi-simple G et un parame`tre ξ en position ge´ne´rale. Soit (E , θ, t) ∈
Mξ(k) et AutG(E , θ) le sous-sche´ma en groupes de AutG(E) qui centralise θ. Le foncteur qui, a`
un k-sche´ma S, associe le groupe des sections sur C ×k S du sche´ma en groupes AutG(E , θ)×k S
est repre´sente´ par un sche´ma en groupes sur k. Il s’agit de voir que ce groupe est non ramifie´, ou
encore, par un crite`re diffe´rentiel, que son espace tangent sur k est trivial. Or cet espace tangent
admet la description suivante : c’est l’espace des sections ϕ ∈ H0(C,Ad(E)) qui commutent a` θ
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c’est-a`-dire telles que le crochet [θ, ϕ] est nul. La nullite´ de l’espace tangent re´sulte donc de la
proposition suivante.
Proposition 10.2. — Pour toute section ϕ ∈ H0(C,Ad(E)) telle que [θ, ϕ] = 0 on a
ϕ = 0.
De´monstration. — Soit ϕ comme ci-dessus. Notons que, par le lemme e´vident ci-dessous, la
caracte´ristique de ϕ est constante.
Lemme 10.3. — L’espace des sections H0(C, carG) s’identifie a` carG(k).
Soit M ∈ L tel que f(E , θ, t) ∈ χMG (AM,ell(k)) et F le corps de fonctions de la courbe C.
Lemme 10.4. — Il existe une trivialisation ge´ne´rique de E qui ve´rifie les deux assertions sui-
vantes :
1. l’identification de AdD(E) avec g(F ) qui en re´sulte envoie θ sur un e´le´ment X ∈ m(F ) qui
est semi-simple, G-re´gulier et elliptique dans M et qui ve´rifie l’assertion 1 de la de´finition
7.6 ;
2. l’identification de Ad(E) avec g(F ) qui en re´sulte envoie ϕ sur un e´le´ment Y ∈ t(k).
De´monstration. — On a vu dans la preuve de la proposition 7.8 qu’il existe une trivialisation
ge´ne´rique de E qui ve´rifie l’assertion 1. Dans l’identification de Ad(E) avec g(F ), la section ϕ
s’envoie sur un e´le´ment de g(F ) note´ Z. Comme Z commute a` X et que le centralisateur de X dans
g est inclus dans m, on en de´duit que Z appartient a` m(F ). La caracte´ristique χM (Z) ∈ carM (F )
s’envoie par χMG sur la caracte´ristique de ϕ qui par le lemme pre´ce´dent est un e´le´ment de carG(k).
Il s’ensuit que χM (Z) appartient a` carM (k) et qu’on peut trouver un e´le´ment Y ∈ t(k) tel que
χM (Y ) = χM (Z). Par une variante du lemme 3.6, on en de´duit que Y et Z sont conjugue´s par un
e´le´ment de M(F ). Le lemme est alors e´vident. 
On fixe de´sormais une trivialisation ge´ne´rique de E qui ve´rifie le lemme 10.4. Soit X ∈ m(F )
et Y ∈ t(k) les e´le´ments qui s’en de´duisent. Soit L le centralisateur de Y dans G. On ve´rifie que
L est un e´le´ment de LG(T ) qui contient M . Soit Q un sous-groupe parabolique de G de Levi L.
On notera le lemme suivant, dont la de´monstration est laisse´e au lecteur.
Lemme 10.5. — Le morphisme NQ → nQ donne´ par n 7→ Ad(n−1)Y − Y est un isomorphisme.
Soit V l’ensemble des points ferme´s de C. On reprend les notations de la section 7. On de´duit
de la trivialisation ge´ne´rique du torseur E et de l’existence d’une trivialisation sur un voisinage
formel de tout point v ∈ V une famille (gv)v∈V telle que
1. gv ∈ G((zv))(k)/G[[zv]](k) est trivial sauf pour un nombre fini de v ;
2. Ad(g−1v )Y ∈ g[[zv]](k) ;
3. la projection de ξ sur aGM appartient a` la projection sur a
G
M de l’enveloppe convexe des points
−HP ((gv)v∈V ) = −
∑
v∈V
HP (gv).
La condition 2 traduit le fait que ϕ est une section globale de Ad(E) et la condition 3 la ξ-stabilite´
du triplet (E , θ, t) (cf. condition (d) de la de´finition 7.6).
Lemme 10.6. — Pour tout v ∈ V , la classe gv se rele`ve en un e´le´ment de L((zv))(k).
De´monstration. — Soit Q un sous-groupe parabolique de G de Levi L. Par la de´composition
d’Iwasawa, l’e´le´ment gv se rele`ve en un e´le´ment lvnv avec lv ∈ L((zv))(k) et nv ∈ NQ((zv))(k). Le
fait que L centralise Y et la relation 1 ci-dessus entraˆınent alors qu’on a
Ad(n−1v )Y ∈ g[[zv]](k)
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d’ou`
Ad(n−1v )Y − Y ∈ nQ[[zv]](k).
Par le lemme 10.5, on a alors nv ∈ NQ[[zv]](k). D’ou` le lemme. 
Le lemme pre´ce´dent implique que le triplet (E , θ, t) posse`de une “re´duction” au sous-groupe de
Levi L. Il implique aussi que la projection sur aGL de l’enveloppe convexe de 3 ci-dessus est re´duite
a` un point qui est ne´cessairement un point du re´seau X∗(L) de´fini au §5.1. La ξ-stabilite´ entraˆıne
que la projection de ξ sur aGL appartient a` ce re´seau. Si L 6= G, cela contredit le fait que ξ soit en
position ge´ne´rale. On a donc L = G et Y = 0 d’ou` ϕ = 0. 
11 Comptage des points rationnels dans une fibre
11.1. Le the´ore`me principal. — Voici la situation qui va nous occuper jusqu’a` la fin de cette
section. Rappelons qu’on a fixe´ en §3.2 une courbe C sur k ainsi qu’un diviseur D et un point
∞ ∈ C(k). On suppose que C provient par changement de base d’une courbe C0 sur Fq. Soit τ
l’automorphisme de Frobenius de k donne´ par x 7→ xq . On note encore τ l’automorphisme 1 × τ
de C = C0 ×Fq k. On suppose que D et ∞ sont fixes sous τ .
Soit F le corps des fonctions de C. L’automorphisme τ de C induit un automorphisme de F
encore note´ τ dont l’ensemble des points fixes est pre´cise´ment le corps F0 de la courbe C0. Soit
V , resp. V0, l’ensemble des points ferme´s de C, resp. C0. Pour tout v0 ∈ V0, soit F0,v0 le comple´te´
de F0 en v0 ; on note simplement τ l’automorphisme τ ⊗ 1 de
F ⊗F0 F0,v0 =
∏
v∈V, v|v0
Fv
ou` Fv est le comple´te´ de F en v. On identifie Fv a` k((zv)) et F0,v0 a` Fq((zv0)) par le choix
d’uniformisantes. Soit A l’anneau des ade`les de F . Cet anneau est naturellement muni d’une
action de τ pour laquelle le sous-anneau des points fixes sous τ s’identifie a` l’anneau A0 des ade`les
de F0.
On suppose que que le groupe G est semi-simple et que le couple (G, T ) (cf. §2) provient d’un
couple analogue (G0, T0) de´fini sur Fq tel que le tore T0 soit de´ploye´ sur Fq. Dans ce cas, tous
les sous-groupes de Levi ou paraboliques de G qui contiennent T proviennent d’objets analogues
de´finis sur Fq relatifs a` (G0, T0). On note encore τ l’automorphisme de G = G0 ×Fq k donne´e par
1× τ . On en de´duit un automorphisme toujours note´ τ des groupes de points de G a` valeurs dans
F , A ou F ⊗F0 F0,v0 pour tout v0 ∈ V0.
Comme le diviseur D sur C est fixe par τ , il se descend en un diviseur D0 sur C0 de la forme∑
v∈V0
dvv.
Soit 1D0 la fonction sur g(A0) qui est la fonction caracte´ristique de l’ensemble∏
v∈V0
z−dvv g[[zv]](Fq).
Pour alle´ger un peu les notations, on pose
K =
∏
v∈V0
G[[zv]](Fq),
c’est un sous-groupe ouvert et compact de G(A0). De plus, la fonction 1D0 est invariante sous
l’action adjointe de K.
Pour tout δ ∈ M(F ), soit τδ l’automorphisme de G(F ), resp. de g(F ), donne´ par Int(δ) ◦ τ ,
resp. Ad(δ) ◦ τ . Le groupe G muni de l’automorphisme τδ de´finit par descente un groupe note´ Gδ
sur Fq.
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L’automorphisme de Frobenius τ agit e´galement sur les espaces A et AM pour tout M ∈ L.
Soit (a, t) ∈ A(k) un e´le´ment fixe par τ . Il existe M ∈ L et (aM , t) ∈ AM,ell(k) tels que
(a, t) = χMG ((aM , t)).
D’apre`s les propositions 3.2 et 3.4, de tels e´le´ments existent et sont uniques : en particulier ils sont
fixes sous τ .
Voici le principal the´ore`me de cette section. Il exprime le nombre de points rationnels d’une
fibre de f ξ en termes d’inte´grales orbitales ponde´re´es d’Arthur.
The´ore`me 11.1. — Soit ξ en position ge´ne´rale. Soit M ∈ L un sous-groupe de Levi, (aM , t) ∈
AM,ell(k) fixe par τ et (a, t) = χMG ((aM , t)). Le cardinal du groupo¨ıde des points rationnels de la
fibre de f ξ en (a, t) est e´gal a`
vol(aM/X∗(M))
−1 · vol(a, t) ·
∑
h
∑
X
JGM (Ad(h
−1)X,1D0)
ou`
– h parcourt l’ensemble des doubles classes
h ∈M(F )\M(A)/M(A0)
qui ve´rifient
δ = hτ(h)−1 ∈M(F ) ;
– X parcourt un syste`me de repre´sentants de l’ensemble des classes de M δ(F0)-conjugaison
dans l’ensemble
{X ∈ mδ(F0) | χM (X) = aM | Spec(F0)}
des X ∈ mδ(F0) dont la caracte´ristique χM (X) est e´gale a` la restriction de aM a` Spec(F0) ;
– JGM (Ad(h
−1)X,1D0) est l’inte´grale orbitale ponde´re´e d’Arthur de´finie au §11.11 l.(11.9) ;
– le volume vol(a, t) est de´fini au §11.5 l.(11.6) ;
Remarque. — Les inte´grales orbitales ponde´re´es conside´re´es ci-dessus de´pendent de choix de
mesures de Haar sur aM (cf. §11.11) et sur certains tores (cf. §11.5). Comme ces choix interviennent
aussi dans les facteurs vol(aM/X∗(M)) et vol(a, t), la somme qui apparaˆıt dans le the´ore`me 11.1
ne de´pend d’aucun choix.
Avant d’entamer la de´monstration du the´ore`me 11.1 qui va nous occuper jusqu’a` la fin de
cette section, nous allons donner quelques rappels sur le cardinal d’un groupo¨ıde quotient et sur
ses points fixes sous un automorphisme.
11.2. Cardinal d’un groupo¨ıde. — Soit X un ensemble et G un groupe abstrait qui agit
a` gauche sur X . Le cardinal du groupo¨ıde quotient [G\X ′] (cf. l(7.2) du §7.6) est l’e´le´ment
card([G\X ]) ∈ N ∪ {∞} de´fini par
card([G\X ]) =
∑
x∈G\X
1
| stabG(x)|
ou`
– G\X est (un syste`me de repre´sentants de) l’ensemble des orbites de X sous G ;
–
1
| stabG(x)|
vaut 0 si le stabilisateur de x dans G est infini et l’inverse de son cardinal sinon.
11.3. Points fixes sous un automorphisme.— On continue avec les notations du paragraphe
pre´ce´dent. Soit τ un automorphisme de G. Soit une bijection de X , encore note´e τ , compatible a`
l’automorphisme de G au sens ou` l’on a
τ(g.x) = τ(g).τ(x)
Par de´finition, le groupo¨ıde des points fixes sous τ de [G\X ] est le groupo¨ıde [G\X τ ] ou`
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– X τ est l’ensemble des couples (x, g) ∈ X ×G tels que
g.τ(x) = x ;
– G agit a` gauche sur X τ par
h.(x, g) = (hx, hgτ(h)−1).
11.4. Premie`re e´tape. — Dans la suite, on fixe M ∈ L et des couples (aM , t) et (a, t) comme
dans l’e´nonce´ du the´ore`me 11.1. Soit ξ ∈ aT un e´le´ment quelconque. La fibre du morphisme de
Hitchin f ξ au-dessus de (a, t) s’identifie par la proposition 7.8 au groupo¨ıde quotient [M(F )\X ξ(a,t)]
ou` l’ensemble X ξ(a,t) est celui de la de´finition 7.6 du paragraphe 7.6. Nos hypothe`ses entraˆınent que
τ induit une bijection de cet ensemble compatible a` l’action de τ sur M(F ) (au sens du §11.3).
On cherche une expression pour le nombre de points sur Fq de cette fibre, c’est-a`-dire le cardinal
du groupo¨ıde des points fixes sous τ de [M(F )\X ξ(a,t)], en termes d’inte´grales orbitales ponde´re´es.
Suivant le paragraphe 11.3, on introduit l’ensemble X ξ,τ(a,t) forme´ des triplets (X, (gv)v∈V , δ) tels
que (X, (gv)v∈V ) ∈ X
ξ
(a,t) et δ ∈M(F ) ve´rifient les relations
(11.1) Ad(δ)τ(X) = X
et
(11.2) δτ((gv)v∈V ) = (gv)v∈V .
Le groupe M(F ) agit sur les deux premiers facteurs par l’action de´crite au §7.6 et par τ -
conjugaison sur le deuxie`me facteur (c’est-a`-dire un e´le´ment γ ∈ M(F ) agit sur δ ∈ M(F ) par
γδτ(γ)−1). La premie`re e´tape du comptage consiste a` de´crire un syste`me de repre´sentants des
orbites de X ξ,τ(a,t) sous l’action de M(F ). Pour cela, on introduit quelques notations supple´men-
taires.
Pour tout g ∈ G(A), soit 1M,g la fonction sur aM caracte´ristique de l’enveloppe convexe des
points −HP (g) pour P ∈ P(M). La de´finition 7.4 du §7.5, applique´e au groupe M et a` son
sous-groupe parabolique P =M , donne un morphisme
HM : M(A)→ aM .
Soit ξM la projection de ξ sur aT suivant la de´composition aT = aM ⊕ aMT .
Lemme 11.2. — Il existe une bijection entre l’ensemble M(F )\X ξ,τ(a,t) et l’ensemble des triplets
(X, g, δ = hτ(h)−1)
qui ve´rifient les trois conditions suivantes
1. h parcourt l’ensemble des doubles classes
h ∈M(F )\M(A)/M(A0)
qui ve´rifient
δ = hτ(h)−1 ∈M(F ) ;
2. X parcourt un syste`me de repre´sentants de l’ensemble des classes de M δ(F0)-conjugaison
dans l’ensemble
{X ∈ mδ(F0) | χM (X) = aM | Spec(F0)}
des X ∈ mδ(F0) dont la caracte´ristique χM (X) est e´gale a` la restriction de aM a` Spec(F0) ;
3. g parcourt l’ensemble des doubles classes
Int(h−1)TX(F0)\G(A0)/K,
(ou` TX ⊂M δ est le centralisateur de X dans Gδ) qui ve´rifient les deux conditions
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(a) 1D0(Ad(g
−1)Ad(h−1)X) = 1 ;
(b) 1M,g(ξM +HM (h)) = 1.
De plus, dans cette bijection, le cardinal du stabilisateur dans M(F ) d’un e´le´ment de M(F )\X ξ,τ(a,t)
qui correspond au triplet (X, g, hτ(h)−1) est donne´ par le cardinal de l’ensemble fini(
Int(h−1)TX(F0)
)
∩ gKg−1.
De´monstration. — Partons d’un triplet (X, (gv)v∈V , δ) dans X
ξ,τ
(a,t). Rappelons que gv de´signe
une classe dans G((zv))(k)/G[[zv]](k). Soit un e´le´ment g ∈ G(A) tel que pour tout v la composante
en v rele`ve gv. Par la relation (11.2) ci-dessus, on a
g−1δτ(g) ∈
∏
v∈V
G[[zv]](k).
Par le the´ore`me de Lang (applique´ aux quotients (connexes) du k-groupe pro-alge´brique G[[zv]]),
on sait qu’un tel e´le´ment s’e´crit xτ(x−1) pour un certain x ∈
∏
v∈V G[[zv]](k). Quitte a` remplacer
g par gx, on peut et on va supposer qu’on a
(11.3) g−1δτ(g) = 1
autrement dit la classe de τ -conjugaison de δ dans G(A) est triviale. Le lecteur ve´rifiera que cela
implique que la classe de τ -conjugaison de δ dans M(A) est triviale. Il existe donc h ∈ M(A) tel
que
δ = hτ(h)−1.
Posons g0 = h
−1g. Alors la relation (11.3) se traduit par
g0 ∈ G(A0).
D’apre`s la relation (11.1), l’e´le´ment X appartient a` mδ(F0). Soit ta ∈ treg[[z∞]](k) l’unique
rele`vement de t dont la caracte´ristique est a. De meˆme, on peut de´finir un point taM associe´ au
couple (aM , t). Mais par unicite´ de ta, on a ta = taM . Ainsi la caracte´ristique χM (ta) est aM .
La condition 1. (bis) de la de´finition 7.7 entraˆıne que X est conjugue´ a` ta par un e´le´ment de
M((z∞)(k) d’ou`
χM (X) = χM (ta) = aM .
Les conditions 2.(b) et 2.(d) des de´finitions 7.6 et 7.7 se traduisent par les condition 3 (a) et (b)
ci-dessus.
On laisse le soin au lecteur de ve´rifier que la construction qui a` (X, (gv)v∈V , δ) associe (X, g0, hτ(h)
−1)
de´finit par passage au quotient une bijection avec les proprie´te´s annonce´es. On notera que le groupe
Int(h−1)TX(F0) est bien inclus dans G(A0).
Le centralisateur de (X, (gv)v∈V , δ) dans M(F ) est le groupe
{t ∈ TX(F0) | (tgv)v∈V = (gv)v∈V } = TX(F0) ∩
∏
v∈V
gvG[[zv]](k)g
−1
v
≃
(
Int(h−1)TX(F0)
)
∩ g0Kg
−1
0
ce qui donne la dernie`re assertion. 
11.5. Mesures de Haar. — On munit G(A0) de la mesure de Haar normalise´e par
vol(K) = 1.
Plus ge´ne´ralement pour tout sous-groupe parabolique semi-standard P de G, les groupesMP (A0)
et NP (A0) sont munis des mesures de Haar normalise´es par
vol(MP (A0) ∩K) = 1 et vol(NP (A0) ∩K) = 1.
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Soit X0 ∈ m(F0) dont la caracte´ristique est e´gale a` la restriction de aM a` Spec(F0). Un tel X0
existe par la section de Kostant relative a` M . On munit TX0(A0) d’une mesure de Haar. Soit
TX0(A0)
1 = TX0(A0) ∩Ker(HM ) ;
c’est un sous-groupe ouvert de TX0(A0) qu’on munit de la mesure induite. On munit TX0(F0) de
le mesure de comptage et TX0(F0)\TX0(A0)
1 de la mesure quotient.
Lemme 11.3. — Le volume du quotient ci-dessous est fini
(11.4) vol(TX0(F0)\TX0(A0)
1) <∞.
De´monstration. — D’apre`s le corollaire 3.9, il existe un e´le´ment X ∈ m(F ), semi-simple, G-
re´gulier et elliptique dans m(F ). D’apre`s le lemme 3.6, X et X0 sont conjugue´s sous M(F ). On
en de´duit que le plus grand sous-tore F0-de´ploye´ de TX0 est inclus dans le centre connexe de
M × F0 (et en fait e´gal). Ainsi, le TX0 est F0-elliptique dans M et l’on sait bien que le quotient
TX0(F0)\TX0(A0)
1 est alors compact d’ou` la finitude du volume. 
Soit δ ∈ G(F ) etX ∈ mδ(F0) de caracte´ristique aM . La condition sur la caracte´ristique entraˆıne
que X0 et X sont conjugue´s par un e´le´ment m ∈M(F ) (cf. lemme 3.6). L’automorphisme Int(m)
induit un F0-isomorphisme entre les tores TX0 et TX . Par transport par Int(m), on de´duit de la
mesure sur TX0(A0) une mesure de Haar sur TX(A0) pour laquelle on a
(11.5) vol(TX(F0)\TX(A0)
1) = vol(TX0(F0)\TX0(A0)
1).
On note
(11.6) vol(a, t)
le volume ci-dessus.
11.6. Re´seaux dans aM . — Soit Gsc le reveˆtement simplement connexe de G. Soit L ∈ LG(T )
un sous-groupe de Levi semi-standard. Soit Lsc l’image re´ciproque de L dans Gsc. Soit Lder le
groupe de´rive´ de L et LSC le reveˆtement simplement connexe de Lder. On ne confondra pas Lsc
et LSC. Le groupe LSC est en fait le groupe de´rive´ de Lsc. On note encore T? le tore obtenu par
image re´ciproque de T dans ? ou` ? peut eˆtre l’un des trois groupes Lder, LSC ou Lsc. Soit
π1(Lder) = coker(X∗(TLSC)→ X∗(TLder)).
Le morphisme de restriction X∗(L) → X∗(T ) et donne dualement un morphisme X∗(T ) →
X∗(L) ou` l’on a pose´ X∗(L) = HomZ(X
∗(L),Z).
Lemme 11.4. — On a un diagramme commutatif a` lignes et colonnes exactes.
0 0 0
0 X∗(TLSC) X∗(TGsc) X∗(Lsc) 0
0 X∗(TLder) X∗(T ) X∗(L) 0
0 π1(Lder) π1(G) X∗(L)/X∗(Lsc) 0
0 0 0
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De´monstration. — Traitons l’exactitude de la deuxie`me ligne. Il s’agit d’une suite de Z-module
libre dont la suite duale est la suite exacte
0 X∗(L) X∗(T ) X∗(TLder) 0 .
Seule la surjectivite´ est moins e´vidente. Elle re´sulte des isomorphismes
T/TLder = Z
0
L/(Z
0
L ∩ Lder) = L/Lder,
ou` Z0L est le centre connexe de L, et de l’e´galite´ X
∗(L) = X∗(Lder).
L’exactitude de la premie`re ligne se de´duit de celle de la deuxie`me lorsqu’on remplace L par
Lsc. L’injectivite´ des deux premie`res fle`ches verticales est bien connue. On rappelle que X∗(TGsc)
est le sous-Z-module de X∗(T ) engendre´ par les coracines de T dans G. Le reste du diagramme se
de´duit alors du lemme du serpent et de l’injectivite´ de
π1(Lder) −→ π1(G)
c’est-a`-dire de l’inclusion
X∗(TLder) ∩X∗(TGsc) ⊂ X∗(TLSC).
Cette dernie`re est e´vidente car X∗(TLSC) est d’indice fini dans X∗(TLder) et d’autre part X∗(TLSC)
est facteur direct dans X∗(TGsc). 
Le lemme 11.4 montre que la projection aT → aM envoie X∗(T ) surjectivement sur X∗(M).
D’autre part, elle envoie le sous-Z-module X∗(TGsc) surjectivement sur le sous-Z-module X∗(Msc)
de X∗(M).
11.7. Le poids wξM . — Pour tout g ∈ G(A), on introduit le poids
wξM (g) = |{µ ∈ X∗(M) | 1M,g(ξM + µ) = 1}|
qui est le nombre (fini) de points de l’ensemble ξM + X∗(M) qui appartiennent a` l’enveloppe
convexe des points −HP (g) pour P ∈ P(M).
Lemme 11.5. — La fonction poids g ∈ G(A) 7→ wξM (g) est invariante a` gauche par M(A).
Soit h et X deux e´le´ments respectivement des ensembles de´crits en 1 et 2 du lemme 11.2. On
a une suite exacte
1 −→ TX(A0)
1 −→ TX(A0)
HM−→ X∗(M) −→ 0.
De´monstration. — L’action a` gauche de h ∈ M(A) translate l’enveloppe conexe des points
−HP (g) par le vecteur HM (h). Comme ce dernier appartient a` X∗(M), cela ne change pas w
ξ
M (g).
Dans la suite exacte, seule la surjectivite´ a` droite n’est pas e´vidente. Il suffit de prouver cette
surjectivite´ pour la restriction deHM a` TX(Fq((z∞))). En combinant le lemme 3.6 et la proposition
3.8, on montre que X et ta sont conjugue´s sous M((z∞))(k) (ta ∈ treg[[z∞]](k) est l’e´le´ment de´fini
dans la proposition 3.8). On remarquera qu’on a meˆme ta ∈ treg[[z∞]](Fq). L’automorphisme
Int(m) induit alors un Fq((z∞))-isomorphisme entre les Fq((z∞))-tores de´duits de TX et T par
changement de base. La surjectivite´ est alors e´vidente. 
11.8. Inte´grales orbitales ponde´re´es JξM . — Soit h et X deux e´le´ments respectivement des
ensembles de´crits en 1 et 2 du lemme 11.2. Posons Y = Ad(h−1)X et TY (A0) = Int(h−1)TX(A0).
Le groupe TX(A0) a e´te´ muni d’une mesure de Haar en §11.5. Le groupe TY (A0) est muni de la
mesure de´duite par transport. On introduit alors l’inte´grale orbitale ponde´re´e suivante
(11.7) JξM (Y,1D0) =
∫
TY (A0)\G(A0)
1D0(Ad(g
−1)Y )wξM (g)dg.
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On a muni TY (A0)\G(A0) de la mesure quotient. L’inte´grale converge car l’inte´grande est a` support
compact. Pour alle´ger les notations, on omet la fonction 1D0 et on pose
JξM (Y ) = J
ξ
M (Y,1D0).
Remarque. — Cette inte´grale orbitale ponde´re´e n’est pas celle qu’Arthur utilise habituellement.
Le lien avec celle d’Arthur se fera au §11.14.
11.9. Un premier comptage. — Voici une premie`re expression pour le cardinal d’une fibre.
Proposition 11.6. — On a l’e´galite´
card([M(F )\X ξ,τ(a,t)]) = vol(a, t)
∑
h
∑
X
JξM (Ad(h
−1)X)
ou` h et X parcourent respectivement les ensembles de´crits en 1 et 2 du lemme 11.2 .
De´monstration. —D’apre`s la formule donne´e au §11.2 et le lemme 11.2, le cardinal du groupo¨ıde
[M(F )\X ξ,τ(a,t)] s’e´crit comme la somme sur les e´le´ments h etX des ensembles respectivement de´crits
en 1 et 2 du lemme 11.2 de∑
g∈TY (F0)\G(A0)/K
1
|TY (F0) ∩ gKg−1|
1D0(Ad(g
−1)Y )1M,g(ξM +HM (h)),
ou` l’on a pose´ Y = Ad(h−1)X et TY (F0) = Int(h
−1)TX(F0) comme ci-dessus. D’apre`s notre choix
de mesure sur G(A0), cette expression s’e´crit encore∫
TY (F0)\G(A0)
1D0(Ad(g
−1)Y )1M,g(ξM +HM (h)) dg.
Introduisons le groupe TY (A0) = Int(h−1)TX(A0) qui est muni de la mesure de Haar de´duite de
TX(A0). Comme g 7→ 1D0(Ad(g
−1)Y ) est invariante a` droite par TY (A0), l’expression pre´ce´dente
s’e´crit ∫
TY (A0)\G(A0)
1D0(Ad(g
−1)Y )
∫
TY (F0)\TY (A0)
1tg(ξM +HM (h)) dt
dg
dt
.
En utilisant l’e´galite´
1tg(ξM +HM (h)) = 1g(ξM +HM (h) +HM (t))
nos choix de mesures et le lemme 11.5, on voit qu’on a∫
TY (F0)\TY (A0)
1tg(ξM +HM (h)) dt = vol(TX0(F0)\TX0(A0)
1) · wξM (g).
Le re´sultat s’en de´duit. 
11.10. Une formule pour le poids wξM . — Le but de cette section est de donner une formule
analytique pour le poids wξM . Cela nous permettra ensuite de comparer ce poids a` celui qu’Arthur
conside`re dans ses travaux. Pour cela, on suit, a` peu de choses pre`s, Arthur (cf. [4] §6). On a
introduit au §11.6 le sous-Z-module X∗(Msc) de X∗(M). Soit P ∈ P(M). L’ensemble ∆∨P de´fini
au §5.2 fournit une base de X∗(Msc). Tout λ ∈ aM s’e´crit de manie`re unique
(11.8) λ = [λ]P + {λ}P
avec [λ]P ∈ X∗(Msc) et
{λ}P =
∑
α∈∆P
rαα
∨
avec 0 6 rλ < 1.
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Pour tout Λ ∈ a∗M , soit
cP (Λ) =
∏
α∈∆P
(exp(Λ(α∨))− 1).
LorsqueM = G, ce produit vaut 1 (par convention tout produit sur l’ensemble vide vaut 1). Dans
la suite, on dit que Λ ∈ a∗M est ge´ne´rique si cP (Λ) 6= 0 pour tout P ∈ P(M) c’est-a`-dire Λ(α
∨) 6= 0
pour tous P ∈ P(M) et α∨ ∈ ∆∨P .
Proposition 11.7. — Pour tout g ∈ G(A), on a l’e´galite´ suivante
wξM (g) = limΛ→0
∑
µ0∈X∗(M)/X∗(Msc)
∑
P∈P(M)
cP (Λ)
−1 exp(−Λ(HP (g) + [µ0 + ξM ]P ))
ou` la limite est prise sur les Λ ∈ a∗M ge´ne´riques.
Remarque. — Dans la limite, la somme inte´rieure de´pend du choix d’un syste`me de repre´sentants
de X∗(M)/X∗(Msc). Changer µ0 en µ0 + µ avec µ ∈ X∗(Msc) multiplie la somme inte´rieure par
exp(−Λ(µ)). Cela n’affecte donc pas la limite en Λ = 0.
De´monstration. — Elle repose entie`rement sur les me´thodes d’Arthur. Donnons quelques in-
dications pour la commodite´ du lecteur. Soit Λ ∈ a∗M ge´ne´rique et P ∈ P(M). Soit (̟α)α∈∆P la
base de aM duale de ∆
∨
P . Soit
∆ΛP = {α ∈ ∆P | Λ(α
∨) < 0}
et ϕΛP la fonction caracte´ristique des λ ∈ aM tels que ̟α(λ) > 0 pour tout α ∈ ∆
Λ
P et ̟α(λ) 6 0
pour α ∈ ∆P −∆ΛP . Soit g ∈ G(A). D’apre`s un lemme duˆ a` Langlands (cf. [4] formule (3.8) p.22),
la fonction caracte´ristique de l’enveloppe convexe des points −HP (g) est e´gale a` la fonction∑
P∈P(M)
(−1)|∆
Λ
P |ϕΛP (µ+HP (g))
de la variable µ ∈ aM . Cette formule vaut dans notre contexte car la famille (−HP (g))P∈P(M) est
orthogonale positive au sens d’Arthur (cf. [4] pp.19-20). Il s’ensuit qu’on a
wξM (g) =
∑
µ∈X∗(M)
∑
P∈P(M)
(−1)|∆
Λ
P |ϕΛP (µ+ ξM +HP (g)).
A` la suite d’Arthur (cf. [4] §6), on introduit la se´rie de Fourier pour p ∈ P(M)
SP (Λ) =
∑
µ∈X∗(M)
ϕΛP (µ+ ξM +HP (g)) exp(Λ(µ)).
Cette se´rie est absolument convergente et de´finit une fonction continue sur le comple´mentaire dans
a∗M des hyperplans d’e´quation α
∨ pour α ∈ ∆P . De plus, la limite en Λ = 0 de cette se´rie et la
somme ∑
P∈P(M)
(−1)|∆
Λ
P |SP (Λ)
a pour limite en Λ = 0 (ou` la limite est prise sur les Λ ge´ne´riques) le poids wξM (g). Pour calculer
la somme de la se´rie SP (Λ), il est plus commode de sommer d’abord sur X∗(Msc) et ensuite sur
un syste`me de repre´sentants de X∗(M)/X∗(Msc). Soit µ0 ∈ X∗(M)/X∗(Msc). La contribution de
µ0 a` SP (Λ) est ∑
µ∈X∗(Msc)
ϕΛP (µ+ µ0 + ξM +HP (g)) exp(Λ(µ+ µ0)).
Par un changement de variable et l’utilisation de la de´composition
µ0 + ξM = [µ0 + ξM ]P + {µ0 + ξM}P ,
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on voit que la somme ci-dessus est e´gale a`
exp(Λ(µ0 − [µ0 + ξ]P −HP (g)))
∑
µ∈X∗(Msc)
ϕΛP (µ+ {µ0 + ξM}P ) exp(Λ(µ)).
Comme on a {µ0 + ξM}P =
∑
α∈∆P
rαα
∨ avec 0 6 rα < 1 et que ∆
∨
P est une base de X∗(Msc),
la somme ci-dessus est e´gale a` ∑
(mα)α∈∆P
exp(Λ(
∑
α∈∆P
mαα
∨))
ou` l’on somme sur les familles d’entiers (mα)α∈∆P qui ve´rifient mα > 0 pour α ∈ ∆
Λ
P et mα 6 −1
pour α ∈ ∆P −∆ΛP . Ces se´ries ge´ome´triques ont pour somme∑
(mα)α∈∆P
exp(Λ(
∑
α∈∆P
mαα
∨)) = (−1)|∆
Λ
P |cP (Λ)
−1.
Le re´sultat annonce´ s’en de´duit. 
11.11. Poids et inte´grales orbitales ponde´re´es d’Arthur. — Comme au §6.3, on munit aT
d’un produit scalaire invariant par W . Pour tout L ∈ L, on munit aL de la mesure de Haar qui
donne le covolume 1 aux re´seaux engendre´s par des bases orthonormales dans aL. Par de´finition,
pour tout g ∈ G(A), le poids d’Arthur
vM (g)
est le volume dans aM de l’enveloppe convexe des points −HP (g). On va rappeler l’expression
analytique due a` Arthur de ce poids. Auparavant, pour tous P ∈ P(M) et Λ ∈ a∗M , on introduit
le polynoˆme
dP (Λ) = vol(aM/X∗(Msc))
−1
∏
α∈∆P
Λ(α∨).
PourM = G, on a, par convention, vol(aG/X∗(Gsc)) = 1 et le polynoˆme ci-dessus est le polynoˆme
constant e´gal a` 1.
Proposition 11.8. —(Arthur [1] pp. 219-220) Pour tout g ∈ G(A), on a l’e´galite´ suivante
vM (g) = lim
Λ→0
∑
P∈P(M)
dP (Λ)
−1 exp(−Λ(HP (g))
ou` la limite est prise sur les Λ ∈ a∗M ge´ne´riques.
De´monstration. — Le poids vM (g) est e´gal la limite en Λ = 0 de la transforme´e de Fourier∫
aM
∑
P∈P(M)
(−1)|∆
Λ
P |ϕΛP (µ+HP (g)) exp(Λ(µ)) dµ.
Or celle-ci se calcule et vaut
∑
P∈P(M)
dP (Λ)
−1 exp(−Λ(HP (g)). 
Reprenons les notations du §11.8. Lorsqu’on fait agit TY (A0) par translation a` gauche sur
G(A0), l’enveloppe convexe des points (−HP (g)) pour P ∈ P(M) subit une translation par un
vecteur de HM (TY (A0)). Le volume vM (g) est donc invariant a` gauche par TY (A0). L’inte´grale
orbitale ponde´re´e d’Arthur (cf. [2] §8) est de´finie par la formule
(11.9) JM (Y ) = JM (Y,1D0) =
∫
TY (A0)\G(A0)
1D0(Ad(g
−1)Y )vM (g)dg.
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Ce sont en fait des analogues pour les alge`bres de Lie des inte´grales orbitales ponde´re´es d’Ar-
thur. Ces inte´grales apparaissent naturellement dans un analogue pour les alge`bres de Lie de la
formule des traces d’Arthur-Selberg (cf. [11]).
11.12. Les (G,M)-familles. — Dans [3], Arthur a introduit la notion de (G,M)-famille. Une
(G,M)-famille est une famille de fonctions (bP )P∈P(M) lisses sur a
∗
M et qui ve´rifient pour un
couple (P, P ′) de sous-groupes paraboliques adjacents la condition de “recollement”
bP (Λ) = bP ′(Λ)
sur l’hyperplan Λ(α∨) = 0 ou` α∨ est l’unique e´le´ment de ∆∨P ∩ (−∆
∨
P ′). On peut alors de´finir a
priori uniquement pour Λ ge´ne´rique la fonction
(11.10) bM (Λ) =
∑
P∈P(M)
dP (Λ)
−1bP (Λ)
et Arthur montre que cette fonction se prolonge en une fonction lisse sur a∗M ([3], lemme 6.2). On
pose
bM = bM (0).
Les exemples de (G,M)-familles que l’on conside´rera sont les deux suivants. Le premier exemple,
qui de´pend de g ∈ G(A), est la famille (vP (g))P∈P(M) ou`, pour tout P ∈ P(M), on introduit la
fonction de la variable Λ
(11.11) vP (g,Λ) = exp(−Λ(HP (g))).
La condition de recollement re´sulte du lemme 5.7. Le second exemple est la famille (wP (µ))P∈P(M)
qui de´pend de µ ∈ aM et qui est de´finie par
(11.12) wP (µ,Λ) =
dP (Λ)
cP (Λ)
exp(−Λ([µ]P ).
Le lecteur ve´rifiera imme´diatement que le lemme ci-dessous implique que la famille pre´ce´dente est
une (G,M)-famille.
Lemme 11.9. — Soit µ ∈ aM . Soit P et P ′ deux sous-groupes paraboliques dans P(M) adjacents
et soit α∨ l’unique e´le´ment de ∆∨P ∩ (−∆
∨
P ′). Pour tout Λ ∈ a
∗
M qui ve´rifie Λ(α
∨) = 0, on a
Λ([µ]P ) = Λ([µ]P ′).
De´monstration. — L’hyperplan de a∗M d’e´quation Λ(α
∨) = 0 n’est autre que le sous-espace a∗Q
ou` Q est le plus petit sous-groupe parabolique de G qui contient a` la fois P et P ′. La projection
pQ de aM sur aQ selon la de´composition aM = aQ ⊕ a
Q
M induit une bijection de ∆
∨
P − {α
∨}, resp.
∆∨P ′ − {−α
∨}, sur ∆∨Q. Soit µ ∈ aM . E´crivons cet e´le´ment dans les bases ∆
∨
P et ∆
∨
P ′
µ =
∑
β∈∆P
xββ
∨ =
∑
γ∈∆P ′
yγγ
∨.
Pour tous β ∈ ∆P et γ ∈ ∆P ′ distincts de ±α tels que pQ(β∨) = pQ(γ∨) on donc xβ = yγ . En
utilisant la notation [·] pour la partie entie`re, on a donc
pQ([µ]P ) =
∑
β∈∆P−{α}
[xβ ]pQ(β
∨) =
∑
γ∈∆P ′−{−α}
[yγ ]pQ(γ
∨) = pQ([µ]P ′ )
d’ou`
Λ([µ]P ) = Λ([µ]P ′)
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pour tout Λ ∈ a∗Q. 
11.13. Produit de deux (G,M)-familles.—Le produit de deux (G,M)-familles est e´videmment
une (G,M)-famille. On note (v · w)(g, µ) le produit des familles v(g) et w(µ) de´finies en (11.11)
et (11.12) ci-dessus. Dans le lemme suivant, on reformule les propositions 11.7 et 11.8.
Lemme 11.10. — Pour tout g ∈ g(A), les poids wξM (g) et v(g) sont respectivement les valeurs
en Λ = 0 des fonctions lisses ∑
µ∈X∗(M)/X∗(Msc)
(v · w)M (g, µ+ ξM ,Λ)·
et
vM (g,Λ).
La clef pour notre proble`me de comparaison d’inte´grales orbitales ponde´re´es est une formule
pour le produit (v · w)M due a` Arthur. Avant de pouvoir l’e´noncer dans le lemme 11.13, nous
aurons besoin de quelques notations supple´mentaires.
Soit b une (G,M)-famille et L ∈ L(M). Pour tout Q ∈ P(L), la fonction sur a∗L obtenue par
restriction de bP ne de´pend pas du choix du sous-groupe parabolique P ∈ PQ(M). La famille
(bQ)Q∈P(L) est une (G,L)-famille. Par la formule (11.10) applique´e au sous-groupe de Levi L, on
obtient une fonction lisse note´e bL(Λ) sur a
∗
L et on pose
bL = bL(0).
Lemme 11.11. — Soit L ∈ L(M). Pour tout µ ∈ aM soit (wQ(µ,Λ))Q∈P(L) la (G,L)-famille
de´duite comme ci-dessus de la (G,M)-famille (wP (µ,Λ))P∈P(M) de´finie en (11.12). Alors on a
∑
µ∈X∗(M)/X∗(Msc)
wL(µ+ ξM ) =
vol(aL/X∗(L))
vol(aM/X∗(M))
· wξL(1)
ou`
– par convention, on pose vol(aG/X∗(G)) = 1 ;
– 1 est l’e´le´ment neutre de G(A0) ;
– le second membre est celui de´fini au §11.7 lorsqu’on remplace M par L.
De´monstration. — Le membre de gauche vaut par de´finition
lim
Λ→0
∑
µ0∈X∗(M)/X∗(Msc)
∑
Q∈P(L)
dQ(Λ)
−1 ·
dP (Λ)
cP (Λ)
· exp(−Λ([µ0 + ξM ]P ))
ou`
– la limite est prise sur les Λ ∈ a∗L ge´ne´riques ;
– pour chaque Q ∈ P(L), on choisit P ∈ PQ(M) ;
– la fraction dP (Λ)cP (Λ) est bien de´finie sur les points ge´ne´riques de a
∗
M et se prolonge en une
fonction lisse sur a∗M .
Pour de tels Λ, Q et P , on ve´rifie les formules
dP (Λ)
cP (Λ)
=
vol(aL/X∗(Lsc))
vol(aM/X∗(Msc))
·
dQ(Λ)
cQ(Λ)
et
[µ0 + ξM ]P = [µ
′
0 + ξL]Q
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ou` µ′0 est la projection de µ0 sur aL. Le lemme 11.4 implique que la projection de aM sur aL
induit une surjection de X∗(M)/X∗(Msc) sur X∗(L)/X∗(Lsc). L’ordre de son noyau se combine
au rapport des covolumes des re´seaux X∗(Lsc) et X∗(Msc) pour donner le facteur
vol(aL/X∗(L))
vol(aM/X∗(M))
On conclut la de´monstration en appliquant la proposition 11.7 au sous-groupe de Levi L et a`
g = 1.

Soit Q un sous-groupe parabolique de Levi L. Arthur de´finit e´galement une (L,M)-famille bQ
de la fac¸on suivante : pour tout P ∈ PL(M), bQP (Λ) est la fonction lisse sur a
∗
M de´finie par
bQP (Λ) = bPNQ(Λ),
ou` le groupe PNQ est l’e´le´ment de P(M) engendre´ par P et NQ. On peut alors former une fonction
lisse
bQM (Λ) =
∑
P∈PL(M)
dQP (Λ)
−1bQP (Λ)
en utilisant le coefficient
dQP (Λ) = vol(a
Q
M/X∗(M
′))−1
∏
α∈∆Q
P
Λ(α∨)
ou` ∆QP ⊂ ∆P est le sous-ensemble des racines dans L et M
′ est l’image re´ciproque de M dans le
reveˆtement simplement connexe du groupe de´rive´ de L. Le Z-module X∗(M ′) est alors le re´seau
de aQM engendre´ par ∆
Q
P .
Notons le lemme suivant qui est duˆ a` Arthur et dont on laisse la de´monstration au lecteur.
Lemme 11.12. — Soit L ∈ L(M) et Q ∈ P(L). Soit g ∈ G(A0).
Soit vQ(g) la (L,M)-famille de´duite de v(g).
Pour tout l ∈ L(A0), soit vL(l) la (L,M)-famille de´finie par vLP (l,Λ) = exp(−Λ(HP (l)).
On a l’e´galite´ de (L,M)-familles
vQ(g) = vL(lQ(g))
ou` lQ(g) ∈ L(A0) est donne´ par la de´composition d’Iwasawa
g ∈ lQ(g)NQ(A0)K.
En particulier, on a l’e´galite´
(11.13) vQM (g) = v
L
M (lQ(g))
Arthur de´duit e´galement d’une (G,M)-famille b une fonction lisse sur a∗Q note´e b
′
Q(Λ) (cf. [3]
§6(6.3) et lemme 6.1). Nous ne rappelerons pas sa de´finition ; seules les deux proprie´te´s suivantes
nous seront utiles.
Lemme 11.13. —(cf. [3] lemme 6.3 et corollaire 6.4) Soit b une (G,M)-famille.
1. Pour tout L ∈ L(M) et Λ ∈ a∗L, on a
bL(Λ) =
∑
Q∈P(L)
b′Q(Λ).
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2. Soit e une (G,M)-famille et e · b le produit de e et b. Pour tout Λ ∈ a∗M , on a l’e´galite´
(e · b)M (Λ) =
∑
Q∈F(M)
eQM (Λ)b
′
Q(Λ).
11.14. Comparaison d’inte´grales orbitales ponde´re´es. — Soit L ∈ L(M) et Q ∈ P(L).
On reprend les notations du §11.8. Les “poids” vQM et v
L
M de´duits des (L,M)-familles e´ponymes
permettent de de´finir les inte´grales orbitales ponde´re´es ci-dessus
JQM (Y,1D0) =
∫
TY (A0)\G(A0)
1D0(Ad(g
−1)Y )vQM (g) dg.
et
JLM (Y,1D0) =
∫
TY (A0)\L(A0)
1D0(Ad(l
−1)Y ) vLM (l) dl.
Pour Q = G ou L = G, on retrouve l’inte´grale JM de´finie en (11.9). Les deux inte´grales sont
relie´es par la formule de descente e´nonce´e ci-dessous.
Lemme 11.14. — Avec les notations ci-dessous, on a
JQM (Y,1D0) = q
dim(nQ) deg(D0)JLM (Y,1D0)
De´monstration. — Elle repose sur la formule (11.13) du lemme 11.12, la de´composition d’Iwa-
sawa G(A0) = L(A0)NQ(A0)K, qui est compatible a` nos choix de mesures ainsi que, pour
l ∈ L(A0), sur le changement de variables n 7→ Ad(ln)−1Y − Y qui induit un isomorphisme
entre les espaces mesure´s NQ(A0) et nQ(A0), ce dernier e´tant muni de la mesure de Haar qui
donne le volume 1 au produit
∏
v∈V0
nQ[[zv]](Fq). Le facteur en q provient de l’e´galite´∫
nQ(A0)
1D0(Z) dZ = q
dim(nQ) deg(D0).

On peut alors e´noncer le the´ore`me suivant.
The´ore`me 11.15. — Avec les notations ci-dessus, on a
JξM (Y ) =
∑
L∈L(M)
q1/2(dim(G)−dim(L)) ·
vol(aL/X∗(L))
vol(aM/X∗(M))
· JLM (Y ) · w
ξ
L(1)
ou` 1 ∈ G(A0) est l’e´le´ment neutre.
De´monstration. — Soit g ∈ G(A0) et µ ∈ aM . D’apre`s l’assertion 2 du lemme 11.13, on a
(v · w)M (g, µ,Λ) =
∑
Q∈F(M)
vQM (g,Λ)w
′
Q(µ,Λ).
En utilisant cette formule et le lemme 11.10, on obtient
wξM (g) =
∑
Q∈F(M)
vQM (g) ·
( ∑
µ∈X∗(M)/X∗(Msc)
w′Q(µ+ ξM )
)
d’ou` l’on de´duit la relation
(11.14) JξM (Y ) =
∑
Q∈L(M)
JQM (Y ) ·
( ∑
µ∈X∗(M)/X∗(Msc)
w′Q(µ+ ξM )
)
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En utilisant la formule de descente du lemme 11.14, la ligne (11.14) ci-dessus se re´e´crit
(11.15) JξM (Y ) =
∑
L∈L(M)
q1/2(dim(G)−dim(L))JLM (Y ) ·
( ∑
µ∈X∗(M)/X∗(Msc)
∑
Q∈P(L)
w′Q(µ+ ξM )
)
.
D’apre`s l’assertion 1 du lemme 11.13, on a∑
Q∈P(L)
w′Q(µ+ ξM ) = wL(µ+ ξM )
et d’apre`s le lemme 11.11, on a
∑
µ∈X∗(M)/X∗(Msc)
wL(µ+ ξM ) =
vol(aL/X∗(L))
vol(aM/X∗(M))
· wξL(1).
Cela conclut la de´monstration. 
Corollaire 11.16. — Avec les notations ci-dessus, on a pour tout ξ ∈ aT en position ge´ne´rale
l’e´galite´
JξM (Y ) = vol(aM/X∗(M))
−1 · JGM (Y ).
De´monstration. — Soit L ∈ L(M). Par de´finition (cf. §11.7), le poids wξL(1) vaut 1 si 0
appartient a` ξL + X∗(L) et 0 sinon. Or comme ξ est en position ge´ne´rale, le premier cas n’est
possible que si L = G (cf. de´finition 6.3). D’ou` le corollaire. 
11.15. De´monstration du the´ore`me 11.1. Le the´ore`me 11.1 est simplement une reformulation
de la proposition 11.6, pour des ξ en position ge´ne´rale, a` l’aide du corollaire 11.16.
Re´fe´rences
[1] J. Arthur. The characters of discrete series as orbital integrals. Invent. Math., 32(3) :205–261,
1976.
[2] J. Arthur. A trace formula for reductive groups. I. Terms associated to classes in G(Q). Duke
Math. J., 45(4) :911–952, 1978.
[3] J. Arthur. The trace formula in invariant form. Ann. of Math. (2), 114(1) :1–74, 1981.
[4] J. Arthur. A local trace formula. Inst. Hautes E´tudes Sci. Publ. Math., (73) :5–96, 1991.
[5] A. Beauville and Y. Laszlo. Un lemme de descente. C. R. Acad. Sci. Paris Se´r. I Math.,
320(3) :335–340, 1995.
[6] A. Beauville, M. Narasimhan, and S. Ramanan. Spectral curves and the generalised theta
divisor. J. Reine Angew. Math., 398 :169–179, 1989.
[7] K. Behrend. Semi-stability of reductive group schemes over curves. Math. Ann., 301(2) :281–
305, 1995.
[8] I. Biswas and S. Ramanan. An infinitesimal study of the moduli of Hitchin pairs. J. London
Math. Soc. (2), 49(2) :219–231, 1994.
[9] H. Boden and K. Yokogawa. Moduli spaces of parabolic Higgs bundles and parabolic K(D)
pairs over smooth curves. I. Internat. J. Math., 7(5) :573–598, 1996.
[10] N. Bourbaki. E´le´ments de mathe´matique. Fasc. XXXIV. Groupes et alge`bres de Lie. Cha-
pitre IV : Groupes de Coxeter et syste`mes de Tits. Chapitre V : Groupes engendre´s par des
re´flexions. Chapitre VI : syste`mes de racines. Actualite´s Scientifiques et Industrielles, No.
1337. Hermann, Paris, 1968.
70
[11] P.-H. Chaudouard. La formule des traces pour les alge`bres de Lie. Math. Ann., 322(2) :347–
382, 2002.
[12] J.-L. Colliot-The´le`ne and J.-J. Sansuc. Cohomologie des groupes de type multiplicatif sur les
sche´mas re´guliers. C. R. Acad. Sci. Paris Se´r. A-B, 287(6) :A449–A452, 1978.
[13] J.-L. Colliot-The´le`ne and J.-J. Sansuc. Fibre´s quadratiques et composantes connexes re´elles.
Math. Ann., 244(2) :105–134, 1979.
[14] V. G. Drinfel′d and C. Simpson. B-structures on G-bundles and local triviality. Math. Res.
Lett., 2(6) :823–829, 1995.
[15] E. Esteves. Compactifying the relative Jacobian over families of reduced curves. Trans. Amer.
Math. Soc., 353(8) :3045–3095 (electronic), 2001.
[16] G. Faltings. Stable G-bundles and projective connections. J. Algebraic Geom., 2(3) :507–568,
1993.
[17] A. Grothendieck. E´le´ments de ge´ome´trie alge´brique. III. E´tude cohomologique des faisceaux
cohe´rents. I. Inst. Hautes E´tudes Sci. Publ. Math., (11) :167, 1961.
[18] A. Grothendieck. E´le´ments de ge´ome´trie alge´brique. IV. E´tude locale des sche´mas et des
morphismes de sche´mas IV. Inst. Hautes E´tudes Sci. Publ. Math., (32) :361, 1967.
[19] G. Harder. Minkowskische Reduktionstheorie u¨ber Funktionenko¨rpern. Invent. Math., 7 :33–
54, 1969.
[20] G. Harder. Chevalley groups over function fields and automorphic forms. Ann. of Math. (2),
100 :249–306, 1974.
[21] J. Heinloth. Semistable reduction for G-bundles on curves. J. Algebraic Geom., 17(1) :167–
183, 2008.
[22] J. Heinloth and A. Schmitt. The cohomology ring of moduli stacks of principal bundles over
curves. Pre´publication.
[23] S. Langton. Valuative criteria for families of vector bundles on algebraic varieties. Ann. of
Math. (2), 101 :88–110, 1975.
[24] B. C. Ngoˆ. Le lemme fondamental pour les alge`bres de Lie. http ://arxiv.org/abs/0801.0446.
[25] B. C. Ngoˆ. Fibration de Hitchin et endoscopie. Invent. Math., 164(2) :399–453, 2006.
[26] N. Nitsure. Moduli space of semistable pairs on a curve. Proc. London Math. Soc. (3),
62(2) :275–300, 1991.
[27] J.-P. Serre. Cohomologie galoisienne, volume 5 of Lecture Notes in Mathematics. Springer-
Verlag, Berlin, fifth edition, 1994.
Pierre-Henri Chaudouard
CNRS et Universite´ Paris-Sud
UMR 8628
Mathe´matique, Baˆtiment 425
F-91405 Orsay Cedex
France
Ge´rard.Laumon
CNRS et Universite´ Paris-Sud
UMR 8628
Mathe´matique, Baˆtiment 425
F-91405 Orsay Cedex
France
Adresses e´lectroniques :
Pierre-Henri.Chaudouard@math.u-psud.fr
Gerard.Laumon@math.u-psud.fr
71
