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Abstract
At a ﬁrst glance, computer vision and text mining may seem to be unrelated ﬁelds of study, but image analysis and text or string
processing are in many ways similar. As will be shown in this paper, the concept of treating image and text in a similar fashion
has proven to be very fertile for speciﬁc applications in computer vision and text mining. By adapting text and string processing
techniques to image processing or the other way around, knowledge from one domain can be transferred to the other. In fact, many
breakthrough discoveries have been made by transferring knowledge between diﬀerent domains. This work is centered around the
idea of measuring the local non-alignment among two objects and use it as a similarity or distance function between the respective
objects. Remarkably, this idea shows its uses in diﬀerent domains. More precisely, the local non-alignment can be computed
between two images, two text documents, or even two DNA sequences. As such, a variety of applications are exhibited in this
paper, ranging from optical character recognition and object recognition to native language identiﬁcation.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
In the recent years, computer science specialists are faced with the challenge of processing massive amounts of data.
The largest part of this data is actually unstructured and semi-structured data, available in the form of text documents,
images, audio, video and so on. Researchers have developed methods and tools that extract relevant information and
support eﬃcient access to unstructured and semi-structured content. Such methods that aim at providing access to
information are mainly studied by researchers in machine learning and related ﬁelds. In fact, a tremendous amount
of eﬀort has been dedicated to this line of research1,2,3,4,5. In the context of machine learning, the aim is to obtain
a good representation of the data that can later be used to build an eﬃcient classiﬁer. In computer vision, image
representations are obtained by feature detection and feature extraction. Most of the feature extraction methods are
handcrafted by researchers that have a good understanding of the application and a vast experience. This is the
case of the bag of visual words model6,7 in computer vision. A diﬀerent approach is representation learning, which
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aims at discovering a better representation of the data provided during training. This is the case of deep learning
algorithms1,8,9 that aim at discovering multiple levels of representation, or a hierarchy of features. Deep algorithms
learn to transform one representation into another, by better disentangling the factors of variation that explain the
observed data.
Whether the representation of the data is obtained through a handcrafted method or learned by a fully automatic
process, common concepts of treating diﬀerent kinds of unstructured and semi-structured data, such as image and text,
naturally arise. At the ﬁrst sight, computer vision and text and string processing seem to be unrelated ﬁelds of study,
but the concept of treating image and text in a similar fashion has proven to be very fertile for several applications.
Furthermore, by adapting text processing techniques to image analysis or the other way around, knowledge from
one domain can be transferred to the other10. This paper follows the same line of research and presents a concept
that is useful for measuring the similarity of objects in diﬀerent domains, such as images, text documents, or DNA
sequences. More precisely, this concept is based on quantifying the amount of local non-alignment among two
objects. The concept is essentially inspired by the Spearman’s footrule11 and by its extension for strings, namely
rank distance12. Rank distance12 is a low computational complexity measure of similarity with various applications
in computational biology, from phylogenetic analysis13,14 to ﬁnding common patterns in DNA sequences15. The idea
of measuring the local non-alignment is the cornerstone idea of the following measures with applications on diﬀerent
tasks:
• Local Patch Dissimilarity10,16,17 – applied for optical character recognition;
• Local Texton Dissimilarity10,18 – applied for texture classiﬁcation;
• Local Rank Distance10,19,20 – applied for native language identiﬁcation and genome sequencing;
• Spatial Non-Alignment Kernel10,21 – applied for object class recognition and text categorization by topic.
This paper gives an overview of the measures listed above and shows some interesting results on various tasks from
two diﬀerent domains: computer vision and text mining. The paper is organized as follows. Section 2 presents related
work on knowledge transfer between computer vision and natural language processing. Local Patch Dissimilarity is
presented in Section 3, followed by Local Texton Dissimilarity in Section 4. Local Rank Distance is described in
Section 5. Section 6 presents the Spatial Non-Alignment Kernel. Finally, the conclusions are drawn in Section 7.
2. Related Work on Knowledge Transfer
A good example of treating image and text in a similar manner is a state of the art method for image categorization
and image retrieval inspired from the bag of words representation which is very popular in information retrieval
and natural language processing. The bag of words model represents a text as an unordered collection of words,
completely disregarding grammar, word order, and syntactic groups. The bag of words model has many applications
from information retrieval4 to natural language processing22 and word sense disambiguation23. In the context of
image analysis, the concept of word needs to be deﬁned somehow. Certainly, computer vision researchers have
introduced the concept of visual word as described next. Local image descriptors, such as SIFT24, are vector quantized
to obtain a vocabulary of visual words. The vector quantization process can be done, for example, by k-means
clustering3 or by probabilistic Latent Semantic Analysis7. The frequency of each visual word is then recorded in a
histogram which represents the ﬁnal feature vector for the image. This histogram is the equivalent of the bag of words
representation for text. The idea of representing images as bag of visual words has demonstrated impressive levels of
performance for image categorization25, image retrieval26, facial expression recognition27 or related tasks.
On the other hand, research that studies how to improve text processing techniques with knowledge from computer
vision has also been conducted10. A good example is a method28 that proposes the use of images for word sense
disambiguation, either alone, or in conjunction with traditional text based methods. To integrate image information
with text data, the authors exploit previous work on linking images and words29,30. The empirical results strongly
suggest that images can help disambiguate senses of words.
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(a) LPD gradually looks around position (x1, y1) in the second image to ﬁnd a sim-
ilar patch.
(b) LPD sum up the spatial oﬀset between the similar patches at (x1, y1) from the
ﬁrst image and (x2, y2) from the second image.
Fig. 1: Two images that are compared with LPD.
3. Local Patch Dissimilarity
3.1. Method
Local Patch Dissimilarity (LPD)10,16,17 was proposed as a redesigned version of rank distance for images. It is
deﬁned through the following algorithmic process. To compute the dissimilarity between two gray-scale images, the
LPD algorithm sums up all the spatial oﬀsets of similar patches between the two images. More precisely, the LPD
algorithm works as follows. For every patch in one image, the algorithm searches for a similar patch in the other
image. First, it looks for similar patches in the same position in both images. If those patches are similar with respect
to another distance that is computed between the two patches, then the algorithm sums up 0 since there is no oﬀset
(or gap) between the patches. If the patches are not similar, the algorithm starts looking in concentric squares around
the initial patch position in the second image until it ﬁnds a patch similar to the one in the ﬁrst image. In other words,
this spatial search gradually explores the vicinity of the patch position from the ﬁrst image in the second image. The
spatial oﬀset from the initial position is increased as the algorithm continues to search for a similar patch without
success. If a similar patch is found during this process, the algorithm sums up the current oﬀset which represents the
minimum oﬀset where a similar patch is found. The search goes on until the algorithm ﬁnds a similar patch or until the
oﬀset reaches the borders of the second image. In the latter case the algorithm sums up the latest oﬀset, which should
not be greater than the diagonal of the image. To summarize, the LPD gives an estimation of the total displacement
of patches among two images. Figure 1 illustrates the main steps involved in the computation of LPD.
3.2. Data Set
While recognizing handwritten digits is one of many problems involved in designing a practical recognition system,
it is an excellent benchmark for comparing shape recognition methods. The data set used for testing the dissimilarity
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presented in this work is the MNIST set31. The regular MNIST database contains 60, 000 train samples and 10, 000
test samples, size-normalized to 20 × 20 pixels, and centered by center of mass in 28 × 28 ﬁelds. The data set is
available at http://yann.lecun.com/exdb/mnist/.
3.3. Results
To show the power of LPD, a learning model based solely on LPD should be employed. The most simple and
intuitive approach is to use the k-Nearest Neighbor (k-NN) classiﬁer. However, the k-NN classiﬁer based on LPD is
not feasible for very large data sets, since it takes too much time to compute all the pairwise dissimilarities. To avoid
this problem, local learning methods that speed-up the learning algorithm can be used.
In this experiment, the local learning classiﬁer employed for tests on the entire MNIST data set is the ﬁlter-based
k-NN model. This classiﬁer was chosen because it reﬂects the characteristics of the LPD measure. For the ﬁlter-based
k-NN approach, the idea is to ﬁlter the nearest K neighbors using the standard euclidean distance measure (that is
much faster to compute). Next, it selects the nearest k neighbors from those K images using LPD. The two-step
selection process is much faster to compute on a large data set (such as the MNIST data set) than a standard k-NN
based entirely on LPD. The parameter K is set to 1000 in order to optimize the model for better accuracy.
The k-NN based on LPD with ﬁltering is compared with two other k-NN classiﬁers. One is the k-NN based on the
euclidean distance measure (L2-norm) between input images. This is the baseline classiﬁer. Some studies31 report an
error rate of 5.00% on the regular test set with k = 3 for this classiﬁer, while other studies32 report an error rate of
3.09% on the same experiment. The results obtained in this work also show an error rate of 3.09% on this baseline
experiment. The second classiﬁer is the k-NN based on Tangent distance33. Tangent distance is insensitive to small
distortions and translations of the input image. The error rate of this classiﬁer is 1.1%, but it requires to additionally
process the images by subsampling to 16 × 16 pixels before the classiﬁcation stage, in order to obtain the reported
error rate31.
Table 1: Error rates on the entire MNIST data set for baseline 3-NN, k-NN based on Tangent distance and k-NN based
on LPD with ﬁltering.
Method Error
Baseline 3-NN 3.09%
k-NN + Tangent distance 1.1%
3-NN + LPD + ﬁlter 1.05%
6-NN + LPD + ﬁlter 1.01%
Table 1 compares error rates of the three k-NN classiﬁcation methods (distinct only by the metric used) on the
MNIST test set of 10, 000 samples. For the k-NN classiﬁer based on LPD with ﬁltering, k = 3 and k = 6 are used.
The error rates of the k-NN models based on LPD are obtained using the nearest K = 1000 images ﬁltered by the
euclidean distance. The LPD is based on patches of 4 × 4 pixels and a similarity threshold of 0.125. the parameters
were tuned on a subset of 300 training images10. The k-NN based on LPD with ﬁltering model has a better accuracy
than the other k-NN models. In fact, it is among the top 4 k-NN models that reported results on the MNIST data
set. The 6-NN classiﬁer based on LPD with ﬁltering has an error rate of only 1.01%. Note that unlike the k-NN with
ﬁltering based on LPD, the other three methods from top 4 need additional preprocessing steps.
4. Local Texton Dissimilarity
4.1. Method
Local Texton Dissimilarity (LTD)10,18 is an extension of LPD that uses textons instead of patches. More precisely,
a set of texture-speciﬁc features are extracted from patches and quantized into textons. Textons are represented by the
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mean and the standard deviation of the patch, the contrast, the energy, the homogeneity, and the correlation extracted
from the Gray-Level Co-Occurrence Matrix34, the (eﬃcient) box counting dimension35,36, and the mean-squared
energy and the mean amplitude extracted by using Gabor ﬁlters37. Local Texton Dissimilarity can be computed faster
and it is more robust to image variations such as scale and rotation changes.
4.2. Data Set
In the following experiment, LTD is employed for texture classiﬁcation. The data set used for testing the dissimi-
larity based on textons is the Brodatz data set38. This data set is probably the best known benchmark used for texture
classiﬁcation, but also one of the most diﬃcult, since it contains 111 classes with only 9 samples per class. Samples
of 213 × 213 pixels are cut using a 3 by 3 grid from larger images of 640 × 640 pixels. The Brodatz data set can be
downloaded from http://www.ux.uis.no/∼tranden/brodatz.html.
4.3. Results
In order to employ LTD in a texture classiﬁcation task, it should be plugged into a similarity-based learning
method10. In this experiment, Kernel Discriminant Analysis (KDA)39 is used in combination with LTD. In this
setting, LTD needs to be transformed into a kernel function39. Remarkably, the kernel based on LTD can be combined
with other kernels through multiple kernel learning (MKL)40 for improved accuracy.
Table 2: Accuracy rates of several MKL approaches that include LTD compared with state of the art methods on the
Brodatz data set. The BOVW model is based on the PQ kernel. The reported accuracy rates are averaged on 20 trials
using 3 random samples per class for training and the other 6 for testing. The best accuracy rate is highlighted in bold.
Model Accuracy
Local features 25 95.90% ± 0.6
log-Gaussian Cox processes 41 96.14% ± 0.4
KDA based on BOVW + LTD 93.76% ± 0.7
KDA based on BOVW + TRIPAF+ LTD 97.25% ± 0.5
Table 2 shows the accuracy rates when LTD is combined with other state of the art kernels42,43. The ﬁrst MKL
approach is based on combining LTD with a bag of visual words (BOVW) framework based on the PQ kernel10,42.
The second MKL approach is based on combining LTD with TRIPAF43 and with the bag of visual words based on
the PQ kernel. These MKL approaches are compared with two state of the art methods25,41. Both MKL approaches
employ the KDA classiﬁer for training. The best MKL approach, which includes the kernel based on LTD, yields
the highest accuracy on the Brodatz data set, namely 97.25%. This is almost 1% better than the state of the art
methods25,41. Remarkably, none of the individual components of the best MKL approach reach impressive results
when used alone42,43, but they complement each other perfectly in the MKL context. In this experiment, LTD was
computed on patches of 32×32 pixels, using a similarity threshold of 0.02 and a maximum oﬀset of 80 pixels. Patches
were extracted on a dense grid with a gap of 32 pixels.
5. Local Rand Distance
5.1. Method
In the case of LPD or LTD, the main concern was to develop some principles in order to extend rank distance from
one-dimensional input (strings) to two-dimensional input (digital images). Using the same principles, a new distance
for strings, termed Local Rank Distance (LRD), was proposed10,19. Unlike rank distance, LRD does not require for
strings to be annotated. Furthermore, it uses substrings instead of single characters, just as LPD uses patches instead
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of single pixels. Local Rank Distance can be viewed as a generalization of rank distance that has various applications
from phylogenetic analysis10,19 and sequence alignment10,20 to native language identiﬁcation10,44,45.
In order to describe LRD, the following notations are deﬁned. Given a string x over an alphabet Σ, the length
of x is denoted by |x|. Strings are considered to be indexed starting from position 1, that is x = x[1]x[2] · · · x[|x|].
Moreover, x[i : j] denotes the substring x[i]x[i + 1] · · · x[ j − 1] of x. Given a ﬁxed integer p ≥ 1, a threshold m ≥ 1,
and two strings x and y over an alphabet Σ, the Local Rank Distance between x and y is deﬁned through the following
algorithmic process. For each position i in x (1 ≤ i ≤ |x| − p + 1), the algorithm searches for a certain position j in y
(1 ≤ j ≤ |y| − p+1) such that x[i : i+ p] = y[ j : j+ p] and |i− j| is minimized. If j exists and |i− j| < m, then the oﬀset
|i − j| is added to the Local Rank Distance. Otherwise, the maximal oﬀset m is added to the Local Rank Distance.
5.2. Data Set
Native language identiﬁcation (NLI) is the task of identifying the native language of a language learner, based
on a piece of writing in a foreign language. This is an interesting sub-task in forensic linguistic applications such
as plagiarism detection and authorship identiﬁcation, where the native language of an author is just one piece of the
puzzle46.
LRD is enployed for task of NLI on the second version of the Arabic Learner Corpus47. The corpus includes
essays by Arabic learners studying in Saudi Arabia. There are 66 diﬀerent mother tongue (L1) representations in the
corpus, but the majority of these have less than 10 essays. To compare the LRD approach with the state of the art
method48, a subset of ALC is used in this paper. The subset is obtained by considering only the top 7 native languages
by number of essays. The ALC subset48 contains 329 essays in total, which are not evenly distributed per native
language. Indeed, there are 76 essays written by Chinese speakers, 35 by English speakers, 44 by French speakers, 36
by Fulani speakers, 46 by Malay speakers, 64 by Urdu speakers, and 28 by Yoruba speakers. LRD treats the essays
simply as strings. Because LRD works at the character level, there is no need to split the texts into words, or to do any
NLP-speciﬁc pre-processing. The only editing done to the texts was the replacing of sequences of consecutive space
characters (space, tab, new line, and so on) with a single space character. This normalization was needed in order to
demote the artiﬁcial increase or decrease of the similarity between texts as a result of diﬀerent spacing.
5.3. Results
LRD is transformed into a kernel by using the squared RBF kernel39. Kernel Ridge Regression (KRR)39 is em-
ployed for the learning task. KRR selects the vector of weights that simultaneously has small empirical error and
small norm in the Reproducing Kernel Hilbert Space generated by the kernel function.
The 10-fold CV procedure was used to evaluate the state of the art SVM model48 based on several types of features
including Context-Free Grammar (CFG) rules, function words, and part-of-speech n-grams. To directly compare the
system based on LRD with the state of the art approach48, the same folds should have been used. Since the folds are
not publicly available, two solutions were adopted to fairly compare the two NLI approaches. First of all, the system
based on LRD is evaluated by repeating the 10-fold CV procedure for 20 times and averaging the resulted accuracy
rates. The folds are randomly selected at each trial. This helps to reduce the amount of accuracy variation introduced
by using a diﬀerent partition of the data set for the 10-fold CV procedure. To give an idea of the amount of variation
in each trial, the standard deviations for the computed average accuracy rates are also reported. Second of all, the
leave-one-out (LOO) cross-validation procedure was also adopted because it involves a predeﬁned partitioning of the
data set. Furthermore, the LOO procedure can easily be performed on a small data set, such as the subset of 329
samples of the ALC. Thus, the LOO procedure is more suitable for this NLI experiment, since it is straight forward
to compare newly developed systems with the previous state of art systems.
Table 3 presents the results of the classiﬁcation system based on LRD in contrast to the results of the SVM model
based on several combined features. The LRD kernel is based on p-grams in the range 3-5. The results clearly indicate
the advantage of using an approach that works at the character level. When the 10-fold CV procedure is used, the
average accuracy rate of the system based on LRD is 53.2%. The kernel based on LRD is considerably better than
the SVM model48. An important remark is that the standard deviation computed over the 20 trials is 1.4%, which
means the amount of accuracy variation is too small to have an inﬂuence on the overall conclusion. Furthermore,
the results obtained using the 10-fold CV procedure are consistent with the results obtained using the leave-one-out
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Table 3: Accuracy rates of the KRR based on the LRD kernel compared with a state of the art approach on ALC
subset. The accuracy rates are reported using two cross-validation procedures, one based on 10 folds and one based
on LOO. The 10-fold CV procedure was repeated for 20 times and the results were averaged to reduce the accuracy
variation introduced by randomly selecting the folds. The standard deviations for the computed average accuracy rates
are also given. The best accuracy rate is highlighted in bold.
Method 10-fold CV LOO CV
SVM and combined features 48 41.0% 41.6%
KRR and LRD based on p-grams in the range 3-5 53.2% ± 1.4 54.1%
CV procedure. Both models reach better accuracy rates when the LOO procedure is used, most likely because there
are more samples available for training. When the LOO CV procedure is used, the system based on LRD attains an
accuracy rate that is more than 12% higher than the accuracy rate of the state of the art SVM model.
6. Spatial Non-Aligment Kernel
6.1. Method
The Spatial Non-Alignment Kernel (SNAK)10,21 is an eﬃcient approach to encode spatial information, that is es-
sentially based on measuring the spatial non-alignment of visual words. The standard bag of visual words (BOVW)6,7
model ignores the spatial information contained in the image, but researchers have demonstrated that the object recog-
nition performance can be improved by including spatial information2,49. A very popular state of the art approach is
the spatial pyramid representation2, which divides the image into spatial bins. SNAK21 aims to encode the spatial in-
formation in a more accurate and eﬃcient way, simply by quantifying the spatial displacement of visual words. More
precisely, SNAK embeds the spatial information into a kernel function as brieﬂy described next. For each visual word,
the average position and the standard deviation is computed based on all the occurrences of the visual word in the im-
age. These are computed with respect to the center of the object, which is determined with the help of the objectness
measure50,51. The pairwise similarity of two images is then computed by taking into account the diﬀerence between
the average positions and the diﬀerence between the standard deviations of each visual word in the two images. To
some extent, SNAK is similar the Local Patch Dissimilarity, only that it replaces patches with visual words obtained
by vector quantization. Thus, SNAK can be interpreted as a rather more elaborate extension of rank distance12 to
images, so its roots are in string and text processing. The SNAK framework is illustrated in Figure 2.
6.2. Data Set
The Pascal Visual Object Classes (VOC) challenge52 is a benchmark in visual object category recognition and
detection. In the following experiment, the Pascal VOC 2007 data set is used. There are roughly 10 thousand images
in this data set, that are divided into 20 classes of objects. For each class, the data set provides a training set, a
validation set and a test set. The training and validation sets have roughly 2500 images each, while the test set has
about 5000 images. This data set is available at http://host.robots.ox.ac.uk/pascal/VOC/voc2007/index.html.
6.3. Results
The standard BOVWmodel is compared with the three BOVWmodels that are augmented with spatial information.
Two of the enhanced BOVW frameworks are based on spatial pyramids, and one is based on the SNAK framework.
Some details about the BOVW framework are given next. In the feature detection and representation step, a variant
of dense SIFT descriptors extracted at multiple scales is used53. Support Vector Machines (SVM) are used in the
learning stage. The Pascal VOC validation set is used to validate the regularization parameter of the SVM algorithm.
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Fig. 2: The spatial similarity of two images computed with the SNAK framework. First, the center of mass is computed
according to the objectness map. The average position and the standard deviation of the spatial distribution of each
visual word are computed next. The images are aligned according to their centers, and the SNAK kernel is computed
by summing the distances between the average positions and the standard deviations of each visual word in the two
images.
After validating this parameter on the validation set, the classiﬁer is trained one more time on both the training and
the validation sets, that have roughly 5000 images together. The implementation of the BOVW model is mostly based
on the VLFeat library54. Three kernels are proposed for evaluation, namely the L2-normalized linear kernel, the
L1-normalized Hellinger’s kernel, and the L1-normalized intersection kernel.
Table 4 presents the mean Average Precision (mAP) of various BOVW models obtained on the test set, by combin-
ing diﬀerent spatial representations, vocabulary dimensions, and kernels. For each model, the reported mAP represents
the average score on all the 20 classes of the Pascal VOC data set. The results presented in Table 4 clearly indicate
that spatial information signiﬁcantly improves the performance of the BOVW model. This observation holds for every
kernel and every vocabulary dimension. Indeed, the spatial pyramid based on two levels shows a performance increase
that ranges between 3% (for the linear kernel) and 6% (for intersection kernel). As expected, the spatial pyramid based
on three levels further improves the performance, especially for the linear kernel. When the 4 × 4 bins are added into
the spatial pyramid, the mAP of the linear kernel grows by roughly 7 − 8%, while the mAP scores of the other two
kernels increase by 1 − 2%. Among the three kernels based on spatial pyramids, the best mAP scores are obtained by
the intersection kernel, which was previously reported to work best in combination with the spatial pyramid2.
The best results on the Pascal VOC data set are obtained by the SNAK framework. Indeed, the results are even
better than the spatial pyramid based on three levels, which uses a representation that is more than four times greater
than the SNAK representation. When the intersection kernel is combined with SNAK, the best overall mAP score is
obtained, that is 54.05%. This is 2.18% better than the intersection kernel combined with the spatial pyramid based
on three levels.
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Table 4: Mean AP on Pascal VOC 2007 data set for diﬀerent representations that encode spatial information into the
BOVW model. For each representation, results are reported using several kernels and vocabulary dimensions. The
best AP for each vocabulary dimension and each kernel is highlighted in bold.
Representation Vocabulary Linear L2 Hellinger’s L1 Intersection L1
Histogram 500 words 28.59% 39.06% 39.11%
Histogram 1000 words 28.71% 42.28% 42.99%
Histogram 3000 words 28.96% 45.23% 46.97%
Spatial pyramid (2 levels) 500 words 31.17% 44.21% 45.17%
Spatial pyramid (2 levels) 1000 words 31.38% 46.94% 48.27%
Spatial pyramid (2 levels) 3000 words 31.85% 49.21% 50.78%
Spatial pyramid (3 levels) 500 words 38.49% 45.20% 47.66%
Spatial pyramid (3 levels) 1000 words 39.59% 47.87% 49.85%
Spatial pyramid (3 levels) 3000 words 40.97% 50.37% 51.87%
SNAK 500 words 42.56% 47.39% 49.75%
SNAK 1000 words 44.69% 49.54% 51.99%
SNAK 3000 words 45.95% 52.49% 54.05%
7. Conclusion
Although a signiﬁcant amount of research has been conducted using the idea of borrowing and adapting concepts
from text processing to computer vision, or from computer vision to text processing, the concept of treating image
and text in a similar fashion is far from saturated. The methods presented in this work exploit this concept, only to lay
the ground for future exploration. Further details on knowledge transfer between computer vision and text mining are
given in the ﬁrst book to address this subject10.
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