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Summary
Most multimedia surveillance and monitoring systems nowadays utilize
multiple types of sensors to detect events of interest as and when they occur
in the environment. However, due to the asynchrony among and diversity
of sensors, information assimilation, i.e. how to combine the information
obtained from asynchronous and multifarious sources, is an important and
challenging research problem. Moreover, the different sensors, each of which
partially helps in achieving the system goal, have dissimilar confidence levels
and costs associated with them. The fact that at any instant, not all of the
sensors contribute towards a system goal (e.g. event detection), brings up
the issue of finding the best subset from the available set of sensors.
This thesis proposes a framework for information assimilation that ad-
dresses the issues of “when” and “how” to assimilate the information ob-
tained from multiple sources in order to detect events in multimedia surveil-
lance systems. The framework also addresses the issue of “what” to assimi-
late i.e. determining the optimal subset of sensor (streams). The proposed
method adopts a hierarchical probabilistic assimilation approach and per-
forms assimilation of information at three different levels - media stream
level, atomic event level and compound event level. To detect an event, our
framework uses not only the media streams available at the current instant
but it also utilizes their two important properties - first, accumulated past
history of whether they have been providing concurring or contradictory
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evidences, and - second, the system designer’s confidence in them. A com-
pound event, which comprises of two or more atomic events, is detected by
first estimating probabilistic decisions for the atomic events based on indi-
vidual streams, and then by hierarchically assimilating these decisions along
a timeline.
The framework also uses a dynamic programming based method that
finds the optimal subset of media streams based on three different crite-
ria; first, by maximizing the probability of the occurrence of event with a
specified minimum confidence and a specified maximum cost; second, by
maximizing the confidence in the subset with a specified minimum proba-
bility of the occurrence of event and a specified maximum cost; and third,
by minimizing the cost of using the subset with a specified minimum proba-
bility of the occurrence of event and a specified minimum confidence. Each
of these problems is proven to be NP-Complete. The proposed dynamic pro-
gramming based method allows for a tradeoff among the above-mentioned
three criteria, and offers the flexibility to compare whether any one set of
media streams of low cost would be better than any other set of media
streams of higher cost, or any one set of media streams of high confidence
would be better than any other set of media streams of low confidence. To
show the utility of our framework, we provide experimental results for event
detection in a surveillance scenario.
v
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Security has been a driving impetus for civilization for several centuries.
Recent increase in terrorist activities across the globe has forced govern-
ments to make public security an important part of their policy. In turn, a
majority of developed cities around the world are now being equipped with
the current-generation automated surveillance systems [83] that consist of
thousands of multiple types of sensors including video cameras and even
microphones with a primary goal of automatically detecting and recording
the events of interest as and when they occur.
In recent times, it is also being increasingly accepted that most surveil-
lance and monitoring tasks can be better performed by using multiple types
of sensors as compared to using only a single type. This is because a single
type of sensors can only partially help in accomplishing surveillance tasks
due to their ability to sense only a part of the environment. Moreover,
the multiple types of sensors capture different aspects of the environment
to provide complementary information which is not available from a single
type. Therefore, the surveillance systems nowadays more often utilize mul-
tiple types of sensors like microphones, motion detectors and RFIDs etc in
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addition to the video cameras.
In multimedia surveillance and monitoring systems, where a number of
asynchronous heterogeneous sensors are employed, the assimilation of in-
formation obtained from them in order to accomplish a task (e.g. event
detection) is an important and challenging research problem. Information
assimilation refers to the process of combining the sensory and non-sensory
information using the context and the past experience. The issue of informa-
tion assimilation is important because the assimilated information obtained
from multiple sources provides more accurate state of the environment than
the individual sources. It is challenging because the different sensors pro-
vide the correlated sensed data (we call it “stream” from here onwards) in
different formats and at different rates. For example, a video may be cap-
tured at a frame rate which could be different from the rate at which audio
samples are obtained, or even two video sources can have different frames
rates. Moreover, the processing time of different types of data is also differ-
ent. Also, the designer of a system can have different confidence levels in
different sensors while detecting different events.
Event detection is one of the fundamental analysis tasks in multimedia
surveillance and monitoring systems. This thesis proposes an information
assimilation framework for event detection in multimedia surveillance and
monitoring systems.
Events are usually not impulse phenomena in real world, but they occur
over an interval of time. Based on different granularity levels in time, loca-
tion, number of objects and their activities, an event can be a “compound
event” or simply an “atomic event”. This representation of events is simi-
lar to [12, 60], however, our basis of categorization is different. We define
compound events and the atomic events as follows.
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Definition 1 Event is a physical reality that consists of one or more living
or non-living real world objects (who) having one or more attributes (of type)
being involved in one or more activities (what) at a location (where) over a
period of time (when).
Definition 2 Atomic event is an event in which exactly one object having
one or more attributes is involved in exactly one activity.
Definition 3 Compound event is the composition of two or more different
atomic events.
A compound event, e.g. “a person is running and shouting in the cor-
ridor” can be decomposed into its constituent atomic events - “a person is
running in the corridor” and “a person is shouting in the corridor”. The
atomic events in a compound event can occur simultaneously, as in the exam-
ple given above; or they may also occur one after another, e.g. the compound
event “A person walked through the corridor, stood near the meeting room,
and then ran to the other side of the corridor” consists of three atomic events
“a person walked through the corridor” followed by “person stood near the
meeting room”, and then followed by “person ran to the other side of the
corridor”.
The different atomic events, to be detected, may require different types
of sensors. For example, a “walking” and “running” event can be detected
based on both video and audio streams, whereas a “standing” event can
be detected by using video streams but not by using audio streams, and a
“shouting” event can be better detected using the audio streams. Since an
atomic event can be detected based on more than one media streams, the
atomicity of an event cannot be defined at the sensor level. The different
atomic events require different minimum time periods over which they can be
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confirmed. This minimum time period for different atomic events depends
upon the time in which the amount of data sufficient to reliably detect an
event can be obtained and processed. Even the same atomic event can
be confirmed in different time periods using different data streams. For
example, minimum video data required to detect a walking event could be
of two seconds, while the same event can be detected based on audio data
of one second.
1.1 Issues in Information Assimilation
The media streams in multimedia surveillance and monitoring systems, in
general, have the following characteristics - first, they are often correlated;
second, the system designer has different confidence levels in the decisions
obtained based on them; and third, there is a cost of obtaining these de-
cisions which usually includes the cost of sensor, its installation and main-
tenance cost, the cost of energy to operate it, and the processing cost of
the stream. We assume that each stream in a multimedia surveillance and
monitoring system partially helps in detecting an event.
The various research issues in the assimilation of information in such
systems are as follows:
1. When to assimilate?. Events occur over a timeline [22]. Timeline refers
to a measurable span of time with information denoted at designated
points. Timeline-based event detection in multimedia surveillance sys-
tems requires identification of the designated points along a timeline
at which assimilation of information should take place. Identification
of these designated points is challenging because of asynchrony and
diversity among streams and also because of the fact that different
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events have different granularity levels in time.
2. What to assimilate? The fact that at any instant all of the employed
media streams do not necessarily contribute towards accomplishing
the analysis task (e.g. detection of an event) brings up the issue of
finding the most informative subset of streams. From the available set
of streams,
• What is the optimal number of streams required to detect an
event under the specified constraints?
• Which subset of the streams is the optimal one?
• In case the most suitable subset is unavailable, can one use al-
ternate streams without much loss of cost-effectiveness and con-
fidence?
• How frequently should this optimal subset be computed so that
the overall cost of the system is minimized?
3. How to assimilate? In combining of different streams,
• How to utilize the correlation among them?
• How to integrate the contextual information (such as environment
information) and the past experience?
1.2 Proposed Framework: Characteristics
The proposed information assimilation framework addresses the above-mentioned
issues and has the following distinct characteristics -
• Late thresholding over early thresholding : The detection of events
based on individual streams is usually accomplished with uncertainty.
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To obtain a binary decision, early thresholding of uncertain informa-
tion about an event may lead to error. For example, let an event
detector find the probabilities of the occurrence of an event based on
three media streamsM1,M2 andM3, to be 0.60, 0.62 and 0.70, respec-
tively. If the threshold is 0.65, then these probabilistic decisions are
converted into binary decisions 0, 0 and 1, respectively; which implies
that the event is found occurring based on stream M3 but is found
non-occurring based on stream M1 and M2. Since two decisions are
in favor of the non-occurrence of event compared to the one decision
in favor of the occurrence of event, by adopting a simple voting strat-
egy, the overall decision would be that the event did not occur. It is
important to note that early thresholding can introduce errors in the
overall decision. In contrast to early thresholding, the proposed frame-
work advocates late thresholding by first assimilating the probabilistic
decisions that are obtained based on individual streams, and then by
thresholding the overall probability (which is usually more than the
individual probabilities, e.g. 0.85 in this case) of the occurrence of
event based on all the streams, which is less erroneous.
• Use of agreement/disagreement among streams: The sensors captur-
ing the same environment usually provide concurring or contradictory
evidences about what is happening in the environment. The proposed
framework utilizes this agreement/disagreement information among
the media streams to strengthen the overall decision about the events
happening in the environment. For example, if two sensors have been
providing concurring evidences in the past, it makes sense to give
more weight to their current combined evidence compared to the case
if they provided contradictory evidences in the past [73]. The agree-
6
ment/disagreement information (we call it as “agreement coefficient”)
among media streams is computed based on how similar or contra-
dictory decisions have been made using them in the past. We also
propose a method for fusing the agreement coefficients among the me-
dia streams.
• Use of confidence in streams: The designer of a multimedia surveil-
lance system can have different confidence levels in different media
streams for detecting different events. The proposed framework uti-
lizes the confidence information by assigning a higher weight to the
media stream which has a higher confidence level. The confidence in
each stream is computed based on how accurate it has been in the
past. Integrating confidence information in the assimilation process
also requires the computation of the overall confidence in a group of
streams, a method for which is also proposed.
• Dynamic programming approach for optimal subset selection: The pro-
posed framework adopts a dynamic programming approach that finds
the optimal subset of media streams so as to achieve the surveillance
goal under specified constraints. It finds the optimal subset of media
streams based on three different criterion:
1. By maximizing the probability of achieving the surveillance goal
(e.g. event detection) under the specified cost and the specified
confidence.
2. By maximizing the confidence in the achieved goal under the spec-
ified cost and the specified probability with which the surveillance
goal is achieved.
3. By minimizing the cost to achieve the surveillance goal with a
7
specified probability and a specified confidence.
Each of these problems is proven to be NP-Complete. The proposed
approach also allows for a tradeoff among the above-mentioned three
criteria, and offers a flexibility to compare whether any one set of media
streams of low cost would be better than any other set of media streams
of higher cost, or any one set of media streams of high confidence would
be better than any other set of media streams of low confidence.
• Information assimilation over information fusion: Information assimi-
lation is different from information fusion in that the former brings the
notion of integrating context and the past experience in the fusion pro-
cess. The context is an accessory information that helps in the correct
interpretation of the observed data. The proposed framework uses the
geometry of the monitored space along with the location, orientation
and coverage area of the employed sensors as the spatial contextual
information. It integrates the past experience by modeling the agree-
ment/disagreement information among the media streams based on
the accumulated past history of their agreement or disagreement.
1.3 Thesis Contributions
The main contributions of this thesis are as follows.
• This thesis proposes a framework for assimilation of information in
order to detect events in surveillance and monitoring systems. The
framework introduces the notion of compound and atomic events that
helps in describing events over a timeline. The proposed framework,
in the assimilation process, utilizes two distinct properties of sensors
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- the agreement/disagreement information among and the confidences
in them.
• The thesis presents a NP-Completeness proof for the problem of op-
timal subset selection of streams, and also proposes a near-optimal
solution to it using a dynamic programming based method. The dy-
namic programming based approach allows for a tradeoff between ex-
tent to which a surveillance goal is achieved using the optimal subset,
the cost of using the optimal subset, and the confidence in the optimal
subset of streams. The approach also offers the user a flexibility to
choose alternative (or the next best) subset when the best subset is
unavailable.
1.4 Thesis Organization
This thesis is organized as follows. In Chapter 2, we present a review of the
fundamental methods used in past for information fusion and for optimal
sensor selection. It is discussed how information assimilation can be per-
formed by integrating into information fusion process the various properties
of information obtained from different sources. The existing approaches for
fusion of multimodal information adopted by multimedia researchers are de-
scribed and a categorization of the existing fusion approaches is provided.
We also describe the past works related to multimodal information fusion
at different levels such as feature-level (early fusion) and decision-level (late
fusion). This chapter has also provided a review of the past works on using
the measures of correlation, confidence information and the contextual in-
formation. Finally, we also present the past approaches for optimal subset
selection of streams.
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Chapter 3 presents the proposed information assimilation framework for
event detection in multimedia surveillance and monitoring systems. In this
chapter, we first formulate the problem of information assimilation in the
context of multimedia surveillance, and then describe how the framework
addresses the issues of “when” and “how” to assimilate the information ob-
tained from multiple sources. The significance of timeline in event detection
is discussed and a hierarchical probabilistic method used for information
assimilation is presented in greater detail. Simulation results are also pre-
sented to show the effect of using agreement/disagreement information in
the assimilation process.
In Chapter 4, we describe how the proposed framework addresses the
issue of “what to assimilate” in order to accomplish a surveillance task.
For determining the optimal subset of streams in order to detect events
in surveillance and monitoring systems, three different Multimedia Selec-
tion problems are first introduced and then are proved to be NP-Complete.
The dynamic programming based solutions to these three different problems
are presented with a discussion on their time and space complexities. The
chapter concludes with simulation results (on synthetic data) that show the
utility of dynamic programming based method.
To demonstrate the utility of the proposed framework, the experimen-
tal results on real data are presented in Chapter 5. This chapter begins
with a brief description of the surveillance system which we have imple-
mented. Then, the results for information assimilation and for optimal
subset selection are provided. It is also established that the use of agree-
ment/disagreement information among streams and the use of confidence
information in streams helps in better detection of events in surveillance
environment.
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Chapter 6 presents summary and conclusions of this dissertation. This
dissertation shows how the proposed information assimilation framework is
useful for event detection in a multimedia surveillance environment. How-
ever, the application of this framework in other context is an issue which
needs to be explored in future research. Also, there are several other re-
search issues which are out of scope of thesis and which open up a wide
spectrum of topics for future research. This is the point of discussion in




As the focus of this thesis is on information assimilation, this chapter presents
a brief review of some of the fundamental concepts and ideas related to it
that has been proposed in the existing literature. As discussed earlier, infor-
mation assimilation is different from information fusion in that the former
brings the notion of contextual information and past experience. In this
chapter, we present the past works related to information fusion, and we
also discuss how information assimilation can be performed by integrating
into information fusion process the various properties of the information
obtained from different sources.
A significant amount of work has been done by multimedia (including
computer vision) researchers in the context of video surveillance, such as
for face detection [87, 38], moving object detection [44], object tracking [19],
object classification [24], [44], human behavior analysis [61], people counting
[91], and abandoned object detection [76, 74]. Valera and Velastin [83] have
recently presented a survey on the state of the art of surveillance systems.
A few works have also been reported for the surveillance using audio.
The examples of various audio events detected in the past include glass
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breaks, explosions or door alarms [27], talking person, falling chair [25],
impulsive gun shots [23], human’s coughing in the office environment [34]
and the working of an air-conditioner [56].
This thesis does not aim to review the works which are specific to video
surveillance or audio surveillance. Since the focus of thesis is on surveillance
using multiple media, we provide in this chapter a literature survey of the
works which include more than one medium.
This chapter is organized as follows. In section 2.1, we first present a
broad categorization (Probabilistic and Non-probabilistic methods) of tradi-
tional multimodal information fusion techniques; and then, we describe the
past works related to multimodal information fusion at different levels such
as feature-level (early fusion) and decision-level (late fusion). Section 2.2
describes the use of agreement/disagreement information in the past works,
and section 2.3 elaborates on how the confidence information has been used
in multisensor systems. The past works related to using contextual infor-
mation is described in section 2.4. Finally, we present the past approaches
for optimal subset selection of streams in section 2.5.
2.1 Multi-modal Information Fusion Methods
Multimodal information fusion refers to combining information from multi-
ple modes. The information could be sensory (such as from audio and/or
video sensors) or non-sensory (such as from world wide web and/or database
etc). In general, the integration of different modes of information can
be achieved at two levels [33] - Feature-level fusion (or early fusion) and
Decision-level fusion (or late fusion) as shown in figure 2.1. In early fusion,
the features (Feature1 to Featuren) extracted from sensor data are first





















Figure 2.1: Fusion strategies: (a) Early fusion (b) Late fusion
provide the decision about an event. On the other hand, in late fusion, the
event detectors (ED1 to EDn) first provide the local decisions that are ob-
tained based on individual features (Feature1 to Featuren); and then these
local decisions are combined to make a global decision.
The following subsections are organized as follows. In subsection 2.1.1,
we first present various traditional fusion strategies reported in literature;
and then in subsections 2.1.2 and 2.1.3, we describe how these fusion strate-
gies have been adopted by researchers for a variety of applications at feature
level and decision level, respectively.
2.1.1 Traditional information fusion techniques
Information fusion is a well developed research area. In context of multi-
media also, the researchers have used various fusion methodologies. Luo et
al. [54] provided a classification of sensor fusion methods as shown in figure
2.2. Their proposed classification is valid except that there could be some
overlap in different categories. For example, the classification methods such
as Hidden Markov model, Gaussian mixture model etc can also be put into
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Figure 2.2: A classification of sensor fusion methods proposed by Luo et al.
[54]
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Figure 2.3: Our proposed classification of sensor fusion methods
Organizing Maps adopts the principle of neural networks. Also, Bayesian
inference method can be used for classification.
In order to remove these ambiguities in this classification, we propose a
new classification by grouping the sensor fusion methods into the following
two broad categorizes (as shown in figure 2.3):
• Probabilistic fusion methods
• Non-probabilistic fusion methods
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Probabilistic fusion methods
The probabilistic fusion methods are based on first learning the joint dis-
tributions of data and then inferring from it the posterior probability of
a hypothesis being true. The commonly used methods in this group are:
Bayesian inference method, Dynamic Bayesian Networks, Dempster-Shafer
method, Information theoretic models and Non-parametric methods. We
briefly introduce these methods in the subsequent paragraphs.
Bayesian inference methods are often referred as the ‘classical’ or ‘canon-
ical’ sensor fusion methods because not only are they the most widely used,
but also they are the basis of, or the starting points for, many new methods
[33]. Bayesian inference method quantitatively computes the joint probabil-
ity (by using the product rule) that the observations obtained from multiple
sensors can be attributed to a given assumed hypothesis but it lacks in
ability to handle mutually exclusive hypotheses and general uncertainty.
Dynamic Bayesian Networks (DBN) are directed graphical models of
stochastic processes in which the hidden states are represented in terms of
individual variables or factors. A DBN is specified by a directed acyclic
graph, which represents the conditional independence assumption and the
conditional probability distributions of each node [45]. With the DBN rep-
resentation, the classification of the decision fusion models can be seen in
terms of independence assumptions of the transition probabilities and of the
conditional likelihood of the observed and hidden nodes. A variation of Dy-
namic Bayesian Networks is the probabilistic generative model that ensures
the Bayes optimality and utilizes the temporal dynamics while maintaining
the optimality properties [35]. The various formalization of graphical models
include Hidden Markov Models (HMM), Gaussian Mixture Models (GMM)
and Cross-modal Factor Analysis (CFA).
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The Dempster-Shafer method generalizes Bayesian theory to relax the
Bayesian method’s restriction on mutually exclusive hypotheses, so that it
is able to assign evidence to the unions of hypotheses [88].
Information theoretic methods are based on computing mutual informa-
tion and entropy between sensor data. Mutual information quantifies the
information that two random variables convey about each other [29]. Mu-
tual information between two data sources is computed by assuming them
to jointly follow the Gaussian distribution [36]. Entropy based model con-
structs an exponential function that fuses multiple features to approximate
the posterior probability of an hypothesis given the data [37].
In contrast to above probabilistic methods, which assume the multimodal
data to locally and jointly follow any specific distribution (usually Gaus-
sian), the Non-parametric probabilistic methods do not assume any specific
distribution in combining of data and statistically estimate the parameters
[29].
Non-probabilistic fusion methods
Non-probabilistic methods use the absolute data (feature or decision) values
for combining them. The common used methods in this category include
Majority voting, Linear weighted sum, Kalman filter, Neural networks meth-
ods, and Fuzzy methods. They are briefly described as follows.
Majority voting sensor fusion imitates voting as a means for human
decision-making. It combines detection and classification declarations from
multiple sensors by treating each sensors declaration as a vote, and the vot-
ing process may use majority, plurality, or decision-tree rules ([49] Chapter
7).
A variation of majority voting method is the Linear weighted sum method,
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which uses a linear combination fusion strategy by assigning the normalized
weights to different sensor data streams [86]. This method has widely been
adopted in multimedia analysis research. In contrast to a weighted average,
Kalman filter is predominantly preferred because it provides better estimates
for the fused data that are optimal in a statistical sense [54].
Neural networks methods consist of a network of nodes. The input nodes
accept sensors output data, and the output nodes show sensor fusion results.
The input nodes are connected to output nodes via interconnecting data
paths. The weights along these data paths decide the input-output mapping
behavior, and they can be adjusted to achieve desired behavior. This weight-
adjusting process is called training, which is realized by using a large number
of input-output pairs as examples [15]. A formalization of Neural networks
method is Self Organizing Maps [31].
Fuzzy logic methods accommodate imprecise states and variables. It
provides tools to deal with observations that is not easily separated into
discrete segments and is difficult to model with conventional mathematical
or rule-based schemes [88].
Other non-probabilistic statistical methods such as Max rule and Min
rule approximate the fused value based on maximum and minimum of the
sensor data values, respectively. Since these methods are biased towards
maximum or minimum of the data and do not represent the true fused
value, hence are usually not applicable.
After the brief introduction of traditional sensor fusion methods, in the
next two subsections, we describe how these fusion approaches have been
adopted by the researchers at feature-level and at decision-level.
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2.1.2 Feature-level multi-modal fusion
Researchers have used early fusion strategy to perform the audio-visual fu-
sion for solving diverse problems including speech processing [35] and recog-
nition [58], monologue detection [62, 40], audio-video localization [36, 29, 52]
and speaker tracking [70, 20].
Hershey et al. [35] proposed to use a probabilistic generative model to
combine audio and video by learning the dependencies between the noisy
speech signal from a single microphone and the fine-scale appearance and
location of the lips during speech. In the other work, Hershey and Movel-
lan [36] obtained generic measures of ‘audio-visual synchrony’ by defining
random variables related to the audio and video signals, and then evaluates
the correlation or mutual information (MI) relationships between those ran-
dom variables. In both the works, the authors assume that audio and video
signals are individually and jointly Gaussian random variables.
Nock et al. [62] extended the approach proposed in [36] for monologue
detection by relaxing the single Gaussian assumption and allowing the audio
and video signals to be locally Gaussian. They introduced two techniques
as VQ-based MI and Gaussian-based MI respectively. With either scheme,
the face amongst a set of possibilities that is deemed to have produced a
given audio sequence provides the highest mutual information score.
In contrast to the above approaches, where audio and video are assumed
to locally and jointly follow Gaussian distribution, Fisher-III et al. [29]
presented a non-parametric approach to learn the joint distribution of audio
and visual features. They estimated a linear projection onto low-dimensional
subspaces to maximize the mutual information between the mapped random
variables. The approach is used for audio-video localization.
Nefian et al. [58] used the statistical property of coupled Hidden Markov
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Model (HMM) to model the state asynchrony of the audio and visual obser-
vation sequences while preserving their correlation over time. The approach
is used for speech recognition. Iyengar et al. [40] adopted a weighted linear
sum fusion approach for monologue detection using face, speech and the
synchrony score between them. Later, the authors extended their approach
for semantic concept detection and annotation in video [41]. Li et al. [52]
investigates different cross-modal association methods using the linear cor-
relation model, and present a method called Cross-modal Factor Analysis
(CFA) that uses the cross-modal association. They show its applicability to
information retrieval and to detect talking heads.
Audio-visual modalities have also been used for speaker tracking. Perez
et al. [70] presented a method that fuses 2-D object shape and audio infor-
mation via importance filters. They used audio information to generate an
importance sampling function, which guides the random search process of
particle filter towards regions of the configuration space likely to contain the
true configuration (a speaker). Checka et al. [20] formulates the multiple
person tracking problem using a state estimation framework. They applied
a particle filter with audio and video state components, and derive obser-
vation likelihoods based on both audio and video measurements. The state
includes the number of people present, their positions, and whether each
person is talking.
Other approaches which adopted feature-level audio-video fusion ap-
proach include Beal et al. [10] for object tracking, Wang et al. [84] for
face tracking, Wang et al. [86] for face detection and activity monitoring.
A summary of all the fusion approaches adopted at different levels is given
in Table 2.1.
It is observed that only the works [36], [29], [62], [58], [52], [10] and [84]
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utilized the feature-level correlation among multiple modalities in different
forms such as mutual information and cross-correlation coefficient. The
other works [35], [40], [41], [70], [20] and [86] did not make explicit use of
the feature-level correlation among different modalities.
In addition to the video and audio, other modalities such as closed-
caption text, external metadata have also been used for several applica-
tions such as video indexing and the content analysis for team sports video.
Babaguchi et al. [8] present a method for event based indexing of sports
video using inter-modal collaborations. In [9], they extended it for highlight
extraction based on sound cues and gamestats (from some websites).
Chaisorn et al. [18] also presented a HMM-based multi-modal approach
for news video story segmentation by using a combination of features include
visual-based features such as color, object-based features such as face, video-
text, temporal features such as audio and motion, and semantic feature such
as cue-phrases.
The fusion strategies adopted by Babaguchi et al. [8] and Chaisorn
et al. [18] are suitable in the context of news and sports video analysis.
However, they do not follow any formal model of fusion which is essential
for assimilating sensor information in multimedia surveillance systems.
Gandetto et al. [31] presented an architecture for multisensor data fu-
sion in the context of Ambient Intelligence (AmI). The proposed system
integrated an heterogeneous network of sensors with CCD cameras and com-
putational units working together in a LAN. A Self Organizing Map (SOM)
based method is used to classify the events into different categories.
Wu [88] proposed to use Dempster-Shafer theory for sensor fusion in
the context of context-aware computing, and also discussed the relationship
between classical Bayesian method and Dempster-Shafer theory.
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In the following subsection, we describe decision-level fusion approaches
that has been reported in literature.
2.1.3 Decision-level multi-modal fusion
Several conventional information fusion methods have been used to perform
fusion at decision-level with the basic assumption of independence among in-
formation sources [72]. Such an assumption does not hold for the real world
data fusion applications, for example, in the assimilation of streams in mul-
timedia surveillance systems where we obtain correlated decisions based on
data captured from different sensors. It necessitates the use of more so-
phisticated algorithms which take into consideration of how the decisions
obtained based on various streams co-vary with each other. In the subse-
quent paragraphs, we restrict our discussion to the methods for fusion of
correlated decisions.
Chair and Varshney [17] established an optimal fusion rule with the as-
sumption that each local sensor made a predetermined decision and each
observation was independent. Kam et al. [48] generalizes their solution for
fusing the correlated local decisions. The major drawback of their methods
is the requirement of the knowledge of a priori probabilities and the proba-
bilities of a miss and detection of each local sensor that are not readily avail-
able in practice. Chen and Ansari [21] derived another form of the maximum
posterior probability (MAP)-based optimal fusion rule. In their algorithm,
they express the log-likelihood ratio function as a linear combination of ra-
tios of conditional probabilities and local decisions. The estimations of the
conditional probabilities are adapted by reinforcement learning. O’Brien
[63] presented a method for fusion of correlated probabilities where each
probability value corresponds to a local decision. The author incorporates
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the correlation between the decisions by assuming conditional independence
between some function of individual probabilities. However, the basis on
which the author choose this function is not obvious. Rao and Whyte [72]
also proposed a Bayesian inference method for identification of target object
in decentralized multisensor system. Our Bayesian formulation is similar to
[72], however, we have also incorporated the agreement/disagreement infor-
mation among and the confidence in sensors.
From the multimedia point of view, decision fusion based audio-visual
observations is applied for digit recognition by Meyer et al. [57]. The au-
thors have, however, assumed the conditional independence of audio and
visual features to multiply the a posteriori probabilities for the audio and
visual data streams. Hsu et al. [37] used a Maximum Entropy model that
constructs an linear exponential function that fuses multiple local binary
decisions (derived based on various media streams) to approximate the pos-
terior probability of an event. They used raw multi-modal features like
Anchor face, Commercial, Pitch jump, Significant pause, Speech segments
and rapidity etc for the purpose of story segmentation in news videos. Neti
et al. [59] presented an audio-visual approach for multimedia indexing and
human-computer interaction. They employed a linear weighted sum fusion
strategy to combine the decisions obtained based on different audio-visual
cues. Stauffer [78] presented an audio-visual based method for the automatic
clustering and for learning the salient temporal relationship between audio
and visual events by introducing a concept of casual link analysis between
the events (i.e. at decision level). However, the focus of this work is away
from fusion.
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Table 2.1: A summary of multi-modal fusion methods
The work Level of Measure of Fusion method
fusion correlation used
Hershey et al. [35] - Probabilistic generative
model
Hershey and Movellan [36], Feature Mutual Probabilistic generative
model
Nock et al. [62] information
Beal et al. [10] Cross Probabilistic generative
correlation model
Fisher-III et al. [29] Feature Mutual Non-parametric model
information
Nefian et al. [58] Feature Cross Hidden Markov Model
correlation
Iyenger et al. [40], [41] Feature - Linear Weighted Sum
Wang et al. [86]
Li et al. [52] Feature Cross Cross-modal
correlation factor analysis
Perez et al. [70], Feature - Probabilistic model
Checka et al. [20] (Particle Filter)
Stauffer [78] Decision Casual link analysis No formal fusion
Wang et al. [84] Feature Cross Kalman filter
correlation
Babaguchi et al. [8], [9] Feature - No formal fusion
Chaisorn et al. [18] Feature - Hidden Markov Model
Gandetto et al. [31] Feature - Self organizing maps
Wu [88] Feature - Dempster-Shafer theory
Chair and Varshney [17] Decision - Bayesian inference model
Kam et al. [48] Decision Cross Bayesian inference model
Chen and Ansari [21] Correlation
O’Brien [63] Decision - Bayesian inference model
Meyer et al. [57]
Hsu et al. [37] Decision - Maximum entropy model
Neti et al. [59] Decision - Linear weighted sum
Rao and Whyte [72] Decision - Bayesian inference model
Feng et al. [28] Both - Support Vector Machine
Wu et al. [89] Both Cross$ Linear weighted sum
correlation





Our approach Both∗ correlation Bayesian inference model
and Agreement
coefficient!
‘-’ Indicates that the authors have not explicitly used the measure of correlation.
∗The proposed approach employs early (feature level) assimilation at intra-media stream level and
late (decision level) assimilation strategy at inter-media stream level.
$ The cross-correlation between features at both intra-media stream level as well as inter-media
stream level.
!The cross-correlation and the agreement coefficient are used as a measure of correlation at intra-
media stream level and at inter-media stream level, respectively.
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2.1.4 The hybrid approach for assimilation
The feature-level fusion approaches described in section 2.1.2 have demon-
strated that the multimedia researchers have widely used them for various
applications. However, the feature-level fusion of information has certain
limitations. In a multimedia surveillance environment, where several differ-
ent types of sensors are used, the number of modalities significantly increases
and consequently it becomes difficult to learn the cross-correlation among
them. On the other hand, the decision-level fusion approach fails to utilize
the feature-level correlation among the different modalities (e.g. color, edge
etc.) of the same medium (e.g. image). Therefore a multi-level (or hybrid)
approach, in which fusion takes place at feature as well as decision level,
may be more appropriate.
Wu et al. [89] proposed a two-step fusion approach. The first step finds
statistically independent modalities from raw features (feature level fusion).
In the second step, we use super-kernel fusion to determine the optimal
combination of individual modalities (decision level fusion). The authors
have carefully analyzed the tradeoffs between three design factors that affect
fusion performance: modality independence, curse of dimensionality, and
fusion-model complexity. They demonstrated the utility of their scheme for
image classification and video concept detection.
Feng et al. [28] proposed a bootstrapping framework for the annotation
and retrieval of WWW images. In this work, the authors have adopted a
co-training approach to annotate a large set of unlabeled samples using two
orthogonal classifiers - one based on text, and the other on visual content fea-
tures. In the co-training approach, two orthogonal classifiers independently
confirm the quality of newly annotated samples based on their confidence
level, and learn from each other’s results.
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Xu and Chua [90] proposed a layered framework to fuse the audio-visual
features with the external knowledge such as match reports and game logs
in order to detect events in team sports video. They first used hierarchical
HMM for audio-visual event detection (feature-level fusion), and then com-
bined the processed information from text sources with audio-visual infor-
mation based on time-alignment (decision-level fusion). They adopted three
different fusion schemes at decision level - Rule-based, Linear weighted sum
(they call it ‘agreegation’), and Bayesian inference. The authors provided
a comparison of different fusion strategies and found that different fusion
strategies are good under different conditions.
This thesis also adopts a hybrid approach in terms of level at which the
assimilation takes place. We employ early (feature level) assimilation as well
as late (decision level) assimilation strategy. We perform the feature-level
assimilation only at the intra-media stream level and the decision-level as-
similation approach at inter-media stream level. Since each media stream
provides various features (such as blob’s location and area in case of a video
stream), their assimilation is performed locally for each media stream to
obtain a local decision. Once all the local decisions are available, a global
decision is derived by assimilating the local decisions incorporating their
agreement and confidence information. The late assimilation strategy has
an advantage over early assimilation in that the former offers scalability
(i.e. graceful upgradation or degradation) in terms of media streams used
in the assimilation process [5]. Note that, in late assimilation, we con-
sider the media streams to be “decision-wise correlated”. The decision-wise
correlation refers to how the decisions obtained based on different media
streams co-vary with each other. Our approach is different from Wu et al.
[89] and Xu and Chua [90] in that we utilize the agreement/disagreement
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information of streams instead of cross-correlation between the features of
various heterogeneous streams. Feng et al. [28] also did not utilize the
agreement/disagreement information.
2.1.5 Use of non audio-visual sensors for surveillance
There are few works which have demonstrated the use of sensors other than
video and audio. Pavlidis and Faltesek [67] used bio-chemical sensors and
video camera to propose a security system against bio-chemical attacks. In
[68], Pavlidis et al. discussed about thermal near infrared solution for auto-
matically counting the vehicle occupants. Cande et al. [16] proposed to use
CMOS imagers for the detection and tracking of moving objects. Foresti and
Snidaro [30] used infrared cameras and color cameras to build a distributed
sensor network for video surveillance for outdoor environments. They em-
ployed a linear fusion for combining the trajectory information about ob-
jects. Peralta and Peralta [69] presented a Perimeter Intruder Detection
System (PIDS) for surveillance of risky environments such as swimming
pools. They used infrared sensor-emitter and detectors units driven by the
micro-controllers. Recently, Prati et al. [71] also presented a multisensor
surveillance system consisting of video cameras and passive infra-red sensors
(PIR). Their proposed system helps in better object/person tracking.
However, all the works (except [30]) described above have not formally
elaborated on the issue of fusion of data obtained from these heterogeneous
sensors.
2.2 Use of Agreement/Disagreement Information
Our work is different from the works cited above in following aspects (Refer
to Table 2.2). We explicitly compute and utilize the correlation informa-
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tion (we call it the “agreement coefficient”) among the streams at decision-
level. The agreement coefficient among streams is computed based on how
concurring or contradictory evidences they provide. Intuitively, higher the
agreement among the streams, more would be the confidence in the global
decision, and vice versa [73]. The various forms of correlation coefficients
that have been used for diverse applications are based on content-wise de-
pendency between the sources, hence are not suitable in our case. Pear-
son’s correlation coefficient has been widely used as a measure of correlation
among streams at feature-level, but like Lin’s concordance correlation coeffi-
cient [53] and Kappa coefficient for the measure of agreement [13], it cannot
be used in our case since it is evaluated to zero when the covariance among
the observations is zero. In our case, if the decisions obtained on any two
streams are similar, the agreement coefficient between the two should be
high; however, using the existing measures of correlation, the covariance be-
tween the decisions obtained based on the two streams is evaluated to zero.
Hence, these measures of correlation are unsuitable in our case. Therefore,
the proposed framework models the agreement coefficient and its evolution
based on the accumulated past history of how agreeing or disagreeing the
media streams have been in their decisions [4]. That is how we use the past
experience in our proposed information assimilation framework.
2.3 Use of Confidence Information
As shown in Table 2.2, most of the past works in multimodal fusion literature
do not consider the notion of having confidences in the different modalities.
We incorporate the stream’s confidence information.
The confidence has also been used in the context of data management
in sensor networks by Tatbul et al. [80]. Tavakoli et al. [81] also proposed
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a method for event detection that uses historical and spatial information in
clusters in order to determine a confidence level that warrants a detection
report with high confidence. Similar to Tatbul et al. [80], we compute the
confidence in a stream based on how it has helped in making the accurate
decisions in the past. However, the works at [80] and [81] did not elabo-
rate on how the confidence value is used in the integration of information.
Moreover, we also propose a method to fuse the confidence in a group of
streams.
In the context of multimedia, Feng et al. [28] utilized the confidence
information for the different event detectors for annotating and retrieving
WWW images. In this work, however, the authors have shown the use of
confidence information only for the two detectors; while in our framework,
it is generalized to any number of media streams. Also, the notion of fusion
of confidences has not been used by Feng et al. [28].
To integrate confidence into the assimilation process, we use consensus
theory. Consensus theory provides a notion of combining the single proba-
bility distributions based on their weights [11]. In our case, we essentially do
the same by assigning weights to different media streams based on their con-
fidence information. If we have more confidence in a media stream, a higher
weight is given to it. Several consensus rules have been proposed, however
the most commonly used consensus rules are - linear opinion pool(LOP)
and logarithmic opinion pool (LOGP). In linear opinion pool, non-negative
weights are associated with the sources to quantitatively express the “good-
ness” of each source. The logarithmic opinion pool treats data sources to be
independent and is equivalent to the Bayesian combination if the weights
are equal. We use logarithmic opinion pool since it satisfies the assumption
of conditional (content-wise) independence among media streams which is
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Table 2.2: Usage of agreement coefficient and confidence information
The work Use of Use of Fusion of Fusion of
Agreement Confidence Agreement Confidence
coefficient information coefficient information
The works listed
in Table 2.1 No No No No
except Feng et al. [28]
Feng et al. [28] No Yes No No
Tavakoli et al. [81] No Yes No No
Tatbul et al. [80] No Yes No No
Siegel and Wu [73] No Yes No Dempster-Shafer
theory of evidence
Our approach Yes Yes Yes Bayesian formulation
essential to assimilation. The details are provided in Chapter 3.
Recently, Siegel and Wu [73] has also pointed out the importance of
considering the confidence in sensor fusion. The authors have used the
Dempster-Shafer (D-S) ‘theory of evidence’ to fuse the confidences. In con-
trast, we propose a model for confidence fusion by using a Bayesian formu-
lation because it is both simple and computationally efficient [72].
2.4 Use of Contextual Information
The idea of ‘context’ has been primarily used in the areas of context-aware
computing [88], knowledge-based systems [14, 82], and multimedia [85, 43,
77].
Wu [88] presented a context classification using human-centered ap-
proach, and decomposed context to the extent that it can be represented in
a format of numerical values, string decompositions or indices.
Bremond and Thonnat [14] also provided a different classification pri-
marily based on four types of information: scene environment, image acqui-
sition, derived temporal, and user request. However, a formal definition of
context is not provided by authors in [14] and [88].
Teriyan and Puuronen [82] introduced a formal model to represent con-
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text. They used semantic meta network to represent context at multiple
levels. Although their model is well formulated, it is more applicable to
knowledge-based systems.
Jasinschi et al. [43] presented a layered probabilistic framework that inte-
grates the multimedia content and context information. Within each layer
the representation of content and context is based on Bayesian networks,
and hierarchical priors provide the connection between the two layers. They
applied the framework for an end-to-end system called Video Scout that se-
lects, indexes, and stores TV program segments based on topic classification.
Their work also does not formalize the context.
Sridharan et al. [77] introduced a formalization of ‘context’. Their formal
model to represent ‘context’ is also based on using semantic-nets. They
define context as the union of semantic-nets, each of which can specify a
fact about the environment. The inter-relationships amongst the various
aspects (e.g. the user, the environment, the allowable interactions etc) of
the system is used to define overall system context.
Similar to [85], we have used ‘context’ in terms of the environment infor-
mation and the sensor information. The environment information consists
of the geometry of the space under surveillance, the sensor information is
related to their location and orientation. However, this thesis does not focus
on the formalization of context.
2.5 Optimal Sensor Subset Selection
In the past, the optimal sensor selection problem has been widely studied
in the context of discrete-event systems and failure diagnosis. The pro-
posed approaches include an optimal measurement subsystem strategy [65],
a Markovian decision strategy [26] and a formal method [46].
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Table 2.3: A summary of approaches used for optimal sensor subset selection
Confidence Cost
The work based based Remarks
selection selection
Oshman [65] No No Static subset selection
Uniform cost of all sensors
Debouk et al. [26] No Yes unsuitable for heterogeneous
sensor systems
Jiang et al. [46] No No No tradeoff based on the cost of
and the confidence in sensors
Lam et al. [51] Accuracy No Unsuitable for heterogeneous
based sensor systems
Pahalawatta et al. [66] No Energy Main focus on energy consumption
Isler and Bajcsy [39] No No No tradeoff based on the cost of
and the confidence in sensors
Dynamic programming based method
Our approach Yes Yes which offers a tradeoff based on the
cost of and the confidence in sensors
Oshman [65] proposed an optimal measurement subsystem strategy for
discrete-time state estimators. At each sensor selection epoch, a measure-
ment subsystem is selected, which contributes the largest amount of infor-
mation along the principal state space direction. The method has a limita-
tion that the a priori information about the sensors in a subsystem must
be known. We overcome this limitation by dynamically forming such sub-
systems (we shall refer to them as ‘subsets’) during the execution of the
algorithm. Moreover, this method does not consider the cost of the subsys-
tems and the confidence, as incorporated in our framework.
Debouk et al. [26] formulated the optimization problem as a Markovian
decision problem (MDP) with the objective to identify instances where it
is possible to explicitly determine optimal strategies. The sequence of tests
is applied to identify the least costly sensor combination that satisfies a set
of system properties (such as diagnosability) with the minimum expected
number of tests. The method works under the specified assumptions which
are over-constrained. For instance, the authors assume an uniform cost for
all sensors which is impractical in a multimedia environment where differ-
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ent types of media are employed. This work also does not integrate the
confidence in sensors, which our proposed framework does.
Jiang et al. [46] presented a formal method for optimal sensor selec-
tion for discrete event systems with partial observation. The sensor subset
(or observation mask) that qualifies for selection must follow the desired
formal properties such as (co-)observability, or normality (for control), the
state-observability (for state-estimation), and the diagnosability (for failure
diagnosis) under partial observation etc. However, this method does not
consider the cost of obtaining a subset of sensors, and the system designer’s
confidence in this subset while attempting to locate the optimal observation
mask.
A sensor selection method for the execution of continuous probabilistic
queries has also been proposed by Lam et al. [51]. This method meets
the accuracy requirement by selecting the set of sensors which are highly
correlated. The correlation is computed assuming that all the sensors are of
same type. Therefore, their method is not suitable for a set of heterogeneous
sensors. Also, they do not explicitly consider the cost of each sensor.
In the context of wireless sensor networks, Pahalawatta et al. [66] pro-
posed to solve the problem of optimal sensor selection by maximizing the
information utility gained from a set of sensors subject to a constraint on the
average energy consumption in the network. However, their method does
not consider the confidence in sensors. Moreover, our framework also takes
into account of the processing cost of sensor data.
Recently, Isler and Bajcsy [39] proposed a generic sensor model where
the measurements can be interpreted as polygonal, convex subsets of the
plane. They used an approximation algorithm so as to minimize the error
in estimating the position of a target. However, this work also does not
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explicitly have a notion of the cost of using streams and the confidences in
them.
A summary of the methods for optimal subset sensor selection is pre-
sented in Table 2.3. In contrast to all the solutions described above, our
proposed work is different in that our framework provides a tradeoff between
the extent to which the goal is achieved, the confidence in the streams and
the cost of using streams. In addition, our method also provide a flexibility





In this chapter, we describe the proposed framework for information assim-
ilation and focus on two issues - ‘when’ and ‘how’ to assimilate the infor-
mation obtained from different sources. The details of how the framework
addresses the third issue (i.e. ‘what’ to assimilate) will be described in Chap-
ter 4. This chapter begins with the problem formulation in section 3.1. In
section 3.2, we provide a overview of the proposed information assimilation
framework for event detection in multimedia surveillance and monitoring
systems. Section 3.3 elaborates on the issue of timeline-based event detec-
tion. We describe the hierarchical probabilistic method used for information
assimilation in section 3.4. Finally, in section 3.5, we present simulation re-
sults to demonstrate the utility of considering agreement coefficient in the
assimilation process.
3.1 Problem Formulation
We use the following model of computation:
M1 S is a multimedia surveillance and monitoring system designed for de-
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tecting a set E of NE number of events, and it consists of n hetero-
geneous sensors that capture data from the environment. Let Mn =
{M1, M2, . . . ,Mn} be the media streams obtained from n sensors.
M2 For 1 ≤ i ≤ n, let ti be theminimum time interval in which the decision
about an event are obtained based on stream Mi. This minimum time
interval includes the amount of time in which the data is captured
from the sensor device and in which it is processed.
M3 For 1 ≤ i ≤ n, let 0 < pi < 1 be the probability of occurrence of an
event based on individual ith media stream. The pi is determined by
first extracting the features from media stream i and then by employ-
ing an event detector (e.g. a trained classifier) on them. Also, let PΦ
be the ‘fused probability’ of occurrence of the event based on a subset
Φ ∈ P(Mn) of media streams. The ‘fused probability’ is the over-
all probability of occurrence of the event based on a group of media
streams [1].
M4 For 1 ≤ i ≤ n, ci, let be the cost per unit time of using stream i.
Also, Cn =
∑n
i=1 ci be the total cost. The cost of a stream usually
includes the installation cost of sensor device, its operating cost and
the processing cost of stream. In our case, we determine the cost of
streams based on their processing time.
M5 For 1 ≤ i ≤ n, let 0.5 < fi < 1 be the system designer’s confidence in
the ith stream. The confidence in a stream is learned by experimentally
determining its accuracy. More the accurate results we obtain based
on a stream, more the confidence we would have in it.
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We make the following assumptions:
A1 All sensing devices capture the same environment (but optionally, the
different aspects of the environment) and provide correlated observa-
tions.
A2 The system designer’s confidence level in each of the media streams is
at least 0.5. This assumption is reasonable since it is not useful to
employ a media device which is found to be inaccurate more than half
of the time.
A3 The fused probability of the occurrence of event and the overall con-
fidence increase monotonically as the more concurring evidences are
obtained from the streams.
A4 Though the minimum detection time interval could be different for dif-
ferent events when detected based on different streams, we assume it
to be the same for all the events. Relaxing this assumption is an open
problem which is out of the scope of this thesis and will be explored
in future work.
A5 The system can detect multiple events and each event can be detected
by using a subset of total number of streams. Hence, there is a need
to select the best subset for a specific event.
The objective is to determine:
1. The overall probability PΦ of the occurrence of event based on subset
Φ ∈ P(Mn) of streams.
2. The time interval tw at which the overall probability should be com-
puted.
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3. The optimal subset Φ ∈ P(Mn) of streams under the specified con-
straints. We formulate three different problems referred to as the Mul-
timedia Selection (MS) ProblemsMaxGoal,MaxConf toMinCost
as follows:
Find the subset Φ ∈ P(Mn) that -
Problem MaxGoal : maximizes PΦ
subject to CΦ ≤ Cspec and FΦ ≥ Fspec.
Problem MaxConf : maximizes FΦ
subject to CΦ ≤ Cspec and PΦ ≥ Pspec.
Problem MinCost : minimizes CΦ
subject to FΦ ≥ Fspec and PΦ ≥ Pspec.
The notations used are:
PΦ is the fused probability of the occurrence of event when the
subset Φ of media streams is used by system S.
CΦ is the cost of using the subset Φ of streams.
FΦ is the overall confidence when the subset Φ of streams is used.
Pspec is the specified minimum fused probability of the occurrence
of event.
Cspec is the specified maximum overall cost. Note that CΦ ≤ Cn.
Fspec is the specified minimum overall confidence.
In this chapter, we focus on the solutions of issues (1) and (2) mentioned












































































Figure 3.1: A schematic overview of the hierarchical approach used in infor-
mation assimilation framework for the detection of an event Ek in a surveil-
lance system consisting of n sensors
3.2 Overview of the Framework
The proposed information assimilation framework [4] adopts a hierarchical
probabilistic approach in order to detect an event in a surveillance and
monitoring environment, and performs assimilation of information at three
different hierarchical levels - media stream level, atomic event level and
the compound event level. The work flow of the framework is depicted
in figure 3.1. The media streams obtained from n sensors are processed
using respective Media Stream Processors (MSP1 to MSPn). Each MSPi,
1 ≤ i ≤ n, is a set of media processing tools that extracts features from the
media stream Mi; for example, a blob detector extracts blobs from a video
stream. The features extracted from each media stream are stored in their
respective databases.
Let the system detect Na number of atomic events (given by e1, e2, . . . ,
eNa). The total number of sets containing two or more atomic events in
39








kth compound event Ek can be expressed as Ek = 〈e1, e2, . . . , er〉, where
2 ≤ r ≤ Na, 1 ≤ k ≤ Nc, Nc being the number of compound events which
can be detected by using the system. The total number NE of events (atomic
events as well as compound events) can be given by NE = Na +Nc.
A compound event Ek, which comprises of two or more atomic events oc-
curring together, is detected hierarchically in a bottom-up manner as shown
in figure 3.1. First, atomic events ej , 1 ≤ j ≤ r are detected using the rele-
vant media streams, and then these decisions are assimilated hierarchically
to obtain an overall decision for the compound event Ek, as will shortly be
described in section 3.4.
From the total number Na of atomic events that the system can detect,
the proposed framework identifies -
• The atomic events (e.g. person’s standing/walking/ running and per-
son’s talking/shouting) that cannot occur simultaneously.
• The atomic events (e.g. person’s walking) that can occur individually
as well as can occur together with some other atomic event (e.g. with
person’s shouting).
• The atomic events (such as person’s shouting) that cannot occur indi-
vidually and must occur together with some other atomic event (such
as with person’s standing/walking/running).
Next, the framework also identifies the types of streams based on which
these atomic events can be detected. Note that, for the identification of
atomic and compound events, and also for the identification of which atomic
event could be detected based which stream, the domain knowledge is pro-
vided externally.
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Table 3.1: All possible events in Example 3.1




4 Standing , Talking
5 Standing, Shouting





11 Standing, Talking, Door knocking
12 Standing, Shouting, Door knocking
To further illustrate it, we provide the following example.
Example 3.1 Let us consider a surveillance system that uses two types of
sensors - video and audio with the goal of detecting Na = 6 atomic events,
namely - person’s “standing”, “walking”, “running”, “talking”, “shouting”
and “door knocking”. In this case, as shown in Table 3.1, there could be
Nc = 9 compound events in which any r ≥ 2 atomic event(s) could occur. In
total, there could be NE = 12 events. The atomic events in this example can
be detected as follows - standing (V), walking (AV), running (AV), talking
(A), shouting (A), door knocking (A); where (A), (V) and (AV) denote
audio, video and audio-video streams, respectively.
3.3 Timeline-based Event Detection
As discussed earlier in section 1.1 of Chapter 1, the events occur over a
timeline. There are various issues related to timeline-based event detection
such as -
• To mark the start and end of an event over a timeline, there is a need
to obtain and process the data streams at certain time intervals [75].
This time interval, which is basically the minimum amount of time
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to confirm an event, could be different for different atomic/compound
events when detected using different data streams. Determining the
minimum time period to confirm different events is a research issue
which is out of scope of this thesis and will be explored in the future
work. In this dissertation, we assume this minimum time period to
be the same for all the atomic/compound events (Refer to assumption
A4 in section 3.1).
• Determining the minimum time period for a specific atomic event is
also critical. Ideally, it should be as small as possible since a smaller
value of it allows to detect the events at a finer granularity in time.
The minimum time period for a specific atomic event should be just
large enough to capture the data to confirm it. We learn its suitable
value through experiments.
• Since the information from different sources become available at differ-
ent time instances, when should it be assimilated is another research
issue. There could be several strategies to resolve this issue. We as-
similate the information at fixed time intervals tw. This time interval




i.e. by choosing the maximum of all the minimum time periods in
which various atomic events can be confirmed. Although this strat-
egy may not be the best, it is computationally less-expensive. Again,
exploring other strategies is an issue which will be considered in the
future.
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3.4 Hierarchical Probabilistic Assimilation
The proposed framework adopts a hierarchical probabilistic assimilation ap-
proach and performs assimilation of information obtained from diverse data
sources at three different levels - Media stream level, Atomic event level and
Compound event level. The details are as follows.
3.4.1 Media stream level assimilation
As shown in figure 3.1, the Event Detectors (EDji, 1 ≤ j ≤ r and 1 ≤ i ≤ n)
are employed to independently detect each atomic event ej based on the
respective features obtained from media streams Mi, 1 ≤ i ≤ n. At media
stream level, all the available features from a media stream are combined.
The event detectors make the decision about an atomic event based on
the combined features. Whenever required, they also utilize the contextual
information (environment information, in our case) such as the geometry
of the monitored space, location, orientation and the coverage space etc of
sensors. The event detectors provide their decisions in probabilities pj,i,
1 ≤ j ≤ r and 1 ≤ i ≤ n (Figure 3.1). The pj,i implies probability of the
occurrence of atomic event ej based on media stream Mi.
3.4.2 Atomic event level assimilation
At the next level, since the decisions about an atomic event ej , that are
obtained based on all the relevant media streams, may be similar or con-
tradictory; these decisions are assimilated using a Bayesian approach incor-
porating streams’ agreement/disagreement and confidence information. For
the atomic events ej , 1 ≤ j ≤ r, the framework follows the steps -
1. At any particular instant, all the streams are grouped into two subsets
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S1 and S2. S1 and S2 contain the streams based on which the event
detectors provide decision in favor and against the occurrence of the
atomic event, respectively. Precisely, the streams based on which the
system estimates the probability of the occurrence of event more than
0.50 are put in set S1 and the rest in set S2.
2. We also experimentally learn the confidence level fi of each streamMi,
1 ≤ i ≤ n by letting the system used only the stream Mi for detecting
an event. The confidence level is assigned to a stream based on how
it has helped in accurately detecting an event.
3. Using the streams in the two subsets S1 and S2, we compute overall
probabilities P (ej |S1) and P (e¯j |S2) of occurrence and non-occurrence
of the atomic event ej , respectively. The overall probabilities are com-
puted using a Bayesian assimilation approach which will be described
shortly. We also find the overall confidence FS1 and FS2 for the subsets
S1 and S2, respectively. The method of finding the overall confidence
in a group of streams will be described in section 3.4.2.
4. The weights to two subsets are assigned based on their respective
overall confidence values. If P (ej |S1).FS1 ≥ P (e¯j |S2).FS2 , it is con-
cluded that the atomic event ej has occurred with a probability pej =
P (ej |S1), else it did not occur with a probability pej = P (e¯j |S2).
We assume the media streams to be “content-wise” independent. This
assumption is reasonable since media streams may be of different types, and
may have different data formats and representations. However, since the
decision about the same atomic event is obtained based on all the streams,
we can assume them to be “decision-wise” correlated.
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We describe in the following paragraphs how the assimilation of decision-
wise correlated media streams takes place, and also how the agreement co-
efficient and confidence information about them are modeled.
Assimilation of correlated media streams
As shown in figure 3.1, the system outputs local decisions pj,i (also denoted
as P (ej |Mi)), 1 ≤ i ≤ n, 1 ≤ j ≤ r, about an atomic event ej . Along a time-
line, as these probabilistic decisions are available, we iteratively integrate all
the media streams using a Bayesian approach. The proposed approach al-
lows for incremental and iterative addition of new stream. Let P (ejt |M
i−1
t )
denote probability of the occurrence of atomic event ej at time t based on
media streams M1, M2, . . . , Mi−1. The updated probability P (ejt |M
i
t) (i.e.
the overall probability after assimilating the new streamMi,t at time instant











In the above equation, the term P (Mi,t|ejt) denotes the likelihood of occur-
rence of atomic event ejt based on i
th stream Mi,t at time t [1]. The term
P (ejt |M
i−1
t ) is posterior probability of occurrence of atomic event ejt based
on i− 1 streams and this term becomes prior when ith stream is integrated.
The term P (Mi,t|M
i−1
t ) serves as a normalization function to ensure that the
posterior probabilities sum to one over the occurrence and non-occurrence
of the atomic event ejt . The equation (3.2) can be re-written as follows:
P (ejt |M
i
t) = αiP (ejt |M
i−1
t )P (Mi,t|ejt) (3.3)
where, αi is a normalization factor.
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Equation (3.3) shows the assimilation using Bayesian approach under
the assumption that all the media streams have equal confidence levels and
zero agreement coefficient. In what follows, we relax this assumption and
integrate the agreement/disagreement and confidence information of media
streams in their assimilation.
The confidence in each media stream is computed by experimentally de-
termining its accuracy. To integrate the confidence into assimilation process,
we use consensus theory. Consensus theory provides a notion of combining
the single probability distributions based on their weights [11]. In our case,
we essentially do the same by assigning weights to different media streams
based on their confidence information. If we have more confidence in a me-
dia stream, a higher weight is given to it. Several consensus rules have been
proposed, however the most commonly used consensus rules are - linear
opinion pool (LOP) and logarithmic opinion pool (LOGP). In linear opinion
pool, non-negative weights are associated with the sources to quantitatively
express the “goodness” of each source. The rule is formulated as -




where, pi, 1 ≤ i ≤ n, are the individual probabilistic decisions; and w
′
i,





In logarithmic opinion pool, the data sources are treated to be indepen-
dent, and it formulation is similar to Bayesian formulation when the weights
are equal. Similar to linear opinion pool, in logarithmic opinion pool strat-
egy also, the weights are non-negative and they represent the sensors “good-
ness”. Since we adopt a Bayesian inference model in the assimilation process
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which assumes the (content-wise) independence among media streams, the
logarithmic opinion pool becomes more suitable for our assimilation model.
The logarithmic opinion pool rule is described as [32] -















1. We normalize it over the two aspects of an event - the occurrence and
non-occurrence of event. The formulation is shown as -










We use this formulation to develop the assimilation model which will be
described shortly.
The agreement coefficient between two media streams is used as a scal-
ing factor for the overall probability of occurrence of an event. The idea
is that higher the agreement coefficient between the two media streams,
higher would be the overall probability. We use this notion in the proposed
assimilation model.
The assimilation model that combines the probabilistic decisions based
on two sourcesMi−1 (i.e. a group of i−1 streams) andMi (i.e. an individual





(Pj,i−1)Fj,i−1 .(pj,i)fi .eγi + (1− Pj,i−1)Fi−1(1− pj,i)fi .e−γi
(3.8)
where, Pj,i = P (ejt |M
i
t) and Pj,i−1 = P (ejt |M
i−1
t ) are the probabilities of
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occurrence of atomic event ej using M
i and Mi−1, respectively, at time
instant t. pj,i = P (ejt |Mi,t) is probability of the occurrence of atomic event
ej based on only i
th stream at time instant t. Similarly, Fi−1 and fi (such
that Fi−1+fi = 1) are the confidence in M
i−1 and Mi, respectively. The
computation of confidence for a group of media streams will be described
shortly. The γi ∈ [−1, 1] is the agreement coefficient between two sources
Mi−1 and Mi. The limits −1 and 1 represent full disagreement and full
agreement, respectively, between the two sources. The modeling of γi is
described in subsequent paragraphs.
Modeling of the agreement coefficient
The correlation among the media streams refers to the measure of their
agreement or disagreement with each other. We call this measure of agree-
ment to be the “Agreement Coefficient” among the streams [3]. Let the
measure of agreement among the media streams at time t be represented by
a set Γ(t) which is expressed as:
Γ(t) = {γii′(t)} (3.9)
where, 1 ≤ i, i′ ≤ n and the term−1 ≤ γii′(t) ≤ 1 is the agreement coefficient
between the media streams Mi and Mi′ at time instant t.
The agreement coefficient γii′(t) between the media streams Mi and Mi′
at time instant t is computed by iteratively averaging the past agreement





[(1− 2× abs(pi(t)− pi′(t))) + γii′(t− 1)] (3.10)
where, pi(t) = P (ejt |Mi) and pi′(t) = P (ejt |Mi′) are the individual prob-
abilities of occurrence of atomic event ej based on media streams Mi and
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Mi′ , respectively, at time t ≥ 1; and γii′(0) = 1 − 2 × abs(pi(0) − pi′(0)).
In equation (3.10), the term (1 − 2 × abs(pi(t) − pi′(t)) denotes the agree-
ment/disagreement at the current instant t and the term γii′(t − 1) de-
notes the accumulated past agreement coefficient between the streams Mi
and Mi′ . These probabilities represent decisions about the atomic events.
Exactly same probabilities would imply full agreement (γii′ = 1) whereas
totally dissimilar probabilities would mean that the two streams fully con-
tradict each other (γii′ = −1). Note that any three media streams, in
agreeing/disagreeing with each other, do follow the commutativity rule.








where, γsi for 1 ≤ s ≤ i− 1, 1 < i ≤ n is the agreement coefficients between
the sth and ith media streams. The agreement fusion model given in equation
(3.11) is based on average-link clustering. In average-link clustering, we
consider the distance between one cluster and another cluster to be equal
to the average distance from any member of one cluster to any member of
the other cluster. In our case, a group Mi−1 of i − 1 media streams is one
cluster and we find the average distance of new ith media stream with this
cluster. Note that the fused agreement coefficient γi is used for combining
Mi with M
i−1 as described before in equation (3.8).
Confidence fusion
In the context of streams, the confidence in a stream is related to its accu-
racy. The higher the accuracy of a stream, higher the confidence we would
have in it. We compute the accuracy of a stream by determining how many
times an event is correctly detected based on it out of the total number of
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tries. Note that, in our case, the accuracy of a stream includes the measure-
ment accuracy of the sensor as well as the accuracy of the algorithm used
for processing the stream.
The confidence fusion refers to the process of finding the overall con-
fidence in a group of media streams where the individual media streams
have their own confidence level. If the two streams Mi and Mi′ have their
confidence levels fi and fi′ , respectively; what would our confidence be in a
group which contains both the streams? The intuitive answer to this ques-
tion would be that our overall confidence should increase as the number of
streams increases. Considering the confidence values as the probabilities,
we propose a Bayesian method to fuse the confidence levels in individual
streams. The overall confidence fii′ in a group of two media streamsMi and
Mi′ is computed as follows:
fii′ =
fi × fi′
fi × fi′ + (1− fi)× (1− fi′)
(3.12)
In the above formulation, we make two assumptions. First, we assume that
the system designer’s confidence level in each of the media streams is more
than 0.5. This assumption is reasonable since there is no use of employing a
sensor which is found to be inaccurate more than half of the time. Second,
although the media streams are correlated in their decisions; we assume that
they are mutually independent in terms of their confidence levels.
For n number of media streams, the overall confidence is iteratively com-
puted. Let Fi−1 be the overall confidence in a group of i − 1 streams. By
fusing the confidence fi of i
th stream with Fi−1, the overall confidence Fi in
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a group of i streams is computed as:
Fi =
Fi−1 × fi
Fi−1 × fi + (1− Fi−1)× (1− fi)
(3.13)
3.4.3 Compound event level assimilation
At the compound event level, the overall probability pEk of the occurrence of
compound event Ek is estimated by assimilating the probabilistic decisions









If pEk is found greater than the threshold Th, the system decides in favor
of the occurrence of compound event Ek, else it decides against it.
Since the atomic events are independent, the agreement coefficients among
them are considered as zero, and hence is not integrated into equation (3.14).
For example, atomic events e1 = “A person is walking in the corridor” and
e2 = “A person is shouting in the corridor” are essentially independent since
a person’s walking is completely independent of the person’s shouting. The
confidence information is also not integrated into this assimilation model
because the confidence is usually associated with media streams and not
with the atomic events.
3.5 Simulation Results
In this section, we present simulation results in order to show how agreement
coefficient between streams plays an important role in improving the overall
(fused) probability of detecting the event. Note that the experimental results
in greater details in a real surveillance setup will be provided in Chapter 5,
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section 5.2.
The synthetic data for simulation consists of 100 media streams, based
on each of which we are able to detect an arbitrary event with an uniform
probability. The simulation of the assimilation process is performed with
an objective to study the affect of agreement coefficient on overall fused
probability [1].
In figure 3.2, we show only up to 15 streams since after the assimila-
tion of 15 streams the fused probability is close to maximum in both cases
(figure3.2a-3.2b). To show how only agreement coefficient can affect the as-
similation, we assume that all the media streams are equi-probable of helping
detecting the event, and we also assume that there is uniform agreement co-
efficient among all the streams. The simulation is performed for two types of
stream sets. The streams within each set have uniform probabilities which
are 0.60 and 0.80 (figure 3.2a to 3.2b, respectively). For each set of streams,
these probabilities are assimilated sequentially (using equation (3.8)) with
the agreement coefficients 0.0, +0.5, +1.0.
We did not consider negative agreement coefficient for sake of simplic-
ity. Considering negative agreement coefficient would require streams to
follow the commutativity rule in agreeing or disagreeing with each other
(as discussed in section 3.4.2). Also, we restricted this simulation to study
only agreement coefficient and did not consider the confidence information.
However, the effect of considering confidence and agreement/disagreement
information on real data will be shown in Chapter 5.
Our observations from the graphs (in figure 3.2) are -
• From figure 3.2a, we observed that the system can attain the fused
probability close to maximum based on a few streams (lesser than 5)
with high agreement coefficients (+0.5 and +1.0). It is also observed
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Figure 3.2: Fused probability vs. Number of media streams (with uniform
probabilities (a) 0.60 (b) 0.80, for all streams)
that, with zero agreement coefficient, around 15 streams having mod-
erate probabilities can still help in detecting the event.
• As shown in figure 3.2b, if the streams having high individual proba-
bilities and high agreement coefficient are assimilated, even very few
streams can help in detecting the event. E.g. two streams with prob-
abilities 0.80 and agreement coefficient +1.0 are adequate in helping
detecting the event. Note that, more the number of streams, higher
would be the time taken to assimilate them and to make a decision.
• These results suggest that streams having higher individual probabil-
ities is better, but agreement coefficient also plays an important role
in improving the overall probability. This indicates that a few but the




Optimal Subset Selection of
Media Streams
In this chapter, we describe how the proposed framework addresses the is-
sue of ‘what to assimilate’ in order to accomplish a surveillance task. The
framework uses a dynamic programming based method for finding the op-
timal subset of streams in order to detect events in surveillance and moni-
toring systems. Note that, in the previous chapter, we elaborated on ‘when
to assimilate’ and ‘how to assimilate’ issues of the framework.
In section 3.1 of Chapter 3, we formulated three different MS problems
- MaxGoal, MaxConf and MinCost for finding the optimal subset of
streams under the specific constraints. In this chapter, we describe in detail
these problems with a focus on proving them to be NP-Complete problems
and also on providing dynamic programming based solutions to them for
finding the optimal subsets in pseudo-polynomial time.
This chapter is organized as follows. We first provide an introduction to
these problems in section 4.1. We then discuss the computational complex-
ities of these problems and prove them to be NP-Complete in section 4.2.
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Next, in section 4.3, we discuss the basis for developing solutions to three
MS problems. In section 4.4, we present the proposed dynamic program-
ming based methods to solve these three problems MaxGoal, MaxConf
andMinCost. We discuss the time and space complexities of the proposed
algorithms with a comparison to the brute-force approach in section 4.5.
Finally, in section 4.6, we supplement with simulation results to show the
utility of the proposed dynamic programming based method.
4.1 Introduction
To accomplish a task, which subset of media streams is the optimal one?
This question can be answered in many ways. The optimal subset may
be the one which maximizes the probability of achieving the system goal
subject to a certain level of confidence or the specified cost. The system
goal in our case is the detection of an event. Higher the probability of
the occurrence/non-occurrence of event we obtain, more is the chances that
the system goal is accomplished. The optimal subset may also be the one
which minimizes the cost subject to the specified extent to which the goal
is achieved with a certain level of confidence. The subset which maximizes
the overall confidence under a specified cost can also be considered as the
optimal subset - which is what we intend to determine. We thus study
the problem of optimal stream selection from the following three different
angles:
1. Maximizing the probability of the occurrence/non-occurrence of event
under the specified maximum cost and with a specified minimum con-
fidence.
2. Maximizing the confidence in the media streams used with a specified
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minimum probability of the occurrence/non-occurrence of event under
a specified maximum cost.
3. Minimizing the cost of using the media streams to attain a specified
minimum probability of the occurrence/non-occurrence of event with
a specified minimum confidence.
We reduce the 0-1 KNAPSACK problem [50] to the problem of opti-
mal media selection and use a dynamic programming approach to solve
it [2, 5]. In our problem, for each media stream, the probability of the
occurrence/non-occurrence of event based on it and the system designer’s
confidence level in it are analogous to the profit, while its cost is analogous
to the weight of a KNAPSACK problem. The fundamental difference is that
we fuse the probabilities and confidence levels using a Bayesian approach [1],
while the profits are simply added in the 0-1 KNAPSACK problem.
From a theoretical perspective, the problem is proven to be NP-Complete.
Thereafter, the proposed framework uses a dynamic programming approach
that finds the optimal subset of streams based on the above three criteria.
From an AI point of view, the solution we propose is heuristic-based, and
for each criterion, it utilizes a heuristic function which, for a given problem,
combines optimal solutions of small-sized sub-problems to yield a potential
near-optimal solution to the original problem. To achieve the latter, we
resort to a recent result proven in [64], where Oommen and Rueda showed
that the quality of a heuristic algorithm is determined by the accuracy of
the heuristic function it uses.
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4.2 Complexity of Computing Optimal Solutions
to the MS Problems
In this section, we prove using Theorem 4.2.1 that the MS Problems are
NP-Complete problems.
Theorem 4.2.1 The MS Problems are NP-Complete problems, whenever
the number of media streams n ≥ 2.
Proof : The three MS problems are the optimization problems. They
can be restated as decision problems in the following manner -
MaxGoal = {Does a subset Φ, based on which we obtain a fused probability
PΦ ≥ Pspec of the occurrence/non-occurrence of event, exist subject to the
overall confidence in it is atleast Fspec and the overall cost of using it is
atmost Cspec}
MaxConf = {Does a subset Φ, in which we have the overall confidence
FΦ ≥ Fspec, exist subject to the fused probability of the occurrence/non-
occurrence of event based on it is atleast Pspec and the overall cost of using
it is atmost Cspec}
MinCost = {Does a subset Φ, with overall cost CΦ ≥ Cspec, exist subject
to the fused probability of the occurrence/non-occurrence of event based on
it is atleast Pspec and the overall confidence in it is atleast Fspec}
The proof for this theorem is similar for all the three problems, Max-
Goal, MaxConf and MinCost. We consider the case of Problem Max-
Goal. To prove Problem MaxGoal to be NP-Complete problem, we pro-
vide Lemmas 4.2.2, 4.2.3 and 4.2.4 which together prove Theorem 4.2.1.
Lemma 4.2.2 The 0-1 KNAPSACK problem is reducible to problem Max-
Goal in polynomial time i.e. 0-1 KNAPSACK ≥Polynomial MaxGoal.
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Proof : We pick a known NP-Complete 0-1 KNAPSACK problem and define
an instance of it as a 5-tuple
〈Un,X,W, Xspec,Wspec〉
with a set Un = {ui}
n





i=1, specified minimum profit Xspec, knapsack capacity Wspec;
and with an objective of determining whether a subset Λ ⊆ Un of items
having overall profit XΛ ≥ Xspec exists under the constraint WΛ ≤ Wspec,
where WΛ is the total weight of items of subset Λ.
The corresponding instance of MaxGoal is defined by a 7-tuple
〈Mn,P,F,C, Pspec, Cspec, Fspec〉
with a set Mn = {Mi}
n
i=1 of n streams, the probabilities P = {pi}
n
i=1 of
the occurrence/non-occurrence of event based on individual streams, their
confidences F = {fi}
n
i=1, costs C = {ci}
n
i=1, minimum specified fused proba-
bility Pspec, maximum specified cost Cspec and minimum specified confidence
Fspec; and with an objective of determining whether a subset Φ ⊆ M
n of
streams, based on which we obtain the fused probability PΦ ≥ Pspec of the
occurrence/non-occurrence of event, exists under the constraints CΦ ≤ Cspec
and FΦ ≥ Fspec, where CΦ and FΦ are the total cost of using and the overall
confidence in subset Φ.
A transformation function Tr : K → Tr(K) which maps an instance K
of 0-1 KNAPSACK problem into the given instance Tr(K) of MaxGoal
















Note that, relaxing the constraint of confidence (i.e. making Fspec = 0)
reduces the given instance of MaxGoal problem into an instance of 0-1
KNAPSACK problem.
We now argue that “K has a solution if and only if Tr(K) has a so-
lution”. If a subset Λ of items, with the overall profit XΛ (by adding the
profits obtained from individual items) within the weight WΛ ≤ Wspec, ex-
ists in an instance K of the 0-1 KNAPSACK problem; in the correspond-
ing instance Tr(K) of the MaxGoal problem, there exists a subset Φ of
media streams based on which an overall probability PΦ ≥ Pspec of the
occurrence/non-occurrence of event is estimated (by fusing using a Bayesian
approach the probabilities of the occurrence/non-occurrence of event based
individual streams) within the total cost CΦ ≤ Cspec and with the overall
confidence FΦ ≥ Fspec. Note that though XΛ in the 0-1 KNAPSACK prob-
lem and PΦ in MaxGoal problem are computed using different methods,
but they are equivalent as both are computable in polynomial time and both
increase monotonically (as stated in the assumption A3 in section 3.1). We
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prove it using Lemma 4.2.3.
It is obvious that the transformation Tr of instances of the two problems
can be done in the polynomial time because there is a one-to-one correspon-
dence, and K would have a solution iff Tr(K) has a solution. This proves
that the 0-1 KNAPSACK problem is reducible to the MaxGoal problem
in polynomial time.
Lemma 4.2.3 The functions to compute the overall profit XΛ in 0-1 KNAP-
SACK problem and the overall probability PΦ in MaxGoal problem are
equivalent.
Proof : As known, in 0-1 KNAPSACK problem, the function to compute
overall profit is additive; whereas, inMaxGoal problem, the overall proba-
bility of the occurrence/non-occurrence of event is computed using a Bayesian
formulation (equation 3.8 in Chapter 3, ignoring the integration of confi-






By making the term γi = 0, the above equation becomes -
= ρ.σ
ρ.σ+(1−ρ)(1−σ)
where ρ = Pi−1 and σ = pi, and 0 < Pi−1, pi < 1. This equation, which
contains the multiplication and division steps, can easily be transformed to
an additive function by replacing the multiplication and division steps with




ρ.ρ . . .
2.
σ−times︷ ︸︸ ︷










1 ρ and σ
′ = 2.
∑σ
1 ρ + 1 − ρ − y. Note that ρ
′ and σ′ can
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be computed in the time of polynomial order O(d), where d is the degree of
precision in considering the probability value σ. The further transformation
can be done as follows -
=
∑ρ′
1 1 + (−
∑σ′
1 1)
which are simply additive steps.
The above transformation will also hold for the case when γi 6= 0. The
only difference would be that the time complexity of computing overall prob-
ability using the above equation will be of polynomial order O(n× d), since
the computation of γi (refer to equation 3.11 in Chapter 3) would also re-
quire O(n) time.
The above arguments prove Lemma 4.2.3.
Lemma 4.2.4 Problem MaxGoal is in NP.
Proof : To prove that the problem MaxGoal is NP, we show that the solu-
tion to the decision version of MaxGoal problem can be verified in poly-
nomial time.
To verify if there exists a subset Φ of media streams based on which
we obtain a fused probability PΦ ≥ Pspec of the occurrence/non-occurrence
of event within the total cost CΦ ≤ Cspec and with the overall confidence
FΦ ≥ Fspec; one can simply make the choices of streams in O(n) time, and
can fuse the probabilities (of the occurrence/non-occurrence of event based
on individual streams) and their confidence levels. Their costs can simply
be added. We can then compare the overall confidence and the total cost of
using streams with the specified constraints. If CΦ ≤ Cspec and FΦ ≥ Fspec
are true, then the solution is correct, else it is not. This proves that Problem
MaxGoal does belong to the NP class.
Lemmas 4.2.2, 4.2.3 and 4.2.4 together prove that the Problem Max-
Goal is NP-Complete.
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In the case of problem MaxConf, the proof follows the same lines of
the reasoning for Problem MaxGoal, except that in this case, we would
present the same arguments as they are relevant to the FΦ instead of the
PΦ. Similarly, in the case of problem MinCost, the proof follows the same
lines, except that in this case, we would present the same arguments for CΦ
instead of the PΦ. The details are omitted due to space constraints. 
In the light of the Theorem 4.2.1, we develop techniques for obtaining
approximate solutions to the problems.
4.3 Developing Approximate Solutions to the MS
Problems
From a computational and practical perspective, Theorem 4.2.1 justifies
the research for developing heuristic-based solutions, because the optimal
solution can only be obtained by an exhaustive search of the entire solution
space. The computation of the exact solution by a “brute force” strategy
would require a combinatorially explosive number of operations, which is
infeasible for typical values of n occurring in any large-scale application.
Finally, as mentioned above, there does not seem to be any systematic way
by which any partial solution can be discarded except by some type of
branch-and-bound philosophy in which a particular subset is discarded (after
it is initially investigated) when its current partial solution is already more
expensive that the total solution of another subset.
We develop solutions to these three MS problemsMaxGoal,MaxConf
and MinCost using the following three heuristics:
H1 In the case of MaxGoal, the heuristic is the fused probability of n
streams which we quantify as the result obtained from the fusion of
62
n− 1 streams and the nth stream, (and the corresponding method of
computation utilizing dynamic programming) as explained presently.
H2 In the case of MaxConf, the heuristic is the fused confidence of n
streams, again quantified as the result obtained from the fusion of the
confidences of n − 1 streams and the confidence of the nth stream.
Again, the corresponding dynamic programming determines how the
latter is computed.
H3 In the case of MinCost, the heuristic for n streams is determined as
follows. If we select the nth, the best cost would be cn plus the cost of
the approximated optimal solution of using the remaining n−1 streams
so that the overall probability of the occurrence/non-occurrence of
event is at least Pspec. However, if we don’t select it, then the best
cost would possibly be the cost of using the remaining n− 1 streams.
4.4 Dynamic Programming Based Method
Given the set of n media streams and the system goal (i.e. to detect a
compound event Ek) in hand, the solution which approximates the optimal
subset of media streams to achieve the system goal is obtained as follows.
The compound event Ek is first decomposed into the atomic events e1, e2,
. . . , er. At a particular time instant, each atomic event ej , 1 ≤ j ≤ r,
is detected using Event Detectors (EDji, 1 ≤ j ≤ r, 1 ≤ i ≤ n), and
the steps 1-4 as described in section 3.4.2 are followed. Since the deci-
sions about an atomic event based on different streams could be concurring
or contradictory, all the streams are divided into subsets S1 and S2; and
the overall probabilities P (ej |S1) (of the occurrence) and P (e¯j |S2) (of the
non-occurrence) of atomic event ej are computed. The overall confidences
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FS1 and FS2 in the subsets S1 and S2, respectively, are also computed. If
P (ej |S1).FS1 ≥ P (e¯j |S2).FS2 , it is concluded that the atomic event ej has
occurred and the system finds using dynamic programming based method
the optimal subsets Φ while ignoring the subset S2; otherwise, it is con-
cluded that the event did not occur and the optimal subset is found from
S2, while S1 is ignored. The system continues to use this optimal subset as
long as the system goal is achieved within the specified constraints, other-
wise it repeats the whole process of recomputation of the optimal subset.
For example, in case of the problemMaxGoal, as long as the probability of
the occurrence/non-occurrence of event based on the selected optimal subset
remains more than a user-specified threshold (i.e. Pspec), the same subset is
used; else it is recomputed.
In the following three subsections, we describe the dynamic programming
based solutions for finding the optimal subset for three different problems
MaxGoal, MaxConf and MinCost.
4.4.1 Solution for MaxGoal
In MaxGoal problem, the objective is to find a subset Φ ∈ P(Mn) that
maximizes the probability PΦ of the occurrence/non-occurrence of event
subject to CΦ ≤ Cspec and FΦ ≥ Fspec. The framework first finds all the
subsets Φi, 1 ≤ i ≤ n
′ of streams whose cost CΦi ≤ Cspec, for 1 ≤ i ≤ n
′;
and then, it picks a subset Φ from the subsets Φi, 1 ≤ i ≤ n
′ for which the
confidence FΦ is maximum.
The dynamic programming approach for approximating the optimal sub-
set Φ works as follows. We begin by considering the selection of the nth
stream. If we select the nth stream, then the fused probability would be
the result obtained from the fusion of nth stream with the remaining n− 1
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streams (with a specified cost Cspec− cn, where cn < Cspec). However, if we
do not select it, the fused probability would possibly be the result obtained
from the fusion of the remaining n− 1 streams (with a specified cost Cspec).
The fused probability (of the occurrence/non-occurrence of event) will be
the maximum of these two possible ‘best’ options, which also is an integral
part of the heuristic function that the solution for MaxGoal utilizes.
We thus describe the structure of our solution which converges to the




Prob(i− 1,m), ci > m
max[Prob(i− 1,m),PFusion(Prob(i− 1,m− ci),
pi,Γ)] ci ≤ m
where Prob(i,m), 1 ≤ i ≤ n, 1 ≤ m ≤ Cspec, approximates the optimal fused
probability (of the occurrence/non-occurrence of event) based on streams 1




0 c1 > m
p1 c1 ≤ m
The PFusion function combines the probabilities of the occurrence/non-
occurrence of event based on two sourcesMi−1 andMi using the assimilation
model given in equation (3.8) (Refer to section 3.4.2 in Chapter 3).
The optimal fused probability is approximated by recursively computing
Prob(n,m). As soon as the Prob table is constructed, the proposed solu-
tion, which approximates the optimal subset Φ is computed by backtracking
through the table.
The algorithm MaxGoal outlines the idea described above.
MaxGoal(n, p, Γ, c, f , Cspec, Fspec)
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Inputs
n : Number of input media streams.
p[1 . . . n] : Probability of the occurrence/non-occurrence of event based on each stream.
f [1 . . . n] : Confidence in each media stream.
c[1 . . . n] : Cost of using each media stream.
Γ: Set of agreement coefficients among media streams.
Cspec : Specified maximum cost.
Fspec : Specified minimum confidence.
Steps
1. Initialize Prob, Conf and Select array to zero.
2. for i = 1 to n, m = 0 to Cspec
3. if (c[i] ≤ m)
4. Compute fused probability Pi using equation (3.8)
5. Compute overall confidence Fi using equation (3.13)
6. if (Pi > Prob[i− 1,m]) Prob[i,m] = Pi, Conf [i,m] = Fi, Select[i,m] = 1
7. else Prob[i,m] = Prob[i− 1,m], Conf [i,m] = Conf [i− 1,m], Select[i,m] = 0
8. else Prob[i,m] = Prob[i− 1,m], Conf [i,m] = Conf [i− 1,m], Select[i,m] = 0
9. kk = m− 1, PΦ = Prob[n, kk], CΦ = 0
10. for i = n to 1 in steps -1
11. if (Select[kk] == 1)
12. Output the stream i into Φ
13. CΦ = CΦ + c[i], kk = kk − c[i]
14. FΦ = maximum confidence at CΦ
Outputs
PΦ: An approximation to the optimal probability of the occurrence of event based on subset Φ.
Φ: The set of media streams used to obtain PΦ.
CΦ: The overall cost of using Φ to obtain PΦ.
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FΦ: The overall confidence in subset Φ.
4.4.2 Solution for MaxConf
The problem MaxConf is similar to problem MaxGoal except that in
MaxConf problem, the objective is to maximize the overall confidence in
the selected subset; while inMaxGoal, we maximize the overall probability
of the occurrence/non-occurrence of event.
Similar to problem MaxGoal, for problem MaxConf, we first find all
the subsets Φi, 1 ≤ i ≤ n
′ of streams whose cost CΦi ≤ Cspec, for 1 ≤ i ≤ n
′.
Then, we pick a subset Φ from the subsets Φi, 1 ≤ i ≤ n
′ for which the overall
probability PΦ of the occurrence/non-occurrence of event is maximum.
The dynamic programming solution forMaxConf works as follows. We





Conf(i− 1,m), ci > m
max[Conf(i− 1,m),CFusion(Conf(i− 1,
m− ci), fi)] ci ≤ m
where Conf(i,m), 1 ≤ i ≤ n, 1 ≤ m ≤ Cspec, approximates the optimal
overall confidence in the streams 1 to i with the cost m, and is the “local”
heuristic function that MaxConf resorts to. The initial conditions for the




0 c1 > m
f1 c1 ≤ m
The CFusion combines the confidence levels in two sources Mi−1 and
Mi using the fusion model given in equation (3.13). We approximate the
optimal overall confidence by recursively computing Conf(n,m). Once the
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Conf table is constructed, the reported solution, which is the approximation
to the optimal subset, Φ, is found by backtracking through the table.
Similar toMaxGoal, the algorithmMaxConf can be outlined as given
below.
MaxConf(n, p, Γ, c, f , Cspec, Fspec)
Inputs
n, p, c, f , Γ, Cspec and Fspec: Similar to MaxGoal
Steps
1. Initialize Conf , Prob and Select array to zero.
2. for i = 1 to n, m = 0 to Cspec
3. if (c[i] ≤ m)
4. Compute overall confidence Fi using equation (3.13)
5. Compute fused probability Pi using equation (3.8)
6. if (Fi > Conf [i− 1,m]) Conf [i,m] = Fi, Prob[i,m] = Pi, Select[i,m] = 1
7. else Conf [i,m] = Conf [i− 1,m], Prob[i,m] = Prob[i− 1,m], Select[i,m] = 0
8. else Conf [i,m] = Conf [i− 1,m], Prob[i,m] = Prob[i− 1,m], Select[i,m] = 0
9. kk = m− 1, FΦ = Conf [n, kk], CΦ = 0
10. for i = n to 1 in steps -1
11. if (Select[kk] == 1)
12. Output the stream i into Φ
13. CΦ = CΦ + c[i], kk = kk − c[i]
14. FΦ = maximum confidence at CΦ
Outputs
FΦ: An approximation to the optimal confidence obtained.
Φ: The set of media streams used to obtain FΦ.
CΦ: The overall cost of using Φ to obtain FΦ.
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PΦ: The overall probability of the occurrence of event based on subset Φ.
4.4.3 Solution for MinCost
The problem MinCost is different from MaxGoal and MaxConf in that
the optimization functions in MaxGoal and MaxConf are to maximize
probability and confidence, respectively; while in MinCost, we minimize
the cost.
We first find all the subsets Φi, 1 ≤ i ≤ n
′ of streams whose fused
probabilities PΦi ≥ Pspec, for 1 ≤ i ≤ n
′. Then, we pick a subset Φ from the
subsets Φi, 1 ≤ i ≤ n
′ for which the confidence FΦ is maximum.
To solve MinCost using a dynamic programming approach, we begin
by considering the nth stream. If we select it, the best cost would be cn plus
the cost of the approximated optimal solution of using the remaining n− 1
streams so that the overall probability of the occurrence/non-occurrence of
event is at least Pspec. However, if we don’t select it, then the best cost
would possibly be the cost of using the remaining n − 1 streams. The ap-
proximate to the optimal cost of determining the occurrence/non-occurrence
of event will be the minimum of these two “best” options, and this will be
the heuristic function that MinCost depends on so as to invoke the results
of [64].
Let Cost(i,m) denote the cost of using media stream 1 . . . i for achieving
the goal with probability m. Assuming that probability takes one of the






min(Cost(i− 1,m), ci) ,m ≤ min(pi, Pspec)
while(l[ss] 6= 0)
{
min(Cost(i,m), fcost) pi < m ≤ R and Cost(i,m) 6=∞
min(Cost(i− 1,m), fcost) pi < m ≤ R and Cost(i,m) =∞
}
Cost(i− 1,m) m > R′




c1 ,m ≤ min(p1, Pspec)
∞ ,m > p1





Cost(i− 1, l[ss]) , ss > 0 and l[ss] 6= pi
ci , ss > 0 and l[ss] = pi




PFusion(l[ss], pi) , ss > 0 and l[ss] 6= pi
pi , ss > 0 and l[ss] = pi




max(R′, R) , ss > 0
0 , ss = 0
The l[ss] is an array that contains the probabilities based on the individ-
ual streams, as well as the fusion probabilities. After constructing the Cost
table, the Select array is traced back to find the solution which approximates
the optimal subset, Φ.
The algorithm MinCost is given as follows.
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MinCost(n, p, c, f , Γ, L, Pspec, Fspec, )
Input
n, p, c, f , Γ and Fspec: Similar to MaxGoal
L: Number of discrete levels of probability values
Pspec ≤ L: Specified minimum fused probability of achieving the goal
Steps
1. Initialize Cost to ∞, L to 100, and Prob, Conf and Select array to zero.
2. for i = 0 to n
3. for m = 0 to Min(pi, L)
4. Cost[i,m] = Min(Cost[i− 1,m], ci)
5. if (Cost[i,m] == Cost[i− 1,m])
6. Conf [i,m] = Conf [i− 1,m], Prob[i,m] = Prob[i− 1,m], Select[i,m] = 0
7. else Conf [i,m] = fi, Prob[i,m] = pi, Select[i,m] = 1
8. Initialize variables R = R′ = 0, ss = 0, fcost = 0, fconf = 0, fprob = 0
9. ss = Number of unique values in Cost array, copy them into l array
10. while (l[ss] 6= 0)
11. if (l[ss] 6= pi)
12. fprob =PFusion(l[ss], pi,Γ)
13. fconf =CFusion(l[ss], fi)
14. fcost = Cost[i− 1, l[ss]] + ci
15. else fprob = pi, fconf = fi, fcost = ci
16. R = fprob
17. for m = m′ to R
18. if (Cost[i,m] 6=∞) Cost[i,m] = min(Cost[i,m], fcost)
19. if (Cost[i,m] == fcost) Conf [i,m] = fi, Prob[i,m] = pi
20. else Cost[i,m] = min(Cost[i− 1,m], fcost)
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21. if (Cost[i,m] == fcost) Conf [i,m] = fi, Prob[i,m] = pi
22. else Conf [i,m] = Conf [i− 1,m], Prob[i,m] = Prob[i− 1,m]
23. if (Cost[i,m] 6= Cost[i− 1,m] and Cost[i,m] 6=∞) Select[i,m] = 1
24. else Select[i,m] = 0
25. m′ = R+ 1, R′ = max(R′, R), ss = ss+ 1
26. for m = R′ + 1 to L
27. Cost[i,m] = Cost[i− 1,m], Conf [i,m] = Conf [i− 1,m], Prob[i,m] = Prob[i− 1,m]
28. Select[i,m] = 0
29. OptProb = Pspec
30. if (OptProb < L)
31. while (Cost[i, OptProb+ 1] == Cost[i, OptProb]) OptProb = OptProb− 1
32. else
33. while (Cost[i, OptProb] == Cost[i, OptProb− 1]) OptProb = OptProb− 1
34. OptProb = OptProb− 1
35. PΦ = OptProb, CΦ = 0, i = i− 1, m = OptProb, CΦ = kk = Cost[i, OptProb− 1]
36. while (kk > 0)
37. while (Cost[i,m] 6= kk) m = m− 1
38. if (Select[i,m] == 1) Output i into Φ, kk = kk − ci
39. i = i− 1
40. FΦ = maximum confidence at PΦ
Outputs
Φ: The set of media streams used whose cost is CΦ.
CΦ: An approximation to the optimal cost of using Φ to obtain PΦ.
PΦ: The overall probability of the occurrence of event based on subset Φ.
FΦ: The overall confidence in the subset Φ.
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4.5 Complexity Analysis
Any brute-force approach to solve each of the three problems MaxGoal,
MaxConf and MinCost requires O(2n) time since all the 2n combina-
tions of streams need be checked to find the optimal subset. We have also
proven these three MS problems to be NP-Complete in section 4.2. However,
the proposed dynamic programming based approach solves them in pseudo-
polynomial time. We call it pseudo-polynomial time-complexity because it
is the polynomial time-complexity under the following assumptions -
• The total cost of media streams is not exponential in terms of total
number of media streams, i.e. Cn 6= O(2
n) (for problems MaxGoal
and MaxConf).
• The total discrete levels L of probability values is not exponential in
terms of total number of media streams, i.e. L 6= O(2n) (for problem
MinCost).
The time complexity of both MaxGoal and MaxConf algorithms is
O(n2×Cspec), where Cspec ≤ Cn. This is on average lower than of the brute-
force approach. Note that O(n2×Cspec) also includes the time complexity of
PFusion, which is O(n). The space complexity of theMaxGoal algorithm
is O(n× Cspec).
The algorithmMinCost has a time complexity of O(n2×L) to approxi-
mate the optimal subset which is again better than the brute-force approach.
Note that higher the discrete levels L of probability value, higher the time
complexity would be. In the algorithm MinCost, we have used L = 100.
The space complexity is O(n× Pspec), where Pspec ≤ L.
73
4.6 Simulation Results
In this section, we provide the simulation results to show the utility of the
proposed dynamic programming based method for obtaining the optimal
subset of streams. In simulation results, we show the tradeoff only between
the probability with which the goal is achieved (in other words, the probabil-
ity of the occurrence/non-occurrence of event) and the overall cost of using
the streams [2]. We do not consider confidence information here. Note that,
the experimental results on real data will be provided in Chapter 5, section
5.3, where we will show a three-fold tradeoff among - the probability with
which the goal is achieved, the overall cost of using streams, and the overall
confidence in streams.
We consider a system with 10 media streams. The individual probabil-
ities of the occurrence of an event (say Ek) based on them and their cost
are given by arrays p = (0.70, 0.45, 0.65, 0.40, 0.75, 0.45, 0.85, 0.30, 0.55, 0.60)
and c = (9, 9, 4, 2, 8, 2, 8, 5, 2, 3), respectively. First, the streams are divided
into two sets S1 and S2 based on whether the system obtains concurring or
contradictory evidences using them. Precisely, the streams based on which
the system obtains the probability of the occurrence of event more than 0.50
are put in set S1 and rest in set S2. So, we get S1 = (0.70, 0.65, 0.75, 0.85,
0.55, 0.60) and S2 = (0.55, 0.60, 0.55, 0.70). The probability values in S2
have been computed by complementing the probabilities of the occurrence
of the event. Note that, after this division, the sets S1 and S2 of streams
support the occurrence and non-occurrence of the event, respectively. Next,
we assimilate the streams from two sets individually and obtain the fusion
probabilities P (Ek|S1) and P (E¯k|S2) (Refer to Table 4.1). In simulation
results, we have assumed uniform agreement coefficient among all the media
streams for sake of simplicity. However, we analyze how the system behaves
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Table 4.1: Fusion probabilities of S1 and S2
Agreement coefficient 0 0.50 1.00
P (Ek|S1) 0.9927 1.0000 1.0000
P (E¯k|S2) 0.8394 0.9906 0.9995
by having different values (0.00, 0.50 and 1.00) of this uniform agreement
coefficient. As shown in Table 4.1, P (Ek|S1) is higher than P (E¯k|S2); this
implies the occurrence of event. So, we find the optimal subset from S1
using MaxGoal and ignore the set S2.
We study the behavior of MaxGoal andMinCost by varying the spec-
ified maximum cost Cspec and the specified minimum probability Pspec of
achieving the goal, respectively. The simulation results of MaxGoal and
MinCost are shown in figure 4.1a-4.1b and figure 4.1c-4.1d, respectively.
In figure 4.1a-4.1d, symbols A, B, and so on, represent the optimal subsets.
For instance, in figure 4.1b, symbol B (i.e. Φ = (2, 3)) represents a subset of
2nd and 3rd stream of S2 set. The x-axis value corresponding to Φ = (2, 3)
shows the cost CΦ = 4 of using the subset Φ and y-axis shows the optimal
probability PΦ = 0.9313 achieved by using this subset. Note that the symbol
B indicates the optimal subset obtained by having the uniform agreement
coefficient as 1.00. Also note that the same subset Φ with the same cost
CΦ achieves a lower probability when the agreement coefficient between the
streams is low (the symbols C and D).
The overall observations from simulation (figure 4.1) are -
1. The proposed dynamic programming based method offers a flexibility
to compare whether any one set of media streams of low cost would be
better than any other set of media streams of higher cost. For instance,
figure 4.1a clearly shows that the subset indicated by symbol E would
be a better choice over the subset indicated by symbols H onwards
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Figure 4.1: Simulation results: (a) MaxGoal on S1, (b) MaxGoal on S2,
(c)MinCost on S1 and (d)MinCost on S2. The legends show the varying
value of agreement coefficient.
since there is a very small difference in the goal achieved using the two
subsets while there is a significant difference in the cost.
2. The graphs (figure 4.1) show a pictorial representation of which sub-
set of streams is most suitable in terms of optimal probability or the
optimal cost. It also helps in deciding which is next best subset of
streams in case the best subset is not available. For instance, in figure
4.1c, if the subset denoted by O is not available then next best subset
(in terms of cost) denoted by P can be considered for use.
3. Fewer streams with high agreement among them are more advanta-
geous (in terms of cost and fusion probability) compared to using more
streams with lower agreement. For example, in figure 4.1a, the subset
denoted by H having a higher agreement coefficient (i.e. 1.0) among
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its streams provides a higher fused probability value compared to a
subset denoted by I which has a lower agreement cofficient (i.e. zero)
among its streams. Similarly, in figure 4.1c, the subset denoted by N
which has a higher agreement coefficient (i.e. 1.0) among its streams
is able to make a decision at a lower cost (8 vs. 15) compared to a
subset denoted by V whose streams have a lower agreement coefficient




In this chapter, we present the experimental results to demonstrate the
utility of the proposed framework for information assimilation, and also
evaluate its performance with and without using - agreement/disagreement
information and the confidence information in streams. This chapter begins
with a brief description of surveillance system, which we have implemented,
in section 5.1. Then, the results are presented in two parts - first, we present
the information assimilation results in section 5.2; and next, the results for
optimal subset selection are provided in section 5.3.
5.1 System Description
The surveillance environment is the corridor of our school building and the
system goal is to detect events that are described in Example 3.1 (in section
3.2 of Chapter 3) i.e. human’s running, walking, standing, talking, shouting
and door knocking in the corridor. The environment layout is shown in
figure 5.1. We use two video sensors (Canon VC-C50i cameras denoted by
M1 and M2) to record the video from the two opposite ends of corridor, and
two audio sensors (USB microphones denoted by M3 and M4) to capture
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Figure 5.1: The layout of the corridor under surveillance and monitoring
the ambient sound. The two cameras and two microphones are connected
to a central PC (Pentium-IV 3.6 GHz), as shown in figure 5.2. A Picolo-Pro
video capture card is used to capture the image data.
A software interface application has been developed for performing var-
ious system operations such as for recording and processing of data, for
submitting queries, and for evaluating system performance. A snapshot of
the multimedia surveillance system which we have developed is shown in fig-
ure 5.3. The system is implemented using Visual C++ on the MS-Windows
platform. MS-Access is used as the database to store the features and the
events. Note that our system works on the recorded data. Realtime im-
plementation of the proposed framework would encounter several difficulties
such as realtime processing of streams, synchronization of heterogeneous
streams etc. This thesis does not claim to address them.
5.2 Information Assimilation Results
In this section, we present the results for information assimilation and show
how the framework performs better by using sensors’ two properties - agree-
ment coefficient and confidence information [4]. We provide the data set









USB Microphone 1 
(Somic C70)
USB Microphone 2 
(Somic C70)
Co-axial video cable Co-axial video cable
Figure 5.2: System setup
Figure 5.3: Multimedia Surveillance System
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criteria are stated in subsection 5.2.2. In subsection 5.2.3, we describe the
preprocessing steps performed on the video and audio data in order to detect
events. We present an illustrative example, in subsection 5.2.4, to show how
our proposed framework works in order to detect an event over a timeline.
Finally, in subsection 5.2.5, we present the overall performance analysis to
demonstrate the utility of the proposed framework.
5.2.1 Data set
For our experiments, we have used data of more than twelve hours which
has been recorded using the system consisting of two video cameras and two
USB microphones (as described in section 5.1) in the corridor of our school
building. Over the period of more than twelve hours, a total of 92 events
occurred over for a period of 1268 seconds. The details of various events
and their time durations are given in Table 5.1. The graduate students from
our lab volunteered to perform these activities. The images of some of the
captured events are shown in figure 5.4.
5.2.2 Performance evaluation criteria
The evaluation of proposed framework is performed based on two tasks -
event detection and event classification. The evaluation of event detection
task is characterized by two metrics - False Rejection Rate (FRR) and False
Acceptance Rate (FAR), which are defined as follows -
FRR =
Number of events not detected
Total number of events
FAR =
Number of non-events detected
Total number of non-events





Figure 5.4: The images of some of the captured events: (a) Walking (b) Run-
ning (c) Standing and Talking (d) Walking and Talking (e) Door knocking
(f) Standing and Shouting
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Table 5.1: The data set









in classification. The metric ACC is defined as follows -
ACC =
Number of events correctly classified
Total number of events that are detected to be the valid events
An event here refers to the observation made over a tw time period (Refer
to section 3.3).
As described in section 3.3, it is critical to determine the value of tw. We
have determined through experiments the suitable value of tw to be 1 second
for our data set. Note that tw here implies the granularity of observations.
As can be seen from figure 5.5, at tw = 1 second, we obtain the maximum
accuracy (ACC) and minimum FRR.
5.2.3 Preprocessing steps
Event detection in video streams
The video is processed to detect human motion (running, walking and stand-
ing). Video processing involves two major steps - background modeling and
blob detection. The background is modeled using an adaptive Gaussian
method [79, 47]. The blob detection is performed by first segmenting the
foreground from the background using simple ‘matching’ on the three RGB
color channels, and then using the morphological operations (erode and dila-
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Figure 5.5: Determining the optimal value of tw
tion) to obtain connected components (i.e. blobs). The matching is defined
as a pixel value being within 2.5 standard deviations of the distribution. We
have also explored the use of experiential sampling technique for improv-
ing the efficiency of the process of foreground/background segmentation [6].
However, since it is not the main focus of this thesis, we do not report the
corresponding results.
A summary of the video features used for various classification tasks is
provided in Table 5.5(a). We assume that the blob of an area greater than
a threshold corresponds to a human. The detected blob and its bounding
rectangle is shown in figure 5.6. Once we compute the bounding rectan-
gle (x, y, w, h) for each blob, where (x, y) denotes the top-left coordinate,
w is the width and h is the height; we map the point (x + w/2, h) (i.e.
approximating with human’s feet) in the image to a point (Ex,Ey) in 3-D
world (i.e. on the corridor’s floor), as shown in figure 5.7. To achieve this
mapping, we calibrate the cameras and obtain a transformation matrix that




Figure 5.6: Blob detection in Camera 1 and Camera 2: (a)-(b) Bounding
rectangle, (c)-(d) Detected blobs
ground location of the human in the corridor at a particular time instant.
The system identifies the start and end of an event in video streams
as follows. If a person moves towards the camera, the start of event is
marked when the blob’s area becomes greater than a threshold and the
event is considered as ended when the blob intersects with the boundary of
the image. However, if the person walks away from the camera, the start
and end of the event is inverted. The event detection is performed at regular
time intervals of tw = 1 second. Using the actual location of the person on
the corridor’s ground at the end of each time interval tw, we compute the
average distance traveled by a person on the ground. The average distance
instead of the actual traveled distance is considered to minimize the effect
of errors in blob detection. Based on this average distance, a Bayes classifier
















Blob x, y, w, h
Figure 5.7: The process of finding from a video frame the location of a
person on the corridor ground in 3-D world
classes - standing, walking and running. The Bayesian classifier provides
the probabilistic decision about an event.
Event detection in audio streams
Using the audio streams, the system detects events such footsteps, talking,
shouting and door knocking. The audio (of 44.1 MHz frequency) is divided
into the “audio frames” of 50 ms each. The frame size is chosen by ex-
perimentally observing that 50 ms is the minimum period during which an
event such as a footstep can be represented. We adopted a hierarchical (top-
down) approach to model these events using a mixture of Gaussian (GMM).
The top-down event modeling approach works better than compared to the
single-level multi-class modeling approach. We performed a separate study
to find the suitability of features for detecting these audio events [7]. Again,
since this is not the main focus of thesis, we have not reported here the
corresponding results.
Table 5.5(b) summarizes the audio features used for foreground/ back-
ground segmentation and for classification of events at different levels. The
feature Log Frequency Cepstral Coefficients (LFCCs) with 10 coefficients













Talking Shouting Knocking Footsteps
Figure 5.8: Audio event classification
distinguishing between vocal/nonvocal and footsteps/knocking events. The
LFCCs are computed by using logarithmic filter bank in frequency domain
[55]. The Linear Predictor Coefficient (LPC) that have been widely used in
speech processing community worked well for demarcating between talking
and shouting events.
The Gaussian Mixture Model (GMM) classifier is employed to classify
every audio frame (of 50 ms) into the audio events at different levels as
shown in figure 5.8. At the top level (0), each input audio frame is classified
as the foreground or the background. The background is the environment
noise which represents ‘no event’ and is ignored. The foreground that repre-
sents the events, are further categorized into two classes - vocal and nonvocal
(level 1). At the next level (2), both vocal and nonvocal events are further
classified into “talking/shouting” and the “footsteps/door knocking” events,
respectively. Finally, at the last level (3), the footsteps sequences are clas-
sified as “walking” or “running” based on the frequency of their occurrence
in a specified time interval.
Similar to the video, the system makes a probabilistic decision about the
events based on audio streams after every tw = 1 second. Note that, in 1
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Table 5.2: A summary of the features used for various classification tasks in
video and audio streams
(a) Video









second, we obtain 20 audio frames of 50 ms each. The audio event classifi-
cation for the audio data of tw time period is performed as follows. First,
the system learns via training the number of audio frames corresponding to
an event in the audio data of tw time period. Then, a Bayesian classifier is
employed to estimate the probability of occurrence of an audio event at a
regular time interval tw.
5.2.4 Illustrative example
In this section, we describe with an example how the proposed framework
works in order to detect an event over a timeline. Let us consider a com-
pound event Ek “A person is walking, knocking the door and then continued
walking in the corridor”. This event consists of atomic events occurring in
two different ways. First, it consists of two atomic events occurring to-
gether i.e. “standing” and “door knocking” events. Second, it also consists
of atomic events occurring one after another i.e. “walking” event followed
by “standing/door knocking” event and then followed by “walking” event.
The audio data captured using microphone 1 and microphone 2 is shown in
shown in figure 5.9. Figure 5.9 distinctly shows the “door knocking” events.












Figure 5.9: Audio data captured by (a) microphone 1 and (b) microphone
2 corresponding to the event Ek
(c)(a) (b) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Figure 5.10: Some of the video frames captured by (a)-(h) camera 1 and
(i)-(p) camera 2 corresponding to the event Ek.
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Figure 5.11: Timeline-based assimilation of probabilistic decisions about the
event Ek. The legends denote the probabilistic decisions based on (a) Video
stream 1 (b) Video stream 2 (c) Audio stream 1 (d) Audio stream 2 (e)
All the streams (without agreement coefficient and confidence information)
(f) All the streams (with agreement coefficient but without confidence in-
formation) (g) All the streams (with confidence information but without
agreement coefficient) (h) All the streams (with both agreement coefficient
and the confidence information)
sponding to the event Ek and the bounding rectangles of the detected blobs
in them are shown in figure 5.10. The camera 1 images labeled by (a)-(c),
(g)-(h) show the “walking” event; and the images labeled by (d)-(e) show
the “door knocking” event. Similarly, in camera 2, images labeled by (i)-(j),
(n)-(p) show the “walking” event; and the images labeled by (k)-(m) show
the “door knocking” event.
The system detects the walking event using both audio and video streams,
while standing and knocking events are detected based on video and audio
streams, respectively. The probabilistic decisions about these atomic events
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are obtained based on respective streams at every tw = 1 second. The overall
decision for compound events are obtained along the timeline by assimilating
the probabilistic decisions for atomic events as shown in figure 5.11. Note
that in figure 5.11, the legends denote as follows: ‘◦’ - “standing”, ‘’ -
“walking”, ‘▽’ - “running” and ‘∗’ - “door knocking” events.
Figures 5.11a-5.11d show the timeline-based probabilistic decisions based
on individual streams. Figures 5.11e-5.11h show the combined decision
about the event at a regular time interval with and without using streams’
agreement/disagreement and confidence information.
It is interesting to note from figure 5.11 that though using agreement
coefficient improves the accuracy of computing the probability of occurrence
of an event, it is also important to use the confidence information to avoid
incorrect results. For instance, using the stream’s confidence information
helps in obtaining correct results at time instants 3 and 4 in figure 5.11g-
5.11h as compared to the results at the same time instants in figure 5.11e-
5.11f where confidence information is not used and an “walking” event is
detected as “running”. Note that the correct sequence of event is as follows:
Time instants 1-9 “walking”, 10-20 “standing/door knocking” and 21-27
“walking”.
5.2.5 Overall performance analysis
Using Individual Streams
First, we performed event detection and classification using individual streams.
The probability threshold Th value for determining the occurrence of an
event was set to 0.70. The probability threshold Th is a threshold to con-
vert a probabilistic decision into a binary decision (Refer to section 3.4.3).
We have also investigated the effect of varying the probability threshold Th
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Table 5.3: Results: Using individual streams with Th = 0.70
Stream FRR FAR ACC
Video stream 1 0.12 0.01 0.60
Video stream 2 0.10 0.03 0.60
Audio stream 1 0.07 0.19 0.55
Audio stream 2 0.06 0.27 0.51
(from 0.50 to 0.99) onto the accuracy of event detection. It is reported later
in this section.
By comparing with the ground truth, we found the results as shown in
Table 5.3. As can been from Table 5.3, FRR in video streams is higher than
that in audio streams. This is because the video cameras were placed in
such a way that they could not cover the whole corridor, and hence could
not detect events outside their coverage area. On the other hand, since
the microphones could capture the ambient sound even beyond the corridor
area, they were able to detect the events those did not occur in the corridor
region. Therefore, the microphones are found to have the FAR higher than
that of video streams.
Using our whole set of events, we computed the accuracies (ACC) of
event classification for all the four streams. We found the accuracy of indi-
vidual streams to be moderate. However, it was found that the accuracy of
event classification based on video streams (0.60 for both the video streams)
was slightly better than that based on audio streams (0.55 for audio stream
1 and 0.51 for audio stream 2). We used these accuracy values to assign
the confidences in all the four streams. Note that the overall accuracies of
video streams is based on three types of events - “standing”, “walking” and
“running”, while the audio streams’ overall accuracies are determined based
on five types of events - “walking”, “running”, “talking”, “shouting” and
“door knocking”.
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Assimilation of all streams
We performed assimilation of the probabilistic decisions obtained from in-
dividual streams in four different ways based on whether or not to use the
agreement/disagreement information and the confidence information about
them. The results are shown in Table 5.4. Note that these results are ob-
tained by setting probability threshold Th and minimum time period tw to
0.70 and 1 second, respectively.
Overall observations from Table 5.4 are as follows -
• Using multiple streams together provides better overall accuracy (ACC
= 0.72) and the reduced False Rejection Rate (FRR = 0.011) as can
be seen in the option 1 in Table 5.4. FAR is not evaluated in case of
assimilating all the streams; since in the assimilation process, only the
evidences of occurrence of the events are used, and therefore it does
not affect FAR.
• The results (Table 5.4) imply that using agreement/ disagreement in-
formation among the streams is advantageous in obtaining more accu-
rate results, however, using confidence information with it can further
improve the overall accuracy of event detection and classification. As
can be seen in Table 5.4, option 2, we obtain overall accuracy (ACC =
0.78) by using agreement/disagreement information among streams;
which is better compared to the baseline case (ACC = 0.72 in op-
tion 1) where the assimilation has been performed using a Bayesian
formulation without using the agreement/disagreement and the confi-
dence information . By using confidence information together with the
agreement/disagreement information, we obtain the accuracy further
improved to (ACC = 0.80), as can be seen at option 4 in Table 5.4.
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Table 5.4: Results: Using all the streams with Th = 0.70
Option Agreement Confidence FRR ACC
coefficient information
1 No No 0.011 0.72
2 Yes No 0.011 0.78
3 No Yes 0.010 0.76
4 Yes Yes 0.012 0.80
Note that, the overall accuracies reported in Table 5.4 are for all the
events listed in Table 5.1.
Early vs late thresholding
We also observed the accuracy of event classification by varying the proba-
bility threshold Th from 0.50 to 0.99. The results are shown in figure 5.12.
Figure 5.12 shows how accuracy (ACC) decreases as the probability thresh-
old Th increases for individual streams and for all streams when assimilated
with four different options based on whether or not agreement coefficient
and confidence information is used.
The observations are as follows -
• It can be clearly seen from figure 5.12 that assimilation of all streams
provide better accuracy even with a higher threshold, while individ-
ual streams fail in this respect. The accuracy decreases slowly for
the combined evidences compared to the individual evidences. This
implies that using agreement/disagreement among and confidence in-
formation of the streams in the assimilation process not only improves
the overall accuracy, it also improves the accuracy of computing the
probability of occurrence of the events.
• It also shows that early thresholding of the probabilistic decisions ob-












































x-axis: Probability Threshold (Th), y-axis: Accuracy (ACC in %)
Figure 5.12: Plots: Probability Threshold vs Accuracy. (a) Video stream
1 (b) Video stream 2 (c) Audio stream 1 (d) Audio stream 2 (e)-(h) All
streams after assimilation with the four options given in Table 5.4
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ample, in figure 5.12, at probability threshold 0.80, we obtain higher
accuracies - 68, 71, 61 and 74 in the figures 5.12e-5.12h, respectively,
after the assimilation of all streams compared to the accuracies - 33,
35, 36 and 33 in the figures 5.12a-5.12d, respectively, obtained using
individual streams.
To summarize the results for information assimilation aspect of our
framework, the results have shown that the use of agreement coefficient
among and the confidence information of media streams helps in obtaining
more accurate and credible decisions about the events. The results have also
shown that the False Rejection Rate for event detection can be significantly
reduced using all the streams together.
5.3 Optimal Subset Selection Results
This section presents the results for the optimal subset selection of streams
in order to detect events in a surveillance scenario [5]. The experiments
are performed in the same surveillance setup which has been described in
section 5.1. The event Ek to detect is “A person is walking, knocking the
door and then continued walking in the corridor”, which has also been as
described in Example 3.1 (in section 5.2.4).
To show the utility of our dynamic programming based method for the
optimal subset selection of streams, we have considered eight streams which
are obtained from four different sensors (two video cameras and two micro-
phones) based on two different sets of features from each of them, as shown
in Table 5.5. Note that, in information assimilation results, we used only
four streams from four different sensors based on only one feature from each
of them. In this case, we have increased the number of streams to eight
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because the optimal subset selection of streams makes sense only when the
number of streams is significantly large.
Table 5.5(a) shows two different feature sets for the video camera i.e.
one set of features is the ‘RGB color channel’ with ‘Blob’s displacement’,
and the second set is the ‘RGB color channel’ with ‘Rate of change in Blob’s
area’. These features are used for the different classification tasks. How
do we use ‘Blob’s displacement’ for detecting video atomic events, has been
already described in section 5.2.3. For the feature ‘Rate of change in Blob’s
area’, we exploited the fact the blob’s area increases at a certain rate as the
person moves towards the camera and vica versa.
For audio, as shown in Table 5.5(b), in set 1 of features, we used Zero
Crossing Rate (ZCR) feature for all the three classification levels; while in
the set 2 of features, we used Root Mean Square (RMS) for foreground/
background segmentation and for distinguishing between the excited and
normal events. The Zero Crossing Rate measures the number of times in
the given time interval (50 ms in our case) that the signal amplitude passes
through a value of zero moving from negative to positive and vice versa. The
Root Mean Square is 2-norm of the vector that contains the samples in one
audio frame (of 50 ms). The Linear Predictor Coefficients (LPC) are used
for categorizing between the vocal and nonvocal events. For the purpose
of selecting optimal subset where the cost is also an important constraint,
we choose ZCR, RMS and LPC over LFCC because they are relatively less
expensive to compute, yet provides decent results.
Preliminary steps of feature extraction, event detection and classifica-
tion for the video and audio streams are performed as described in section
5.2.3. To assimilate the information obtained from all the eight streams, the
probabilistic decisions about the video and audio atomic events are obtained
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Table 5.5: The feature used for video and audio streams
(a) Video
Classification task Set 1 of features Set 2 of features
Foreground/Background RGB channels RGB channels
Running/Walking/Standing Blob’s displacement Rate of change in Blob’s area
(b) Audio
Classification task Set 1 of features Set 2 of features2
Foreground/Background Zero Crossing Rate Root Mean Square
Vocal/Nonvocal Zero Crossing Rate Linear Predictor Coefficients
Excited/Normal Zero Crossing Rate Root Mean Square
after every tw = 1 second time (Refer to figure 5.5).
To demonstrate how our dynamic programming based method works,
we decompose the compound event Ek into its constituents atomic events
e1 = “A person walked/stood in the corridor” and e2 = “A person knocked
the door in the corridor”. The probabilistic decisions for these two atomic
events obtained using 4 video and 4 audio streams are shown along a timeline
in figure 5.13. In figure 5.13, x-axis denotes the key points (in steps of
seconds) along the timeline and y-axis shows the probability of occurrence
of an atomic event based on a particular stream. The legends used are: ‘◦’ -
Standing, ‘’ - Walking and ‘∇’ - Knocking; ‘⋆’ - No event. For example, the
legend ‘◦’ shown at key point ‘8’ for the stream V11 indicates the probability
of occurrence of an event ‘person is standing’ based on the feature set 1
(Refer to Table 5.5(a)) obtained from video data of camera 1. We will
shortly describe in section 5.3.1 how the optimal subset is selected from the
set of these 8 streams.
Cost estimation
As discussed in section 1.1, the cost of using streams usually of two types
- one time cost and the running cost. Note that the one time cost (such
as installation cost and cost of training classifiers etc) is optimized by the
98








































Figure 5.13: Timeline-based probabilistic decisions for the events using all
the 8 streams.
system designer during system design. Our focus is on the “on the fly” op-
timization of running cost by the system. The running cost consists of cost
of processing, operating and the wear-tear of the media stream. Note that,
the operating and wear-tear cost can be computed based on the statistics of
power consumption and diminishing cost of video sensors. For our experi-
ments, we consider only the processing cost of streams and describe how it
can be estimated for various video and audio streams.
The processing of stream consists of usually two steps - feature extraction
and event classification. We compute the processing cost by estimating the
time taken in feature extraction and in event classification steps for all the
streams. Table 5.6(a) shows the same for a video stream. For an audio
stream, Table 5.6(b) shows the cost of extracting different features (ZCR,
RMS and LPC) and the cost of event classification at three different levels.
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Table 5.6: The processing cost of video and audio streams
(a) Video stream
Blob detection (BD) 0.66 frames (each of size 756×568 ) per second
Event classification (EC) 0.010 seconds
(Assuming that there are 8 frames per second in video, it takes
8/0.66 ≈ 12.12 seconds for processing of 1 second of video)
(b) Audio stream
Feature extraction ZCR RMS LPC
Cost 1.5642 seconds 0.8628 seconds 1.5072 seconds
Event classification Foreground/Background Excited/Normal Vocal/Nonvocal
(F/B) (E/N) (V/NV)
Cost 0.0082 seconds 0.0076 seconds 0.0100 seconds
(These processing costs are for 1 second of audio)
(c) The total estimated cost for all the streams
Stream Cost breakup Estimated total cost
(in Unit money)
V11, V12, V21, V22 (12.12 (BD) + 0.010 (EC))× 1 ≈ 12.0
A11, A21 (1.5642 (ZCR)+ 0.0082 (F/B) ≈ 1.5
+ 0.0076 (E/N) + 0.0100 (V/NV))× 1
A12, A22 (0.8628 (RMS)+ 1.5072 (LPC) ≈ 2.5
+ 0.0082 (F/B) + 0.0076 (E/N)
+ 0.0100 (V/NV))× 1
(These costs are for processing of streams of 1 second. In calculating the final cost,
we assume that the processing of every second of data costs 1 unit money)
Based on the data shown in Table 5.6(a) and Table 5.6(b), we provide the
total estimated cost for all the 8 streams in Table 5.6(c). Note that when
the two video streams obtained from the same camera (e.g. V11,V12 from
camera 1 or V21,V22 from camera 2) are together selected in the optimal
subset, the cost of only one stream is counted since the major cost of blob
detection remains common in both.
Computing confidences in streams
We computed the confidences in all the four video streams used by running
the experiments for the data set given in Table 5.1. By comparing results
with the ground truth, we noticed that the event detection was found 60%
times correct using the feature sets 1 (i.e. RGB color channel and blob’s
displacement) of both the camera 1 and camera 2; while it was found 55%
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Table 5.7: The confidences in all the streams
Stream V11 V12 V21 V22 A11 A12 A21 A22
Confidence 0.60 0.55 0.60 0.54 0.55 0.58 0.55 0.58
and 54%, respectively, with feature set 2 (i.e RGB color channel and blob’s
area). The audio analysis was done separately [7] and it was found that
the overall accuracy of event detection using audio sensors was 55% based
on ZCR and was 58% based on (RMS+LPC). Based on this experimental
evidence, we assigned the confidence levels to different streams as shown in
Table 5.7.
5.3.1 Optimal subset selection of streams
In this section, we show how our framework selects the optimal subset of
streams for detecting the event Ek. Note that, due to the placement and
the coverage space of sensors, all the sensors may not detect the event at
the same time instance. Therefore, the environment information is needed
to determine the right set of streams out of which optimal subset would be
selected. As shown in figure 5.13, the event E is detected based on the set
(V11, V12, A21, A22) of streams at key point ‘2’.
In the subsequent paragraphs, we first show how the optimal subset is
computed at a key point. Next, we demonstrate how frequently the optimal
subset is recomputed along the timeline and also how much cost is saved by
using only the optimal subset.
Finding optimal subset at a key-point
The system computes the optimal subset at key point ‘2’ as follows. First,
since the probabilistic decisions based on the three (V11, A21, A22) of four
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streams are in favor of the “walking” event, they are kept into group S1
and the rest (V12) is kept into group S2 (Refer to section 3.4.2, Step 3).
Next, we assimilate the probabilistic decisions obtained based on the streams
within each of the two sets and obtain the fused probabilities P (Ek|S1)
and P (E¯k|S2) using equation (3.8) by assuming an uniform agreement co-
efficient γ = 0 among the streams. Note that we have described in sec-
tion 5.2.5 how the agreement or disagreement among the streams affects
fused probabilities. We also find the overall confidence FS1 and FS2 of
the two sets S1 and S2, respectively, using equation (3.13). We obtain
P (Ek|S1) = 0.82, P (E¯k|S2) = 0.65, FS1 = 0.72 and FS2 = 0.55. Since
P (Ek|S1).FS1 = 0.5904) > (P (E¯k|S2).FS2 = 0.3575), we conclude that there
is more evidence in support of the “walking” event compared to the evidences
in favor of the “standing” event.
The optimal subset is then found from set S1 using a dynamic program-
ming based framework described in Section 4.4.1 (MaxGoal - for maximiz-
ing probability), Section 4.4.2 (MaxConf - for maximizing confidence) and
Section 4.4.3 (MinCost - for minimizing cost). The optimal subset process
at key point ‘2’ is depicted in figure 5.14. Figure 5.14a plot shows how
probability is maximized under the given cost constraints, and figure 5.14b
depicts how confidence varies with respect to cost as a result of maximizing
the probability, using the subsets denoted by symbols A, B etc. A similar
explanation holds true for figure 5.14c-5.14f.
The overall observations from the figure 5.14a-5.14f are:
1. The proposed framework allows for a tradeoff among the extent to
which the goal is achieved, the confidence with which the goal is
achieved and the cost of achieving the goal. It offers the flexibility
to compare whether any one set of streams of low cost would be better
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Figure 5.14: (a) and (b)MaxGoal: A = (Nil), B = (A21), C = (A22), D =
(A21, A22), E = (V11), F = (V11, A21),G = (V11, A22),H = (V11, A21, A22)
represent the subsets in favor of event “walking”; (c) and (d)MaxConf : A
to D - Same as MaxGoal, E = (V11, A22), F = (V11, A21, A22) represent
the subsets in favor of event “walking”; (e) and (f) MinCost: A= (A21),
B= (A22), C = (A21, A22), D = (V11), E = (V11, A21), F = (V11, A22),
G = (V11, A21, A22) represent the subsets in favor of event “walking”; and
the symbols a = (Nil), b = (A12) represent the subsets in favor of event
“standing” for all three MS problems.
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than any other set of streams of higher cost, or any one set of me-
dia streams of high confidence would be better than any other set of
streams low confidence. For instance, figure 5.14a clearly shows that
the subset indicated by symbol D would be better to choose than the
subset indicated by symbol E since there is a very small difference in
the goal achieved (and in the overall confidence) using the two subsets
(D helps in detecting the event with 0.03 less probability than E and
with overall confidence more than that in E) while there is a significant
difference (of ≈ 8) in the cost.
2. The framework also allows for a tradeoff - whether one should opt for
maximizing probability, for maximizing confidence or for minimizing
cost. The plots in figure 5.14 suggest how the second factor (say
probability of occurrence of event) varies with the third factor (say
cost) if one opts for maximizing the first factor (say confidence). The
same also holds true for other combinations.
3. The graphs (in figure 5.14) show a pictorial representation of which
subset of streams is most suitable in terms of optimal probability,
optimal confidence or the optimal cost. It also helps in deciding which
is the next most suitable subset in case the best subset is not available.
For instance, in figure 5.14e, let subset denoted by G is in use. If at
some instant the stream A21 is unavailable, we can find from the plot
that the next best subset is the one denoted by F.
Finding optimal subset along a timeline
Once the optimal subset is computed at key point ‘2’, the system continues
using this subset along the timeline while ignoring the other streams until
104
the probability of occurrence of event using this subset does not fall below a
threshold (0.80, in our experiment). If probability value falls below thresh-
old, the optimal subset is recomputed using all the available streams. The
processing cost of the streams which are ignored is saved.
The timeline-based statistics of subset used for detecting the event Ek,
the loss in probability PΦ of occurrence of event and in confidence FΦ in
the subset used, and the savings in cost CΦ (of processing the subset) using
all the three methods MaxGoal, MaxConf and MinCost are provided
in Table 5.8, Table 5.9 and Table 5.10, respectively. Note that the cost
of processing the full set (i.e. all the eight streams) is 32, the maximum
overall probability of occurrence of event is 0.99 and the maximum overall
confidence is 0.90 when the full set of streams is used.
The key observations from the Table 5.8 to Table 5.10 are as follows:
1. The proposed framework for selecting the optimal subset selection
along a timeline provides significant savings in processing cost at the
marginal loss in the overall probability of achieved goal and in the
overall confidence in the subset used. As can be seen from Tables 5.8-
5.10, the savings in cost CΦ of 10.2 unit (≈ 32% for MaxGoal), 7.4
unit (≈ 23% for MaxConf) and 16.8 unit (≈ 50% for MinCost) per
key point (which occur at every second) is achieved at the expense of
approximately 5% and 15% loss in probability PΦ and confidence FΦ,
respectively.
2. The method MinCost, although provides better savings in cost but
fails to detect a few atomic events at some key points. For instance, the
method in an effort to minimize the cost selects only the audio streams
in the optimal subset which could detect only “door knocking” atomic
event; but in absence of video streams, it fails to detect whether the
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Table 5.8: Timeline-based optimal subset selection using MaxGoal
Key Description Loss Loss Saving
point in PΦ in FΦ in CΦ
1 No event - - -
2 All the available streams used and the optimal 0 0 0
subset Φ computed
Walk: Φ = (V11, A21, A22), PΦ = 0.95, FΦ = 0.72, CΦ = 16
3 Φ used: (V11, A21, A22), Walk: PΦ = 0.95, FΦ = 0.72, CΦ = 16 0.04 0.18 16
4 Φ used: (V11, A21, A22), Walk: PΦ = 0.77, FΦ = 0.72, CΦ = 16 0 0 0
Since PΦ < Pspec ⇒ Optimal subset Φ recomputed,
Walk: Φ = (V11, A11, A12, A21, A22),
PΦ = 0.89, FΦ = 0.81, CΦ = 20
5 Φ used: (V11, A11, A12, A21, A22), 0 0.09 12
Walk: PΦ = 0.99, FΦ = 0.81, CΦ = 20
6 Φ used: (V11, A11, A12, A21, A22), 0 0.16 12
Walk (V11, A12, A22): PΦ = 0.99, FΦ = 0.74, CΦ = 17
Stand (A11, A21): PΦ = 0.73, FΦ = 0.60, CΦ = 3
7 Φ used: (V11, A11, A12, A21, A22) 0.12 0.09 12
Walk: PΦ = 0.87, FΦ = 0.81, CΦ = 20
8 Φ used: (V11, A11, A12, A21, A22), 0.10 0.30 12
Stand (V11): PΦ = 0.89, FΦ = 0.60, CΦ = 12
Knock (A11, A12, A21, A22): PΦ = 0.99, FΦ = 0.74, CΦ = 8
9 Φ used: (V11, A11, A12, A21, A22), 0.07 0.30 12
Stand (V11): PΦ = 0.92, FΦ = 0.60, CΦ = 12
Knock (A11, A12, A21, A22): PΦ = 0.99, FΦ = 0.74, CΦ = 8
10 Φ used: (V11, A11, A12, A21, A22), 0.16 0.30 12
Stand (V11): PΦ = 0.83, FΦ = 0.60, CΦ = 12
Knock (A11, A12, A21, A22): PΦ = 0.98, FΦ = 0.74, CΦ = 8
11 Φ used: (V11, A11, A12, A21, A22), 0.13 0.30 12
Stand (V11): PΦ = 0.86, FΦ = 0.60, CΦ = 12
Knock (A11, A12, A21, A22): PΦ = 0.99, FΦ = 0.74, CΦ = 8
12 Φ used: (V11, A11, A12, A21, A22), 0.11 0.30 12
Stand (V11): PΦ = 0.88, FΦ = 0.60, CΦ = 12
Knock (A11, A12, A21, A22): PΦ = 0.96, FΦ = 0.74, CΦ = 8
13 Φ used: (V11, A11, A12, A21, A22), 0.07 0.30 12
Stand (V11): PΦ = 0.92, FΦ = 0.60, CΦ = 12
Knock (A11, A12, A21, A22): PΦ = 0.99, FΦ = 0.74, CΦ = 8
14 Φ used: (V11, A11, A12, A21, A22), Walk (V11): PΦ = 0.51, 0 0 0
Since PΦ < Pspec ⇒ Optimal subset Φ recomputed,
Walk: Φ = (V21, V22, A11), PΦ = 0.74, FΦ = 0.68, CΦ = 13.5
Stand (V11, V12): PΦ = 0.52, FΦ = 0.65, CΦ = 12
Knock (A12, A22): PΦ = 0.75, FΦ = 0.66, CΦ = 5
15 Since PΦ < Pspec at point 14 ⇒ Optimal subset Φ recomputed, 0 0 0
Walk: Φ = (V21, V22, A11, A12), PΦ = 0.99, FΦ = 0.75, CΦ = 16
16 Φ used: (V21, V22, A11, A12), 0 0.15 16
Walk: PΦ = 0.99, FΦ = 0.75, CΦ = 16
17 Same as key point 16 0 0.15 16
18 Φ used: (V21, V22, A11, A12), 0.06 0.23 16
Walk: PΦ = 0.93, FΦ = 0.67, CΦ = 16, No event (V21)
19 Φ used: (V22, A11, A12), Walk: PΦ = 0.88, FΦ = 0.67, CΦ = 16 0.11 0.23 16
20 Φ used: (V22, A11, A12), No event,CΦ = 16 0 0 16
Average losses and savings per key point 0.0485 0.154 10.2
person is standing, walking or running.
3. Since the processing cost of the optimal subset is significantly reduced
compared to the cost of the full set of streams, it helps in achieving
the real-time performance in the event detection.
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Table 5.9: Timeline-based optimal subset selection using MaxConf
Key Description Loss Loss Saving
point in PΦ in FΦ in CΦ
1-14 Same as Table 5.8
15 Since PΦ < Pspec at point 14 ⇒ Optimal subset Φ recomputed, 0 0 0
Walk: Φ = (V11, V21, A11, A12), PΦ = 0.99, FΦ = 0.79, CΦ = 28
16 Walk: Φ = (V11, V21, A11, A12), PΦ = 0.99, FΦ = 0.79, CΦ = 28 0 0.21 4
17 Same as key point 16 0 0.21 4
18 Φ used: (V11, V21, A11, A12), 0.21 0.27 4
Walk (A11, A12): PΦ = 0.78, FΦ = 0.63, CΦ = 4,
No event (V11, V21): CΦ = 24
19 Since PΦ < Pspec at point 18 ⇒ Optimal subset Φ recomputed, 0 0 0
Walk: Φ = (V21, A11, A12, A21, A22),
PΦ = 0.95, FΦ = 0.81, CΦ = 20
20 Φ used: (V21, A11, A12, A21, A22), No event, CΦ = 20 0 0 12
Average losses and savings per key point 0.0505 0.151 7.4
Table 5.10: Timeline-based optimal subset selection using MinCost
Key Description Loss Loss Saving
point in PΦ in FΦ in CΦ
1 No event - - -
2 All the available streams used and 0 0 0
the optimal subset Φ computed
Walk: Φ = (V11, A21, A22), PΦ = 0.95, FΦ = 0.72, CΦ = 16
3 Φ used: (V11, A21, A22), Walk: PΦ = 0.95, FΦ = 0.72, CΦ = 16 0.04 0.18 16
4 Φ used: (V11, A21, A22), Walk: PΦ = 0.77, FΦ = 0.72, CΦ = 16 0 0 0
Since PΦ < Pspec ⇒ Optimal subset Φ recomputed,
Walk: Φ = (A11, A12, A22), PΦ = 0.81, FΦ = 0.70, CΦ = 6.5
5 Φ used: (A11, A12, A22), Walk: PΦ = 0.81, FΦ = 0.70, CΦ = 6.5 0.18 0.20 25.5
6 Φ used: (A11, A12, A22), 0.14 0.24 25.5
Walk (A12, A22): PΦ = 0.85, FΦ = 0.66, CΦ = 5
Stand (A11): PΦ = 0.69, FΦ = 0.55, CΦ = 1.5
7 Φ used: (A11, A12, A22), Walk: PΦ = 0.73, FΦ = 0.70, CΦ = 6.5 0 0 0
Since PΦ < Pspec ⇒ Optimal subset Φ recomputed,
Walk: Φ = (A11, A21, A22), PΦ = 0.81, FΦ = 0.67, CΦ = 5.5
8 Φ used: (A11, A21, A22), Knock: PΦ = 0.97, FΦ = 0.67, CΦ = 5.5 0.02 0.23 26.5
9 Same as key point 8 0.02 0.23 26.5
10 Same as key point 8 except PΦ = 0.96 0.03 0.23 26.5
11 Same as key point 8 except PΦ = 0.98 0.01 0.23 26.5
12 Same as key point 8 except PΦ = 0.90 0.09 0.23 26.5
13 Same as key point 8 except PΦ = 0.96 0.03 0.23 26.5
14 Φ used: (A11, A21, A22), Knock (A22): PΦ = 0.73, 0 0 0
Since PΦ < Pspec ⇒ Optimal subset Φ recomputed,
Knock (A11, A12): PΦ = 0.85, FΦ = 0.63, CΦ = 4
15 Knock (A11, A12): PΦ = 0.85, FΦ = 0.63, CΦ = 4 0.14 0.27 28
16 Same as key point 15 except PΦ = 0.92 0.07 0.27 28
17 Same as key point 15 except PΦ = 0.89 0.10 0.27 28
18 Same as key point 15 except PΦ = 0.78 0 0 0
Since PΦ < Pspec ⇒ Optimal subset Φ recomputed,
Walk (A12, A21): PΦ = 0.80, FΦ = 0.63, CΦ = 4
19 Φ used: (A12, A21), Walk: PΦ = 0.75 0 0 0
Since PΦ < Pspec ⇒ Optimal subset Φ recomputed,
Walk (A12, A21, A22): PΦ = 0.83, FΦ = 0.70, CΦ = 6.5
20 Φ used: (A12, A21, A22), No event, CΦ = 6.5 0 0 25.5
Average losses and savings per key point 0.0415 0.141 16.8
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MaxGoal, MaxConf and MinCost
Brute−force approach
Figure 5.15: Comparison of (a) MaxGoal and MaxConf (with Cn = 32),
(b) MinCost (with L = 100), with the brute-force approach
The proposed method versus the brute-force approach
We have compared our dynamic programming based method for stream sub-
set selection with the brute force approach by recording the computation
time for varying number of streams, as shown in figure 5.15. In MaxGoal
and MaxConf, the total cost is taken as 32; and in MinCost, the total
number of discrete levels L of probability values is taken as 100. The plots
in figure 5.15, show that the computation time taken by the dynamic pro-
gramming based method is significantly lesser compared to the brute-force
approach as the number of streams increases.
5.4 Results Summary
In this chapter, we have presented the experimental results from two dif-
ferent perspectives - first, ‘when’ and ‘how’ to assimilate the information
obtained from various sources; and second, ‘what’ information to assimilate
i.e. how to find the optimal subset of streams which should be assimilated
to accomplish a task subject to the specified constraints.
For the first, in section 5.2, we have shown how the proposed framework
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integrates the agreement/disagreement coefficient among and the confidence
information of streams in combining them for detecting events in a surveil-
lance scenario. The experimental results have shown that the use of agree-
ment coefficient among and the confidence information of media streams
helps in obtaining more accurate and credible decisions about the events.
The results have also shown that the False Rejection Rate for event detection
can be significantly reduced using all the streams together.
For the second perspective, in section 5.3, we have shown through exper-
iments that the proposed framework allows for a tradeoff among the three
above-mentioned criteria, and offers a flexibility to compare whether any
one set of media streams of low cost would be better than any other set
of media streams of higher cost, or any one set of media streams of high
confidence would be better than any other set of media streams low con-
fidence. The experimental results have shown the utility of the dynamic
programming based method for detecting events in a surveillance scenario.
The results have shown that the subset of a significantly lower cost can help
in detecting events at the expense of minor loss in the probability and the





This dissertation has presented a novel framework for assimilation of infor-
mation in order to detect events in the surveillance and monitoring systems
that utilize multifarious sensors. The framework has addressed the issues
of ‘when’ to assimilate the information, ‘how’ to assimilate the information
and ‘what’ information to assimilate for better detection of atomic and com-
pound events in a multimedia surveillance environment. The solutions to
first two issues ‘when’ and ‘how’ to assimilate the information has been de-
scribed in Chapter 3, and the issue of ‘what’ information to assimilate i.e.
to determine the optimal subset of streams has been addressed in Chapter
4.
In Chapter 3, we have presented hierarchical probabilistic assimilation
approach for detecting compound/atomic events. It is shown how assimila-
tion takes place at three different levels - media stream level, atomic event
level, and compound event level. A method for computing the agreement
coefficient between any two streams is described. The fusion models for the
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agreement coefficient and for the confidence information are also presented
in this chapter. The corresponding experimental results (in section 5.2 of
Chapter 5) have demonstrated that the use of agreement coefficient among
streams and the confidence information of media streams helps in obtaining
more accurate and credible decisions about the events. The results have also
shown that the False Rejection Rate for event detection can be significantly
reduced using all the streams together.
Chapter 4 have described a dynamic programming approach to deter-
mine the optimal subset of media streams for three different objectives -
maximizing the probability of achieving the goal under the specified cost
and confidence constraints; maximizing the confidence in the achieved goal
under the specified cost and probability constraints; and minimizing the cost
of using the subset to obtain a specified probability of achieving the goal
with a specified confidence. Each of these problems is proven to be NP-
Complete, after which we have proposed a dynamic programming approach
that finds the optimal subset of media streams based on the above three
criteria. From an AI point of view, the solution we propose, is heuristic-
based, and for each criterion, it utilizes a heuristic function which, for a
given problem, combines optimal solutions of small-sized sub-problems to
yield a potential near-optimal solution to the original problem. The corre-
sponding experimental results (in section 5.3 of Chapter 5) have established
the utility of the framework for detecting events in a surveillance scenario.
The results have shown that the subset of a significantly lower cost can help
in detecting events at the expense of minor loss in the probability and the
confidence with which the goal is achieved.
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6.1 Conclusions
Based on the work presented in this thesis, we can draw the following con-
clusions -
1. The late assimilation strategy is advantageous over early assimilation
since it offers scalability (i.e. graceful upgradation or degradation) in
terms of media streams used in the assimilation process.
2. Use of agreement/disagreement among the streams and the confidence
in each stream in the assimilation process helps in improving the over-
all accuracy of event detection in multimedia surveillance systems.
3. The Media Selection problems introduced in this thesis are NP-Complete.
4. Though the three Media Selection problems for selecting the opti-
mal subset of streams are NP-Complete, the dynamic programming
based approach finds the optimal subset of media streams in pseudo-
polynomial time.
5. The dynamic programming based method allows for a tradeoff among
the three criteria - maximizing the probability of achieving the goal
under the specified cost and confidence constraints; maximizing the
confidence in the achieved goal under the specified cost and probability
constraints; and minimizing the cost of using the subset to obtain a
specified probability of achieving the goal with a specified confidence.
6. The proposed approach offers the flexibility to compare whether any
one set of media streams of low cost would be better than any other
set of media streams of higher cost, or any one set of media streams of
high confidence would be better than any other set of media streams
of lower confidence.
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7. The proposed approach also offers the user a flexibility to choose alter-
native (or the next best) subsets when the best subset is unavailable.
6.2 Future Research Directions
This dissertation proposes a novel information assimilation framework that
exposes several direction of research. This thesis has used a fixed-time-
interval based strategy (in Chapter 3) to determine ‘when’ the information
obtained from different sources should be assimilated, however, there are
many other related issues which need to explored such as - first, how to
determine the minimum time period to confirm different events; second,
it would be interesting to see how the framework will work when the in-
formation from different sources would be made available at different time
instances, what would be the ideal sampling rate of event detection and
information assimilation; and finally, how the confidence information about
a stream (newly added in the system) can be computed over time using
its agreement/disagreement with the other streams whose confidence infor-
mation are known, and how it would evolve over time with the changes in
environment. We have shown the utility of the proposed information assimi-
lation framework in a surveillance scenario, however, it would be interesting
to explore how the framework can be customized for other applications such
as media-search (or event-search) etc.
The dynamic programming based approach for optimal subset selection
of streams proposed in Chapter 4 opens up several research questions. It
would be interesting to see how the proposed approach can be used in other
scenarios such as for selecting streams in media search systems, and for
selecting an optimal subset of streams from a media-server for play or for
transmitting onto a network. There is also a need to focus on the for-
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malization of how frequently the approximately-optimal subset should be
re-computed. Although the method proposed in thesis has focused on mul-
timedia inputs, it would also interesting to foresee a similar problem with
respect to multimedia output where one would try to determine the minimal
subset of multimedia streams to communicate an intent.
6.2.1 Broad vision: Surveillance in a “search paradigm”
Current surveillance systems, which cost significant amounts of money, are
usually designed to handle only the specified task(s) in a rigid sensor settings.
For example, if a surveillance system is designed to capture the faces of
persons entering into a designated area, it is hardly used for performing any
other task.
We prefer to adopt a flexible approach and look at the surveillance sys-
tems in a “search paradigm” where an end-user queries the system, in a
continuous or one-time manner, for the events of interest. Our vision for
multimedia surveillance systems advocates for end-user to have flexibility of
defining domain-events at run-time using the data-events and the environ-
ment information. This is in contrary to the hardwiring of events at the
compile-time.
The proposed system would have many challenging research issues [42].
Some of them are identified as Information assimilation, Domain-data trans-
formation modeling, and Environment modeling.
Information assimilation
Information assimilation involves issues of combining information obtained
from multiple heterogeneous sensors. This dissertation has focused on the
issue of information assimilation. However, other issues remain to be explore
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in future research. We briefly discuss below the other two issues.
Domain-data transformation modeling
Domain-data transformation modeling involves research issues of how to
develop a model which can transform a domain-event query to data-event
query at run-time. It would be interesting to explore whether rule-based
mapping or the script language programming can be used to develop such a
model. To incorporate a new query by the user, how to update the model
is also another scalability issue.
Environment modeling
Environment modeling requires a model that describes an environment in
a generic and scalable manner. Given a location in the environment under
surveillance, the system should be able to identify the sensors and other
sources that can be used to detect specified events in that environment.
In addition, adding/removing of sensors from the environment (scalability)
would also be handled.
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