If we normalize a symmetric n x n matrix with nonnegative entries so that its largest entry is 1, then its spectrum is bounded below by -n/2. The lower bound is achieved in all even dimensions for (and only for) adjacency matrices of complete bipartite graphs with equal parts.
NOTATION
For a simple graph G we denote by A(G) its adjacency matrix. If G has v vertices, then A(G) = (aij) is a v X v symmetric matrix with rows and columns labeled by the vertices of G, and with aii = 0 for all i, and aij = 1 if {i,j}isanedgeofGandOothemise.Wedenotebyh,(G)~X,(G)~... < h,(G) the eigenvalues of A(G). For an arbitrary symmetric matrix A we denote by h,(A) the minimal eigenvalue of A; it is well known that Xi(A)=min ,,2,,= ,x'Ax. As G ranges over the collection of all simple graphs on v vertices, one often needs to known how small h,(G) ever gets. We are searching, therefore, for graphs with extreme spectral behavior. Such questions arise when searching for optimal statistical designs (E-optimal designs in particular; see e.g.
[2]). They also arise in statistical mechanics, in the so-called Hiickel theory (see [3, Chapter 8] ), as well as in other fields. Much work has been done on spectra of graphs by Hoffman [6, 71 . Characterization of graphs by their spectra appears also in [8] and [4] . More recent work yielded a characterization of all simple graphs G with h,(G) >, -2. This work appears in [l] and [5] . The coup de maitre on classifying such graphs was rendered in [l] by establishing a connection to the root systems of semisimple Lie algebras.
The problems that arise most often in some of the applied fields mentioned above involve knowledge of a spectral structure as well us the fact that that spectral structure minimizes (or maximizes) a known function of eigenvalues over a given class of graphs, say. With this information one then proceeds in discovering the combinatorial structure (if any) which has that spectral property.
The essential tool in establishing our main result rests on the investigation of simple graphs. We then embellish this result with arguments involving convexity to extend it to symmetric matrices with nonnegative entries.
We need the following notation: K, denotes the complete graph on v vertices, Kc,, cp is the complete bipartite graph on vr + va vertices, J is the matrix with all entries 1, 1 is the column vector with all entries 1, and I denotes the identity matrix.
RESULTS
We begin by providing the following result: 
$ < 2m.
If X,(G) < -n, this last inequality becomes n2 + m2/n2 < 2m, or (nm/n)2 < 0, which is a contradiction. Hence h,(G)> -n. If A,(G) = -n, then by the above, (n -m/n)2 = 0, or m = n2. This implies that X,(G) = -n, h,,(G) = n, and the other eigenvalues are 0. We thus conclude that the rank of A(G) is 2, and now Proposition 1 informs us that G must be complete bipartite.
(ii): Let us turn our attention to simple graphs on an odd number of vertices. We let G be a simple graph on 2n + 1 vertices with m edges. Our aim is to prove that X r( G) >, -\in(n+l) (irrespective of m).We separate the proof into two cases: m < n(n + 1) and m 2 n(n + l)+ 1. 
which is a contradiction.
Hence h,(G) > -\in( n + 1) , as desired. [We should mention that the argument used above cannot be successfully carried out without observing that X,(G) < -1.1
The lower bound
Assume that for a simple graph G on 2n + 1 vertices (and m edges) we have hi(G) = {m. We shall show that G is K,, n + i. If m > n( n + 1) + 1, then, knowing that G must contain a triangle, we arrive at the contradiction (1) just as we did before. Hence we must have m < n( n + 1). By the Perron-Frobenius theorem we must also have X 2n + i(G) > in ( n + 1) .
But now fact (b) gives a contradiction, unless m = n( n + 1), h2,,+ i( G) = /m, and the remaining 2n -1 eigenvalues of A(G) are all 0, i.e., A(G) has rank 2. Proposition 1 and m = n( n + 1) now force G to be isomorphic to K n ,,+ i. This ends our proof. n Proposition 2 has the following matrix-theoretic consequence: This ends the proof. n
We now give an alternative version of the corollary which puts the emphasis on the nonnegativity of the entries of the matrix. Apart from trivial adjustments, its proof parallels that of the corollary, so we omit it. To my brother Gregory Magda, a kind remembrance.
