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Abstract 
Simulations of high specd network protocols are very CPU fnten- 
sive operations requiring very long runtimes. Very high speed network 
protocols (Gigabi t/sec rates) require longer simulation runs in order 
to reach a steady state, while at  the same time requiring additional 
CPU processing for each unit of time because of the data rate8 for the 
trafic being simuhted. As protocol development proceeds and simula- 
tions provide insights into any problems associated with the protocol, 
the simulation model often must be changed to generate addittonal or 
finer statistical performance information. Iterating on this process is 
very time constiming due to the required runtimes Tor the sirnulation 
models. In this paper we present the results of our eflorts to distribute 
a high speed ring network protocol, CSMA/RN[l]. 
I Introduction 
Computcr simulations of real world entities can bc computationally intense 
tasks taking many hours or even days to run, Simulation analysis of net- 
work topologies and protocols is of this type. Because communication media 
speeds are ever increasing, a need exists for protocols which can fully use the 
newly available bandwidth, Their development, however, r e k a  on the use 
of computer-based simulations. One promising method for lowering the t i p e  
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2 Model Decomposition and Processor Syn- 
chronizat ion Schernes 
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3.4 Server Decomposition 
4 Conclusion 
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A Appendix - Analysis of CSMA/RN Repli- 
cat ion Distribution 
A . l  The data set 
A.2 Events and operations 
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