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ABSTRACT
Gravitating systems surrounded by a dynamic sea of substructures experience fluctuations
of the local tidal field which inject kinetic energy into the internal motions. This paper uses
stochastic calculus techniques to describe ‘tidal heating’ as a random walk of orbital velocities
that leads to diffusion in a 4-dimensional energy–angular momentum space. In spherical, static
potentials we derive analytical solutions for the Green’s propagators directly from the number
density and velocity distribution of substructures with known mass & size functions without
arbitrary cuts in forces or impact parameters. Furthermore, a Monte-Carlo method is pre-
sented, which samples velocity ’kicks’ from a probability function and can be used to model
orbital scattering in fully generic potentials. For illustration, we follow the evolution of plane-
tary orbits in a clumpy environment. We show that stochastic heating of (mass-less) discs in a
Keplerian potential leads to the formation, and subsequent “evaporation” of Oort-like clouds,
and derive analytical expressions for the escape rate and the fraction of comets on retrograde
orbits as a function of time. Extrapolation of the subhalo mass function of Milky Way-like
haloes down to the WIMP free-streaming length suggests that objects in the outer Solar sys-
tem experience repeated interactions with dark microhaloes on dynamical time-scales.
Key words: Cosmology: dark matter; kinematics and dynamics; Oort cloud; methods: statis-
tical.
1 INTRODUCTION
Understanding the evolution of gravitating systems embedded in
a clumpy medium is both theoretically and numerically challeng-
ing. First, because gravitational forces cannot be shielded, which
thwarts any clear-cut definition of a physical ‘boundary’ between
the system and the surrounding background. Second, because dy-
namical equilibrium can never be attained in regions where the dy-
namical time is comparable to the time-scale on which the exter-
nal field fluctuates. The analytical hurdles involved in the descrip-
tion of non-equilibrium systems subject to long-range forces (see
Padmanabhan 1990; Lynden-Bell 1999 for reviews) often calls for
the heuristic assumption of “isolation”, whereby the contribution
of distant objects to the local acceleration is ignored. However, this
approximation breaks down on long time-scales, as the cumulative
effect of repeated interactions with background objects dominates
over the secular evolution of the system.
The first attempt to construct a statistical theory for the re-
sponse of a single, free-moving, mass-less particle to a fluctuating
external force is due to Chandrasekhar. He proposed three differ-
ent approaches to tackle this problem. In his first classical paper,
Chandrasekhar (1941a) divides the force acting on a tracer particle
? jorpega@roe.ac.uk
into two components: a force that changes very slowly and can be
expressed as the gradient of a smooth potential, plus a random con-
tribution of “chance stellar encounters” of short duration . The com-
putation of the random part relies on two assumptions (i) an infinite
homogeneous medium, and (ii) independent encounters, such that
the average effect of the clumpy background will be the sum of the
effects of separate two-body encounters. Alas, Chandrasekhar finds
that these simplifications lead to a total energy variation
∑
∆E2,
where ∆E is the energy exchanged during a single encounter, that
diverges when the integral over the minimum two-body separation
(the so-called “impact parameter”) is taken to distances compara-
ble to the intra-particle separation, D, as well as when it tends to
infinity. Both issues are typically resolved by truncating the range
of impact parameters at small and large distances bmin and bmax, re-
spectively, which results in an energy variation that is proportional
to an ill-defined Coulomb logarithm ln(bmax/bmin), whose compu-
tation is a long-standing matter of debate (e.g. Just & Peñarrubia
2005 and references therein).
Due to these shortcomings, Chandrasekhar (1941b) proposes
to abandon the two-body approximation altogether, and argues in
favour of stochastic methods that describe the combined force ex-
erted by the background onto a test star, F =
∑N
i=1 f i, which de-
pends on the instantaneous relative position of N  1 particles
and is therefore subject to fluctuations. In this framework, the av-
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erage acceleration experienced by a test star during a time inter-
val t > 0 leads to a net variation of the velocity 〈∆v〉 = 〈FT (F)〉,
and a variance 〈|∆v|2〉 = t 〈F2 T (F)〉, where brackets denote aver-
ages over the probability function p(F) to experience a force in
the interval F,F + dF, and T (F) is the mean-life of a fluctuation.
Chandrasekhar (1941b) derives p(F) using a method originally de-
vised by Holtsmark (1919) to study the motion of charged parti-
cles in a plasma, and suggests that T (F) may correspond to Smolu-
chowski’s (1916) time-scale associated with a stochastic system,
yet also warning that “Smoluchowski’s ideas cannot be applied
without further deep generalizations of them”. To this aim, Chan-
drasekhar & von Neumann (1942; 1943) define the mean life of
fluctuations as T (F) = |F|/√〈|dF/dt|2〉F , where brackets denote
an average over the bivariate distribution W (F,dF/dt), which de-
termines the simultaneous probability to experience a force F and
an associated rate of change dF/dt. Kandrup (1980) shows that
Smoluchowski’s and Chandrasekhar & von Neumann’s derivations
of T (F) yield consistent results modulo numerical constants of or-
der unity. We return to this issue in §3.2.
A third approach was proposed by Chandrasekhar (1944), in
which the response of tracer particles to fluctuating forces is treated
as a Brownian motion in velocity space, where the first and second
moments of the velocity increments correspond to the drift and dif-
fusion coefficients, respectively. In an isotropic medium the drift
coefficient vanishes by symmetry, 〈∆v〉 = 0, while the diffusion co-
efficient is computed as 〈|∆v|2〉 = 2t ∫∞0 dτ 〈F0 ·Fτ 〉. Here brackets
denote averages over the autocorrelation function W (F0,Ft ), which
determines the probability to feeling a force F0 at an initial time
t0 = 0, and a force Ft at a later time t. Chandrasekhar (1944) finds
that when background objects are assumed to move on straight lines
during a short time interval (τ ) the autocorrelation function is such
that 〈F0 ·Fτ 〉 ∼ τ −1, which leads to a diffusion coefficient that di-
verges logarithmically. Lee (1968) shows that the divergence arises
from the assumption of an infinite medium, and argues in favour
of truncating the range of impact parameters at large and small dis-
tances, which re-introduces the Coulomb logarithm found by Chan-
drasekhar (1941a) in the theory.
An appealing aspect of the stochastic analysis of Chan-
drasekhar (1941b) is the cancelation of the net force contribution of
particles separated by large distances, which eliminates the need of
an arbitrary cut-off at weak forces. Yet, this approach still requires a
truncation at short separations, or strong forces, due to the divergent
force generated by point-mass particles at r D (Chandrasekhar
1941b; Cohen et al. 1950; Kandrup 1980). Recently, Peñarrubia
(2018) shows that this last hindrance can be removed from the the-
ory by considering a background of extended substructures with
individual forces f that (i) are not centrally divergent, and (ii) ap-
proach a Keplerian limit f ∼ 1/r2 at distances r c, where the c
is the substructure size
This paper extends the work of Chandrasekhar to tracer par-
ticles moving in a smooth potential Φs subject to random fluctua-
tions of an external tidal field, dF/dr. The random component is
generated by the combined gravitational field of a large number of
extended substructures orbiting within a host potential Φg in dy-
namical equilibrium. Section 2 summarizes the results of Peñarru-
bia (2018), who computes the spectrum of tidal fluctuations gen-
erated by an homogeneous distribution of extended objects using
Holtsmark (1919) statistical technique. Section 3 applies autocorre-
lation (Chandrasekhar 1944) and stochastic (Chandrasekhar 1941b)
methods to derive the drift and diffusion coefficients (〈∆v〉 and
〈|∆v|2〉, respectively) from the number density and velocity distri-
bution of substructures with fixed mass and size without arbitrary
cuts in forces or impact parameters. Both derivations are shown
to provide consistent results modulus a numerical factor of order
unity that arises from the different assumptions on which the two
methods rest. However, while the derivation of the autocorrelation
function assumes that background objects move on straight-line tra-
jectories, the stochastic approach requires no a priori information
on the motion of substructures in the host potential. The method
proposed by Chandrasekhar (1941a), which treats individual en-
counters separately, is not explored here, as it requires a non-trivial
treatment of the 3-body problem (e.g. Heggie & Rasio 1996). In
Chandrasekhar’s theories, the computation of diffusion coefficients
relies on the impulsive approximation, which assumes that the lo-
cation of a tracer particle does not vary appreciably during an en-
counter. In Section 3.3 we apply adiabatic corrections computed
by Weinberg (1994a,b,c), which allow for the motion of tracer par-
ticles during the duration of a tidal fluctuation.
Section 4 uses the probability theory presented by Peñarrubia
(2015) to describe the non-equilibrium state of gravitating systems
subject to random tidal interactions as a diffusion process in the
integral-of-motion space. Analytical expressions for Green’s func-
tions are given for spherical, static potentials, where the integrals
correspond to the energy (E), and the three components of the an-
gular momentum (L). The derivation of the Green’s functions is
described in detail in Appendix B, and accounts for the fact that
gravitationally-bound particles can only diffuse in a confined re-
gion of the integral-of-motion space. To this end, we set an absorb-
ing boundary at E = 0, such that particles with E ≥ 0 escape from
a gravitating system, and treat the angular momentum volume as a
cubic box with reflecting surfaces placed at the angular momentum
of circular orbits with a fixed energy, Lc(E).
Section 5 tests our analytical framework by running N-body
experiments where (i) the tidal tensor is computed directly from
the relative positions of a population of extended substructures in
dynamical equilibrium within a host potential, and (ii) N-body par-
ticles experience velocity “kicks” which are sampled from a prob-
ability function using Monte-Carlo techniques.
As an application of the theoretical methods, Section 6 follows
the evolution of idealized mass-less discs at t0 = 0 in a Keplerian
potential. The time-dependent distribution of tracer particles in the
4-dimensional integral-of-motion space, N(E,L, t), is calculated as
a convolution of the Green’s functions with the initial distribution
N(E0,L0, t0). Tidal evaporation rates, and the rate of production of
retrograde orbits are derived analytically from the flux of particles
crossing the boundaries E = 0 and Lz = 0, respectively. The results
are compared against Monte-Carlo N-body models.
Following up on the results of Peñarrubia (2018), Section 7
discusses the effects of dark matter microhaloes on weakly-bound
objects in the outskirts of the Solar system. Our analysis relies on
bold extrapolations of the subhalo properties found in Milky Way-
like haloes down to free-streaming mass-scales, and must be there-
fore taken with caution. At face value, the results suggest that ob-
jects in the Oort cloud may experience a very large number of in-
teractions with microhaloes during a single orbital period, which
opens up the interesting possibility to use Trans-Neptunian Objects
(TNO’s) to probe the (local) subhalo mass function on sub-solar
mass scales.
2 STOCHASTIC FLUCTUATIONS OF THE TIDAL FIELD
This Section briefly summarizes the analytical framework of Peñar-
rubia (2018), hereafter Paper I, who introduce a statistical tech-
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nique for deriving the spectrum of random fluctuations of the tidal
field generated by a large population of extended substructures.
2.1 Probability theory
As a starting point, consider a tracer particle at a distance R from
the centre of a small, system with a self-gravitating potential Φs lo-
cated at a galactocentric radius rs from a larger host galaxy. For
simplicity, we shall work in the collision-less, mean-field limit,
where the granularity in the system may be ignored. Hence, in the
reference frame of the host galaxy the gravitational acceleration ex-
perienced by a tracer particle can be written as
d2(R+ rs)
dt2
= −∇Φs(R)−∇Φg(R+ rs)+
N∑
i=1
f i(R+ rs), (1)
where Φg is the mean-field gravitational potential of host galaxy,
and
F≡
N∑
i=1
f i, (2)
is the specific force induced by a set of extended substructures in a
state of dynamical equilibrium within the host galaxy.
Similarly, the equations of motion that define the trajectory of
the smaller system about the parent galaxy can be written as
d2rs
dt2
= −∇Φg(rs)+
N∑
i=1
f i(rs). (3)
Taylor-expanding (1) at first order and subtracting (3) yields
the well-known tidal approximation
d2R
dt2
= −∇Φs(R)+Tg ·R+
N∑
i=1
ti ·R+O(R/rs), (4)
where Tg and ti are 3×3 tidal tensors evaluated at the centre of the
self-gravitating potential Φs. The smooth component has a form
T jkg ≡ − ∂
2Φg
∂x j∂xk
, (5)
while the stochastic tidal tensor
T jk ≡
N∑
i=1
t jki =
N∑
i=1
∂ f ki
∂x j
=
∂
∂x j
N∑
i=1
f ki =
∂Fk
∂x j
, (6)
arises from the gradient in the combined tidal force induced by a
set of N−substructures distributed across the host galaxy.
Paper I shows that the stochastic term of the tidal force can be
approximately written as
Ft ≡
N∑
i=1
ti ·R≈ R
N∑
i=1
λi, (7)
where λ = Trace(te) is the sum of eigenvalues of the effective tidal
tensor te = t +∇ fc, and f c = Ω× (Ω×R) is the centrifugal force
component in a frame that co-rotates with the angular velocity of
individual substructures, Ω (see also Renaud et al. 2011). Note that
the vectors λi have random directions if substructures are isotrop-
ically distributed around the test particle. As discussed in Paper I,
Equation (7) neglects the Euler and Coriolis terms appearing in the
non-inertial rest frame, which is a reasonable approximation in an
impulsive regime, where one can assume that the angular frequency
Ω remains constant during the encounter duration. We will return
to this issue in Section 3.
In analogy with Equation (2), it is useful to define the tidal
vector
Λ≡
N∑
i=1
λi, (8)
such that the combined tidal force (7) becomes Ft = ΛR. A large
population of extended substructures homogeneously distributed
within a volume V ′ = 4pid3/3 around a test particle generates a
stochastic tidal field that is fully specified by the probability den-
sity p(Λ), which defines the probability of experiencing a tidal vec-
tor in the interval Λ,Λ + dΛ. Following up the method of Holts-
mark (1919), which was originally devised to study the motion of
charged particles in a plasma, Paper I derives the spectrum of tidal
fluctuations as
p(Λ) =
1
V ′
∫
d3r1× ...× 1V ′
∫
d3rNδ
(
Λ−
∑
i
λi
)
(9)
≈ 1
(2pi)3
∫
d3k exp
[
− ik ·Λ−φ(k)] for N 1,
where δ is the Dirac’s delta function and
φ(k)≡ n
∫
V ′
d3r
(
1− eik·λ(r)
)
, (10)
with n ≡ N/V ′ denoting the number density of substructures. The
above derivation can be generalized to inhomogeneous substructure
distributions as (Chandrasekhar 1941b; Kandrup 1980; Chavanis
2009)
φin(k) =
∫
d3r
(
1− eik·λ(r)
)
n(r), (11)
where n(r) is the number density profile, and r is centred at the
location of the test particle. In the local approximation the number
density can be assumed to be roughly constant, n(R+rs)≈ n(rs) = n,
thus recovering (10). Paper I shows that this approximation holds
in regions where the number density profile varies on scales that
are much larger than the averaged separation between subhaloes,
i.e. |∇n/n|−1D, where the distance D can be measured from the
probability of finding the closest substructure within the volume V ′
p(r)d3r ∼ exp(− 4
3
pir3n
)
4pir2ndr, (12)
which peaks at D≡ (2pin)−1/3.
In general, the probability density p(Λ) can be rarely ex-
pressed in an analytical form. An interesting exception with broad
applications in cosmology corresponds to a large population of
Hernquist (1990) spheres with a density profile
ρ(r) =
M
2pic3
1
(r/c)(1+ r/c)3
,
where M and c are the substructure mass and scale length, respec-
tively. Individual substructures induce a specific tidal force
f = − GM
(r + c)2
rˆ, (13)
which approaches the Keplerian (‘particle’) limit as c → 0. The
sum of eigenvalues associated with the force (13) can be straight-
forwardly calculated using Renaud et al. (2011) formalism
λ =
2GM
(r + c)3
uˆ, (14)
where uˆ is a unit vector pointing in a random direction. The maxi-
mum value of Equation (14) is λ0 ≡ 2GM/c3 at r = 0.
c© 0000 RAS, MNRAS 000, 000–000
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Given that an ensemble of self-gravitating, overlapping ob-
jects is not dynamically stable, in what follows we limit our anal-
ysis to populations of Hernquist (1990) spheres with sizes much
smaller than their typical separation (cD). In this regime, which
Paper I characterizes as ’rarefied’ in analogy with the kinetic theory
of gases, the combined tidal vector Λ fluctuates stochastically with
a probability density (9) that can be expressed analytically as
p(Λ)' C
pi2q3
1
(1+ ξ2)2
[
1−
(
q/λ0
)1/3
ξ1/3
]2 for Λ < λ0, (15)
where ξ ≡ Λ/q is a dimension-less quantity, q ≡ 2pi23 GMn =
(pi/3)(GM/D3), and C is a normalization constant that guarantees∫
d3Λp(Λ) = 1. The distribution (15) obeys the isotropic condition
p(Λ) = p(Λ), which implies that the tidal vectors Λ point in random
directions. Note that in the weak-force limit (Λ q) the proba-
bility function approaches asymptotically a constant value, which
implies that the effect of having an increasing number of particles
at large distances exactly balances with the declining force, such
that p(Λ) becomes flat at small accelerations. The strong-force limit
(Λ q) is dominated by the contribution of the nearest object (see
Paper I), thus the probability density is truncated at the maximum
force derivative exerted by an individual substructure (14), such
that p(Λ) = 0 for Λ > λ0 = 2GM/c3.
As we shall see below, the second moment of p(Λ) is particu-
larly relevant for understanding the dynamical response of a tracer
particle subject to a stochastic tidal field. After some algebra, Pa-
per I finds that
〈Λ2〉 =
∫ λ0
0
d3Λ p(Λ)Λ2 (16)
=
4C
pi
q2
∫ λ0/q
0
dξ
ξ4
(1+ ξ2)2
[
1−
(
q/λ0
)1/3
ξ1/3
]2
' 8pi
15
(GM)2n
c3
,
which diverges in the particle (point-masss) limit c→ 0. In prac-
tice, the divergence of 〈Λ2〉 means that as the time progresses the
maximum tidal force experienced by a tracer particle can grow up
to arbitrarily-large values.
3 TIDAL HEATING
A test particle surrounded by a large population of moving sub-
structures experiences random fluctuations of the local tidal force
due to the rapid change of the (relative) position of nearby objects.
Over a sufficiently long interval of time the cumulative effect of
multiple encounters contributes to the randomization of the pecu-
liar velocity. If the velocity impulses are small, |∆V| << |V|, the
fluctuations can be thought to occur independently, and the average
effect of a series of fluctuations will be the sum of the expectation
values of the effect of a single fluctuation. With these simplifica-
tions in place, the formalism of Brownian motion can be used to
describe the response of self-gravitating objects to stochastic vari-
ations of a gravitational field (e.g. Chandrasekhar 1943), which re-
duces the problem of tidal heating to the computation of diffusion
coefficients.
The averaged velocity increments acquired by tracer particles
over short intervals of time, 〈∆V〉 and 〈|∆V|2〉 – here brackets
denote averages over multiple interactions– play a key role in the
Brownian motion theory. Below we explore two independent meth-
ods to calculate these quantities. The first method (§3.1) follows the
usual derivation of velocity increments, where one assumes that (i)
the speed of fluctuations is much faster than the orbital velocity
of the tracer particle in the potential Φs, and (ii) external substruc-
tures move on linear trajectories within the host potential Φg. The
second approach is presented in §3.2 and follows up on the argu-
ments of Chandrasekhar (1941b) and Kandrup (1980) to derive the
speed of fluctuations directly from the phase-space distribution of
substructures, without making assumptions on the orbital motion of
these objects. Section 3.3 extends this formalism to encounters in a
non-impulsive regime by applying Weinberg (1994a,b,c) adiabatic
corrections to the coefficients obtained in §3.2.
3.1 Impulse/Straight-line approximation
The classical derivation of 〈∆V〉 and 〈|∆V|2〉 relies on two key
assumptions: (i) substructures move on straight lines, and (ii) the
typical duration of tidal fluctuations is much shorter than the orbital
period of the tracer particle about the potential Φs. Under these con-
ditions it is relatively straightforward to extend the analysis of Lee
(1968) to velocity increments arising from stochastic fluctuations
of an external tidal field.
Consider first a test particle orbiting in a potential Φs(R) with
an orbital frequency, w ≡ V/R, where R and V are the moduli of
the position and velocity vectors, respectively. During a short time
interval, tw−1, the particle position does not change appreciably.
In contrast, from Equation (7) the net contribution of the stochastic
tidal forces leads to a velocity variation
∆V =
∫ t
0
dsFt (s)≈ R
∫ t
0
dsΛs. (17)
where Λs = Λ(s) is the tidal vector acting on the tracer particle at
the time s. Equation (17) is typically known as the impulse approx-
imation. For a distribution of substructures uniformly distributed
around the tracer particle the distribution of tidal fluctuations is
isotropic, p(Λ) = p(Λ). Hence, by symmetry, the average velocity
increment is
〈∆V〉 = R
∫ t
0
ds〈Λs〉 (18)
= R
∫ t
0
ds
∫
d3Λs p(Λs)Λs = 0.
The computation of the squared velocity increment is consid-
erably more involved. From Equation (17)
|∆V|2 = R2
∫ t
0
ds
∫ t
0
ds′Λs ·Λs′ , (19)
where Λs and Λs′ are tidal vectors acting on a tracer particle at the
times s and s′, respectively. Recall that our working assumptions
are that (i) test particles suffer a large number of individual en-
counters with neighbour substructures during a time interval t, and
(ii) velocity increments induced by subsequent encounters are sta-
tistically uncorrelated. Under those conditions, the product of tidal
vectors only depends on the length of the time interval τ = s′ − s,
such that Λs ·Λs+τ = Λ0 ·Λτ . If the function Λ0 ·Λτ decreases more
rapidly than τ −1 for large τ , as it happens in most cases of astro-
physical interest, then one can take the limit t →∞. Hence, the
averaged squared velocity increment (19) can be written as a single
integral (see Appendix A of Lee 1968 for a detailed derivation)
〈|∆V|2〉 ' R22t
∫ ∞
0
dτ 〈Λ0 ·Λτ 〉. (20)
c© 0000 RAS, MNRAS 000, 000–000
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To compute 〈Λ0 ·Λτ 〉 we must take into account that the tidal vec-
torsΛ0 andΛτ are not statistically independent. Indeed, these quan-
tities are related through the trajectories of individual substructures
in the host potential. Following Chandrasekhar (1944), let us de-
fine the autocorrelation function W (Λ0,Λτ ), which gives the prob-
ability that a tracer particle experiences a tidal vector Λ0 at t = 0,
and Λτ at a later time t = τ . In the straight-line approximation, a
substructure with an initial position vector r and a relative veloc-
ity v will be located at r′ = r+ vτ at t = τ . Hence, for a population
of substructures with a distribution function n(r,v) = n f (v), where
n
∫
r<d d
3r
∫ 3 v f (v) = N, the autocorrelation function can be written
as (see Appendix A)
W (Λ0,Λτ ) =
∫
d3k0
(2pi)3
∫
d3kτ
(2pi)3
exp
[
− i(k0 ·Λ0 +kτ ·Λτ )−φ(k0,kτ )
]
,
(21)
where
φ(k0,kτ ) = n
∫
d3v f (v)
∫
V ′
d3r
[
1− exp
(
ik0 ·λ(r)+ ikτ ·λ(r+ vτ )
)]
.
(22)
The explicit evaluation of W (Λ0,Λτ ) is difficult, but the sec-
ond moment is readily found from its Fourier transform W˜ (k0,kτ )
(see Appendix A) as
〈Λ0 ·Λτ 〉 = −
(
∂2W˜
∂k0 ·∂kτ
)
|k0|→0,|kt |→0
(23)
= −
(
∂φ
∂k0
· ∂φ
∂kτ
+ ∂
2φ
∂k0 ·∂kτ
)
|k0|→0,|kt |→0
= n
∫
d3v f (v)
∫
V ′
d3rλ(r) ·λ(r+ vτ ),
with ∂φ/∂k0 = ∂φ/∂kτ = 0 by symmetry. For most cases of as-
trophysical interest, λ(r) decreases more rapidly than r−3/2 at large
radii, and one can let V ′→∞ for simplicity.
For a random population of Hernquist (1990) spheres, the av-
eraged squared velocity increment (20) can be expressed analyti-
cally under a proper choice of coordinates. Let us adopt a coordi-
nate frame in which the tangential velocity of the substructure is
parallel to the position vector r at t = 0. During a short time inter-
val, τ  w−1, the norm of the orbital plane, Ωˆ, remains approxi-
mately constant, whereas the substructure moves to a new location
r′ = r+ vτ = (r + vτ )ˆr. Using the framework of §2.1, it straightfor-
ward to show that in this configuration the direction of the centrifu-
gal acceleration remains invariant fˆ
′
c = Ωˆ
′× [Ωˆ′× rˆ′] = Ωˆ× [Ωˆ× rˆ],
and one can set λˆ · λˆ′ ≈ 1 in (23). Combination of (23), (20)
and (14) then yields
〈|∆V|2〉 = t R22n
∫ ∞
0
dτ
∫
d3v f (v)
∫
d3r
2GM
(r + c)3
2GM
(r + vτ + c)3
(24)
= t R28(GM)2n
∫
d3v f (v)
∫
d3r
(r + c)3
∫ ∞
0
dτ
(r + vτ + c)3
= t R216pi(GM)2n
∫
d3v
f (v)
v
∫ ∞
0
dr
r2
(r + c)5
= t R2
4pi
3
(GM)2
c2
n
∫
d3v
f (v)
v
,
which also diverges in the particle limit c → 0. The quantity
〈1/v〉 = ∫ d3v f (v)/v is the reciprocal of a characteristic velocity
whose meaning is discussed in §3.2.
Figure 1. Duration of tidal fluctuations (26) induced by a random popu-
lation of extended substructures with a mass G = M = 1 and scale length
c, moving with velocities 〈v2〉 = 1 and separated by an average distance
D = (2pin)−1/3 = 1. The modulus of the tidal vector Λ is given in units of
q = 2pi2GMn/3'GM/D3. Note that the straight-line approximation, Equa-
tion (27) (dotted lines), is accurate at large forces (Λ q), but seriously
over-estimates the duration of weak fluctuations (Λ  q). These curves
peak at a characteristic time-scale T (Λ) = Tch given by Equation (30).
3.2 Stochastic approach
The autocorrelation method described in §3.1 rests upon the as-
sumption substructures move on straight-line trajectories. This con-
dition is not required in a stochastic approach, where fluctuations
of the combined tidal field arise from the presence at some point of
time of substructures in the vicinity of the test particle.
Suppose that at t = 0 there are N particles distributed within a
volume V ′ = 4pir3/3 around the test particle. The number of neigh-
bours inside V ′ will change either because one of the substructures
exists this volume, or because another substructure enters from out-
side V ′. Smoluchowski (1916) shows that the probability PN(t) that
at some later time there are still N substructures inside V ′ may
be written as PN(t)dt = e−t/T dt/T . Here, the time interval T cor-
responds to the mean life of a state in which the number of sub-
structures within V ′ remains constant. For a uniform distribution of
substructures with a number density n = N/V ′ and a mean squared
(relative) velocity 〈v2〉, Smoluchowski (1916) finds (see also Chan-
drasekhar 1941b)
T (r) =
√
2pi
3〈v2〉
r
4pi
3 r
3n+1
. (25)
Equation (25) has simple asymptotic behaviours. At small dis-
tances, 4pir3n/3 = (2/3)(r/D)3  1, it recovers the time-scale de-
rived from the straight-line approximation, T ∼ r/√〈v2〉, which
simply corresponds to the time that a substructure moving at a
constant speed
√〈v2〉 would take to cross the radius r. At large
radii, however, the probability that a substructure leaves/enters V ′
becomes proportional to the number of substructures within this
volume. Accordingly, in the limit 4pir3n/3 1 Smoluchowski’s
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timescale becomes inversely proportional to N = nV ′, such that
T ∼ r/√〈v2〉N−1 ∼ r−2, which vanishes in the limit r→∞.
Following Chandrasekhar (1941b) and Paper I, let us assume
that the tidal field acting on a tracer particle is entirely dominated by
the nearest substructure. Hence, from Equation (14) one can iden-
tify r + c = (2GM/Λ)1/3. The duration of the tidal fluctuation (25)
then becomes
T (Λ) =
√
2pi
3〈v2〉
(2GM/Λ)1/3 − c
4pi
3 [(2GM/Λ)
1/3 − c]3n+1
(26)
= T0
[1− (Λ/λ0)1/3](Λ/q)2/3
( 4
pi
)[1− (Λ/λ0)1/3]3 +Λ/q
,
where the time-scale T0 ≡ D
( 6
pi
)1/3√ 2pi
3〈v2〉 ≈ 1.8 D√〈v2〉 approxi-
mately corresponds to the average time that it takes a substructure
to travel twice the distance D.
In the straight-line limit, 4pinr3/3 1, Equation (26) has a
simple form
Tsl(Λ) =
√
2pi
3〈v2〉 r = T0
1− (Λ/λ0)1/3
(Λ/q)1/3
, (27)
which diverges as Tsl ∼ Λ−1/3 in the limit Λ→ 0.
For point-mass particles, c→ 0(λ0 →∞), Equation (26) re-
duces to
Tc=0(Λ) = T0
(Λ/q)2/3
4
pi
+Λ/q
, (28)
Thus, in the strong-force regime Λ q the duration of the fluc-
tuations scales as a power-law Tc=0 ∼ Λ−1/3, which matches the
straight-line asymptotic behaviour of Equation (27). In contrast, for
weak forces, Λ q, Equation (28) scales as Tc=0 ∼ Λ2/3, thus van-
ishing in the limit Λ → 0, which strongly deviates from the di-
vergent duration one would expect for substructures moving on
straight-line trajectories. This result was first noticed by Chan-
drasekhar & von Neumann (1942), and is discussed in detail by
Kandrup (1980), who warns that adopting the straight-line approx-
imation leads to a serious overestimation of the contribution of dis-
tant encounters to the velocity increments derived in §3.1.
To illustrate these results, Fig. 1 shows the duration of fluctu-
ations induced by substructures with a mass G = M = 1 and an av-
erage separation D = 1, moving with a relative velocity dispersion
〈v2〉 = 1. As expected, comparison between the duration expected in
the straight-line approximation (dotted lines) and Smoluchowski’s
time-scale T (Λ) shows good agreement at large forces (Λ q),
but strongly disagree in the weak-force regime Λ q, where the
straight-line assumption leads to a divergent T (Λ). For extended
substructures, the duration of tidal fluctuations vanishes in the lim-
its Λ→ 0 and Λ→ λ0. In the particle-limit λ0→∞, it approaches
a power-law behaviour T ∼ Λ−1/3 at Λ q.
The maximum of T (Λ) defines a characteristic time span, Tch,
associated with the longest, and therefore most likely, tidal fluctu-
ation, Λch. After some algebra, one can show that the solution to
dT
dΛ (Λch) = 0, with T (Λ) given by (26), is
Λch =
48q
pi(61/3 +2c/D)3
. (29)
Note that the characteristic amplitude (29) shifts towards smaller
values as the ratio c/D increases. Inserting (29) into (26) returns
the characteristic duration of tidal fluctuations
Tch = T (Λch) =
pi1/3
3
T0 ≈ 0.88 D√〈v2〉 , (30)
which does not depend on substructure mass or size.
Following Chandrasekhar (1941b), let us model impulsive ve-
locity increments induced by a fluctuating tidal field as random-
walk process in velocity space. For a substructure population dis-
tributed homogeneously around the tracer particle, the distribution
of velocity impulses is isotropic and has a Gaussian form (Chan-
drasekhar 1943; Kandrup 1980)
Ψ(V,∆V, t) =
1
( 2pi3 〈|∆V|2〉)3/2
exp
[
− (∆V − 〈∆V〉)
2
2
3 〈|∆V|2〉
]
; (31)
where Ψ(V,∆V, t) denotes the probability that a test particle with
a velocity V will experience a velocity impulse ∆V within a time
interval t. From Equation (18), the average velocity increment van-
ishes by symmetry, 〈∆V〉 = 0, whereas the variance given by Equa-
tion (20) can be re-written as1
〈|∆V|2〉 = t R2〈Λ2T 〉 = t R2
∫
d3Λp(Λ)Λ2T (Λ). (32)
Note that Equation (32) obeys the ergodic property, as the contri-
bution of a tidal fluctuation with a magnitude Λ to the averaged ve-
locity impulse is weighted by the duration of the fluctuation, T (Λ).
In order to find an analytical solution to Equation (32) it is
convenient to approximate T (Λ)' Tsl(Λ). As shown in Fig. 1, this
approximation is accurate at large forces, Λ  q, which domi-
nate the behaviour of the variance 〈Λ2〉 (see Paper I). In addi-
tion, it is useful to introduce the dimensionless quantity χ = q/λ0 =
(pi/6)(c/D)3, which approaches asymptotically χ→ 0 as c→ 0.
Combination of (15) and (27) then yields
〈Λ2T 〉 ≈ 〈Λ2Tsl〉 (33)
= T0
4q2C
pi
∫ 1/χ
0
dξ
ξ4
(1+ ξ2)2
[1− (ξχ)1/3]3
ξ1/3
= T0
4q2C
pi
[ 3
20χ2/3
− 4pi
3
√
3
− 5piχ
2/3
√
3
+ 11piχ
6
+O(χ4/3)].
In the limit χ 1 one has C→ 1, hence at leading order one can
write (33) as
〈Λ2T 〉 ≈ 〈Λ2Tsl〉 ' T0 4q
2
pi
3
20χ2/3
(34)
=
4pi
5
(
GM
c
)2
n
√
2pi
3〈v2〉 .
Thus, the variance of the velocity increments (32)‘ becomes
〈|∆V|2〉 ' t R2 4pi
5
(
GM
c
)2
n
√
2pi
3〈v2〉 . (35)
Expression (35) is remarkably similar to the result derived from
the autocorrelation function, Equation (24), which suggests that
the characteristic speed in Smoluchowski’s equation,
√〈v2〉, cor-
responds to the inverse of the averaged reciprocal velocity 〈1/v〉−1,
modulo a numerical factor of order unity that arises from the dif-
ferent assumptions on which the two methods rest2.
To gain further physical insight onto the physical meaning of
these quantities, let us for example consider a population of ex-
1 See Equation (62) of Chandrasekhar (1941b).
2 To be precise, equating (24) to (35) yields 〈v2〉−1/2 = 5〈1/v〉/√6pi '
1.15〈1/v〉.
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Figure 2. Numerically-evaluated 〈Λ2TA〉 (black solid lines, Equation 41) as a function of the dimensionless frequency wTch, where Tch is the characteristic
duration of tidal fluctuations (30), and w = V/R is the orbital frequency of a test particle in the potential Φs. The y-axis is given in units of 〈Λ2〉Tch, with 〈Λ2〉
given by Equation (16). For this plot we use G = M = D = 〈v2〉 = 1. Blue-dotted and orange-dashed lines show the impulsive and adiabatic approximations
derived from Equations (34) and (43), respectively. Note that the impulsive regime extends over an increasingly larger range of orbital frequencies as the
size-to-distance ratio c/D decreases.
tended substructures with an isotropic Maxwellian velocity distri-
bution displaced by a velocity V
f (v) =
1
(2piσ2)3/2
exp
[
− (v+V )
2
2σ2
]
, (36)
where V is the velocity of a tracer particle measured from the centre
of the self-gravitating potential Φs. The average of the reciprocal
velocity is
〈1/v〉 = 2pi
(2piσ2)3/2
∫ ∞
0
dvv
∫ +1
−1
dx exp
[
− v
2
2σ2
− V
2
2σ2
− V vx
σ2
]
(37)
=
1√
2piσ
1
V
∫ ∞
0
dv exp[− (V + v)
2
2σ2
[
exp
(2vV
σ2
)
−1
]
=
1
V
erf
[ V√
2σ
]
,
here erf(x) is the error function, which scales as erf(x) ' 2x/√pi
for x 1, and converges towards erf(x)' 1 at x 1. On the other
hand, the averaged squared velocity is
〈v2〉 = 2pi
(2piσ2)3/2
∫ ∞
0
dvv4
∫ +1
−1
dx exp
[
− v
2
2σ2
− V
2
2σ2
− V vx
σ2
]
(38)
=
1√
2piσ3
1
V
∫ ∞
0
dvv3 exp[− (V + v)
2
2σ2
[
exp
(2vV
σ2
)
−1
]
= V 2 +3σ2.
It is straightforward to show that 〈1/v〉−1 and √〈v2〉 have prac-
tically the same asymptotic limits. Indeed, if the tracer particle
moves slowly with respect to the substructure population, V  σ,
the inverse of the averaged reciprocal velocity becomes 〈1/v〉−1 '√
piσ, whereas Smoluchowski’s characteristic velocity scales as√〈v2〉 ' √3σ. In contrast, if the tracer particle moves with a large
velocity, V  σ, both theories asymptotically approach √〈v2〉 =
〈1/v〉−1 = V .
3.3 Adiabatic corrections
The results obtained Sections 3.1 and 3.2 assume that tidal interac-
tions occur in an impulsive regime, wherein the location of a tracer
particle does not vary appreciably during the duration of a flyby
encounter/tidal fluctuation. This approximation is generally valid
in the outskirts of self-gravitating systems, where the orbital pe-
riod can be much longer than the time-scale on which the tidal field
varies. However, it is bound to fail in the inner regions of the self-
gravitating potential Φs, where particles complete their orbits on
short time-scales and thus react adiabatically to external perturba-
tions. In this Section we introduce adiabatic corrections that allow
for the motion of stars during tidal field fluctuations. In particu-
lar, we use the corrections found by Weinberg (1994a,b,c) (see also
Gnedin & Ostriker 1999)
A(T ) =
1
[1+ (wT )2]3/2
, (39)
where A corresponds to the ratio between the actual energy change
and the value found under the impulse approximation, w = V/R is
the orbital frequency of the tracer particle in the potential Φs, and T
is the duration of tidal fluctuations. As expected, the correction be-
comes increasingly insignificant (A≈ 1) in the outskirts of the sys-
tem, where orbital frequencies are short, wT  1. In contrast, the
correction is strong in the inner regions of the potential, where or-
bital frequencies become much higher, wT  1, and Equation (39)
approaches a power-law asymptotic form A∼ (wT )−3.
In order to account for the adiabatic response of tracer parti-
cles to relatively long tidal fluctuations, we ‘correct’ the impulsive
variation of the kinetic energy (32) as
〈|∆V|2〉 = t R2〈Λ2TA〉 = t R2
∫
d3Λp(Λ)Λ2T (Λ)A(Λ), (40)
where A(Λ) = A[T (Λ)]. For c D, combination of (15) and (26)
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yields
〈Λ2TA〉 = 4q
2C
pi
T0
∫ 1/χ
0
dξ
ξ4
(1+ ξ2)2
(1−χ1/3ξ1/3)3ξ2/3
4
pi
(1−χ1/3ξ1/3)3 + ξ
(41)
×
{
1+ (wT0)2
(1−χ1/3ξ1/3)2ξ4/3
[ 4
pi
(1−χ1/3ξ1/3)3 + ξ]2
}−3/2
,
which must be solved numerically.
The strong dependence of the adiabatic correction (39) with
the orbital frequency of the tracer particle introduces two relevant
regimes for the asymptotic behaviour of (41):
• Impulsive regime arises when the characteristic duration of
tidal fluctuations is much shorter than the orbital period of the
tracer particle in the self-gravitating potential (Tch  w−1). In this
case A ≈ 1, Equation (41) approaches asymptotically (34), and
〈Λ2TA〉imp ' 〈Λ2Tsl〉. Hence, inserting (33) into (40) yields
〈|∆V|2〉imp ' t R2〈Λ2Tsl〉 (42)
' t R2 4pi
5
(GM)2
c2
n
√
2pi
3〈v2〉 .
• Adiabatic regime applies to tidal fluctuations with a charac-
teristic time-span that is much longer than the orbital period of the
tracer particle (Tch  w−1). In this limit, the adiabatic correction
scales as A∼ (wT )−3 ≈ (wTsl)−3, and (41) becomes
〈Λ2TA〉ad ' 1w3 〈
Λ2
T 2sl
〉 (43)
=
1
w3
4Cq2
piT 20
∫ 1/χ
0
dξ
ξ14/3
(1+ ξ2)2
=
1
w3
4Cq2
piT 20
[ 3
5χ5/3
− 11pi
12
+6χ1/3 +O(χ2/3)].
Inserting (43) into (40) and taking χ 1 yields
〈|∆V|2〉ad ' t R2〈Λ2TA〉ad (44)
' t R
5
V 3
24pi
5
(GM)2
c5
n〈v2〉.
Comparison of (42) and (44) reveals key differences between the
impulsive and adiabatic regimes. First, the impulsive velocity vari-
ance scales as 〈|∆V|2〉imp ∼ 〈v2〉−1/2, whereas in the adiabatic
regime 〈|∆V|2〉ad ∼ 〈v2〉. The opposite behaviour means that while
the outskirts of self-gravitating objects are predominantly heated
by nearby substructures with small relative velocities, only fast en-
counters can perturb the internal regions of the potential. Further-
more, we find that 〈|∆V|2〉ad ∼ R5/V 3, which implies that particles
close to the centre of the potential moving with high peculiar ve-
locities will be barely affected by fluctuations of the external tidal
field.
Fig. 2 shows numerical solutions to Equation (41) for differ-
ent substructure size-to-average separation ratios, c/D. Blue-dotted
and orange-dashed lines show the impulsive and adiabatic limits
derived from Equations (34) and (43), respectively. Note first that
accounting for the force dependence of T (Λ) is particularly impor-
tant for ‘rarefied‘ distributions of substructures (D c). Indeed,
combination of (34), (30) and (16) shows that adopting a constant
value for the duration of tidal fluctuations, T ≈ Tch, overestimates
the magnitude of tidal heating by a factor 〈Λ2〉Tch/〈Λ2TA〉imp =
(61/32/9)(D/c) ' 0.4D/c. Importantly, Fig. 2 shows that the im-
pulsive range of frequencies extends towards systematically higher
frequencies as the size ratio c/D decreases. The accuracy of the
straight-line approximation also improves in this limit, giving a
progressively better match between the numerical values of (41)
and its asymptotic limits 〈Λ2TA〉imp and 〈Λ2TA〉ad as c/D→ 0.
4 EVOLUTION DRIVEN BY TIDAL HEATING
In this Section we use the probability theory introduced by Peñar-
rubia (2015), hereafter P15, to describe the non-equilibrium state
of particle ensembles acted on by a stochastic tidal field. For sim-
plicity, we assume that the potential Φs is time-independent and has
spherical symmetry, such that Φs(R, t) = Φs(R). Extending the anal-
ysis to self-gravitating, time-dependent potentials is more involved
and will be presented in a separate contribution.
4.1 Diffusion in a static potential
The presence of a stochastic tidal field in the equations of mo-
tion (4) induces random fluctuations of the integrals {E,L}. In an
impulse regime (see §3), the location of a tracer particle is assumed
to remain constant. Hence, the variation of orbital energy is equal
to the change of kinetic energy
∆E =
1
2
(V +∆V)2 − 1
2
V2 = V ·∆V + 1
2
(∆V)2, (45)
while the angular momentum varies by an amount
∆L = R× (V +∆V)−R×V = R×∆V. (46)
If one assumes that the population of substructures are isotropically
distributed around the tracer particle, and that the velocity impulses
are small, |∆V|  V , then it is straightforward to show that the
average variation of these quantities can be written as
〈∆E〉 = 〈V ·∆V〉+ 1
2
〈|∆V|2〉 = 1
2
〈|∆V|2〉 (47)
〈∆L〉 = 〈R×∆V〉 = 0,
whereas at leading order O(|∆V|/V ) the variance of the integral
fluctuations can be approximately written as
〈(∆E)2〉 ' 〈(V ·∆V)2〉 = 1
3
V 2〈|∆V|2〉, (48)
〈|∆L|2〉 = 〈|R×∆V|2〉 = 2
3
R2〈|∆V|2〉.
Recall that in our notation brackets denote averages over the spec-
trum of tidal fluctuations, i.e. 〈X〉 = ∫ d3Λ p(Λ)X , see §2.
4.1.1 Free-diffusion in an infinite domain
Following P15, let us define a statistical ensemble of tracer par-
ticles as the collection of a large number of individual mass-less
particles with energy E = E0 and angular momentum L = L0 at the
time t0 = 0. The probability that these particles have integrals in the
range E,E + dE and L,L+ dL at a later time t > t0 is given by the
function p(E,L, t|E0,L0, t0), which a solution to a 4-dimensional
diffusion equation (see P15 for details)
t
∂p
∂t
≈ C˜E ∂p
∂E
∣∣∣∣
(E0 ,L0)
+C˜L
∂p
∂L
∣∣∣∣
(E0 ,L0)
+ D˜E
∂2 p
∂E2
∣∣∣∣
(E0 ,L0)
+ D˜L
∂2 p
∂L2
∣∣∣∣
(E0 ,L0)
(49)
+D˜EL
∂2 p
∂E∂L
∣∣∣∣
(E0 ,L0)
,
with initial conditions p = δ(E −E0)δ(L−L0) at t = t0. The simplest
solution corresponds to particles that diffuse freely (i.e. in a domain
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with no boundaries) in the 4 dimensions of the integral-of-motion
space, and with a probability density that is separable in energy and
angular momentum, such that
p(E,L, t|E0,L0, t0) = p(E, t|E0,L0, t0) p(L, t|E0,L0, t0). (50)
Under these conditions, P15 shows that the probability functions p
are Green’s functions (or propagators) with a Gaussian form
p(E, t|E0,L0, t0) = 1
(4piD˜E )1/2
exp
{
− (E −E0 +C˜E )
2
4D˜E
}
, (51)
and
p(L, t|E0,L0, t0) = 1
(4piD˜L)3/2
exp
{
− (L−L0 + C˜L)
2
4D˜L
}
, (52)
where {C˜E ,C˜L, D˜E , D˜L} are coefficients evaluated at (E0,L0, t − t0).
If the fluctuations of the external tidal field are much weaker than
the binding forces all coefficients approach zero, and the probabil-
ity functions (51) and (52) become sharply peaked about E = E0 and
L = L0, respectively. As expected, in the limit 〈|∆V|2〉→ 0, one has
that p(E, t|E0,L0, t0)→ δ(E −E0), and p(L, t|E0,L0, t0)→ δ(L−L0),
which recovers the initial conditions.
The diffusion coefficients are derived from phase-space aver-
ages of (47) and (48) over a collection of tracer particles with the
same combination of energy and angular momentum at t0 = 0. Us-
ing the adiabatically-corrected velocity impulses (40) leads to drift
coefficients
C˜E (E,L, t) = −〈∆E〉 = −12 〈|∆V|
2〉 = −t 1
2
R2〈Λ2TA〉, (53)
C˜L(E,L, t) = −〈∆L〉 = 0,
and diffusion coefficients
2D˜E (E,L, t) = 〈(∆E)2〉− 〈∆E〉2 ' t 13 R
2V 2〈Λ2TA〉, (54)
2D˜L(E,L, t) = 〈|∆L|2〉− 〈∆L〉2 = t 23 R
4〈Λ2TA〉,
with upper bars denoting a phase-space average over tracer par-
ticle ensembles (see Appendix C). Note that the coefficients are
isotropic in the angular momentum space, i.e. Ci(E,L) = Ci(E,L)
and Di(E,L) = Di(E,L), with a subindex i = {E,L}. In addition, the
cross-coefficients vanish by symmetry, ∆E∆L = D˜EL = 0, which
justifies the separability of p(E,L, t|E0,L0, t0) implicitly assumed
in Equation (50).
In an impulsive regime, averages over tracer-particle (upper
bars) and substructure (brackets) ensembles in (53) and (54) be-
come statistically independent, which simplifies our mathematical
treatment greatly. Indeed, for tidal fluctuations with a characteristic
duration (30) that is much shorter than the orbital frequency, i.e.
wTch  1, one can approximate 〈Λ2TA〉 ≈ 〈Λ2T 〉, which is inde-
pendent of the phase-space distribution of tracer particles. Hence,
Equations (53) and (54) become
C˜E,imp(E,L, t) = −t
R2
2
〈Λ2T 〉, (55)
C˜L,imp(E,L, t) = 0,
D˜E,imp(E,L, t) = t
R2V 2
6
〈Λ2T 〉,
D˜L,imp(E,L, t) = t
R4
3
〈Λ2T 〉.
4.1.2 Diffusion in a confined region
In a self-gravitating potential Φs, gravitationally-bound particles
can only diffuse in a limited volume of the integral-of-motion
space. In particular, energies must be negative definite, E < 0,
while the angular momentum is confined within the interval 0 ≤
L≤ Lc(E), where Lc(E) corresponds to the angular momentum of a
circular orbit with energy E. In order to confine particles within
a given domain we must solve the diffusion equation (49) with
appropriate boundary conditions. To this aim, first we set an ab-
sorbing boundary at E = 0, such that p(E ≥ 0) = 0, which implies
that particles with E ≥ 0 escape from a gravitating system to never
return3. The angular momentum space is treated as a cubic box
with reflecting surfaces at the limits of each dimension4, such that
∂L p(Li = ±Lc) = 0, where i = x,y,z, which limits the values of the
components within −Lc ≤ Li ≤ Lc. In order to obey these boundary
conditions, Appendix B shows that Equations (51) and (52) must
be respectively replaced by
p(E, t|E0,L0, t0) = 1√
4piD˜E
exp
[
− (E −E0 +C˜E )
2
4D˜E
]
(56)
− 1√
4piD˜E
exp
(
E0
C˜E
D˜E
)
exp
[
− (E +E0 +C˜E )
2
4D˜E
]
,
and
p(L, t|E0,L0, t0) =
∞∑
n,m,l=0
αnml
L3c
cos
[npi(Lx,0 +Lc)
2Lc
]
cos
[npi(Lx +Lc)
2Lc
]
(57)
×cos[mpi(Ly,0 +Lc)
2Lc
]
cos
[mpi(Ly +Lc)
2Lc
]
×cos[ lpi(Lz,0 +Lc)
2Lc
]
cos
[ lpi(Lz +Lc)
2Lc
]
exp[−λnmlD˜L],
where Lc = Lc(E0), λnml = pi2(n2 +m2 + l2)/(4L2c) is a separation con-
stant, and α000 = 1/8, αn00 = α0m0 = α00l = 1/4, αnm0 = αn0l = α0ml =
1/2, and αnml = 1 for n,m, l ≥ 1. As demonstrated in Appendix B,
the function p(L, t|E0,L0, t0) recovers the Gaussian propagator (52)
on short time-scales, pi2DL/(4L2c) t  1, where DL = D˜L/t is a
‘static’ coefficient defined in §4.2. As the time progresses, how-
ever, all modes with n,m, l ≥ 1 decay exponentially, and the proba-
bility function converges asymptotically towards a constant value
p(L, t|E0,L0, t0) → 1/(8L3c) in the limit t → ∞. This is an im-
portant result, as it shows that stochastic tidal heating tends to
isotropize the initial angular momentum distribution on a time-
scale pi2DL/(4L2c) t & 1. This calls for defining the isotropization
time-scale as
tiso =
4L2c
pi2DL
=
12
pi2
L2c
R4〈Λ2TA〉 , (58)
where DL = D˜L/t is given by (54). In §4.3 we discuss the properties
of tiso in some detail.
According to the Jeans theorem, the initial equilibrium state of
a gravitational system is fully defined by the distribution of parti-
cles in the integral-of-motion space N(E0,L0, t0), which determines
3 This approximation is only approximately correct. In reality, particles can
diffuse in and out of the boundary E = 0. Although this calls for introduc-
ing a permeable boundary, the mathematical treatment significantly more
involved (e.g. Carslaw & Jaeger 1986) and must be left for follow-up work.
4 Note that diffusion processes depend on the space geometry. Here we
adopt Cartesian symmetry for mathematical convenience, see Appendix B
for details.
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the probability to find a particle in the 4-dimensional volume ele-
ment dE0d3L0 centred at a specific energy E0 = V 2/2+Φs(R) and an
angular momentum vector L0 = R×V at the time t0 = 0. The (non-
equilibrium) state of a gravitating system at a later time t > t0 is
found by convolving the initial distribution N(E0,L0, t0) with (56)
and (57), which yields
N(E,L, t) =
∫ ∫
dE0d3L0 p(E,L, t|E0,L0, t0)N(E0,L0, t0) (59)
=
∫
dE0 p(E, t|E0,L0, t0)
∫
d3L0 p(L, t|E0,L0, t0)N(E0,L0, t0)
hence exploiting the fact that p(E,L, t|E0,L0, t0) is a Green’s func-
tion (see P15 for details). In Section 6 we discuss the evolution of
planetary orbits driven by stochastic tidal heating as an illustration
of the Green’s convolution (59).
4.2 Fokker-Planck equations
Let us write down the Fokker-Planck equations in the integral-
of-motion space in order to gain insight onto the physical mean-
ing on the diffusion coefficients. To this end let us assume that
the transformation N(E0,L0, t0)→ N(E,L, t) takes place during a
short, but non-zero, time interval t − t0, and that the variation of en-
ergy and angular momentum is small, such that |∆E|/|E|  1 and
|∆L|/L 1. Thus, expanding the left-hand side of Equation (59)
up to the first order in t, and the right-hand side as a Taylor series
to the second order in ∆E and ∆L yields (Spitzer 1987; P15)
t
∂N
∂t
≈ − ∂
∂E
[N〈∆E〉]− ∂
∂L
[N〈∆L〉]+ 1
2
∂2
∂E2
[N〈(∆E)2〉] (60)
+1
2
∂2
∂L2
[N〈|∆L|2〉]+ ∂
2
∂E∂L
[N〈∆E∆L〉].
The Fokker-Planck equations (60) simplify considerably in an
isotropic tidal field, where 〈∆L〉 = 〈∆E∆L〉 = 0 and 2D˜L = 〈|∆L|2〉
by symmetry. Also, from Equations (47) and (48) it is clear that
〈(∆E)2〉 ∼ V 2〈|∆V|2〉, whereas 〈∆E〉2 ∼ 〈|∆V|2〉2. Since the
Brownian approach requires 〈|∆V|2〉V 2, one can safely approx-
imate 2D˜E = 〈(∆E)2〉− 〈∆E〉2 ≈ 〈(∆E)2〉, such that
t
∂N
∂t
≈ ∂
∂E
[NC˜E ]+
∂2
∂E2
[ND˜E ]+
∂2
∂L2
[ND˜L]. (61)
The linear dependence of the coefficients C˜ and D˜ with the
length of the time-interval t in (53) and (54), respectively, calls for
the definition of static drift and diffusion coefficients
CE (E,L) =
C˜E (E,L, t)
t
= −1
2
R2〈Λ2TA〉 (62)
CL(E,L) =
C˜L(E,L, t)
t
= 0,
DE (E,L) =
D˜E (E,L, t)
t
=
1
6
R2V 2〈Λ2TA〉,
DL(E,L) =
D˜L(E,L, t)
t
=
1
3
R4〈Λ2TA〉.
such that Equation (61) becomes
∂N
∂t
≈ ∂
∂E
[NCE ]+
∂2
∂E2
[NDE ]+
∂2
∂L2
[NDL]. (63)
Random fluctuations of the tidal field induce a bulk motion of tracer
particles in the integral-of-motion space. At leading order, the main
variation corresponds to a flux of particles crossing the energy layer
E at a fixed angular momentum L, which can be estimated from
Equations (63) and (62) as
J(E,L) =
∫
E
∂N
∂t
dE′ ≈ N(E,L, t0)CE (E,L) (64)
= −1
2
R2〈Λ2TA〉N(E,L, t0),
the negative sign of J implies that stochastic tidal heating leads to a
steady flow of particles drifting from bound energies E < 0 towards
E→ 0. This realization has important consequences for the survival
of self-gravitating objects in a fluctuating tidal field, as discussed
below. Note also that in an impulsive regime Equation (64) has a
simple form
Jimp(E,L) = −
R2
2
〈Λ2T 〉N(E,L, t0). (65)
The fact that Jimp ∝ R2 shows that the particle flow is particularly
strong in the outskirts of the potential Φs(R).
Over a sufficiently long interval of time, particles with a com-
bination of integrals (E0,L0) at t0 = 0 will gain sufficient kinetic
energy as to escape the potential Φs(R), which is known as “tidal
evaporation” (Spitzer 1958 and references therein). The unbinding
time, tesc(E0,L0), can be estimated from Equation (62) by express-
ing 〈∆E〉 = −CE (E0,L0)t = 12 R2〈Λ2TA〉t. Hence, setting E(tesc) = 0
yields an average escape time
tesc(E0,L0) =
(0−E0)
−CE (E0,L0)
=
2|E0|
R2〈Λ2TA〉 . (66)
In the impulse approximation (A≈ 1), Equation (66) reduces to
tesc,imp(E0,L0) =
2|E0|
R2
1
〈Λ2T 〉 , (67)
which is independent of the velocity distribution of the tracer par-
ticles.
4.3 Example: Keplerian potential
It is worth illustrating the above results with an analytical example.
To this end, consider an ensemble of tracer particles orbiting in a
Keplerian potential
Φs(R) = −
Gm
R
. (68)
As in previous Sections, we assume that the system is surrounded
by an homogeneous distribution of Hernquist (1990) spheres with a
mass M, scale-length c and number density n (see §2.1 for details).
The drift and diffusion coefficients appearing in (53) and (54),
respectively, can be calculated analytically under the assumption
that (i) random tidal interactions occur in an impulsive regime (A≈
1), and (ii) substructures do not spatially overlap with each other
(cD). Hence, combination of (55), (C10), (C11), (C13) and (34)
yields
C˜E,imp(a,e, t) = −t a2
(
1+ 3
2
e2
)2pi
5
(
GM
c
)2
n
√
2pi
3〈v2〉 , (69)
C˜L,imp(a,e, t) = 0,
D˜E,imp(a,e, t) = t a
(
1− e
2
2
)2pi
15
(Gm)
(
GM
c
)2
n
√
2pi
3〈v2〉 ,
D˜L,imp(a,e, t) = t a4
(
1+5e2 + 15
8
e4
)4pi
15
(
GM
c
)2
n
√
2pi
3〈v2〉 .
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Here, a and e are the semi-major axis and eccentricity of and orbit
with energy E and angular momentum L
E = −Gm
2a
for E ≤ 0, (70)
L2 = Gma(1− e2) with 0≤ e≤ 1,
where e = 0 corresponds to a circular orbit with angular momentum
Lc(E) =
√
Gma =
Gm
(−2E)1/2
. (71)
Combination of (66), (69) and (70) yields the mean impulsive
time-scale required to unbind a tracer particle as a function of semi-
major axis and orbital eccentricity
tesc,imp(a,e) =
Gm
a3(1+ 32 e2)
1
〈Λ2T 〉 (72)
=
5
2
c2
(1+ 32 e2)
Gm
(GM)2
√
3〈v2〉
2pi
(
D
a
)3
.
This expression reveals a number of interesting features. Notice
first that the unbinding time-scale is mainly determined by the ratio
between the semi-major axis of the orbit and the average separation
between substructures, tesc ∼ (D/a)3, and depends only weakly on
eccentricity. In particular circular orbits (e = 0) remain bound a fac-
tor 5/2 longer than radial orbits (e = 1). In addition, Equation (72)
shows that the escape time-scale decreases linearly with the veloc-
ity dispersion of the substructure population, tesc ∼ 〈v2〉1/2, which
highlights the fact that impulsive energy injections are dominated
by nearby substructures moving with a small relative velocity (see
§3.3).
It is interesting to compare the time-scale required to
isotropize the angular momentum distribution, Equation (58),
against the unbinding time-scale (66). Adopting the impulse ap-
proximation, and inserting (71), (C11) and (34) into (58) yields
tiso,imp(a,e) =
12
pi2
Gm
a3(1+5e2 + 158 e4)
1
〈Λ2T 〉 (73)
=
30
pi2
c2
(1+5e2 + 158 e4)
Gm
(GM)2
√
3〈v2〉
2pi
(
D
a
)3
,
which indicates that isotropization and unbinding time-scales share
the same power-law behaviour, albeit with the former being more
sensitive to orbital eccentricity than the latter. In particular, divid-
ing (73) by (72) yields a ratio(
tiso
tesc
)
imp
=
12
pi2
1+ 32 e
2
1+5e2 + 158 e4
. (74)
which has values between 12/pi2' 1.22 and 80/(21pi2)' 0.386 for
e = 0 and e = 1, respectively, with tiso = tesc occurring at e' 0.256.
This result implies that orbits with low orbital eccentricity tend to
escape from the potential Φs before the momentum distribution is
fully randomized. We will return to this issue below.
5 N-BODY TESTS
In this Section, we run a number of restricted N-body experiments
that follow the dynamical evolution of tracer particles subject to
random tidal interactions with a large population of extended sub-
structures. Our goal is to test the main assumptions introduced in
previous Sections in order to describe tidal heating as a random
walk (a.k.a. Brownian motion) of velocities that leads to a diffu-
sion process a 4-dimensional integral-of-motion space.
5.1 Numerical set-up
To simplify our numerical analysis and speed up N-body compu-
tations we adopt an analytical Dehnen (1993) model for the host
galaxy potential, where
Φg(r) =
4piGρ0
3−γ
×
{
− 12−γ
[
1−
(
r
r+r0
)2−γ]
,γ 6= 2
ln
(
r
r+r0
)
,γ = 2.
(75)
In what follows, we use N-body units with G = ρ0 = r0 = 1.
Substructures are assumed to be spherically distributed about
the host centre following a number density profile
n(r) =
n0
[1+ (r/r0)α]β/α
, (76)
which is normalized to 4pi
∫∞
0 dr r
2 n(r) = N. The scale on which
the number density profile varies can be calculated analytically
from (76) as
d(r)≡
∣∣∣∣∇nn
∣∣∣∣−1 = rβ
[
1+
(
r0
r
)α]
. (77)
The local approximation is justified at radii where d is larger
than the mean separation between substructures, i.e. d  D =
(2pin(r)]−1/3 (see Appendix A of Paper I). For α > 1, the distance
d diverges as r→ 0, hence one can safely approximate n≈ n0 and
D≈ (2pin0)−1/3 at r r0.
If one further assumes that substructures move isotropically
about the centre of the potential, then the distribution function can
be written as (Eddington 1916)
f (E) =
1√
8pi2
[∫ 0
E
dΦ√
Φ−E
d2n
dΦ2
+ 1√
−E
(
dn
dΦ
)
Φ=0
]
, (78)
where n[r(Φg)] corresponds to the profile (76) expressed as a func-
tion of the potential (75). Dynamical equilibrium is guaranteed if
and only if the distribution function is definite positive, f ≥ 0,
within the energy range sampled by the orbital distribution. For
the models described above this condition requires a steep slope
at large radii. In our experiments we set γ = 0, α = 3 and β = 60.
Although not shown here, we have explicitly checked that the par-
ticular choice of indices γ, α and β does not significantly change
the results shown below. The initial radii and velocities of N sub-
structures are drawn randomly from the distribution function f (E)
using a rejection algorithm, while the directions of the position and
velocity vectors are isotropically distributed over the surface of a
sphere. The velocity dispersion 〈v2〉 is measured from the relative
velocities of the substructure ensemble. For the experiments shown
below we find 〈v2〉1/2 ' 0.45. The orbits of individual substructures
in the potential Φg are integrated forward in time using a leap-frog
algorithm whose time-step is chosen such that the energy is con-
served at least at a 10−9 level in isolation.
For simplicity, tracer particles orbit an isolated Keplerian po-
tential (68) and follow circular orbits at t = 0, such that the initial
tangential velocity is set to V = Vc(R) = |R∇Φs(R)|1/2 = (Gm/R)1/2,
and the orbital frequency to w = V/R = (Gm/R3)1/2. The initial
energy and angular momentum are therefore E0 = V 2c /2 + Φs(R)
and L0 = RVc(R), while the semi-major axis and eccentricity are
a0 = −Gm/(2E0) and e0 = 0, respectively.
Fluctuations of the external tidal field are added into the equa-
tions of motion following two different prescriptions
(i) Direct-force computation of the tidal field. Here the com-
bined tidal tensor induced by a set of N-Hernquist (1993) spheres
is calculated as a direct summation of the tidal forced induced by
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Figure 3. Time-averaged variance of tidal fluctuations, 〈Λ2〉t , Equation (82), as a function of the length of the time interval t measured in units of the
characteristic duration of tidal fluctuations, Tch, Equation (30). Thin curves correspond to ensembles of N = 5000 Hernquist spheres with a mass M = 10−7 and
a size c given in units of the mean separation between substructures, D = (2pin0)−1/3. Red lines show best-fitting Equation (83). Note that if substructures are
not spatially overlapping (c/D 1) the averaged value of 〈Λ2〉t converges exponentially towards the analytical function (16) (horizontal black dashed lines)
on a time-scale t τs, where τs is the so-called sampling time (see text).
individual substructures
T jk =
N∑
i=1
t jki ≡
N∑
i=1
GM
r′i (r′i + c)2
δ jk −
(
2GM
(r′i + c)3
+ GM
r′i (r′i + c)2
)
x jxk
r′2
,
(79)
where δ jk is the Kronecker delta and r′i = {x ji } j=1,2,3 = rs − ri is the
relative distance between the self-gravitating object and the ith sub-
structure. In the models shown below, the tidal tensor (79) is eval-
uated at a radius, rs = 0.1r0, where the number density of substruc-
tures (76) is approximately constant, n ≈ n0. It is worth stressing
that this approach comes at a large computational cost.
(ii) Monte-Carlo sampling the distribution of velocity in-
crements Ψ(V,∆V,∆t) given by Equation (31). Here we use
adiabatic-corrected coefficients 〈|∆V|2〉 computed from equa-
tions (40) and (41), with a time interval t set equal to the time-step
of the leap-frog scheme, ∆t. In order to incorporate the effects of a
fluctuating tidal field, first we compute the orbit of the test particle
in the potential Φs from R(t)→ R(t +∆t) by solving the equations
of motion
d2R
dt2
= −∇Φs(R). (80)
Subsequently, we add a random velocity ‘kick’ to the velocity vec-
tor computed from (80) in isolation, V(t +∆t), such that
V(t)→ V(t +∆t)+Ran(∆V)
where Ran(∆V) correspond to random velocity increments drawn
from the isotropic Gaussian distribution Ψ(V,∆V,∆t).
The potential Φs is assumed to be in isolation, i.e. the host
galaxy potential is set to Φg = 0, which implies that particles with a
specific energy E ≥ 0 will escape from the system. This choice
helps to isolate the effect of stochastic tidal fluctuations by re-
moving the smooth component of the tidal tensor from the equa-
tions of motion (Tg = 0). Equations (4) and (80) are solved using
a Runge-Kutta scheme (e.g. Press et al. 1992) with a fixed time-
step ∆t = 0.01w−1. For the models shown below, this yields an
energy conservation at a ∼ 10−9 level in the absence of stochas-
tic tidal fluctuations. One should bear in mind is that at a fixed
time-step direct calculations of the force induced by a popula-
tion of N−substructures consumes approximately a factor N-times
more CPU-power than the Monte-Carlo method. This difference
becomes astronomical in the case of Galactic substructures, as dis-
cussed in Section 7.
5.2 Tidal force fluctuations
We start by testing the analytical expressions for the distribution of
tidal force fluctuations, p(Λ), derived in Section 2. Recall that our
analytical framework assumes that (i) the Euler and Coriolis terms
appearing in the non-inertial rest frame of the test particle can be
neglected, and that (ii) individual substructures induce tidal forces
that point in random directions. In order to quantify the amplitude
of tidal fluctuations, we first measure the modulus of the combined
tidal vector Λ acting on a single tracer particle from a direct sum-
mation of the tidal forces (7) induced by individual subtructures
Λ =
|Ft |
R
=
1
R
∣∣∣∣ N∑
i=1
ti ·R
∣∣∣∣, (81)
The average of the variance within an interval of time t is calculated
as
〈Λ2〉t = 1t
∫ t
0
dτΛ2(τ ). (82)
Fig. 3 shows the time evolution of 〈Λ2〉t computed from Nens = 16
independent ensembles of N = 5000 substructures with a mass
M = 10−7 and three different sizes (c) given in units of the aver-
age separation between substructures (D). The ‘saw’-like shape of
the curves is caused by impulse variations of Λ2(t) over reduced
periods of time. As expected, on time-scales t & Tch, where Tch is
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Figure 4. Sampling time-scale (τs) measured in units of the characteristic
duration of tidal fluctuations (Tch) as a function of the ratio between the size
of substructures (c) and their mean separation (D). The average number of
tidal fluctuations required to sample the large-force tail of the probability
function p(Λ) scales as τs ≈ 4.8Tch(D/c)2 for c/D 1 and N 1.
the average duration of tidal fluctuations given by (30), ensemble-
averaged values of the variance, 〈Λ2〉ens(t) = N−1ens
∑Nens
k=1 〈Λ2〉t,k, con-
verge towards the analytical expression for 〈Λ2〉 derived in the
limit N→∞ (black-dashed lines, Equation 16). However, on time-
intervals t . Tch Equation (16) systematically overestimates the
value of 〈Λ2〉t . The reason for this mismatch is simple to under-
stand: as discussed in §2 (see also Paper I), the variance 〈Λ2〉 is
completely dominated by the contribution of the nearest object. If
the time interval is very short, t . Tch, the positions of substruc-
tures do not change appreciably, and the spectrum of tidal fluctua-
tions p(Λ) is sharply peaked about the mean, 〈Λ〉. As the time pro-
gresses, t  Tch, stochastic fluctuations begin to sample the large-
force tail of the distribution, Λ ∼ λ0 〈Λ〉, which leads to an ex-
ponential convergence of 〈Λ2〉t towards the asymptotic value given
by Equation (16).
Comparison between the three panels of Fig. 3 highlights the
strong dependence of the magnitude of the tidal fluctuations on the
size of substructures. Indeed, according to the analytical expression
given by Equation (16), the force variance scales as 〈Λ2〉 ∼ (D/c)3
for c/D 1. The scatter about the ensemble-average value also in-
creases significantly as the size-to-separation ratio c/D decreases,
which can be traced back to the fact that 〈Λ2〉t is largely governed
by the few substructures that come closest to the tracer particle
within the time interval t. Note that for spatially-overlapping pop-
ulations (c & D) there is a systematic mismatch between the nu-
merical and analytical values. However, such deviations are to be
expected given the analytical expression (16) is only strictly valid
for ’rarefied’ populations where c/D 1 (for details, see Paper I).
Fig. 3 also reveals that the convergence of 〈Λ2〉t towards Equa-
tion (16) shifts to systematically later times as the size of individ-
ual substructures shrinks with respect to their average separation.
Given that the time interval t is given in units of the average dura-
tion of tidal fluctuations, Tch, the x-axis represents an average num-
ber of fluctuations within a given time span. Therefore, one may
conclude that the average number of fluctuations required to reach
the asymptotic behaviour of 〈Λ2〉ens(t) increases as the ratio c/D
decreases. To quantify the convergence time we fit the numerical
curves with an exponential function (red lines)
〈Λ2〉ens(t) = 〈Λ2〉∞[1− exp(−t/τs)], (83)
where 〈Λ2〉∞ corresponds to the asymptotic value of the variance
in the limit t→∞, δs(t) = 1− exp(−t/τs) is the so-called sampling
delay function, and τs is defined as the sampling time-scale. On
long time-scales, t & τs, the variance of tidal fluctuations converges
asymptotically towards 〈Λ2〉∞ ≈ 〈Λ2〉, which suggests that τs mea-
sures the average time required to sample the large-force tail of
p(Λ). Fig. 4 shows that the sampling time can be approximately
written as τs ≈ 4.8Tch(D/c)2, and that this relation is largely in-
dependent of the number of substructures, N. According to Equa-
tion (12), the quadratic slope reflects the fact that the sampling
time-scale is inversely proportional to the probability to find the
closest substructure at a distance r∼ c. Indeed, from Equation (12)
we find that p(r) ∼ r2 for c/D 1 (4pic3n/3 1). For reasons
that will become evident in §7, it is useful to define the sampling
frequency
ws ≡ 1
τs
≈ 1.49c2n〈v2〉1/2. (84)
Note that the sampling time becomes arbitrary long in the particle
limit, i.e. τs→∞ (ws→ 0) as c→ 0, which means that the ampli-
tude of tidal fluctuations induced by a background of point-masses
never converges, and will therefore reach arbitrarily-large values in
the limit t→∞.
5.3 Diffusion in the integral-of-motion space
In this Section we follow the evolution of binary ’stars’ subject to
the tidal fluctuations computed in §5.2. For simplicity, tracer parti-
cles are set on circular orbits at t0 = 0, which reduces the dimension-
ality of the problem to the initial (specific) energy, E0 = −Gm/(2a0).
Fig. 5 illustrates how random velocity increments acquired by
tracer particles over short intervals of time lead to a Brownian mo-
tion in the integral-of-motion space. The energy and angular mo-
mentum of single tracer particle varies randomly as a response to
the fluctuating tidal field generated by ensembles of N = 5000 Hern-
quist spheres with a mass M = 10−7 and a size c = 0.1D, separated
by an average distance D = (2pin0)−1/3. Thin lines correspond to dif-
ferent random realizations of the substructure population. At t0 = 0
tracer particles have a semi-major axis a0 = 10D and an angular
momentum L0 = Lc(E0) =
√
Gma0, which we mark with a red dot
for ease of reference. As a response to the fluctuating tidal field, on
average particles tend to gain kinetic energy, thus ‘drifting’ towards
the energy threshold E = 0. Simultaneously, a random walk in angu-
lar momentum takes the particles away from the initial location on
the circular-velocity curve Lc(E) (solid black line). Thus, scattered
orbits gradually become more radial and less energetically bound.
In order to test the impulse approximation and the adiabatic
correction explored in Section 3.3, we integrate the evolution of
tracer particles for a time-interval wtmax = 50000, where w = 2pi/P =√
Gm/a30 is the frequency of a circular orbit. Left, middle and right
panels of Fig. 6 correspond to orbits with initial semi-major axes,
a0/D = 10,1.0 and 0.1. These models cover ∼ 3 orders of magni-
tude in orbital frequencies, wTch ' 0.03,1.0 and 31.6, respectively,
where Tch is the typical duration of tidal fluctuations (30). With
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Figure 5. Brownian motion of single tracer particles in the integral-of-
motion space of a Dehnen potential with γ = 0 and G = ρ0 = r0 = 1. Ini-
tially, particles move on a circular orbit with a semi-major axis a = 10D,
where D = (2pin0)−1/3 in the mean distance between substructures. For ease
of reference, the initial location is marked with a red dot, and the zero-
energy threshold (E = 0) with a vertical dotted line. Thin lines show the
response to the tidal fluctuations generated by independent ensembles of
N = 5000 substructures with a mass M = 10−7 and a size-to-separation ratio
c/D = 0.1. Note (i) the role of a reflecting barrier played by the circular
angular momentum Lc(E) (thick black line), and (ii) the net flux of particles
travelling from negative towards positive energies.
this choice of parameters, particles with the largest/smallest semi-
major axis react impulsively/adiabatically to the fluctuations of the
tidal field. In units of the (impulsive) escape time (67), our models
cover a much larger range of values, wtesc ' 1.3× 103,4.0× 107
and 1.3× 1012 for a0/D = 10.0,1.0 and 0.1, respectively. Hence,
of the three orbits explored here, only particles with a0 = 10D are
evolved for a sufficiently long time to escape from the system (i.e.
tesc < tmax). Recall that on time-intervals t  tesc ' tiso particles
are not “aware” of the finite boundaries of the integral-of-motion
space (see Appendix B), hence the evolution of energy and angu-
lar momentum is expected to follow the relation exhibited by free-
diffusion processes in an unconfined volume, σ2 = 2Dt. To test this
theoretical expectation, we plot the time-evolution of the energy
variance, σ2E = 〈∆E2〉 − 〈∆E〉2, and angular momentum variance,
σ2L = 〈|∆L|2〉 − 〈|∆L|〉2. Values derived from a direct-force sum-
mation (thin coloured lines) are compared against the theoretical
predictions derived under the impulse approximation (black-dotted
lines) and the adiabatically-corrected values (black-dashed lines).
The first noteworthy result is the convergence of σ2E (t) and
σ2L(t) computed from direct-force N-body models towards the free-
diffusing relation σ2 = 2Dt. As expected from Section 5.2, numer-
ical curves approach Equation (54) on time-scales t & τs, where τs
is the sampling time-scale plotted in Fig. 4. This can be better seen
by looking at the upper axis plots, which measures the time interval
in units of the sampling time, τs. Notice that on very short time-
scales, t τs, the time-evolution of σ2E and σ2L undergoes periodic
oscillations rather than a monotonic increase. These oscillations are
particularly prominent in the upper-right panel, which corresponds
to orbits with such a high orbital frequency that particles perform
∼ 104 revolutions around the potential Φs before the location of
the closest substructures changes appreciably. Hence, for these ob-
jects the external tidal field undergoes a “parallax” oscillation in
phase with their orbital motion, which causes cyclic variations of
energy and, to a lesser extent angular momentum. Once the spec-
trum of tidal fluctuations p(Λ) is thoroughly sampled and conver-
gence has been reached, we find that the adiabatic-corrected values
of σ2E and σ2L derived from Weinberg (1994a,b,c) formula (black-
dashed lines) show an excellent match to all the models explored
here. In contrast, the values derived under the impulse approxima-
tion largely overestimate the increments of energy and angular mo-
mentum. This is particularly evident for ’adiabatic’ models with
wTch 1 (right panels).
Finally, it is worth highlighting the accelerated increase of en-
ergy and angular momentum variance exhibited by the ‘impulsive’
(wTch 1) models at late times. In particular, particles with a large
semi-major axis a0 = 10D show a rapid growth of σ2E (t) and σ2L(t) at
wt & 102 that cannot be reproduced by Equation (54). Although not
shown here, we find that the regime of rapid heating coincides with
the unbinding of test particles as the orbital energy approaches the
boundary E = 0. Interestingly, Monte-Carlo models show that sam-
pling velocity ’kicks’ from the probability function (31) (red solid
lines) successfully describe the average evolution of σ2E (t) and σ2L(t)
of all our models. Remarkably, these models also reproduce the ac-
celerated heating experienced by test particles as they escape from
the system.
6 APPLICATION TO PLANETARY ORBITS
This Section illustrates the theoretical framework described in §4
by following the evolution of planetary discs composed of test par-
ticles (or ‘comets’) orbiting around a Keplerian potential subject
to stochastic fluctuations of an external tidal field. Tidal heating
is modelled following two different approaches: (i) Monte-Carlo
sampling velocity impulses as described in §5, and (ii) convolv-
ing the initial energy–angular momentum distribution with Green’s
propagators. For convenience, we choose units where G = m = D =
〈v2〉 = 1. In these units, the mass and size of substructures are set to
M = 10−3 and c = 0.1, respectively.
For simplicity, we adopt idealized conditions at t0 = 0 where
particles move on a razor-thin disc with energies homogeneously
distributed over an interval E0 ∈ (E1,E2), and an angular momen-
tum vector that points along the (positive) z-axis, L = (0,0,Lc[E]).
The initial state of the ensemble is thus fully specified by the prob-
ability function
N(E0,L0, t0) = N0δ(Lx,0)δ(Ly,0)δ[Lz,0 −Lc(E0)], (85)
where N0 = 1/(E2 −E1) is a normalization constant which guaran-
tees that
∫ E2
E1
dE0
∫
d3LN(E0,L0, t0) = 1. Equation (85) implies that
at t = t0 comets move on circular orbits on the plane z = 0 within a
radial range R ∈ [R1,R2] = [Gm/(−2E1),Gm/(−2E2)].
6.1 Evolution in the integral-of-motion space
The non-equilibrium distribution of integrals at t > t0 can be di-
rectly derived from the convolution of the initial distribution (85)
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Figure 6. Ensemble-averaged energy (upper panels) and angular momentum (lower panels) variance of tracer particles moving on circular orbits in a Keplerian
potential (68) surrounded by N = 5000 Hernquist spheres with a mass M = 10−7, and a scale-radius c = 0.1D, where D is the average separation between
substructures. Left, middle and right panels show orbits with semi-major axes a/D = 10,1.0 and 0.1, and orbital frequencies wTch = 0.03 (impulsive), 1.0
(intermediate) and 31.6 (adiabatic), where Tch is the average duration of tidal fluctuations (30). Thin coloured curves correspond to models where the tidal
force is computed directly from the forces induced by individual substructures. Black-dotted lines show the statistical relation σ2E = 2DE t and σ
2
L = 2DL t
derived from diffusion equations under the impulse approximation, Equation (69), whereas black-dashed lines show the adiabatic-corrected values (54).
Thick-red lines correspond to Monte-Carlo models that sample velocity ’kicks’ from the distribution Ψ(V,∆V,∆t) given by Equation (31) (see §5.1 for
details). Note that diffusion and Monte-Carlo curves approach the direct-force results on time-intervals t & τs, where τs is the sampling time-scale (83).
with the Green’s functions (56) and (57), which yields
N(E,L, t) = N0
∫ E2
E1
dE0
∫ +Lc
−Lc
dLx,0
∫ +Lc
−Lc
dLy,0
∫ +Lc
−Lc
dLz,0 (86)
× δ(Lx,0)δ(Ly,0)δ(Lz,0 −Lc)p(E,L, t|E0,L0, t0)
= N0
∫ E2
E1
dE0
1√
4piD˜E
{
exp
[
− (E −E0 +C˜E )
2
4D˜E
]
− exp
(
E0
C˜E
D˜E
)
exp
[
− (E +E0 +C˜E )
2
4D˜E
]}
×
∞∑
n=0
∞∑
m=0
∞∑
l=0
αnml
L3c
exp[−λnmlD˜L]
× cos
(
npi
2
)
cos
[npi(Lx +Lc)
2Lc
]
× cos
(
mpi
2
)
cos
[mpi(Ly +Lc)
2Lc
]
× cos(lpi)cos[ lpi(Lz +Lc)
2Lc
]
,
with coefficients C˜E = C˜E (E0,Lc, t − t0), D˜E = D˜E (E0,Lc, t − t0) and
D˜L = D˜L(E0,Lc, t−t0) and an integration constant λnml = pi2(n2+m2+
l2)/(4L2c). Equation (86) simplifies considerably if we assume that
the distribution of angular momentum in the x and y−directions are
tightly peaked around the initial null value, and thus far from the
reflecting barriers at ±Lc. Under this approximation, propagators
in the Lx and Ly dimensions have a Gaussian form (52) (see Ap-
pendix B), and Equation (86) reduces to
N(E,L, t) = N0
∫ E2
E1
dE0
1√
4piD˜E
{
exp
[
− (E −E0 +C˜E )
2
4D˜E
]
(87)
− exp
(
E0
C˜E
D˜E
)
exp
[
− (E +E0 +C˜E )
2
4D˜E
]}
× 1
4piD˜L
exp
[
−
L2x +L2y
4D˜L
]
× 1
Lc
{
1
2
+
∞∑
`=1
(−1)` cos
[ `pi(Lz +Lc)
2Lc
]
e−λ`D˜L
}
where λ` = pi2`2/(4L2c) and cos(`pi) = (−1)`. In order to gain physi-
cal intuition into the physical behaviour of N(E,L, t), it is useful to
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reduce the dimensionality of the probability function by marginal-
izing over each integral dimension.
6.1.1 Energy space
Let us first calculate the distribution of energy N(E, t) by integrat-
ing each side of Equation (87) over d3L = 2piLR dLR dLz, where
LR =
√
L2x +L2y is the planar component of the angular momentum,
which yields
N(E, t) =
∫
d3LN(E,L, t) (88)
= N0
∫ E2
E1
dE0
1√
4piD˜E
{
exp
[
− (E −E0 +C˜E )
2
4D˜E
]
− exp
(
E0
C˜E
D˜E
)
exp
[
− (E +E0 +C˜E )
2
4D˜E
]}
×2pi
∫ Lc
0
dLR
LR
4piD˜L
exp
[
− L
2
R
4D˜L
]
× 1
Lc
∫ +Lc
−Lc
dLz
{
1
2
+
∞∑
`=1
(−1)` cos
[ `pi(Lz +Lc)
2Lc
]
e−λ`D˜L
}
.
If the variation of the radial component of the angular momentum
is small, |∆LR|  Lc, the integral over dLR takes the value of unity
2pi
∫ Lc
0
dLR
LR
4piD˜L
e−L
2
R/(4D˜L) ≈ 2pi
∫ ∞
0
dLR
LR
4piD˜L
e−L
2
R/(4D˜L) = 1,
whereas, by construction, the integral over dLz is normalized to
unity
1
Lc
∫ +Lc
−Lc
dLz
{
1
2
+
∞∑
`=1
(−1)` cos
[ `pi(Lz +Lc)
2Lc
]
e−λ`D˜L
}
(89)
= 1+
∞∑
`=1
(−1)` 2Lc
`pi
sin(`pi)e−λ`D˜L = 1.
Thus, Equation (88) reduces to a single integral
N(E, t) = N0
∫ E2
E1
dE0
1√
4piD˜E
{
exp
[
− (E −E0 +C˜E )
2
4D˜E
]
(90)
− exp
(
E0
C˜E
D˜E
)
exp
[
− (E +E0 +C˜E )
2
4D˜E
]}
,
= N0
∫ E2
E1
dE0 p(E, t|E0,Lc, t0),
where p(E, t|E0,Lc, t0) is the energy propagator (56) with coef-
ficients computed for circular orbits, C˜E = C˜E (E0,Lc, t − t0) and
D˜E = D˜E (E0,Lc, t − t0). The role of the negative right-hand term
of (90) must be highlighted, as it causes the removal of comets that
cross the absorbing barrier at E = 0 (see Appendix B). This means
that the total number of bound comets
∫ 0
−∞ dE N(E, t) decreases
steadily with time, as it is shown in more detail below.
6.1.2 Angular momentum space
Similarly, the probability to find comets with an angular momen-
tum component between LR,LR +dLR at the time t can be calculated
as
N(LR, t) =
∫ 0
−∞
dE
∫ +Lz
−Lz
dLz N(E,LR,Lz, t) (91)
= N0
∫ E2
E1
dE0
1
4piD˜L
exp
[
− L
2
R
4D˜L
]
×
∫ 0
−∞
dE p(E, t|E0,Lc, t0)
=
N0
2
∫ E2
E1
dE0
1
4piD˜L
exp
[
− L
2
R
4D˜L
]{
1+ erf
(
C˜−E0
2
√
D˜E
)
− exp
(
E0
C˜E
D˜E
)[
1+ erf
(
C˜ +E0
2
√
D˜E
)]}
,
whereas the vertical component of angular momentum has a distri-
bution
N(Lz, t)≈
∫ 0
−∞
dE×2pi
∫ ∞
0
dLR LR N(E,LR,Lz, t) (92)
= N0
∫ E2
E1
dE0 p(Lz, t|E0,Lc, t0)
∫ 0
−∞
dE p(E, t|E0,Lc, t0)
×2pi
∫ ∞
0
dLR
LR
4piD˜L
exp
[
− L
2
R
4D˜L
]
=
N0
2
∫ E2
E1
dE0
1
Lc
{
1
2
+
∞∑
`=1
(−1)` cos
[ `pi(Lz +Lc)
2Lc
]
e−λ`D˜L
}
×
{
1+ erf
(
C˜E −E0
2
√
D˜E
)
− exp
(
E0
C˜E
D˜E
)[
1+ erf
(
C˜E +E0
2
√
D˜E
)]}
,
here
p(Lz, t|E0,Lc, t0) = 1Lc
{
1
2
+
∞∑
`=1
(−1)` cos
[ `pi(Lz +Lc)
2Lc
]
e−λ`D˜L
}
,
(93)
is the one-dimensional angular momentum propagator (B15) eval-
uated at Lz,0 = Lc with a coefficient D˜L = D˜L(E0,Lc, t0).
Unfortunately, the distributions N(E, t),N(LR, t) and N(Lz, t)
must be solved numerically owing to the non-trivial dependence of
the coefficients C˜E , D˜E and D˜L on E0. Below we illustrate the time-
evolution of angular momentum and energy via comparison against
Monte-Carlo N-body models.
6.1.3 Monte-Carlo N-body experiments
Fig. 7 plots three snap-shots in the evolution of 105 tracer parti-
cles initially distributed on a disc at z = 0 within a radial interval
R∈ (R1,Rs) = (0.1,4). As time progresses, the effects of tidal fluctu-
ations become particularly strong in the outskirts of the disc, where
orbits can be scattered off to large distances from the disc plane,
|z|/D & 100. Interestingly, the resulting spatial distribution at late
times is reminiscent to that of the Oort cloud in the Solar system
(e.g. Oort 1950; Hills 1981). Note also that the number of test par-
ticles at small radii R R1 also increases with time. As we will
see below, these comets have been scattered onto radial, or even
retrograde motions.
A sharp drop in the number of particles beyond R & 100 is
also noticeable at late times. Indeed, at such large distances most
comets are gravitationally unbound from the central potential, thus
moving on parabolic trajectories away from the system. This is
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Figure 7. Three snapshots of a Monte-Carlo N-body experiment that follows the tidal heating of a planetary disc subject to external tidal fluctuations. Middle
panels coincide with the time at which the evaporation rate peaks. At t0 = 0 all tracer particles move on circular orbits in the plane z = 0 within a radial interval
R/D ∈ (R1,R2) = (0.1,4). Background substructures have a mass M = 10−3 and size c = 0.1 in units where G = m = D = 〈v2〉 = 1. Upper panels: Locations
in cylindrical coordinates (R, z) of tracer particles. As a result of orbital scattering, the initial disc configuration heats up in the outer regions, leading to the
formation of Oort-like clouds at large distances. Second row plot the energy distribution, N(E, t), at the same snapshots. Blue dots show the distributions
measured from Monte-Carlo models, while red curves correspond to the analytical convolution (90). For ease of reference, we mark the boundary between
bound and unbound orbits (E = 0) with vertical dotted lines. Note that by construction the analytical curves cannot reproduce the probability tail extending at
E > 0. Third row plot the distribution of the radial angular momentum component, N(LR, t), of bound particles. Red curves show the analytical result (91).
Recall that the initial distribution is a delta function centred at zero, N(LR, t0 = 0) = δ(LR). Off-plane motions translate into broader distributions as time goes
by. Fourth row show the distribution of the vertical component of the angular momentum, N(Lz, t), of energetically-bound particles. At t0 = 0 all particles move
on prograde, circular orbits (Lz > 0). At later times a significant fraction of comets scatter across the boundary Lz = 0 (marked with vertical dotted lines), thus
acquiring a retrograde motion.
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clearly visible in the distribution of orbital energies, N(E, t), plot-
ted in the second row of Fig. 7, which shows a long probability
tail that extends across E = 0 (marked with vertical dotted lines) to-
wards positive energies at intermediate and late times. The fraction
of particles crossing the energy layer E = 0 increases very rapidly
on short time scales, t . 100, and slowly decline thereafter. A de-
tailed study of the time-evolution of the escape rate will be pre-
sented in Section 6.2. Comparison of the energy distribution with
the analytical expression (90) (red lines) shows good agreement at
low energies (E . 0), which progressively worsens in the proxim-
ity of the barrier at E = 0, a region dubbed the ‘fringe’ by Spitzer
& Shapiro (1972). As pointed out by these authors, “Fokker-Plank
equations are valid throughout most of the [system], but not in the
fringe”. Indeed, both Fokker-Planck and diffusion equations rely
on a Taylor-expansion of Einstein’s master equation for small in-
crements of energy |∆E|  |E| within a finite time interval t > 0
(e.g. see Sections 2.2 and 3.3 of P15), a condition that does not hold
at E ∼ 0. For the same reason, diffusion equations do not reproduce
the ‘accelerated’ unbinding of particles found in Monte-Carlo mod-
els (see left panel of Fig. 6), which in turn leads to an overprediction
of the number of comets in the fringe. Yet, the largest discrepancy
between diffusion and Monte-Carlo models is found in the region
of positive energies. Here, Monte-Carlo models show a non-zero
probability to find particles at E & 0 at intermediate and late times.
By construction, the tail at positive energies cannot be reproduced
by diffusion models with an absorbing barrier at E = 0, which sets
N(E, t) = 0 for E ≥ 0 (see Appendix B).
The third row of Fig. 7 shows that the radial angular mo-
mentum distributions N(LR, t) widens progressively as the time in-
terval increases. Given that at t0 = 0 all particles move on a disc
z = 0, such that N(LR, t0 = 0) = δ(LR), non-zero values of LR must be
caused by particles scattered off the initial plane. To see this more
clearly, let us define the angle cosθ = Lˆ · zˆ, such that θ0 = 0 at t = t0.
Given that the maximum vertical offset from the disc plane goes as
zmax = asinθ for e≈ 0, we find that zmax/a = LR/L, hence showing
that the thickening of the outer disc is related to the widening of the
distribution N(LR, t). It is also interesting to observe that the excess
of particles above the analytical red curve coincides with highest
evaporation rates. Indeed, particles that experience large velocity
kicks also tend to gain angular momentum, which explains the cor-
relation between the fringe population and the excess of probability
in the large-angular momentum tail of the distribution.
The distribution of the rotational angular momentum, N(Lz, t),
is plotted in the bottom panels of Fig. 7, which show a number
of remarkable features. Note first that the initial truncations at
Lz,min =
√
GmR1 ≈ 0.32 and Lz,max =
√
GmR2 = 2 are quickly erased
by tidal perturbations. In particular, the tail extending towards pos-
itive angular momentum corresponds to particles scattered into the
fringe region, which is poorly described by the analytical expres-
sion (92). More interestingly, at intermediate and late times we find
a second tail at low, or even negative values of Lz. These are comets
that move on nearly radial or counter-rotating orbits which peri-
odically plummet into the inner regions of the potential from the
outskirts of the planetary system, a process discussed in detail by
Hills (1981). The fraction of comets on retrograde orbits correlates
with the number of particles escaping from the system. We return to
this issue in §6.3. Finally, the experiments shown in Fig. 7 confirm
that particles become energetically unbound before the isotropiza-
tion of the angular momentum distribution is complete. This is in
agreement with Equation (74), which shows that the isotropization
of circular orbits occurs on longer time-scales than the average time
that these particles remain bound to the Keplerian potential, i.e.
tiso(e = 0) > tesc(e = 0).
6.2 Evaporation rate
Given enough time, the fraction of energetically-bound comets de-
cays to zero. This is a consequence of the ergodic theorem, which
states that one-dimensional Brownian motion will visit every point
of space at least once, including the absorbing wall at E = 0. We
can use the energy distribution (90) to derive an analytical expres-
sion for the loss of comets as a function of time. As a first step, it is
useful to calculate the fraction of bound comets as
fb(t) =
∫ 0
−∞
dE N(E, t) (94)
=
∫ E2
E1
dE0 N0
∫ 0
−∞
dE p(E, t|E0,Lc, t0)
=
N0
2
∫ E2
E1
dE0
{
1+ erf
(
C˜E −E0
2
√
D˜E
)
− exp
(
E0
C˜E
D˜E
)[
1+ erf
(
C˜E +E0
2
√
D˜E
)]}
.
The escape, or “evaporation” rate is defined as the time-
derivative of the fraction of comets that have escaped from the po-
tential Φs in a time interval t, i.e. fesc(t)≡ 1− fb(t). From (94)
Resc(t) = d fescdt = −
d fb
dt
= −
∫ 0
−∞
dE
∂N
∂t
(95)
= −
∫ 0
−∞
dE
∂
∂t
∫ E2
E1
dE0 N0 p(E, t|E0,Lc, t0)
= −
∫ E2
E1
dE0 N0
∫ 0
−∞
dE
∂
∂t
p(E, t|E0,Lc, t0).
The right-hand integral in Equation (95) represents a flux of parti-
cles crossing the energy layer E = 0 at the time t which started from
δ(E −E0)δ(Lx,0)δ(Ly,0)δ(Lz,0 −Lc) at t0 = 0. One can thus use the en-
ergy term of the diffusion equation (49) and the propagator (56) to
measure the flux through the barrier E = 0 as
jE (0, t|E0,Lc, t0)≡
∫ 0
−∞
dE
∂
∂t
p(E, t|E0,Lc, t0) (96)
= CE p(0, t|E0,Lc, t0)+DE ∂p
∂E
∣∣∣∣
E=0
=
1
2t
1√
4piD˜E
{
exp
[
− (−E0 +C˜E )
2
4D˜E
]
(C˜E +E0)
− exp
(
E0
C˜E
D˜E
)
exp
[
− (+E0 +C˜E )
2
4D˜E
]
(C˜E −E0)
}
,
where we have used the relation between static and time-dependent
coefficients C˜E = CEt and D˜E = DEt (see §4.2).
Combination of (95) and (96) shows that the escape rate corre-
sponds to the average flux of probability crossing E = 0 at the time
t which originates from the energy interval (E1,E2) at t0 = 0
Resc(t) = −N0
∫ E2
E1
dE0 jE (0, t|E0,Lc, t0) (97)
= −N0
2t
∫ E2
E1
dE0
1√
4piD˜E
{
exp
[
− (−E0 +C˜E )
2
4D˜E
]
(C˜E +E0)
− exp
(
E0
C˜E
D˜E
)
exp
[
− (+E0 +C˜E )
2
4D˜E
]
(C˜E −E0)
}
.
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Figure 8. Escape (or ’evaporation’) rate of disc particles as a function of
time. Initially, disc particles move on circular orbits within a radial interval
R ∈ (0.1,R2), with R2 being the outer-most radius. As in Fig. 7, the mass
and size of substructures are M = 10−3 and c = 0.1, respectively, with units
G = m = D = 〈v2〉 = 1. Coloured symbols show the results from Monte-
Carlo N-body models, while solid lines denote analytical rates given by
Equation (97). The power-law asymptotic behaviour (101) is plotted with
a black-dashed line. Note that all escape rates roughly peak at the escape
time-scale associated with the outer-most circular orbit, tesc(E2) (Equa-
tion (72), marked with vertical dotted lines).
One can show that the rate at which comets leave a Keplerian
potential approaches a power-law function d fesc/dt ∼ t−2/3 on time-
scales tesc(E2) t tesc(E1), where tesc(E0) = E0/CE (E0,Lc, t0) cor-
responds to the average unbinding time of particles moving on cir-
cular orbits with an energy E0 at t = t0. To demonstrate this prop-
erty, it is useful to introduce a dimension-less variable β = tesc/t.
As shown in §4.3, the impulsive approximation is accurate on time-
scales t ∼ tesc, hence one can use the analytical coefficients (69) to
solve Equation (97), which yields
E0
C˜
D˜
= E0
C
D
=
3
2
and
(−E0 +C˜E )2
4D˜E
=
(−E0 +CE t)2
4DE t
=
3
8
(1−β)2
β
.
After some algebra, Equation (97) can be written as
Resc(t) = N025/631/251/34pi1/6
K(E1,E2, t)
t2/3
(
G2Mm
c
)2/3
n1/3
(
2pi
3〈v2〉
)1/6
,
(98)
with
K(E1,E2, t) =
∫ β1
β2
dβ
1
β7/6
{
exp
[
− 3
8
(1−β)2
β
]
(1+β) (99)
− exp
(
3
2
)
exp
[
− 3
8
(1+β)2
β
]
(1−β)
}
.
On a time-scale β2  β  β1 Equation (99) becomes approxi-
mately constant, K(E1,E2, t) ' K. To calculate the value of K one
Figure 9. Upper panel: Rate of production of retrograde orbits as a func-
tion of time for the models shown in Fig. 8. Solid lines denote analytical
rates given by Equation (103). The power-law asymptotic behaviour (108)
is plotted with a black-dashed line. Escape and isotropization time-scales
at the outer-most radii, tesc(E2) and tiso(E2), Equations (72) and (73), are
marked with vertical dotted and dashed lines, respectively. Lower panel:
Ratio between escape and retrograde rates as a function of time. Note the
slow convergence towards the power-law limitRret/Resc∼ 0.031 predicted
by Equation (108), marked here with a horizontal dashed line.
must replace the lower and upper limits of the integral by zero and
infinity, respectively, such that
K ≈
∫ ∞
0
dβ
1
β7/6
{
exp
[
− 3
8
(1−β)2
β
]
(1+β) (100)
− exp
(
3
2
)
exp
[
− 3
8
(1+β)2
β
]
(1−β)
}
= 4e3/4K−5/6(3/4)' 7.046,
where Kn(z) corresponds to the modified Bessel function5. Hence,
inserting (100) into (98) yields a escape rate that approaches
asymptotically a power-law
Resc(t)' N0 0.275t2/3
(
G2Mm
c
)2/3
n1/3
(
2pi
3〈v2〉
)1/6
. (101)
Fig. 8 plots the escape rate measured from Monte-Carlo runs
(symbols) and the analytical values derived from diffusion equa-
tions (97) (solid lines). Lines and symbols are colour-coded ac-
cording to the energy of the outer-most circular orbit at t0 = 0,
E2 = −Gm/(2R2). This Figure shows several noteworthy results.
Note first that the rate at which particles leave the potential roughly
peaks at the escape time of the outer-most radius, tesc(E2), which is
marked with vertical dotted lines for reference. Within short time
intervals, t  tesc(E2) the flux of particles that become energeti-
cally unbound is negligible in all models, except for very extended
5 This function satisfies the equation z2K′′n +zK′n −(z2 +n2)Kn = 0 (e.g. Press
et al. 1992)
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discs (R2 & 10D) at t0. On longer time-scales, t & tesc(E2), the es-
cape rate converges asymptotically to the power-law curve (101)
(black-dashed line), which scales as Resc ∼ t−2/3. Comparison be-
tween Monte-Carlo models and analytical curves shows that dif-
fusion equations systematically underestimate the fraction of par-
ticles crossing E = 0. This is particularly visible at peak time,
t ∼ tesc(E2). The origin of this mismatch can be traced back to the
accelerated unbinding of particles as they escape from the system
(see left panels of Fig. 6), which cannot be properly described by
diffusion or Fokker-Planck equations, as discussed in §6.1.3. The
agreement between Monte-Carlo and diffusion models improves as
the fraction of particles in the fringe decreases and the escape rate
approachesResc→ 0.
6.3 Production of retrograde orbits
As demonstrated in Appendix B, stochastic tidal fluctuations tend
to isotropize the initial distribution of angular momentum. This im-
plies a non-zero probability that at any given time a tracer particle
will scatter onto a retrograde motion. Here we use Equation (92)
to calculate the fraction of comets whose rotational direction is re-
versed as a function of time. Recall that by convection Lz,0 > 0 at
t = t0, hence the fraction of comets on retrograde orbits can be writ-
ten as
fret(t) =
∫ 0
−Lc
dLz N(Lz, t) (102)
= N0
∫ E2
E1
dE0
∫ 0
−Lc
dLz p(Lz, t|E0,Lc, t0)
∫ 0
−∞
dE p(E, t|E0,Lc, t0)
= N0
∫ E2
E1
dE0
{
1
2
+
∞∑
`=1
(−1)` sin(`pi/2)
`pi/2
e−λ`DL t
}
× 1
2
{
1+ erf
(
C˜E −E0
2
√
D˜E
)
− exp
(
E0
C˜E
D˜E
)[
1+ erf
(
C˜E +E0
2
√
D˜E
)]}
.
By definition, the rate at which retrograde orbits are produced
corresponds to the time-derivative of (102)
Rret(t) = d fretdt = N0
∫ E2
E1
dE0
∫ 0
−Lc
dLz p(Lz, t|E0,Lc, t0) (103)
×
∫ 0
−∞
dE
∂
∂t
p(E, t|E0,Lc, t0)
+N0
∫ E2
E1
dE0
∫ 0
−∞
dE p(E, t|E0,Lc, t0)
×
∫ 0
−Lc
dLz
∂
∂t
p(Lz, t|E0,Lc, t0)
= N0
∫ E2
E1
dE0
{
1
2
+
∞∑
`=1
(−1)` sin(`pi/2)
`pi/2
e−λ`D˜L
}
× jE (0, t|E0,Lc, t0)
+ N0
2
∫ E2
E1
dE0
{
1+ erf
(
C˜E −E0
2
√
D˜E
)
− exp
(
E0
C˜E
D˜E
)[
1+ erf
(
C˜E +E0
2
√
D˜E
)]}
× jL(0, t|E0,Lc, t0),
where jE (0, t|E0,Lc, t0) is the flux of particles crossing the energy
boundary E = 0, Equation (96), and
jL(0, t|E0,Lc, t0) =
∫ 0
−Lc
dLz
∂
∂t
p(Lz, t|E0,Lc, t0) (104)
= DL
∂
∂Lz
p(Lz, t|E0,Lc, t0)
∣∣∣∣
Lz=0
=
∞∑
`=1
(−1)` sin(`pi/2)
`pi/2
(−λ`DL)e−λ`D˜L ,
is the flux of probability crossing Lz = 0 at the time t which orig-
inated from δ(E −E0)δ(LR)δ(Lz −Lc) at the time t0 = 0. With these
definitions in place, it is straightforward to derive a physical in-
terpretation of the two terms appearing in Equation (103). In par-
ticular, the left-hand term has a negative value and accounts for
the loss of retrograde orbits as they cross the absorbing barrier at
E = 0, while the right-hand one is positive and describes a flux of
particles that diffuse into the retrograde interval Lz < 0 at a fixed
bound fraction.
One can follow similar steps as in Section 6.2 to find analytical
solutions for d fret/dt on time-scales tesc(E2) t tesc(E1). Let us
first re-write Equation (103) as
Rret(t) = −12Resc(t)+
∞∑
`=1
(−1)` sin(`pi/2)
`pi/2
I`, (105)
whereResc is the escape rate defined by Equation (97), and
I` = N0
∫ E2
E1
dE0 e−λ`D˜L
[
jE (0, t)−
λ`DL
2
{
1+ erf
(
C˜E −E0
2
√
D˜E
)
(106)
− exp
(
E0
C˜E
D˜E
)[
1+ erf
(
C˜E +E0
2
√
D˜E
)]}]
.
After some algebra, one can show that the series in Equation (105)
converges to a power-law function
∞∑
`=1
(−1)` sin(`pi/2)
`pi/2
I` ' 0.146 N0t2/3
(
G2Mm
c
)2/3
n1/3
(
2pi
3〈v2〉
)1/6
.
(107)
Inserting (107) into (105) leads to a scale-free rate
Rret(t) = 0.0086 N0t2/3
(
G2Mm
c
)2/3
n1/3
(
2pi
3〈v2〉
)1/6
(108)
≈ 0.031Resc(t),
whereResc(t) is the escape rate is given by (101). Thus, we find that
on time-scales tesc(E2) t tesc(E1) the fraction of bound comets
scattered onto retrograde orbits per unit of time is approximately
∼ 3% of those escaping from the central potential.
Upper panel of Fig. 9 shows the rate of production of retro-
grade orbits (Rret) as a function of time for the models plotted in
Fig. 8. There is an overall good agreement between Monte-Carlo
simulations and the analytical expression (103) (thin-colour lines),
which improves as the time interval increases. As in Fig. 8, we find
that the maximum rate Rret(t) approximately occurs at the average
escape time of the initial outer-most disc radius, tesc(E2) (marked
with vertical dotted lines), which is similar to the isotropization
time-scale (vertical dashed lines), as expected from (74). On longer
time intervals, t  tesc(E2), the scale rate approaches the power-
law behaviour Rret(t) ∼ t−2/3 given by Equation (108). The ratio
Rret/Resc is plotted in the lower panel of Fig. 9. We find that
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Figure 10. Averaged number of tidal fluctuations experienced by comets
in the Solar system during a single orbital revolution, Nenc = P/Tch(r),
as a function of the minimum mass of dark matter substructures, M1 (see
text). Red and blue lines correspond to cometary orbits with semi-major
a = 105 AU (Oort cloud), and a = 40AU (Pluto), respectively. For reference,
we plot the average separation between subhaloes D(r) = [2pin(r)]−1/3
(black long-dashed lines) as well as their average scale radius 〈c〉 (black
dashed lines). Notice that the outer-most regions of the Solar system may
be perturbed by dark matter substructures with M 106M.
the rate of comets attaining a retrograde motion reaches a maxi-
mum Rret/Resc ∼ 0.1 shortly before the escape rate peaks. There-
after, the rate ratio slowly converges towards the value predicted
by Equation (108), i.e.Rret/Resc ∼ 0.03 (marked with a horizontal
dashed line).
7 DISCUSSION: TIDAL HEATING BY DARK
MICROHALOES
Previous Sections assume that substructures have a fixed mass (M)
and scale-radius (c). Here, we extend our statistical formalism to
ensembles of objects that cover a wide range of masses and sizes.
For illustration, we discuss the effect of dark matter subhaloes on
weakly-bound objects in the Solar System, as this provides an in-
teresting, and rather special case of study.
Following Paper I (see §4.1 for details), let us consider statis-
tical ensembles of dark matter subhaloes whose mass function and
number density profile match those found in the Aquarius simula-
tions of Milky Way-sized haloes
dn
dM
(r,M) = B0
(
M
M0
)α
g(r), (109)
with B0 = 2.02×10−13M−1 kpc−3 and M0 = 2.52×107M. The func-
tion g(r) = exp{−(2/γ)[(r/r−2)γ −1]} is an Einasto profile with pa-
rameters γ = 0.678, r−2 = 199kpc andα = −1.9 (Springel et al. 2008;
see also Han et al. 2016, Erkal et al. 2016). The subhalo mass func-
tion is believed to be truncated from below on scales comparable to
the free-streaming length of the DM-particle candidates. For DM
made of WIMPs with a mass ∼ 1 − 1000 GeV the cut-off of the
mass spectrum lies on sub-solar mass scales, M1/M ∼ 10−12–10−3
(e.g. Schmid et al. 1999; Hofmann et al. 2001; Green et al. 2005;
Loeb & Zaldarriaga 2005; Diemand et al. 2005). As a result, the
total number of galactic substructures predicted by Equation (109)
is extremely large
N =
∫
d3r
∫ M2
M1
dM
dn
dM
∼ 1015
(
M1
10−6M
)−0.9
, (110)
and diverges in the perfect-fluid limit M1→ 0.
The velocity distribution of DM substructures in the Solar
neighbourhood is assumed to be Maxwellian, Equation (36), with
a dispersion σ that can be computed from the isotropic Jeans equa-
tions as
σ2(r) =
1
g(r)
∫ ∞
r
dr′ g(r′)
dΦg(r′)
dr
, (111)
here Φg(r) is the potential of the Aquarius halo, which can be de-
scribed by a Navarro, Frenk & White (1997) model with a virial
mass and radius M200 = 1.84×1012M, r200 = 246kpc, respectively,
and a concentration c200 = 16.11 (Springel et al. 2008). Inserting the
number density profile (109) into (111) yields σ(r) = 296kms−1.
The mean relative velocity between the Sun and the dark matter
microhaloes in Equation (36) corresponds to the circular velocity
of the Milky Way at the solar radius V = V (r) = 230kms−1 at
r ≈ 8kpc (Eilers et al. 2018). Hence, we find that the averaged
velocity (38) is
〈v2〉1/2 =
√
V 2 +3σ2(r)' 562kms−1. (112)
As the cutoff of the mass spectrum is shifted to lower values,
the average separation between subhaloes decreases. From Equa-
tion (109) we find
D(r) =
[
2pi
∫ M2
M1
dM
dn
dM
]−1/3
≈ 1.21pc
(
M1
10−6M
)0.3
, (113)
whereas the characteristic duration of tidal fluctuations shortens in
proportion to D(r). Combination of (30), (112) and (113) yields
Tch(r) = 0.88
D(r)
〈v2〉1/2
≈ 1840 yr
(
M1
10−6M
)0.3
. (114)
which is comparable to the orbital period of comets with a semi-
major axis
ach =
[
Tch(r)
2pi
]2/3
(GM)1/3 ≈ 150AU
(
M1
10−6M
)0.2
. (115)
Given that the mean-life of a tidal fluctuation (114) is compara-
ble to the time-span between subsequent fluctuations, comets with
a semi-major axis a ach will experience multiple ‘encounters’
with dark microhaloes during a single orbital revolution. To illus-
trate this point, Fig. 10 plots the average number of fluctuations per
orbital period, Nenc = P/Tch(r), as a function of the minimum sub-
halo mass, M1. The upper-limit of the subhalo mass function is set
at M2 = 1011M, although the results shown in Fig. 10 are largely
independent of this choice insofar as M1  M2. As expected, or-
bits with a semi-major axis comparable or smaller to that of Pluto
(a ∼ 40AU, blue solid line) must perform several orbital revolu-
tions before experiencing a single fluctuation of the local tidal field,
and therefore responds adiabatically to the subhalo background
(see §3.3). In contrast, comets in the Oort cloud (a ∼ 105 AU, red
solid line) feel a rapidly fluctuating tidal field, and will react impul-
sively to gravitational interactions with dark matter substructures.
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The magnitude of tidal fluctuations depends very strongly on
the relation between the mass and size of dark matter substructures.
Following Paper I, it is useful to quantify this dependency by intro-
ducing a power-law size function
c(M) = c0
(
M
M0
)β
, (116)
For the subhaloes found in the Via Lactea II simulation at red-
shift z = 0 (Diemand et al. 2008) the best-fitting parameters are
c0 ' 0.53kpc and β ' 0.5 (Erkal et al. 2016). The average size
of subhaloes in a mass bin M ∈ (M1,M2) derived from (116) is
〈c〉 =
∫ M2
M1
dM c(M)(dn/dM)∫ M2
M1
dM (dn/dM)
≈ 2×10−4 pc
(
M1
10−6M
)0.5
, (117)
which is grossly consistent with the size of microhaloes expected
from an inflation-produced primeval fluctuation spectrum (Berezin-
sky et al. 2003), as well as with simulations that resolve the
size-mass relation of the first structures formed in the Universe
(Ishiyama 2014; see also Sánchez-Conde & Prada 2014). Fig. 10
shows that the gap between the mean size of dark matter substruc-
tures (black long-dashed line) and their average separation (black
short-dashed line) widens as the value of M1 decreases. One can
use (117) and (113) to compute the size-to-separation ratio, which
goes as 〈c〉/D(r)∼ 4×10−4[M1/(10−6M)]0.2, thus approaching
the point-mass behaviour 〈c〉/D(r)→ 0 in the perfect-fluid limit
M1→ 0.
For dark matter microhaloes with power-law mass and size
functions Equations (109) and (116) can be combined as (see Pa-
per I)
d2n
dMdc
=
dn
dM
δ[c− c(M)] (118)
= B0
(
M
M0
)α
g(r)δ
[
c− c0
(
M
M0
)β]
.
Note that (118) assumes an exact correspondence between size and
mass (i.e. no scatter).
Over a time interval t, the average velocity increments ex-
perienced by comets located at a fixed distance from the Sun R
can be calculated as 〈|∆V|2〉 = tR2〈Λ2TA〉δs(t), where 〈Λ2TA〉 is
given by Equation (41), and δs(t) = 1− exp(−t/τs) is the sampling-
delay function defined in §5.2. Since we are mainly interested in
the response of comets in the outer-most regions of the Solar sys-
tem (a ach), one can safely assume that tidal perturbations occur
in an impulsive regime, wherein the adiabatic correction (39) is
A≈ 1. To average both quantities, 〈Λ2T 〉 and τs, over substructures
with a known distribution of masses and sizes one can simply write
n→ ∫ ∫ dMdc d2ndMdc . Equation (34) then becomes
〈Λ2T 〉 = 4pi
5
√
2pi
3〈v2〉M
2β−α
0
G2B0
c20
(119)
×
{
M3+α−2β2 −M
3+α−2β
1
3+α−2β , 3+α−2β 6= 0
ln(M2/M1) , 3+α−2β = 0.
This Equation exhibits two well-defined behaviours
• 3 +α − 2β ≤ 0. This regime arises when the size function is
sufficiently steep, β ≥ (3+α)/2, leading to an average velocity in-
crement that diverges in the limit M1→ 0.
• 3+α−2β > 0. This case corresponds to relatively shallow size
functions, β < (3 +α)/2, leading to an asymptotically convergent
value of 〈Λ2T 〉 as M1→ 0.
Figure 11. Combination of power-law indices of the mass (α) and size (β)
functions that determine the amplitude of the tidal force fluctuations (119)
and the sampling frequency (120) in the perfect-fluid limit M1→ 0. Dotted
and dashed lines represent the transition between divergent/convergent ve-
locity increments (3+α−2β = 0) and sampling frequencies (1+α+2β = 0),
respectively. Best-fitting indices derived from the Via Lactea II models
(Diemand et al. 2007) are marked with a red circle.
The second parameter of relevance is the sampling time-scale,
τs, which measures the average time interval required to sample the
large-force tail of probability function p(Λ). The ratio τs/Tch in-
forms on the average number of fluctuations that must occur before
the tidal force variance 〈Λ2〉 converges to the analytical value (16).
As shown in Fig. 3, the magnitude of tidal fluctuations is expo-
nentially suppressed on time-scales t  τs (i.e. δs  1). Here, it
is convenient to average the time reciprocal of the sampling time-
scale, i.e. the sampling frequency ws = 1/τs. From Equation (84)
we find
〈ws〉 = 1.49〈v2〉1/2 B0
Mα+2β0
c20×
{
M1+α+2β2 −M
1+α+2β
1
1+α+2β , 1+α+2β 6= 0
ln(M2/M1) , 1+α+2β = 0.
(120)
Again, this expression reveals two possible regimes
• 1 +α + 2β ≤ 0. In this case the sampling frequency diverges
in the perfect fluid limit M1 → 0, which implies a progressively
faster convergence of 〈Λ2T 〉 towards the analytical value (119) as
the value of M1 decreases. As expected from Figs. 3 and 4, this
regime arises in substructure populations with a relatively shallow
mass function β ≤ −(1+α)/2.
• 1+α+2β > 0. This regime is associated with a relatively steep
size function, β > −(1+α)/2, which leads to a convergent sampling
frequency in the limit M1→ 0.
It is straightforward to show that the solution to the equations
3+α−2β = 0 and 1+α+2β = 0 is (α,β) = (−2,1/2), which corre-
sponds to an ensemble of substructures with a constant mass frac-
tion per logarithmic bin, i.e. M(∆n/∆ lnM)∼ const., and a squared
mass-size relation M ∼ c2. For this particular combination, both
quantities 〈Λ2T 〉 and 〈ws〉 show a mild logarithmic divergence ∼
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ln(M2/M1) as M1→ 0. Strikingly, Fig. 11 shows that substructures
in the Via Lactea II simulation sit closely to this regime. By a nar-
row margin, however, the best-fitting indices, (α,β) ' (−1.9,0.5),
meet the condition for slowly-converging values of velocity incre-
ments suggested by (119), i.e. β < (3+α)/2' 0.55, as well as the
condition for a slowly-converging sampling frequency (and thus a
finite time-scale τs) given by (120), β > −(1+α)/2' 0.45.
The above conclusion must be taken with caution, as sev-
eral issues must be addressed before CDM can make a firm pre-
diction on the convergence of 〈|∆V|2〉 and 〈ws〉 at low subhalo
masses. For example, our statistical ensembles rely on extrapo-
lations of cosmological N-body simulations that do not include
baryons and have particle-mass resolutions that lie many orders of
magnitude above the mass-scale of dark matter microhaloes. In-
deed, the largest CDM simulations of Milky Way-like haloes to
date, i.e. Aquarius (Springel et al. 2008), Via Lactea II (Diemand
et al. 2007) and GHALO (Stadel et al. 2009), have particle-masses
∼ 104–105M, i.e. at least ∼ 10 orders of magnitude above the
WIMP mass-scale. On the other hand, simulations of structure for-
mation that do resolve the free-streaming length of WIMPs (e.g.
Ishiyama et al. 2014) typically stop at redshift z∼ 30 owing to their
large computational cost. To the resolution limitations one must
add the formidable numerical challenge of following the dynam-
ical evolution of subhaloes that span ∼ 18 orders of magnitude in
mass to redshift z = 0 (van den Bosch 2017, van den Bosch & Ogiya
2018).
Semi-analytical algorithms offer a flexible alternative ap-
proach to reach small low subhalo masses at a relatively low com-
putational cost (e.g. Peñarrubia et al. 2010; Stref & Lavalle 2017;
Hiroshima et al. 2018). However, these methods are limited by our
incomplete theoretical understanding of the processes of tidal strip-
ping and mass loss (e.g. Daniel et al. 2017 and references therein).
Although often neglected, baryons may play an important role
in shaping the mass & size functions of low-mass subhaloes in the
Solar neighbourhood. E.g., fly-by encounters with individual stars
(Green & Goodwin 2007) and the smooth tidal field of the Milky
Way disc (D’Onghia et al. 2010; Peñarrubia et al. 2010; Errani et
al. 2017) will enhance mass loss and modify the size of these ob-
jects. Owing to their low-binding energies, micro-haloes experi-
ence a wide variety of mass loss histories depending on their in-
dividual orbits and accretion times. Combination of the above ef-
fects will necessarily magnify the scatter of the mass-size relation
of low-mass subhaloes in the Solar neighbourhood. Note that it is
not straightforward to predict the effect of scatter on the behaviour
of 〈Λ2T 〉 and 〈ws〉 because neither of these quantities scale linearly
with subhalo size, c. Finally, the suppression of structure forma-
tion at low masses leads to a relatively shallow subhalo mass func-
tion (Schneider et al. 2012; Angulo et al. 2013; Lovell et al. 2014),
which may also affect the magnitude of tidal heating. Addressing
these issues goes beyond the main goals of this work and will be
studied in a separate contribution.
8 SUMMARY
This paper uses stochastic calculus techniques to describe the dy-
namical response of tracer particles to stochastic variations of the
combined tidal field generated by a large population of extended
objects. Over a sufficiently-long interval of time the cumulative ef-
fect of tidal fluctuations leads to a random walk of orbital velocities
known as “tidal heating”. Under the assumption that velocity im-
pulses are small, |∆V|<< |V|, this paper uses diffusion equations
to describe the response of tracer particles to random variations
of a gravitational field (e.g. Chandrasekhar 1943; Kandrup 1980),
which reduces the problem of tidal heating to the computation of
diffusion coefficients, 〈∆V〉 and 〈|∆V|2〉, where brackets denote
averages over the spectrum of tidal fluctuations, p(Λ) (see §3.2).
This approach solves a number of shortcomings in Chandrasekhar’s
(1941a) classical theory, in which tidal heating is treated as the cu-
mulative effect of isolated encounters between a test particle with
an infinite background of individual point-mass particles:
• Our theory does not require arbitrary truncations of the force
spectrum either at large or weak forces.
• External forces are generated by extended objects (not par-
ticles), which allows us to combine tidal heating from baryonic
and dark matter substructures covering a wide range of masses and
sizes. On the other hand, the theory breaks down when applied to
objects with divergent forces (e.g. black holes).
• Modelling the combined tidal force generated by background
substructures avoids a detailed analysis of three-body encounters.
• Implementation of Weinberg’s adiabatic corrections leads to
diffusion coefficients that describe perturbations in impulsive as
well as adiabatic regimes.
• Our analysis accounts for the period of time required to fully
sample the spectrum of tidal fluctuations generated by a finite num-
ber of substructures.
In Section 4, we treat stochastic tidal heating of self-
gravitating systems as a diffusion process in a confined region of
the 4-dimensional integral-of-motion space, where the energy is
definite negative E < 0, and the angular momentum components
lie in the range −Lc(E) ≤ Li ≤ Lc(E), with Lc(E) being the angu-
lar momentum of a circular orbit with fixed energy. To this aim,
Appendix B derives Green’s functions with boundary conditions
that place an absorbing barrier at E = 0, and reflecting surfaces
at Li = ±Lc(E). The coefficients of the Green’s functions, 〈∆E〉,
〈∆E2〉, 〈∆L〉 and 〈|∆L|2〉, are calculated from averages over en-
sembles of tracer particles and substructures. §4.3 discusses the an-
alytical case of a Keplerian potential in detail. Our results show that
tidal heating leads to (i) a steady flow of probability drifting from
bound energies towards E→ 0, which causes “tidal evaporation” as
tracer particles gain sufficient energy as to escape from the system,
and (ii) “isotropization”, as the initial angular momentum distribu-
tion is randomized.
Diffusion equations are tested in Section 5 with the aid of N-
body experiments in which the the local tidal field is computed as
a direct summation of the forces generated by a large (N 1) pop-
ulation of Hernquist (1990) spheres in dynamical equilibrium. We
find that (i) sampling the large-force tail of the distribution p(Λ) re-
quires of the order of Nenc≈ 4.8(D/c)2 fluctuations, where D/c 1
is ratio between the mean separation and the size of individual sub-
structures. This implies that our theory never attains statistical con-
vergence when applied to a background of point-masses (c→ 0).
(ii) Tracer particles in the “fringe” (E ∼ 0) experience an rapid in-
crease of energy and angular momentum that cannot be explained
by our diffusion theory. In contrast, the process of tidal evapora-
tion can be successfully described Monte-Carlo N-body simula-
tions that sample random velocity kicks ∆V drawn from a prob-
ability function Ψ(V,∆V,∆t), Equation (31).
Section 6 follows the evolution of idealized planetary (mass-
less) discs with an homogeneous energy distribution at t0 = 0 sub-
ject to stochastic fluctuations of the local tidal field. The tidal evap-
oration rate (Resc), and the rate of comets moving on retrograde or-
bits (Rret) are computed analytically from the flux of comets going
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through the energy layer E = 0 and the angular momentum bound-
ary Lz = 0, respectively. We find that on long time-scales both rates
approach a scale-free relationR∼ t−2/3, and that in this regime the
number of comets acquiring a retrograde motion corresponds to a
small fraction of those escaping from the system,Rret/Resc ' 0.03.
Overall, the energy and angular momentum distributions derived
from Monte-Carlo simulations and Green’s convolutions are in ex-
cellent agreement except for particles in the fringe (E ∼ 0), where
the condition of small increments demanded by the diffusion the-
ory, |∆E/E|  1, cannot be guaranteed.
Section 7 inspects the effect of dark matter substructures on
the dynamics of weakly-bound objects in the Solar system. To this
end, we construct substructure ensembles that mimic the subhalo
population found in cosmological N-body simulations of Milky
Way-sized haloes. Extrapolation of the subhalo mass & size func-
tions found in the Aquarius (Springel et al. 2008) and Via Lactea
II (Diemand et al. 2007) models suggests that comets in the Oort
cloud may be sensitive to the presence of dark subhaloes with sub-
solar masses. In particular, for a standard WIMP free-streaming
mass Equation (115) indicates that objects with a semi-major axis
a & 150AU may experience a large number of tidal interactions
with planet-sized microhaloes on a dynamical time-scale. Inter-
estingly, recent studies of the dynamics of Trans-Neptunian Ob-
jects with semi-major axes a & 250AU find evidence for a non-
equilibrium configuration, which may be caused by perturbations
from a super-Earth (M & 10M⊕) object known as “Planet Nine”
(Batygin & Brown 2016; Becker et al. 2018). The possibility to put
constraints on the dark matter clumpiness using objects in the Solar
system deserves detailed examination in a separate contribution.
The diffusion and Monte-Carlo techniques presented here pro-
vide statistical tools to study the combined effect of baryonic (e.g.
free-floating planets, stars, giant molecular clouds, etc) and dark
matter substructures on the dynamical evolution of a large number
of weakly-bound objects (e.g. comets, protoplanetary discs, wide-
binary stars, stellar clusters and gas clouds) at a minor computa-
tional cost. Combining observational constraints from a large va-
riety of visible objects represents one of the best hopes to probe
the unknown behaviour of dark matter on subsolar mass scales, a
question with important implications for particle physics and cos-
mology.
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APPENDIX A: THE AUTOCORRELATION FUNCTION
Here we calculate the autocorrelation function W (Λ0,Λt ). Our main
assumptions are that (i) substructures are randomly distributed over
the volume V ′, and (ii) they move on straight lines.
By definition, W is the convolution of two probability densi-
ties
W (Λ0,Λt ) = p(Λ0)∗ p(Λt ), (A1)
where p(Λ) is the probability of experiencing a tidal vector in the
interval Λ,Λ + dΛ. The computation of W is more straighforward
in Fourier space. Application of the convolution theorem to Equa-
tion (52) yields
W˜ (k0,kt ) = p˜(k0)p˜(kt ), (A2)
where the Fourier transform p˜(k0) can be written as (Holtsmark
1919; see Paper I)
p˜(k0) =
∫
d3Λeik0·Λp(Λ) (A3)
=
1
V ′
∫
d3r1× ...× 1V ′
∫
d3rN
∫
d3Λeik·Λδ
(
Λ−
∑
i
λi
)
=
[
1
V ′
∫
d3reik0·λ(r)
]N
.
The derivation of p˜(kt ) can be done in a similar way under the as-
sumption that substructures move on straight lines with a relative
velocity v. Hence, if ri is the initial position vector, the probability
to find the particle at a later time t at the location r′i is δ(r′i − ri − vt).
Thus,
p˜(kt ) =
∫
d3Λeikt ·Λp(Λ) (A4)
=
∫
d3r′1δ(r
′
1 − r1 − vt)× ...×
∫
d3r′Nδ(r
′
N − rN − vt)
×
∫
d3Λeikt ·Λδ
(
Λ−
∑
i
λi
)
=
[∫
d3r′δ(r′ − r− vt)eikt ·λ(r
′)
]N
.
Note that the last equalities in (A3) and (A4) implicitly assume that
the vectors λi are spatially uncorrelated at all times.
The Fourier transform of the autocorrelation function (A1) be-
comes
W˜ (k0,kt ) =
[
1
V ′
∫
d3r eik0·λ(r)
]N[∫
d3r′δ(r′ − r− vt)exp[ikt ·λ(r′)]
]N
(A5)
=
{
1
V ′
∫
d3r exp
[
ik0 ·λ(r)+ ikt ·λ(r+ vt)
]}N
.
The last integral can be re-written as
1
V ′
∫
d3reix =
1
V ′
∫
d3r
[
1−
(
1− eix
)]
= 1− 1
V ′
∫
d3r
(
1− eix
)
,
which elevated to the N-th power becomes[
1− 1
V ′
∫
d3r
(
1−eix
)]N ≈ exp[−n∫
V ′
d3r
(
1−eix
)]
for N 1,
where n ≡ N/V ′ is the number density of substructures. Equa-
tion (A5) thus becomes
W˜ (k0,kt ) = exp[−φ(k0,kt )], (A6)
with
φ(k0,kt )≡ n
∫
V ′
d3r
[
1− exp
(
ik0 ·λ(r)+ ikt ·λ(r+ vt)
)]
. (A7)
For substructures with a velocity distribution f (v), where∫
dv3 f (v) = 1, Equation (A7) can be generalized as (Chandrasekhar
1943)
φ(k0,kt )≡ n
∫
d3v f (v)
∫
V ′
d3r
[
1− exp
(
ik0 ·λ(r)+ ikt ·λ(r+ vt)
)]
.
(A8)
Finally, taking the inverse Fourier transform of Equation (A5) we
obtain
W (Λ0,Λt ) =
∫
d3k0
(2pi)3
∫
d3kt
(2pi)3
exp
[
− i(k0 ·Λ0 +kt ·Λt )−φ(k0,kt )
]
,
(A9)
thus recovering autocorrelation function derived in Chandrasekhar
(1943) under the assumption that the effects of individual interac-
tions can be described as a Markov chain process (see his §3).
APPENDIX B: DIFFUSION IN CONFINED REGIONS
Here we derive Green’s propagators in a confined region of the
integral-of-motion space. As in previous Sections, we shall assume
that diffusion in energy and angular momentum are statistically
independent processes, such that solutions to the diffusion equa-
tion (49) can be assumed to have a separable form (50).
B1 Energy space
Let us assume that particles that attain a positive gravitational en-
ergy will leave the system to never come back. This calls for the
diffusion equation in energy space
∂p
∂t
= CE∇E p|(E0,L0) +DE∇
2
E p|(E0 ,L0), (B1)
with an absorbing boundary at E = 0, such that p(E = 0, t) = 0. To
solve the differential equation we use the method of images orig-
inally introduced by Lord Kelvin (see Feller, 1971), where one
places an image source (or sink) at −E0 as mirror image of the orig-
inal source at +E0 with a strength or intensity selected to match the
boundary condition at E = 0. The initial conditions in this case can
be written as
p = δ(E −E0)− exp(−η)δ(E +E0), (B2)
where the dimensionless parameter η determines the strength of the
mirror source. The solution of (B1) with boundaries (B2) is a linear
combination of two mirrored Gaussians
p(E, t|E0,L0, t0) = 1√
4piD˜
exp
[
− (E −E0 +C˜)
2
4D˜
]
(B3)
− 1√
4piD˜
exp
[
−η − (E +E0 +C˜)
2
4D˜
]
,
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Figure B1. Green’s propagators in energy E (left panel) and 1D angular
momentum Lx (right panel) at three different snapshots. For simplicity, we
choose units where G = m = D = 〈v2〉 = 1. In these units substructures have
a mass M = 0.01 and a size c = 0.1. The initial energy and angular momen-
tum at t = 0 are E0 = −0.5 and Lx/Lc(E0) = +0.5, respectively. Propagators
confined in a region of the integral-of-motion volume (solid lines) deviate
from a Gaussian function (black dots) in the vicinity of the barriers at E = 0
and Lx/Lc = ±1. Note that as time progresses the probability to find parti-
cles with counter rotation (Lx < 0) increases. In the limit t→∞ the angu-
lar momentum progator approaches asymptotically an isotropic distribution
p(L,∞|E0,L0,0) = [2Lc]−1.
with coefficients evaluated at C˜ = C˜(E0,L0, t − t0) and D˜ =
D˜(E0,L0, t −t0). It straightfoward to show that the condition p(0, t) =
0 implies
η = −E0
C˜
D˜
. (B4)
Left panel of Fig. B1 plots the Green’s propagator (B3) at three
different snaphosts. Far from the boundary E = 0, the right-hand
side of Equation (B3) has a negligible contribution, and the energy
propagator can be approximated by a Gaussian distribution (black
dots). However, as the time progresses, the Green’s function broad-
ens and shifts systematically towards lower energies. By construc-
tion, p(E, t|E0,L0, t)→ 0 as E → 0, which strongly deviates from
the behaviour of the free-diffusing Gaussian solution in an infinite
volume.
B2 Angular momentum space
The angular momentum of gravitationally-bound particles cannot
exceed the maximum set by circular orbits. Hence, L ≤ Lc(E),
where Lc(E) is the angular moment of a circular orbit with en-
ergy E. E.g., for a Keplerian potential (68) it follows from (70)
that the maximum angular momentum is Lc(E) =
√
Gma, where
a = Gm/(−2E) is the semi-major axis of orbits with energy E.
Our goal is to solve the diffusion equation
∂p
∂t
= DL∇2L p|(E0 ,L0), (B5)
with reflecting boundaries∇L p = 0 at L = 0,Lc. Given that diffusion
in angular momentum space is assumed to be isotropic, one may
attempt to solve (B5) in spherical coordinates. However, the prob-
ability function corresponds to an infinite sum of Bessel functions
and spherical harmonics (Carslaw & Jaeger 1986), which compli-
cates an intuitive interpretation of the result. Instead, here we will
solve (B5) in Cartesian coordinates, where the differential operator
∇2L = ∂2/∂L2x + ∂2/∂L2y + ∂2/∂L2z . The problem at hand, therefore,
is that of isotropic diffusion in a cubic box with reflecting bound-
aries. To gain insight, first we solve the one-dimensional case, and
subsequently provide the general 3D solution.
B2.1 One dimension
Let us re-write the one-dimensional diffusion equation in angular
momentum (B5) using a simplified notation
∂p
∂t
= D
∂2 p
∂x2
, (B6)
where x = Lx is defined within the interval x ∈ [−Lc,Lc], and D =
DL(E0,L0, t0). To limit the region in which particles can diffuse,
we set reflecting boundaries at x = ±Lc, such that ∂p/∂x|±Lc = 0.
Equation (B6) admits separable solutions
p(x, t) = X(x)T (t). (B7)
Inserting (B7) into (B6) and re-arranging yields
1
X
d2X
dx2
=
1
DT
dT
dt
= −λ, (B8)
where λ is a separation constant. Since the coefficient D does not
contain an explicit dependence on time (see §4.2), the function T (t)
can be directly integrated from (B8), which yields
T (t)∝ exp(−λDt). (B9)
Let us now define the variable x′ = x+Lc and expand X(x′) as
a Fourier series with a fundamental period 4Lc
X(x′) =
a0
2
+
∞∑
n=1
an cos(knx′)+
∞∑
n=1
bn sin(knx′), (B10)
with a wave number kn = npi/(2Lc). It is clear from (B10) that
reflecting boundaries dX/dx′|0,2Lc = 0 require bn = 0 for integers
n ≥ 1. Note also that although the Fourier series (B10) extends to
[−2Lc,0], here we are only interested in the solution inside the inter-
val [0,2Lc]. Inserting (B10) into (B8) yields a separation constant
λn = k2n =
pi2n2
4L2c
. (B11)
To find the coefficients of the Fourier series we must use the initial
condition p = δ(x − x0) = δ(x′ − x0 − Lc) at t = 0. To this aim, we
multiply both sides of (B10) by cos(kmx′) and integrate from 0 to
2Lc ∫ 2Lc
0
dx′ cos(kmx′)δ(x′ − x0 −Lc) (B12)
=
∫ 2Lc
0
dx′ cos(kmx′)
[a0
2
+
∞∑
n=1
an cos(knx′)
]
.
Using the orthogonality relations∫ 2Lc
0
dx cos
(
npix
2Lc
)
=
{
0 n 6= 0
2Lc n = 0
(B13)∫ 2Lc
0
dx cos
(
mpix
2Lc
)
cos
(
npix
2Lc
)
=
{
0 m 6= n
Lc m = n
we find
an =
1
Lc
cos
[
npi(x0 +Lc)
2Lc
]
for n≥ 0. (B14)
Combination of (B9) and (B10) then yields
p(x, t) =
1
Lc
{
1
2
+
∞∑
n=1
cos
[npi(x0 +Lc)
2Lc
]
cos
[npi(x+Lc)
2Lc
]
(B15)
×exp[−λnDt]
}
.
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Compare Equation (B15) with the Fourier expansion of a
Gaussian function
pG(x, t) =
1√
2piσ2
exp
[
− (x− x0)
2
2σ2
]
,
within the interval x∈ [−Lc,Lc]. Following the same steps as above,
we introduce a variable x′ = x+Lc, and choose a fundamental period
4Lc, neglecting the even terms of the series x′ ∈ [−2Lc,0]
a′n =
2
2Lc
∫ 2Lc
0
dx cos(knx′)
1√
2piσ2
exp
[
− (x
′ − x0 −Lc)2
2σ2
]
(B16)
=
1
Lc
1√
2piσ2
∫ −x0+Lc
−x0−Lc
dy cos
[npi(y+ x0 +Lc)
2Lc
]
exp
[
− y
2
2σ2
]
,
where y = x′ − x0 − Lc. If the mean of the Gaussian function is lo-
cated far from the boundaries, |Lc − x0|/σ 1, one can safely shift
the limits of the integral (B16) to infinity. Hence, Equation (B16)
becomes
a′n ≈ 1Lc
1√
2piσ2
∫ +∞
−∞
dy cos
[npi(y+ x0 +Lc)
2Lc
]
exp
[
− y
2
2σ2
]
(B17)
=
1
Lc
cos
[npi(x0 +Lc)
2Lc
]
exp
[
− pi
2n2σ2
8L2c
]
,
which leads to a Fourier series
pG(x, t) =
1
Lc
{
1
2
+
∞∑
n=1
cos
[npi(x0 +Lc)
2Lc
]
cos
[npi(x+Lc)
2Lc
]
(B18)
×exp[− pi2n2σ2
8L2c
]}
.
It is clear that Equation (B18) recovers (B15) if
pi2n2σ2
8L2c
= λnDt.
Applying the separation constant (B11) yields the celebrated be-
haviour of the free-diffusing Gaussian propagators (52)
σ2 = 2Dt,
thus demonstrating that far from the boundaries of the confined re-
gion particles diffuse as if they were moving in an infinite medium,
p(x, t)≈ pG(x, t).
Right panel of Fig. B1 shows the solution (B15) at three dif-
ferent snapshots. As expected from the above results, the confined
Green’s function (B15) has a Gaussian form (black dots) on short
time scales pi2/(2Lc)2Dt  1. However, as the time progresses all
modes with n > 0 decay exponentially, and the propagator con-
verges asymptotically towards a constant value p(x,∞) = 1/(2Lc).
Hence, on long time-scales pi2/(2Lc)2Dt  1 the angular momen-
tum distribution progressively becomes isotropic. This behaviour is
in stark contrast with the free-diffusing solution in an infinite do-
main, which vanishes pG→ 0 in the limit t→∞.
B2.2 Three dimensions
The above derivation can be generalized to a three-dimensional
space by replacing the diffusion equation (B6) with
∂p
∂t
= D
(
∂2 p
∂x2
+ ∂
2 p
∂y2
+ ∂
2 p
∂z2
)
, (B19)
and (B7) with
p(x,y,z, t) = X(x)Y (y)Z(z)T (t). (B20)
Inserting (B21) into (B19) and re-arranging yields
1
X
d2X
dx2
=
1
Y
d2Y
dy2
=
1
Z
d2Z
dz2
=
1
DT
dT
dt
= −λ, (B21)
with a separation constant
λnml = k2n + k
2
m + k
2
l =
pi2
4L2c
(n2 +m2 + l2). (B22)
Following similar steps as in the 1D case, we find that the separable
solution (B21) with reflecting boundaries at x = y = z =±Lc can be
expressed as an infinite cosine series
p(x′,y′,z′, t) =
∞∑
n,m,l=0
Cnml cos(knx′)cos(kmy′)cos(klz′)e−λnml Dt ,
(B23)
with x′ = x+Lc, y′ = y+Lc and z′ = z+Lc. Application of the initial
conditions p(x,y,z, t = 0) = δ(x−x0)δ(y−y0)δ(z− z0) and the orthog-
onality relations (B13) yields
p(x,y,z, t) =
1
L3c
∞∑
n,m,l=0
αnml exp[−λnmlDt] (B24)
× cos[npi(x0 +Lc)
2Lc
]
cos
[npi(x+Lc)
2Lc
]
× cos[mpi(y0 +Lc)
2Lc
]
cos
[mpi(y+Lc)
2Lc
]
× cos[ lpi(z0 +Lc)
2Lc
]
cos
[ lpi(z+Lc)
2Lc
]
,
with α000 = 1/8, αn00 = α0m0 = α00l = 1/4, αnm0 = αn0l = α0ml = 1/2;
and αnml = 1 for n,m, l ≥ 1.
APPENDIX C: PHASE-SPACE AVERAGES
Here we briefly discuss how to compute phase-space averages of
particle ensembles with a fixed energy and angular momentum (for
further details see Appendix A of P15). As a first step, let us de-
fine the tangential and radial velocity components as vt and vr,
respectively, such that the angular momentum becomes L = rvt ,
the velocity volume d3v = 2pivtdvtdvr = 2pidvrLdL/r2, and the en-
ergy E = v2/2+Φ(r) = v2r/2+Φ(r)+L2/(2r2), hence at fixed radius
dE = vdv. The volume accessible to tracer particles with a particular
combination of E and L is a spherical shell with inner (peri-centre)
and outer (apo-centre) radii, Rp and Ra, respectively. At these two
radii the radial velocity component vanishes, vr = 0, and the kinetic
energy is entirely in the tangential direction v = vt . Note that at each
radius vr can be both positive and negative. In what follows we take
only positive values of vr and double the number of particles with
this velocity.
In order to express the probability function N(E,L, t) as a
function of phase-space coordinates, one needs to map points in
the integral-of-motion space onto phase space through the equation
f (r,v, t)d6Ω = f (E,L, t)
∣∣∣∣ ∂(r,v)∂(E,L)
∣∣∣∣dEdL (C1)
≡ N(E,L, t)dEdL,
where f = N/ω is the probability of finding a particle with inte-
grals (E,L) in the phase-space volume d6Ω centred at the coor-
dinates (r,v) at the time t, and [ω] ≡ ∂(r,v)/∂(E,L) is the ma-
trix of density of states. The Jacobian of this matrix, ω(E,L, t),
defines the maximum phase-space volume that particles with a
given combination of energy and angular momentum can access.
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The simplest derivation of ω is found by integrating the volume
d6Ω = d3rd3v = 4pir2dr× 2pivtdvtdvr over the accessible spherical
shell, which yields (Spitzer 1987)
N(E,L, t)dEdL = f (E,L, t)2
∫ Ra
Rp
4pir2dr×2pivtdvtdvr (C2)
= f (E,L, t)16pi2L
∫ Ra
Rp
dr
vr
dEdL
≡ f (E,L, t)ω(E,L)dEdL,
with a density of states
ω(E,L) = 16pi2L
∫ Ra
Rp
dr
vr
= 8pi2LP(E,L). (C3)
Here P(E,L) denotes to the orbital period
P(E,L) = 2
∫ Ra
Rp
dr
vr
= 2
∫ Ra
Rp
dr
{2[E −Φ(r)−L2/(2r2)]}1/2 , (C4)
with Rp and Ra being the peri- and apo-centres of the orbit, re-
spectively, which correspond to the radii where the radial velocity
vanishes, vr = {2[E −Φs(R)−L2/(2R2)]}1/2 = 0.
Tracer particles with a given combination of energy and an-
gular momentum follow a delta function in the integral-of-motion
space, N(E,L) = δ(E −H)δ(L − rvt ). The distribution function f =
N/ω can be used to compute the average of a generic function
X(r,v) in phase-space. Combination of (C2), (C3) and (C4) yields
X¯(E,L) =
1
ω
∫
d3rd3vδ(E −H)δ(L− rvt )X(r,v) (C5)
=
1
ω
16pi2L
∫ Ra
Rp
dr
vr
X(r,v)
=
2
P(E,L)
∫ Ra
Rp
dr
vr
X(r,v)
which weights a region of the orbit dr by the fraction of the or-
bital period that a particle spends in that region, (2dr/vr)/P. Hence,
Equation (C5) establishes an ergodic correspondence between en-
semble and time averages. It is important to bear in mind that the
ergodic property only holds for particle distributions that are fully
mixed in phase space (see P15).
The averaged quantities appearing in Equation (55) can be cal-
culated analytically using (C5) as
Rm(E,L) =
2
P(E,L)
∫ Ra
Rp
dr
rm
{2[E −Φ(r)−L2/(2r2)]}1/2 , (C6)
for m = 2,4, and
R2V 2(E,L) =
2
P(E,L)
∫ Ra
Rp
dr
2[E −Φ(r)]r2
{2[E −Φ(r)−L2/(2r2)]}1/2 , (C7)
which in general must be integrated numerically. An exception is
the Keplerian potential (68), which we inspect in some detail below.
C1 Keplerian potential
As a first step, it is useful to express the orbital energy and an-
gular momentum in terms of a semi-major axis (a) and eccentric-
ity (e) using Equation (70). The peri- and apocentres of the orbit
correspond to the radii where vr = {2[E −Φs(R) − L2/(2R2)]}1/2 =
{2[−Gm/(2a)+Gm/R−Gma(1− e2)/(2R2)]}1/2 = 0, which admits
two solutions
Rp = a(1− e) (C8)
Ra = a(1+ e).
The orbital period can be derived analytically from (C4) by chang-
ing the integration variable to ν = r/a and using the roots of the
radial velocity (C8), which yields
P = 2
∫ a(1+e)
a(1−e)
dr
1
{2[−Gm/(2a)+Gm/R−Gma(1− e2)/(2R2)]}1/2
(C9)
=
2a3/2√
Gm
∫ 1+e
1−e
dν
ν
{[(1+ e)−ν][ν − (1− e)]}1/2
=
2pia3/2√
Gm
,
hence, the orbital period is independent of the orbital angular mo-
mentum.
Similarly, the averaged second and fourth power of the ra-
dius (C6) can be written as
R2 =
2
P
∫ a(1+e)
a(1−e)
dr
r2
{2[−Gm/(2a)+Gm/R−Gma(1− e2)/(2R2)]}1/2
(C10)
=
2a3/2√
Gm
a2
P
∫ 1+e
1−e
dν
ν3
{[(1+ e)−ν][ν − (1− e)]}1/2
= a2
(
1+ 3
2
e2
)
,
and
R4 =
2
P
∫ a(1+e)
a(1−e)
dr
r4
{2[−Gm/(2a)+Gm/R−Gma(1− e2)/(2R2)]}1/2
(C11)
=
2a3/2√
Gm
a4
P
∫ 1+e
1−e
dν
ν5
{[(1+ e)−ν][ν − (1− e)]}1/2
= a4
(
1+5e2 + 15
8
e4
)
.
The averaged squared velocity is
V 2 =
2
P
∫ a(1+e)
a(1−e)
dr
2[−Gm/(2a)+Gm/r]
{2[−Gm/(2a)+Gm/R−Gma(1− e2)/(2R2)]}1/2
(C12)
=
4
√
Gm
P
a1/2
∫ 1+e
1−e
dν
(1−ν/2)
{[(1+ e)−ν][ν − (1− e)]}1/2
=
Gm
a
,
while the integral (C7) has an analytical solution
R2V 2 =
2
P
∫ a(1+e)
a(1−e)
dr
2[−Gm/(2a)+Gm/r]r2
{2[−Gm/(2a)+Gm/R−Gma(1− e2)/(2R2)]}1/2
(C13)
=
4
√
Gm
P
a5/2
∫ 1+e
1−e
dν
ν2(1−ν/2)
{[(1+ e)−ν][ν − (1− e)]}1/2
= Gma
(
1− e
2
2
)
.
Note that R2V 2 6= R2×V 2 for e 6= 0 (non-circular orbits).
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