(respectively ) be the maximum possible number of codewords in a binary code (respectively, binary constant-weight code) of length and minimum Hamming distance at least . By adding new linear constraints to Schrijver's semidefinite programming bound, which is obtained from blockdiagonalizing the Terwilliger algebra of the Hamming cube, we obtain two new upper bounds on , namely and . Twenty three new upper bounds on for are also obtained by a similar way.
I. INTRODUCTION

L
ET
and let be a positive integer. The (Hamming) distance between two vectors in is the number of coordinates where they differ. The (Hamming) weight of a vector in is the distance between it and the zero vector. The minimum distance of a subset of is the smallest distance between any two different vectors in that subset. An code is a subset of having . If is an code, then an element of is called a codeword and the number of codewords in is called the size of .
The largest possible size of an code is denoted by . The problem of determining the exact values of is one of the most fundamental problems in combinatorial coding theory. Among upper bounds on , Delsarte's linear programming bound is quite powerful (see [1] and [2] ). This bound is obtained from block-diagonalizing the Bose-Mesner algebra of . In 2005, by block-diagonalizing the Terwilliger algebra (which contains the Bose-Mesner algebra) of , Schrijver gave a semidefinite programming bound [3] . This bound was shown to be stronger than or as good as Delsarte's linear programming bound. In fact, 11 new upper bounds on were obtained in the paper for . [5] . More linear constraints that improve upper bounds on can be found in [6] . In this paper, we add further new linear constraints to Schrijver's semidefinite programming bound on and obtain 23 new upper bounds on for .
II. UPPER BOUNDS ON
In this section, we improve upper bounds on by adding more linear constraints to Schrijver's semidefinite programming bound, which is obtained from block-diagonalizing the Terwilliger algebra of the Hamming cube . For more details about Schrijver's semidefinite programming bound, see [3] .
A. General Definition of and
We first give a general definition. Let and be positive integers. For a finite (possibly empty) set , where each is a vector in and each is a nonnegative integer, we let be the maximum possible number of codewords in a binary code of length and such that each codeword is at distance from for all . 
Equations (2) and (3) give and .
4)
: It becomes more complicated when contains more than two elements. We consider a very special case when , which will be used in our improving upper bounds on in Section III. Suppose that satisfies the following conditions. 1) is the zero vector (which can always be assumed Solving these equations, we obtain as desired.
B. Schrijver's Semidefinite Programming Bound on
Let be the collection of all subsets of . Each vector in can be identified with its support (the support of a vector is the set of coordinates at which the vector has nonzero entries). With this identification, a code is a subset of and the (Hamming) distance between two subsets and in is . Let be an code. For each , and , define (5) where denotes the number of pairwise disjoint subsets of sizes , respectively, of a set of size , and denotes the number of triples with , and , or equivalently, with , , and . Set if . The key part of Schrijver's semidefinite programming bound is that for each , the matrices (6) and (7) are positive semidefinite, where is given by (8) Since , an upper bound on can be obtained by considering the as variables and by (9) subject to the matrices (6) and (7) are positive semidefinite for each and subject to the following conditions on the (see [3] ). i)
. 
The following corollary was used in [3] . Corollary 4: For each ,
Proof: By Theorem 3, .
Remark 5: Theorem 3 improves the condition in Schrijver's semidefinite programming bound since (in fact, is much less than 1 in general). Similarly, Corollary 4 in many cases (of and ) improves the condition since is much less than in general.
2) Delsarte's Linear Programming Bound and Its Improvements:
Let be an code, the distance distribution of is defined by (13) By definition, for each . Hence, is the distance distribution on . The following result can be found for example in [7] or [6] .
Theorem 6: (Delsarte's linear programming bound and its improvements). Let be an code with distance distribution . For ,
where is the Krawtchouk polynomial given by 
and (19) for all . Table I shows improved upper bounds on when linear constraints in Theorems 3, 6, and 7 are added to Schrijver's semidefinite programming bound (9) . In the table, by Schrijver bound we mean upper bound obtained from Schrijver's semidefinite programming bound (9) . Among improved upper bounds on , there are two new upper bounds:
and . As in [3] , all computations here were done by the algorithm SDPT3 available online on the NEOS Server for Optimization (http://www.neos-server.org/neos/solvers/index.html). Since if is odd, we can always assume Table I , all best upper bounds previously known (including the bound ) follow from their work. Note that it took even months to finish computing of an upper bound using the quadruple-distance semidefinite programming bound while together with our improvements, the semidefinite programming bound (9) requires only a small amount of time of performing computations (at most some minutes for each upper bound).
Remark 9: In Theorems 3 and 7, the values of and may have not yet been known. However, we can replace them by any of their upper bounds (see the proof of [4, Th. 10] for the validity of this replacement in Theorem 7). While best-known upper bounds on (which are mostly from [3] , [5] , [9] , [10] ) are used in our computations, all upper bounds on that we used are from the tables on Erik Agrell's website http://webfiles.portal. chalmers.se/s2/research/kit/bounds/dcw.html.
III. UPPER BOUNDS ON
A. Some Properties of
We begin with some elementary properties of which can be found in [2] .
Theorem 10: 
where and are the quotient and the remainder, respectively, when dividing by , i.e., Table II . As before, all computations were done by the same algorithm SDPT3 at the same server.
Remark 22: The new upper bounds on presented in Table II do not give rise to any further improved upper bounds on in the range through either the improved semidefinite programming bound in Section II or known inequalities relating the two quantities such as the well-known Elias bound (for example, see [2, pp. 558]), the Johnson bound (see [11, Th. 1] ), and even their improvements in [12] and [4, Th. 4] , respectively.
APPENDIX UPPER BOUNDS ON
To apply Theorem 12, we need tables of upper bounds on . However, there are no such tables available since this is the first time the function is introduced. We show here some elementary properties that are used to obtain upper bounds on . 
