This study proposes an intelligent multi-objective model predictive control method in which an artificial neural network and a genetic algorithm are used to realize satisficing decision-making, which is an interactive multi-objective programming technique. We considered model predictive optimization under a dynamic environment with multiple objectives. To predict nonlinear function forms with dynamic plant characteristics, we applied a recurrent radial basis function network, which is a type of artificial neural network. For optimization with multiple objectives, we applied a satisficing trade-off method along with metaheuristic optimization in the form of genetic algorithms. The features of this control method are as follows. (1) Several conflicting control objectives can be optimized in online control based on multi-objective evaluation through human-computer interaction and (2) an optimal and flexible plant control can be performed within a restrained practical computing time for real-time applications, with acceptable control quality using online adaptive model prediction. This study demonstrates the success of model prediction using computational intelligence combined with an interactive optimization technique for multi-objective model predictive control problems by applying the proposed method to steam turbine start-up control with multiple objectives consisting of the start-up time and rotor thermal stress of the steam turbine. The dynamic simulation results showed an effective control performance within a reasonable computing time.
Introduction
When function forms in mathematical models cannot be given explicitly in terms of design variables, the function values are usually determined by performing numerical or real experiments. Since these experiments are often expensive, it is important to develop techniques for obtaining solutions with as few experiments as possible. To this end, model predictive optimization is intended to find optimal solutions in parallel with predicting the function forms in mathematical models. Metamodeling (Wang and Shan, 2006) and surrogate-based optimization (also called sequential approximate optimization; Nakayama et al., 2009 ) methods apply the same concepts. Several methods have been developed for this purpose, of which the response surface (Myers and Montgomery, 2016) , design of experiments (Montgomery, 2017) , Kriging (Cressie, 1988) , artificial neural network (Papadrakakis et al., 1998) , and support vector machine (Yun and Nakayama, 2016) methods are well known but mainly handle static optimization. For dynamic optimization problems, the model predictive control method (Maciejowski, 2002) has been developed using ideas analogous to those mentioned above. However, the objectives of almost all conventional model predictive control studies have been to optimize a single-objective function (e.g., only time-optimal control problem). Research on
denote the vector of state variables. The theory assumes the following mathematical model: represents the vector of the constraining conditions; t , the present time; T , the terminal time   t T  ; and o x , the vector value of actual observed state variables at time t . If the function form in the above model is given explicitly, then some techniques from optimal control theory can be applied. However, we assume that some function forms cannot explicitly be given due to their nonlinear and complex models. In this case, we predict some future states       
Shirakawa, Yun and Arakawa, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.1 (2018) For example, in the case of a thermal power plant, those objectives are the start-up time, lifetime consumption rate, fuel consumption rate, and pollutant emission rate of the machine. To obtain a final decision for those multi-objective problems, we apply the satisficing trade-off method (Nakayama, 1995) which is an aspiration-level-based method (to be described in Section 3.1). For predicting the future states, we apply an artificial neural network technique, namely, an RRBFN (to be described in Section 3.3.1). The original radial basis function network (RBFN) provides less training computing time than other artificial neural networks. Further, the optimal control input sequence closest to the aspiration level is searched in conjunction with the RRBFN prediction model using a genetic algorithm (GA) (which we describe in Section 3.2). Figure 1 illustrates the structure of the multi-objective model predictive control system developed in this study. This system applies an interactive multi-objective programming technique called the satisficing trade-off method as its framework via human-computer interaction and integrates the intelligence of the computer with the knowledge of the user. Figure 2 shows an example of the discrete model predictive control scheme. Referring to Figs. 1 and 2, we explain the procedure of the proposed method with discrete time periods.
Step 1. Controller: The RRBFN prediction model is trained to predict the dynamic system model based on observed past states x and control input sequence u . The training datasets for the RRBFN prediction model are as follows:
where p denotes the depth of the sampling training data, and 3 p represents the past sample period.
Step 2. Human interface: The user sets the aspiration level (desired values) f corresponding to each objective function as follows:
Step 3. Controller: The optimal solution for control input rate sequence best Δu (or control input sequence best u ) closest to f is sought in conjunction with the RRBFN prediction model using a GA: Fig. 1 Structure of the proposed multi-objective model predictive control system. A cooperative humanmachine system is proposed to optimize control input   Step 1
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where v denotes the predicted function of dynamic system model v in Eq. (1) 
f is an ideal value of the i-th objective function, and j u and j x are Step 6. Controller: If approximation errors between actual observed values and predicted values are large, the RRBFN prediction model is further trained (offline or online). Subsequently, Steps 1-6 are repeated until the approximation errors are reduced. If the approximation errors are small, return to the end of Step 4.
Intelligent optimization method
In this section, we detail a new intelligent optimization method for multi-objective model predictive control. This method combines an RRBFN with a GA and employs the satisficing trade-off method to enable multi-objective optimization of plant controls. The reason that we focus on the satisficing trade-off method is that it does not require the generation of a Pareto frontier or priorities and weight adjustments for multiple objectives, as was necessary in previous multi-objective control studies. Furthermore, in model predictive control, technology for predicting dynamic plant characteristics is important. To achieve real-time control performance, we devised a recurrent neural network that extends existing RBFNs and integrates an efficient data degeneracy method using cluster analysis to shorten its learning time. In addition, the accuracy of this prediction model was verified using actual thermal power plant operation data.
Satisficing trade-off method
Multi-objective optimization implies the simultaneous optimization of multiple objective functions that have a trade-off relationship with one another under a given condition. This problem is typically expressed as follows:
is a vector of design variables, f represents the objective functions, and g specifies the constraining conditions (operational constraints).
Because it is difficult to find the solution if the problem is expressed in such a vector format, the problem is scalarized for ease of solving. In this case, when the formula is scalarized by using the satisficing trade-off method, which is an interactive multi-objective programming technique employing the aspiration-level-based method. See (Shirakawa et al., 2007) for more details. The following auxiliary scalar optimization of Eq. (11) is obtained, using the Tchebyshev scalarization function F of Eq. (10). Here, the operational constraints can be included in Eq. (11) as the penalty function.
where α is usually set to a sufficiently small positive number (such as 6 10  ), and the penalty parameter l β is a sufficiently large positive number for each constraining condition l g . Weight i w can be expressed as follows:
where i f is the aspiration level (desired values) of the objective functions, and
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, where X is the set of all feasible solutions.
GA with blend alpha crossover
Since we focused on continuous-variable optimization, Eq. (11) was minimized using a real-coded GA. Crossover is the most important operator in real-coded GAs. We discuss the application of a blend alpha crossover (BLX-a) (Eshelman and Schaffer, 1993) . a is usually set to 0.5. The new offspring can be adjusted as necessary to fit within the following bounds:
where b γ is a random number between 0 and 1. The numerical algorithm for GA with BLX-a that is discussed in this paper has the following steps:
Step 1. Initialize: Randomly generate N individuals of the initial parent generation.
Step 2. Crossover: Generate offspring using BLX-a.
Step 3. Evaluation: The fitness function value is in the Tchebyshev scalarization function F of Eq. (10). The fitness function values of each individual are calculated with the penalty function of the constraining conditions, as in Eq. (11).
Step 4. Selection: When selecting the fittest individuals to pass to the next generation, elite retention selection is used. That is to say, N elite individuals with small fitness function values survive in the next generation. Further, Steps 2-4 are repeated until the maximum number of iterations or maximum computing time is reached. Here, we define the maximum computing time to be within one sampling period (optimization cycle) t Δ , as shown in Fig. 2 .
Model prediction using an RBFN
An RBFN is a type of neural network that consists of several radial basis functions (Nakayama et al., 2002 ) and contains three layers: input, hidden, and output layers. The input values are each assigned to a neuron in the input layer and passed directly to the hidden layer without weights. A Gaussian function is used as an activation function for the hidden neurons. Subsequently, linear output weights are added between the hidden and output layers. The overall input-output mapping equation of an RBFN is presented as follows:
where
and j c is the center of the hidden neurons; j h , the Gaussian function; O , the output values; q , the number of hidden neurons; j R , the radial parameter; j w , the weights;
, the vector of input values; and  , the Euclidean norm.
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Our proposed method generates approximate functions by combining the polynomial functions and RBFN as follows:
where O represents the RBFN output values from Eq. (14); O , the approximate functions; and ζ , the polynomial functions. The polynomial functions are used as base functions, and the RBFN estimates errors from them. This method can improve the accuracy near the side constraints of the design variables, where the training values become sparse.
Proposed RRBFN prediction model
We propose an RRBFN, shown in Fig. 3 , which was applied to predict the dynamic plant characteristics in this study. The output values are predictive values at time 1
The input values are divided into the following three types: 
. The RRBFN training method is similar to that of RBFNs, as described above, although the training values are given by the set of time-series data.
Cluster analysis for RRBFN training data
Many RRBFN training values can be obtained using a plant supervisory control and data acquisition (SCADA) system. However, because detailed sampling of long large-scale time-series data is used, RRBFN training is extremely time-consuming. The computation time depends on the size of the training data. To stay below a fixed computing time, we thin out the stored plant operation data on the SCADA system using cluster analysis before the RRBFN is trained. The cluster analysis procedure is designed to group observations based on similarities between them. The observations Shirakawa, Yun and Arakawa, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.1 (2018) . To cluster observations, it is important to establish a similarity measure that joins like items. Similarity is typically determined based on the distance between observations in the m-dimensional variable space. We use Euclidian distance to measure the distance between two datasets (items) represented by x and y :
In this study, we applied agglomerative hierarchical cluster analysis with a centroid method (Everitt et al., 2011) . Agglomerative hierarchical cluster analysis begins by placing each dataset (item) in a separate cluster and then combining clusters based on their distance from each other. The process continues until the desired number of clusters is formed. At each stage, the clusters joined are the closest pair. The centroid method defines the distance between two clusters as the distance between the centroids of the clusters, where each centroid is located at the average values of each variable over all members of the cluster. Finally, only the dataset closest to the centroid of each cluster is preserved as training data for the RRBFN. Thus, the number of training data becomes the same as the number of clusters. For example, we consider a simple problem with a two-dimensional variable space. As shown in Fig. 4, G and 3 G is the shortest. Therefore, clusters 2 G and 3 G are combined. Cluster analysis for a two-dimensional variable space.
Verification of the proposed RRBFN prediction model
Storing sufficient start-up data of a steam turbine before the commercial operation of a power plant begins is difficult; hence, the proposed RRBFN prediction model is premised on performing online/offline learning after commissioning operation. Therefore, the nitrogen oxide (NO x ) decomposition (as shown in Fig. 5 ) is considered herein as substitution operation data, to verify the accuracy of the RRBFN. These operation data are suitable for the verification of the RRBFN because the NO x flow rate and the thermal stress of the stream turbine rotor have common characteristics that change in correlation with the power generation output. The proposed RRBFN prediction model was generated using the actual operation data from a thermal power plant. NO x in a combustor exhaust gas flow is decomposed by ammonia (NH 3 ) injection as a reducer into a catalyst chamber, and NO x is broken down into water vapor (H 2 O) and nitrogen (N 2 ). Finally, nonreacted NO x and NH 3 , in addition to the H 2 O and N 2 , are discharged from a chimney into the atmosphere. It is generally considered difficult to predict this chemical decomposition process with high speed and accuracy in a physical model. This reaction is nonlinear and has a long lag time. Here, the dynamic state variables are the power generation output, combustor outlet NO x flow rate, and NH 3 injection flow rate, so the number of dynamic state variables is 3 1  n . The NO x decomposition efficiency depends on the catalyst temperature, but the time constant of the catalyst temperature is much longer than the other state variables. Hence, the static state variable is the catalyst temperature, so the number of static state variables is 1 2  n . Finally, the output variable is the chimney inlet NO x flow rate, so the number of output variables is 1 3  n . We prepared approximately 90 hours of actual plant operation data (32464 datasets) of various operational statuses, such as start-ups, shutdowns, load changes, and load rejections. One sampling period t Δ is 10 s, and the number of past sample periods 3 p is 10 (100 s). Thus, the datasets have 45 dimensions:
. Then, the number of datasets was reduced to 1/2 (16232 datasets), 1/4 (8116 datasets), 1/8 (4058 datasets), and 1/16 (2029 datasets) using cluster analysis. We considered the number of prediction periods 2 p to be 10 (100 s) because the delay times (e.g., transport delay, lag time, and dead time) of this process are approximately 90 s. The RRBFN is trained using datasets of each clustering case. The RRBFN then performs a prediction calculation using test datasets of similar operation data. Figure 6 compares the predicted output value of 10 samples (100 s) ahead and the actual plant operation data corresponding to a load change between 100% and 50%. Figures 6(a) , 6(b), 6(c), and 6(d) illustrate the 1/2, 1/4, 1/8, and 1/16 clustering cases, respectively (made dimensionless by normalization to the value at 100% load).
Fig. 5
Configuration of NO x decomposition in a thermal power plant. 2 Duo processor T7500 @ 2.20 GHz) are summarized in Table 1 . The analysis results show that the prediction accuracy decreases with the number of clusters, but the computing time is considerably reduced. Of course, depending on the quality and quantity of the plant operation data, the predicted output values agree well with actual plant operation data when the number of clusters is more than 1/8 (4058 datasets) in this study.
Application results
To demonstrate the effectiveness of the proposed method, we applied it to an example of start-up control of a steam power plant. Generally, optimizing the start-up of a steam turbine unit involves several conflicting objective functions, such as start-up time and the thermal stress of the steam turbine rotor. A lower rotor thermal stress further extends the service lifetime of the steam turbine. As expected, reducing the start-up time improves the load-following capability and fossil fuel economy. There exist many operational constraints for steam turbines. However, most constraints (e.g., rotor critical speed and vibration, and steam pressure and temperature) are safety-controlled to within given limits at any time. Thus, the operational constraints include only the thermal stress of the steam turbine rotor and the thermal expansion difference between a turbine rotor and labyrinth in the axial direction of the steam turbine rotor. Thermal stress is one of the objective functions, and it has an upper limit to prevent metal creep and fatigue. Thermal expansion Systems, and Manufacturing, Vol.12, No.1 (2018) increases significantly as the start-up time decreases. However, it has an upper limit determined by the speed-up and loading rates. Therefore, we considered the thermal expansion constraint indirectly by restricting the upper limit of the speed-up and loading rates in this study. In this section, we describe the configuration of the plant system, define the proposed multi-objective model predictive control problem, and present the results of a dynamic simulation study.
Plant system configuration
A typical steam power plant, such as that shown in Fig. 7 , was considered in this study. The boiler generates steam for the steam turbine, and the steam turbine drives the generator. This steam power plant generates an output of 600 MW. A steam governing valve (GV) manipulates the steam flow rate swallowed by the steam turbine. The three sensors in Fig. 7 measure the boiler outlet steam pressure s P , boiler outlet steam temperature s T , and first-stage shell metal temperature of the steam turbine m T , respectively. Generally, m T is regarded as equivalent to the rotor surface metal temperature of the steam turbine. The steam turbine exhaust is conducted to the boiler reheater and recovered to the condenser via a low-pressure steam turbine.
During start-up, there is a large temperature difference between the hot steam and cold steam turbine rotor, and the rotor surface is heated by the higher-temperature steam. The temperature in the outer part rises higher than that of the inner part because the rotor has a large capacitance. Thermal stress on the steam turbine rotor occurs because of this temperature difference. It is difficult to measure the actual rotor thermal stress directly because the turbine rotor rotates at high speed through high-temperature steam. Therefore, the thermal stress of the steam turbine rotor is obtained by the temperature distribution, which is calculated by a dynamic model of thermal conduction that divides the rotor into several vertical cylinders. Rotor thermal stress is described in Eqs. (25) and (26); it can be calculated by estimating the temperature distribution inside the rotor from Eq. (25), using the time-series behavior of the measured m T as the boundary condition. Then, the values of the inner bore and outer surface of the rotor thermal stress (where thermal stress is concentrated) are calculated using Eq. (26). 
where m c represents the specific heat; m E , Young's modulus; r , the radial axis; i R and o R , the inner and outer radii, respectively; m α , the coefficient of linear expansion; θ , the rotor temperature; m λ , the thermal conductivity; m ν , Poisson's ratio; m ρ , the density; zz σ , the thermal stress; and τ , the time. The steam turbine speed/load controller modulates the manipulative variable (MV) for the GV to adjust the process Fig. 7 Configuration of a typical steam power plant system. The speed and load set-points are derived from the proposed plant control system in Fig. 1 . 
The predicted steam turbine loading rate at the last time in the prediction period
For convenience, we set lower limit min Δ , L u to 0.5 %/min. However, when u is higher than 50%, the boiler outlet steam temperature s T is statically determinate (refer to (the symbol ▲ in Fig. 8(a) ); here, both criteria are improved from the second aspiration level. However, the second Shirakawa, Yun and Arakawa, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.1 (2018) optimal solution shows that 2 f improves, but 1 f deteriorates compared to the first optimal solution, because there is a trade-off between 1 f and 2 f . The first optimal solutions in Fig. 8(a) all plot the results of three plant start-up simulations, but they are almost the same. The deviations in these solutions are only within 0.667 min for 1 f and 0.619% for 2 f . Likewise, the second optimal solutions in Fig. 8(a) all plot the results of three plant start-up simulations, but they are almost the same. The deviations in these solutions are only within 1.333 min for 1 f and 0.774% for 2 f . Since the optimal solutions are reproducible, the learning of the RRBFN prediction model is satisfactory. Although some gap results from the influence of the prediction error of the start-up time in Eq. (28), all these solutions obtaining multi-objective control substantially agree with the Pareto-optimal solutions obtaining single-objective control closest to each aspiration level. This agreement demonstrates the validity of the optimal solutions obtained using the proposed method. The control responses of the first optimal solution in Fig. 10 are the results of the third start-up simulation. This multi-objective control satisfies the operating constraints in all periods; the rotor thermal stresses in Fig. 10(b) are particularly reduced from the time-optimal control results in Fig. 9(b) . Note that a peak rotor thermal stress occurs around 80 min. Figure 8 (b) plots the search path history for this optimal control input at each sampling time. In the time-optimal control, the rotor thermal stress is limited to a constant upper limit along the broken line in Fig. 8(b) . In contrast, in the proposed multi-objective control, the objective functions are optimized along the solid line in Fig. 8(b) (the line connecting the aspiration level and the ideal point), so that the rotor thermal stress fluctuates near the Pareto-optimal solution. However, this peak can be made smaller by adjusting the prediction period 1 p and control period 2 p . The control responses of the second optimal solution in Fig. 11 are the results of the third start-up simulation. The control responses of the second optimal solution show that the start-up time is longer than it is for the first optimal solution and that the rotor thermal stresses are reduced. In this way, the proposed method has features that enable flexible online control based on multi-objective evaluation according to aspiration levels. Shirakawa, Yun and Arakawa, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.1 (2018) 
Computing time
We intend to implement the proposed multi-objective model predictive control method in an actual plant controller in future research. Here, we discuss the computing time of the proposed method, which is important for practical use. The GA parameters greatly affect the computing time. In Section 3.2, we used 20 individuals and set the maximum number of iterations to 50 generations. We confirmed that the solutions converged before 50 generations occurred. We executed start-up simulations using a personal computer (Intel TM Core TM i7-3770S CPU @ 3.10 GHz). In this case, it took approximately 33 s (searching using the GA for approximately 9 s, learning and predicting the metal temperature for the RRBFN for approximately 6 s, and calculating the rotor thermal stress based on the physical model for approximately 18 s) to obtain the optimal control input per sampling period. Any case can be processed within the 60 s sampling period. This time is sufficiently short for practical control problems such as steam turbine start-up.
Conclusions
We proposed herein a novel intelligent multi-objective model predictive control method, in which an RRBFN was applied for model prediction, and the satisficing trade-off method was used for multi-objective optimization. With this control method, 1. several conflicting control objectives can be optimized in online control based on multi-objective evaluation through human-computer interaction; 2. optimal and flexible plant control can be performed within a restrained practical computing time for real-time applications and with acceptable control quality using online adaptive model prediction. In addition, the proposed method maintained the framework of the previously reported human-computer interaction. Therefore, after optimizing the control schedule offline using a previous optimization system (Shirakawa et al., 2007) , the proposed method can be used for online optimal control.
The proposed method worked well throughout our experiments. Our main results are as follows: 1. The accuracy of the proposed RRBFN prediction model was verified using the actual operation data of a NO x decomposition process in a thermal power plant. 2. The RRBFN training data size can be reduced using a cluster analysis, which was important for maintaining predictive accuracy and shortening the learning time of the RRBFN prediction model. 3. The proposed multi-objective model predictive control method was applied to steam turbine start-up control.
Although some gap resulted from the influence of the prediction error of the start-up time, the solutions obtained through dynamic simulations substantially agreed with the Pareto-optimal solutions, which were given by single objectives with constraints. However, the multi-objective control responses partially differed from the single-objective results with constraints in its search path history. 4. Our application results indicated that the computing time of the proposed method was practical for implementation in a controller in the future research. This study demonstrated the verification results of the proposed control method through dynamic simulations. The future work will field-test the proposed control method on a real power plant and add other operational constraints (e.g., NO x emission from the plant described in Section 3.3.3, etc.)
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