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a b s t r a c t
Let G be a connected graph and S a nonempty set of vertices of G. A Steiner tree for S is a
connected subgraph of G containing S that has a minimum number of edges. The Steiner
interval for S is the collection of all vertices in G that belong to some Steiner tree for S. Let
k ≥ 2 be an integer. A set X of vertices of G is k-Steiner convex if it contains the Steiner
interval of every set of k vertices in X . A vertex x ∈ X is an extreme vertex of X if X \ {x} is
also k-Steiner convex. We call such vertices k-Steiner simplicial vertices. We characterize
vertices that are 3-Steiner simplicial and give characterizations of two classes of graphs,
namely the class of graphs for which every ordering produced by Lexicographic Breadth
First Search is a 3-Steiner simplicial ordering and the class for which every ordering of
every induced subgraph produced byMaximumCardinality Search is a 3-Steiner simplicial
ordering.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
This paper is motivated by the results and ideas contained in [4–6]. We introduce new graph convexities and show how
these give rise to structural characterizations of certain graph classes. For graph terminology we follow [2,3]. All graphs
considered here are connected, finite, simple (i.e., without loops and multiple edges), unweighted and undirected. The
structural characterizations of graphs that we describe are often given in terms of forbidden subgraphs. Let G and F be
graphs. Then F is an induced subgraph of G if F is a subgraph of G and for every u, v ∈ V (F), uv ∈ E(F) if and only if
uv ∈ E(G). We say a graph G is F-free if it does not contain F as an induced subgraph. If F is a subgraph of G that is a path or
cycle, then F has a chord if it is not an induced subgraph of G, i.e., F has two vertices that are adjacent in G but not in F . An
induced cycle of length at least 5 is called a hole.
We begin with an overview of convexity notions in graphs. For a more extensive overview of other abstract convex
structures, see [12].
Let V be a finite set andM a collection of subsets of V . ThenM is an alignment of V if and only ifM is closed under taking
intersections and contains both V and the empty set. IfM is an alignment of V , then the elements ofM are called convex sets
and the pair (V ,M) is called an aligned space. If S ⊆ V , then the convex hull of S is the smallest convex set that contains S.
Suppose X ∈M. Then, x ∈ X is an extreme point for X if X \ {x} ∈M. The collection of all extreme points of X is denoted by
ex(X). A convex geometry on a finite set is an aligned space with the additional property that every convex set is the convex
hull of its extreme points. This property is referred to as theMinkowski–Krein–Milman (MKM) property.
Farber and Jamison [5] established the following fundamental result for convex geometries:
∗ Corresponding author.
E-mail addresses: jcaceres@ual.es (J. Cáceres), o.oellermann@uwinnipeg.ca (O.R. Oellermann).
0012-365X/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2008.05.047
J. Cáceres, O.R. Oellermann / Discrete Mathematics 309 (2009) 5828–5833 5829
Fig. 1. Special graphs.
Theorem 1. If (V ,M) is a convex geometry, then S ∈ M if and only if there is an ordering (v1, v2, . . . , vk) of V \ S such that
vi is an extreme point of S ∪ {vi, vi+1, . . . , vk} for each i = 1, 2, . . . , k.
For a given ordering (v1, v2, . . . , vn) of the vertex set V of a graph G, let Gi = 〈{vi, vi+1, . . . , vn}〉, i.e., Gi is the subgraph
induced by {vi, vi+1, . . . , vn}. Several classes of graphs can be characterized in terms of vertex orderings as follows: A graph
G belongs to a class G if and only if there is an ordering (v1, v2, . . . , vn) of V (G) such that vi has some property P in Gi for
i = 1, 2, . . . , n. In that case we say that the ordering (v1, v2, . . . vn) is a P elimination ordering for G or simply a P ordering
for G. For example, if P is the property ‘‘has a complete neighbourhood’’, then G is the class of chordal graphs (see [2]). As
noted by Farber and Jamison [5], Theorem 1 suggests that such classes of graphs may be related to convex geometries. In
particular we will be interested in properties P that describe the extreme vertices with respect to a given graph convexity.
Several abstract convexities associated with the vertex set of a graph are well-known (see [5]). Their study is of interest
in Computational Geometry and has some direct applications to other areas such as, for example, Game Theory (see [1]). For
another text containing material on graph convexity see [2].
We next discuss graph convexities whose convex sets are described in terms of induced paths (i.e., paths without chords)
having certain properties. The distance between a pair of vertices u, v of G is the length of a shortest u–v path also called
a u–v geodesic in G and is denoted by dG(u, v) or d(u, v) if G is clear from context. Such geodesics are necessarily induced
paths. However, not all induced paths are geodesics. The g-interval (respectively,m-interval) between a pair u, v of vertices
in a graph G is the collection of all vertices that lie on some u–v geodesic (respectively, induced u–v path) in G and is denoted
by Ig [u, v] (respectively, Im[u, v]).
A subset S of vertices of a graph is said to be g-convex (m-convex) if it contains the g-interval (m-interval) between every
pair of vertices in S. It is not difficult to see that the collection of all g-convex (m-convex) sets is an alignment of V . A vertex
in a graph is simplicial if its neighbourhood induces a complete subgraph. It is well-known that a graph G has a simplicial
ordering (also called a perfect ordering) if and only if it is chordal, i.e., G has no induced cycles of length bigger than 3. It
can readily be seen that v is an extreme point for a g-convex orm-convex set S if and only if v is simplicial in the subgraph
induced by S. Of course, the convex hull of the extreme points of a g-convex set S is contained in S, but equality holds only
in special cases. In [5] those graphs for which the g-convex sets form a convex geometry are characterized.
Theorem 2. Let G be a connected graph andMg the collection of g-convex sets of G. Then (V (G),Mg) is a convex geometry if
and only if G is chordal and has no induced 3-fan (see Fig. 1).
Chordal graphs without induced 3-fans are also known as the ptolemaic graphs and are precisely the chordal, distance-
hereditary graphs. Moreover, in [5] those graphs for which them-convex sets form a convex geometry are characterized as
precisely the chordal graphs.
For what follows we use Pk to denote an induced path of order k. A vertex is simplicial if and only if it is not the centre
vertex of a P3. Jamison and Olariu [6] relaxed this condition. They defined a vertex to be semisimplicial if and only if it is not
a centre vertex of a P4.
Dragan, Nicolai and Brandstädt [4] introduced another convexity notion that relies on induced paths. The m3-interval
between a pair u, v of vertices in a graph G, denoted by Im3 [u, v], is the collection of all vertices of G that belong to an
induced u–v path of length at least 3. Let G be a graph with vertex set V . A set S ⊆ V ism3-convex if and only if for every pair
u, v of vertices of S the vertices of the m3-interval between u and v belong to S. It is not difficult to see that the collection
of all m3-convex sets is an alignment. Note that a m3-convex set is not necessarily connected. As noted in [4], the extreme
points of anm3-convex set are precisely the semisimplicial vertices of S, i.e., those vertices that are not a centre vertex of an
induced path of order 4 in S. Moreover, those graphs forwhich them3-convex sets form a convex geometry are characterized
as the HHDA-free graphs, i.e., house, hole, domino, A-free graphs, (see Fig. 1).
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If G is a graph of order n, there are n! orderings of its vertices. It is thus not clear, for a given property P, that there is a
polynomial algorithm for recognizing if a graph has a P ordering. Several linear-time search techniques have been proposed.
We describe two of these techniques here. Rose, Tarjan and Leuker [10] proposed the first of them, namely, the Lexicographic
Breadth-First-Search (LexBFS).
LexBFS: Order the vertices of a graph G by assigning numbers from |V | to 1 as follows: For k from n = |V | down to 1, assign
the number k to an as yet unnumbered vertex vwhich has a lexicographically largest vector (sn, sn−1, . . . , sk+1)where si = 1
if v is adjacent to a vertex numbered i and si = 0; otherwise, for k+ 1 ≤ i ≤ n.
(It is assumed that initially every vector is empty. So LexBFS may begin at any vertex.)
The second search technique we describe is due to Tarjan and Yannakakis [11] and is called the Maximum Cardinality
Search (MCS).
MCS: Order the vertices of a graph G by assigning numbers from |V | to 1 as follows: For k from n = |V | down to 1, assign
the number k to an as yet unnumbered vertex that is adjacent to a maximum number of numbered vertices.
Jamison and Olariu [6] characterized those graphs for which every LexBFS ordering is a semisimplicial ordering.
Theorem 3. A graph G has the property that every LexBFS ordering is a semisimplicial ordering if and only if G is an HHD-free
graph, i.e., a (house, hole, domino)-free graph.
Moreover, they characterized those graphs for which every MCS ordering of the vertices of every induced subgraph is a
semisimplicial ordering.
Theorem 4. A graph G has the property that every MCS ordering of every induced subgraph of G is a semisimplicial ordering if
and only if G is a HHP-free graph, i.e., a (house, hole, P)- free graph, see Fig. 1.
We now introduce a graph convexity that generalizes g-convexity. If S is a set of vertices in a connected graph G, then
a Steiner tree for S is a connected subgraph of minimum size that contains S. The number of edges in a Steiner tree for S
is called the Steiner distance of S and is denoted by d(S). The Steiner interval of a set S of vertices in a connected graph G,
denoted by I(S), is the collection of all vertices of G that lie on some Steiner tree for S. Steiner intervals have been studied,
for example, in [7,9]. A set S of vertices in a graph G is k Steiner-convex, (kS-convex) if the Steiner interval of every collection
T of k vertices of S is contained in S. Thus S is 2S-convex if and only if it is g-convex. The collection of kS-convex sets forms
an aligned space. Our focus is on 3S-convex sets. Extreme points of 3S-convex sets are characterized as being those vertices
that are not a centre vertex of an induced claw, paw or P4, see Fig. 1. A vertex having this property is called a 3-Steiner
simplicial (3SS) vertex. We characterize those graphs for which every LexBFS ordering is a 3SS ordering and those for which
every MCS ordering is a 3SS ordering.
2. Characterizing extreme vertices
We begin by characterizing the extreme points of 3S-convex sets. If S is a set of vertices in graph G and v ∈ V (G), then
NS(v) is the set of vertices of S that are in the neighbourhood of v in G.
Theorem 5. Let G be a connected graph and S a 3S-convex set of G. Then the following are equivalent.
1. A vertex v ∈ S is an extreme point of S.
2. 〈NS(v)〉 is isomorphic to Km − M where M is a matching of Km and if u, w ∈ NS(v) are such that uw 6∈ E(G), then
NS(u) = NS(w).
Proof. 1→ 2. Let v be an extreme point of S. If NS(v) contains a vertexw that is non-adjacent to two vertices x, y of NS(v),
then 〈{w, x, y}〉 is disconnected. So d({w, x, y}) ≥ 3. Since v is adjacent to each ofw, x, y, it now follows that v belongs to a
Steiner tree for {w, x, y}. But then S \ {v} is not 3S-convex. So no vertex x of NS(v) is non-adjacent to more than one vertex
of NS(v) \ {x}.
Suppose now that u, w ∈ NS(v) and uw 6∈ E(G). If NS(u) 6= NS(w), then there exists an x in either NS(u) \ NS(w) or
NS(w) \ NS(u). But then d({u, w, x}) ≥ 3. Once again it follows that v is on a Steiner tree for {x, u, w}. This is not possible if
v is an extreme point of S.
2 → 1. Suppose v is a vertex of S such that 〈NS(v)〉 is isomorphic to Km − M where M is a matching of Km and if
u, w ∈ NS(v) are such that uw 6∈ E(G), then NS(u) = NS(w). Suppose there are three vertices x, y, z in S \ {v} such that a
Steiner tree T for {x, y, z} contains v. Then v is a cut-vertex of 〈V (T )〉; otherwise, T is not a Steiner tree for {x, y, z}. If T − v
has three components, then v has three neighbours in S that are pairwise non-adjacent. This is not possible since 〈NS(v)〉 is
isomorphic to Km−M . Suppose thus that T − v has two components T1 and T2. Wemay assume x ∈ V (T1) and y, z ∈ V (T2).
Let x1 be a neighbour of v in T1 and y1 a neighbour of v in T2. Then either v is adjacent with a vertex w1 6= y1 of T2, or y1 is
adjacent with a vertexw1 of T2. In either case we have a contradiction to 2, since x1 is non-adjacent to both y1 andw1. 
As an immediate consequence we have the following:
Corollary 1. Let G be a connected graph and S a 3S-convex set. Then a vertex v of S is an extreme point of S if and only if it is
not the centre of an induced claw, paw or P4 in S, see Fig. 1.
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Fig. 2. Twin C4 ’s.
From now on we will refer to vertices that are not the centre of an induced claw, paw or P4 as 3-Steiner simplicial or
simply as 3SS vertices.
3. 3SS ordering
We characterize in this section those graphs for which every LexBFS ordering of the vertices is a 3SS ordering and those
for which everyMCS ordering of the vertices of every induced subgraph is a 3SS ordering. Our characterization is in terms of
forbidden subgraphs. Some of these are well-known and are given in Fig. 1. We now describe twomore required subgraphs.
Two vertices x and y in a graph are true twins (false twins) if they have the same closed (respectively, open) neighbourhood.
We say a graph F is a true-twin C4 (respectively, false-twin C4) if F is obtained from a C4 by adding a true-twin (respectively,
false-twin) of one of its vertices. Fig. 2 shows a true- and false-twin C4. A graph that is either a true-twin C4 or a false-twin
C4 is referred to as a twin C4. Of course, a false-twin C4 is K2,3 and a true-twin C4 is a co-(P3 ∪ P2).
We begin by characterizing those graphs for which every LexBFS ordering is a 3SS ordering.
Theorem 6. Given a graph G = (V , E), the following are equivalent:
1. G is true-twin C4-, false-twin C4- and HHD-free.
2. Every LexBFS ordering of V is a 3SS ordering.
Proof. 2 → 1. If G contains a house, hole or domino as induced subgraph, then, by Theorem 3, G has a LexBFS ordering
that is not semisimplicial and hence, by Corollary 1, an ordering that is not a 3SS ordering. Suppose G contains a true-twin
C4 or a false-twin C4 as shown in Fig. 2. Consider a LexBFS ordering where u is chosen to be the first vertex to receive a
numbering; namely n. Then the vertices x, y and z are numbered after u but before v, i.e., x, y and z receive higher numbers
than v. Suppose v receives number i. Then x, y, z and u belong to Gi = 〈{vi, vi+1, . . . , vn}〉. So vi is not 3SS in Gi since it is
the centre of an induced claw or paw. So not every LexBFS ordering of V is a 3SS ordering. Hence if every LexBFS ordering of
V is a 3SS ordering, then G is true-twin C4- and false-twin C4- free.
1 → 2. Suppose now that G is true-twin C4-, false-twin C4- and HHD-free. We show every LexBFS ordering of G is 3SS.
Suppose there is a LexBFS ordering v1, v2, . . . , vn of G and an i, 1 ≤ i < n, such that vi is not 3SS in Gi = 〈{vi, vi+1, . . . , vn}〉.
Since G is HHD-free, it follows from Theorem 3 that vi is not the centre of an induced P4. Thus vi is the centre of an induced
claw or paw. Let vi1 , vi2 , vi3 be the three neighbours of vi in the claw or paw and assume that i < i1 < i2 < i3. Either i3 = n
or vi3 is adjacent with a vertex having a larger numbering than i3.
Suppose first that i3 = n. Since F = 〈{vi, vi1 , vi2 , vi3}〉 is a claw or a paw, vi3 is non-adjacent with at least one of vi1 or
vi2 . If vijvi3 6∈ E(G) for some j = 1, 2, then vi would be numbered before vij by the LexBFS, i.e., ij < i which is not the case.
So i3 6= n.
So wemay assume vi3 is adjacent with some vk for i3 < k ≤ n. We may also assume that vk is a neighbour of vi3 with the
largest possible numbering. Since F is a claw or paw, vi3 is non-adjacent with at least one of vi1 or vi2 .
Suppose first that vi3 is not adjacent to vi1 and vi2 . If vivk 6∈ E(G), then vi1 , vi2 must both be adjacent with vk; otherwise,
vi is the centre of an induced P4 in Gi. This is not possible, by Theorem 3, since G is HHD-free and vi is semisimplicial in Gi.
Hence 〈{vi, vi1 , vi2 , vi3 , vk}〉 is a twin C4, which is forbidden. Suppose now that vivk ∈ E(G). Since vi is labelled after vi2 , there
is some vl with i3 < l < k such that vl is adjacent with vi2 but not with vi. Thus vlvi3 ∈ E(G); otherwise, vl, vi2 , vi, vi3 is an
induced P4 having vi as centre, contrary to the fact that vi is semisimplicial. Similarly vlvi1 ∈ E(G). Hence 〈{vi, vi1 , vi2 , vi3 , vl}〉
is a twin C4, which is not possible.
Suppose now that vi3vi2 ∈ E(G). Then vi3vi1 , vi2vi1 6∈ E(G). Suppose first that vivk 6∈ E(G). Then vi1vk ∈ E(G); otherwise,
vi is the centre of the induced P4 : vi1 , vi, vi3 , vk. As before this is not possible. Now vi2vk ∈ E(G); otherwise, vi2 , vi, vi1 , vk is
an induced P4 that contains vi as centre, which is not possible. Hence 〈{vi, vi1 , vi2 , vi3 , vk}〉 is a twin C4, which is forbidden.
Suppose now that vivk ∈ E(G). Since vi2 is labelled before vi, there is an l, i3 < l < k, such that vi2vl ∈ E(G) and vlvi 6∈ E(G).
As in the above case we can show, since vi1vi2 , vi1vi3 6∈ E(G), that vlvi1 , vlvi3 ∈ E(G). Hence, 〈{vi, vi1 , vi2 , vi3 , vl}〉 is a twin
C4.
Suppose now that vi3vi1 ∈ E(G). If vivk 6∈ E(G), then we can argue as before that 〈{vi, vi1 , vi2 , vi3 , vk}〉 is a twin C4.
Suppose now that vivk ∈ E(G). Since vi2 is labelled before vi we can argue as before that there is an l, i3 < l < k, such that
vlvi2 ∈ E(G) and vlvi 6∈ E(G). As before we can show that vlvi2 , vlvi1 ∈ E(G). Thus 〈{vi, vi1 , vi2 , vi3 , vl}〉 is a twin C4. 
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Fig. 3. MCS labelings of a true-twin C4 and K3,3 .
Fig. 4. Edges and nonedges in Subcases 1.1 and 1.2.
We next characterize the class of graphs G for which every ordering of the vertices, of every induced subgraph of G,
provided by MCS is a 3SS ordering. By Theorem 4 and Corollary 1, this class must be a subclass of the HHP-free graphs,
i.e., the (house, hole, P)-free graphs.
We use the following two known facts. The first of these is a generalization of a property of MCS orderings given in [11]:
Fact 1. Let G = (V , E) be any graph and< any ordering of V provided by MCS. If a and b are vertices and S is a set of vertices
not containing a or b such that a < b, and for all c ∈ S, b < c and ac ∈ E, and bc 6∈ E, then there exists a set S ′ disjoint from
S ∪ {a, b} such that |S ′| = |S| and for all b′ ∈ S ′, bb′ ∈ E, ab′ 6∈ E and b < b′.
The other result we will use was proved in [6]. In that paper, the authors were mainly interested in HHD-free graphs,
however, since a HHP-free graph is also HHD-free this result applies to HHP-free graphs.
Fact 2. Let G be a HHD-free graph, and let < be any ordering on the vertex-set of G satisfying Fact 1. If a, b, c, d are vertices
with a < b < c, a < d and such that ab, ac, bd ∈ E and bc, ad 6∈ E, then cd ∈ E.
We now characterize those graphs for which any ordering provided by MCS of the vertices of every induced subgraph is
a 3SS ordering.
Theorem 7. Given a graph G = (V , E), the following two statements are equivalent:
1. G is K3,3-, true-twin C4- (see Fig. 3) and HHP-free.
2. For every induced subgraph H of G, every ordering of the vertices of H produced by MCS is a 3SS ordering.
Proof. 2 → 1. Since every ordering produced by MCS is a 3SS ordering, and hence a semisimplicial ordering it follows,
from Theorem 4, that G is HHP-free. The orderings implied by the labelings of the true-twin C4 and K3,3 given in Fig. 3 are
produced by MCS and they are not 3SS orderings. Thus 2→ 1.
1 → 2. Suppose now that G is a graph that is K3,3-, true-twin C4- and HHP-free. If G has order at most 4, then it is easy
to check that G satisfies 2. If 2 does not hold, let G be a graph of smallest order for which 1 but not 2 holds. Then G has order
at least 5 and every MCS ordering of every proper induced subgraph H of G is a 3SS ordering. Consider an MCS ordering of G
that is not 3SS. By our choice of Gwemay assume that the last vertex to be selected byMCS, i.e., the vertex with the smallest
label, say a, is not a 3SS vertex. By Theorem 4 any ordering of V produced by MCS is a semisimplicial ordering. So a is the
centre of an induced paw or claw.
Case 1: a is the centre of a paw. Let b, c, d be the neighbours of a in the paw such that bc, bd 6∈ E, cd ∈ E and c < d. We now
consider three subcases:
Subcase 1.1: b < c (see Fig. 4). By applying Fact 1 to the vertices a, b and c we know that there exist a vertex b′ (distinct from
a, b, c, d) with b < b′ which is adjacent with b but not with a. If we now apply Fact 2 to a, b, c, b′ and to a, b, d, b′ it follows
that b′c, b′d ∈ E. So {a, b, c, d, b′} induces a true-twin C4.
Subcase 1.2: c < b < d. By applying Fact 1 to a, c, b it follows, as in Subcase 1.1, that there exists a vertex b′ with c < b′ that
is adjacent to c but not to a. Fact 2 applied to a, c, b, b′ gives bb′ ∈ E. By applying Fact 2 to a, b, d, b′ we get b′d ∈ E. Thus, as
in Subcase 1.1, {a, b, c, d, b′} induces a true-twin C4.
Subcase 1.3: d < b. By applying Fact 1 to a, d, b, we know there exists a vertex b′ such that d < b′, db′ ∈ E and ab′ 6∈ E.
Fact 2 applied to a, d, b, b′ gives bb′ ∈ E (see Fig. 5). If cb′ 6∈ E, then {a, b, c, d, b′} induces a house which is not possible.
Thus, cb′ ∈ E and {a, b, c, d, b′} induces a true-twin C4.
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Fig. 5. Edges and nonedges in Subcase 1.3.
Case 2: a is the centre of a claw. Let b, c and d be the neighbours of a in this claw and suppose a < b < c < d. By applying
Fact 1 to a, b and the set {c, d}, we know there exist two vertices b′ and b′′ adjacent with b and labelled before b that are
not adjacent with a. By applying Fact 2 to each of the four sets {a, b, c, b′}, {a, b, d, b′}, {a, b, c, b′′} and {a, b, d, b′′} gives
b′c, b′d, b′′c, b′′d ∈ E. If b′b′′ 6∈ E, then {a, b, c, d, b′, b′′} induces a K3,3. If b′b′′ ∈ E, then {a, b, c, b′, b′′} induces a true-twin
C4, which is forbidden. 
4. Closing remarks
Those classes of graphs for which the 3S-convex sets form a convex geometry are characterized in [8].
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