ABSTRACT
INTRODUCTION
Fuzzy logic controllers (FLCs), initiated by Mamdani and Assilian in the work [35] , are now considered as one of the most important applications of fuzzy set theory. FLCs are knowledge-based controllers that make use of the known knowledge of the process, expressed in the form of fuzzy linguistic control rules collected in the FLC knowledge base (KB), to control it (for further information about FLCs see [16, 31] ). The advantage of this approach with respect to classical control theory is that it does not need to express the relationships existing in the system by means of a mathematical model, which constitutes a very difficult task in many real situations presenting nonlinear characteristics or complex dynamics.
Several tasks have to be performed in order to design an intelligent control system of this kind for a concrete application. One of the most important and difficult ones is the extraction of the expert known knowledge of the controlled system. The difficulty reported by human process operators in expressing their knowledge in the form of control rules has made researchers develop automatic techniques for performing this task. In the last few years, many different approaches have been presented, taking genetic algorithms (GAs) as a base, and obtaining the so-called genetic fuzzy systems (GFSs) .
In this paper we present an evolutionary process based on GAs and evolution strategies (ESs) for learning the KB from examples. The process presents two variants allowing us to generate a KB either with a descriptive nature (the classical working mode characterized by the existence of a fixed relationship between the linguistic labels and the fuzzy sets giving meaning to them, i.e., the meaning of the labels is the same for all the fuzzy control rules contained in the KB) or with an approximate nature (a different approach in which this relationship does not exist and the linguistic variables take different fuzzy sets as values depending on the concrete fuzzy control rule). The performance of both variants is compared with that of other processes based on the Wang-Mendel fuzzy rule generation method by using them to develop a fuzzy modeling of three three-dimensional control surfaces derived from mathematical functions.
In the next section we briefly present some preliminary concepts: FLCs, evolutionary algorithms (with a short introduction to GAs and ESs), and genetic fuzzy systems. Some considerations about the KB learning process are discussed in Section 3. The proposed method is introduced by describing the first stage composing it in Sections 4, 5, and 6, and the remaining two in Sections 7 and 8, respectively. In Section 9, we show the experiments developed and the different results obtained. Finally, in Section 10 some concluding remarks are made.
PRELIMINARIES: FUZZY LOGIC CONTROLLERS, EVOLUTIONARY ALGORITHMS, AND GENETIC FUZZY SYSTEMS

Fuzzy Logic Controllers
An FLC is composed of a knowledge base, which comprises the information given by the process operator in the form of linguistic control rules; a fuzzification interface, which has the effect of transforming crisp data into fuzzy sets; an inference system, which uses these together with the knowledge base to make inference by means of a reasoning method; and a defuzzification interface, which translates the fuzzy control action thus obtained into a real control action using a defuzzification method.
The knowledge base is the FLC component comprising the expert knowledge known about the controlled system. Thus, it is the only component of the FLC depending on the concrete application, and it makes the accuracy of the FLC depend directly on its composition. It has two components, a data base (DB) , containing the definitions of the fuzzy-control-rule linguistic labels and the universe-of-discourse scaling factors, and a rule base (RB) , constituted by the collection of fuzzy control rules representing the expert knowledge. There are different kinds of fuzzy control rules proposed in the specialized literature regarding the expression of the consequent. Below we suppose a KB constituted by n Mamdani-type rules with the form IF X 1 is A 1 and.., and X, is A, THEN Y is B, with X i and Y being linguistic system variables, and Ai and B the linguistic labels associated with fuzzy sets which specify their meaning.
The fuzzification interface defines a mapping from an observed input space to fuzzy sets in certain input universes of discourse, thereby obtaining the membership function associated to each one of the crisp system inputs.
The inference system is based on the application of the generalized modus ponens, an extension of the classical-logic modus ponens. It is done by means of the compositional rule of inference (CRI) given by the following expression: xEX with I~A(X) = T (i~a,,(x) ..... I~A~°(X)), T, T' being connectives, and I being an implication operator.
As the input x corresponding to the state variables of the controlled system is crisp, x = x 0, the fuzzy set A' is a singleton, that is, I~A,(X) = 1 if X = X 0 and i~A,(x) = 0 if x v~ x 0. Thus the CRI is reduced to ( y) = y)).
Since from each rule R i is obtained a fuzzy set B~ from the inference process, the defuzzification interface uses an aggregation operator G which composes them and applies a defuzzification method D to translate the fuzzy sets obtained in this way into values corresponding to the control vsariables of the system. Hence, denoting by S to FLC, by x 0 the input value, and by Y0 the crisp value obtained from the defuzzification, we have /x,,(y) = G{/x,, (y),/xe~(y) ..... /x,;(y)},
Yo = S(xo) = D(I~,,(y)).
At present, the commonly used defuzzification methods may be described as the max criterion, the mean of maximum (MOM), and the center of area (COA) [12, 16, 31] .
Several factors with a significant influence have to be analyzed in order to design an FLC for a concrete process. Concretely, there are two main decisions that have to be made: to derive a KB for the system and to decide the reasoning method to use. The first one depends directly on the concrete application. The design tasks that have to be developed in order to decide the FLC reasoning method are the selection of the fuzzy operators I, T, and G, and the defuzzification operator D. The problem of selecting them has been analyzed by the authors in prior work [9] . For more information about FLCs see [12, 16, 31] .
Evolutionary Algorithms
Ecolutionary computation (EC) uses computational models of evolutionary processes as key elements in the design and implementation of computer-based problem-solving systems. There are a variety of evolutionary computational modes that have been proposed and studied, which are referred to as ecolutionary algorithms (EAs). There have been three well-defined EAs which have served as the basis for much of the activity in the field: GAs [19, 25] , ESs [1, 40] , and evolutionary programming (EP) [17, 18] .
An EA maintains a population of trial solutions, imposes random changes to these solutions, and incorporates selection to determine which ones are going to be maintained in future generations and which will be removed from the pool of the trials. There are however important differences between EAs. GAs emphasize models of genetic operators as observed in nature, such as crossover (recombination) and point mutation, and apply these to abstracted chromosomes. ESs and EP emphasize mutational transformations that maintain the behavioral linkage between each parent and its offspring.
In the following we briefly review the GAs and the ESs, both of which will be used in this paper.
Genetic Algorithms
GAs [19] are theoretically and empirically proven algorithms that provide a robust search in complex spaces, thereby offering a valid approach to problems requiring efficient and effective searches.
Any GA starts with a population of randomly generated solutions (chromosomes) and advances toward better solutions by applying genetic operators, modeled on the genetic processes occurring in nature. In these algorithms we maintain a population of solutions for a given problem; this population undergoes evolution in the form of natural selection. In each generation, relatively good solutions reproduce to give offspring that replace the relatively bad solutions, which die. An evaluation or fitness function plays the role of the environment to distinguish between good and bad solutions. The process of going from the current population to the next population constitutes one generation in the execution of a GA.
Evolution Strategies
ESs [1, 40] were initially developed by Rechenberg and Schwefel in 1964 with a strong focus on building systems capable of solving difficult real-valued parameter optimization problems. The natural representation was a vector of real-valued genes that were manipulated primarily by mutation operators designed to perturb the real-valued parameters in useful ways.
The first ES algorithm, the so-called (1 + 1)-ES, was based on only two individuals per generation, one parent and one descendent. This algorithm is based on evolving the parent string by applying a mutation operator to each one of its components. The mutation strength is determined by a value o-, the standard deviation of a normally distributed random variable. This parameter is associated to the parent and it is evolved in each process step as well. If the evolution has been performed successfully, then the descendent replaces the parent in the next generation. The individual adaptation is measured by using a fitness function. The process is iterated until a determined finishing condition is satisfied.
The mutation operator mut has two components. The first one, mu,~, evolves the value of the standard deviation cr using Rechenberg's 1_success rule:
where p is the relative frequency of successful mutations and c is a constant determining the updating amount of o-. The second one, mu x, mutates each component of the real coded string by adding normally distributed variations with standard deviation o-' to it:
x' = mUx(X) = (x 1 + Zl,...,x~ + z n)
Genetic Fuzzy Systems
The KB derivation is a task, directly depending on the controlled system, that has to be performed in order to design an FLC, and it has significative importance in the design process [12, 16, 31] . The most used method for performing this task is based directly on extracting the expert experience from human process operators. The problem arises when these are not able to express their knowledge in terms of fuzzy control rules. In order to avoid this drawback, automatic learning methods for designing FLCs by automatically deriving an appropriate KB are needed.
GAs have been demonstrated to be a powerful tool for automating the definition of the KB, since adaptive control, learning, and self-organization may be considered in a lot of cases as optimization or search processes. Their advantages have extended the use of GAs in the development of a wide range of approaches for designing FLCs over the last few years. In particular, the application to the design, learning, and tuning of KBs has produced quite promising results. These approaches can be given the general name of genetic fuzzy systems (GFSs) [8] . Figure 1 shows this idea.
EAs (specially GAs in the great majority of the cases) are applied to modify/learn the DB and/or the RB. Therefore, they may act on one or both KB components introduced in Section 2. three different groups of genetic FLC design processes according to the KB components included in the learning process. These are the following [8] :
1. Genetic definition of the fuzzy logic controller data base [3, 20, 26, 411. 2. Genetic derivation of the fuzzy logic controller rule base [4, 24, 27, 30, 42] . 3. Genetic learning of the fuzzy logic controller knowledge base [6, 9, 14, 21, 22, 28, 32-34, 37, 39] .
For a wider description of approaches belonging to each one of them see [8] , and for an extensive bibliography see [13] (Section 3.13). Different approaches may be found in [23] . Carse et al. [7] divide the third family into two different subgroups depending on the simultaneity in the learning of the two KB components. Namely, they differentiate between learning the DB and the RB in stages (for example, the approaches presented in [9, 14, 21, 22, 28] ) and learning them simultaneously (as in the remaining approaches cited).
In this paper we present a GFS belonging to this third family and to the first subgroup. In this way, the process allows us to automatically generate a complete KB (when a training set formed by numerical input-output problem variable pairs is available) in three stages.
ON THE GENETIC LEARNING PROCESS
In this section we are going to introduce the basis followed by the proposed GFS by analyzing the following aspects in depth. We consider every fuzzy set associated with a normaliled triangular membership function. A computational way to characterize it is by using a parametric representation achieved by means of the 3-tuples (a~j, b~j, c~j),
The classical Mamdani model is a linguistic model based on collections of IF-THEN rules with fuzzy quantities associated with linguistic labels, and the fuzzy model is essentially a qualitative expression of the system. A KB in which the fuzzy sets giving meaning (semantic) to the linguistic labels are uniformly defined for all rules included in the RB constitutes a descriptive approach, since the linguistic labels take the same meaning for all the fuzzy control rules contained in the RB.
One can consider a KB for which each fuzzy control rule presents its own meaning, i.e., the linguistic variables involved in the rules do not take as value any linguistic label from a global term set. In this case, the approach is called approximate [8] and the linguistic variables become fuzzy variables. In this second approach we say that the rules present free semantics. The difference between the two approaches is shown in Figure 2 .
We will treat both approaches in this paper. For the generation process we consider classical Mamdani-type fuzzy control rules, all of which present the same meaning for the linguistic terms involved, and rules with a free semantics, without any associated linguistic syntaxis, but based on an a) Descriptive Knowledge Base initial domain fuzzy partition. Therefore, the GFS designer may choose the desired fuzzy model before running the whole process. This choice will affect the composition of the first and third process stages: the evolutionary fuzzy rule generation and genetic tuning respectively. If he decides to work with the approximate approach, then the first stage will include an ES for locally tuning the fuzzy control rule membership functions and an approximate tuning process will be used at the third stage. On the other hand, when the usual descriptive fuzzy model is chosen, no local tuning is performed in the first stage and a descriptive genetic tuning process is applied in the last stage.
We also consider an inductive approach for designing GFSs. Thus, there is a need to have a training data set, Ep, composed of p numerical input-output (state-control) problem variable pairs, experimentally recorded, in order to perform the learning. These examples present the following structure: 
Properties Required for the Generated Knowledge Base
Several important static properties have to be verified by the KB in order to obtain an FLC presenting good behavior. Below we are going to discuss the consideration two of them: completeness and consistency [16, 311. A. COMPLETENESS OF A KNOWLEDGE BASE It is clear that an FLC should always be able to infer a proper control action for every state of the controlled system. This property is called completeness. The completeness of a KB relates to its two components, the DB and the RB, in the following way [31] :
• The DB strategy is concerned with the supports on which primary fuzzy sets are defined. The union of these supports should cover the related universe of discourse in relation with some level set o-~ [0, 1]. This property of an FLC is called o--completeness. In general, when the DB is defined by means of a uniform fuzzy partition of the input spaces, we choose the level o-at the crossover point, as shown in Figure 3 , according to our belief about the positive sense of the fuzzy control rules forming the RB. In this way, with s ~ S being a system state and S i being the fuzzy sets giving meaning to the linguistic labels for the input space, the property of o--completeness can be formally defined in the following way:
• The RB strategy refers to the fuzzy control rules themselves. The property of completeness is incorporated into the RB through design experience and engineering knowledge. An additional rule is added whenever a fuzzy condition is not included in the RB or whenever the degree of partial matching between some inputs and the predefined fuzzy conditions is lower than some desired level. An RB will be o--complete when the following condition is verified [16] : where hgt(.) represents the height of a fuzzy set and OUT represents the fuzzy control action obtained from the input s by means of the FLC inference process using the concrete KB. As was mentioned in [16] , it must be noticed that many usual practical applications controlled by FLCs do not present a complete KB. This is due to the fact that there are certain regions in the input domain that are not of interest for controlling the process. An example of this kind of systems is the well-known problem of the inverted pendulum.
Thus, we need a training data set that adequately represents the process control surface when performing inductive learning of the KB, because this set will determine the completeness of the generated KB, as we shall see later. Both these conditions will be incorporated into the learning process by means of the following expressions. The generic value ~r is called ~-in the latter:
Ai( ex') = * (A,l(ex~) ..... A,,( ext~) ),
where * is a t-norm, and Ri(e 1) is the compatibility degree between the rule R i and the example e t.
Given a KB composed of T fuzzy control rules Ri, the covering value of an example e t ~ Ep is defined as
and we require the following condition:
CVR(e t) > e, l = 1,...,p A good KB must satisfy both the conditions presented above, to verify the completeness property and to have an adequate final covering value.
B. CONSISTENCY OF A KNOWLEDGE BASE A generic set of IF-THEN
rules is consistent if it does not contain contractions. This concept is clear in other knowledge-based systems, but it is difficult to translate it into the field of fuzzy logic control. When the RB is generated via human operator experience, the rules obtained may be subject to different performance criteria. For example, high accuracy and low fuel consumption in a process are potentially contradictory. This may lead to an inconsistent RB in which the resulting fuzzy control action obtained from an input state may be multimodal, that is, two or more rules present the same antecedent and different consequents. Anyway, this multimodality disappears in the defuzzification, although in many cases the control obtained may not be effective on either of the two aforementioned criteria. Thus, a deeper study of the RB is required for eliminating or replacing the main inconsistent rules.
In [16] it is questioned whether an RB is inconsistent or not even when presenting rules with the same antecedent and different consequent. There is a need to relax the consistency requirement for considering it in fuzzy KBs. We do this by means of the concepts of positive and negative examples [21] . An example is considered positive for a fuzzy control rule when it matches with its antecedent and consequent, and is considered negative when it matches with its antecedent and not with its consequent. Hence, the fewer negative examples the fuzzy control rules have, the more consistent the KB can be considered. The existence of some negative examples for a rule is accepted when it presents a sufficiently large number of positive examples. We shall consider this property in the learning process. For its formulation refer to the next section.
Some Considerations on the Learning Approach
When the problem of designing a GFS is considered, there is a need to encode the possible solutions into a genetic representation for translating the FLC parameter space into a certain space in which the GA can operate. The FLC parameters considered in the learning process will condition the dimension and properties of this space, making problem solving faster or slower and even tractable in a lower or higher degree. As was noted in [38] , research indicates that the string length and the problem complexity play a critical role in these factors.
This drawback may appear when designing GFSs belonging to the third family presented in the previous section, i.e., when the generation of the whole KB is considered in the genetic process. In this case, a large number of KB components must be included in the genetic representation, which becomes larger. This fact will be more pronounced if an approximate fuzzy model is considered. The use of different membership-function definitions for each rule makes the number of KB parameters increase, which makes the search space more complex, making the problem computationally intractable.
Hence, the learning process must be carefully designed to avoid these problems. We will perform a global simplification on the whole learning process by dividing it into three different stages, making the search space simpler than in a single-stage design process. The proposed method will consist of the following three steps, maintaining the generic structure used in [9, 14, 21 ]:
1. An evolutionary generation process for generating fuzzy control rules, with two components: a fuzzy-rule generating method based on an inductive algorithm with an optional ES that locally tunes the rules, and an iterative covering method for the system behavior example set. As we are going to show in the following section, the use of the ES will determine the nature of the fuzzy model: approximate if it is applied, or descriptive if not. This process allows us to obtain a set of rules covering the training set in an adequate form.
2.
A genetic simplification process for selecting rules, based on a binarycoded genetic algorithm and a measure of the FLC performance in the control of the system being identified. This will avoid the overlearning that the previous component may cause due to the existence of redundant rules in obtaining the final RB.
3.
A genetic tuning process, based on a real coded GA and a measure of the FLC performance. It will give the final KB as output by tuning the membership functions for each fuzzy control rule or for the complete RB, according as the fuzzy model is approximate or descriptive. Figure 4 presents a block diagram of the' proposed learning process, showing the section of the paper in which each component is described.
THE EVOLUTIONARY GENERATION PROCESS
As commented earlier, the first stage consists of two processes, a generating method for obtaining desirable fuzzy rules from examples, and a covering method for the set of examples.
1. The fuzzy-rule-generating method finds the best rule in every run over the set of examples according to the features included in a fitness function. It may include an optional ES that locally tunes the fuzzy control rules obtained. Its application will determine if the final KB generated will be approximate or descriptive.
2. The covering method allows us to obtain a set of fuzzy rules covering the set of examples. This method is developed as an iterative process. In each iteration, it runs the generating method choosing the best fuzzy control rule, considers the relative covering value that this rule yields over the example set, and removes the examples with a covering value greater than a value e provided by the controller designer. The following two sections present both methods in depth. 
EVOLUTIONARY GENERATION PROCESS
THE FUZZY RULE GENERATING METHOD
Generating Descriptive Fuzzy Control Rules
This generating method was introduced in [10] . A previously defined DB constituted by uniform fuzzy partitions with triangular membership functions crossing at height 0.5 is considered. The number of linguistic terms forming each one of them can be specified by the GFS designer in order to obtain the desired granularity level. Figure 3 shows the generic structure of a fuzzy partition with seven linguistic labels.
Each time the generating method is run, it produces a set of candidate fuzzy rules by generating the fuzzy rule best covering every example from the training set. These rules are obtained by taking the fuzzy-partition linguistic label that best matches the example component value for each variable. The accuracy of the candidates is measured by using a multicriterion fitness function, designed to take into account three different criteria. This allows us to ensure the completeness and consistency of the final set of generated rules. Finally, the best fuzzy control rule is selected from the set of candidates and given as process output. The criteria used by the fitness function are:
1. High frequency value [21] . The frequency of a fuzzy control rule R i through the set of examples Ep is defined as
High average covering degree over positive examples [21] . [11] . The set of the negative examples for R i is defined as
E-(R i) = (e t ~ Ep]Ri(e l) =0and Ai(ex l) > 0}.
An example is considered negative for a rule when it best matches some other rule that has the same antecedent but a different consequent. The negative examples are always considered over the complete training set. With nR, = IE (Ri)l being the number of negative examples, the penalty function on the negative examples set will be g,(R 7 ) = These three criteria are combined into a fitness function using any aggregation function increasing in the three variables. In this paper we work with the product in the following way:
F(R~) = ~E,(R~)G~o(R~)g.(R~).
Rules obtaining higher values of this function will be more accurate.
Generating Approximate Fuzzy Control Rules
It should be noted that the above generating method produces fuzzy control rules of a descriptive nature. All the linguistic labels involved in the rules generated in the different generating method runs will present the same meaning, defined by the primary fuzzy partitions considered for each linguistic variable, and so the final rule set will present a descriptive behavior as well.
Nevertheless, when the ES is applied to optimize the best fuzzy control rule selected from the candidate rule set, it modifies the shapes of the concrete membership functions involved in the rule, without taking into account the meaning of the other rules previously generated. This causes the locally adjusted rule to present an approximate nature. This modification to the generating method, introduced in [11] , is described below.
Among the different types of ESs developed until now, we have selected the well-known (1 + 1)-ES introduced in Section 2 for our purpose. This optimization technique was used for the same task in [9, 14] but with two differences. First, it acted as a GA genetic operator in combination with several crossovers and mutations. Secondly, since that approach was based on generating fuzzy rules with constrained free semantics, the modification that the ES developed over the membership functions was also constrained by a set of intervals of performance determined by a previous fuzzy partition. Since in this case we are considering fuzzy rules with unconstrained free semantics, the membership functions of the fuzzy rules obtained from the ES are only constrained to be meaningful.
Below we describe the three main aspects of the designed ES: coding scheme, mutation process, and fitness function. Then we finish this section by analyzing the global behavior of the approximate generating method.
A. CODING SCHEME In order to apply the ES, the fuzzy control rule is encoded into a real string by using the membership function parametric representation introduced in Section 3. Each triangular-shaped membership function involved in the rule is encoded into a 3-tuple of real numbers, and the aggregation of the partial codings forms the ES individual.
B. MUTATION PROCESS Two changes to the generic ES mutation scheme have to be performed in order to apply this technique to the problem considered: the definition of multiple step sizes and the incremental optimization of the individual parameters. We analyze them below:
• Definition of multiple step sizes. As the mutation strength depends directly on the value ~ of the standard deviation of the normally distributed random variable zi, the step size cannot be a single value. In our case the membership functions encoded are defined over different universes and require different order mutations. Therefore, a step size o-i = ors s for each component was used in the (1 + 1)-ES. In any case the relations of all cr i were fixed by the values s~, and only the common factor o-was adapted, following the assumptions presented in [1] .
• Incremental optimization of the individual parameters. Usually, the different parent components are not related and the ES is used in its usual working mode in which all of them are adapted at the same time. Unfortunately, in our problem each three correlative parameters, (x 0, x~, x2), define a triangular-shaped membership function, and the property x 0 < x~ < x 2 must be verified in order to obtain meaningful fuzzy sets. Therefore, there is a need to develop an incremental optimization of the individual parameters because the intervals of performance for each one of them will depend on the value of any of the others. As we are considering an unconstrained free semantics, a global interval of performance (in which the three parameters defining the membership function may vary freely) is defined for each fuzzy set involved in the fuzzy rule being optimized. 
C. FITNESS FUNCTION
The fitness function is based on the same criteria used in the descriptive gnerating process with the addition of a new one related to the fuzzy-control-rule interaction level. While the interaction level among the neighboring rules in an descriptive rule set is fixed and equal to the union of the primary-fuzzy-set supports (T (see the discussion of DB strategy in Section 3.21, this does not occur in an approximate rule set. In the case in which an ES is considered in the generation process, we have selected the approximate approach, and the membership functions differ between some generated fuzzy control rules and others. This causes variable interaction levels among the neighboring rules composing the final rule set generated.
Therefore, it is necessary to consider this aspect in the generation process to obtain the best possible rule set representing the knowledge contained in the training data set. To put this into effect, we shall make use of the GA niche concept [15, 19] . Below we introduce this concept, analyze some previous applications of it in GFS design, describe its use in our approximate generating method, and present the final expression of the fitness function.
• The niche concept. The niche and species concepts were introduced in GAs in order to improve their behavior when dealing with multimodal functions with peaks of unequal value. As in nature, the formation of stable subpopulations of organisms surrounding separate niches by forcing similar individuals to share the available resources is induced. One of the most usually employed methods for introducing niches and species in GAs is based on indiuidual fitness sharing [15, 19] . In this scheme, the population is divided into different subpopulations (species) according to the similarity of the individuals, forming niches in two possible solution spaces: the gene and the decoded parameter ones, genotypic and phenotypic sharing respectively. The individuals belonging to each niche share the associated payoff amongst them. A sharing function is defined to determine the neighborhood and degree of sharing for each string in the population. [38] and propose a genetic design process using it in [29] . Another process making use of the concept is proposed in [9, 12] . Both schemes are based on phenotypic sharing, which seems to be the most suitable approach for the GFS design problem. However, in the two schemes the purpose of niching is quite different. While the first method employs it to generate different optimal fuzzy models for a concrete control problem, the second one uses it to improve the FLC design, generating a KB formed by fuzzy control rules with a suitable interaction between them.
• Preuious applications of niching in GFS design. The idea of using this concept for designing GFSs is not new. Satyadas and Krishnakumar analyze it in
• Applying niching to our approximatice generating method. We are going to use the second kind of niche in our generation process, translating it from the GA field to the ES one, by means of the low niche interaction rate [9] criterion. Since this criterion is based on GA niching, some considerations must be taken into account to design it by means of a sharing function. We noted that the concept of niching is always associated with the GAs and is not usually applied in the ES field. Although the type of ES considered is based on the existence of a single individual parent in the optimization process, the role of the sharing function continues to be the sharing of the global payoff between the individuals located in the same niche. In this case, the only change is that the individuals that share their fitness do not belong to a genetic population. The sharing is developed between the individual currently being optimized and the fuzzy control rules already generated. Therefore, the payoff associated to this individual will be lower when it is closer to a niche center determined by the previously generated rules. We should also note that one of the most important drawbacks of the classical sharing scheme is the need to know where each niche is and how big it is in order to allow the fitness sharing. Typically, this requirement is addressed by the assumption that if two individuals are close together, within a distance known as the niche radius, then their fitness must be shared. Although several methods have been proposed to determine this radius (see [15] ), its calculation is a very difficult task in a large number of cases. Fortunately, in our case it is easy to determine the location and size of the different existing niches. As we are working in the phenotypic space, each individual represents a fuzzy control rule formed by n input linguistic variables and an output one. Each variable takes as its value a triangular-shaped fuzzy number encoded in the string. Therefore, the center of the niche in the solution space will be an (n + 1)-dimensional point, whose coordinates corresponds to the modal points of the triangular membership functions. Two individuals will share their payoff if there is any interaction between the different fuzzy numbers giving values to the linguistic variables, i.e., if the fuzzy sets associated to the same variable in the two chromosomes overlap each other. Hence the algorithm does not present a fixed niche radius value as in the classical sharing scheme, but rather the size of the niche depends on the membership-function shapes encoded in the different individuals.
With N i = (Nix, N~y) being the centers of the rules (niches) determined until now (i = 1 ..... d, where d is the number of generating process runs developed), and C being the individual encoding the fuzzy control rule being adapted, the low niche interaction rate penalizes the fitness associated to C in the following way: of the rules generated until now. The minimum value (maximum penalization) is obtained when this rule is equal to one of those generated previously. Figure 5 graphically shows a situation where there is interaction between the rule encoded by C and any of the rules generated until now:
° Final fitness-function expression. Finally, the fitness function for this approximate generating method is the following: '-C Figure 5 . Interaction between the current rule and the predetermined ones.
F(R i) --qtE(Ri)" G,o(R i) "g~(R~, ) • LNIR(Ri)
translates the search focus to another space zone. This modification encourages adequate space exploration.
• When a niche has been located in a space zone and it continues to be the most promising one (i.e., the examples located in it have not been yet covered and they have a big associated payoff), new fuzzy rules will be generated in the same zone and they will interact with the ones generated so far. An adequate interaction rate is desirable to make the best use of the FLC interpolative reasoning capabilities. This is obtained by using a niche penalizing function that penalizes excessive proximity of the new rule to the previously generated ones. The three frequentistic criteria for the fitness function try to widen the supports of the generated fuzzy control rules to extend their applicability and cover more examples. The niching criterion tries to narrow their support by penalizing excessive proximity. A combination of these four criteria enables us to obtain a suitable interaction level among neighboring rules. This is a low-level modification in that the algorithm continues working in the same space zone but penalizes excessive proximity to the niches located therein. This modification encourages adequate space exploitation. Therefore, the approximate generation process will allow us to verify the two following fundamental aspects:
• The process will ensure that fuzzy control rules are obtained in each space zone in which the control problem is defined, i.e., in each zone in which any example exists. The KB completeness is verified in this way. • In the same way, it will maintain an adequate rule distribution in each one of the niches present in the solution space. A suitable interaction between the KB fuzzy control rules is thus obtained.
The Generating Algorithm
Finally, the generating method may be summarized in the following algorithm:
• Initialize the candidate fuzzy rule set B c to empty.
• For every e t E Ep, generate the fuzzy rule Rc best covering it by taking the linguistic label of the fuzzy partition best matching with the component value of e t for each variable. If R~ ~ B ~, add it to B c.
• Evaluate all the fuzzy rules contained in B c, and select the one yielding the highest value of the fitness function, R r.
• If desired, optimize R r by using the proposed ES for locally tuning the membership functions involved in it, obtaining a new fuzzy control rule of approximate nature.
THE COVERING METHOD
The covering method is developed as an iterative process that allows us to obtain a set of fuzzy rules covering the example set. In each iteration, it runs the generating method, obtaining the best fuzzy control rule according to the current state of the training set, considers the relative covering value this rule imposes on it, and removes from it the examples with a covering value greater than e. The covering method is developed as follows: rules, it is necessary to simplify the complete rule set obtained from this process for deriving the final KB, thereby allowing the system to be controlled.
THE GENETIC SIMPLIFICATION PROCESS
It is possible that the iterative nature of the generation process may cause overlearning. This occurs when some examples are covered to a higher degree than the desired one, and it makes the obtained RB perform worse due to the existence of redundant rules. In order to solve this problem and improve its accuracy, it is necessary to simplify the rule set obtained from the previous process, removing the redundant rules for deriving the final RB allowing the system to be controlled.
The simplification process used was proposed in [21] . It is based on a binary-coded GA, in which the selection of the individuals is developed using the stochastic universal sampling procedure together with an elitist selection scheme, and the generation of the offspring population is put into effect by using the classical binary multipoint crossover (performed at two points) and uniform mutation operators.
The encoding scheme generates fixed-length chromosomes. Considering the rules contained in the rule set B g derived from the previous step counted from 1 to m, an m-bit string C = (c 1 ..... c m) represents a subset of candidate rules to form the RB finally obtained as this stage's output, B s, such that
The initial population is generated by introducing a chromosome representing the complete previously obtained rule set B g, that is, with all c i = 1. The remaining chromosomes are selected at random.
As regards the fitness function, E(.), it is based on an application-specific measure usually employed in the design of GFSs, the mean squared error (SE) over a training data set, ETD s, which is represented by the following expression: There is a need to keep the completeness property considered in the previous stage. We will ensure this condition by forcing every example contained in the training set to be covered by the encoded RB to a degree greater than or equal to ~-,
Cn(cj)(e l) = [,.J Rj(e z) >__ r Vet E ETD S and R i ~ R(Cj),
where r is the minimal training-set completeness degree accepted in the simplification process. Usually, r is less than or equal to ~o, the compatibility degree used in the generation process.
Therefore, we define a training-set completeness degree of R(Cj) over the set of examples ETD s as
TSCD(R(Cj), ETDS) = f~
CR(G)(e,), e I ~ ETD S
and the final fitness function penalizing the lack of the completeness property is
±E 2 e,~ETDs(eY l)2 otherwise.
THE GENETIC TUNING PROCESS
The genetic tuning process is based on two variants, depending on whether the fuzzy model is approximate [20] or descriptive [10] . Both processes are based on the previous existence of a complete KB, that is, an initial DB definition and a RB constituted by m fuzzy control rules. As we are going to see below, the only difference between the two processes is the coding scheme. While the first of them encodes the whole KB into the chromosomes for adjusting each one of the membership functions involved in the fuzzy control rules independently, the chromosomes considered in the second one only encode the primary fuzzy partitions constituting the DB in order to adjust the linguistic labels' membership functions for all the fuzzy control rules contained in the RB.
The GA designed for both tuning processes presents a real coding issue and uses the stochastic universal sampling as selection procedure together with an elitist scheme. The operators employed for performing the individual recombination and mutation are Michalewicz's nonuniform mutation [36] and the max-min arithmetical crossover [20] . A short description thereof is presented below:
• Nonuniform mutation. 
where a is a random number that may have a value of zero or one, and the function A(t, y) returns a value in the range [0, y] such that the probability of A(t, y) being close to 0 increases as t increases:
where r is a random number in the interval [0, 1], T is the maximum number of generations, and b is a parameter chosen by the user, which determines the degree of dependence on the number of iterations. This property causes this operator to make a uniform search in the initial space when t is small, and a very local one in later stages. 
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This operator can use a parameter a which is either a constant, or a variable whose value depends on the age of the population. The resulting descendents are the two best of the four aforesaid offspring. The preliminary definition of the fitness function was presented in [20] and was based on using a training input-output data set, ETD s, and a concrete error measure, the mean squared error. In this way, the adaptation value associated to an individual Cj was obtained by computing the error between the outputs given by the FLC using the KB encoded in the chromosome and those contained in the training data set. The fitness function was represented by the following expression:
In this paper we are going to consider an extension of this fitness function in order to keep the completeness property considered in the two previous stages. Hence, the fitness function defined for the genetic simplification process, F(Cj), is going to be used in the tuning one as well.
Once the aspects common to both genetic tuning processes have been introduced, there is a need to present the particular ones for each of them. The only differences between the two processes are the coding scheme and the generation of the initial population. These particular aspects of both variants are commented on in the following subsections.
The Approximative Genetic Tuning Process
As mentioned earlier, each chromosome forming the genetic population will encode a complete KB. More concretely, all of them encode the derived RB, R s, obtained as output from the simplification process, and the differences between them are the fuzzy-control-rule membership functions.
Taking into account the parametric representation of the triangularshaped membership functions based on a 3-tuple of real values introduced If t mod 3 = 1, then c t is the left value of the support of a fuzzy number. The fuzzy number is defined by the three parameters (c,, tt+l, Ct+2), and the intervals of performance are the following: Therefore, we create a population of chromosomes which presents C 1 as its first individual and the remaining ones initiated randomly, with each gene being in its respective interval of performance.
The Descriptive Genetic Tuning Process
This second genetic tuning process is a modified version of the approximate one. In this case each chromosome encodes a different DB definition. 
APPLICATION OF THE LEARNING PROCESS TO THE FUZZY MODELING OF THREE THREE-DIMENSIONAL MATHEMATICAL FUNCTIONS
To analyze the accuracy of the GFS proposed, we have selected three n-dimensional mathematical functions to derive theoretical three-dimensional control surfaces. The mathematical functions and the variable universes of discourse considered are shown below. The spherical model, These surfaces will be approximated by different fuzzy models derived from several design methods. In the descriptive fuzzy model, the three following processes are considered: D1. the widely employed Wang-Mendel (WM) method [43] , D2. a two-stage GFS based on obtaining a complete KB by deriving the RB by means of the WM method and defining the DB by means of the descriptive genetic tuning method (see Section 8) constituting the third stage of the descriptive-fuzzy-model design process proposed, and D3. the three-stage descriptive-GFS proposed in this paper.
In the approximative fuzzy model, the following two processes are employed:
A1. a two-stage GFS based on obtaining a complete KB by deriving the RB by means of the WM method and defining the DB by means of the approximate genetic tuning method (see Section 6), and .42. the three-stage approximate GFS proposed in this paper. For each of the functions, a training data set uniformly distributed in the three-dimensional definition space has been obtained experimentally. In this way, two sets with 1681 values have been generated for functions F 1 and F 2 by taking 41 values for each one of the two state variables considered to be uniformly distributed in their respective intervals. As the intervals of the two input variables are shorter for F 3, the training set has been generated in the same way, but considering only 26 values. The final data set for this function is composed of 674 values (instead of 676), because it is not defined at two space points.
Three other data sets have been generated for use as test sets for evaluating the performance of the learning method, avoiding any possible bias related to the data in the training set. The size of these data sets is a percentage of the size of the corresponding training set, 10 percent to be precise. The data are obtained by generating at random the state-variable values in the concrete universes of discourse for each one of them, and computing the associated output-variable value. Hence two test sets formed by 168 data and one by 67 are used to measure the accuracy of the FLCs designed by computing the mean squared error for them.
The initial DB used in the generating process is constituted by three primary fuzzy partitions (two corresponding to the state variables and one to the control variable) formed by seven linguistic terms with triangularshaped fuzzy sets giving meaning to them (as shown in Figure 3) , and the appropriate scaling factors to translate the generic universe of discourse into the one associated with each problem variable.
The following parameter values, corresponding to the first two stages, are combined for determining the different runs of the method to be carried out: E = {1, 1.5}, w = 0.05, k = 0.1, and ~-= {0.1, 0.25, 0.5}. This leads to an overall total of 12 runs per function when joined to the two different fitness functions used in the tuning process, E(.) and F(.). With respect to the remaining parameters, the t-norm * used in the rule generation process is the minimum, the ES in the approximate generation process is applied until there is no improvement in 100 generations (the parameter c of the ½-success rule is equal to 0.9), and the genetic simplification and tuning processes run over 500 and 1000 generations, respectively. In all cases, the population is formed by 61 individuals, the value of the nonuniform mutation parameter b is 5.0, and the crossover and mutation rates are, respectively, Pc = 0.6 and Pm= 0.1 (this last one per individual). The max-min arithmetical crossover parameter a takes the value 0.35.
Finally, as regards to the FLC reasoning method used, we have selected the minimum t-norm to play the role of the implication and conjunctive row shows the results corresponding to both design processes based on the WM KB generation method (the "Generation" columns are related to the single WM method, D1, and the "Tuning" column to the two-stage GFS, D2 or A1). Analyzing these results, the good behavior presented by the proposed GFS may be observed. All the FLCs designed using it are much more accurate than the ones based on the WM RB generation method in the fuzzy modeling of the three functions. The two process variants make it stronger because they allow it to tackle many different kinds of control surfaces; smooth ones, like those generated by means of the functions F, and F 3, are best modeled by using descriptive KBs, whilst the approximate approach seems to work better with complex surfaces "with strong changes, such as the one generated from F 2. Two drawbacks may be associated to the proposed process, the KBs generated always present more fuzzy control rules than the WM-based methods, and the approximate fuzzy model makes the KB lose its readability:
• A larger number of fuzzy rules does not constitute a drawback when working with real problems in which the main requirement is the accuracy of the control and not the speed of the controller response.
Furthermore, large numbers of fuzzy control rules can always be compiled for increased run-time performance [5] . The proposed learning process allows the GFS designer to obtain the desired value in the relationship between accuracy and number of rules in the KB by controlling the value of the parameter E in the evolutionary learning process. The higher the value of this parameter is, the more rules the generated KB presents, but more accurate is the FLC in the great majority of the cases. In the same way, the lower it is, the fewer rules are obtained, but usually less accurate the FLC is.
• The loss of KB readability may be justified by the benefit obtained by the improved FLC accuracy, which is a main concern in many real control problems. To illustrate the behavior of the proposed process, some graphical representations of the fuzzy modeling obtained on the selected functions are shown in figures 8 and 9. Each figure is drawn using the designed FLCs Figure 8 shows the obtained fuzzy modeling for the functions F1, F2, and F 3 by means of the FLCs presenting lower values in this measure. The first and third plots correspond to the runs of the design method D3, the descriptive GFS proposed, using the parameter values • = 1.5 and r = 0.1, while the second one corresponds to A2, our approximate GFS, using the same parameter values. Figure 9 presents the remaining fuzzy modelings obtained for the second function with the purpose of highlighting the difference between the descriptive and approximate approaches when dealing with a complex function. In view of these representations and the ones shown in Figure 8 , we can conclude that the approximative approach works better for this kind of functions, though presenting a similar number of fuzzy control rules in the KB (249 in the KB derived using method D3, and 245 in the one obtained from A2).
CONCLUDING REMARKS
A GFS has been presented for designing FLCs by learning the KB from examples, combining an iterative and ES-based generation and two GAbased simplification and tuning processes. Its application to the generation of KBs presenting descriptive and approximate behavior for different kinds of problems has been considered. Its performance in the fuzzy modeling of three three-dimensional control surfaces has been shown and compared with other methods based on the WM process. The proposed GFS has obtained good results.
It has been observed that each one of the KB approaches has performed better in a given kind of problem. While the smooth control surfaces, like the ones generated by means of F~ and F 3, are better modeled by using descriptive KBs, the approximate approach works better when applied to complex and rough surfaces with strong changes, such as the one generated from F 2. This fact makes the proposed process more robust, because it is able to work with control surfaces of different natures by means of its two variants.
