Attribute Multiple attribute decision making Data envelopment analysis Minimax reference point optimisation a b s t r a c t How to determine weights for attributes is one of the key issues in multiple attribute decision making (MADM). This paper aims to investigate a new approach for determining attribute weights based on a data envelopment analysis (DEA) model without explicit inputs (DEA-WEI) and minimax reference point optimisation. This new approach first considers a set of preliminary weights and the most favourite set of weights for each alternative or decision making unit (DMU) and then aggregates these weight sets to find the best compromise weights for attributes with the interests of all DMUs taken into account fairly and simultaneously. This approach is intended to support the solution of such MADM problems as performance assessment and policy analysis where (a) the preferences of decision makers (DMs) are either unclear and partial or difficult to acquire and (b) there is a need to consider the best "will" of each DMU. Two case studies are conducted to show the property of this new proposed approach and how to use it to determine weights for attributes in practice. The first case is about the assessment of research strengths of EU-28 member countries under certain measures and the second is for analysing the performances of Chinese Project 985 universities, where the weights of the attributes need to be assigned in a fair and unbiased manner.
Introduction
Many methods have been proposed to determine the weights of attributes in multiple attribute decision making (MADM) . Eckenrode [25] suggested six techniques for collecting the judgments of decision makers (DMs) concerning the relative values of attributes. Hwang and Yoon [32] summarised four techniques: eigenvector method, weighted least square method, entropy method, and LINMAP (The linear programming technique for multidimensional analysis of preference).
In general, according to the extent of dependence on the preferences or subjective judgments of DMs, there can be three types of approaches for weight assignment, depending on information provided and used to identify the weights of attributes. The first type of approaches may be named as subjective approaches, such as Simple Multi-Attribute Rating Technique (SMART, [26, 27] ) and Analytic Hierarchy Process (AHP, [30, 44, 45] ). Subjective approaches rely entirely on the subjective judgments or intuition of DMs, while the quality of the analytical results or rankings of decision making units (DMUs) based on such weights can be compromised by the lack of experience or knowledge. In contrast, objective approaches, such as Entropy methods [32, 59] , Principal Components Analysis [36] , and weighted least square method [14] , determine weights by making use of mathematical models or statistical methods. They focus on differences among attributes and generate attributes' weights from data alone without requiring any preference information from the DMs. As the name implies, hybrid approaches take the advantages of both subjective and objective approaches, such as the integrated subjective and objective approach [42] , which integrates the subjective consideration of DMs and the objective measures of attribute importance to form a two-objective programming model to integrate the subjective consideration of DMs and the objective measures of attribute importance. Shirland et al. [46] proposed a goal programming model for determining attribute weights based on pairwise comparisons between attributes. However these hybrid approaches also need clear or complete preferences from DMs.
In many MADM situations where there are no obvious DMs, subjective approaches are not applicable because no subjective judgments or intuition can be provided on the relative importance of attributes, for example, the assessment of academic impact of national research institutes in the world and the assessment of academic capacity of countries. Although a hybrid approach can incorporate subjective information into objective techniques to obtain attribute weights, it also depends on the prerequisite that Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/omega the preferences of DMs are clear or easy to acquire. The existing objective approaches can determine weights based on decision matrix and do not depend on the subjective judgments of DMs; however, they produce weight vectors according to data purely and are not designed to take into account the indisputable "will" of DMUs, that is, a set of the most favourable weights for each DMU.
This paper aims to investigate a new three-stage approach for determining the weights of attributes based on a linear programming (LP) model and minimax reference point optimisation, especially for the special cases of performance assessment or policy analysis where (a) the preferences of DMs are either unclear and partial or difficult to acquire and (b) there is a need to consider each DMU's best "will". The purpose of the assessment or analysis relates mostly to the ranking of DMUs instead of a more generic MADM context in which a specific choice has to be made. In this approach, we combine preliminary weights, LP model and minimax reference point model together to determine attribute weights for decision support where limited or no decision makers' preferences are available and fairness among DMUs being assessed is paramount. The first stage of this approach is to obtain the preliminary weights as the initial inputs to the third stage. In the second stage, a set of most favourite weights is derived for each DMU to maximise its utility. This weight scheme respects the best "will" of each DMU. In the third stage, we attempt to aggregate the information from the first two stages using the minimax reference point approach to find the most compromise solution as the common weights of attributes recommended for all DMUs so that the interests of all DMUs are taken care of fairly and simultaneously.
The remainder of the paper is organised as follows: Section 2 summarises the existing literatures and classifies them into three groups. Section 3 introduces the preliminaries and notations for this paper first. Second, we propose the three-stage hybrid LP model and minimax reference point approach for compromise weights, which regards the fairness as the basic principle to reflect the will of different stakeholders. Section 4 provides two case studies to demonstrate the features of the new approach, including the assessment of research strengths for EU-28 member countries and the performance analysis of selected Chinese universities. Section 5 concludes this paper.
Literature review
In existing literature on how to determine the attributes' weights in MADM problems, there are different types of approaches for weight assignment, depending on the information provided and used to identify the weights of attributes. Wang and Luo [51] and Chin et al. [13] argued that there could be three categories for determining attribute weights: subjective, objective, and hybrid approaches. In this paper we follow this classification to organize the literature review.
Subjective approach
Edwards [26] proposed the SMART technique to determine attribute weights in MADM. Subsequently, Edwards and Barron [27] further presented two advanced approximate methods for multi-attribute utility measurement (SMARTS and SMARTER) based on an elicitation procedure for weights. Doyle et al. [23] investigated two commonly used methods for assigning numerical values (i.e. decision weights) to attributes in order to signify their perceived relative importance, which are to ask people to directly rate each of the attributes in turn, or to allocate a budget of points to the attributes. The Analytic Hierarchy Process (AHP) is a widely used method for generating weights in MADM based on pair-wise comparison matrix [2, 30, 44, 45] . In this approach, attribute weights can be derived from the eigenvector of a pair-wise comparison matrix. Roberts and Goodwin [43] showed how to obtain rank order distribution weights. Bottomley and Doyle [4] compared three weight elicitation methods including direct rating method, which rates each attribute in turn on a scale of 0-100. Other techniques in this category include Delphi method (e.g. [32] ), etc.
Objective approach
In the existing literature, there are several popular objective approaches for determining attribute weights, e.g. Entropy method (see, e.g. [11, 12, 19, 32, 59] ). Entropy, a useful concept in information theory, can be used as a tool to determine weight for each attribute. In particular, the degree of diversification of information provided by the values of each attribute can be used to determine the weight for this attribute. An attribute does not play a significant role to differentiate DMUs when all DMUs have similar values on that attribute. However, using an entropy method to assign weight to such an attribute can disproportionally decrease its role in overall ranking in some MADM methods such as additive value function (AVF) approach. This is because the same information as given in a decision matrix is double counted to get both values and weights that are multiplied in the AVF approach. Shannon's entropy has also been applied to calculate objective weights in group decision making problems. In this category, Principal Components Analysis (PCA, [36] ) is also a widely used objective method for generating weights [36] . Chu et al. [14] proposed a weighted least-square method to obtain attribute weights, which includes the solution of a set of simultaneous linear algebraic equations and is thus conceptually easy to understand. Yue [56] proposed an approach to group decision making based on determining the weights of experts by using projection method. Deng et al. [19] used the standard deviation method to calculate objective weights for attributes. Wang and Luo [51] proposed a correlation coefficient and standard deviation integrated approach for determining the weights of attributes in MADM. Diakoulaki et al. [22] proposed a method for generating objective weights, which is based on the quantification of two fundamental notions of MCDM: the contrast intensity and the conflicting character of evaluation criteria.
Hybrid approach
Choo and Wedley (1985) used an integer linear goalprogramming technique based on a training set of choices (value judgments) from DMs to determine optimal criterion weights which minimize the number of misclassification of decisions. The UTA (UTilités Additives) method [35, 47] uses a weak-order preference structure on a set of actions, together with the performances of DMUs on all attributes, to produce a set of additive value functions based on multiple criteria, so that the resulting structure would be as consistent as possible with the initial structure given by DMs. In essence, UTA method uses LP techniques to infer additive value/utility functions optimally, so that these functions are as consistent as possible with the DMs' preference structure. In order to remove arbitrariness in this process, the robust ordinal regression has been proposed, aiming to take into account all the sets of parameters compatible with the DM's preference information [31] . Ma et al. [42] proposed a subjective and objective integrated approach to determine attribute weights. Their approach uses subjective information provided by a DM and objective information extracted from a decision matrix to form a two-objective programming model to integrate the subjective considerations of DMs and the objective measures of attribute importance. However, Xu [52] noted that the weights obtained from Ma et al. (2009) 's approach can be quite different from other objective weights, e.g., entropy weights. Wang and Lee [50] proposed an extension of TOPSIS approach that integrates subjective and objective weights. Their approach is based on DMs' judgements and also calculates objective weights based on Shannon's entropy. The advantage of the approach is that it not only benefits from DMs' expertise but also involves end-users in the whole decision making process. Fan et al. [28] [34] proposed a linear programming model for eliciting criteria weights in a performance appraisal process. Deng et al. [21] estimated attribute weights through evidential reasoning and mathematical programming based on preferences given by DM, and represented as intervals. Shirland et al. [46] proposed a goal programming model for determining constrained regression estimates of attribute weights using pair-wise comparisons by using triads of attributes.
As discussed in the previous section, there are real MADM issues where no obvious or explicit DMs can provide clear subjective judgments or intuition on the relative importance of attributes or DMs can only provide partial preference information. In such cases, subjective and hybrid approaches are not applicable because of the lack of clear or complete information from DMs. Although objective approaches can produce weights based on existing data, they fail to consider the indisputable "will" of DMUs, i.e., a set of the most favourable weights for each DMU and, therefore, may generate "rude" and unreasonable results which can undermine the reliability of decision support due to the use of such reckless weights.
3. Hybrid linear programming model and minimax reference point approach
Preliminaries and notations
The following notations are used to represent a MADM problem: Second, without obvious DMs to provide value functions for attributes, we define a piecewise linear value function for each attribute (see e.g. [20] ). Let MIN r and MEDIAN r be the minimal and median values of attribute r r ¼ 1; …; s ð Þ , respectively. Then, without loss of generality, let
Þ =2, and V 1 ð Þ ¼ 1. Fig. 1 illustrates the piecewise linear value function V b jr À Á , where b jr denotes the attribute's value after the normalisation by formula (1). In Fig. 1(a) , (b), and (c), we illustrate risk seeking value faction, risk neutral value function, and risk averse value function, respectively.
Mathematically, the value function shown in Fig. 1 is given by y jr ¼ V b jr À Á as follows:
Based on the above value function (2), we can have the corresponding matrix DV ¼ ½y jr nÂs after the transformation via value functions.
Remark 2. In Fig. 1 we illustrate piecewise value functions. There are also different approaches to define value function. In this paper, without loss of generality, the above value functions are proposed because they are relatively simple yet consistent across criteria. Also, it is not irrational to assume that the median point of a criterion attains the middle value between the highest value and the lowest value available. In the Section 4, we will show that the value function defined in formula (2) is risk averse in our two illustrative examples.
One of the best known and most widely used MADM methods is the additive value function method, which requires that attributes be additively independent. Using this method, we can obtain the overall value of a DMU as follows, where the marginal value y rj is given by Eq. (2),
Remark 3. The theoretical foundation of this method is utility theory [38] . It should be noted that Eq. (3) is a much simplified form of utility function because y rj in Eq. (3) results from the normalisation process using Eqs. (1) and (2). A possible way to improve the precision of formula (3) is to identify value functions for each attribute for stakeholders using empirical studies. In this paper we use this simple additive value function to demonstrate how weights can be generated using the proposed three stage approach.
Hybrid linear programming model and minimax reference point approach
In Eq. (3), one question is how to assign weight w r fairly and consistently, which poses a challenge when (a) there is no obvious DM who can provide his preferences, and (b) there is a need to fully consider the "will" of both DM (if it exists) and each DMU to reflect fairness. To achieve this goal, in this section, we propose a new threestage approach to combine preliminary weights, LP model and the reference point model together to determine the attribute weights for decision making. The first stage of this approach is to obtain the preliminary weights as input to the second stage. If there is no obvious DM, we can use data-driven method (e.g. Entropy method) to obtain the preliminary weights. On the other hand, if there is an explicit DM, the DM can set attribute weights according to the DM's own will. The weights from the first stage are called preliminary weights in this paper. In the second stage, we use LP models to generate the most favourite attribute weights for each DMU. In this stage, each DMU can propose its most favourite weights to maximise its utility. This weight scheme respects the best "will" of each DMU. In the third stage, we attempt to aggregate the best weights using the minimax reference point approach for each DMU to find the best compromise solution as the common weights of attributes recommended for all DMUs.
Stage 1: preliminary weights assignment
In real MADM problems we can also set preliminary weights as inputs to reflect (1) the characteristics of the data using some data-driven approaches, e.g., Entropy method (e.g. [32, 59] ), or (2) the subjective wishes or needs of explicit DMs. Here we briefly give the procedure of Entropy method as follows.
Step 1: Obtain the matrix after transformation DV ¼ y jr
Step 2: Calculate the entropy value E r ð Þ of each attribute r using the following formula:
where p jr ¼ y jr = P n j ¼ 1 y jr and variable À ln ðnÞ À 1 is the normalisation factor. If p jr ¼ 0, we define p jr lnðp jr Þ ¼ 0 to ensure the validity of Eq. (4).
Step 3: Determine the preliminary weights (ω r ) for attributes as follows:
It should be noted that the above entropy method is not without its potential drawbacks, as discussed in Section 2.2, and there are other alternative approaches for determining preliminary weights.
Stage 2: LP models for most favourite weights for each DMU
In this subsection, we use LP models to generate the most favourite weights for each DMU. The idea of those LP models originates from data envelopment analysis (DEA). DEA, first put forward by Charnes, Cooper and Rhodes [7] , is a set of mathematical programming models for performance analysis. There are many DEA models, the most well-known of which include the CCR model [7] , the BCC model [3] , the Additive model [6] , and the Cone Ratio model [8] . Excellent reviews on DEA theory and applications can be found in several recent studies, e.g. Cooper et al. [16] [17] [18] , Cook and Seiford [15] . The interested readers can also refer to newly published papers for research trends in this field, e.g. Chen [9] , Kao [37] , Lee and Worthington [39] , etc. These classic DEA models are formulated for desired inputs and outputs to measure the technical efficiency of decision-making units (DMUs). A DEA model provides the weighting coefficients that each DMU can allocate to each input or output for its best benefit in terms of maximising its efficiency. The principle that each DMU is allowed to freely generate its flexible weights for its inputs/outputs is the very essence of DEA.
In many applications, however, there are no explicit input data available (see, e.g., [40, 54] ). For example, it is difficult or sometimes impossible to reformulate data into original inputs and outputs and then to apply the classic DEA models to measure the performance of DMUs. In MADM problems, attributes are not normally divided into input and output, with the higher value of an attribute being preferred. As such, the values of attributes can be regarded as outputs in the context of DEA. Adolphson et al. [1] first proposed DEA models without inputs. Lovell and Pastor [41] studied these DEA models without inputs systematically. Liu et al. [40] conducted systematic studies on this group of DEA models, which are called DEA models without explicit inputs (DEA-WEI model). Toloo [49] proposed a new approach for the most efficient unit without explicit inputs.
Yang et al. [54] studied a DEA-WEI model with quadratic terms from the perspective of extended utility. In general, DEA-WEI does not reflect the technical efficiency of the input-output system of DMUs, which is what the classic DEA does. Instead, they investigate the link between a DEA-WEI model and multi-attribute utility theory (MAUT). DEA-WEI is generally used for evaluation purposes. However, the functional form of its objective function shares familiar resemblance with classic utility function. Unlike the classic utility theory, however, only the functional form of the objective function is determined by DMs to reflect subjective emphasis on evaluation, whereas it is a DMU that determines the coefficients of the function by DEA-style programming to ensure the most favourable evaluation for the DMU.
Suppose that the "additive independence" condition holds [10, 29] . We then have the following DEA-WEI model for evaluating DMU 0 [40, 54] :
u r y r0 s:t:
where the subscript "0" refers to the DMU of interest. The equivalent form of the above model (6) appears also in Caporaletti et al. [5] , which proposes a framework based on nonparametric frontiers to rate and classify.
Remark 4. In model (6) , it is obvious that there could be zero elements in the set of weights u r r ¼ 1; …; s ð Þ . According to Toloo [49] , to ensure u r Z ε, it is necessary to keep the elements in the set of weights away from zero in DEA-WEI models. Therefore, we rewrite model (6) as the following model with non-Archimedean construct ε: θ 0 ¼ max ur P s r ¼ 1 u r y r0 s:t:
Toloo [48] showed how to choose non-Archimedean construct ε in DEA-WEI models as follows: εAð0; max 1=
should be noted that the epsilon in the above model only represents a very small positive number to ensure the non-zero coefficients of outputs. It does not represent a two-stage way of calculation as normally being done in traditional DEA with slack consideration. As we mentioned above, it is the very essence of DEA or DEA-WEI that each DMU provides flexible weights for its indicators. So far, we have showed that DEA-WEI model can produce the optimal weight scheme for each DMU. This weight scheme reflects the best "will" of the DMU to be evaluated. However, it should be noted that u r Z0; r ¼ 1; 2; …; s do not necessarily satisfy P s r ¼ 1 u r ¼ 1 in model (6) . In this paper, we use a DEA-WEI-like LP model to obtain the most favourite weights to reflect the best "will" of each DMU as follows (see [49] ):
In model (7), we can see that each DMU can use its most favourite weights to reflect its best "will" to achieve its maximised utility.
Second, in MADM, however, preferential or cognitive constraints may be imposed on the relative importance of each attribute. For example, the ratio range of weights of one attribute A to another B can be set to 1 9 ; 9 Â Ã as in the AHP method (see, e.g. [44, 45] ). Thus we can reformulate model (7) more generally as follows:
where Ω denotes the set of preferential and cognitive constraints on attribute weights. For example, when there are no explicit DMs, we can setΩ as follows:
When there are explicit DMs, we can let Ω be the set reflecting the prior information or value judgements of the DMs. Thus, based on model (8), we can obtain the optimal weights for DMU 0 as u (8) can produce the optimal weight scheme for each DMU. This weight scheme reflects the best "will" of the DMU to be evaluated in a fair way because each DMU has the same right to maximise its utility. We need to emphasize that stage 2 is always intended to estimate the best "interests" of DMU with or without the intervention of DM. It should also be noted that alternative optimal solutions may exist in the DEA-WEI-like LP model (8) .
However, we will show in the next Subsection 3.2.3 that this nonuniqueness of optimal solutions will not affect our results.
Stage 3: minimax reference point optimisation for weight assignment
In this subsection, we will aggregate the preliminary weights from Subsection 3.2.1 and the most favourable weight vectors generated for individual DMUs from Subsection 3.2.2 to find the best compromise solution as the common weights of attributes recommended for all DMUs.
Suppose the optimal solution of the above model (8) isðu
Then, the optimal objective value for DMU j in model (8) is given by θ
Since each DMU j seeks to find its best set of weights to achieve its maximum utilityθ Ã j ðj ¼ 1; 2; …; nÞ, for the sake of finding the common weights of attributes, in this paper we use the following minimax reference point method [55] .
We first define the ideal point in the objective space as follows:
where θ Ã j denotes the maximal utility of DMU j in the DEA-WEI-like model (8) . In general, the ideal point Θ is not a feasible solution.
Otherwise, the objectives would not be in conflict with another one. The rationale behind is that a feasible solution or a set of weights should be selected such that the combined deviation between the feasible solution and the ideal solution Θ is minimised. In other words, the best compromise solution is the one that is the closest to the ideal point Θ. The minimax optimisation problem is given as follows:
s:t:
The above model (10) is referred to as the minimax reference point optimisation model in this paper. It is worth noting that model (10) provides a fair way to generate the best compromise weights of attributes for all DMUs. This is because the model works like an equalizer [55, 56] so that the maximum difference between the best compromise utility vector and the reference or ideal utility vector for all attributes is minimised for every DMU with no weight unfairly given any special treatment for any DMU. This fairness principle is regarded to be appropriate for weight assignment in MADM in particular where the preferences of DMs are either unclear and partial or difficult to acquire. Fig. 2 shows the rationale of the above minimax optimisation approach (model 10). We assume in Fig. 2 that there are only two attributes whose weights are denoted by u 1 and u 2 , and there are three DMUs, say DMU 1 , DMU 2 and DMU 3 . Thus, based on formula (10), we define the objective space as follows:
" # s:t:
Therefore Fig. 2 illustrates the minimax optimisation approach in model (10) intuitively.
In Fig. 2 , the variables f 1 and f 2 represent the horizontal and vertical coordinates respectively. Thus the points on and below line segments AA 0 , BB 0 and CC 0 represent the feasible utility values for the three DMUs. Thus the minimax optimisation can be reflected as the distance from the ideal point P θ
Á to point P'. Because for every DMU the maximum difference between the best compromise weight vector and the reference weight vector for all attributes is minimised and there is no special treatment for any DMU, this approach is fair for every DMU. The rationale behind model (10) is to treat each DMU using a fair way to reduce its utility from its ideal point without bias to any DMU. Model (10) can be easily transformed into the following model (11) (11), then it must also be the optimal solution of model (10) . Otherwise, we assume that u Stage 3 is based on the 1-norm formulation and the ideal solution taking the best values of all DMUs. As discussed in the literature [55] , the min-max formulation works like an equalizer and is capable of locating a solution on the efficient frontier as a result of trade-offs among the needs of all DMUs with the normalized weight (or "right of speak") of each DUM taken into account in a fair manner without bias towards any DMU. It is also argued in the literature [55] that the minimax reference point approach is capable of handling general preference information in both convex and non-convex cases and generating any efficient solution by setting appropriate reference points and weights.
Next, we incorporate the preliminary weights into the above models (10) and (11) through the following procedure:
Step 1: We first calculate the utility for each DMU j using the preliminary weights and denote it as θ p j ðj ¼ 1; 2; …; nÞ. The preliminary weights can be from the data-driven approaches (e.g. Entropy method) or subjective approach by DM.
Step 2: We calculate the gap between θ p j ðj ¼ 1; 2; …; nÞ and θ Ã j ðj ¼ 1; 2; …; nÞ for each DMU. We define the gap
as "right to speak" of each DMU. If the gap g j is large, it means that this DMU has more "right" than other DMUs with lower gap to argue for reassignment of weights. We normalise g j into g Ã j to satisfy
as the normalised weights ("right to speak") for each DMU.
Step 3: We incorporate the weights for each DMU into model (10) and have the following model (12):
Similarly, the above model (12) 
Using model (13) we can have the final compromised solution as the assignment for attributes in MADM problems.
Similarly, we can also have the following Theorem 2: (12) is equivalent to the above model (13) . The proof for this theorem is similar to that of Theorem 1 and omitted here.
We can still incorporate other information of preference into the above model (13) . For example, if there is a need to stress that one attribute should be more important than another attribute.
We denote this information as u r A Φ; r ¼ 1; 2; …; s. Thus the above model (13) can be transformed further into the following model (14) : weight vector W T ¼ w 1 ; w 2 ; …; w s ð Þ T of the attributes:
where variable r ¼ 1; 2; …; s.
Illustrative examples
In this section two cases are investigated to show the proposed approach for determining attribute weights in MADM. The first one is the assessment of the research strength of EU-28 member countries to compare the comparative advantages of these countries. The second case is the assessment of a number of selected universities under the direct management of Ministry of Education (MOE) of China. In the second case, there is the explicit DM, which is the MOE, whose prior preference information as preliminary weights could be incorporated into our new approach for attribute weights.
Assessment of research strength of EU-28 member countries
In this section, a case study is conducted to apply the new weight assignment approach to assess the research strengths of EU-28 member countries on 9 disciplines 1 related to medical science of Essential Scientific Indicators (ESI) from Thomson Reuters. See Table 1 for details on these disciplines and their abbreviations in this paper. We use the numbers of SCI papers in these 9 disciplines to denote their capacities of publications, so the 9 indicators refer to the number of SCI papers of each discipline respectively. To achieve a reasonable level of discrimination, according to Dyson et al. [24] we select EU-28 countries as our sample. We further use the population of each country to reduce those 9 indicators on a common measure to ensure the comparability of those 28 countries. The SCI papers in these 9 disciplines used are from Thomson Reuters' research evaluation tool InCites 2 and the time window is the year 2015 (from Jan., 2015 to Dec. 2015). The detailed data is shown in Table A-1. In this case study, there is no obvious DM who can provide the weight information on these disciplines and this kind of study could be for general policy analysis. In such cases it is hard or impossible to have prior information about attribute weights from potential DMs. In order to consider fully the information from the existing data and the fairness of the evaluation, it is suitable to use our proposed approach to generate weights for each attribute (discipline) to reflect the objectiveness and rationality of the whole evaluation process.
Firstly, we assume that these 9 attributes are all benefit attributes. We use normalisation function defined in formula (1) to normalise the 9 indicators (per capita). Then we have the descriptive statistics on 9 attributes as follows:
From Table 2 we can see that in this example, the value function in formula (2) is risk averse (see Fig. 1(c) ), which means the publication will have more value when its number is relatively low. However, when the number of publications reaches a large number, the increase of value it creates becomes smaller gradually. We use formula (2) to have the corresponding matrix after the transformation via value functions, which is shown in Table A-2. Secondly, we use the Entropy method to obtain the preliminary weights for attributes as follows using formulae (4), (5) (Table 3) :
Thirdly, we use model (8) on each DMU to obtain its best utility to form the ideal point in the objective space. We can have normalised gap g Ã j as the weight for DMUj using Step 2 in Procedure 2. See Table 4 for details.
In this case there is no other information, so the set Φ is null.
Using model (14) and formula (15), we can have the optimal normalised weights for the 9 ESI disciplines as shown in the following Table 5 .
Thus the final utilities and rankings of EU-28 member countries are shown in Table 6 . We take United Kingdom, Denmark, Sweden, Latvia, and Bulgaria as examples. From the results, we find that United Kingdom ranks the first due to its excellent performance in almost all those 9 disciplines. Denmark, Sweden, Bulgaria, and Latvia rank the second, the third, the 27 th , and the 28 th , respectively. Denmark's utility grows significantly due to the maximum normalised gap (g Ã j ¼ 0:0758). However, the utility of United Kingdom drops slightly because of its normalised gap is only 0.0079. Similarly we can analyse the changes of utilities of other countries.
We can use the following Fig. 3 to show the publication proportions of the above five selected countries. In this figure, we find that United Kingdom develops balanced and excellent performance at almost all 9 disciplines. The proportions of publications of United Kingdom to all publications of sample countries all exceed 15%. The figure shapes of Denmark and Sweden are similar, and there is an obvious shortcoming for both countries. However Denmark has less population than Sweden. Therefore, it performs better than Sweden in term of publication per capita. The number of publications of Latvia is less than 0.2% in all those 9 disciplines. Bulgaria performs relatively better in the fields of Plant & Animal Science than other disciplines.
Assessment of Project 985 universities in China
In 1998, the Ministry of Education of China (MOE) implemented the "Educational Revitalisation Action Plan for the 21st Century", which focuses on creating world-class high-level universities, i.e., the 985 project. As of March 2011, the 985 project included 39 universities, e.g., Tsinghua University, Peking University, Xiamen University, Nanjing University, Fudan University, etc. In this paper, we denote these universities as Project 985 universities, with the exception of the National University of Defence Science and Technology. Thus, in this paper 38 Project 985 universities are analysed.
The Project 985 universities, as the main bearers of research activities, represent the highest level of university research in China. There is a need to rank those universities in terms of selected key outputs. In this case, there are obvious DMs who are the high education committee in MOE. The DMs in this case select the key outputs to reflect the policy of MOE and intend to develop democracy by allowing the universities to decide the common weights for the key outputs based on their best wishes. In such a case, it is appropriate to use the proposed method to determine the weights for the outputs because the method can find the best compromise weights based on minimax reference point optimisation and the initial weights set by the DMs.
In this paper, we use the indicators in "Science & Technology (S&T) statistics compilation in 2011", which is published by the Ministry of Education (MOE) in China, to analyse the performance of the S&T activities of the Project 985 universities. The attributes used in this paper include monograph per capita, papers per capita, technology transfer income (TT INCOME) per capita and awards per capita. Among these attributes, monograph denotes the academic works of a more comprehensive specialised topic of a subject. Papers denote publications in important international and domestic journals in a statistical year. TT INCOME denotes the total income from the process of technology transfer in a university in the statistical year. Award refers to something given to a person or a group of people in the university to recognise their excellence in a certain field in the statistical year. We further use STAFF as the denominator which refers to the employees registered in the universities in the statistical year who are engaged in teaching, research and development, applications of research and development results, and scientific and technological services as well as those serving the above works, such as the foreign and domestic experts from outside the higher education system whose accumulated work time is more than one month.
Based on the above dataset, because the values of attributes differ greatly, we first normalise the data and transform them through value function using Eqs. (1)-(3) to avoid the distortion of the results. The original dataset and standard decision matrix after normalisation and transformation of value function is shown in Tables A-3 and A-4 .
Firstly, we assume that these 4 attributes are all benefit attributes and normalise the dataset using formulae (1), (2) to form a normalised decision matrix and the corresponding matrix after the transformation via value functions. The following Table 7 shows that the value function in formula (2) in this case is also risk averse (see Fig. 1(c) ), which is similar to our first illustrative example on EU-28 member countries.
Secondly the DMs use subjective way to set the preliminary weights for attributes as the average value, i.e., each of the four indicators are 0.25 (Table 8) .
Thirdly, we use model (8) for each DMU to obtain its best utility to form the ideal point in the objective space. We can have normalised gap g Ã j as the weight for each university using Step 2 in Procedure 2, as shown in Table 9 .
In this case study, we first assume that there is no other preference information in model (14), i.e., the set Φ is null. Therefore, using model (14), we can have the optimal weights for 4 attributes as shown in the second row of the following Table 10 . Second, there is a need to incorporate the DMs' partial preference that Technology transfer should be no less important than Paper. Thus we need to incorporate this information Φ ¼ u 2 r u 3 f ginto model (14) and have another weight set for the attributes, as shown in the fourth row. After that, we use formula (15) to normalise those two weight sets for the final weight vectors of the four attributes, respectively, which are shown in the third and the fifth rows of the Table 10 .
From Table 10 we can see that if we need to incorporate this (14), our three-stage hybrid Table 4 The utilities and their gap.
Utility θ p j using Entropy weights in Table 2 .
The gap ) , and less weight on Paper per capita, which means that a university which has better performance on paper than other three indicators will have its utility decreased. Based on the above normalised weights in Table 10 (Row 3 and Row 5), we can have the results of performance assessment of those universities as follows (See Table 11 ):
The following Fig. 4 shows the changes of rankings of those 38 universities using model (14) withΦ¼null and with Φ ¼ u 2 r u 3 f g respectively. Table 6 The final utilities and rankings of EU-28 member countries.
Countries Utility Ranking Utility θ p j using Entropy weights in Table 3 .
Normalised gap g Table 9 Ideal point in the objective space.
Universities Best utility θ Ã j from model (8) Utility θ p j using average weights in Table 6 .
The gap
Normalised gap g In Fig. 4 we can see that the ranking of some universities changes in the two cases Φ¼null and Φ ¼ u 2 r u 3 f g . As we discussed before, our three-stage hybrid approach for weight assignment lead to the fact that a university which has better relative performance on paper than other three indicators will decrease its utility. For example, DMU 14 Tables A-3 and A-4 for detailed data for those 38 universities.
Conclusions and discussions
This paper investigated a new three-stage approach which uses linear programming (LP) model and minimax reference point optimisation to determine attribute weights. In the first stage, this approach considers preliminary weights for attributes. In the second stage, the most favourite set of weights for each alternative or DMU is found through the DEA-WEI-like LP model. In the third stage, the weight sets are aggregated to find the best compromise weights for attributes with the interests of all DMUs taken into account fairly and simultaneously. This three-stage approach is intended to support the analysis of such MADM problems as performance assessment and policy analysis where (a) the preferences of DMs are either unclear and partial or difficult to acquire and (b) there is a need to consider the best "will" of each DMU. Based on the empirical results, we find that the proposed approach has at least three advantages in the sense that (1) it can assign weights to attributes in a fair and unbiased manner (2) it is a data-driven approach and needs no clear information on the preferences of DMs as prerequisite, while it also has the flexibility to incorporate DMs' prior information if necessary, and (3) it can reflect the best "will" of each DMU to ensure the most favourable evaluation for the DMU through the DEA-WEI-like LP model. Fig. 4 . The comparison of ranks of those 38 universities.
Table 11
The final utilities and rankings of 38 universities.
Universities Using normalised weights from model (14) with Φ¼ null and formula (15) Using normalised weights from model (14) 
