The UNEECON program and precomputed UNEECON/UNEECON-G scores are available at <https://github.com/yifei-lab/UNEECON>.

Introduction {#sec001}
============

A fundamental question in biology is to understand how genomic variation contributes to phenotypic variation and disease risk. While millions of protein-altering variants have been identified in the human genome, it is challenging to assess the functional and clinical significance of these variants. In particular, a large fraction of missense variants have been annotated as "variants of uncertain significance" (VUS) \[[@pgen.1008922.ref001], [@pgen.1008922.ref002]\], forming a major hurdle for both basic research and medical practice. This problem is further exacerbated by the difficulty of experimentally validating the function of large numbers of missense variants *in vivo*. Therefore, there is a tremendous need for accurate computational tools to prioritize deleterious missense variants \[[@pgen.1008922.ref003]\].

Since early-onset, severe genetic disorders are often associated with a reduction of evolutionary fitness, signatures of negative (purifying) selection, such as sequence conservation, have been widely used to predict deleterious variants associated with Mendelian disorders \[[@pgen.1008922.ref004]--[@pgen.1008922.ref012]\]. Among existing evolutionary approaches for variant prioritization, recently developed integrative methods are particularly powerful \[[@pgen.1008922.ref008]--[@pgen.1008922.ref015]\]. By learning a linear or nonlinear mathematical function from predictive variant features, such as sequence conservation scores and protein structural features, to the strength of negative selection, these statistical methods estimate negative selection on observed and potential mutations in the human genome. The estimated strength of negative selection can then be utilized to prioritize deleterious variants associated with severe genetic disorders. Because these evolutionary approaches are trained on tremendous natural polymorphisms observed in healthy individuals instead of sparsely annotated pathogenic variants, they have shown good performance in predicting pathogenic variants, frequently outperforming or on par with supervised machine learning models trained on disease data \[[@pgen.1008922.ref008], [@pgen.1008922.ref010]--[@pgen.1008922.ref012]\].

Despite the success of evolution-based metrics of variant effects, the existing methods nevertheless suffer from a few critical limitations. First, most existing methods focus on learning a shared mathematical function from predictive variant features to negative selection and assume that this function is equally applicable to all protein-coding genes. Instead, a subset of genes can depart from the genome-wide trend between variant features and negative selection, possibly due to enhanced or relaxed purifying selection on these genes in the human lineage \[[@pgen.1008922.ref012]\]. Second, most existing methods are trained on common genetic variants, making it challenging to distinguish strong negative selection associated with severe genetic diseases from moderate negative selection without clinical implications. Third, these methods typically are agnostic to the mode of inheritance and, therefore, may be suboptimal in the prediction of deleterious variants associated with dominant disorders on which we focus in this work.

In parallel with the development of variant-level interpretation methods, several complementary, gene-centric methods have been proposed to predict protein-coding genes associated with dominant genetic disorders \[[@pgen.1008922.ref016]--[@pgen.1008922.ref023]\]. Unlike variant-level predictors, the gene-level prioritization methods seek to identify constrained genes that are intolerant to heterozygous nonsynonymous mutations. These gene-level constraint metrics have been shown to provide complementary information on variant effects and have been successfully used to prioritize variants associated with dominant genetic disorders \[[@pgen.1008922.ref016], [@pgen.1008922.ref017], [@pgen.1008922.ref024]\]. However, these methods typically assume that all the missense mutations in a gene or a genic region have identical effects and, therefore, may not be able to distinguish pathogenic missense variants from proximal benign missense variants.

Since variant-level and gene-level prioritization methods leverage complementary signatures of negative selection, unifying the two lines of research for joint inference of variant effects and gene constraints should be beneficial. Recently, a couple of studies have tried to address this question \[[@pgen.1008922.ref025]--[@pgen.1008922.ref027]\], but all of these methods are supervised machine learning models trained on disease variants. Therefore, we lack an evolution-based statistical framework to combine predictive variant features and gene-level selective constraints for variant and gene prioritization. Based on a novel deep learning framework, *i.e*., deep mixed-effects model, we develop **UNEECON** (**UN**ified inferenc**E** of variant **E**ffects and gene **CON**straints), an evolution-based framework to predict deleterious variants and constrained genes from both variant features and gene-level intolerance to missense mutations. By integrating 30 predictive variant features and genomic variation from 141,456 human genomes \[[@pgen.1008922.ref028], [@pgen.1008922.ref029]\], UNEECON outperforms existing variant effect predictors and gene constraint scores in predicting pathogenic missense variants with a dominant mode of inheritance. In addition, deleterious *de novo* variants predicted by UNEECON are strongly enriched in individuals affected by severe development disorders \[[@pgen.1008922.ref030], [@pgen.1008922.ref031]\], highlighting its power for interpreting the effects of *de novo* mutations. Furthermore, UNEECON provides estimates of gene-level selective constraints (UNEECON-G scores) for all protein-coding genes. In the setting of gene prioritization, UNEECON-G scores show better performance than previous gene constraint scores in predicting human essential genes \[[@pgen.1008922.ref032]\], mouse essential genes \[[@pgen.1008922.ref033], [@pgen.1008922.ref034]\], autosomal dominant disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\], and haploinsufficient genes \[[@pgen.1008922.ref037]\]. UNEECON is a powerful framework for both variant and gene prioritization.

Results {#sec002}
=======

UNEECON integrates variant- and gene-level information to predict detrimental variants and constrained genes {#sec003}
------------------------------------------------------------------------------------------------------------

The key idea of UNEECON is to combine variant-level predictive features, such as sequence conservation scores and protein structural features, and gene-level signatures of selective constraints to infer negative selection on every potential missense mutation in the human genome. Inspired by classical sequence conservation models \[[@pgen.1008922.ref038]--[@pgen.1008922.ref042]\], which use site-specific substitution rate as a proxy of negative selection, we utilize the relative probability of the occurrence of a potential missense mutation in human populations, compared to neutral mutations, as an allele-specific predictor of negative selection.

We first fit a mutation model to calculate *μ*~*ij*~, *i.e*., the probability of the occurrence of mutation *i* in gene *j* when selection is absent. Our mutation model is trained on putatively neutral mutations in the gnomAD data \[[@pgen.1008922.ref029]\] and captures the impact of multiple neutral and technical factors, including the 7-mer sequence context centered on the focal site, the identity of the alternative allele, the local mutation rate, and the average sequencing coverage, on the probability of occurrence of a neutral mutation. At the gene level, the number of synonymous mutations predicted by the mutation model was nearly perfectly correlated with the observed number of synonymous mutations (Spearman's *ρ* = 0.976; Fig A in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}), suggesting that the mutation model can serve as a proper baseline for inferring negative selection.

Given the mutation model, UNEECON employs a novel deep learning framework, deep mixed-effects model, to infer the relative probability of the occurrence of each potential missense mutation ([Fig 1](#pgen.1008922.g001){ref-type="fig"}). In more detail, we denote *η*~*ij*~ as the relative probability of the occurrence of missense mutation *i* in gene *j* with respect to the neutral occurrence probability, *μ*~*ij*~. *η*~*ij*~ captures the impact of natural selection, instead of mutation and genetic drift, on the occurrence of a missense mutation. Analogous to generalized linear mixed models, we assume that *η*~*ij*~ depends on the sum of a variant-level fixed effect, *z*~*ij*~, and a gene-level random effect, *u*~*j*~. We assume that *z*~*ij*~ captures the contribution of predictive variant features to negative selection. Denoting **X**~*ij*~ as the vector of predictive features associated with mutation *i* in gene *j*, we use a feedforward neural network to model the relationship between **X**~*ij*~ and *z*~*ij*~ ([Fig 1](#pgen.1008922.g001){ref-type="fig"}). Furthermore, we assume that the random-effect term, *u*~*j*~, is a Gaussian (normal) random variable which models the variation of gene-level constraints that is not predictable from feature vector **X**~*ij*~. We then perform a logistic transformation on the sum of *z*~*ij*~ and *u*~*j*~ to obtain *η*~*ij*~. Finally, we multiply *η*~*ij*~ and *μ*~*ij*~ to obtain the occurrence probability of missense mutation *i* in the gnomAD exome sequencing data.

![Overview of the UNEECON model.\
UNEECON estimates negative selection on missense mutation *i* in gene *j* based on the relative probability of the occurrence of the missense mutation, *η*~*ij*~, compared to the occurrence probability of neutral mutations, *μ*~*ij*~. *η*~*ij*~ depends on the sum of a variant-level fixed effect, *z*~*ij*~, and a gene-level random effect, *u*~*j*~. We assume that *z*~*ij*~ captures the contribution of variant-level features, **X**~*ij*~, to negative selection, and model the relationship between **X**~*ij*~ and *z*~*ij*~ with a feedforward neural network. We assume that *u*~*j*~ is a Gaussian random variable modeling the gene-level variation of selective constraints that cannot be predicted from variant features. The sum of *z*~*ij*~ and *u*~*j*~ is then sent to a logistic function to obtain *η*~*ij*~. The neutral occurrence probability, *μ*~*ij*~, is from a context-dependent mutation model trained on putatively neutral mutations. Free parameters of the UNEECON model are estimated by minimizing the discrepancy between the predicted occurrence probability, *η*~*ij*~ ⋅ *μ*~*ij*~, and the observed occurrence of each potential missense mutation in the gnomAD exome sequencing data \[[@pgen.1008922.ref029]\].](pgen.1008922.g001){#pgen.1008922.g001}

We estimate the parameters of the UNEECON model by minimizing the discrepancy between the predicted occurrence probability, *η*~*ij*~ ⋅ *μ*~*ij*~, and the observed presence/absence of each potential missense mutation, which is equivalent to maximizing a Bernoulli likelihood function. We also employ regularization techniques, including dropout \[[@pgen.1008922.ref043]\] and early stopping \[[@pgen.1008922.ref044]\], to avoid overfitting. After training, we calculate variant-effect scores (UNEECON scores) and gene-level intolerance to missense mutations (UNEECON-G scores) defined as the expected reduction of the occurrence probability at variant and gene levels, respectively. Both UNEECON and UNEECON-G scores range from 0 to 1, with higher scores suggesting stronger negative selection.

UNEECON scores capture variation of negative selection within and across genes {#sec004}
------------------------------------------------------------------------------

We trained the UNEECON model with 30 missense variant features, including conservation scores, protein structural features, and regulatory features (Table A in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}), and rare missense variants with a minor allele frequency (MAF) lower than 0.1% in the gnomAD dataset \[[@pgen.1008922.ref029]\]. After the training process, we first compared the distributions of UNEECON scores across potential missense mutations in haploinsufficient genes \[[@pgen.1008922.ref037]\], autosomal dominant disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\], autosomal recessive disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\], and olfactory receptor genes \[[@pgen.1008922.ref045]\]. In agreement with previous studies \[[@pgen.1008922.ref016], [@pgen.1008922.ref028], [@pgen.1008922.ref035]\], missense mutations in autosomal dominant disease genes had higher UNEECON scores than those in autosomal recessive disease genes ([Fig 2a](#pgen.1008922.g002){ref-type="fig"}), suggesting a stronger selection on heterozygous missense mutations in the genes associated with autosomal dominant disorders. Also, we observed that missense mutations in olfactory receptor genes had much lower UNEECON scores ([Fig 2a](#pgen.1008922.g002){ref-type="fig"}), potentially due to relaxed purifying selection or enhanced positive selection in the human lineage \[[@pgen.1008922.ref046]\].

![Distributions of UNEECON scores across potential missense mutations.\
**(a)** Distributions of UNEECON scores estimated for potential missense mutations in haploinsufficient (HI) genes \[[@pgen.1008922.ref037]\], autosomal dominant disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\], autosomal recessive disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\], and olfactory receptor genes \[[@pgen.1008922.ref045]\]. **(b)** Distributions of UNEECON scores estimated for potential missense mutations in various protein regions. The functional sites and protein secondary structures are based on UniProt annotations \[[@pgen.1008922.ref047]\]. The predicted disordered protein regions are from MobiDB \[[@pgen.1008922.ref048]\]. **(c)** Average UNEECON scores estimated for all codon positions in the CDKL5 protein. Each grey dot represents the UNEECON score averaged over all missense mutations in a codon position. Blue curve represents the locally estimated scatterplot smoothing (LOESS) fit. Blue and red dots represent pathogenic and benign missense variants from ClinVar \[[@pgen.1008922.ref030]\], respectively. The horizontal line represents a constrained region reported in a previous study \[[@pgen.1008922.ref025]\].](pgen.1008922.g002){#pgen.1008922.g002}

Second, we investigated whether the distributions of UNEECON scores varied across different types of protein regions annotated by UniProt \[[@pgen.1008922.ref047], [@pgen.1008922.ref049]\] and MobiDB \[[@pgen.1008922.ref048]\]. We observed that the distributions of UNEECON scores were similar among *α*-helices, *β*-strands, and hydrogen-bonded turns ([Fig 2b](#pgen.1008922.g002){ref-type="fig"}). In contrast, UNEECON scores were significantly lower in disordered protein regions. As expected, UNEECON scores were significantly higher in functional protein sites, including enzyme active sites and ligand binding sites ([Fig 2b](#pgen.1008922.g002){ref-type="fig"}), suggesting much stronger purifying selection on these critical residues.

Interestingly, UNEECON scores showed a bimodal distribution in both enzyme active sites and ligand binding sites, with the first mode around 0.8 and the second mode around 0.2 ([Fig 2b](#pgen.1008922.g002){ref-type="fig"}). Therefore, even though most of enzyme active sites and ligand binding sites are believed to play a crucial role in maintaining the functional integrity of proteins, a substantial fraction of heterozygous missense mutations in these sites are not subject to strong negative selection. This result may be due to the fact that heterozygous mutations in recessive genes have a limited impact on protein function. In agreement with this explanation, functional protein sites in autosomal recessive disease genes had substantially lower UNEECON scores than those in haploinsufficient and autosomal dominant genes (Fig B in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}).

Furthermore, we used the human CDKL5 protein as an example to illustrate UNEECON's capability to capture regional variation of negative selection within a gene. Similar to a previously published metric of regional missense constraints \[[@pgen.1008922.ref025]\], UNEECON predicted that the N-terminus of CDKL5 was under strong negative selection ([Fig 2c](#pgen.1008922.g002){ref-type="fig"}). In agreement with the evidence of strong selection, this region was also enriched with known pathogenic missense variants and depleted with benign missense variants ([Fig 2c](#pgen.1008922.g002){ref-type="fig"}). Interestingly, UNEECON also predicted that the C-terminus of CDKL5 was under much weaker selection compared with the rest of the protein ([Fig 2c](#pgen.1008922.g002){ref-type="fig"}). Accordingly, this unconstrained region was enriched with benign missense variants and depleted with pathogenic missense variants.

UNEECON scores accurately predict missense mutations associated with dominant genetic disorders {#sec005}
-----------------------------------------------------------------------------------------------

Since UNEECON measures the strength of strong negative selection on heterozygous missense mutations, we hypothesize that UNEECON scores are predictive of missense variants associated with dominant Mendelian disorders. To test this hypothesis, we compared the performance of UNEECON with eight existing methods in the setting of predicting autosomal dominant disease variants in ClinVar \[[@pgen.1008922.ref030]\]. The eight previously published methods can be classified into three categories: 1) variant-level prediction methods, including LASSIE \[[@pgen.1008922.ref012]\], CADD \[[@pgen.1008922.ref008]\], Eigen \[[@pgen.1008922.ref050]\], and PrimateAI \[[@pgen.1008922.ref011]\]; 2) gene-level and region-level prediction methods, including RVIS \[[@pgen.1008922.ref016]\], pLI \[[@pgen.1008922.ref017]\], and CCR \[[@pgen.1008922.ref022]\]; and 3) MPC \[[@pgen.1008922.ref025]\], a supervised machine learning method utilized both variant features and regional constraint scores as input features. It is worth noting that several aforementioned methods, including UNEECON, used the variants from the gnomAD dataset as a part of their training data. If the same gnomAD variants are also used as negative controls in the evaluation of performance, we will overestimate the power of these methods trained on the gnomAD data. To avoid this problem, we used benign missense variants in ClinVar as negative controls and removed any ClinVar variants that are also present in gnomAD. Then, we matched the numbers of positives and negatives by random sampling without replacement.

Overall, UNEECON outperformed previous methods in predicting ClinVar missense variants associated with autosomal dominant disorders ([Fig 3a](#pgen.1008922.g003){ref-type="fig"}; Table B in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}). Among the previously published methods, variant-level predictors performed better than gene-level and region-level constraint scores. To test the robustness of these results, we constructed an alternative set of dominant pathogenic variants defined as all the pathogenic missense variants located in 709 genes associated with autosomal dominant diseases \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\]. UNEECON again outperformed the other methods in this dataset, even though the difference in performance between UNEECON and LASSIE was not statistically significant (Fig C in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}; Table B in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}).

![Predictive power of various methods for distinguishing pathogenic missense variants from benign missense variants.\
**(a)** Performance in predicting autosomal dominant pathogenic variants from ClinVar \[[@pgen.1008922.ref030]\]. True positive and true negative rates correspond to the fractions of pathogenic and benign variants exceeding various thresholds, respectively. AUC corresponds to the area under the receiver operating characteristic curve. **(b)** Enrichment of predicted deleterious *de novo* variants in individuals affected by developmental disorders \[[@pgen.1008922.ref031]\]. The *y*-axis corresponds to the log~2~ odds ratio of the enrichment of predicted deleterious variants in the affected individuals for a given percentile threshold. The *x*-axis corresponds to the various percentile threshold values used in the enrichment analysis. Error bars represent the standard error of the log~2~ odds ratio.](pgen.1008922.g003){#pgen.1008922.g003}

Because some genes are better studied than others in medical genetics, known pathogenic variants are not evenly distributed across genes \[[@pgen.1008922.ref051]\]. In the ClinVar database, the majority of protein-coding genes contain only a single class of variants, *i.e*., either "pathogenic-only" or "benign-only". It is considerably more challenging to predict pathogenic variants in "mixed" genes that contain both pathogenic and benign variants \[[@pgen.1008922.ref051]\]. We evaluated UNEECON on 157 autosomal dominant genes containing both pathogenic and benign variants. UNEECON again outperformed previous methods in separating pathogenic missense variants from benign missense variants in these "mixed" genes (Fig D1 in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}).

To evaluate the performance of UNEECON when the information of gene-level selective constraints is absent, we removed all protein-coding genes with at least one ClinVar pathogenic missense variant from the training data and retrained the UNEECON model on the new training set. Then, we evaluated the performance of this version of UNEECON in separating pathogenic missense variants from benign missense variants in the "mixed" genes containing both pathogenic and benign missense variants. It is worth noting that the "mixed" genes were not used in the training step. In the step of prediction, UNEECON effectively substituted the gene-level random-effect term with its genome-wide average, forcing UNEECON to make predictions solely based on variant-level features. Again, UNEECON outperformed previous methods in this setting (Fig D2 in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}), suggesting that UNEECON is a robust method and can still predict pathogenic variants when the information of gene-level selective constraints is absent.

While UNEECON was highly powerful in predicting autosomal dominant disease variants, it might not be as accurate when applied to predict recessive disease variants which are only detrimental in the homozygous state. To test this hypothesis, we evaluated UNEECON's performance in predicting autosomal recessive disease variants in ClinVar \[[@pgen.1008922.ref030]\]. As expected, UNEECON was outperformed by multiple methods, such as LASSIE \[[@pgen.1008922.ref012]\] and Eigen \[[@pgen.1008922.ref050]\], in this setting (Fig E in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}). Similar results were reached with an alternative set of recessive pathogenic variants defined as all the pathogenic missense variants located in 1,183 autosomal recessive genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\] (Fig F in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}).

As an orthogonal benchmark of UNEECON's performance in predicting dominant disease variants, we investigated whether UNEECON was able to predict *de novo* missense mutations identified in individuals affected by severe developmental disorders \[[@pgen.1008922.ref031]\]. We obtained *de novo* missense variants identified in affected individuals and healthy individuals from denovo-db \[[@pgen.1008922.ref052]\]. Then, for multiple percentile rank cutoff values (top 10%, 20%, 30%, and 40%), we evaluated the enrichment of deleterious variants predicted by each method in the affected individuals. Overall, missense variants predicted by UNEECON and MPC showed the highest enrichments in the affected individuals ([Fig 3b](#pgen.1008922.g003){ref-type="fig"}), suggesting that these two methods were more powerful in predicting *de novo* risk mutations. The performance gaps between UNEECON/MPC and the other methods were highest at the most stringent cutoff of 10% ([Fig 3b](#pgen.1008922.g003){ref-type="fig"}).

UNEECON uses a data-driven approach to combine variant-level features and gene-level selective constraints. Alternatively, variant-level and gene-level predictors can be used as two successive filters in the same variant prioritization pipeline. We compared UNEECON with such a heuristic method \[[@pgen.1008922.ref016]\] in the setting of predicting ClinVar missense variants and *de novo* missense mutations associated with severe developmental disorders. The heuristic method converted RVIS and PolyPhen-2 scores into two binary predictors, and only the variants predicted by both RVIS and PolyPhen-2 were considered to be deleterious. Compared with RVIS and the heuristic method combining RVIS and PolyPhen-2, UNEECON showed significantly better performance in predicting pathogenic missense variants in ClinVar, and the *de novo* mutations predicted by UNEECON showed substantially stronger enrichment in the individuals affected by severe developmental disorders (Fig G in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}).

UNEECON-G scores perform favorably in predicting disease genes and essential genes {#sec006}
----------------------------------------------------------------------------------

The UNEECON model also provided UNEECON-G scores which measure gene-level intolerance to missense mutations. We compared the performance of UNEECON-G scores with alternative gene constraint scores, including RVIS \[[@pgen.1008922.ref016]\], pLI \[[@pgen.1008922.ref017]\], mis-z \[[@pgen.1008922.ref017]\], and GDI \[[@pgen.1008922.ref019]\], in the setting of predicting disease genes and essential genes. The disease gene sets included 709 autosomal dominant disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\] and 294 haploinsufficient genes \[[@pgen.1008922.ref037]\]. The essential gene sets included 2,454 human orthologs of mouse essential genes \[[@pgen.1008922.ref033], [@pgen.1008922.ref034]\] and 683 human essential genes identified by CRISPR knockout experiments in human cell lines \[[@pgen.1008922.ref032]\]. For each set of autosomal dominant disease genes, haploinsufficient genes, and mouse essential genes, we constructed a negative gene set by sampling a matched number of genes from the other genes in the human genome. For the essential genes identified by CRISPR in cell lines, we constructed a negative gene set by sampling a matched number of genes from the nonessential genes reported in the same study \[[@pgen.1008922.ref032]\]. Overall, UNEECON-G significantly outperformed alternative gene-level metrics in predicting the four sets of essential and disease genes ([Fig 4](#pgen.1008922.g004){ref-type="fig"}; Table C in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}).

![Predictive power of various methods for distinguishing disease and essential genes from genes not likely to have strong phenotypic effects.\
**(a)** Performance in predicting autosomal dominant disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\]. **(b)** Performance in predicting haploinsufficient genes \[[@pgen.1008922.ref037]\]. **(c)** Performance in predicting human orthologs of mouse essential genes \[[@pgen.1008922.ref033], [@pgen.1008922.ref034]\]. **(d)** Performance in predicting human essential genes in cell lines \[[@pgen.1008922.ref032]\]. True positive and true negative rates correspond to the fractions of positive and negative genes exceeding various thresholds, respectively. AUC corresponds to the area under the receiver operating characteristic curve.](pgen.1008922.g004){#pgen.1008922.g004}

Both variant-level features and gene-level constraints are important for variant interpretation {#sec007}
-----------------------------------------------------------------------------------------------

To gain more insights into which components of the UNEECON model are critical for predicting detrimental variants, we characterized the contributions of the 30 variant features and the gene-level random effect to negative selection. Unfortunately, it is challenging to directly interpret the UNEECON model due to the nonlinearity introduced by the feedforward artificial neural network. To bypass this difficulty, we used a linear version of the UNEECON model as an approximation of the nonlinear UNEECON model. The linear UNEECON model has no hidden units and can be interpreted as a generalized linear mixed model. Then, we evaluated the importance of the variant-level features and the gene-level random effect in this linear surrogate model. The variant score predicted by the linear UNEECON model was nearly perfectly correlated with the UNEECON score predicted by the original nonlinear UNEECON model (Spearman's *ρ* = 0.95), supporting the use of the linear UNEECON model as a surrogate for model interpretation.

In the linear surrogate model, the relative probability of the occurrence of mutation *i* in gene *j*, *η*~*ij*~, is a linear combination of variant features, **X**~*ij*~, and the gene-level random effect, *u*~*j*~, up to a logistic transformation. Analogous to the interpretation of canonical linear models, we defined the contribution score of a variant feature as the negative value of the weight (regression coefficient) associated with this feature, and similarly defined the contribution score of the gene-level random effect as the negative value of its standard deviation. Positive and negative contribution scores suggest that the corresponding variables are positively and negatively correlated with negative selection, respectively, and contribution scores near zero indicate that the corresponding variables are not important for predicting detrimental mutations.

As shown in Fig H in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}, the gene-level random effect was the most important feature for predicting deleterious variants, highlighting the importance of gene-level constraints for variant interpretation. In addition, several conservation scores, such as the qualitative predictions from LRT, PROVEAN, and SIFT, and a subset of protein structural features, such as the predicted probabilities of forming various protein secondary structures, were also important for accurate prediction of deleterious variants. Even though these variant features individually were less important than the gene-level random effect, accumulatively they explained a significant fraction of the variation of negative selection across missense mutations. Therefore, both variant features and gene-level constraints are important for predicting deleterious variants.

Missense constraints and loss-of-function constraints are weakly correlated across genes {#sec008}
----------------------------------------------------------------------------------------

The UNEECON-G score represents gene-level intolerance to missense mutations in human populations. Alternatively, selective constraint on a gene can be defined as its degree of intolerance to loss-of-function mutations, such as stop-gained, frameshift, and splice-site mutations \[[@pgen.1008922.ref017], [@pgen.1008922.ref028], [@pgen.1008922.ref029]\]. A recent study suggested that gene-level intolerance to loss-of-function mutations may not be a reliable predictor of pathogenic missense variants \[[@pgen.1008922.ref053]\], implying a weak correlation between gene-level intolerance to loss-of-function mutations and that to missense mutations. To test this hypothesis at a genome-wide scale, we investigated the correlation between the UNEECON-G score and the pLI score, a metric of gene-level intolerance to loss-of-function mutations \[[@pgen.1008922.ref017]\]. As expected, the UNEECON-G score was only moderately correlated with the pLI score (Spearman's *ρ* = 0.59; [Fig 5a](#pgen.1008922.g005){ref-type="fig"}).

![Distributions of gene-level intolerance to missense and to loss-of-function mutations.\
**(a)** Correlation between gene-level intolerance to missense mutations (UNEECON-G score) and that to loss-of-function (LOF) mutations (pLI score). Blue dots represent 956 genes intolerant to both missense and LOF mutations. Red dots represent 956 genes tolerant to missense but not to loss-of-function mutations. **(b)** Distribution of protein disorder content in the gene sets intolerant to loss-of-function mutations. **(c)** Enrichment of Reactome pathways in the gene set intolerant to both missense and loss-of-function mutations. The gene set tolerant to missense but not to loss-of-function mutations is used as a background. Only the highest-level Reactome terms from the PANTHER hierarchy view are included in the visualization. The term "unclassified" indicates that the corresponding genes have no known or inferred function. A fold enrichment below 1 indicates a depletion in the gene set intolerant to both missense and loss-of-function mutations, or equivalently, an enrichment in the gene set tolerant to missense but not to loss-of-function mutations. **(d)** Enrichment of autism genes in the gene sets intolerant to loss-of-function mutations. Error bars represent the standard error of the log~2~ odds ratio.](pgen.1008922.g005){#pgen.1008922.g005}

Intrinsically disordered proteins play key roles in a multitude of biological processes \[[@pgen.1008922.ref054]\], but their sequences are poorly conserved across species \[[@pgen.1008922.ref055]\]. Therefore, missense mutations in intrinsically disordered proteins may be under weak negative selection even if loss-of-function mutations in these proteins are deleterious. To test this hypothesis, we investigated the distributions of protein disorder content, *i.e*., the fraction of disordered regions in a protein \[[@pgen.1008922.ref048]\], across 1,912 protein-coding genes intolerant to heterozygous loss-of-function mutations (pLI score ≥ 0.9). We split the 1,912 genes into two equal-size groups based on their UNEECON-G scores, and defined the 956 genes with higher UNEECON-G scores as the gene set intolerant to both missense and loss-of-function mutations. Accordingly, we defined the 956 genes with lower UNEECON-G scores as the gene set tolerant to missense but not to loss-of-function mutations. Compared with the 956 genes intolerant to both missense and loss-of-function mutations, the disorder contents were significantly higher in the 956 genes tolerant to missense mutations but not to loss-of-function mutations ([Fig 5b](#pgen.1008922.g005){ref-type="fig"}). Therefore, disordered protein regions can at least partially explain the observed discrepancy between missense constraints and loss-of-function constraints.

We further investigated the enrichment of Reactome pathways \[[@pgen.1008922.ref056]\] and Gene Ontology terms \[[@pgen.1008922.ref057], [@pgen.1008922.ref058]\] in the 956 genes intolerant to both missense and loss-of-function mutations, using the 956 genes tolerant to missense but not to loss-of-function mutations as a background. Several key pathways associated with central nervous system, gene regulation, cell cycle, and innate immune response were overrepresented in the genes intolerant to both missense and loss-of-function mutations ([Fig 5c](#pgen.1008922.g005){ref-type="fig"}; Table D in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}). We observed an enrichment of similar terms based on the Gene Ontology (Tables E & F in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}). In agreement with the enrichment of pathways associated with the central nervous system, the genes intolerant to both missense and loss-of-function mutations were strongly enriched in the gene set implicated in the autism spectrum disorders \[[@pgen.1008922.ref059]\] ([Fig 5d](#pgen.1008922.g005){ref-type="fig"}). In contrast, the genes tolerant to missense but not to loss-of-function mutations were more likely to have no known or inferred function ([Fig 5c](#pgen.1008922.g005){ref-type="fig"}; Table D in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}).

Discussion {#sec009}
==========

Here we present UNEECON for a unified prediction of deleterious missense mutations and highly constrained genes in the human genome. Compared with previously published methods, UNEECON shows superior performance in predicting missense variants and protein-coding genes associated with dominant genetic disorders. Therefore, UNEECON is a promising framework for both variant and gene prioritization. Furthermore, unlike supervised machine learning approaches, such as MPC \[[@pgen.1008922.ref025]\], UNEECON integrates variant features and gene constraints based on signatures of negative selection instead of labeled disease variants. Therefore, UNEECON is unlikely to suffer from the circularity and the inflated performance commonly found in supervised methods \[[@pgen.1008922.ref051]\].

It is worth noting that UNEECON is different from existing prioritization methods in multiple important aspects. First, unlike classical sequence conservation metrics \[[@pgen.1008922.ref038]--[@pgen.1008922.ref042]\] and integrative variant scores \[[@pgen.1008922.ref008]--[@pgen.1008922.ref015]\], UNEECON infers the strength of negative selection based on rare genetic variants. Therefore, UNEECON predicts strongly deleterious variants with a dominant/semidominant mode of inheritance \[[@pgen.1008922.ref060]\]. Second, unlike previously published gene constraint metrics that typically assign the same score to all missense variants within a gene \[[@pgen.1008922.ref016]--[@pgen.1008922.ref023]\], UNEECON assigns different scores to the variants in the same gene in a feature-dependent manner, providing high-resolution maps of variant effects within genes. Third, UNEECON is able to adjust the distribution of variant scores within a gene according to the degree of depletion of missense variants in this gene, allowing for assigning different scores to missense mutations with similar variant features but located in different genes.

Similar to other metrics of negative selection, the performance of UNEECON strongly depends on the correlation between variant penetrance and negative selection. Our analysis of pathogenic variants suggests that UNEECON can predict deleterious variants associated with dominant genetic disorders but not necessarily those associated with recessive disorders. Also, because common variants are unlikely to be under strong negative selection \[[@pgen.1008922.ref012]\], UNEECON scores might not be able to predict common variants associated with complex traits or late-onset diseases. In contrast, a recent study suggests that rare variants associated with complex traits are strongly enriched in coding regions and tend to be under negative selection \[[@pgen.1008922.ref061]\], implying that UNEECON could be a useful tool for rare variant association studies.

UNEECON is based on a novel machine learning framework, deep mixed-effects model, to integrate variant features and gene-level constraints. By comparing the nonlinear UNEECON model with a linear UNEECON model without hidden layers, we observe that the UNEECON scores from the nonlinear model are nearly perfectly correlated with the scores from the linear UNEECON model (Spearman's *ρ* = 0.95). Therefore, the additional nonlinearity introduced by neural networks may not be critical for the dataset described in this work. Nevertheless, the deep mixed-effects model has the flexibility of modeling complex interactions between variant-level features, which may be important for analyzing other datasets.

Our analysis of the linear UNEECON model suggests that both the predictive variant features and the gene-level constraints are important for variant interpretation. In particular, gene-level evidence of selective constraints is the single most important predictor of negative selection on missense mutations. Also, predictive variant features accumulatively explain a large fraction of the variation of negative selection across missense variants. We expect that the combination of variant-level predictors and gene-level constraints will be an essential component in the future development of variant and gene prioritization methods.

By contrasting UNEECON-G scores against pLI scores, we observe a low correlation between gene-level intolerance to missense mutations and that to loss-of-function mutations. The prevalence of disordered protein regions in the human proteome is a key biological factor contributing to the low correlation between missense and loss-of-function constraints. Furthermore, we observe that the genes intolerant to both loss-of-function mutations and missense mutations may play key roles in the central nervous system and the autism spectrum disorders, highlighting the needs to investigate the function of these genes using state-of-the-art experimental techniques. By combing powerful variant and gene prioritization tools, such as UNEECON, and high-throughput mutagenesis and genome editing techniques \[[@pgen.1008922.ref062], [@pgen.1008922.ref063]\], we will obtain more insights into the function of these strongly constrained genes in the future.

Materials and methods {#sec010}
=====================

Predictive variant features {#sec011}
---------------------------

UNEECON was trained on 30 missense variant features previously used to infer fitness effects of coding variants in the human genome (Table A in [S1 File](#pgen.1008922.s001){ref-type="supplementary-material"}; \[[@pgen.1008922.ref012]\]). These features can be classified into three categories: sequence conservation scores, protein structural features, and functional genomic features. The sequence conservation scores included SIFT \[[@pgen.1008922.ref005]\], PROVEAN \[[@pgen.1008922.ref007]\], SLR \[[@pgen.1008922.ref064]\], Grantham \[[@pgen.1008922.ref065]\], PSIC \[[@pgen.1008922.ref066]\], LRT \[[@pgen.1008922.ref067]\], MutationAssessor \[[@pgen.1008922.ref004]\], HMMEntropy \[[@pgen.1008922.ref068]\], and phyloP scores \[[@pgen.1008922.ref040]\]. The protein structural features included predicted secondary structures, B-factors, contributions to protein stability, and relative solvent accessibilities from SNVBox \[[@pgen.1008922.ref068]\]. The functional genomic features included the non-commercial version of SPIDEX splicing scores \[[@pgen.1008922.ref069]\] and the maximum RNA-seq signals from the Roadmap Epigenomics Project \[[@pgen.1008922.ref070]\]. Following a common practice in machine learning and statistics, we standardized continuous features by subtracting the mean and dividing by the standard deviation. All the features were based on the hg19 (GRCh37) assembly.

Population genomic data {#sec012}
-----------------------

We dowloaded whole genome variation data, exome variation data, and corresponding sequencing coverage data from the gnomAD browser \[[@pgen.1008922.ref028], [@pgen.1008922.ref029]\] (version 2.1.0). We only retained rare SNVs (MAF \< 0.1%) that passed gnomAD's built-in quality filter for downstream analysis.

Context-dependent mutation model {#sec013}
--------------------------------

We trained a context-dependent mutation model to capture the impact of 7-mer sequence context, local mutation rate, and sequencing coverage on the probability of the occurrence of each mutation in the gnomAD exome sequencing data. Because of the intrinsic sparsity of putatively neutral variants in coding regions, it is difficult to build a mutation model solely based on the gnomAD exome sequencing data. Therefore, we first built a mutation model based on neutral noncoding variants in the gnomAD whole genome sequencing (WGS) data. Then, we recalibrated the WGS-based mutation model in the gnomAD exome sequencing data to adjust for the differences in population sample size and sequencing coverage between the WGS and the exome sequencing data.

To build the WGS-based mutation model, we first compiled a list of putatively neutral noncoding regions following a strategy described in previous studies \[[@pgen.1008922.ref010], [@pgen.1008922.ref071], [@pgen.1008922.ref072]\]. We removed coding exons \[[@pgen.1008922.ref073]\], conserved phastCons elements \[[@pgen.1008922.ref074]\], nucleotide sites within 1000 bp of any coding exons, and nucleotide sites within 100 bp of any phastCons elements. We assumed that the remaining noncoding regions were largely depleted with functional elements and, therefore, mutations in these regions were putatively neutral. It is worth noting that we also removed any nucleotide sites with an average sequencing coverage below 20, due to the difficulty of variant calling in low coverage regions, and any sites overlapping CpGs, due to the high mutation rates in these sites.

Then, we fit a WGS-based mutation model to the gnomAD WGS data in putatively neutral noncoding regions. First, for each possible combination of mutation *l* and sequence context *k* (the focal nucleotide with 3 flanking nucleotides on each side), we calculated its mutability, *f*~*k*→*l*~, defined as the proportion of 7-mer sequences of *k* with observed rare variant *l* in the gnomAD WGS data. We defined $F_{k\rightarrow l} = \text{logit}\left( f_{k\rightarrow l} \right) \equiv \log\left( \frac{f_{k\rightarrow l}}{1 - f_{k\rightarrow l}} \right)$, which represents the contribution of sequence context and mutation type to the probability of variant occurrence in logit scale. Second, we fit a genome-wide logistic regression model to estimate the contributions of sequencing depth and context-dependent mutability to the probability of the occurrence of a mutation. This logistic regression model assumed $$\begin{array}{r}
{P\left( Y_{i}^{\text{WGS}} = 1 \right) = \text{logistic}\left( \alpha_{0} + \alpha_{1}\log\left( d_{i} \right) + \alpha_{2}F_{k_{i}\rightarrow l_{i}} \right),} \\
\end{array}$$ where $Y_{i}^{\text{WGS}}$ is a binary indicator of the occurrence of neutral noncoding mutation *i* in the gnomAD WGS data. *α*~0~, *α*~1~, and *α*~2~ are the free parameters in the logistic regression model. *d*~*i*~ is the average sequencing depth at the nucleotide position of mutation *i*. *k*~*i*~ and *l*~*i*~ are the sequence context and the mutation type of mutation *i*, respectively. We then fit a local logistic regression model for each exon *m* in the human genome with $$\begin{array}{r}
\begin{array}{cl}
{P\left( Y_{i}^{\text{WGS}} = 1 \right) = \text{logistic}\left( \alpha_{3}^{m} + {\hat{\alpha}}_{1}\log\left( d_{i} \right) + {\hat{\alpha}}_{2}F_{k_{i}\rightarrow l_{i}} \right),\mspace{720mu}} & {\text{for}\mspace{720mu}\text{all}\mspace{720mu}\text{mutation}\mspace{720mu} i^{\prime}s} \\
 & {\text{within}\mspace{720mu} 60\mspace{720mu}\text{kb}\mspace{720mu}\text{of}\mspace{720mu}\text{exon}\mspace{720mu} m} \\
\end{array} \\
\end{array}$$ where $\alpha_{3}^{m}$ is an exon-specific free parameter independently estimated for each exon *m*, and ${\hat{\alpha}}_{1}$ and ${\hat{\alpha}}_{2}$ are the estimates of regression coefficients in [Eq 1](#pgen.1008922.e002){ref-type="disp-formula"}. The local regression model effectively added an exon-specific, multiplicative scaling factor to adjust for the variation of local mutation rates across exons. We defined $$\begin{array}{r}
{q_{i} = {\hat{\alpha}}_{3}^{m} + {\hat{\alpha}}_{1}\log\left( d_{i} \right) + {\hat{\alpha}}_{2}F_{k_{i}\rightarrow l_{i}}} \\
\end{array}$$ as the logit of the predicted occurrence probability of mutation *i* in exon *m* in the WGS-based mutation model, given the estimated ${\hat{\alpha}}_{3}^{m}$, ${\hat{\alpha}}_{1}$, and ${\hat{\alpha}}_{2}$.

Finally, we recalibrated the WGS-based mutation model in the gnomAD exome sequencing data with a logistic regression model, $$\begin{array}{r}
{P\left( Y_{i}^{\text{exome}} = 1 \right) = \text{logistic}\left( \beta_{0} + q_{i} \right),} \\
\end{array}$$ where $Y_{i}^{\text{exome}}$ is a binary indicator of the presence of synonymous mutation *i* in the gnomAD exome sequencing data, and *β*~0~ is the free parameter of the logistic regression model. The exome-based logistic regression model effectively added a multiplicative scaling factor to accommodate for the differences in population sample size and sequencing coverage between the WGS and the exome sequencing data. In the final exome mutation model, we defined the predicted probability of the occurrence of missense mutation *i* in gene *j* as $$\begin{array}{r}
{\mu_{ij} = \text{logistic}\left( {\hat{\beta}}_{0} + q_{i} \right) \equiv \frac{\text{exp}\left( {\hat{\beta}}_{0} + q_{i} \right)}{1 + \text{exp}\left( {\hat{\beta}}_{0} + q_{i} \right)},} \\
\end{array}$$ where ${\hat{\beta}}_{0}$ is the maximum likelihood estimate of *β*~0~ in [Eq 4](#pgen.1008922.e012){ref-type="disp-formula"}. We fit all the logistic regression models using the glm function in R \[[@pgen.1008922.ref075]\].

Details of the UNEECON model {#sec014}
----------------------------

We assume that negative selection on a potential mutation is a mathematical function of the sum of a variant-level fixed effect, *z*~*ij*~, and a gene-level random effect, *u*~*j*~ ([Fig 1](#pgen.1008922.g001){ref-type="fig"}). Denoting **X**~*ij*~ as the vector of variant features associated with mutation *i* in gene *j*, we assume that the variant-level fixed effect, *z*~*ij*~, can be modeled by a feedforward neural network. At the bottom of the neural network, a nonlinear hidden layer and a dropout layer are employed to transform **X**~*ij*~ to a hidden vector, $$\begin{array}{r}
{\mathbf{H}_{ij} = \text{droput}\left( \text{ReLU}\left( \mathbf{X}_{ij} \cdot \mathbf{W}_{\text{hidden}} + \mathbf{B}_{\text{hidden}} \right) \right),} \\
\end{array}$$ where **ReLU** and **dropout** are the rectified linear layer \[[@pgen.1008922.ref076]\] and the dropout layer \[[@pgen.1008922.ref043]\], respectively. **W**~hidden~ and **B**~hidden~ are the weight matrix and bias vector of the hidden layer, respectively. Then, we assume the fixed effect term, *z*~*ij*~, is a linear combination of the hidden vector **H**~*ij*~, $$\begin{array}{r}
{z_{ij} = \mathbf{H}_{ij} \cdot \mathbf{W}_{\text{output}} + b_{\text{output}},} \\
\end{array}$$ where **W**~output~ and *b*~output~ are the weight vector and the bias term, respectively. We use the Glorot method \[[@pgen.1008922.ref077]\] to initialize the weights, **W**~hidden~ and **W**~output~, and initialize the bias terms, **B**~hidden~ and *b*~output~, with zeros. In the dropout layer, we use a fixed dropout rate of 0.5. It is worth noting that, if a linear version of the UNEECON model is used, [Eq 6](#pgen.1008922.e016){ref-type="disp-formula"} will be replaced by an identity function **H**~*ij*~ ≡ **X**~*ij*~.

To capture the variation of gene-level selective constraints that cannot be predicted from feature vector **X**~*ij*~, we introduce a gene-level random-effect term following a Gaussian distribution, $$\begin{array}{r}
{u_{j} \sim \mathcal{N}\left( 0,\sigma \right),} \\
\end{array}$$ where *σ* is the standard deviation of the Gaussian distribution. Given the fixed and random effect terms, we assume *η*~*ij*~, the relative probability of the occurrence of mutation *i* in gene *j*, follows $$\begin{array}{r}
{\eta_{ij} = \text{logistic}\left( z_{ij} + u_{j} \right) \equiv \frac{\text{exp}\left( z_{ij} + u_{j} \right)}{1 + \text{exp}\left( z_{ij} + u_{j} \right)}.} \\
\end{array}$$

We further assume that the total probability of the occurrence of potential missense mutation *i* in gene *j* is equal to the product of *η*~*ij*~ and *μ*~*ij*~, the probability of variant occurrence under the neutral mutation model described in [Eq 5](#pgen.1008922.e014){ref-type="disp-formula"}. Accordingly, the likelihood function for the data associated with gene *j* is defined as $$\begin{array}{r}
{\mathcal{L}_{j} = \prod\limits_{i}\left( \eta_{ij}\mu_{ij} \right)^{Y_{ij}}\left( 1 - \eta_{ij}\mu_{ij} \right)^{1 - Y_{ij}},} \\
\end{array}$$ where *Y*~*ij*~ is a binary indicator of the occurrence of missense mutation *i* in gene *j* in the gnomAD exome sequencing data.

Training the UNEECON model {#sec015}
--------------------------

We trained UNEECON with the Adam optimization algorithm \[[@pgen.1008922.ref078]\]. In each iteration, UNEECON loaded a mini-batch of data consisting of all the potential missense mutations in a single gene. Then, we calculated the log likelihood of the mini-batch of data using [Eq 10](#pgen.1008922.e020){ref-type="disp-formula"} and numerically integrated out *u*~*j*~ with a 20-point Gaussian Quadrature rule. The negative log value of [Eq 10](#pgen.1008922.e020){ref-type="disp-formula"} was used as the objective function in the Adam optimizer.

We randomly split the data into a training set (80% genes; 51,108,443 potential missense mutations), a validation set (10% genes; 6,435,990 potential missense mutations), and a test set (10% genes; 6,414,968 potential missense mutations). After each epoch of training, UNEECON evaluated the objective function in the validation set and stopped training when the objective function did not improve over 5 successive epochs to avoid overfitting (early stopping). Furthermore, we performed a grid search to optimize two hyperparameters, *i.e*., the learning rate of the Adam algorithm (10^−2^, 10^−3^, and 10^−4^) and the number of hidden units (64, 128, 256, 512, and a linear model without hidden units). The model was evaluated on the test dataset to choose optimal hyperparameters. We observed that a nonlinear UNEECON model with 512 hidden units and a learining rate of 10^−4^ had the lowest negative log likelihood on the test dataset. Therefore, we chose this model as the optimal one for downstream analysis.

Calculating UNEECON and UNEECON-G scores {#sec016}
----------------------------------------

After training, we fixed the free parameters, *i.e*., **W**~hidden~, **W**~output~, **B**~hidden~, *b*~output~, and *σ*, to the estimated values in the optimal model. Then, we calculated the UNEECON score for all the potential missense mutations in the human genome. For each gene *j*, UNEECON first calculated the posterior distribution of the random effect, $\mathbb{P}\left( u_{j} \middle| \text{Data}_{j} \right)$, where Data~*j*~ = {**X**~1*j*~, **X**~2*j*~, ⋯, **X**~*Nj*~, *Y*~1*j*~, *Y*~2*j*~, ⋯, *Y*~*Nj*~} are the features and indicators of occurrence of all the potential missense mutations in gene *j*. Denoting $\mathbb{E}_{u_{j}|\text{Data}_{j}}\left( \eta_{ij} \middle| u_{j} \right) \equiv \int\eta_{ij}\mathbb{P}\left( u_{j} \middle| \text{Data}_{j} \right)du_{j}$ as expected relative probability of the occurrence of mutation *i* in gene *j*, we define the UNEECON score of mutation *i* as $1 - \mathbb{E}_{u_{j}{|\text{Data}}}\left( \eta_{ij} \middle| u_{j} \right)$. The UNEECON-G score is defined as the average UNEECON score of all the missense mutations in a gene.

Distributions of UNEECON scores across gene categories and protein regions {#sec017}
--------------------------------------------------------------------------

We investigated the distributions of UNEECON scores across different gene categories and protein regions. We obtained lists of haploinsufficient genes \[[@pgen.1008922.ref037]\] (*n* = 294), autosomal dominant disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\] (*n* = 709), autosomal recessive disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\] (*n* = 1, 183), and olfactory receptor genes \[[@pgen.1008922.ref045]\] (*n* = 371) from the GitHub repository for the MacArthur Lab at the Broad Institute (<https://github.com/macarthur-lab/gene_lists>). We obtained annotations of *α*-helices, *β*-strands, hydrogen-bonded turns, enzyme active sites, and binding sites from UniProt \[[@pgen.1008922.ref047]\]. We obtained annotated disordered protein regions from MobiDB 3.0 \[[@pgen.1008922.ref048]\]. We plotted the distributions of UNEECON scores using R \[[@pgen.1008922.ref075]\].

Comparison with other methods in the prediction of ClinVar pathogenic variants {#sec018}
------------------------------------------------------------------------------

We evaluated the performance of UNEECON, compared with eight previously published methods, in the setting of predicting pathogenic missense variants in the ClinVar database downloaded on Feb 25, 2019 \[[@pgen.1008922.ref030]\]. We obtained MPC \[[@pgen.1008922.ref025]\], PrimateAI \[[@pgen.1008922.ref011]\], Eigen \[[@pgen.1008922.ref050]\], CADD \[[@pgen.1008922.ref008]\], RVIS \[[@pgen.1008922.ref016]\], and pLI \[[@pgen.1008922.ref017]\] scores from dbNSFP (version 4.0b2a) \[[@pgen.1008922.ref079]\]. We obtained LASSIE scores \[[@pgen.1008922.ref012]\] from the LASSIE GitHub repository (<https://github.com/CshlSiepelLab/LASSIE>) and CCR score (version 2) \[[@pgen.1008922.ref022]\] from <https://s3.us-east-2.amazonaws.com/ccrs/ccrs/ccrs.autosomes.v2.20180420.bed.gz>. It is worth noting that we used the version of pLI scores trained on the gnomAD exome sequencing data \[[@pgen.1008922.ref029]\].

We considered autosomal missense variants with annotations of "pathogenic/likely pathogenic" as positives and the ones with annotations of "benign/likely benign" as negative controls. We further removed the variants with conflict pathogenicity annotations and the variants present in the gnomAD exome sequencing dataset \[[@pgen.1008922.ref029]\]. For all the comparisons, we only included the variants scored by all methods. We plotted the receiver operating characteristic (ROC) curves and calculated the areas under the receiver operating characteristic curves (AUCs) using the ROCR package \[[@pgen.1008922.ref080]\]. Because the AUC metric is sensitive to label imbalance, we matched the numbers of positives and negatives using random sampling without replacement. After all the filtering steps, we obtained 473 pathogenic and 473 benign variants in the autosomal dominant dataset, as well as 277 pathogenic and 277 benign variants in the autosomal recessive dataset.

Comparison with alternative methods in predicting *de novo* mutations associated with developmental disorders {#sec019}
-------------------------------------------------------------------------------------------------------------

We downloaded *de novo* mutations identified in 4,293 individuals affected by developmental disorders \[[@pgen.1008922.ref031]\] and 2,278 healthy individuals from denovo-db (version v1.6.1). The healthy controls included individuals enrolled in previous studies of autism \[[@pgen.1008922.ref081]--[@pgen.1008922.ref085]\], severe non-syndromic sporadic intellectual disability \[[@pgen.1008922.ref086]\], schizophrenia \[[@pgen.1008922.ref087]\], and healthy populations \[[@pgen.1008922.ref088]--[@pgen.1008922.ref091]\]. We removed redundant variants and any variants presented in the gnomAD exome sequencing data. Then, for various percentile rank cutoffs (top 10%, 20%, 30%, and 40%), we calculated the log~2~ odds ratio of the enrichment of predicted deleterious variants in affected individuals using the fisher.test function in R \[[@pgen.1008922.ref075]\].

Comparison with alternative methods in predicting disease genes and essential genes {#sec020}
-----------------------------------------------------------------------------------

We obtained four sets of disease genes and essential genes from the GitHub repository for the MacArthur Lab at the Broad Institute (<https://github.com/macarthur-lab/gene_lists>). These gene sets included 294 haploinsufficient genes \[[@pgen.1008922.ref037]\], 709 autosomal dominant disease genes \[[@pgen.1008922.ref035], [@pgen.1008922.ref036]\], 2,454 human orthologs of mouse essential genes \[[@pgen.1008922.ref033], [@pgen.1008922.ref034]\], and 683 essential genes based on CRISPR screen data from human cell lines \[[@pgen.1008922.ref032]\]. For each set of the haploinsufficient, autosomal dominant, and mouse essential genes, we utilized the other autosomal genes as negative controls. Because it is easier to reject the null model of neutral evolution in a longer gene, gene constraint scores tend to be correlated with gene length \[[@pgen.1008922.ref017], [@pgen.1008922.ref029]\]. To control for the impact of gene length on performance evaluation, we used MatchIt \[[@pgen.1008922.ref092]\] to pair each disease gene with a non-disease gene with matched gene length, resulting in a negative gene set with matched gene number and gene length. Similarly, for the 683 human essential genes based on CRISPR screen data, we used the 913 nonessential genes from the same study \[[@pgen.1008922.ref032]\] as negative controls and constructed a negative gene set with matched gene length and gene number. We plotted the ROC curves and calculated the AUC metrics using the ROCR package \[[@pgen.1008922.ref080]\].

Comparison of UNEECON-G and pLI scores {#sec021}
--------------------------------------

To evaluate the relationship between gene-level intolerance to missense mutations and that to loss-of-function mutations, we compared the UNEECON-G scores with the pLI scores trained on the gnomAD data \[[@pgen.1008922.ref017], [@pgen.1008922.ref079]\]. We identified 1,912 genes intolerant to loss-of-function mutations based on a threshold of pLI score of 0.9. Then, we split the 1,912 genes into 956 genes tolerant to missense genes and 956 genes intolerant to missense mutations based on the median UNEECON-G score. We used PANTHER \[[@pgen.1008922.ref093]\] to calculate the enrichment of Reactome pathways and Gene Ontology categories in the set of genes intolerant to both missense and loss-of-function mutations, compared with those tolerant to missense mutations but not to loss-of-function mutations. We also downloaded 1,054 autism related genes from the SFARI database on March 9, 2019 \[[@pgen.1008922.ref059]\], and evaluated the enrichment of autism genes in the two gene sets.

Supporting information {#sec022}
======================

###### Supplementary material.

Supplementary figures and tables.

(PDF)

###### 

Click here for additional data file.

###### Supplementary dataset.

List of 1,912 genes intolerant to loss-of-function mutations.

(TSV)

###### 

Click here for additional data file.
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\- On a related note, I am concerned about information leakage between the training set and evaluation sets used in this paper. I agree that UNEECON benefits from actually not using the pathogenic variants in its training and evaluation. However, the sheer size of gnomAD is expected to include every known gene in the training of the deep neural network. Since UNEECON uses gene-level information, there is a distinct possibility that performance may be inflated even after excluding variants in both ClinVar and gnomAD. In fact, Ref. 58 (cited for the circularity and inflation issues) points this out and recommends gene-level partitioning for cross-validation experiments such as those conducted by PolyPhen-2 and MutPred. Of course, in the context of this paper, the proposed experiment would be to train a version of UNEECON without variants in genes from the ClinVar set and evaluate that version on the ClinVar set. That way any gene-level bias in the performance measures would be eliminated.

\- On page 8, line 254, is it all that surprising that UNEECON-G and pLI scores do not correlate? Intuitively, the impact of missense variants and LOF mutations are going to vary in magnitude even within the same gene. While a biological explanation (as provided here) for this may very well be plausible, it is more likely that the discrepancies are due to technical reasons. A recent commentary (PMID: 30977936) has touched upon issues related to the methodology and applicability of pLI scores. This commentary highlights the example of BRCA genes that have near-zero pLI scores but are known to harbor several deleterious missense variants.

MINOR:

\- The bimodality of the UNEECON score distribution for active sites is worrisome with the peak closer to 0.25 is a little confusing. I interpret this as "there are more variants in active sites that have low UNEECON scores than high." This is counter-intuitive and warrants some explanation.

\- In the functional analyses related to Fig. 5, are there any interesting depletions? I am curious about the functions of those genes that are tolerant to missense but not to LOF mutations. I am also not sure what "unclassified" means in this context.

\- What is the difference between Eqns. 2 and 3? It is difficult to tell with q_i being defined.

\- In the Methods section, it would be helpful to readers if a clear account of the parameters to be estimated is provided up front.

\- The paper is missing details of the final model that emerged from the evaluation process, its architecture and its parameters.

\- Similarly, the paper lacks details on dataset sizes, particularly in the context of model training and evaluation. How many variants were used to train the deep mixed-effects model? How many variants were included in the evaluations relevant to ClinVar? How many pathogenic and how many benign?

\- I am also curious about the activation function of the output layer of the neural network. This is of particular relevance to z_ij and its scaling relative to u_j. Is there a potential for one quantity to systematically dominate the other in Eqn. 9?

Reviewer \#2: The work represents an important advance in prioritization of genes and variants relevant to human disease. it has been known since the introduction of gene level intolerance scoring in 2013 that gene level metrics of the strength of purifying selection provide independent information about variation pathogenicity to the longer established variant level metrics that largely depend on conservation and amino acid substitution features. While attempts have been made previously to integrate both approaches into a single predictive framework these have been based on supervised learning approaches using a set of putatively pathogenic and benign variants. The work here combines a selected set of variant level features with a gene level term and estimates selective constraint operating against all possible gene sequence changes based on human polymorphism data compared against sequence specific mutability. As such, it provides an integrated approach assessing purifying selection operating in the human population.

The authors have rerun the standard assessments used to test both gene level and variant level predictors with generally improved performance both for identifying relevant gene sets (e.g. haploinsufficient genes) and pathogenic variants. In addition to these advances, the model allows some novel biological insights, including explaining an important reasons for discrepancy between intolerance to missense and loss of function variation as being due to the proportion of proteins that is disordered. The model also highlights that the gene level term is more informative than variant level terms which is still not as widely appreciated as it should be.

For these reasons the work here represents an important advance in the field.

While the paper is generally clearly written and the conclusions generally fair, I do have a couple of relatively minor suggestions for consideration. Perhaps most fundamentally, while the use of UNEECON deep learning model to combine variant features and a gene level term to predict the strength of selection operating against specific alleles is welcome, since it allows non linear combinations of these terms to be learned, it is striking that a linear approximation of the UNEECON model is very highly correlated, suggesting little benefit from the model learning optimum non linear combinations. The authors appropriately use the linear model to infer the relative importance of features, but the very high correlation between the two models suggests the linear modle is likely to have similar performance to UNEECON. Given the more direct interpretability of the linear model, the authors should comment on whether the more complex model is in fact needed for use. The second small point is that some of the comparisons are inappropriate since some of the metrics are used in ways they were not intended for. For example, in Figure 3a representing prediction in distinguishing pathogenic variants gene level metrics such as RVIS are compared directly to UNEECON. As outlined however in the initial work, gene level metrics are intended to be used alongside some version of a variant level predictor (since as emphasized here and in the original publications the two approaches offer independent information). The fair comparison therefore for generating a version of figures 3 focused on variants would be to use a combination of a variant and gene level metric for all those comparisons like RVIS that are gene level metrics. This idea was outlined in the initial publications under the banner of a combined threshold for both gene level and variant level. I have no doubt that UNEECON would still perform better, but one appropriate simple comparison would be to re run these analyses including for example a hard threshold on some appropriate variant score such as PP2 alongside the quantitative gene level score such as RVIS as currently used. Finally, the gene level metrics in use are known to struggle with small genes since there is often not enough polymorphism data to infer selection. The authors should address robustness to gene size.
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Dear Dr Huang,

Thank you very much for submitting your Research Article entitled \'Unified inference of missense variant effects and gene constraints in the human genome\' to PLOS Genetics. Your manuscript was fully evaluated at the editorial level and by independent peer reviewers. The reviewers appreciated the attention to an important topic but identified some aspects of the manuscript that should be improved.

We therefore ask you to modify the manuscript according to the review recommendations before we can consider your manuscript for acceptance. Your revisions should address the specific points made by each reviewer.

In addition we ask that you:

1\) Provide a detailed list of your responses to the review comments and a description of the changes you have made in the manuscript.

2\) Upload a Striking Image with a corresponding caption to accompany your manuscript if one is available (either a new image or an existing one from within your manuscript). If this image is judged to be suitable, it may be featured on our website. Images should ideally be high resolution, eye-catching, single panel square images. For examples, please browse our [archive](http://www.plosgenetics.org/article/browse/volume). If your image is from someone other than yourself, please ensure that the artist has read and agreed to the terms and conditions of the Creative Commons Attribution License. Note: we cannot publish copyrighted images.

We hope to receive your revised manuscript within the next 30 days. If you anticipate any delay in its return, we would ask you to let us know the expected resubmission date by email to <plosgenetics@plos.org>.

If present, accompanying reviewer attachments should be included with this email; please notify the journal office if any appear to be missing. They will also be available for download from the link below. You can use this link to log into the system when you are ready to submit a revised version, having first consulted our [Submission Checklist](http://journals.plos.org/plosgenetics/s/submit-now#loc-submission-checklist).

While revising your submission, please upload your figure files to the [Preflight Analysis and Conversion Engine](http://pace.apexcovantage.com/) (PACE) digital diagnostic tool. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

Please be aware that our [data availability policy](http://journals.plos.org/plosgenetics/s/data-availability) requires that all numerical data underlying graphs or summary statistics are included with the submission, and you will need to provide this upon resubmission if not already present. In addition, we do not permit the inclusion of phrases such as \"data not shown\" or \"unpublished results\" in manuscripts. All points should be backed up by data provided with the submission.

PLOS has incorporated [Similarity Check](http://www.crossref.org/crosscheck.html), powered by iThenticate, into its journal-wide submission system in order to screen submitted content for originality before publication. Each PLOS journal undertakes screening on a proportion of submitted articles. You will be contacted if needed following the screening process.

To resubmit, you will need to go to the link below and \'Revise Submission\' in the \'Submissions Needing Revision\' folder.
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Please let us know if you have any questions while making these revisions.

Yours sincerely,

Scott M. Williams
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Reviewer \#1: The revised version of the paper addresses most of the concerns that I had with the original version of the paper. However, I still remain skeptical of the claim of UNEECON's "unmatched" performance when it comes to pathogenicity prediction. Although the AUCs are indeed higher for UNEECON in Figs. 3, 4, S3 and S4, performances in the most important region of the ROC curves (the low-false-positive-rate region) tend to be on comparable to other methods. I suggest toning down such strong claims made with regards to performance of UNEECON in pathogenicity prediction, when compared to other methods.

I also would like to follow up on the following statement in the item-by-item response: "Training a version of UNEECON without gnomAD variants in disease genes will disable UNEECON's ability to learn gene-level constraints in disease genes, leading to an underestimation of UNEECON's performance." This gets to the actual motivation behind my comment. If gene-level constraints are that important to UNEECON's performance, then it is expected that UNEECON will underperform when attempting to predict a pathogenic variant in a gene with no previous known disease association. The gnomAD subset that does not overlap with ClinVar serves as a proxy for such genes as it is quite comprehensive in the coverage of the genome. My original concern was that UNEECON may simply be good at separating disease-associated genes (which is as the author correctly said is subject to ascertainment bias) from those in gnomAD, and that this was a major driver of variant-level predictive performance. This is somewhat alleviated through the inclusion of Fig. S4 but a true test of UNEECON's ability to contribute to novel discoveries is in its ability to make correct variant-level predictions in "undiscovered" disease genes. If an experiment to test this seems infeasible, it would be helpful to clearly state this as a limitation of the model in the Discussion section.

Reviewer \#2: the authors have done a thorough job of responding to the reviews and I have no further comments
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Dear Dr Huang,

We are pleased to inform you that your manuscript entitled \"Unified inference of missense variant effects and gene constraints in the human genome\" has been editorially accepted for publication in PLOS Genetics. Congratulations!

Before your submission can be formally accepted and sent to production you will need to complete our formatting changes, which you will receive in a follow up email. Please be aware that it may take several days for you to receive this email; during this time no action is required by you. Please note: the accept date on your published article will reflect the date of this provisional accept, but your manuscript will not be scheduled for publication until the required changes have been made.

Once your paper is formally accepted, an uncorrected proof of your manuscript will be published online ahead of the final version, unless you've already opted out via the online submission form. If, for any reason, you do not want an earlier version of your manuscript published online or are unsure if you have already indicated as such, please let the journal staff know immediately at <plosgenetics@plos.org>.

In the meantime, please log into Editorial Manager at <https://www.editorialmanager.com/pgenetics/>, click the \"Update My Information\" link at the top of the page, and update your user information to ensure an efficient production and billing process. Note that PLOS requires an ORCID iD for all corresponding authors. Therefore, please ensure that you have an ORCID iD and that it is validated in Editorial Manager. To do this, go to 'Update my Information' (in the upper left-hand corner of the main menu), and click on the Fetch/Validate link next to the ORCID field.  This will take you to the ORCID site and allow you to create a new iD or authenticate a pre-existing iD in Editorial Manager.

If you have a press-related query, or would like to know about one way to make your underlying data available (as you will be aware, this is required for publication), please see the end of this email. If your institution or institutions have a press office, please notify them about your upcoming article at this point, to enable them to help maximise its impact. Inform journal staff as soon as possible if you are preparing a press release for your article and need a publication date.
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