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Abstract
We study the Jacobian conjecture for Keller maps f : X0 := A
n →
Y0 := A
n in characteristic 0 and attempt to prove it. We are quite aware
of the fact that many people have tried to prove the Jacobian conjecture
before us and hence we stress that this manuscripts is only an attempt.
Our approach is to study the finiteness variety Vf ⊂ Y0 of f , the set
of points of Y0 over which f fails to be proper. We study a general
component V ⊂ Vf of this set by introducing a suitable representation
of X0 which we call the u − γ representation. This view of X0 has the
advantage that it allows us to explicitly write down the Jacobian matrix
of f . We then turn our attention to the condition that |J(f)| = 1, which
we interpret as a partial differential equation in one unknown function.
We study the characteristics of this equation and prove that the dynamics
of this is strongly related to the ramification K above V . We then study
the action of a certain cyclic Galois group induced by the u − γ action
on these differential equations and prove that the growth of the functions
are bounded. Alternatively we prove the same result via a vector field
argument where we deduce that if K > 0 then the function u−K is in
fact an analytic function around v ∈ V ⊂ Y0. This leads to K = 1 and
as pi1(Y0 − S) ≃ pi1(Y0) if S is of codimension at least two, the Jacobian
conjecture follows immediately.
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1 Introduction
The Jacobian conjecture in characteristic 0 and dimension n ≥ 1 states the
following.
Conjecture 1 (Jacobian conjecture in dimension n) Let f : Cn → Cn
be a polynomial map such that |J(f)| = 1 where J(f) is the Jacobian matrix of
f and |J(f)| its determinant. Then f is an isomorphism.
For a rich account of the history of this problem and what is known about it
see the book of Arno van den Essen ([21]). In the current manuscript we shall
attempt to prove this conjecture. We stress once again that this here is only
an attempt, even if there should be mistakes then perhaps they can be corrected.
Let us give some flavour of our approach. The main insight is the Jacobian
condition itself. It is most well illustrated in the case of dimension two. Let
f = (f1, f2) be a Keller map f : X0 := A
2 → Y0 := A2. Consider now the set
of ordinary differential equations given by
dx1
dr
=
δf2
δx2
and
dx2
dr
= − δf2
δx1
.
Notice that this has the solution df2dr = 0 and
df1
dr = 1. In other words the tra-
jectory followed by (x1, x2) leads to a straight line in Y0. If we now chose the
starting values of x1 and x2such that the (y1 = f1, y2 = f2) trajectory approach
a point v ∈ Vf , where Vf is the finiteness variety of f : X0 → Y0, i.e. the
set of points over which f is not proper, then we see that the trajectory breaks
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through the finiteness variety Vf at the point v. In particular the tangent of
the (y1, y2)-trajectory does not vanish at v and the trajectory goes through it
at constant speed.
Yet the initial values of (x1, x2) can be chosen so that the trajectory (x1, x2)→
e ∈ Γ where Γ is a component of Xˆ at infinity which maps to a component
V ⊂ Vf . Here Xˆ → X = P2 is a suitable blowup induced by a representation
which we shall introduce.
We have done some numerical experiments for maps which are not Keller and
we have always noted that in the case where f is not Keller, the (y1, y2) trajec-
tory tends to a point v ∈ Vf but never quite reaches it, i.e. the speed of the
trajectory approaches 0 as we approach the point v.
The point is however, in the case of |J(f)| = 1 one approaches v with constant
speed. One can now ask the opposite question: starting at v, what does the
dynamics of x1 and x2 look like? In general one expects a sort of reversability
of the trajectory, as its image (y1, y2) is reversible.
The problem is however that the map f : Xˆ → Y0 could have ramification along
Γ. Denote this ramification by K. Considering the reversibility of the dynamics
of (x1, x2) one sees that there will in general by K-different branches that the
(x1, x2) can follow.
The reason this happens is because of the explicit dynamics of x1, x2 which we
shall explain later. To give an idea we shall introduce a new representation of
X0 which we call the u− γ representation. Here u is related to x1 by um = x1
where m > 0 is an integer.
We shall see that the induced dynamics on u is such that
du
dr
= uK+1
∑
qi(γ)u
−i.
Furthermore as (x1, x2)→ e ∈ Γ, where e→ v ∈ Vf , we shall see that u−1 → 0.
The problem is now that for the reversibility, the function u−K has the dynamics
du−K
dr
= −K
∑
qi(γ)u
−i.
Apart from the fact that the γ might have branches, we see that the dynamics
of u−K is dependend on the dynamics of u−1.
However, if we can prove that the qi = 0 if K does not divide i, then we see
that the dynamics of u−K can be reversed uniquely (of course, if it is the case
for γ). This would imply that u−K and hence xK1 is uniquely determined by the
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trajectory in Y0.
This single idea, that the dynamics of x1 and x2 given by the Jacobian of f ,
leads to a (y1, y2)-trajectory that breaks through the finiteness variety, is crucial
throughout our entire work. In particular it allows us to relate the ramification
above Vf with the growth of the dynamics of u
−K and γ.
Our manuscript is divided into two parts, the first part focuses on the two-
dimensional case. In some sense things are easier in this case (although the
word easy must be taken with some salt). Throughout we shall illustrate some
ideas with examples of maps which are not Keller. In the second part of the
paper we shall study the higher dimensional case. The arguments are mostly
the same.
Let us now give an outline of our manuscript. After fixing some notation in
Section 2 we give an overview of what is known about the two-dimensional Ja-
cobian conjecture. In this section we focus in particular on the results of the
work of N. Van Chau ([20]), the reader can find much more complete overviews
in the literature, see for instance the book of A. Van den Essen ([21]). We also
mention an interesting idea of van den Dries and McKenna [15] which relates
the distance of images of rational integral points to the finiteness variety.
In Section 3 we shall start our approach for the two-dimensional case. In this
section we shall assume that f admits a finiteness variety Vf which is not empty.
Here we understand with finiteness variety Vf ⊂ Y0 the set of points of the im-
age over which f is not proper. Note that Vf is of codimension one, as Y0 is
four dimensional as a real manifold and hence simply connected if we omit a
finite number of points.
Notice, that as we are dealing with surfaces, the theory of regular blowups
at closed points are well understood. Furthermore, any rational map between
smooth surfaces can be blown up so that the map is defined everywhere. These
blowups are blowups at closed points, the so-called monoidal transformations.
We shall isolate a codimension-one component V of Vf and construct a blowup
π : Xˆ → X of the projective closure X = P2 of the domain X0 = A2 of f until
we have a line Γ in Xˆ which maps onto the studied component V of Vf . In
general Γ will be an exceptional curve mapping to a point x1 ∈ X −X0, or the
line at infinity of X0.
Thereafter we shall approach the points of Γ via affine curves in X0. To do so,
we shall write down a local chart of a point e ∈ Γ using the exact structure
theory of monoidal transformations in surfaces. In this chart we shall approach
e by a line which is parametrized by the parameter t.
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Next we study the image of this line in X , i.e. under the map π : Xˆ → X .
By introducing then a suitable local parater change t → s, we shall obtain our
parametrization in X of the form [X1 = 1 : X2 = P (e, s) : T = s
m] where P is
in general a power series in s and e. In general the group Z/mZ will act on this
representation, a fact which we shall exploit later on.
By introducing the parameter u−1 = s we thus obtain a curve Cˆ(u, e), depend-
ing on u and e, which tends to e ∈ Γ as u→∞.
The next problem is however, that P (e, s) could be quite complicated. Our
main theorem for this section is that we may truncate P =
∑
βi(e)s
i directly
after the first index N where βN depends on e. In some sense, this suggests
that all the information is contained in the first nontrivial term of P . Thus we
obtain a representation x1 = u
m, x2 = h0u
m + ..+ γum−N of X0 in terms of u
and γ = βN (e) which has the property that as u→∞,
(x1, x2) ∈ X0 → e ∈ Γ.
Note, this section is quite general and does not require the assumption that
|J(f)| = 1.
In Section 4 we shall then give an explicit form for the Jacobian J(f) of f in
terms of the u,γ representation. Although the hypothesis |J(f)| = 1 will sim-
plify our calculations, it will strictly speaking not be needed in this section. Of
particular interest of this section is the relation of the entries of J(f) in terms
of the γ-derivatives of a0 and b0, where γ → (a0(γ), b0(γ)) is a representation
of the component V of Vf ⊂ Y0 that we are studying.
In Section 5 we shall then use our explicit form of J(f) to derive some differen-
tial equation like conditions on the component V of Vf . We consider the image
D(u, γ) := f(x1(u, γ), x2(u, γ)). We can write D(u, γ) = (a(u, γ), b(u, γ)) where
a(u, γ) =
∑
i ai(γ)u
−i and similarly for b. Here we shall start using the assump-
tion that |J(f)| = 1, both as a formula condition but also its interpretation on
volumes. The main result of Section 5 is a differential equation which relates
the terms ak and bk with a0 and b0, where k is the first positive index where
one of ak or bk is not identically zero.
In particular we shall prove that k ≤ N − 2m and if k = N − 2m then we have
the identity
bk(γ)
da0(γ)
dγ
− ak(γ)db0(γ)
dγ
=
m
k
.
Notice thus, that if k = N − 2m then we will have the surprising fact that da0dγ
and db0dγ can never share a root, in particular this would imply that the map
Γ → V when considered as a map of manifolds in their own manner is etale.
Notice that this would imply that V can have only ordinary singularities (i.e.
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self intersections), but in a general sense is smooth.
The results in Section 5 will become useful in Section 6, where we shall study
the condition |J(f)| = 1 and derive a system of ordinary coupled differential
equations. Our representation of J(f) in terms of u and γ will allow us to gain
insight into this system of coupled differential equations.
To give an idea of what we shall do, let x1 and x2 be coordinates on the domain
X0 = A
2 of f = (f1, f2). Notice that the Jacobian condition implies that
δf1
δx1
δf2
δx2
− δf1
δx2
δf2
δx1
= 1.
Our idea will be to interpret this as a partial differential equation. As it is linear
and of first order, one is encouraged to study this system via its characteristics.
As we have an exact description of J(f) from Section 4, we can write down
equations for the characteristics quite explicitly.
More specifically, starting from an initial value u = u(0) and γ = γ(0) we shall
write down the evolution equations of u and γ in terms of the time parameter
r. In particular we shall set
dx1
dr
=
δf2
δx2
and
dx2
dr
= − δf2
δx1
.
Notice that these equations imply that f2 is constant on the trajectory (x1, x2).
Furthermore, we can solve for f1 on this trajectory and one sees that f1 is of
the form r + C.
This implies in particular, that if (z1, z2) is a point on the finiteness variety
component (a0, b0), then starting from (z1 − ǫ, z2) the trajectory (x1, x2) tends
to a point on Γ, if the initial conditions are chosen correctly.
We shall see in Section 7 that the growth of u is strongly related to the ramifica-
tion of f above V . Denote this ramification by K. First of all we shall see that
K = N − 2m. In what follows we shall follow two ways to study K, the one is
a Galois theoretic approach and the other is a differential-geometric approach
which uses vector fields and the fact that Γ → V is etale almost everywhere
when considered as manifolds on their own. Our main result will be to prove
that if K > 0 then K = 1. With the Galois theoretic approach we shall actually
prove directly that K = 0.
To prove that K = 0 we shall study the action of Z/mZ→ ζrm on the u and γ
in Section 8. Using this action we shall prove that K ≡ 0 (mod m). However,
we can change m to a constant cm by composing f : X0 → Y0 with maps of the
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form [x1, x2 → x1 + xc2, x2] which are clearly Keller maps and which leaves the
ramification above V fixed. We shall prove that for such maps the m is trans-
formed to cm by applying L’Hospital’s rule. This implies that K ≡ 0 (mod cm)
for all c ∈ N implying that K = 0.
In Section 9 we shall follow a different approach by proving directly that if
K > 1 then K = 1. In order to do so we shall study the pullbacks of differential
n-forms on open balls under the map f . Indeed, let v ∈ V and let e ∈ Γ map
to v. We can regard f as a map from an open two-dimensional ball B around
e to an open two-dimensional ball C around v. The dynamics of u and γ al-
lows us to explicitly write down the pullback f∗(ω0) of the differential two-form
ω0 := dy1 ∧ dy2.
We shall then study the action of the group Z/KZ given by r → [u → ζrKu].
We shall prove that the pullback f∗(ω0) of ω0 descents to a differential 2-form
ω1 on the quotient space
B π−→ A
which is nonsingular.
Using the local etaleness of the map Γ → V (considered as submanifolds on
there own, and not as subschemes of X where f is ramified) we see that we
can find differential n− 1 forms on Γ and these can be pulled back uniquely to
differential n− 1 forms on V and vice-versa.
Using this and some local calibration we define a map
fπ : H
0(B, π∗TA)→ H0(B, f∗TC)
on vector bundles over B. We shall prove that the existence of this map, which
is infact an isomorphism, implies immediately that k = K on the one hand, and
on the other hand that for the dynamics of u the qi = 0 if K does not divide i.
This implies in particular, that if K > 0, then the function u−K is completely
determined by a trajectory in Y0. As such x
K
1 is predetermined by trajectories in
Y0. Hence monodromy changes x1 to ζKx1. However, all our arguments would
have applied to fˆ(x1, .., xn) = f(x1 + c1, .., xn + cn) where the ci are arbitrary
constants. This implies that K = 1 and that the ramification above V is trivial.
As π1(Y0 − S) ≃ π1(Y0) ≃ {0} if S is of codimension two, the conjecture in
dimension two follows immediately. Hence K ≤ 0.
But this immediately leads to a contradiction, as this implies that the growth
of the differential equations are severely bounded. In particular it would im-
ply that zero-tangent vectors map to non-zero tangent vectors, a contradiction.
This shows that the finiteness variety cannot be of codimension one and the
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two-dimensional Jacobian conjecture follows at once.
Our main idea in this manuscript is the fact that the trajectories constructed
earlier break through the finiteness variety. In Section 10 we shall show some
numerical experiments for why this is not the case in non-Keller maps.
Finally in Section 12 we move on to the higher dimensional case. In this section
we shall study the finiteness variety of higher dimensional Keller maps in exactly
the same fashion as in the two-dimensional case.
After fixing some notation in Section 11 we shall construct the higher dimen-
sional u − γ representation starting in Section 12 by studying blowups of Pn.
In Section 13 we shall then introduce a system of coupled differential equations
which follows the line of thought that we used in the two-dimensional case. In
particular we shall explicitly write down the dynamics of u and γ.
Similarly as in the two-dimensional case we shall relate the growth of u with
the ramification of f above V , where V is a component of the finiteness variety
Vf ⊂ Y0 = An.
Finally, analogous to the two-dimensional case, we shall prove that K = 0 in
two ways in Sections 15 and 16. As a result the higher dimensional Jacobian
conjecture will follow immediately.
After scanning the Arxiv (arxiv.org), we could not find work that was similar
to our own. If however, there is work in the literature that follows a similar
approach as ours, we would be most grateful to know about this.
2 Notation for the two-dimensional case
K will denote a field of characteristic 0 which will be allowed to extend as we
continue our studies. For all purposes one may take K = C.
X0 will always denote the affine planeA
2
K and so will Y0. X = P
2
K and Y = P
2
K
will denote the projective spaces which are the projective closures of X0 respec-
tively Y0. We shall denote by HX the line at infinity in X , i.e. X − X0 and
similarly by HY the line at infinity of Y . X1,X2 and T will denote projective
coordinates of X , where x1 and x2 will denote the standard coordinates of X0
and T = 0 will denote the line of infinity HX ⊂ X . Similarly for Y1, Y2 and Z.
When choosing X1 = 1, we shall write X2 respectively T for the coordinates
X2
X1
respectively TX1 . Similarly for Y .
f : X0 → Y0 will always denote a polynomial map. When the determinant
of the Jacobian matrix of f is identically one, i.e. the map is globally etale,
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then we shall call f a Keller map. Vf ⊂ Y0 will denote the finiteness variety of
f , i.e. the set of points of Y0 over which f fails to be proper.
Remark 1 Because a Keller map is etale, emptyness of the finiteness variety
implies that f is infact an isomorphism, as A2K is simply connected.
We shall often use the homogenoues decomposition of f , i.e. writing f = (f1, f2)
we shall consider
fi =
∑
j≤d
F ij (x1, x2)
where the Fj are homogenous.
Let W ⊂ Y0 be a closed subset of Y0. For a point y ∈ Y0, we shall write
d(y,W ) for the distance between y and W , i.e. the infimum of ||y−w|| where w
ranges overW . Note the infimum is in fact a minimum, asW is closed inside Y0.
The following is known about the irreducible components V ⊂ Y0 of the finite-
ness variety.
Theorem 1 (Van Chau ([20] , [19])) The components of Vf are pure of codi-
mension one. Furthermore, an irreducible component V is the image of polyno-
mial trajectory γ → (p1(γ), p2(γ)).
In his paper Van Chau ([20], see also [19] in particular Theorems 3 and 4) the
author provides an exact description of the degrees of p1 and p2. Indeed, let d1
and d2 be the degrees of f1 and f2, where f = (f1, f2). Then the author proves
that
d1
d2
=
deg(p1)
deg(p2)
.
Following Van Chau, in particular this implies that Vf cannot contain a smooth
complex projective line as per the Abhyankar-Moh Theorem (Abhyankar-Moh
[1]) this would imply that one can transform this component to y1 = 0, contra-
dicting Van Chau’s theorem.
Bass, Connell and Wright ([3]) proved that it suffices to study Keller maps of
degree maximally three. Of special interest to us will be the following theorem
of Druzkowski.
Theorem 2 (Druzkowski ([5], [6], [7])) It suffices to consider maps of the
form
x→ x+ (Ax)3,
where A is a square nilpotent matrix
Remark 2 See also the work Gorni and Zampieri ([8])).
Lastly we state an interesting observation of Van den Dries and McKenna ([15])
regarding the images of integral points.
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Theorem 3 (Van den Dries and McKenna ([15])) Assume that f is Keller
and defined over Z. Then we have the following inequality for all points x ∈ Zn:
d(f(x), Vf ) < 1.
3 Blowups of P2
In this section we shall start our studies of the finiteness variety of a Keller map
f : X0 = A
2 → Y0 = A2.
Our main theorem will be the following.
Theorem 4 Let V be a component of the finiteness variety. Then V can be
parametrized by
V = (a0(γ), b0(γ))
where a0 and b0 are polynomials. Furthermore, we can find representation pa-
rameters u, γ and constants m, N and h0, .., hN−1 ∈ C such that the curve
Cˆ(γ, u) = (x1 = u
m, x2 = h0u
m + ..+ hN−1u
1+m−N + γum−N)
is such that
f(Cˆ(γ, u))→ (a0(γ), b0(γ))
as u→∞.
Consider the induced rational map
f : X = P2 → P2 = Y.
Let V ⊂ Y0 = A2 be an irreducible component of the finiteness variety Vf ⊂ Y0
of f . As it is of codimension one, we can blow up Xˆ → X at regular closed points
such that there exists an irreducible curve Γ →֒ Xˆ and a rational morphism
f : Xˆ → Y such that f is defined almost everywhere on Γ and such that f maps
Γ densely onto V . We summarize this in the following theorem.
Theorem 5 There exists an extension of number fields K1/K and a proper
birational morphism π : Xˆ → X and a divisor Γ →֒ Xˆ such that the map f
extends to a rational morphism Xˆ → Y which is defined almost everywhere on
Γ. The morphism f maps Γ densely onto V and induces a finite cover of curves
f |Γ : Γ→ V.
Furthermore, the morphism Xˆ → X is a sequence of blowups
Xˆ = Xn → Xn−1 → ...→ X2 → X1 = X
where each
Xi+1 → Xi
is a regular blowup at the closed point xi ∈ Xi(K1). The image of Γ under the
map π : Xˆ → X is a point x ∈ HX where Fd(x) = 0.
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In terms of diagrams we can summarize the situation with the following.
Γ
i|Γ−−−−→ Xˆ π−−−−→ Xyf |Γ yf yf
V
i|V−−−−→ Y Y
Remark 3 See for instance Liu [[14]] Theorem 9.2.7.
We shall now study the construction of Γ in some more detail. Let us start by
studying the blowup X2 → X1 = X . This a regular closed blowup at the point
x1 ∈ HX , in particular at a point x1 where Fd(x1) = 0.
Assumption 1 We shall assume without loss of generality that
x1 = [X1 = 1 : X2 = α1 : T = 0] ∈ HX .
Notice that
X2 → X1
can be covered by affine open subvarieties of the form
U2 = spec(
K1[X2, T ][t1]
f1 − g1t1 ) = spec(K1[g1, t1])
where f1 is either X2 − α1 or T , and g1 is the other of X2 − α1 and T .
The next blowup X3 → X2 is the regular closed blowup at the point
x2 = [g1 = 0; t1 = α2].
Again we can cover X3 by affine opens of the form
U3 = spec(
K1[g1, t1][t2]
f2 − g2t2 )
where f2 is either g1 or t1 − α2 and g2 is the other of these two.
We can continue in this fashion until we eventually arrive at
Un = spec(K1[gn−1, tn−1]).
In this case the divisor Γ corresponds to the divisor V (gn−1 = 0). We arrive
immediately at the following.
Lemma 1 We have that Γ is isomorphic to P1 and that V is an affine line
(which might intersect itself and may have singularities).
Remark 4 Compare to Hartshorne [[9]] Proposition V.3.1.
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Let e ∈ Qˆ be a free parameter. Consider now the curve
Ce(t) = [gn−1 = t, tn−1 = e].
Notice that Ce(t) tends to a point e ∈ Γ as t → 0. As we vary e, we vary the
points on Γ and hence its image varies on V .
We see that
∪e,tCe(t) ∩ π−1(X0) 6= ∅.
Hence the image Ce(t) inside X0 induces a curve X (e, t) : U → X0 which is
defined on some open subset U ⊂ C2. Furthermore, for almost all e ∈ C there
exists a punctured interval Ie = (−ae, 0) ∪ (0, ae) such that (e, Ie) ⊂ U .
Notice that the image Xe(t) in X0 is such that its image under f tends to
f(e) ∈ V as t→ 0.
We shall now try to explicitly write down Xe. We consider the image of Ce(t)
under
π : Xˆ → X.
This is a curve, where we shall abuse notation and also write Ce(t), given by
Ce(t) : t→ [X1 = 1 : X2 = Qe(t) : T = Ze(t)].
Lemma 2 For almost all e, we have that in a neighboorhood W ⊂ C of t = 0
that T 6= 0 for t 6= 0.
Proof: Notice that Ze(t) is a polynomial in e and t. Furthermore for t = 0
we have that Ze(t) = 0. Hence Ze(t) = t
rWe(t) where r is some integer and
We(t) is some polynomial in e and t with We(0) 6= 0. [End-Of-Proof ]
Hence we see that the curve maps partly into A2 = X0. Now we have a fun-
damental observation: notice that as Xˆ → X is a regular sequence of blowups
above HX , we have that X (e, t) is the same as
[x1 =
1
Ze(t)
, x2 =
Qe
Ze(t)
]
inside X0. Hence we arrive at the following.
Theorem 6 Consider the curve
Cˆe(t) = [x1 =
1
Ze(t)
, x2 =
Qe(t)
Ze(t)
] ⊂ X0
for t ∈ W and t 6= 0. Then under the morphism
π : Xˆ → X
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we have that
Cˆe(t)→ e ∈ Γi
and
f(Cˆe(t))→ f(e) ∈ V
as t→ 0.
Proof: If we can prove that
Cˆe(t)→ e ∈ Γi
then
f(Cˆe(t))→ f(e) ∈ V
would follow immediately. Notice that for t 6= 0 we have that limt→0 Cˆe(t)→ e
in Xˆ as Xˆ → X is a blowup above a point in HX and for t 6= 0 we have that
Cˆe(t) ∈ X0. Hence the result follows. [End-Of-Proof ]
Now we consider the curve Ce(t) inside X again. The key observation now
is that we can change the parameter t to bring Ce(t) in a suitable form. How-
ever, this will depend on e. Fix an e ∈ C and consider the change of parameter
t→ se such that Ze(t) = sme . Notice that this change Qe(t) into a power series
Qˆe(se) ∈ C[[se]]
which we would now like to explain.
Notice that Qe(t) and Ze(t) induces two functions
Qe : P
1 → P1
and
Ze : P
1 → P1.
Here the domains of the two morphisms are parametrized by the parameter t.
Notice that for m > 1, t = 0 is a branch point of Ze. Hence locally at least,
as we are in characteristic 0, the morphism is of the form se → sme . In such a
neighbourhood, the function Qe is a local power series in se which has a positive
radius of convergence. Furthermore, the values of Qe can be computed for a
specific ζmse. For m = 1, the morphism Ze is etale at t = 0 and a similar
argument holds (in which case Qe has only one branch in a neighbourhood of
t = 0).
Hence we can write
Ce(t) = [X1 = 1 : X2 = Qˆe(se) : T = s
m
e ]
which we summarize in the following theorem.
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Theorem 7 For a small neighboorhood We ⊂ C of se = 0 we have that
f(Ce(se))→ f(e) ∈ V
as se → 0.
Now consider the sie terms of Qˆe(se). Let i = N be the first index of Qˆe(se)
where the coefficient changes as e changes, i.e. writing
Qˆe(se) =
∑
βis
i
e
we choose i = N such that βN changes as e changes, but that βi are independent
of e for i < N . We now come to our main theorem for this section. Let
Cˆe(se) : se → [X1 = 1 : X2 = Pe(se) : T = sme ]
where
Pe(se) =
∑
i≤N
βis
i
e,
i.e. Pe is the power series Qˆ truncated at index N .
Theorem 8 We have that
f(Cˆe(se))→ f(e) ∈ V
as se → 0.
Proof: We consider again the notation of the ti, fi and gi of when we regarded
the sequence of blowups Xn → ...→ X1. Notice that the value of ti is given by
lim
se→0
fi
gi
(Qˆe(se), s
m
e ) = lim
se→0
fˆi
gˆi
(Qˆe(se), s
m
e )
where fˆi and gˆi are polynomials in X2 and T . Let us study this limit explicitly.
Consider fˆi(Qˆe(se), s
m
e ). We can write this as a sum
fˆi(Qˆe(se), s
m
e ) =
∑
i,j,k
δi,j,ks
i+mj+Nk
e (γ + seG)
k
where δi,j,k ∈ C are constants and G(se) ∈ C[[se]] is a power series which de-
pends on the terms βN+ls
N+l
e of Qˆe, i.e. the terms after index N . Here we
wrote γ := βN (e).
For indices i, j, k define D(i, j, k) := i+mj +Nk. Notice we can write
fˆi(Qˆe(se), s
m
e ) =
∑
r
∑
k
∑
D(i,j,k)=r
δi,j,ks
r
e(γ + seG)
k.
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Let r = D0 be the smallest index such that the expression∑
k
∑
D(i,j,k)=r=D0
δi,j,ks
r
e(γ + seG)
k
is nonzero.
Assume that for all k > 0, δi,j,k = 0 when D(i, j, k) = D0. Then we notice that
fˆi(Qˆe(se), s
m
e ) = ∆s
D0
e +O(s
D0+1
e )
where ∆ 6= 0 is a constant and independent of e or γ and hence the limit
lim
se→0
fˆi
sD0e
is independent from γ and G.
Assume now that for some D(i, j, k) = D0 with k > 0 we have that δi,j,k 6= 0.
We consider the sum ∑
k
∑
i,j:D(i,j,k)=D0
δi,j,k(γ + seG)
k.
Fix a k and consider ∑
i,j:D(i,j,k)=D0
δi,j,k(γ + seG)
k.
If ∑
i,j:D(i,j,k)=D0
δi,j,k = 0
then we notice that neither γ nor G will play a role in it, as it is 0.
Assume now, that for some k, the expression∑
i,j:D(i,j,k)=D0
δi,j,k
is not zero. Then the expression∑
k
∑
i,j:D(i,j,k)=D0
δi,j,k(γ + seG)
k
will be of the form p(γ) + seH , where p(γ) will be a nontrivial polynomial in γ
and H will be some power series in se. Notice in this case the factor se in front
of the H . Furthermore, the information of G will only go into the construction
of H , p(γ) is not affected by G.
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In this case we note that
lim
se→0
fˆi
sD0e
will depend and change as γ changes, but that it will be independent of G,
because G always occurs with the se in front of it.
Lastly, assume that for all k > 0, we have that∑
i,j:D(i,j,k)=D0
δi,j,k = 0.
Then neither γ nor G will play a role in the limit, only the constants
∑
i,j δi,j,0,
which is assumed nonzero as we have chosen D0 to be the smallest nonzero such
expression.
A similar analysis applied to gˆi. Hence we see that the limit lim
fi
gi
is either
not affects by the term sNe γ and in this case also not by the higher terms, or if
it is affected by γ, then only by γ and not by the higher terms. We are done.
[End-Of-Proof ]
The importance of this theorem is that we may study the finiteness variety
component V as an approximation by an affine line (which might intersect it-
self). Indeed, setting u = s−1e , we note that we can write
Cˆe(se) = Cˆ(e, u)
where
Cˆ(e, u) : u→ [x1 = um;x2 = pe(u)]
with pe(u) a polynomial in u and u
−1. Here pe(u) is essentially a constant
polynomial, except for the term E(e)um−N which changes as e changes. Here
E(e) = βN (e) is some algebraic function of e (which might have branches).
Set γ = E(e). Note that for a specific γ, there may be several e such that
E(e) = γ. However, changing γ also changes the branches of E : e→ γ. Notice
however, that we may view pe(u) solely as a polynomial in u, u
−1 and γ and
hence also Cˆ = Cˆ(γ, u).
Consider now the image of Cˆ(γ, u) under f . It maps to a curve D(γ, u) which
has the property that D(γ, u)→ V as u→∞ and this limit point changes as γ
changes.
Hence we see that D(γ, u) involves only terms of γ and u−1. Furthermore, we
see that V is parametrized by two polynomials in γ, i.e.
V = (a0(γ), b0(γ)).
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In particular we can write
f(Cˆ(γ, u)) = [
∑
ai(γ)u
−i,
∑
bi(γ)u
−i] ∈ Y0.
Hence we see that we have a map
f : spec(C[u−1, γ])→ Y0
and for u−1 this maps to V . In particular, for generic γ, where da0(γ)dγ and
db0(γ)
dγ
do not both vanish simultaneously, we see that γ is a local parameter for Γ
around e ∈ Γ, here local parameter means in the analytic sense (note γ need
not be in KX = C(X0) = C(Xˆ) but is in the analytic completed local ring of e).
Let us now consider again the relation between e and γ. From the representa-
tion x1 = u
m and x2 =
∑
βiu
m−i + γum−N we see that C(X0) ⊂ C(u, γ) and
the latter is an extension of degree m. In particular we see that e = Ω(γ, u−1)
for some rational function Ω ∈ C(γ, u−1). Now let e ∈ Γ. Notice that this
corresponds to u−1 = 0 and hence as e varies on Γ we see that e = Ω(γ, 0). Let
e ∈ Γ ≃ P1 be a point such that the map Ω(−, 0) : P1 → P1 is not ramified
above e. Let γ1, .., γr be the values of γ above e and assume that e has been
chosen such that all of the γi are finite.
Lemma 3 For generic e we have that u−1 and γ − γi are local parameters for
the completed local ring of Xˆ at e ∈ Γ ⊂ Xˆ.
Proof: Consider Ze(t). For our curve we chose the representation gn−1 = t
and tn−1 = e. Hence the function t is a local parameter together with e at γ0
(not just in the completed local ring but also in Xˆ itself).
Write Ze(t) = t
mZ0(e, t).Notice that for generic e0 with Z0(e0, 0) 6= 0 we have
that
Zˆ := Z0(e, t)
1
m ∈ C[[e− e0, t]].
Furthermore, for almost all e we have that
γ − γi ∈ C[[e− e0, u−1]]
.
We have that both δZˆδt and
δZˆ
δe exist. We see thus that locally in around γ0
du−1 = [Zˆ + t
δZˆ
δt
]dt+ t
δZˆ
δe
de = Zˆdt 6= 0.
The result follows. [End-Of-Proof ]
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Remark 5 Let Ψ(r) : R → Xˆ be a curve in Xˆ. If Ψ(c) = e ∈ Γ ⊂ Xˆ and is
smooth there in the sense that its derivatives exist in the tangent space around
γ0, then after choosing a branch of u, γ we can write u
−1 = u−1(r) and γ = γ(r).
It needs to be stressed that this can only be done once AFTER choosing a branch
of u and γ. In this case we see that both du
−1
dr |c and dγdr |c exist as u−1 and γ are
analytic functions around e ∈ Γ and hence analytic functions of r if Ψ(r) ∈ C1.
We would like to remark on the above and the blowup Un → Un−1. We had that
tn−1 was defined by tn−1gn−1 = fn−1. However, we could also have studied a dif-
ferent chart, namely the chart defined by vn−1fn−1 = gn−1 where vn−1 =
1
tn−1
.
In this case we see that the curve Ce(t) induces vn−1 =
1
e and fn−1 = et. We
thus see that the tangent of Ce(t) at t = 0 is in Cδfn−1 and its projection onto
Cδvn−1 is 0.
Lastly, before we end this section we would like to comment on trajectories in
X0 which tend to a point e ∈ Γ ⊂ Xˆ .
Lemma 4 Assume that
Ψ(r) : R→ X0 ⊂ Xˆ, r→ (x1(r), x2(r))
is a trajectory in X0 which tends to a point
e ∈ Γ ⊂ Xˆ
as r → c and such that x1(r) does not tend to 0. Let γ0 be a value of γ which
maps to e. Then there exists a branch u, γ such that Ψ(r) lifts to a curve in the
u− γ plane which tends to γ0 as r → c.
We would now like to comment on the condition that x1(r) does not tend to 0.
Notice that we can adjust our map f to arrange that this is always the case.
Indeed, Γ is constructed from blowups in the plane at infinity T = 0 and the first
blowup takes place at [X1 = 1 : X2 = h0 : T = 0]. Hence if (x1, x2) → e ∈ Γ,
then x1 cannot tend to 0 (see Assumption 1).
We would also like to illustrate by example how to obtain the u− γ representa-
tion. For this we shall calculate three examples which we shall always refer to
throughout this paper.
Let X = P2 and denote by X1, X2, T homogenous coordinates for X . Con-
sider the blowup Xˆ1 of X at [X1 = 1 : X2 = 0 : T = 0]. This induces a line
parametrized by u where x2 = tu, here x2 =
X2
X1
and t = TX1 . Now blowup Xˆ1
at u = 2 and t = 0 to obtain Xˆ2. The exceptional curve here is parametrized
by w where t = w(u − 2). Lastly blowup Xˆ2 at w = 1 and u = 2 to obtain Xˆ3
with exceptional curve Γ parametrized by v where w − 1 = v(u− 2).
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Now consider the s-curve (u = 2+s, v = e+s) approaching a point (u = 2, v = e)
on Γ. We can backtrack to find a s-curve in terms of X2 and T . Indeed, w is
given by
w(s) = 1 + es+ s2.
Furthermore, backtracking further, we have
t(s) = w(u − 2) = s+ es2 + s3
and lastly we obtain for
x2(s) = ut = 2s+ s
2 + 2es2 + es3 + 2s3 + s4.
The first of order of business is to write t(s) = z where z is some parameter.
Notice that we have
s = z − ez2 − z3 + 2e2z3 +O(z4).
Substitung this into x2(s) we obtain x2 = 2z+ z
2− ez3+O(z4). We would now
like to illustrate we can truncate x2 at degree 3, i.e. only consider the trajectory
[X1 = 1 : X2 = 2z + z
2 − ez3 : T = z].
Indeed, one sees immediately that u(z) is given by 2+ z− ez2 and notice u→ 2
as z → 0. Furthermore,
w =
t
u− 2 =
z
z − ez2 → 1
as z → 0. Laslty
v =
w − 1
u− 2 → e
as z → 0.
The example above was for the projective space P2 on its own. Let us now
consider an example where we have a morphism.
Let f0 : X0 → Y0 be given by [x1, x2]→ [x1x2+x22, x1x2]. Notice that this map
admits the finiteness variety Vf0 = V = (ǫ, ǫ) where ǫ ∈ C.
We blowup X = P2 once at X1 = 1;X2 = 0;T = 0 to obtain the component Γ
which maps to V . We obtain the representation x1 = u and x2 = ǫu
−1.
Consider now the map f1 : Z0 = A
2 g0−→ X0 f0−→ Y0 where
g0(z1, z2) = [z1, z2 + z
2
1 ].
Notice that g0 is Keller. Blowing up we obtain the representation
x1 = v + γv
−2, x2 = −v2
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where γ = 12ǫ. One can also deduce this representation in another way, without
blowing up.
Indeed notice that z2 = x2 − x21 = ǫu−1 − u2 and z1 = x1 = u. We shall see
later on that z2 must have the representation z2 = −v2 for some parameter v.
Hence we see
−v2 = −u2[1− ǫu−3]
and hence
v = ±u
√
[1− ǫu−3] = ±u[1− ǫ
2
u−3 + ..].
Hence u = ±v[1+ ǫ2v−3+..]. Subsituting this into z1 and applying the truncation
theorem we arrive at z1 = v +
ǫ
2v
−2.
4 The Keller condition and the Jacobian matrix
In this section we shall continue our study of the components of the finiteness
variety. Before we state our main results, we recall our main result of the
previous section:
Theorem 9 There exists an affine curve, parametrized by γ, given by
Cˆ(γ, u) : u→ [x1 = um : x2 = h0.um + h1.um−1 + ..+ γ.um−N ]
which is such that
f(Cˆ(γ, u))→ vγ ∈ V
as u→∞. Furthermore, vγ ∈ V changes as γ changes.
We can write
D(γ, u) := f(Cˆ(γ, u)) = [a(γ, u), b(γ, u)]
where a respectively b are polynomials in γ and u−1.
Let us fix some notation before stating the main results. We may write
a(γ, u) = a0(γ) + a1(γ)u
−1 + a2(γ)u
−2 + ...
and similarly for
b(γ, u) = b0(γ) + b1(γ)u
−1 + b2(γ)u
−2 + ....
The points of V are given by
γ → (a0(γ), b0(γ)).
Definition 1 We shall say that a choice γ = γ0 is admissible if
da0
dγ and
db0
dγ
are both nonzero.
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For an admissible γ = γ0, we can write
a(γ0 + δ, u) = a(γ0, u) + δχ1(γ0, u) + δ
2χ2(γ0, u) + ...
and similarly for
b(γ0 + δ, u) = b(γ0, u) + δψ1(γ0, u) + δ
2ψ2(γ0, u) + ....
where χi and ψi are some polynomials in γ, u and u
−1. Notice that the χi
and ψi only depend on the γ0 and u and are all polynomials in γ0 and u
−1.
Furthermore, χ1 =
δa
δγ and ψ1 =
δb
δγ .
Let us state our main result.
Theorem 10 We have the following representation of J(f) in terms of u and
γ:
J(f) =
[
um−N+χ1r3
ψ1
χ1u
N−m
r3 ψ1u
N−m
]
where r3 is given by the following expression:
r3 =
δb
δu − ψ1uN−m[mh0um−1 + (m− 1)h1um−2 + ...]
mum−1
.
We devote the rest of this section to proving this.
Fix a u. Let g := gγ0,u(Y1, Y2) be the local inverse of f above f(Cˆ(γ0, u)), i.e.
a local inverse of f such that
g(D(γ0, u)) = Cˆ(γ0, u).
Let p be a prime such that all coefficients of Cˆ are p-adically integral.
Lemma 5 There exists an ǫ > 0 such that for v(δ) > ǫ we have that
g(D(γ0 + δ, u)) = Cˆ(γ0 + δ, u).
Proof: f is etale and hence for some small p-adic neighboorhood U around
Cˆ(γ0, u) we have that g(f(U)) = U . [End-Of-Proof ]
Now we consider the Jacobian J(f) of f at Cˆ(γ0, u). Write
J(f) =
[
r1 r2
r3 r4
]
.
Remark 6 As |J(f)| = 1 we have explicitly that
J−1 =
[
r4 −r2
−r3 r1
]
.
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Furthermore, write
g(a0(γ0) + Y1, b0(γ0) + Y2) = C0 + C1(Y1, Y2) + C2(Y1, Y2) + ...
where the Ci is the degree i homogenous terms of g.
Lemma 6 We have that C0 = Cˆ(γ0, u).
Lemma 7 We have that
C1 = J
−1
[
Y1
Y2
]
=
[
r4 −r2
−r3 r1
] [
Y1
Y2
]
where J is the Jacobian J(f) of f at Cˆ(γ0, u).
By Kramer’s theorem we have that
J−1(Y1, Y2) = (Y1r4 − Y2r2, Y2r1 − Y1r3).
Setting
Y1 = δχ1(γ0, u) + δ
2χ2(γ0, u) + ...
and
Y2 = δψ1(γ0, u) + δ
2ψ2(γ0, u) + ...
we now study what g(Y1, Y2) could be. We keep δ a free parameter.
Lemma 8 We have that
g(a0(γ0) + Y1, b0(γ0) + Y2) = (u
m,
∑
m≥i>m−N
hiu
i + (γ0 + δ)u
m−N)
= Cˆ(γ0, u) + (0, u
m−Nδ).
Notice however, that we can choose δ freely, as long as v(δ) > ǫ. This places a
large restriction on J−1 which we now explain. Indeed, notice that Ci(Y1, Y2)
are all expressions which involve δ2 for i ≥ 2. Hence we can write
g(Y1, Y2) = Cˆ(γ0, u) + J
−1(Y1, Y2) +O(δ
2).
Here we note that
J−1
[
Y1
Y2
]
=
[
δ(χ1r4 − ψ1r2)
δ(ψ1r1 − χ1r3)
]
+O(δ2).
Lemma 9 We have that χ1r4 − ψ1r2 = 0.
Proof: This follows from Lemma 5. Indeed, if the expression above was
nonzero then this would imply a change in x1 = u
m which is a contradiction.
[End-Of-Proof ]
22
Lemma 10 We have that ψ1r1 − χ1r3 = um−N .
Proof: This is similar as above, where we note that the terms Ci for i ≥ 2
only involves δ2 terms. [End-Of-Proof ]
Furthermore, we know that |J(f)| = 1, hence r1r4 − r2r3 = 1. Hence we
can solve for r1, r2, r3 and r4. We obtain
Theorem 11 We have that r4 = ψ1u
N−m and r2 = χ1u
N−m. Furthermore, r3
is free and r1 is then given by
r1 =
χ1r3 + u
m−N
ψ1
.
Remark 7 In general we have
r1 =
χ1r3 + |J(f)|um−N
ψ1
.
Now we shall study the free parameter r3. Indeed, we can write
J(f) =
[
um−N+χ1r3
ψ1
χ1u
N−m
r3 ψ1u
N−m
]
.
Define
δD(γ, u)
δu
= [au(γ, u), bu(γ, u)]
to be the partial derivative of D in u (notice that it is a vector). In this case
we have that
au(γ, u) = −a1(γ)u−2 − 2a2(γ)u−3 − ...
and similarly for
bu(γ, u) = −b1(γ)u−2 − 2b2(γ)u−3 − ....
For a fixed γ we thus see that[
au
bu
]
=
dD(γ, u)
du
= J(f).
dCˆ(γ, u)
du
= J(f)
[
mum−1
mh0u
m−1 + (m− 1)h1um−2 + ...
]
=
[
um−N+χ1r3
ψ1
χ1u
N−m
r3 ψ1u
N−m
][
mum−1
mh0u
m−1 + (m− 1)h1um−2 + ...
]
.
We see thus that
mum−1r3 + ψ1u
N−m[mh0u
m−1 + (m− 1)h1um−2 + ...] = bu
hence we can solve for r3 as
r3 =
bu − ψ1uN−m[mh0um−1 + (m− 1)h1um−2 + ...]
mum−1
.
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Lastly, we would like to deal with some corner case, i.e. for instance when one
of da0dγ or
db0
dγ is identically zero, or if m = 0.
If one of da0dγ or
db0
dγ is identically zero, then this would imply that the com-
ponent V is a straight line. However by Van Chau ([20]) this cannot be the
case. Lastly, consider what happens if m = 0. Then (a0(γ), b0(γ)) would be a
single point, which can also not happen.
Let us illustrate our equations with an example. Recall the map f0 constructed
in the examples of Section 3. Consider f0(x1, x2) = (x1x2, x1x2 + x
2
2). Notice
that in this case there is a finite variety in Y0, namely the line C := (ǫ, ǫ) as
ǫ ∈ C2.
Notice that we can approach C with the curve x1 = t, x2 = ǫt
−1. In our
notation, this would imply that m = 1 and L = 1. The Jacobian of f in this
representation is given by
J(f) =
[
x2 x1
x2 x1 + 2x2
]
=
[
ǫt−1 t
ǫt−1 t+ 2ǫt−1
]
.
Furthermore, the determinant of the Jacobian is given by
|J(f)| = 2x22 = 2ǫ2t−2.
Let us bring this into relation with our standard u, γ representation of J(f), that
we deduced earlier on. We have that a(γ, u) = ǫ and b(γ, u) = ǫ+ ǫ2t−2. Hence
au = 0 and χ1 = 1. Furthermore we have that bu = −2ǫ2t−3 and ψ1 = 1+2ǫt−2.
Hence we see that if we write
J(f) =
[
r1 r2
r3 r4
]
then r2 = t
Lχ1 and r4 = t
Lψ1, as expected. Let us study r3. Notice that
r3 := ǫt
−1 = −2ǫ2t−3 − t(1 + 2ǫt−2)[−ǫt−2] = bu − tLψ1[−Lǫt−L−1]
which fits our expectation. Lastly, note that we have
r1 := ǫt
−1 =
2ǫ2t−2.t−1 + 1.ǫt−1
1 + 2ǫt−2
which thus shows that r1 =
|J(f)|t−L+r3χ1
ψ1
which is as expected.
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5 Differential equations describing the finiteness
variety
In the previous sections we constructed the curves Cˆ(γ, u), D(γ, u) and also
found explicit form for the Jacobian matrix at Cˆ(γ, u) in terms of γ and u. In
this section we carry our analysis further. Our main theorems are the following.
Theorem 12 We have the following relation on a(γ, u) and b(γ, u):
δb
δγ
δa
δu
− δa
δγ
δb
δu
= mu2m−N−1.
Theorem 13 Let k be smallest index larger than 0 such that one of ak or bk is
nonzero. Then either k < N − 2m and
da0
dγ
bk − db0
dγ
ak = 0
or k = N − 2m and
da0
dγ
bk − db0
dγ
ak =
m
k
.
Fix a γ and consider the curve
u→ f(Cˆ(γ, u)) = D(γ, u) =
[
a(γ, u)
b(γ, u)
]
We may ask what dDdu is, i.e. the derivative vector of u → D(γ, u). Note that
this is given by [
δa
δu
δb
δu
]
=
dD
du
= J(f)
[
dC1
du
dC2
du
]
where we wrote Cˆ = [C1, C2].
Hence we have the relations
δa
δu
= r1
dC1
du
+ r2
dC2
du
and
δb
δu
= r3
dC1
du
+ r4
dC2
du
.
However we can now use our knowledge about the ri that we gained in the
previous section. Indeed, we have
δa
δu
= r1
dC1
du
+ χ1u
N−m dC2
du
and
δb
δu
= (
ψ1r1 − um−N
χ1
)
dC1
du
+ ψ1u
N−m dC2
du
.
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We can now multiply the top equation by ψ1 and the bottom equation by χ1 to
obtain
ψ1
δa
δu
= ψ1r1
dC1
du
+ ψ1χ1u
N−m dC2
du
and
χ1
δb
δu
= (ψ1r1 − um−N)dC1
du
+ χ1ψ1u
N−m dC2
du
.
Thus we finally arrive at the relation
ψ1
δa
δu
− χ1 δb
δu
= um−N
dC1
du
.
Now we notice that dC1du = mu
m−1. Hence we arrive at the following
Lemma 11 We have that
ψ1
δa
δu
− χ1 δb
δu
= mu2m−N−1.
Recall that we expanded a and b as follows:
a(γ, u) = a0(γ) + a1(γ)u
−1 + a2(γ)u
−2 + ...+ ad1(γ)u
−d1
and similarly for
b = b0(γ) + b1(γ)u
−1 + ...+ bd2(γ)u
−d2.
Similarly we defined χ1 and ψ1 via the derivatives of a and b under γ, indeed
recall that :
a(γ0 + δ, u) = a(γ0, u) + δχ1(γ0, u) + δ
2χ2(γ0, u) + ...
and similarly for
b(γ0 + δ, u) = b(γ0, u) + δψ1(γ0, u) + δ
2ψ2(γ0, u) + ....
Notice that we can write
χi =
da0
dγ
+
da1
dγ
u−1 + ...+
daD1
dγ
u−D1
and similarly
ψi =
db0
dγ
+
db1
dγ
u−1 + ...+
dbD2
dγ
u−D2
where D1, D2 ∈ N. Grouping the coefficients of u and the differential equation
relation we obtain some partial differential like relations between the ai and bi.
Interesting is the case of the first ak, bk such that one of ak or bk is nonzero
for k > 0. In this case we either have that
da0
dγ
bk − db0
dγ
ak = 0
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and −k > 2m−N or
da0
dγ
bk − db0
dγ
ak =
m
k
and k = N − 2m.
We can summarize in the following theorem.
Theorem 14 We have that k ≤ N − 2m. Furthermore, in case k < N − 2m
then
da0
dγ
bk − db0
dγ
ak = 0.
If k = N − 2m then
da0
dγ
bk − db0
dγ
ak =
m
k
.
Remark 8 In this section we subtly used the assumption |J(f)| = 1 in another
way. The culprit is the term r1. In general one has
r1 =
|J(f)|um−N + r3χ1
ψ1
.
6 A coupled system of ordinary differential equa-
tions
Now consider again the fundamental relation
δf1
δx1
δf2
δx2
− δf1
δx2
δf2
δx1
= 1.
Consider a system of coupled ordinary differential equations given by
dx1
dr
=
δf2
δx2
= ψ1u
N−m
and
dx2
dr
= − δf2
δx1
= −r3.
Definition 2 We shall refer to the above system as the inverse dynamics cou-
pled system.
Notice that we can solve for u and γ from x1 and x2.
Lemma 12 f2 is constant along such a trajectory.
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Proof: Indeed we have that
df2
dr
=
δf2
δx1
dx1
dr
+
δf2
δx2
dx2
dr
= 0.
We see thus that f2 must be constant along the trajectory of x1 and x2. [End-
Of-Proof ]
Lemma 13 We have that f1(r) = r + C.
Remark 9 Here the assumption that |J(f)| = 1 was used. In general
df1
dr
→ |J(f)|.
Lemma 14 There are no cycles in the trajectory (x1(r), x2(r)).
Let us translate these equations into the unknowns u and γ. For the following
set
L := N −m.
Then we have x1 = u
m and
x2 = h0u
m + h1u
m−1 + ..+ γu−L.
Hence we obtain
du
dr
=
ζm
m
u1−m
dx1
dr
=
ζm
m
u1−m
δf2
δx2
=
ζm
m
u1−m+Lψ1
as dx1dr = ψ1u
N−m. Furthermore for γ we obtain that
γ = x2u
L − h0um+L − h1um+L−1 − ...
and hence
dγ
dr
= LuL−1x2
du
dr
+ uL
dx2
dr
−[(m+ L)h0um+L−1 + (m+ L− 1)h1um+L−2 + ..]du
dr
= LuL−1x2
du
dr
+ uL
dx2
dr
−ζm
m
[(m+ L)h0u
m+L−1 + (m+ L− 1)h1um+L−2 + ..]u1+L−mψ1.
Hence we see that
dγ
dr
=
Lζm
m
u2L−mψ1[h0u
m + h1u
m−1 + ..]
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+uL
uLψ1(mh0u
m−1 + (m− 1)h1um−2 + ...)− bu
mum−1
−ζm
m
[(m+ L)h0u
m+L−1 + (m+ L− 1)h1um+L−2 + ...]ψ1u1+L−m
as dx2dr = −r3.
Let us consider the general term of each of the expressions that go into the
above. Notice that we have
L
m
u2L−mψ1[h0u
m+h1u
m−1+..] = ψ1
∑
0≤i≤m+L−1
L
m
hiu
2L−i+
L
m
ψ1hm+Lγu
L−m.
Furthermore, if we ignore the terms involving bu we obtain that
uL
uLψ1(mh0u
m−1 + (m− 1)h1um−2 + ...)
mum−1
=
1
m
ψ1[
∑
0≤i≤L+m−1
(m− i)hiu2L−i − LγuL−m].
Lastly we obtain
− 1
m
[(m+ L)h0u
m+L−1 + (m+ L− 1)h1um+L−2 + ...]ψ1u1+L−m
=
1
m
ψ1
∑
0≤i≤L+m−1
(m+ L− i)u2L−m.
Theorem 15 We have that ζm = 1.
Proof: Indeed we have the relation um = x1. Consider now a small pertur-
bation ǫ in x1. Choose a branch ζu of u and consider the perturbation in ζu
needed to result in x1. Let this be η. We see that
(ζu + η)m = x1 + ǫ
and hence η = ǫζmum−1 +O(ǫ2). Notice that the dominating term we can write
as ǫ(ζu)
1−m
m . The result follows. [End-Of-Proof ]
Corollary 1 We have the following dynamics for u and γ: we have that
du
dr
=
1
m
uL−m+1ψ1
and
dγ
dr
=
1
m
uL−m+1bu.
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Remark 10 The dominating term of bu =
δb
δu is the term −kbk(γ)u−k−1.
Theorem 16 Consider the inverse dynamics coupled system again. Let (ui, γi) =
{(uij, γij)} be all possible pairs of u,γ values such that (ui, γi) corresponds to at
least one wj . Then for almost all e ∈ Γ we have the property that for at least
one i, the inverse dynamics coupled system with initial values u(0) = ui and
γ(0) = γi is such we have that γ → γ0 and u−1 → 0 as r → 0 increases from
the left.
Proof: Indeed, let R be the ramification index of f along Γ. Then we see
that for almost all e ∈ Γ we can lift the trajectory f1 = r to R distinct trajec-
tories Ψ1, ..,ΨR in Xˆ such Ψi → e = βN(γ0) ∈ Γ. Let Ψ1 be any one of these
trajectories.
For almost all e we can lift Ψ1 uniquely to a trajectory Ψˆ1 such that γ → γ0 as
we approach e ∈ Γ. In this branch γ − γ0 together with u−1 are local parame-
ters for Xˆ around e ∈ Γ. As the dynamics of γ − γ0 is governed by the inverse
dynamics coupled system the result follows. [End-Of-Proof ]
Remark 11 It is important to note that the argument above only applies AF-
TER a choice of the branch u, γ has been made.
Remark 12 We shall prove later that k ≥ K.
7 Analytic functions
Write K = L−m. Notice that at least formally
du−K
dr
=
−K
m
ψ1 =
db0
dγ
+
dbk
dγ
u−k + ....
Furthermore,
dγ
dr
=
−k
m
uK−k[bk(γ) + u
−1bk+1 + ...]
It is not a priori true that the derivative of u−K exists at all.
Theorem 17 We have that the derivative du
−K
dr exists at r = 0.
Proof: Consider the unit circle S1 ⊂ C. For ζ ∈ S1 define the linear map
Lζ : Y0 → Y0 which maps y1 → ζ−1y1 and y2 → ζy2. Notice that L ◦ f is still
Keller.
Denote now by u1(s) the function u
−K(r = s) for s ∈ [−ǫ, 0].
30
Consider now the smooth continuous trajectory l : [−1, 1] → S1 which starts
at l(−1) = 1 and ends at l(1) = −1. Furthermore, let (u0, γ0) be starting
conditions which tends to u−1 = 0 and γ0 ∈ Γ. The trajectory l corresponds
to a trajectory l : [−1, 1] → Y0 which starts at l(−1) = (−ǫ, 0) and ends at
l(1) = (ǫ, 0). In general l(ζ) = (ǫl(ζ), 0).
As l does not wind around Vf (we can make ǫ small enough such that this does
not happen) we see that we can lift the trajectory l to a trajectory lˆ in u − γ
space such that for a pair u, γ at lˆ(1) the trajectory of u−K and γ still ends
at γ0 and u
−K = 0 for the map L ◦ f . Denote the value of u−K(r) along this
branch (where ζ = −1) for r ∈ [0, ǫ] by u2(s) where s = −r.
Notice that the right limit lims→0+
du2
ds as s → 0 from the right exists and is
equal to left limit lims→0−
du1
ds .
Let now v denote the function u1(s) if s < 0 and u2(s) if s > 0. Let v(0) = 0.
Notice that v is continuous on the interval [−ǫ, ǫ]. Furthermore, as s → 0, the
limit lims→0
dv
ds exists and is finite. Hence by Apostol ([2]) Exercise 5.16 we see
that dvds exists and is in fact equal to lims→0
dv
ds . Hence the derivative of u
−K
exists. [End-Of-Proof ]
Next we consider the structure of u−K and in particular the structure of the
extension of discrete valuation rings OV ⊂ OΓ. Notice that u−1 is a local pa-
rameter for the completed discrete valuation ring ÔΓ. As such there is a unit
µ ∈ Ô∗Γ such that µu−R = χ where χ ∈ OV ⊂ C(Y0) is a local parameter for
OV . Here R is the ramification index of Γ/V .
For generic v ∈ V , χ is regular holomorphic function at v ∈ V ⊂ Y0 and infact
we can find a local parameter γˆ such that χ together with γˆ are local parameters
for Y0 at v. Furthermore, we can choose γˆ such that u
−1, γˆ are local analytic
parameters for Xˆ at e ∈ Γ. In other words we have that
ÔY0,v ≃ C[[χ, γˆ]]
and
ÔXˆ,e ≃ C[[u−1, γˆ]].
There exists a local parameter g ∈ OΓ ⊂ C(X0) together with a unit h ∈ OΓ
such that gRh = χ. But for generic e ∈ Γ we have that g and h are regular
functions in the local ring of Xˆ at e, hence they both admit power series expan-
sions g = G(u−1, γˆ) and h = H(u−1, γˆ).
In general we can write
g = u−1[g0(γˆ) + g1(γˆ)u
−1 + ..]
If we chose e such that g0(γˆ) 6= 0 then we see that
[g0(γˆ) + g1(γˆ)u
−1 + ..]−1 ∈ C[[u−1, γˆ]]
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and hence
µ =
h
[g0(γˆ) + g1(γˆ)u−1 + ..]R
∈ C[[u−1, γˆ]].
Thus we may write µ =
∑
pi(γˆ)u
−i where pi ∈ C[[γˆ]].
Consider now the relation u−Rµ = χ ∈ C∞. As χ together with the γˆ form
local parameters at v ∈ V , we can chose a combination of a translation (so that
v = 0 in Y0) and a rotation L of Y0 such that dχdr 6= 0 along the real line f1 = r
and f2 = 0.
In particular this implies that du
−Rµ
dr exists and is different from 0. Originally
we used the parameter γ but it is not hard to see that dudr can also be expressed
in terms of the parameter γˆ. In general we obtain
du
dr
= uKˆ+1
∑
qi(γˆ)u
−i
for some constant Kˆ.
The point is however that Kˆ = K. One sees this by noting that we can write
γ =
∑
ωi(γˆ)u
−i and that the determinant of the map
[u−1, γˆ]→ [u−1, γ]
is simply δγδγˆ at points v where Γ→ V is etale.
Remark 13 Note γˆ can also be considered as a tangent vector in Y0. In the
above we regard the map [u−1, γˆ] → [u−1, γ] and as γ = ∑ωi(γˆ)u−i we see
that δγδγˆ exists. However consider a map [u
−1, γ] → [χ, γˆ] does not imply that
δγ
δγˆ exists. Indeed, the notion of a derivative always depends on the choice of
coordinate system.
Notice that q0 6= 0 for generic v ∈ V .
Lemma 15 We have that R ≤ K.
Proof: Assume that R > K. Then
dχ
dr
=
du−Rµ
dr
= u−R[
∑ dpi
dr
u−i +
∑∑
−ipiqjuK−i−j ]
−RuK−R
∑∑
qjpiu
−i−j .
As R > K one sees that this tends to 0 as r → 0, a contradiction as dχdr 6= 0.
[End-Of-Proof ]
Lemma 16 We have that R ≥ K.
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Proof: Assume that R < K. Consider again the expression
dχ
dr
=
du−Rµ
dr
= u−R[
∑ dpi
dr
u−i +
∑∑
−ipiqjuK−i−j ]
−RuK−R
∑∑
qjpiu
−i−j .
Note that q0(γˆ) 6= 0 and p0(γˆ) 6= 0 at e ∈ Γ. Hence the expression above which
tends to ∞ as r → 0 unless R ≥ K. [End-Of-Proof ]
Hence we arrive at the following:
Theorem 18 For generic rotations L the K is the ramification index of Γ/V .
As by-product from our work earlier on we obtain the following.
Lemma 17 There exists a function µ : [−ǫ, 0]→ C such that µ =∑ pi(γˆ)u−i
and such that u−Kµ ∈ C∞. Furthermore µ(0) 6= 0.
Next we consider the unit µ.
The following theorem is useful.
Theorem 19 Let ψ : [−ǫ, 0] → C be in C∞ and let ǫ ∈ Q+ − N, i.e. ǫ is a
proper positive fraction. Then for all φ : [−ǫ, 0]→ C with φ ∈ C∞ we have that
lim
r→0
ψ − φ
rǫ
=
{
0
∞
}
.
In other words, the limit is either 0 or diverges.
Proof: We can write ψ − φ =∑ ciri where the ci ∈ C. The theorem follows
at once from the fact that ǫ is not integral by inspecting the first ci 6= 0. [End-
Of-Proof ]
Set χ = u−Kµ. As
du
dr
= uK+1
∑
qju
−j
we see that
du−K
dr
= −K
∑
qju
−j.
Notice that we have
u−K =
∫
[
du−K
dr
]dr = −K
∫
[
∑
j≥0
qj(γ)u
−j]dr
and hence we see that
χ = −K
∑
i
∑
j
pi(γ)u
−i
∫
[qj(γ)u
−j ]dr.
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8 Galois action of Gal(KX(u)/KX) ≃ Z/mZ on u
and the γ
In this section we shall study the action of Gal(KX(u)/KX) ≃ Z/mZ on u and
the γ. Let σ ∈ Gal(KX(u)/KX) ≃ Z/mZ denote the action u → ζmu. Here
we regard Z/mZ as the group action on the branches of u, γ. Notice that the
x1, x2 are fixed by this.
Consider now the σu = ζmu-branch of u, γ. We consider the dynamics of
σu = ζmu along this branch. We consider the system where f1 = r and f2 = 0.
Let P (y1, y2, u) = 0 be the minimal polynomial of u in KY (u). Notice that
δP
δy1
= 0.
As δy2δy1 = 1 if i = 1 respectively 0 if i > 1 we see that the function
δu
δy1
∈ KY (u).
In fact we have δuδy1 = Q(y1, y2, u) where Q is some rational function in the yi
and u.
Furthermore P is also a minimal polynomial for σu. It follows at once that
δσu
δy1
= Q(y1, y2, σu) = σQ(y1, y2, u) = σ
δu
δy1
.
Hence we arrive at the following lemma:
Lemma 18 We have that the Galois conjugate
σ
δu
δy1
=
δσu
δy1
.
Notice however that
dσu
dr
= ζm
du
dr
.
We have proven earlier that
δu
δy1
=
1
m
uK+1
δy2
δγ
.
Hence we have
ζmu
K+1 δy2
δγ
= ζm
du
dr
=
dζu
dr
=
dσu
dr
= σ
du
dr
= σ[uK+1
δy2
δγ
].
It follows that
σ
δy2
δγ
= ζ−Km
δy2
δγ
.
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Notice also that the reduction of δy2δγ along u
−1 is simply δy2δγ where y2 respec-
tively γ denotes the classes of the reductions of y2 respectively γ. To see this
we note that y2 ∈ C[[u−1, γ]].
Hence we see in the reduction the relation
σ
δy2
δγ
= ζ−Km
δy2
δγ
.
We shall now prove that K = 0.
Theorem 20 We have that K = 0.
We shall devote the rest of this section to proving this.
Let c ∈ N. Consider the map X0 → X0 =: Z0 where
[x1, .., xn]→ [z1 = x1 + xc2, z2 = x2].
Notice that this induces a map Z0 → X0 → Y0. We can apply exactly the same
analysis to Z0 → Y0 to obtain a v − γˆ representation. In general z1 = vk etc.
Consider the representation xi = xi(u, γ). By introducing a rotation on X0 we
may assume that all x2 = c2u
m +O(um−1) where c2 6= 0.
Consider now the map ω : Z0 := A
n → X0 := An given by
[z1, z2]→ [x1 = z1 + zc2, x2 = z2]
where c ∈ N.
Notice that ω is a Keller map and indeed an isomorphism. We may apply all
of the above to the map fω := f ◦ ω : Z0 → Y0. Let Ω denote the component
above V in Zˆ.
Lemma 19 The ramification index of fω along Ω is K.
Proof: As ω is an isomorphism we see that C(X0) = C(Z0). Hence the
ramification of ω along Ω is trivial. [End-Of-Proof ]
We may introduce exactly as above a parameter v, a constant m1 and pa-
rameter ω such that we have a representation z1 = v
m1 and in general z2 =∑
div
m1−i + ωv−Lˆi . Consider now the inverse dynamical system along f1 = r,
f2 = 0 for both Z0 and X0.
Theorem 21 We have that m1 = cm.
Let us prove the theorem above. Indeed as K is the ramification index of both
fω along Ω and f along Γ we see that we have that both
du−K
dr and
dv−K
dr exist.
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Furthermore we can arrange by a rotation on Y0 that both are nonzero. Hence
we see that
lim
r→0
v−K
u−K
= lim
r→0
dv−K
dr
du−K
dr
6= 0
by L’Hospital’s rule.
Hence we see that lim vu exists and is nonzero. This implies immediately that
m1 = cm which proves the theorem.
Our next order of business is study the relation between the γ and the ω.
Theorem 22 On Γ(v) we have that the reductions are γ ≡ αω for some nonzero
α ∈ C.
Proof: Indeed we have that
vcm = um + (c2u
m + ..+ γu−J1)c.
We see that
(c2u
m + ..+ γu−J1−m)c = [c2u
m]c[1 + ..+ γu−J1−m]c.
Hence
vcm = ucm[1 + ..+ k0γu
−J1−m + ..].
Thus
v = ζrcmu[1 + ..+ k1γu
−J1−m + ..]
and it follows that
u = ζ−rcm[1 + ..+ k2γv
−J1−m + ..].
Hence we see that ω = p1(γ) in the reduction on Γ(v) for some polynomial p1.
But we could have done exactly the same analysis to obtain γ = q1(ω) on Γ(v).
Hence we see that at least locally at eˆ we have ω = p1(q1(ω)) where p1 and q1
are polynomials. It follows that ω = kγ on Γ(v) and the expressions for other
parameters follow. [End-Of-Proof ]
But this implies immediately that ζ−Km = ζ
−cK
cm must be ζ
−K
cm which implies
that (c− 1)K ≡ 0 (mod cm). To see this notice that in the reduction we have
δy2
δω
=
δy2
δγ
δγ
δω
.
As we could have chosen c freely this implies that K = 0.
Theorem 23 We have that K = 0.
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Corollary 2 We have that
δu−1
δyi
= 0
and
δγ
δyi
= 0
at e→ v = f(e). It follows that u−1(r) and γ(r) are C∞ functions.
In the following section we shall follow a slightly different route to prove that
K ≤ 0.
Before we continue to the following section, we would like to illustrate the Ga-
lois action of Z/mZ on a concrete example. Consider again the map f1 con-
structed in the examples in Section 3. Recall that the map f1 was given by
[z1, z2] → [x1 = z1 : x2 = z21 + z2] → [y1 = x1x2 + x22 : y2 = x1x2]. We also
obtained the representation z2 = −v2 and z1 = v + γv−2.
Notice in this case m = L = 2 and K = 0. Furthermore the Galois action
Z/mZ sends v → −v and γ → 2v3+γ. For y2 = z1z2+z31 we have the following
expression in terms of v and γ:
y2 = 2γ + 3γ
2v−3 + γ3v−6.
Hence we see that
δy2
δγ
= 2 + 6γv−3 + 3γ2v−6.
We expect this expression to remain the same if we apply σ ∈ Z/2Z. Let us
calculate. We have that v → −v and γ → 2v3 + γ. We obtain
σ[2 + 6γv−3 + 3γ2v−6] = 2− 6σγv−3 + 3[σγ]2v−6
= 2− 12− 6γv−3 + 3[2v3 + γ]2v−6
= 2− 12− 6γv−3 + 12 + 12γv−3 + 3γv−6
= 2 + 6γv−3 + 3γ2v−6
confirming our expectations.
9 Differential 2-forms and vector fields
In this section we shall follow a different route to prove thatK ≤ 0. We shall use
the language of vector fields and differential forms in order to do this. We follow
Lang [12] especially his account on Moser’s Theorem (Lang [12] XVIII §2 and
in particular Proposition XVIII.2.1). In particular we shall use the following
theorem (see loc. cit.) which we shall prove in Section 16 Theorem 35 for full
generality in all dimensions.
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Theorem 24 Let B be the complex open ball parametrized by z1, ., zn. Let
ω ∈ H0(B,∧nΩ1) be the differential n-form ω = dz1 ∧ .. ∧ dzn and let χ ∈
H0(B,∧n−1Ω1) be a differential (n− 1)-form. Then there exists a holomorphic
vector field η ∈ H0(B, TB) such that ω ◦ η = χ.
Consider the morphisms
spec(C[[y1, y2]])
f←− spec(C[[u−1, γ]]) π−→ spec(C[[u−K , γ]]).
Here π denotes the morphism u−1 → u−K :
spec(C[[u−1, γ]])
π−−−−→ spec(C[[u−K , γ]])yf
spec(C[[y1, y2]])
.
Notice that at least locally we can regard these as morphisms
C f←− B g−→ A
where A,B and C are complex analytic n-dimensional open balls, centered in-
finitesimally around v and e.
Furthermore the map π : B → A is a Galois extension with Galois group
G ≃ Z/KZ acting on u−1 → ζKu−1.
Lemma 20 The pullback f∗(dy1 ∧ dy2) of the n-form ω = dy1 ∧ dy2 is fixed by
G.
Proof: Indeed f∗(dy1 ∧ dy2) = m[u−1]K−1d[u−1] ∧ dγ which is fixed by G.
[End-Of-Proof ]
Hence we see that on A we have a differential 2-form ω1 = mdv ∧ dγ which
is such that f∗(ω) = π∗(ω1). Here v = u
−K .
Let TA respectively TB respectively TC denote the tangent bundles of A respec-
tively B respectively C. We shall now construct a map π∗(TA) → f∗(TC) as a
bundle map on B.
Notice that
H0(B, π∗TA) ≃ H0(A, TA)⊗OA OB .
As such we see that H0(B, π∗TA) is generated by the pullbacks of the vector
fields ζv and ζ0 where ζv is the constant vector field along v and ζ0 that along
γ.
For each ζv and ζ0 we shall define a section ηv and η0 in H
0(B, f∗TC) as follows.
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Consider ζv. Let ψv = ω1 ◦ ζv. Notice that ψv is a differential n− 1-form on A.
Denote by ψv the reduction of ψv to π(Γ(u)). As Γ(u)→ V is etale, there is a
unique differential 1-form on V which maps to ψv. Denote this form by αv = ψv.
Let αv be a differential 1-form on C which reduces to αv. As such we can find
a unique holomorphic vector field βv ∈ H0(C, TC) such that ω0 ◦ βv = αv.
Notice now that
π∗(ψv)− f∗(αv) = π∗(ω1 ◦ ζv)− f∗(αv)
is a differential n− 1-form on B with a zero on Γ(u).
Lemma 21 There exists a vector field χv on B − Γ(u) such that
f∗(ω0) ◦ χ = π∗(ω1) ◦ χv = π∗(ω1 ◦ ζv)− f∗(αv)
where χv has a pole of order K
′ < K − 1 on B.
Proof: Indeed, we can find a vector field χ′v such that
du−1 ∧ dγ ◦ χ′v = π∗(ω1 ◦ ζv)− f∗(αv).
We now simply set χ = [u−1]1−Kχ′v. As π
∗(ω1 ◦ ζv)− f∗(αv) has a zero on Γ(u)
then so does χ′ and the result follows. [End-Of-Proof ]
Similarly we can find a vector field χ0 such that
f∗(ω0) ◦ χ0 = π∗(ω1) ◦ χ0 = π∗(ω1 ◦ ζ0)− f∗(α0)
where the α0 are defined similarly as the αv. Similarly we can define the vector
field β0 on C.
We now define a map
fπ : H
0(B − Γ(u), π∗TA)→ H0(B − Γ(u), f∗TC)
by setting
fπ(π
∗ζv) = f
∗(βv) + f∗(χv).
Similarly we define
fπ(π
∗ζ0) = f
∗(β0) + f∗(χ0).
We need to show that the map fπ is well defined, i.e. independent of the choice
of αv and α0.
To do so we shall work locally. Indeed, let U ⊂ A be an open subset away from
π(Γ(u)) and let V ⊂ π−1(U) be such that π|V : V → U is a bi-holomorphic
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map. I.e. V → U represents a local branch of π. Let W be the image of V
in C and assume that U → V → W is an biholomorphic isomorphism (note by
making U small we can assume this).
We denote by πU : U → V the local isomorphism and by g = f ◦ πU .
Notice that we have a map
H0(U, TU ) g∗−→ H0(U, g∗TW ) tg−→ H0(W, TW ) tf−→ H0(V, f∗TW )) i−→ H0(V, TV ).
Now
f∗(ω0 ◦ t−1f [f∗βv + f∗(χv)]) = f∗(ω0) ◦ [i ◦ tf (βv)] + f∗(ω0) ◦ χv
= π∗(ω1 ◦ ζv)− f∗(αv) + f∗(ω0 ◦ βv)
= π∗(ω1 ◦ ζv).
As the differential n-forms ω0 and ω1 are nonsingular on W and U we see that
at least locally on the branch the map
fπ|V : π∗(ζv)|V → [f∗(βv) + f∗(χv)]|V
is well defined.
However the map fπ was defined independent from the choice of branch, and it
follows that it is well-defined globally on B − Γ(u).
Consider now again the expressions yi =
∑
Y ij (γ)u
−j where the Yi are power
series in the γ. For i = 1, 2 define ki to be the smallest index j > 0 such that
Y ij 6= 0.
Lemma 22 We can arrange that k1 = k2.
Proof: Indeed it suffices to consider Keller maps of the form
[y1, y2]→ [y1 + a1y2, b1y1 + c2y2]
where
|
[
1 a1
b1 c1
]
| = 1.
[End-Of-Proof ]
Let k = k1 = k2. Notice that this corresponds to the k that we introduced
in Section 5. Notice that δyiδu−1 = Y
i
k [u
−1]k−1 +O([u−1]k).
Furthermore, the section f∗(χv) ∈ H0(B − Γ(u), f∗(TC)) is given by
f∗(χv) =
[
δy1
δu−1
δy1
δγ
δy2
δu−1
δy2
δγ
]
χv.
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It follows that the section f∗(χv) can have a pole of at most order K
′−(k−1) <
K − k on Γ(u) and as such the section f∗(βv) + f∗(χv) can have a pole of at
most order K − k − 1 on Γ(u).
Now consider the map π−1 : [v, γ]→ [u−1 = v 1K , γ]. Notice that we can use this
to express yi = yi(u
−1, γ) locally away from Γ(u) as a function of yi = yi(v, γ).
In particular we have that[
δy1
δv
δy1
δγ
δy2
δv
δy2
δγ
]
=
[
δy1
δu−1
δy1
δγ
δy2
δu−1
δy2
δγ
][
[u−1]1−K 0
0 1
]
=
[
[u−1]1−K δy1δu−1
δy1
δγ
[u−1]1−K δy2δu−1
δy2
δγ
]
.
It follows that fπ(π
∗ζv) has a pole of order K−k for generic γi. But fπ(π∗ζv) =
f∗(βv) + f∗(χv) which has a pole of order at most K − k − 1.
It follows that k ≥ K and that fπ(π∗ζv) = f∗(βv)+ f∗(χv) is in fact a holomor-
phic section of H0(B, f∗(TC)).
Lemma 23 We have that k = K.
Proof: See Section 5 Theorem 13. [End-Of-Proof ]
The map
fπ : H
0(B, π∗TA)→ H0(C, f∗TC)
constructed above is independent from the local branches of π, infact the map
is well defined globally on B as we saw.
However writing
yi =
∑
Y ij (γ)u
−j
we see that locally the values of fπ(π
∗ζv) and fπ(π
∗ζi) will depend on the branch
unless all Y ij = 0 if j does not divide K. Indeed locally fπ(π
∗ζv) is given by
fπ(π
∗ζv) =
[
δy1
δv
δy1
δγ
δy2
δv
δy2
δγ
]
ζv
=
[
δy1
δu−1
δy1
δγ
δy2
δu−1
δy2
δγ
][
[u−1]1−K 0
0 1
]
ζv
=
[
[u−1]1−K δy1δu−1
δy1
δγ
[u−1]1−K δy2δu−1
δy2
δγ
]
ζv.
We arrive at the following.
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Theorem 25 Consider the dynamics of u−K and γ along f1 = r and f2 = 0.
Then the functions u−K(r) and γ(r) are independent of the branch of u and are
in fact smooth C∞ functions.
Proof: The fact that k = K implies that all the dγdr exist. The fact that only
powers of u−iK can occur in the expansions of the yi implies that
du−K
dr
= −K
∑
qiK(γ)u
−iK
and
dγ
dr
=
∑
pjK(γ)u
−jK
where the qiK and pjK are power series in γ. It follows from induction that the
u−K and γ are infinitely differentiable and are in fact in C∞.
To prove that they are independent from the branch of u one notes that the
coupled differential equations
du−K
dr
= −K
∑
qiK(γ)u
−iK
and
dγ
dr
=
∑
pjK(γ)u
−jK
with boundary values u−K(r = 0) = 0 and γ(r = 0) = γ0 evolve uniquely (they
depend only on the initial values of γ0 which are the values of γ on Γ(u) and
depend solely on the trajectory of u−K(r) and γ(r) and not u−1(r)). [End-Of-
Proof ]
Remark 14 Alternatively note that the y1 and y2 are functions of v = u
−K
and γ. As such we have a map A → C which is volume preserving, holomorphic
and compact. It follows that u−K and γ are holomorphic functions defined on
some neighbourhood of v ∈ Y0 where v ∈ V .
Notice that this implies for a route fi = r and fj = 0 for i 6= j we have that
the values of the γ and u−K is predetermined. It follows that the values of
xK1 = u
mK is predetermined. Hence the monodromy of winding around V in
Y0 changes x1 to ζKx1.
But we could have chosen the representation xi = xi+c where c is some complex
constant. It follows that monodromy around V changes x1 to ζKx1 but at the
same time changes x1+c to ζ
r
K(x1+c). As c was arbitrary it follows thatK = 1.
Hence the map f : Xˆ → Y is generically unramified along Γ. As
π1(Y0 − S) ≃ π1(Y0)
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if S ⊂ Y0 is of codimension two, the two-dimensional Jacobian conjecture fol-
lows. Hence K ≤ 0.
The two-dimensional Jacobian conjecture now follows almost immediately. In-
deed, notice that the growth of du
−1
dr and
dγ
dr are bounded. In particular it
implies that the functions u−1 and γ are smooth, i.e. they are in C∞. Fur-
thermore we have du
−1
dr → 0 and dγdr → 0. But this is a contradiction, as this
would imply that a zero-tangent vector in Xˆ maps to non-zero tangent vector
in Y0 (recall that the trajectory in Y0 has non-zero tangents), a contradiction.
Hence it follows that Vf cannot be of codimension one and the two-dimensional
Jacobian conjecture follows at once.
One may ask if we really need the |J(f)| = 1 hypothesis for the argument
above. The only important condition is that f∗(ω) remains fixed under Z/KZ.
Let us illustrate this with the map f0 constructed in Section 3. Recall that
f0(x1, x2) = [x1x2 + x
2
2, x1x2]. Notice that f0 is not Keller.
Recall from Section 4 that J(f0) = 2ǫ
2t−2. Let K1 denote the ramification of
f0 which is two. Ony may ask if we can apply the argument above to K1 = 2
instead of K = 0. Indeed, we can and we see thus that t−2 must be an analytic
function in C[[y1, y2]]. But this is the case for generic points, indeed notice that
the map f1 is invariant under the action σ : [x1, x2]→ [−x1,−x2].
However, care needs to be taken. Given a polynomial map
f : Xn0 = A
n → Y n0 = An
with
f∗(dy1 ∧ .. ∧ dyn) = xK−11 dx1 ∧ .. ∧ dxn
is not enough to infer that f0 induces a map from
spec(C[xK1 , x2, .., xn])→ spec(C[y1, .., yn]).
To illustrate this we use the very same example as above, namely the map f0.
Note the argument we just gave applies to the finiteness variety.
However one may ask if we can do the same for f as a map from X0 → Y0 and
not looking at what happens at infinity. Indeed, |J(f0)| = 2x22 and hence
f∗(dy1 ∧ dy2) = 2x22dx1 ∧ dx2.
But f0 clearly does not descent to a map
spec(C[x1, x
3
2])→ spec(C[y1, y2]).
The problem is the usage of differential 1-forms on the finiteness variety. Indeed,
above we used the fact that Γ(u)→ Γ→ V was locally etale, and hence locally
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1-forms on Γ(u) are in bijection with 1-forms on V .
However the critical locus of f0 is where x2 = 0. Notice however that the line
x2 = 0 maps to a single point (0, 0) ∈ Y0 and hence the argument in this section
cannot be applied.
As a by-product we would like to come back to the constant k that we introduced
in Section 5. Recall there we proved that k ≤ K and if k = K then we have the
relation
bK
da0
dγ
− aK db0
dγ
=
m
k
.
As k = K this implies that the map γ → (a0(γ), b0(γ)) can never be ramified
and that the finiteness variety component V can only have ordinary singularities
(i.e. coming from self intersections).
It seems that it cannot happen that V = (a0(γ), b0(γ))γ∈C intersects itself and
as da0dγ and
db0
dγ cannot vanish simultaneously, this would imply that the com-
ponent V is actually smooth as a line in Y0 (which would also imply the plane
Jacobian conjecture). We would like to explain this shortly.
For a point y ∈ Y0 denote by n(y) = #|f−1(y)|, i.e. the number of points
of X0 which map to y. Consider the map Xˆ → Y which is a projective mor-
phism. As X0 → Y0 is flat and flatness is an open property, there exists an open
subset U of Y such that Uˆ := Xˆ ⊗Y U → U is flat.
Lemma 24 We have that u→ dim H0(Uˆ ⊗U u) is constant.
This implies that on U the function u→ n(u) is constant and infact equals the
degree of the field extension K(X0)/K(Y0). Denote this by n.
Lemma 25 For y ∈ Y0 − U we have that n(y) ≤ n.
Proof: One notes simply that around every inverse image of y we can find
a neighbourhood which maps isomorphically onto a neighbourhood of y. The
statement follows from the fact that u→ n(u) is constant and equal to n on U
which is dense in Y0. [End-Of-Proof ]
Consider now the curve ∆ := V which as usual is a component of the finiteness
variety. Let ∆ˆ1, .., ∆ˆr ⊂ X0 be the divisors of X0 which map onto ∆ and let
Γ1, ..,Γs be the exceptional curves of Xˆ, i.e. the divisors at infinity, which map
onto ∆.
As X0 → Y0 is etale we know that the ramification indices of the covers ∆ˆi → ∆
are all one. However, they might be proper covers, and denote the degrees of
these covers by fˆi.
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Furthermore, in general the covers Γi → ∆ may be a composition of a ramified
cover together with a proper of field extensions C(Γi)/C(∆). Denote the rami-
fication index of each Γi → ∆ as divisors of Xˆ → Y by ei and its corresponding
inertial extension degree by τi.
As we may regard the divisors of Xˆ and Y as discrete valuation rings, and as
the degree of field extension K(X0)/K(Y0) is n, we see that we have∑
i
fˆi +
∑
i
eiτi = n.
Lemma 26 We have that τi = 1 for all i.
Proof: Indeed Γ→ V is etale and a cover of lines. [End-Of-Proof ]
Let us sketch how we think one might be able to prove the Jacobian conjec-
ture using this insight. Assume that for some component Γi, we have that for
two different γ1 and γ2 we have
(a0(γ1), b0(γ1)) = (a0(γ2), b0(γ2))
inside Y0. Denote this point of Y0 by y. Our idea will be to study lines
L : R→ Y0 where L(0) = y and consider the pullbacks in Xˆ.
In general we expect that there are at least ei different pullbacks Lˆ : R → Xˆ
which pass through γ1 and the same for γ2. Furthermore, if ∆ˆi, the projective
closure of ∆ˆi in Xˆ has the points x1,..,xm with ramification indices e1, .., em
mapping to y, then we expect that one can construct e1,..,em pullbacks of L
which pass through x1,..,xm. In total it seems there will thus be more than n
pullbacks of L in Xˆ, which is a contradiction as the generic point on L will have
only n inverse images.
Hence the components V of Vf would all be smooth curves and in fact rational
curves. Hence we can apply an automorphism to Y0 and we see that we can al-
ways arrange that one of the components of Vf is a straight line, a contradiction.
10 Numerical simulations
From our argument above it was not always clear where we used the fact that
f was Keller. The most striking example is the fundamental coupled relation
δf1
δx1
δf2
δx2
− δf1
δx2
δf2
δx1
= |J(f)| = 1.
In general |J(f)| 6= 1 and is a polynomial in x1 and x2, and as such a function
in u and γ. When it is a constant, we can deduce that along the trajectory
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(x1(r), x2(r)) the tangent of (f1, f2)(r) does not vanish as r → z1−C, i.e. as we
approach (z1, z2), which lead to a fundamental contradiction in our studies. Let
us illustrate this with a concrete example for the map f0 constructed in Section
3. Recall that f0 we given by
f0(x1, x2) = [x1x2 + x
2
2, x1x2].
Now let us study the inverse dynamics system in this case. We shall do so
numerically. Note that the system is described by
dx1
dr
= t+ 2ǫt−1
and
dx2
dr
= −ǫt−1
where x1 = t and x2 = ǫt
−1. Simulating this numerically we obtain the following
results:
step x1 x2 t ǫ f1 f2
1 −7.000 3.000 −7.000 −21.000 −21.000 −12.000
10 −7.000 3.000 −7.000 −21.000 −21.000 −12.000
100 −7.001 2.999 −7.001 −20.982 −20.999 −12.000
1000 −7.010 2.970 −7.010 −20.821 −20.822 −12.000
10000 −7.135 2.714 −7.135 −19.368 −19.368 −12.000
100000 −11.976 1.103 −11.976 −13.217 −13.217 −12.000
1000000 −88102.339 0.000 −88101.458 −11.998 −11.998 −11.998
10000000 −1.07e+ 44 0.000 −1.07e+ 44 −11.988 −11.988 −11.988
Notice that f2 stays constant and that ǫ→ f2 as well as f1 → f2. Furthermore,
notice that dǫdr → 0.
Let us now comment on the magical disappearance of ζm in Section 6. There
we deduced that for u >> 0 we must have ζm = 1, else
dγ
dr would diverge. Let
us study this for our map above.
We introduce the variable v given by v2 = t. In this case we would have
x1 = v
2 and x2 = ǫv
−2. Our governing equations would be
dx1
dr
= v2 + 2ǫv−2
and
dx2
dr
= −ǫv−2.
Furthermore ψ1 = 1 + 2ǫv
−4. Let us start with the initial conditions x1(0) = 9
and x2(0) = 3. In this case there are two possible starting values for (v, ǫ),
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namely (±3, 9).
Let us now simulate this numerically. We shall compare the actual, numeri-
cally calculated, dvdr with our analytic expression which is vψ1.
We have simulated the system above with a step size of δ = 0.000001. The
simulations were done in Microsoft Visual Studio Community 2015 for C#.net
(see [16]).
We obtain the following for v(0) = 3:
step v ǫ dvdr vψ1
dv
dr − vψ1
1 3, 00E + 000 2, 70E + 001 2, 50E + 000 2, 50E + 000 −4, 586E − 007
2 3, 00E + 000 2, 70E + 001 2, 50E + 000 2, 50E + 000 −4, 579E − 007
3 3, 00E + 000 2, 70E + 001 2, 50E + 000 2, 50E + 000 −4, 586E − 007
4 3, 00E + 000 2, 70E + 001 2, 50E + 000 2, 50E + 000 −4, 583E − 007
10 3, 00E + 000 2, 70E + 001 2, 50E + 000 2, 50E + 000 −4, 579E − 007
100 3, 00E + 000 2, 70E + 001 2, 50E + 000 2, 50E + 000 −4, 581E − 007
1000 3, 00E + 000 2, 70E + 001 2, 50E + 000 2, 50E + 000 −4, 610E − 007
10000 3, 02E + 000 2, 72E + 001 2, 49E + 000 2, 49E + 000 −4, 842E − 007
100000 3, 25E + 000 2, 86E + 001 2, 46E + 000 2, 46E + 000 −6, 926E − 007
1000000 5, 61E + 000 3, 48E + 001 3, 00E + 000 3, 00E + 000 −2, 003E − 006
10000000 5, 14E + 002 3, 60E + 001 2, 57E + 002 2, 57E + 002 −1, 928E − 004
100000000 1, 80E + 022 3, 60E + 001 8, 98E + 021 8, 98E + 021 −6, 735E + 015
For v(0) = −3 we obtain:
step v ǫ dvdr vψ1
dv
dr − vψ1
1 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 586E − 007
2 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 579E − 007
3 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 586E − 007
4 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 583E − 007
10 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 579E − 007
100 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 581E − 007
1000 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 610E − 007
10000 −3, 02E + 000 2, 72E + 001 −2, 49E + 000 −2, 49E + 000 4, 842E − 007
100000 −3, 25E + 000 2, 86E + 001 −2, 46E + 000 −2, 46E + 000 6, 926E − 007
1000000 −5, 61E + 000 3, 48E + 001 −3, 00E + 000 −3, 00E + 000 2, 003E − 006
10000000 −5, 14E + 002 3, 60E + 001 −2, 57E + 002 −2, 57E + 002 1, 928E − 004
100000000 −1, 80E + 022 3, 60E + 001 −8, 98E + 021 −8, 98E + 021 6, 735E + 015
We think we can discard the last rows due to numerical instabilities. By making
the step size smaller by a factor of ten, we obtain the following for v(0) = −3
(and similar for v(0) = 3):
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step v ǫ dvdr vψ1
dv
dr − vψ1
1 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 568E − 008
2 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 508E − 008
3 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 892E − 008
4 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 387E − 008
10 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 471E − 008
100 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 848E − 008
1000 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 608E − 008
10000 −3, 00E + 000 2, 70E + 001 −2, 50E + 000 −2, 50E + 000 4, 279E − 008
100000 −3, 02E + 000 2, 72E + 001 −2, 49E + 000 −2, 49E + 000 4, 968E − 008
We would also like to cross-check Corollary 1 of Section 6. We have that bu =
−4ǫ2v−5. Hence, according to our prediction, we should have
dǫ
dr
= − 1
m = 2
v1+L−mbu = 2ǫ
2v−4.
Let us check this numerically for the starting value v(0) = −3 and ǫ = 9 (with
a step size of 10−5).
step v ǫ dǫdr 2ǫ
2v−4 dǫdr − 2ǫ2v−4
1 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −9, 000E − 005
2 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −9, 001E − 005
3 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −9, 001E − 005
4 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −9, 002E − 005
10 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −9, 005E − 005
100 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −9, 054E − 005
1000 −3, 02E + 000 2, 72E + 001 1, 76E + 001 1, 76E + 001 −9, 534E − 005
10000 −3, 25E + 000 2, 86E + 001 1, 47E + 001 1, 47E + 001 −1, 389E − 004
100000 −5, 61E + 000 3, 48E + 001 2, 44E + 000 2, 44E + 000 −3, 235E − 004
With a step size of 10−8 we obtain the following.
step v ǫ dǫdr 2ǫ
2v−4 dǫdr − 2ǫ2v−4
1 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 7, 297E − 008
2 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 7, 770E − 008
3 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −2, 728E − 007
4 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 4, 424E − 007
10 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 4, 708E − 007
100 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −1, 695E − 007
1000 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −1, 805E − 007
10000 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −2, 565E − 007
100000 −3, 00E + 000 2, 70E + 001 1, 80E + 001 1, 80E + 001 −3, 834E − 007
1000000 −3, 02E + 000 2, 72E + 001 1, 76E + 001 1, 76E + 001 −2, 730E − 007
10000000 −3, 25E + 000 2, 86E + 001 1, 47E + 001 1, 47E + 001 1, 789E − 007
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Let us now study the dynamics of the map f1 introduced in Section 3. Recall
that the map f1 : Z0 → Y0 is given by
f1 : Z0 = A
2 g0−→ X0 f0−→ Y0
where
g0(z1, z2) = [z1, z2 + z
2
1 ]
where f0 : X0 → Y0 is given by
[x1, x2]→ [x1x2 + x22, x1x2].
Notice that g0 is Keller. Blowing up we obtain the representation
z1 = v + γv
−2, z2 = −v2.
Let us now simulate this numerically. Notice the Jacobian of f1 is given by
J(f1) =
[
x2 + 2z1(x1 + 2x2) x1 + 2x2
x2 + 2z1x1 x1
]
.
Now consider the dynamics
dz1
dr
= x1
and
dz2
dr
= −x2 − 2z1x1.
We shall solve this numerically starting at z1 = 5 and z2 = −11 (simply random
values) and study the evolution of z1 and z2 over time. Note we choose the
branch
v =
√−z2 = +
√
11 ≈ 3.317
and
γ ≈ 18.517
corresponding to these values. In each step we shall solve for v and γ. We
obtain the following:
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step z1 z2 v γ y1 y2
0 5.000 −11.000 3.317 18.517 266.000 70.000
100000000 5.526 −17.867 4.227 23.207 230.471 70.000
200000000 6.107 −25.833 5.083 26.463 201.383 70.000
300000000 6.749 −35.182 5.931 28.775 177.567 70.000
400000000 7.459 −46.254 6.801 30.439 158.068 70.000
500000000 8.244 −59.466 7.711 31.648 142.104 70.000
600000000 9.111 −75.320 8.679 32.531 129.034 70.000
700000000 10.069 −94.428 9.717 33.179 118.333 70.000
800000000 11.128 −117.535 10.841 33.655 109.572 70.000
900000000 12.298 −145.549 12.064 34.006 102.399 70.000
1000000000 13.591 −179.576 13.401 34.265 96.526 70.000
1100000000 15.021 −220.965 14.865 34.456 91.717 70.000
1200000000 16.601 −271.363 16.473 34.597 87.781 70.000
1300000000 18.346 −332.778 18.242 34.702 84.558 70.000
1400000000 20.276 −407.664 20.191 34.779 81.919 70.000
1500000000 22.408 −499.015 22.339 34.837 79.758 70.000
1600000000 24.765 −610.487 24.708 34.879 77.989 70.000
1700000000 27.370 −746.545 27.323 34.910 76.541 70.000
1800000000 30.248 −912.642 30.210 34.934 75.355 70.000
1900000000 33.429 −1115.436 33.398 34.951 74.385 70.000
2000000000 36.945 −1363.059 36.920 34.964 73.590 70.000
2100000000 40.831 −1665.444 40.810 34.973 72.939 70.000
We used a step size of ∆ = 10−9. At step i = 2100000000 we started running
into numerical instabilities. However we can see that y1 → 70 and y2 is fixed at
70. Also notice that γ → 35 = 12y2.
11 The higher dimensional case: notation
Through the rest of this paper we shall use the following notation. X0 will
denote the affine space An and so will Y0. f : X0 → Y0 will always denote a
Keller map, i.e. a map defined over C which is globally etale. X will denote
the projective closure Pn of X0 and similarly Y = P
n for Y0.
x1, .., xn will denote coordinates forX0 and similarly y1, .., yn for Y0. X1, .., Xn, T
will denote projective coordinates for X corresponding x1, .., xn where T = 0 is
the projective divisor at infinity, i.e. X −X0. Similarly for Y1, .., Yn, T .
We shall denote by KX respectively KY the function fields KX := C(X0) =
C(X) and KY := C(Y0) = C(Y ).
By the finiteness variety of f in Y0 we mean the subvariety Vf ⊂ Y0 over which
f fails to be proper. Denote by deg(X/Y ) and similarly deg(X0/Y0) to be the
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degree of the field extension KX/KY . For a generic point y ∈ Y0 we have
deg(X/Y ) = deg(X0/Y0) inverse points in X0 (with exceptions over Vf ).
12 Higher dimensional Keller maps and blowups
of Pn
Let f : X0 := A
n → Y0 := An be a Keller map which is not an isomorphism.
Let X1 be the normalization of Y0 inside KX := C(X0). Let Vf ⊂ Y0 denote
the finiteness variety of f .
Lemma 27 We have that Vf is of codimension one.
Proof: Assume that V is of codimension at least two. Then we have the
isomorphism of fundamental groups
π1(Y0) ≃ π1(Y0 − Vf )
and hence Y0 − Vf is simply connected. The result follows. [End-Of-Proof ]
Note that Lemma 27 does not imply that Vf is pure of codimension one, it
simply states that there is at least one irreducible component V of Vf which is
of codimension one. From now on fix such a component V and let v respectively
O ⊂ KY denote the discrete valuation respectively discrete valuation ring ofKY
associated to V .
Notice as X1 → Y0 is finite, there are discrete valuations w1, .., wr of KX
with discrete valuation rings Ai ⊂ KX such that each induced rational map
spec(Ai) → X1 is actually a morphism and such that the center of wi is of
codimension one inside X1. Denote the closure of spec(Ai) inside X1 by Γi.
Lemma 28 The subvariety Γi is of codimension one and the map f : X1 → Y0
induces a finite cover of varieties Γi → V . Furthermore, the map f could be
ramified along Γi.
Denote by ei the ramification index of f along Γi. Notice this corresponds
to the ramification index of the extension of discrete valuation rings O ⊂ Ai.
Furthermore, the map f |Γi : Γi → V induces an extension of function fields
C(V ) ⊂ C(Γi) the degree of which we denote by fi.
Lemma 29 We have that
∑
eifi = m where m = deg(KX/KY ).
Let X denote the projective closure of X0 and we choose this to be X := P
n.
We also denote by Y the space Pn understood as the projective closure of Y0.
Notice that KX ≃ C(X) ≃ C(X1). Hence we have a rational map (which need
not be defined everywhere) j : X1 → X . In particular this induces rational
maps ji : spec(Ai) → X which by the valuative property of X are actually
morphisms.
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Theorem 26 By blowing up X and taking the normalization we obtain a proper
morphism π : Xˆ → X where Xˆ is normal and such that each wi corresponds to
codimension one divisor which we also denote by Γi ⊂ Xˆ. Furthermore, the map
f extends to a rational map f : Xˆ → Y (which need not be defined everywhere).
Lastly, f is defined on the complement of a codimension two subvariety of Xˆ
and induces generically finite and etale rational maps f |Γi : Γi → V .
Proof: See Liu ([14]) Theorem 8.3.26 and Exercise 8.3.14. [End-Of-Proof ]
By Hironaka’s theorem ([10]) we can even arrange that Xˆ is smooth.
Our order of business now is to restrict Xˆ to make things easier later on. In
particular we shall construct an open subset of Xˆ with some desired properties.
Let us first consider the domain of definition of f : Xˆ → X .
Lemma 30 There exists an open subset U0 ⊂ Xˆ such that f |U0 is defined
everywhere on U0 and such that U0 contains the generic points of the Γi.
Proof: The Γi are of codimension one and hence the lemma follows. [End-
Of-Proof ]
Consider now the maps f |Γi : Γi → V .
Lemma 31 There exists an open subset U1 ⊂ U0 such that each f |Γi considered
as a map of reduced irreducible schemes Γi → V is etale on U1 ∩ Γi.
Remark 15 Note that f could be ramified along Γi. We do not consider f |Γi
as the restriction of f to Γi but rather the induced map of reduced subvarieties
as such as a map of manifolds.
Proof: This follows as f |Γi is generically etale (we are in characteristic 0) and
generically finite and each Γi is of codimension one inside U0. [End-Of-Proof ]
Lemma 32 There exists an open subset U2 ⊂ U1 such that each Γi ∩ U2 is
smooth as considered a variety over C.
Proof: Note the Γi need not be normal. They are however normal at their
generic points and the lemma follows. [End-Of-Proof ]
Lemma 33 There exists an open subset U3 of U2 such that there are nontrivial
sections si of H
0(Γi ∩ U3,NΓi/U3) where NΓi/U3 denotes the normal sheaf of
Γi ∩ U3 inside U3.
Lemma 34 There exists an analytic open subset U4 of U3 such that each U
i
4 :=
Γi ∩ U4 admits an etale morphism φi : U i4 → An−1.
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Proof: Each Γi ∩ U3 is smooth. [End-Of-Proof ]
Consider again the sections si ∈ H0(U4 ∩ Γi,NU4∩Γi/U4). Fix a component
Γ := Γi and fix a point γ ∈ Γ ∩ U4.
Let W ⊂ U4 be an open neighbourhood of γ together with an analytic chart
χ :W ≃ Z ⊂ Cn such that γ maps to 0. Notice that Γ corresponds to a closed
smooth subset ΓZ ⊂ Z and that the section s := si transforms to a section sZ
of the pushforward of the normal sheaf of Γ inside W to Z. Now define a map
ψ : T ⊗W ∩ Γ→W as
ψ : (t, e)→ χ−1(χ(e) + t.[sZ |e]).
Lemma 35 We have that ψ is holomorphic.
Proof: Indeed, the section s is holomorphic. [End-Of-Proof ]
Lemma 36 For t = 0 we have that ψ(0, e) = e ∈W ∩ Γ.
Proof: This follows from the definition of ψ. [End-Of-Proof ]
Lemma 37 By restricting W we can arrange that for t 6= 0 we have ψ(t, e) ∈
X0.
Proof: Indeed it suffices to consider a single point such that χ(e) + t[sZ ]|e
does not intersect ΓZ for t 6= 0. This can be arranged by noting that χ maps
the tangent vectors of Γ to the tangent vectors of ΓZ and hence does not map
sZ to a tangent vector of ΓZ . Hence for some punctured disc D0 around 0 ∈ C
we see that χ(e) + t[sZ ]|e does not intersect ΓZ for t ∈ D0. This stays true in a
small neighbourhood of e. [End-Of-Proof ]
Consider now the map π : Xˆ → Pn. In general it would map e ∈ Γ to a
point [X1 : X2 : .. : Xn : T = 0]. Without loss of generality we may as-
sume that X1 = 1. Consider now the map ψ(t, e) : T ⊗W ∩ Γ → W →֒ Xˆ
and its projection onto Pn. Fixing a set of local parameters γ1, .., γn−1 of Γ
around e we see that we have map π ◦ ψ(t, γ1, .., γn−1) : T ⊗D → Pn such that
ψˆ := π ◦ ψ(t, γ1, .., γn−1) ∈ X0 for t 6= 0. Here D is an open analytic subset of
Cn−1 around 0 where the parameters of Cn−1 are the γi.
In general the image of ψˆ will be given by power series of the form X1 = 1,
X2 = Q2(t, γ1, .., γn−1), ..., Xn = Qn(t, γ1, .., γn−1) and T = T (t, γ1, .., γn−1)
where the Qi and T are elements of C[[t, γ1, .., γn−1]].
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Notice that by restricting D we can arrange that the t-order of T (t, γ1, .., γn−1)
is constant on D, i.e.
T (t, γ1, .., γn−1) = t
m[Tˆ (t, γ1, .., γn−1)]
where
Tˆ (0, γ1, .., γn−1) 6= 0.
Hence, similar as in the two-dimensional case, we can find an element s such
that T (t, γ1, .., γn−1) = s
m. Note that this might branch above γ1, .., γn−1 how-
ever by restricting D we can arrange that C[[t, γ1, .., γn−1]] ≃ C[[s, γ1, .., γn−1]].
Similar as in the two-dimensional case we thus obtain a representation, which
we call also the u − γ representation, such that x1 = um, x2 =
∑
X2i u
m−i
and in general xj =
∑
Xji u
m−i where the Xji ∈ C[[γ1, .., γn−1]] with the prop-
erty that for fixed γ0 := [γ01 , .., γ
0
n−1] we have that f(x)→ f(γ0) ∈ V as u→∞.
Furthermore, we see that f and u− γ representation leads to a map
f : B = Spf(C[[u−1, γ1, .., γn−1]])→ Y0
where B is an open complex n-dimensional ball parametrized by u−1 and the γi
such that
f(u−1, γ1, .., γn−1) = [y1, .., yn]
where
yi =
∑
Y ij (γ1, .., γn−1)u
−j .
We see that the γi are thus analytic local parameters around e.
In particular, if C(r) : R → Y0 is a trajectory whichs tends to v ∈ V ⊂ Y0
as r → 0, then we can lift this trajectory locally around e ∈ Γ such that the
γi → γ0i .
Remark 16 Note that this representation is dependent on the branch of s and
hence u chosen above.
Note that we have some freedom on the γ1, .., γn−1, indeed the u − γ represen-
tation is not unique, as we could have chosen other parameters.
13 Higher dimensional inverse dynamical sys-
tem
Choose a branch of the u−1 above e ∈ Γ. Let J be the Jacobian matrix of f at
a point x. Let Ji be the resulting matrix where the first row and the ith column
has been deleted and let ji = (−1)1+s(i)|Ji| where s(i) is the sign function i.e.
s(i) = 0 if i is even and 1 if odd. Notice that ji is a function of x.
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Consider the system of coupled differential equations given by
dxi
dr
= ji = (−1)1+s(i)|Ji|.
Theorem 27 We have that f1(r) = r + C1 and fi(r) = Ci, i ≥ 2, along the
trajectory of xi(r) where C1 and the Ci are constants.
Proof: Note that df1dr =
∑ δf1
δxi
dxi
dr = 1.
Let L be an upper right n by n triangular matrix with only ones on the diag-
onal. Notice that fˆ := L ◦ f is still Keller. Denote by Jˆi respectively jˆi the
corresponding Ji-matrices respectively their determinants for the map fˆ . De-
note by Lˆ the matrix L with the first row and first column deleted. We have
that Jˆi = LˆJi and hence the ji remain unchanged.
Consider now a point y = (−ǫ, 0, .., 0). Notice that Ly = y and hence L−1y = y.
The fact that the ji remain unchanged and y is fixed by L imply that the dy-
namics of the xi do not change for f or fˆ , they are identical. However, the
Y0-trajectory is still given by
dfˆ1
dr = 1. As we could have chosen L freely this
implies that dfidr = 0 where i ≥ 2. [End-Of-Proof ]
Notice that we have map fˆ : [u, γ1, .., γn−1]→ Y0. We can write
fi(u, γ1, .., γn−1) =
∑
aij(γ1, .., γn−1)u
−i.
Furthermore fˆ factors through the map
[u, γ1, .., γn−1]
x−→ [x1, .., xn] f−→ [f1, .., fn]
and hence J(fˆ) = J(f)J(x) where x denotes the map (u, γ1, .., γn−1)→ (x1, .., xn).
In particular this implies that |J(fˆ)| = L(u, γ1, .., γn−1) which is a power series
in u, u−1 and the γi. Hence we have the relation∑ δf1
δγi
J i +
δf1
δu
Jn = L
where the J i are the signed determinants of the corresponding submatrices of
J(fˆ). Let us clarify this.
We may write
J(fˆ) =

δf1
δγ1
.. δf1δγn−1
δf1
δu
. .. . .
δfn
δγ1
.. δfnδγn−1
δfn
δu
 .
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We now denote by J i the determinant of the matrix formed from J(fˆ) with the
first row and column i deleted, multiplied by (−1)sg(i+1).
Let γij and u
i denote the trajectories of the γj and u for the system given by
fi = r and fl = 0 for l 6= i. Note we assume here that v ∈ V is 0 ∈ Y0.
Theorem 28 We have the relation∑ δfi
δγj
dγij
dr
+
δfi
δu
dui
dr
= 1.
In particular this implies that
dγij
dr
= L−1J ij
and
dui
dr
= L−1J in
where J il is the signed determinant of J(fˆ) with the i-th row and l-th column
deleted.
In particular
J11 =
∣∣∣∣∣

δf2
δγ2
.. δf2δγn−1
δf2
δu
.. .. .. ..
δfn
δγ2
.. δfnδγn−1
δfn
δu
 ∣∣∣∣∣
and for instance
J1n =
∣∣∣∣∣

δf2
δγ1
.. δf2δγn−1
. .. ..
δfn
δγ1
.. δfnδγn−1
 ∣∣∣∣∣.
Remark 17 Notice that the analysis of the dynamics above for u and the γi
can be carried through for any choice of parameter γi. The only hypothesis that
we need is that the dynamics in the image is given by fi = r and fl = 0 for
l 6= i. In the following we shall change our choice of parameters γi and we shall
use the same analysis.
14 Transformation of the γi
We shall now introduce new parameters γ1,..,γn−1 which will facilitate our com-
putations.
Write
xi =
∑
j≥0
X ij(γ)u
m−j
where theX ij are power series in γ1, .., γn−1. Notice that x1 = u
m. The following
trivial remark is crucial.
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Lemma 38 The x2, .., xn are algebraically independent.
Consider x2. Let j = J1 be the first index of j where X
2
J1
(γ) is not a constant
in C. Define γ1 =
∑
j≥J1
X2j (γ)u
m−J1−j .
Now consider x3. As we have defined we have that x3 =
∑
j≥0X
3
j (γ)u
m−j .
Now let η1, .., ηn−1 be generic constants in C. Let η1 denote the value of
X2J1(η1, .., ηn−1).
Lemma 39 For generic ηi we have that
C[[u−1, γ1 − η1, .., γn−1 − ηn−1]] = C[[u−1, γ1 − η1, γ2 − η2, .., γn−1 − ηn−1]].
Hence by introducing a translation we see that we can write
x2 =
∑
j≥0
X
3
j (γ1, γ2, .., γn−1)u
m−j .
Now let j = J2 be the first index of j such that
X
3
J2(γ, γ2, .., γn−1) 6= X
3
J2(γ1),
i.e. that Xj is only a function of γ1 for j < J1.
Lemma 40 We have that J2 ≤ ∞.
Proof: Assume that J2 =∞. Then we see that x1, x2, x3 are only functions
of u, u−1 and γ1, a contradiction as we can choose the values of x1, x2 and x3
arbitrarily and independent of each other. [End-Of-Proof ]
Set
γ2 =
∑
j≥J2
Xj(γ1, γ2, .., γn−1)u
m−J2−j .
Hence we see that we can write
x2 =
∑
j<J2
Xj(γ1)u
m−j + γ2u
m−J2.
Continuing in this way we see that we can find parameters γ1, .., γn−1 which
are such that x1 = u
m, x2 = x2(u, γ1) and in general xi = xi(u, γ1, .., γi−1).
Furthermore we can write
xi =
∑
j<Ji
Xj(γ1, .., γi−1)u
m−j + γiu
m−Ji .
Theorem 29 For generic e ∈ Γ we have that γ1, .., γn−1 are local parameters
of Γ at e. Furthermore, for fixed γ1, .., γn−1 we have that x → e as u → ∞
where e corresponds to γ1, .., γn−1.
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In particular one sees that f induces a map
f : B = Spf(C[[u−1, γ1, .., γn−1]])→ Y0
where B is an open complex n-dimensional ball parametrized by u−1 and the
γi such that
f(u−1, γ1, .., γn−1) = [y1, .., yn]
where
yi =
∑
Y ij (γ1, .., γn−1)u
−j .
Notice that L−1 = u
∑
Ji+1−mn = uK+1. Furthermore for generic e we have
that Γ→ V is etale at e.
We would now like to carry out a similar analysis for another set of parameters
namely for the parameter y1, .., yn and in general any set of parameters that are
contained in C[[y1, .., yn]]. Notice that locally around v = f(e) ∈ V ⊂ Y0 we
have the parameters y1, .., yn. Let χ ∈ C[[y1, .., yn]] be a local parameter such
that V is locally defined as χ = 0.
Lemma 41 For almost all v we may assume that Pi := {χ, y1, ., yˆi, ., yn−1}are
sets of local parameters at v where yˆi denotes the set where yi has been ommited.
Notice that Γ → V is etale above v for generic v and Γ(u) → Γ is etale for
generic e→ v we see that Pi(u) = {u−1, y1, .., yˆi, .., yn} for a local set of param-
eters at eu → e→ v where ei ∈ Γ(u) maps to e.
Hence we can carry out exactly the same analysis as in Section 13 to calculate
the partial derivatives δuδyi .
We obtain
δu
δy1
= uKˆ+1
∣∣∣∣∣

δγ1
δy2
... δγ1δyn
. ... .
δγn−1
δy2
...
δγn−1
δyn
 ∣∣∣∣∣
−1∣∣∣∣∣

δf2
δy2
.. δf2δyn
. .. ..
δfn
δy2
.. δfnδyn
 ∣∣∣∣∣.
Hence by a suitable coordinate change we can arrange that
du
dr
= uKˆ+1[
∑
qi(y1, ..yˆi, .., yn)u
−i]
where q0 6= 0 above e.
Theorem 30 We have that Kˆ is the ramification index of f along Γ.
Proof: Our proof is similar to the two-dimensional case. Indeed, let γˆ1, .., γˆn−1
be parameters in C[[y1, .., yn]] of V ⊂ Y0 at v = f(e) = 0 and assume that Γ→ V
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is etale above v. We also assume that the branch of u above e is unramified.
Notice that the inverse dynamical coupled system implies that the dynamics of
γˆi are smooth functions in r, i.e. γˆi ∈ C∞ and that dγˆir all exist at r = 0.
Let R be the ramification index of f along Γ. Exactly as in the two-dimensional
case we can find a unit µ =
∑
pi(γˆ1, .., γˆn−1) and a holomorphic function χ at
v ∈ Y0 such that locally u−Rµ = χ where p0(0) 6= 0.
By a rotation we can ensure that dχdr 6= 0 along f1 = r, fi = 0 for i ≥ 2. We see
that
0 6= dχ
dr
=
d[u−Rµ]
dr
= u−R
dµ
dr
−RuKˆ−R[
∑
qˆi(γˆ1, .., γˆn−1)u
−i]
where the qˆi ∈ C[[γˆ1, .., γˆn−1]]. Now if R > Kˆ we see that the expression above
would be 0, a contradiction. If R < Kˆ then a calculation on the expression
shows that dχdr →∞ which is also a contradiction. Hence Kˆ = R. [End-Of-
Proof ]
It remains to relate the Kˆ with the K obtained for the parameters γ1, .., γn−1.
Lemma 42 We have that Kˆ = K.
Proof: One notes that we can write
γi =
∑
αij(γˆ1, .., γˆn−1)u
−j
and hence we can write
yi = yi(u
−1, γ1, .., γn−1) = yi(u
−1, γˆ1, .., γˆn−1).
By rotating Y0 we can assume that the direction f1 = r, fi = 0 for i 6= 1 is not
a tanget direction to V at v. As such we see that
∣∣∣∣∣

δγ1
δγˆ1
...
δγ1
δγˆn−1
. ... .
δγn−1
δγˆ1
...
δγn−1
δγˆn−1
 ∣∣∣∣∣
and ∣∣∣∣∣

δf2
δγˆ1
.. δf2δγˆn−1
. .. ..
δfn
δγˆ1
.. δfnδγˆn−1
 ∣∣∣∣∣
are both nonzero. The result follows (recall Γ→ V is etale above v). [End-Of-
Proof ]
One can prove directly that K is the ramification index of f along Γ → V
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without introducing new smooth parameters. The argument is similar.
Indeed, let yi =
∑
Y ij (γ1, .., γn−1)u
−j. Let k be the smallest integer larger than
0 such that Y ik 6= 0. We see from Theorem 28 that the growth of the dγidr are
bounded by K − k, i.e. we can write
dγi
dr
= uK−k
∑
βij(γ1, .., γn−1)u
−j.
Hence considering
dχ
dr
=
du−Rµ
dr
we see that
dχ
dr
= u−R
du
dr
−RuK−R
∑
qi(γ1, .., γn−1)u
−i.
Here we abused notation and wrote
µ =
∑
pi(γ1, .., γn−1)u
−i
and
du
dr
= uK+1
∑
qi(γ1, .., γn−1)u
−i.
We see that
dµ
dr
=
∑ dpi
dr
u−i +
∑
pi
du−i
dr
=
∑
i
∑
j
δpi
δγj
dγj
dr
u−i +
∑
i
∑
j
−ipiqjuK−i.
One sees thus that u−R dµdr can maximally have a dominating term u
K−R−1 and
the result follows.
15 Galois action of Gal(KX(u)/KX) ≃ Z/mZ on u
and the γ1, .., γn−1
In this section we shall study the action of Gal(KX(u)/KX) ≃ Z/mZ on u and
the γi. Let σ ∈ Gal(KX(u)/KX) ≃ Z/mZ denote the action u → ζmu. Here
we regard Z/mZ as the group action on the branches of u, γi. Notice that the
x1, .., xn are fixed by this.
Lemma 43 We have that
σγ1 = ζ
J1
m γ1 +Q1(u)
where Q1(u) ∈ C[[u]]. In general we have that
σγi = ζ
Ji
m γi +Qi(u, γ1, .., γi−1)
where
Qi ∈ C[[u, γ1, .., γi−1]].
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Indeed the lemma above follows from the fact that the x1, .., xn are fixed by σ.
Consider now the σu = ζmu-branch of u, γ1, .., γn−1. We consider the dynamics
of σu = ζmu along this branch. We consider the system where f1 = r and
f2 = .. = fn = 0.
Let P (y1, .., yn, u) = 0 be the minimal polynomial of u in Ky[[u]]. Notice that
δP
δy1
= 0. As δyiδy1 = 1 if i = 1 respectively 0 if i > 1 we see that the function
δu
δy1
∈ KX(u). In fact we have δuδy1 = Q(y1, .., yn, u) where Q is some rational
function in the yi and u.
Furthermore P is also a minimal polynomial for σu. It follows at once that
δσu
δy1
= Q(y1, .., yn, σu) = σQ(y1, .., yn, u) = σ
δu
δy1
.
Hence we arrive at the following lemma:
Lemma 44 We have that the Galois conjugate
σ
δu
δy1
=
δσu
δy1
.
Notice however that
dσu
dr
= ζm
du
dr
.
It follows at once that
σ
δu
δy1
= ζm
δu
δy1
.
Hence we see that
ζmu
K+1
∣∣∣∣∣

δy2
δγ1
... δy2δγn−1
. ... .
δyn
δγ1
... δynδγn−1
 ∣∣∣∣∣ = ζ δuδy1 = δζmuδy1
=
δσu
δy1
= σ
δu
δy1
= σ
[
uK+1
∣∣∣∣∣

δy2
δγ1
... δy2δγn−1
. ... .
δyn
δγ1
... δynδγn−1
 ∣∣∣∣∣
]
.
It follows that
σ
∣∣∣∣∣

δy2
δγ1
... δy2δγn−1
. ... .
δyn
δγ1
... δynδγn−1
 ∣∣∣∣∣ = ζ−Km
∣∣∣∣∣

δy2
δγ1
... δy2δγn−1
. ... .
δyn
δγ1
... δynδγn−1
 ∣∣∣∣∣.
Before we continue we would like to get rid of a technicality. Earlier one we
wrote
xi =
∑
j
X
i
j(γ1, .., γi−1)u
m−j + γiu
m−Ji .
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However it can happen that the X
i
0 are not constants in C. However notice that
we can arrange for this by adding the power xc1 to the xi and then considering
maps of the form xj → xj + cxi. From now one we shall assume that all the X i0
are constants in C.
We shall now prove that K = 0.
Theorem 31 We have that K = 0.
We shall devote the rest of this section to proving this.
Consider the representation xi = xi(u, γ1, .., γn−1). By introducing a rotation
on X0 we may assume that all xi = ciu
m +O(um−1) where ci 6= 0 for all i.
Consider now the map ω : Z0 := A
n → X0 := An given by
[z1, .., zn]→ [x1 = z1 + zc2, x2 = z2, .., xn = zn]
where c ∈ N.
Notice that ω is a Keller map and indeed an isomorphism. We may apply all
of the above to the map fω := f ◦ ω : y0 → Y0. Let Ω denote the component
above V in Zˆ.
Lemma 45 The ramification index of fω along Ω is K.
Proof: As ω is an isomorphism we see that C(X0) = C(y0). Hence the
ramification of ω along Ω is trivial. [End-Of-Proof ]
We may introduce exactly as above a parameter v, a constant m1 and pa-
rameter ω1, .., ωn−1 such that we have a representation z1 = v
m1 and in general
zi =
∑
Zij(ω1, .., ωi−1)v
−j+ωiv
−Lˆi . Consider now the inverse dynamical system
along f1 = r, f2 = 0, .. ,fn = 0 for both y0 and X0.
Theorem 32 We have that m1 = cm.
Let us prove the theorem above. Indeed as K is the ramification index of both
fω along Ω and f along Γ we see that we have that both
du−K
dr and
dv−K
dr exist.
Furthermore we can arrange by a rotation on Y0 that both are nonzero. Hence
we see that
lim
r→0
v−K
u−K
= lim
r→0
dv−K
dr
du−K
dr
6= 0
by L’Hospital’s rule.
Hence we see that lim vu exists and is nonzero. This implies immediately that
m1 = cm which proves the theorem.
Our next order of business is study the relation between the γi and the ωi.
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Theorem 33 On Γ(v) we have that the reductions are γ1 ≡ kω1 and γi ≡
ωi + Pi(ω1, .., ωi−1) in the reductions.
Proof: Indeed we have that
vcm = um + (c2u
m + ..+ γ1u
−J1)c.
We see that
(c2u
m + ..+ γ1u
−J1−m)c = [c2u
m]c[1 + ..+ γ1u
−J1−m]c.
Hence
vcm = ucm[1 + ..+ k0γ1u
−J1−m + ..].
Thus
v = ζrcmu[1 + ..+ k1γ1u
−J1−m + ..]
and it follows that
u = ζ−rcm [1 + ..+ k2γ1v
−J1−m + ..].
Hence we see that ω1 = p1(γ1) in the reduction on Γ(v) for some polynomial p1.
But we could have done exactly the same analysis to obtain γ1 = q1(ω1) on
Γ(v). Hence we see that at least locally at eˆ we have ω1 = p1(q1(ω1)) where p1
and q1 are polynomials. It follows that ω1 = kγ1 on Γ(v) and the expressions
for other parameters follow. [End-Of-Proof ]
But this implies immediately that ζ−Km = ζ
−cK
cm must be ζ
−K
cm which implies
that (c− 1)K ≡ 0 (mod cm). As we could have chosen c freely this implies that
K = 0.
Theorem 34 We have that K = 0.
16 Vector fields on n-dimensional complex open
balls
Before we start we need the following theorem.
Theorem 35 Let B be the complex open ball parametrized by z1, ., zn. Let
ω ∈ H0(B,∧nΩ1) be the differential n-form ω = dz1 ∧ .. ∧ dzn and let χ ∈
H0(B,∧n−1Ω1) be a differential (n − 1)-form. Then there exists a vector field
η ∈ H0(B, TB) such that ω ◦ η = χ.
Proof: Notation that the contraction induces a morphism
φ : H0(B,
n∧
Ω1)⊗H0(B, TB)→ H0(B,
n−1∧
Ω1).
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Let w = [w1, .., wn] ∈ B be a point and consider the local power series ring
A := C[[z1 − w1, .., zn − wn]]. Notice that we have a commutative diagram
H0(B,∧nΩ1)⊗H0(B, TB) φ−−−−→ H0(B,∧n−1Ω1)yi yi
H0(Spf(A),
∧n
Ω1A)⊗H0(Spf(A), TA)
φ⊗BA−−−−→ H0(Spf(A),∧n−1Ω1A)
.
Notice that H0(Spf(A),
∧nΩ1A) ≃ A as it is free of rank one and further-
more both H0(Spf(A), TA) and H0(Spf(A),
∧n−1
Ω1A) are free of rank n as A-
modules. In particularH0(Spf(A),
∧n−1Ω1A) is generated by {dz1, .., dˆzi, .., dzn}i
and H0(Spf(A), TA) is generated by δz1, .., δzn. However notice that by con-
sider the constant vector fields ζi = [0, 0, .., 1, ..0] we see that φ⊗B A induces an
isomorphism of A-modules
H0(Spf(A),
n∧
Ω1A)⊗H0(Spf(A), TA)→ H0(Spf(A),
n−1∧
Ω1A).
In particular this implies that given χ ∈ H0(B,∧n−1Ω1) we can find a local
vector field ηw locally around w such that ω ◦ ηz = χ, at least locally around w.
But we can do this for any w ∈ B. The result follows by patching the ηw to-
gether. [End-Of-Proof ]
In the previous section we proved that K = 0. Starting from now we shall
actually prove again that K = 0. Our method will be to assume that K > 0.
We shall shows that this implies that K = 1.
Consider the morphisms
spec(C[[y1, .., yn]])
f←− spec(C[[u−1, γ1, .., γn−1]]) π−→ spec(C[[u−K , γ1, .., γn−1]]).
Here π denotes the morphism u−1 → u−K :
spec(C[[u−1, γ1, .., γn−1]])
π−−−−→ spec(C[[u−K , γ1, .., γn−1]])yf
spec(C[[y1, .., yn]])
.
Notice that at least locally we can regard these as morphisms
C f←− B g−→ A
where A,B and C are complex analytic n-dimensional open balls, centered in-
finitesimally around v and e.
Furthermore the map π : B → A is a Galois extension with Galois group
G ≃ Z/KZ acting on u−1 → ζKu−1.
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Lemma 46 The pullback f∗(dy1 ∧dy2 ∧ ..∧dyn) of the n-form ω = dy1 ∧dy2 ∧
.. ∧ dyn is fixed by G.
Proof: Indeed f∗(dy1 ∧ dy2 ∧ ..∧ dyn) = m[u−1]K−1d[u−1]∧ dγ1 ∧ ..∧ dγn−1
which is fixed by G. [End-Of-Proof ]
Hence we see that on A we have a differential n-form ω1 = dv ∧dγ1 ∧ ..∧dγn−1
which is such that f∗(ω0) = π
∗(ω1). Here v = u
−K .
Let TA respectively TB respectively TC denote the tangent bundles of A respec-
tively B respectively C. We shall now construct a map π∗(TA) → f∗(TC) as a
bundle map on B.
Notice that
H0(B, π∗TA) ≃ H0(A, TA)⊗OA OB .
As such we see that H0(B, π∗TA) is generated by the pullbacks of the vector
fields ζv and ζi where ζv is the constant vector field along v and ζi that along γi.
For each ζv and ζi we shall define a section ηv and ηi in H
0(B, f∗TC) as follows.
Consider ζv. Let ψv = ω1 ◦ ζv. Notice that ψv is a differential n− 1-form on A.
Denote by ψv the reduction of ψv to π(Γ(u)). As Γ(u) → V is etale, there is
a unique differential n − 1-form on V which maps to ψv. Denote this form by
αv = ψv.
Let αv be a differential n− 1-form on C which reduces to αv. As such we can
find a unique holomorphic vector field βv ∈ H0(C, TC) such that ω0 ◦ βv = αv.
Notice now that
π∗(ψv)− f∗(αv) = π∗(ω1 ◦ ζv)− f∗(αv)
is a differential n− 1-form on B with a zero on Γ(u).
Lemma 47 There exists a vector field χv on B − Γ(u) such that
f∗(ω0) ◦ χ = π∗(ω1) ◦ χv = π∗(ω1 ◦ ζv)− f∗(αv)
where χv has a pole of order K
′ < K − 1 on B.
Proof: Indeed, we can find a vector field χ′v such that
du−1 ∧ dγ1 ∧ .. ∧ dγn−1 ◦ χ′v = π∗(ω1 ◦ ζv)− f∗(αv).
We now simply set χ = [u−1]1−Kχ′v. As π
∗(ω1 ◦ ζv)− f∗(αv) has a zero on Γ(u)
then so does χ′ and the result follows. [End-Of-Proof ]
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Similarly we can find vector fields χi, i = 1, .., n− 1, such that
f∗(ω0) ◦ χi = π∗(ω1) ◦ χi = π∗(ω1 ◦ ζi)− f∗(αi)
where the αi are defined similarly as the αv. Similarly we can define the vector
fields βi on C.
We now define a map
fπ : H
0(B − Γ(u), π∗TA)→ H0(B − Γ(u), f∗TC)
by setting
fπ(π
∗ζv) = f
∗(βv) + f∗(χv).
Similarly we define
fπ(π
∗ζi) = f
∗(βi) + f∗(χi).
We need to show that the map fπ is well defined, i.e. independent of the choice
of αv and αi.
To do so we shall work locally. Indeed, let U ⊂ A be an open subset away from
π(Γ(u)) and let V ⊂ π−1(U) be such that π|V : V → U is a bi-holomorphic
map. I.e. V → U represents a local branch of π. Let W be the image of V
in C and assume that U → V → W is an biholomorphic isomorphism (note by
making U small we can assume this).
We denote by πU : U → V the local isomorphism and by g = f ◦ πU .
Notice that we have a map
H0(U, TU ) g∗−→ H0(U, g∗TW ) tg−→ H0(W, TW ) tf−→ H0(V, f∗TW )) i−→ H0(V, TV ).
Now
f∗(ω0 ◦ t−1f [f∗βv + f∗(χv)]) = f∗(ω0) ◦ [i ◦ tf (βv)] + f∗(ω0) ◦ χv
= π∗(ω1 ◦ ζv)− f∗(αv) + f∗(ω0 ◦ βv)
= π∗(ω1 ◦ ζv).
As the differential n-forms ω0 and ω1 are nonsingular on W and U we see that
at least locally on the branch the map
fπ|V : π∗(ζv)|V → [f∗(βv) + f∗(χv)]|V
is well defined.
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However the map fπ was defined independent from the choice of branch, and it
follows that it is well-defined globally on B − Γ(u).
Consider now again the expressions yi =
∑
Y ij (γ1, ..γn−1)u
−j where the Yi are
power series in the γ1, .., γn−1. For i = 1, .., n define ki to be the smallest index
j > 0 such that Y ij 6= 0.
Lemma 48 We can arrange that k1 = .. = kn.
Proof: Indeed it suffices to consider maps of the form [y1, .., yn] → [y1 +
c1yi, y2+ c2yi, .., yi, .., yn+ cnyi] where i is such that ki is the smallest of the kj .
[End-Of-Proof ]
Let k = k1 = .. = kn. Notice that
δyi
δu−1 = Y
i
k [u
−1]k−1 +O([u−1]k).
Furthermore, the section f∗(χv) ∈ H0(B − Γ(u), f∗(TC)) is given by
f∗(χv) =

δy1
δu−1
δy1
δγ1
.. δy1δγn−1
. .. ... .
δyn
δu−1
δyn
δγ1
.. δynδγn−1
χv.
It follows that the section f∗(χv) can have a pole of at most order K
′−(k−1) <
K − k on Γ(u) and as such the section f∗(βv) + f∗(χv) can have a pole of at
most order K − k − 1 on Γ(u).
Now consider the map π−1 : [v, γ1, .., γn−1] → [u−1 = v
1
K , γ1, .., γn−1]. Notice
that we can use this to express yi = yi(u
−1, γ1, .., γn−1) locally away from Γ(u)
as a function of yi = yi(v, γ1, .., γn−1). In particular we have that
δy1
δv
δy1
δγ1
.. δy1δγn−1
. .. ... .
δyn
δv
δyn
δγ1
.. δynδγn−1
 =

δy1
δu−1
δy1
δγ1
.. δy1δγn−1
. .. ... .
δyn
δu−1
δyn
δγ1
.. δynδγn−1


[u−1]1−K 0 .. 0
0 1 .. 0
. . .. .
0 0 .. 1

=
[u
−1]1−K δy1δu−1
δy1
δγ1
.. δy1δγn−1
. .. ... .
[u−1]1−K δynδu−1
δyn
δγ1
.. δynδγn−1
 = [C|B]
where C is a column matrix and B is n by n− 1 matrix.
It follows that fπ(π
∗ζv) has a pole of order K−k for generic γi. But fπ(π∗ζv) =
f∗(βv) + f∗(χv) which has a pole of order at most K − k − 1.
It follows that k ≥ K and that fπ(π∗ζv) = f∗(βv) + f∗(χv) is in fact a holo-
morphic section of H0(B, f∗(TC)). With an argument exactly similar as in the
two-dimensional case of Section 5 one proves an analog of Theorem 13 for the
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higher dimensional case, namely that k ≤ K. It follows that k = K.
The map
fπ : H
0(B, π∗TA)→ H0(C, f∗TC)
constructed above is independent from the local branches of π, infact the map
is well defined globally on B as we saw.
However writing
yi =
∑
Y ij (γ1, ..γn−1)u
−j
we see that locally the values of fπ(π
∗ζv) and fπ(π
∗ζi) will depend on the branch
unless all Y ij = 0 if j does not divide K. Indeed locally fπ(π
∗ζv) is given by
fπ(π
∗ζv) =

δy1
δv
δy1
δγ1
.. δy1δγn−1
. .. ... .
δyn
δv
δyn
δγ1
.. δynδγn−1
 ζv
=

δy1
δu−1
δy1
δγ1
.. δy1δγn−1
. .. ... .
δyn
δu−1
δyn
δγ1
.. δynδγn−1


[u−1]1−K 0 .. 0
0 1 .. 0
. . .. .
0 0 .. 1
 ζv
=
[u
−1]1−K δy1δu−1
δy1
δγ1
.. δy1δγn−1
. .. ... .
[u−1]1−K δynδu−1
δyn
δγ1
.. δynδγn−1
 ζv.
We arrive at the following.
Theorem 36 Consider the dynamics of u−K and γi along fi = r and fj = 0
for i 6= j. Then the functions u−K(r) and γi(r) are independent of the branch
of u and are in fact smooth C∞ functions.
Proof: The fact that k = K implies that all the dγidr exist. The fact that only
powers of u−iK can occur in the expansions of the yi implies that
du−K
dr
= −K
∑
qiK(γ1, .., γn−1)u
−iK
and
dγi
dr
=
∑
pijK(γ1, .., γn−1)u
−jK
where the qiK and p
i
jK are power series. It follows from induction that the u
−K
and γi are infinitely differentiable and are in fact in C∞.
To prove that they are independent from the branch of u one notes that the
coupled differential equations
du−K
dr
= −K
∑
qiK(γ1, .., γn−1)u
−iK
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and
dγi
dr
=
∑
pijK(γ1, .., γn−1)u
−jK
with boundary values u−K(r) = 0 and γi = γ
0
i evolve uniquely (they depend
only on the initial values of γ0i which are the values of γi on Γ(u). [End-Of-
Proof ]
Indeed, notice that this implies for a route fi = r and fj = 0 for i 6= j we
have that the values of the γi and u
−K are predetermined. It follows that the
values of xK1 = u
mK are predetermined. Hence the monodromy of winding
around V in Y0 changes x1 to ζKx1.
But we could have chosen the representation xi = xi+c where c is some complex
constant. It follows that monodromy around V changes x1 to ζKx1 but at the
same time changes x1+c to ζ
r
K(x1+c). As c was arbitrary it follows thatK = 1.
Hence the map f : Xˆ → Y is generically unramified along Γ. As
π1(Y0 − S) ≃ π1(Y0)
if S ⊂ Y0 is of codimension two, it follows that f must be an isomorphism.
Hence K ≤ 0. The Jacobian conjecture follows at once.
We are done.
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