This paper presents an interval-based positional logic and proves its completeness. The proposed logic combines positional operators, de ned by time intervals, with modal operators used to express the subinterval relationship. Moreover, the logic can be easily extended either by including more predicates for absolute temporal references or by adding other operators for relative and periodical temporal references. The positional logic can be used to express and reason about time-stamped temporal information, particularly stored in temporal databases. The underlying time structure is motivated by the common-sense calendar-clock style time, where multiple time granularities to any precision, often involved in temporal information, can be very naturally supported. Although each positional/modal operator is normal, the completeness proof of the proposed positional logic is more complicated than the standard completeness proof of normal modal logics.
Introduction
This paper concerns representing and reasoning about temporal information. A typical system for temporal information processing is a temporal database system, where temporal information is represented into tuples with time stamps, and manipulated by use of a temporal query language 25] . Research into temporal information processing has been very active, and various approaches to temporal databases have been proposed 18, 26, 27] , among which 12 di erent temporal relational algebras and their underlying temporal relational data models are summarized and evaluated in 19] . A recent account of temporal databases can be found in 28] . The work in this paper is concerned with a positional logic which can be used to represent time-stamped information stored in temporal databases.
It is well-known that rst-order logic can be used as a logical basis for conventional relational databases, as explained as follows 7, 20, 22] : a relation tuple in a relational database can be represented by an atomic logical assertion in rst-order logic, and an atomic logical assertion in rst-order logic can also be represented by a relation tuple 766 On Completeness of a Positional Interval Logic in a relational database. Thus, on one hand, a relational database can be considered as a nite model of a rst-order theory, and evaluating a query amounts to selecting the ground instances of the query that are true in the model in question. On the other hand, a relational database can also be described as a theory expressed in a rst-order language, and evaluating a query then amounts to selecting the ground instances of the query that are theorems in the theory. When a time dimension is incorporated into relational databases to get so-called temporal relational databases, which logic can play the same role for temporal relational databases as rst-order logic plays for non-temporal relational databases? The answer depends not only on theoretical measures such as expressiveness and deduction capability but also on aesthetic standards. For several reasons rst-order logic fails to serve as a satisfactory basis for temporal databases (see Section 2.5 of 13]). The work in 6] made an attempt to de ne a temporal relational algebra TRA with a close correspondence to a temporal logic US using temporal operators until and since of 5] . The temporal relational algebra TRA has the temporal structure introduced in 29] as its underlying data model, according to which a temporal (historical) database DT is considered as a series of relational databases fD t j 0 t ng, where the subscript t denotes the time associated with the particular database.
Independent of Gabbay and McBrien's work, we are interested in positional logics as logical basis for temporal databases. Positional logics, as temporal logics, vary with the underlying time structures: discrete or dense, linear or branching, point-based or interval-based. The linear and discrete point-based time structure is the simplest one, and widely used in temporal databases. But one obvious drawback of the linear and discrete point-based time structure is that the smallest time unit is xed and regarded as a point. In many database applications, multiple time granularities are used 32] . That is to say, the smallest time unit in database applications is not xed. In some cases such as personnel archive database systems, time with date as granularity might be used, and in others such as scienti c experiment recording systems, time with second as granularity might be used. To allow for multiple time granularities, we directly use the common-sense calendar-clock style time as our underlying time structure. It will be seen in Section 2 that the common-sense calendar-clock style time can be one-to-one mapped to time based on pairs of rational numbers.
In general, a time structure S can be represented by a pair (T; R), where T is a set of time elements (points or intervals) and R is a set of relations on T. In the case of points, R usually includes a linear ordering relation < to express the before-after order. In the case of intervals, R may be de ned to be the set of the thirteen binary We want to represent the above temporal relation table into logical formulas. The procedure is simply illustrated as follows: rst, for the temporal relation schema Faculty(Name, Rank), we introduce a temporal predicate symbol FACULTY of sort < names; ranks >, where names is the sort for all the possible personal names, and ranks is the sort for all the possible academic ranks; second for each tuple in the table, we introduce an assertion: R(%1992%) FACULTY(`John',`Associate Prof') (1.1) R(%1992%) FACULTY(`Mary',`Assistant Prof') (1.2) where %1992% is intended to represent the year 1992.
In the example above, it is assumed that the smallest time unit is the year. Now consider the following simple query on the relation above: Who are associate professors in September, 1992. Then it can be seen that the temporal realization operator R(%1992%) is too weak to express the internal structure of %1992%. This problem can be solved by de ning a positional logic with an underlying linear and dense interval-based time structure.
In 14], a temporal formalism is described to specify dynamic behaviour and requirements with temporal references to absolute time, where there are two positional In addition to time-stamped relations (tables), we also need to consider integrity constraints, which can be denoted by using the usual temporal logic. Thus, we need to unify positional logic and temporal logic in order to represent temporal databases and their integrity constraints. In the case of interval temporal logic, we might need 12 unary temporal operators to express the 12 mutually exclusive relations between two di erent intervals.
According In this paper we shall consider the complete axiomatization of ] ] and ( ), and prove the completeness of a propositional temporal logic denoted by BAR, by which we mean Basic formalism for both Absolute and Relative temporal references. The rest of this paper is organized as follows: in Section 2 we brie y discuss the commonsense calendar-clock style time; in Section 3 we present the syntax, semantics and axiomatization of BAR; in Section 4 we prove the completeness of BAR; in Section 5 we make some discussions on related topics for practical applications; and nally in Section 6 we give a short summary of this paper. It should be stressed that completeness is only one of fundamental properties of a logical system. In this paper, however, no e ort is made towards other fundamental properties such as decidability, complexity and expressiveness. Completeness is an important and di cult issue on its own, which justi es the interest of this paper.
Common-sense time
The nature, understanding and representation of time are, in all the history, very debatable. van Benthem 30] gave a model-theoretic study of temporal ontology and temporal discourse. In temporal databases, the common-sense calendar-clock style time is widely used. For example,`1992/10/2' is a valid calendar-clock style time to represent October 2, 1992. In this paper we choose the calendar-clock style time with arbitrary precision as our intended time structure. According to Ladkin 10, 11 ] the calendar-clock style time with arbitrary precision can be isomorphically described by rationals-based time structure. Thus, our time structure is in fact a rationals-based time structure. In the following we rst show how the calendar-clock style time is related to rational numbers, then we list some properties of the calendar-clock style time, which will be imposed on the interpretation structures of the logic BAR. The techniques used here are adapted from those in 10, 11].
Mathematically, the calendar-clock style time can be represented by a tuple <year, month, day, hour, minute, second, ...>, where the rst component denotes the year, 2. COMMON-SENSE TIME 769 the second is the month in that year, the third is the day in that month in that year, on the length of the sequence < a 1 ; a 2 ; :::; a n > as follows: G 1 (< n >) = (n; n+1): That is, a year is mapped to a pair of consecutive integers. Suppose G 1 (< a 1 ; a 2 ; :::; a n >) = (a; b). Let p = f n (< a 1 ; a 2 ; :::; a n >), and C is intended to represent the intervals obtained by applying the operator convexify. We should point out that conv(i; i) and i actually represent the same interval. In fact many elements of C can represent the same interval. So, we want to transform C into another set D so that any two di erent elements of D represent di erent intervals. First, by using G 1 we de ne a mapping G 2 which maps C into INT(Q), then we de ne an equivalence relation = C on C, and nally we consider the equivalence class Cn= C of C under the equivalence relation = C . There is a one-to-one mapping between D and INT(Q).
It is tedious but straightforward to prove this result (See 10, 11] for a discussion in the background of an interval calculus of 1]).
In this paper we are particularly interested in information with absolute temporal references. For our purpose we now de ne two relations on D as follows. Let I 1 and I 2 be any two elements of D and suppose that G 3 (I 1 ) = (a 1 ; b 1 ) and G 3 (I 2 ) = (a 2 ; b 2 ).
Then we de ne: The properties above will be used to characterize our underlying interpretation structure of the logic BAR.
A propositional temporal logic BAR
In this section, we de ne syntax, semantics and axiomatization of BAR. For our purposes we need to consider static information and dynamic information. A temporal database may include a collection of tables, some of which are time-stamped and the others may not. For example, in a personnel archives system, relations on the relation schema Birth(Name, Date, Place) may be used for some static information. In this paper we will only consider a propositional positional logic and represent the atomic assertions simply as propositional symbols. However, we distinguish di erent classes of propositional symbols in order to capture main properties of temporal information that they are supposed to abstractly represent. The truth values of static propositional symbols for static information, do not vary with time, whereas the truth values of dynamic propositional symbols for dynamic information, may vary with time. The dynamic propositional symbols can be further divided into two classes: hereditary and non-hereditary. Informally, a formula is said to be hereditary when a formula is true on an interval implies it is true on all its subintervals. Note that the time interval In what follows, we assume that an arbitrary alphabet (BAR) = (C, R, S, H, D) is given and xed. Moreover, for brevity we assume that C, S, H and D are subsets of f 1 ; 2 ; : : :g, fX 1 ; X 2 ; : : :g, fH 1 ; H 2 ; : : :g and fD 1 ; D 2 ; : : :g, respectively.
The constant symbols of C are intended to represent the time intervals and used to de ne the positional operators of the form ( ). The predicate symbols =; and # are used to represent the interval relationships in which we are interested. As we discuss in Section 5, other predicates could be added to R in order to express other interval relationships. In literature some people prefer the rst two frames or the fth one to the others. Herein we do not want to go into deeper discussions, but we stress that the proposed logic is compatible with any of the previous choices. On the contrary, structures such as (f x; y] : x; y 2 Q and x yg; ) and (f]x; y] : x; y 2 Z and x < yg; ), where ]x; y] = fz 2 Z : x < z yg, are not frames for BAR, since the former is not left-endless and the latter is neither left-endless nor dense. In Section 5 we will make some more discussions. Before going on we give a de nition to be used later. Definition 3.5 A formula A is said to be static i (i) A is a static propositional symbol, i.e. A 2 S; or (ii) A is of the form ( i = j ), ( i j ) or ( i # j ), for any i ; j 2 C; or (iii) A is of the form ( i )B for any i 2 C and any formula B.
Obviously, if A is a static formula then either A or :A is true in IS for any interpretation IS. This is also the case for the Boolean combinations of static formulas. Thus, we could extend de nition 3.5 in order to include these combinations. However, the simpler de nition above su ces for our future purposes.
By de nition 3.4 we have the notion of j =. Now we de ne the notion of`by giving the axioms (schemas) and inference rules as follows:
Axioms
(1) All the propositional tautologies.
(2) Axioms about R. Let i ; j ; k 2 C be any constant symbols. Then we have the axioms: We should point out that the axiom (Ax6-4) can be derived from (Ax6-3) and (Ax4-1), and (Ax7-4) can be derived from (Ax7-3) and (Ax4-1). This is a matter of independence of axioms. For convenience we have listed (Ax6-4) and (Ax7-4) as axioms. It is easy to see that both ( ) Chellas classi cation 3] (as a matter of fact it is stronger than KD-systems, but we will not discuss it herein). Now we give a metatheorem that will be used later. The proof for it is omitted. of the completeness of the logic BAR is more complicated than the standard completeness proof for normal modal logics. In this section we present a proof of the completeness of BAR. As usual, we will prove that any consistent formula is satisable, from which it follows that if A is valid then`A.
The notions of consistency and maximal consistency are assumed to be known and de ned as in e.g. 9]. Moreover, we will also use some standard results of 3] for normal modal operators without giving proofs. Two preliminary results on consistency are stated in lemma 4.1. The proof of lemma 4.1 is omitted. In the construction of the desired model for a consistent formula, we will make use of the following assumptions, notations and conventions:
We assume that the formulas of BAR have been enumerated in an arbitrary but xed order. The Lindenbaum extension of ? is denoted by ? and is de ned as follows (see e.g. A n+1 is the formula in the (n + 1){place in the previously assumed enumeration.
It is well known that if ? is consistent then ? is maximal consistent. We will often write A to stand for fAg for convenience, where A is a formula.
The set of all the subformulas of A is de ned as usual and denoted by Sub(A). In particular, a formula is a subformula of itself. In general, however, we need to consider formulas about interval relationships. Hence, IS Forest is not enough for our purpose. In the following (c) and (d) we consider interval relationships. (c) For the formulas of the form ( i = j ) and ( i j ) we only need to re-de ne M Forest ( ), take out some trees associated to equal interval constants from the forest, and extend the binary relation Forest . (e) Finally, we supplement the previous forest with more labels and extend Forest in order to get the desired density, then take the transitive closure for the transitivity. In what follows we will make the above ideas more precise. In order to make the presentation concise and to the point, we will omit some simple or standard proofs in normal modal logics. In some longer proofs we will also omit some technical details if they are not essential to the understanding of the main idea of the proofs.
In the following we write to stand for DESCRIPTORS(Sub( )) and CH for CH Sub( ) .
We always assume that a 1 ; : : : ; a # is the enumeration of according to the assumed enumeration order of all the formulas, and assume that CONST( ) = f j1 ; : : : ; jn g, where n 0, and 1 j 1 < : : : < j n if n > 0. Moreover, we assume 0 and k;j ; 1 k j n, are disjoint from the alphabet of BAR. The next lemma states a series of`good' properties that we would like to maintain, with some adjustments, in the richer structures of labels to be constructed. Lemma 4.4 Let ? be a consistent set of formulas. (1)- (2), (4)- (6): The items (1)- (2), (4)- (6) In order to get the desired density we supplement Forest( ) with some new labels.
Construction of INT We will simply write for INT . Now we want to see whether the properties of (Forest( ); Forest ; Form) in lemma 4.5 are enjoyed by the new structure (INT ; ; Form). It turns out that we are only able to prove some weaker results in some cases, namely (1) and (4), which are, however, su cient for our purposes. Now we prove a preliminary result. Lemma 4.6 For any r; s 2 INT , let s r. 1 (2)- (3), (5)- (6): The items (2)- (3) and (5)- (6) (7): is dense, i.e., if r 1 r 2 , then there is r 2 INT such that r 1 r and r r 2 .
Proof. We will only prove (2) and (7). The proof of the rest is omitted. (2) Now, (2) follows from the above result and lemma 4.3. In order to have the transitivity, we just take the transitive closure of . As the following lemma 4.8 indicates, the new structure also enjoys the properties stated in lemma 4.7.
Construction of @ @ is de ned to be the transitive closure of . Lemma 4.8 The items (1){(7) of lemma 4.7 still hold, when is replaced by @ . In addition, @ is transitive.
The proof of lemma 4.8 is omitted for brevity. So far we have constructed INT and @ . In order to construct the desired interpretation structure IS = (INT ; @ ; M ; V ), we need to de ne M and V . This corollary can be proved by using lemma 4.8. The detailed proof is omitted. corollary 4.9 is one of our main desired results. In order to prove our completeness theorem, we just need to show that is satis able in IS = (INT ; @ ; M ; V ). Since ] ]B 2 Sub( ), we have :B 2 notSub( ). We can prove it by using (1) and (2) of lemma 4.8. In previous sections we have presented a logic and proved its completeness. In this section we make some discussions on related topics for practical applications. To choose time intervals or points as basic time elements is concerned with expressiveness and complexity of information representation and retrieval, and practical requirements. In fact, it might never be conclusive, or convincing, to say time intervals are better than time points or to say the converse, since we can always relate them to each other by mathematics. From the point of view of practice, di erent people may have di erent choices. In what follows we shall brie y analyse why we have chosen time intervals as basic time elements from the point of view of practice.
Intervals and points
First, we observe that multiple time units are widely used in practice. If time is viewed as point-based, we need to assume what the smallest time unit is. The smallest time unit is then taken as time point. After the smallest time unit is assumed, we may later need to deal with temporal information related to smaller time units. Thus, we have to give up the old assumption of the smallest time unit and assume a new one, then relate old time stamps to the new smallest time unit (point). This could be very cumbersome. It can be seen that time points are not so exible as time intervals, since we do not have to assume smallest time units in our interval-based time structure.
Second, we observe that it is hard to de ne validity of non-hereditary information in terms of time points if time points are not big enough. For example, if a time point is not a month, it is not clear how to represent something like that the average temperature of Lisbon is 10 o C in January, but it is very easy and natural to represent it in terms of time intervals.
It should be stressed that our positional logic allows for static, dynamic and hereditary propositions. If all propositions are hereditary, the completeness proof above still works. There is a simple way to deal with other interval relations than containment, overlap and equality. Let and be any two intervals and any of binary interval relations. One can simply extend the clause (2) of de nition 3.1 by admitting ( ) as a w . Notice that the truth value of ( ) does not depend on the observation interval. In any interpretation I, either ( The argument above should have made it clear that other interval relations can be easily dealt with by explicitly adding some formulas into BAR. The proof schema of the completeness of BAR can be adapted for the extended logic. Since the main concern of this paper is positional operators like ( ) and ] ], we only took into account the interval relations which have a close and essential relationship with the axiomatization of ( ) and ] ], namely interval containment, overlap and equality.
The positional operators are mainly used for representation of knowledge with absolute temporal references, which are usually dates such as September 1992. In the next section we discuss extensions to BAR for other temporal references.
Extensions
By a careful examination of BAR it can be found that BAR (extended with other interval relations) is not expressive for some other purposes.
As studied in 13], there are three kinds of temporal references involved in temporal information: absolute, relative and periodical temporal references. An absolute temporal reference is indicated by, e.g.`in 1992' in`John is an Associate Professor in 1992'; a relative temporal reference is indicated by, e.g.`before' in`John had been promoted to Associate Professor before Mary became Assistant Professor'; a period-788 On Completeness of a Positional Interval Logic ical temporal reference is indicated by, e.g.`at seven o'clock every morning' in`John gets up at 7 o'clock every morning'.
The logic BAR is not expressive if all the three kinds of temporal references are needed. But BAR can be extended by adding temporal operators for relative temporal references and periodical references. In 13] a very complex and expressive temporal formalism A for all the three kinds of temporal references, and actions and their e ects, is proposed and studied, where the logic BAR seems to play the central and basic role. That is also why BAR is called Basic formalism for both Absolute and Relative temporal references. The completeness of A is, however, unknown to us, although its core part BAR has been shown to be complete. In fact, no e ort has been made towards the completeness of A. Once the operators for all the three kinds of temporal references are admitted in a unifying formalism such as A, the use of their combinations will greatly enhance the expressiveness. For example, let PA to denote A is true on an interval in the past as usual in interval temporal logic, combining ( ) and P we can write ( )PA to express`A is true before '. For example,`John was an Assistant Professor before 1992' can be expressed as (%1992%)PFACULTY(`John', Assistant Prof'), where FACULTY(`John',`Assistant Prof') is an atomic hereditary assertion.
In practice, to choose or to design a formalism depends on many factors such as completeness, expressiveness and decidability, and some aesthetic standards. This makes it very hard and complicated to compare alternative solutions. This paper is not intended to be involved in disputes. More discussions and technical details can be found in 13].
Implementation
Detailed discussion on the implementation of BAR or A is out of this paper, but in the sequel we indicate two implementation schemes of the implementation of positional operators for the reader who is interested in implementations and applications.
The rst scheme is to use rei ed positional logic. That is, one can express positional logic in a rst-order logic. In 21, 24], some main ideas on rei ed temporal logic are discussed. Actually, we can follow the same idea to reify our positional logic by rstorder logic. After positional logic is expressed by rst-order logic, we can then make use of any known mechanisms for rst-order logic to do reasoning in positional logic.
The second scheme is to use automated theorem-proving algorithms in positional logic. In general, automated theorem-proving in positional logic is more di cult than that in rst-order logic. The resolution principle and Herbrand theorem serve as a theoretic basis for general automated theorem-proving in rst-order logic. In positional logic, we can analogously develop positional resolution rules. For example, from formulas ( 
