The advance of next generation sequencing (NGS) technique provides an unprecedented opportunity to probe the enormous diversity of immune repertoire by deep sequencing T and B cell receptors (TCR and BCR). However, an efficient and accurate analytical tool is still on demand to process the huge amount of data. We have developed a high-resolution analytical pipeline "IMonitor" to tackle this task.
INTRODUCTION
The diverse of T-cell receptors (TCR), B-cell receptors (BCR) and secreting form antibodies makes up the core of complicated immune system, and serves as pivotal defensive components to protect us body against invading virus, bacteria and other pathogens. The TCR consists of a heterodimeric αβ chain (~95%, TRA, TRB) or γδ chain (~5%), while the BCR is assembled with two heavy chains (IGH) and two light chains (IGK or IGL). Structurally, each chain can be divided into the variable domain and the constant domain (LEFRANC and LEFRANC 2001a; LEFRANC and LEFRANC 2001b) . The diversity of TCR and BCR repertoire is enormous, owing to the process of V(D)J gene rearrangement, random deletion of germline nucleotides and insertion of uncertain length of non-template nucleotides between V-D and D-J junctions(TRB,IGH) or V-J junction(TRA,IGK,IGL). In human, It has been estimated theoretically that the diversity of TCR-αβ receptors exceeds 10 18 in the thymus for human, and the diversity of B-cell repertoire is even larger considering the somatic hyper-mutation (JANEWAY 2005; BENICHOU et al. 2012) . The T and B cell repertoire could undergo dynamic changes under different phenotypic status. Recently, deep sequencing enabled by different platforms including Roche 454 and Illumina Hiseq (FREEMAN et al. 2009; ROBINS et al. 2009; WANG et al. 2010; FISCHER 2011; VENTURI et al. 2011 ) has been applied to unravel the dynamics of TCR and BCR repertoire and extended to various translational applications such as vaccination, cancer and autoimmune diseases.
Several software/tools have been developed for TCRs and BCRs sequence analysis, including iHMMune-align (GAETA et al. 2007) , HighV-QEUST (LI et al. 2013) , IgBLAST(YE et al. 2013) , Decombinator(THOMAS et al. 2013) , and MiTCR (BOLOTIN et al. 2013) . These tools are equipped with useful functions including V(D)J gene alignment, CDR3 sequences identification and more yet with obvious limitations. For instance, HighV-QEUST can be adopted to analyze both TCRs and BCRs, but its online version limits maximum sequence input to 150000 at a time for regular users. Decombinator and MiTCR can only be used to analyze the TCR sequences. Besides, most tools lack specific solutions to some common problems like systemic statistics and visualizations, PCR and sequencing errors, and amplification bias correction.
Here, we introduce a novel pipeline IMonitor (short for Immune Monitor) for both TCRs and BCRs deep sequencing analysis. It includes four steps in its core component: basic data processing, V(D)J assignment, structural analysis and statistics/visualization. One feature that makes IMonitor stand out is its re-alignment process to identify V(D)J genes and alleles with significantly enhanced precision. We simulated 15 datasets for 5 chains (TRA, TRB, IGH, IGK, IGL) of different sequencing error rates and hyper-mutation rates, together with actual re-arranged sequences, to test performance of various tools. IMonitor performs pretty well in the accuracy and clonotype recovery. Furthermore, IMonitor incorporates a process to correct PCR and sequencing errors utilizing the data from 6 plasmid mixed samples and an in silico model was modulated to reduce the PCR bias. Finally, we validate IMonitor in detection of minimal residual disease (MRD) of B-cell acute lymphoblastic leukemia (B-ALL) to show its wide utility potential. The source code of IMonitor is freely available for download at https://github.com/zhangwei2015.
MATERIALS AND METHODS
The core component of IMonitor consists of four steps: basic data processing, V(D)J assignment, structural analysis and statistics/visualization, as shown in Figure 1 .
IMonitor can utilize data generated by a variety of Next Generation Sequencing (NGS) platforms, such as Illumina, Roche 454 and Life Ion Proton, in both FASTQ and FASTA format. The final result of IMonitor include complete map of sequences and data analysis in depth, and the latter is visualized and presented with viewer-friendly graphs and figures.
IMonitor for basic data process
At first step, the reads were checked for inclusion of adaptor sequences. If any adaptor sequence was detected and located within 50bp to the 3'end of the read, it would be deleted from the read. Reads bearing adaptor sequence at 5' end or more than 5% 'N' bases were discarded. The average base quality of each read was calculated after removing the low-quality bases (base quality <10) at the 3' end.
Further filtration left out reads with average quality lower than 15. For Illumina PE (paired-end) sequencing, the PE reads were merged at their overlapping region. For PE reads with insertion length longer than the length of a single read, the COPE (LIU et al. 2012 ) tool was used, otherwise reads were assembled by an in-house program.
The main parameters for both tools included the maximum overlapping length (read length), minimum overlapping length (10bp), mismatch rate (10%) at overlapping region and ratio (best overlap length/second best overlap length, 0.7).
IMonitor for V(D)J assignment
The V/D/J reference sequences were downloaded from the IMGT database (http://www.imgt.org/). Processed sequences were aligned to the V, (D), J references respectively by BLAST (ALTSCHUL et al. 1990; ZHANG et al. 2000; YE et al. 2006) and specific parameters were applied to accommodate the differences in lengths of The high similarity among the genes and alleles of the germline sequences, along with the diversity of V/D/J gene rearrangement, gave rise to difficulties for accurate alignment. This might eventually lead to an incorrect structural analysis (CDR3 identification, deletion, insertion). To improve the accuracy, a second alignment procedure was developed to identify exactly V/D/J genes ( Figure 2 ). Firstly, global alignment strategy, which attempted to align every base in every sequence, was used for non-CDR3 region of the sequence. Mapped region generated from BLAST became a new seed and served as starting points for bootstrapping (base-by-base) extension to both directions, until the entire non-CDR3 region in query was mapped to target (reference) sequence. The mapping score was calculated according to these rules: reward for a nucleotide match was 5 and penalty for a nucleotide mismatch was Figure S2 -A, these mismatch limits took mutations into consideration and covered more than 99.5% of all defined rearrangements sequences. Because the entire D gene was located within CDR3 region, only the M-mismatch extension model was used for its re-alignment (mismatch allowed: TRBD: 0; IGHD: 4). Finally, all data including alignment score, identity, mismatch number and alignment length were processed, and the alignment with highest score and identity larger than the threshold (more than 80%) was selected as the best hit. However, there might be several best hits with same score due to the homology among the germline genes and alleles. In this case, the reference with the fewest deletions was selected, as shorter deletions are more likely to happen according to previous reported ) and our analysis from actual public re-arrangement data ( Figure S2-B) .
IMonitor for structural analysis
The IMGT collaboration (YOUSFI MONOD et al. 2004 ) outlined the CDR3 region of all chains, starting from the second conserved cysteine encoded by V segment and ending with the conserved phenylalanine or tryptophane encoded by the J segment.
Combining this information with our selected reference from previous step, CDR3 region of target sequence could be readily identified. For unmapped sequences, CDR3 region was determined by searching through for conservative amino acids module within both ends of CDR3 region ("YYC" for start, " [FW] GXG" for end, where "X" stands for any amino acid). The rearrangement frame was tagged as "in-frame" if the length of CDR3 was a multiple of three and no stop codon was found in whole sequence, otherwise it was tagged "out-of-frame". The structure of sequence was clearly described, including V, (D), J segments used, CDR3 region, the deletions and insertions at rearrangement sites. Then the nucleotide sequences were translated into peptides. However, some sequences must be filtered out to ensure the accuracy of immune repertoire, which include: 1) Sequences without V or J alignment; 2) Sequences with V and J alignment orientation conflict. The sequences that were aligned to pseudogenes, out-of-frame and included stop codon were marked. Figures were plotted to visually demonstrate each result. For V-J pairing, a three-dimensional figure was generated. R script was used to draw most of the figures while the V/J base composition was plotted with weblogo 2.8 (CROOKS et al. 2004 ).
IMonitor for statistics and visualization
To complete eliminate sequencing error effect, the sequence detected less than 10 times was excluded to calculate hyper-mutation. Mutation rate consisted of base mutation and sequence mutation. The former was the content of mutational bases in total bases, and the latter was rate of the sequence containing mutation in total sequences. Shannon-Weiner index(SHANNON 1997) , as shown below, used as immunological diversity value in several previous literatures , provided a good estimate of diversity in large-scale study and was suitable for immune repertoire.
We used it to calculate the diversity of CDR3, V gene, J gene, and V-J pairing.
Where CDR3 as example, S denotes the total number of unique CDR3, and ) (i p denotes the frequency of CDR3.
IMonitor also provided the saturation analysis with Chao1 algorithm, which was used to estimate the target richness for individual-based data in ecological studies before.
Estimated values generated by Chao1 bias corrected algorithm were used to predict the maximum number of clones in the sample, while observed values were drawn separately with the rarefaction curves. (CHAO 1984; CHAO 1987) 
In the above equation, obs S stands for total number of observed clonotypes in a sample; F denotes the number of clonotypes ( 1 F , the number of clonotypes detected one time. 2 F , the number of clonotypes detected two times).
PCR and Sequencing Error Correction
PCR and sequencing error of NGS is one of the toughest problems in immune repertoire analysis. The method we developed to correct this error could be utilized on either the whole sequence or just CDR3 region. The procedure consisted of three steps.
Firstly, sequences were divided into three groups: 1) high-quality sequences whose base qualities all were higher than Q20 (Q20 was the best cutoff according to Figure   S5A -B); 2) sequences with more than five low quality bases were unwanted and discarded; 3) the rest were defined as low-quality sequences. Secondly, the low-quality sequences were mapped to the high-quality ones. When the mismatches were no more than five and all located at low-quality positions, the mismatches were corrected, otherwise the sequence was discarded. Lastly, in order to eliminate PCR errors, sequences with low abundance were compared to ones with high abundance (at least five-fold difference). If less than 3 mismatches were found in the low abundance sequences, they were corrected to the corresponding high abundance sequences. To test the effectiveness of this method, samples made from mixtures of six plasmids were used for error characteristics analysis and further evaluation.
Multiplex PCR (MPCR) Bias Minimization
We established a new bioinformatic approach to minimize PCR amplification bias.
The approach is built on the hypothesis that there are two factors affecting a clone's frequency during MPCR: the template's concentration and the multiple primers' efficiency. Using six plasmid mixture samples (Table S4) , we could compare the observed with expected frequency and simulate an effective formula.
The streamlined procedure of this method was demonstrated by the flowchart in Figure 6 . Two factors, templates' concentration and primers' efficiency, were considered to be affecting the bias and examined here. The samples were mixed properly, and clones were grouped to explore PCR bias' rules. First of all, we analyzed the bias' correlation with templates' concentration (Concentration analysis without primer effect). Each clone had 3 different concentrations in all samples. In order to eliminate potential effects caused by the multiple primers efficiencies, the clones had the same concentration ratio among all samples were grouped together, generating five groups in total (groups were named 10_2E4_1E5, 1000_2E4, 100_1000_2E4, 100_1E4_2E4 and 10_1E4_2E4; for instance, 10_2E4_1E5 denoted the three concentrations (10, 2E4, 1E5) in respective samples). Then, within each group, the clone frequencies were normalized by multiplying same coefficient k, which could generate a minimal sum of absolute deviation D min (i) . 10_2E4_1E5 group sets an example as follow:
Where n is clone number in a group; i is a clone; f is clone frequency. k was set consecutively from 0 and a series of D(i) was calculated, after which the k that generated the smallest D(i) was selected.
After normalization, five groups were combined on the basis of 2E4 copies, which existed in all groups. We used regression module to fit a curve (Equation 6 ) that reflected the relationship between concentration and PCR bias. Secondly, we analyzed the bias caused only by primers efficiencies (primer analysis without concentration effect). To remove the effect of clone concentration, clones with same concentration in all samples were collected into one group, thus six groups were generated (10, 100, 1E3, 1E4, 2E4, 1E5, where group 10 contained all clones that the concentration 10 in any of the samples, Figure 6 ). After calculation, each group was normalized by multiplying same coefficient l, details as follow:
where, n is clone number in a group, i is a clone, f is clone frequency. l was set consecutively from 0 and a series of R(i) was calculated, after which the l that generated the minimal R(i) was selected.
Each primer's efficiency was calculated after normalization. Then, analysis of the two factors was integrated into a formula that minimized the PCR bias (Equation 10).
where, f correct : the corrected frequency, S t : clone's observed abundance, S: the sum abundance of sample, p(v): the primer efficiency value for V gene, p(j): the primer efficiency value for J gene.
Multiplex PCR amplification
To amplify rearranged CDR3 regions, multiple forward primers in V region and reverse primers in J region were designed. For RNA sample, the first-strand cDNAs were synthesized using SuperScript II Enzyme according to the manufacturer's 
previous research (Figure S1 ) , meanwhile some random bases were inserted at V-D and D-J junction (V-J junction for TRA and light chain) using the established insertion length distribution ( Figure S1 ). Thirdly, both somatic hypermutation during BCR maturation and sequencing error were also taken into consideration. Although the typical error rate of Illumina HTS technology is around 1%, it can be reduced after merging paired-end reads ( Figure 5A ). Therefore, for each chain, the error rate was set to 0.1%, 0.5% and 2% evenly at every position of the sequence. The hyper-mutation rate was set to 1% for IGH and 4% for IGK/IGL. 
Samples

Plasmid mix samples
Thirty-three different functional TCR β chain sequences, which included all the TCR β V and J genes, were integrated into plasmid vectors. Three mixing pattern pools were used: one with equal mole number of each plasmid and the other two pools with different pooling gradients. The mix patterns were listed in Table S4 , and each pattern was replicated to produce 6 plasmid mix samples.
Spiked-in DNA samples
Spiked-in samples were generously donated by Professor Karen Cerosaletti (ROBINS et al. 2012) . Five CD4+ T cell clones were spiked in a background of sorted CD4+CD45RA+ naïve T cells and each unit had a million cells. The five clones in three different units had different number of unique TCRβ CDR3 sequence and were shown in Table S7 . The background cells for these doped samples were sorted from fresh PBMC sample obtained from a control donor with informed consent. DNA was extracted from the cells with commercial kit.
Healthy donor samples
Samples of peripheral blood from 2 healthy human donors (H-H-1, H-B-1) were obtained by venipuncture with informed consent. PBMCs were isolated immediately and RNA was extracted using Trizol reagent (invitrogen). DNA was extracted with
QIAamp DNA Blood Mini Kit and stored at -20 . The CDR3 region was amplified by multiplex PCR and sequenced by Illumina platform (Table S6) .
MRD samples
Bone marrow samples from two patients (M001, M002) with B-ALL were provided with informed consent. The sample of pre-treatment, day 15 and day 33 post-treatment were assayed. 1.2 ug DNA of each sample was used for Multiplex PCR amplification. The library of approximate 150-270bp insert-size length was extracted and sequenced using the 2×100 PE Illumina platform (Table S6 ).
The research was prospectively reviewed and approved by a duly constituted ethics committee.
Results
System design of IMonitor
Four steps are described in Figure 1 : 1) Basic data process. Sequence containing adapter sequence was processed and low-quality base at the 3' end of sequence were More specifically, the V-J pairing was visualized by a three-dimensional graph (Figure 4 , Figure S4 , Figure S8 ) .
IMonitor outperforms other analytical tools in various aspects
To evaluate the performance of IMonitor, we designed a head-to-head comparison between IMonitor and other publicly available tools with both simulated data and performance in 14 of them (58.33%), with 7 of 24 slightly lower than the best tool (no more than 1% difference) and remaining 3 from 1.6% to 3.25% difference (TRAV-Gene, TRBD-Gene, TRBD-Allele). For the highly homologous V gene family (at least 40 for each chain), the accuracy of IMonitor was more than 95% for almost all chains, and exceeded 99% for all J genes. For D genes, which were short and embedded with deletions and insertions at both ends, IMonitor performed significantly better for IGH (more than 80% of accuracy), while slightly worse in TRB. Decombinator was not designed to identify alleles and D genes.
In addition to the simulating data, public rearranged sequences that are annotated manually with clear V(D)J genes and extracted from IMGT/LIGM-DB database (http://www.imgt.org/ligmdb/) were utilized to test IMonitor. Twenty-four TRB sequences and 1763 IGH sequences were analyzed by different tools (Table 1) genes and alleles were both slightly lower for these two tools, because some public IGH sequences only have partial J segment (less than 30bp) and they are difficult to be distinguished from other homologous genes and alleles.
To assess running time and memory needed, 10 5 simulated TRB and IGH datasets were analyzed by IMonitor, IgBLAST and Decombinator separately, result shown in Table S8 . When only one CPU was used, IMonitor took 12m52s and 21m96s to analyze the two datasets, with peak memory of 226~325Mb. Of all tools tested, Decombinator was the fastest and IMonitor ranked second.
Overall, IMonitor produced satisfactory results for both simulated and published sequences. It generated similar results to IgBLAST in some genes, while outperformed other tools in most occasions. It is also direct proof that the re-alignment strategy for V(D)J identification is useful.
The output of IMonitor
One of the features that distinguish IMonitor from others is its ability to export comprehensive statistics for characteristics of TCR/BCR repertoire and accessible Figure S4 , Figure S8 ) . V-J pairing diversity is visualized ( Figure 4M , Figure S4M ), which can be applied to track the changes of immune system over time and reveal immunological conditions.
PCR and Sequencing errors correction
IMonitor also integrates a process to correct the PCR and sequencing errors. The 6 plasmid mixture samples with three different pooling gradients (Materials and Table   S4 ) were used to analyze the error characteristics and evaluate the effectiveness of error correction. The processed sequences were mapped to V/D/J references, and the final effective data were used to summarize the error characteristics shown in Figure   S5 . The known template sequences were used as references to calculate the error rate, and the results were shown in Figure 5 and Table S5 . The average percentage of high quality sequences was 74.88%. 12.86% of sequences with low quality were corrected according to high quality sequences, while remaining 12.26% were discarded.
Thereafter, average 6.33% of low-abundance sequences were also corrected (Table   S5 ). In consideration of the influence posed on error statistics by impurity of the plasmids during the cell culture before we mixed the plasmids, if the "erroneous" sequence was found in on less than 4 samples and was detected more than 100 times in each sample, it was excluded for error rate calculation. After the correction process, the mean error rate of all sequences was decreased from 0.082% to 0.013%, and the percentage of error-bearing sequences was decreased from 6.313% to 0.912% ( Figure   5 ).
Minimization of Multiplex PCR Bias
We successfully developed a novel method to minimize the MPCR bias under a given set of multiplex primers. Details of this method were showed in Figure 6 and METHODS section. Cross-validation was used to evaluate this method, as shown in Figure 6 . RSS (residual sum of squares) (DRAPER and SMITH 1998) was calculated for each test, where
, ! is the observed frequency, is the expected frequency. Except for mix 1-2 sample, the other five samples reduced the RSS value, which demonstrated that this method is evidently effective.
Moreover, the method was tested using 3 spiked-in samples, in which 5 known clones were spiked in 10 6 cells. Compared to the expected frequency, clone B, C, D, and G had obvious bias. After modifying the frequency with this method, the bias was relieved to a certain extent ( Figure 7A-C) . The bias ratio was defined as the observed frequency bias divided by the corrected frequency bias. If the ratio is greater than 1, it means the frequency is corrected positively. 86.7% of the clones (except clone A in Index-R/T) generated a ratio greater than 1, particularly clone D in Index-R. These results conclude that the method is indeed capable of minimizing MPCR bias ( Figure   7D -E) .
IMonitor to monitor minimal residual disease (MRD)
To test the feasibility of IMonitor in translational research, we applied it to analyze the data from two patients with B-ALL. Samples were collected upon diagnosis and on day 15 and day 33 post treatment (details in Material and Method section). We firstly tried to identify the cancer clones in the B cell receptor repertoire. Patients with B-ALL showed a clear pattern of deficient clonal diversity ( Figure 8A , Figure S6 ). By the cutoff of 10% for the cancer clone frequency, the cancer clone was identified in patient M001 with clonal frequency of 87.02% upon diagnosis, whereas substantially decreased to 14.65% on day 15 and further to 0.28% on day 33, suggesting the effect of treatment ( Figure 8B ). However, with the increased sensitivity of our method, MRD was detected on day 33. In contrast, flow cytometry was not able to detect any MRD in this time slot. Interestingly, two cancer clones (48.39% and 42.13%) were identified in patient M002, and the data of day 33 post treatment showed its MRD level of 2.54% (1.46% and 1.08% corresponding to each clone), compared with the negative result in detection with flow cytometry. Though follow-up of patients'
condition was required to demonstrate its prognostic value, BCR sequencing plus
IMonitor analysis showed its superiority in convenience and sensitivity for MRD detection. More importantly, three dimensional V-J pairing figure outputted by
IMonitor revealed the remodeling of clonal diversity in BCR repertoire following treatment, demonstrating its application in monitoring immune reconstruction ( Figure   8A and Figure S6 ).
Discussion
We PCR and sequencing error of NGS is one of the problems that remain untackled for immune repertoire analysis. Preliminary results from previous studies show that a significant number of errors accumulate, and these errors can potentially lead to overestimating the actual TCR clonotypes. Besides, the sequencing error also results in artificially increased diversity of the TCR repertoire (NGUYEN et al. 2011; WARREN et al. 2011) . Simply filtering out all low quality sequences not only removes the sequencing error bases, but also leaves out a lot of genuine sequences. Our method, however, manages to decrease the error rate while rescuing most of sequences.
Actually, the efficiency of the approach would be improved if more factors are considered when correcting the errors. For example, erroneous bases have some bias for the certain sequencing platform, and the occurrence probability of sequencing error at each position of sequence is different. Using the six plasmid mixture samples, the characteristics of PCR and sequencing errors can be analyzed, as shown in Figure   S5 . The base error rate declines as the base quality in the sequence improves, whereas the percentage of discarded sequences increases sharply ( Figure S5A, B) . The quality indexes of incorrect bases mainly fall into two categories: Q<=10 and Q>=35.
Apparently, the former is mostly resulted from sequencing error, while the cause of the latter is mostly PCR error ( Figure S5D ) . More than 85% of sequences have only one error base, and the rate rises after removing the sequences with minimal base quality of Q20 ( Figure S5C ) .
Here we have introduced a new bioinformatics methodology to reduce the PCR bias of MPCR samples. We found that the bias originated from two factors: template concentration and inconsistent primer efficiencies. Using six plasmid mixture samples, we designed a formula to reduce the bias. By applying it to the spiked-in samples, we validated its effectiveness. However, due to the limited size of training data, some bias persisted in spiked-in samples. We believe when the training data contain 100 or more templates, the effect of the approach would be more significant. Besides, different primer sets should be trained to generate a suitable formula to reduce bias, so this paper mainly introduces a bioinformatics approach how to get the suitable formula to adjust the bias, so this paper mainly introduces a bioinformatics approach how to get the suitable formula. Harlan Robins, et al reduce the bias mainly through experimental method to optimize the primers and primer concentration (CARLSON et al. 2013 by "Homo sapiens", "rearranged", "TRB" or "IGH", and then selected the sequences annotated by manual(Annot. level=="manual") and annotated by V,D,J genes. So these sequences have fairly high level of annotation confidence.
b Decombinator just analyzed the gene level of V and J.
c The data sets and HighV-QEUST came from the same website, so HighV-QEUST was not used here.
The references used for tools were same and from IMGT database (http://www.imgt.org ). , where y ! is the observed value, y is the expected value of IGH is showed for pre-treatment (day 0) and post-treatment (day 15 and day 33).
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Cancer clone frequency is showed for each clone in the two patients (M001, M002) before treatment (day 0) and post treatment (day 15, day 33).
