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Spectral synthesis for the differentiation operator in the
Schwartz space
N.F. Abuzyarova1
Abstract
We consider the spectral synthesis problem for the differentiation
operator D = dd t in the Schwartz space E(a; b) = C∞(a; b) and the
dual problem of local description for closed submodules in a special
module of entire functions.
1 Introduction
Let (a; b) be a finite or infinite open interval of the real line and let
[a1; b1] ⋐ [a2; b2] ⋐ . . . ,
be a sequence of segments exhausting this interval. We consider the Schwartz
space E(a; b) = C∞(a; b), equipped by the metrizible topology of projective
limit of the Banach spaces Ck[ak; bk]. It is known that E(a; b) is a reflexive
Fre´chet space. Unless otherwise specified, we denote by W a closed non-
trivial subspace of E(a; b) which is invariant under the differentiation operator
Shortly, we say such a subspace W to be D-invariant.
Let ExpW denote the set of all exponential monomials tje−iλt, that is,
the set of all root elements the operator D contained in W . As we will see
later, the set ExpW is at most countable.
A generalization of L. Euler fundamental principle for finite order dif-
ferential equations with constant coefficients [1], as well as a generalization
of classical results on mean periodic functions due to L.Schwartz [2], is the
spectral synthesis for a D-invariant subspace W :
W = L(ExpW ), where L( · ) denotes the linear span of the set ( · ).
(1.1)
1This work was supported by the Ministry of Education and Science of Russian Feder-
ation, project no. 01201456408.
A. Aleman and B. Korenblum notice in [3] that there exist non-trivial
D-invariant subspaces W of E(a; b) with the property ExpW = ∅. Namely,
let I ⊂ (a; b) be a non-empty relatively closed interval and set
WI = {f ∈ E : f (k)(t) = 0, t ∈ I, k = 0, 1, 2, . . .}. (1.2)
Obviously, the subspace WI is D-invariant and the set ExpWI is empty. In
what follows, WI doesn’t admit the spectral synthesis (1.1).
For aD-invariant subspaceW, we denote by IW a relatively closed in (a; b)
interval which is minimal among all intervals I with the property WI ⊂ W.
The existence of IW follows from [3, Theorem 4.1].
In [3], its authors propose a weaker, than (1.1), version of spectral synthe-
sis for the differentiation operator D in the space E(a; b). We call it spectral
synthesis in the weak sense (or, weak spectral synthesis). This version takes
into account the presence of the residual subspace WIW ⊂ W. D-invariant
subspace W is said to be admitting spectral synthesis in the weak sense (or,
admitting weak spectral synthesis) if
W = WIW + L(ExpW ). (1.3)
The authors of the paper [3] prove that the spectrum σ(W ) of D-invariant
subspace W, which is defined to be the spectrum of the restriction of the
operator D to W , is either discrete or equal to the whole complex plane ([3,
Theorem 2.1]). In the first case, the spectrum σ(W ) is a sequence of multiple
points
σ(W ) = {(−iλj , mj) : λj ∈ C, mj ∈ N, j = 1, 2, . . . }, (1.4)
and ExpW = {tke−iλjt : k = 0, 1, . . . , mj − 1, j ∈ N}.
If the subspace W has the form (1.3), its spectrum is discrete and equals
(−i Λ), where Λ = {(λj, mj)}. Such a subspace admits spectral synthesis
(1.1) under the additional assumption IW = (a; b).
A. Aleman and B. Korenblum conjecture in [3, Section 6] that any D-
invariant subspace W ⊂ E(a; b) with discrete spectrum has the form (1.3).
They prove this conjecture for the case of a subspace with finite (in particular,
empty) spectrum [3, Propositions 4.1, 6.1]
In [4] this conjecture is studied by developing and improving methods
of [3] and reducing the weak spectral synthesis problem to the problem of
completeness for mixed systems in a Hilbert space.
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To formulate the main result of the paper [4] we recall that the complete-
ness radius ρΛ of a sequence Λ = {(λj, mj)} is defined as the infimum of the
radii of (open) intervals I ⊂ R for which the system of exponential monomi-
als {tke−iλjt, k = 0, . . . , mj − 1, j = 1, 2, . . . } is not complete in the spaces
E(I), C(I), Lp(I), 1 ≤ p <∞ (see [5]).
Theorem 1.1 [4] positively answers the question on the weak spectral
synthesis for D-invariant subspace W ⊂ E(a; b), with discrete spectrum of
the form (1.4) if 2ρΛ < |IW |, where Λ = iσ(W ) and |IW | is the length of
the interval IW . It turns out that the relation (1.3) may fail for D-invariant
subspaces W with discrete spectrum σ(W ) = −i Λ if 2ρΛ = |IW |. First
example of such a subspace is constructed in[4, Theorem 1.2]. A lot of
examples, including the mentioned one, arise from [6, Theorem 3]. In the
other hand, as our example in Section 3 below shows, D-invariant subspace
W with discrete spectrum σ(W ) = −i Λ satisfyng the relation 2ρΛ = |IW |,
may also be of the form (1.3).
We announce in [7] the necessary and sufficient condition for D-invariant
subspaceW ⊂ E(a; b) to be admitting weak spectral synthesis. Our approach
to the problem does completely differ from the methods used in the works [3],
[4]. Namely, we apply a dual scheme going back to I.F Krasichkov-Tenovskii
[8] and L. Ehrenpreis [9]. This scheme reduces the problems concerning
D-invariant subspaces of the space E(a; b) to the equivalent ones on closed
submodules in a special weighted module of entire functions. We formulate
the mentioned criterion in terms of the annihilator submodule of D-invariant
subspace W [7, Theorem 3]. Then, we deduce from it different sufficient
conditions of admitting of weak spectral synthesis by D-invariant subspace
W with discrete spectrum ([7, Corollaries 1 and 2], Theorem 6 below, [4,
Theorems 1.1, 1.3]).
This paper contains the explicit proofs for most of the assertions an-
nounced in [7] concerning weak spectral synthesis in the space E(a; b). In
addition, we prove one theorem on weak spectral synthesis for ”translation-
invariant” subspaces of E(a; b) (Theorem 6 below).
The organization of the paper is as follows. In Section 2 we describe the
mentioned dual scheme. Section 3 contains a series of results on submodules
of entire functions. At last, in Section 4 we derive assertions on D-invariant
subspaces in E(a; b).
3
2 Dual scheme
1. Let us define a locally convex space of entire functions P(a; b) to be
equal to inductive limit of the sequence of the Banach spaces {Pk}, where Pk
consists of all entire functions ϕ with finite norm
‖ϕ‖k = sup
z∈C
|ϕ(z)|
(1 + |z|)k exp(bky+ − aky−) , y
± = max{0,±y}, z = x+ iy.
The inclusions Pk ⊂ Pk+1 are compact for each k = 1, 2, . . . It follows that the
space P(a; b) is a locally convex space of (LN∗)-type (see [10]). Further, the
operation of multiplication by an independent variable z acts continuously in
this space, that is, P(a; b) is a topological module over the polynomial ring
C[z].
It is well-known that the Fourier–Laplace transform F establishes a linear
topological isomorphism between the strong dual space E ′(a; b) and the space
P(a; b) [11, chapter 7, theorem 7.3.1]:
S ∈ E ′(a; b)←→ ϕ ∈ P(a; b)⇐⇒ ϕ = F(S) = (S, e−i tz).
Let J ⊂ P(a; b) be a closed submodule, that is, J is a closed subspace
with the property zJ ⊂ J . Two natural characteristics of the submodule J
arise immediately: its zero set ΛJ and its indicator segment [cJ ; dJ ]. The
first one, ΛJ , is well-known. We always meet it when dealing with the local
description problem for ideals and submodules of holomorphic functions. The
notion of the indicator segment is introduced in [7], [13]. Below we recall both
definitions. Given a function ϕ ∈ P(a; b), we set at any λ ∈ C
nϕ(λ) =
{
0, if ϕ(λ) 6= 0,
m, if λ is a zero of ϕ of muliplicity m.
The divisor of a closed submodule J ⊂ P(a; b) is defined as nJ (λ) = min
ϕ∈J
nϕ(λ).
The zero set of a non-zero function ϕ ∈ P(a; b) is
Λϕ = {(λk, mk) : mk = nϕ(λk) > 0, k = 1, 2, . . . }
The zero set of a submodule J 6= {0} is
ΛJ = {(λk, mk) : mk = nJ (λk) > 0, k = 1, 2, . . . }
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As it is known (see, e.g., [12]), any element of the space P(a; b) is a
function of completely regular growth with respect to the order 1, and the
indicator diagram of any ϕ ∈ P(a; b) is a segment [icϕ; idϕ] ⊂ (ia; ib). The
indicator segment [cJ ; dJ ] of a submodule J is defined to be the segment
(generally speaking, in R) with the endpoints
cJ = inf
ϕ∈J
cϕ, dJ = sup
ϕ∈J
dϕ. (2.1)
For a closed subspace W ⊂ E(a; b) we set
W 0 = {S ∈ E ′(a; b) : (S, f) = 0, f ∈ W}.
This is a closed subspace of the strong dual space E ′(a; b). It is said to be
the annihilator subspace of W .
The following proposition establishes the duality between D-invariant
subspaces W ⊂ E(a; b) and closed submodules J ⊂ P(a; b) [13, proposition
1].
Proposition 1 (Duality principle.) Between the set {W} of all D-invariant
subspaces of the space E(a; b) and the set {J } of all closed submodules of the
module P(a; b), there is a one-to-one correspondence, namely,
W ←→ J ⇐⇒ J = F(W 0).
Moreover,
ExpW = {tje−iλkt : j = 0, . . .mk − 1, (λk, mk) ∈ ΛJ }, (2.2)
and the endpoints of the interval IW are cJ and dJ .
Obviously, D-invariant subspace W admits weak spectral synthesis if and
only if it is the minimal one among all D-invariant subspaces W˜ with prop-
erties
IW˜ = IW , Exp W˜ = ExpW.
By the duality principle (proposition 1), we see that the annihilator submod-
ule J = F(W 0) of such a subspace W should be maximal one among all
submodules J˜ ⊂ P(a; b) such that
ΛJ˜ = ΛJ , [cJ˜ ; dJ˜ ] = [cJ ; dJ ].
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If so, we say the submodule J to be weakly loclizable. In the other words,
submodule J ⊂ P(a; b) is weakly localizable if it contains any function ψ ∈
P(a; b), which vanishes (with the multiplicities) on the set ΛJ and has the
indicator diagram [icψ; idψ] ⊂ [ic;J ; idJ ].
As a conclusion we get
Proposition 2 D-invariant subspace W ⊂ E(a; b) admits weak spectral syn-
thesis if and only if its annihilator submodule J = F(W 0) ⊂ P(a; b) is weakly
localizable.
Let us notice that the weak localizable submodule J = F(W 0) turns to
be localizable or ample (see [14], [15]) if
IW = [cJ ; dJ ]
⋂
(a; b) = (a; b). (2.3)
Under the assumption 2.3, Proposition 2 becomes the classical duality prin-
ciple (cf. [8]).
Unless otherwise specified, we consider only closed submodules J ⊂
P(a; b).
A submodule J is said to be stable at a point λ ∈ C if for any ϕ ∈ J the
inequality nϕ(λ) > nJ (λ) implies ϕ/(z − λ) ∈ J . A submodule J is said to
be stable if it is stable at any point λ ∈ C. These notions are introduced in
[8], [14].
The propositions [4, Proposition 3.1] and [13, Proposition 2], taking to-
gether, can be expressed as the following assertion.
Proposition 3 The spectrum of D-invariant subspace W ⊂ E(a; b) is dis-
crete if and only if its annihilator submodule J is stable.
3 Weakly localizable submodules in P(a; b).
1. Proposition 2 reduces the problem of weak spectral synthesis for D-
invariant subspace W to the studying of weak localizability of its annihilator
submodule J . One can easy see that a weakly localizable submodule is
necessarily stable.
Below we recall the definitions of some notions we will need in the further
considerations. These notions have been introduced in [14, §1 and §3, remark
2 ]. We give them for the case of scalar functions.
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A submodule J is b-saturated with respect to a function ψ ∈ P(a; b) if
there exists a bounded set B ⊂ P(a; b) sucn that the following implication
is true: if Φ(z) is an entire function and the inequality |Φ(z)ϕ(z)| ≤ |ϕ(z)|+
|ψ(z)| holds each z ∈ C and for any function ϕ ∈ B⋂J , then Φ = const.
A locally convex space P of entire functions is said to be b-stable if, for
any bounded set B ⊂ P, the set of all entire functions ψ of the form
ψ(z) = ϕ(z)/(z − λ), λ ∈ C, ϕ ∈ B,
is bounded in P .
As we have noticed above, P(a; b) is a (LN∗)-type space. It follows that
a subset B ⊂ P(a; b) is bounded if and only if, for some k, it is contained and
bounded in the Banach space Pk [10, Theorem 2]. Using this fact and the def-
inition of the topology in P(a; b) we can easily verify that the space P(a; b) is
a bornologic and b-stable. For spaces of holomorphic vector-functions, which
are bornologic and b-stable, I.F. Krasichkov-Ternovskii proved the following
theorem [14]. (We cite it here for the case of our space P(a; b).)
Bornological Version of Individual Theorem. Let J be a stable submodule
in P(a; b), and let ψ ∈ P(a; b) be a function satisfying the following assump-
tion: nψ(z) ≥ nJ (z) in the whole complex plane. Then, ψ ∈ J if and only if
J is b-saturated with respect to ψ.
This assertion allows us to obtain the criterion of weak localizibilty for
closed submodules of the module P(a; b).
Given a function ϕ ∈ P(a; b), we denote by J (ϕ) the submodule formed
by all functions ψ = ωϕ ∈ P(a; b). Here ω is an entire function of mini-
mal exponential type with the integral
∞∫
−∞
(
log+ |ω(x)|/(1 + x2)) dx to be
converging. In the other words, J (ϕ) consists of all functions ψ ∈ P(a; b),
which are dividing by ϕ and have the same indicator diagram as ϕ. Clearly,
the submodule J (ϕ) is weakly localizable.
To begin with, we prove one auxiliary assertion.
Lemma 1 Let J be a stable submodule. Suppose that for a function ϕ ∈
P(a; b) the inequality nϕ(z) ≥ nJ (z) holds for any z ∈ C, and its indicator
diagram [icϕ; idϕ] is a subset of the open interval (icJ ; idJ ).
Then J(ϕ) ⊂ J .
Proof. Let ϕ˜ be an arbitrary function in J (ϕ). By assumption, we
have cJ < cϕ. Using the definition of cJ we can find a function ϕ1 ∈ J with
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the property
cJ ≤ cϕ1 < cϕ.
We can also find another function ϕ2 ∈ J satisfying the inequalities
dϕ < dϕ1 ≤ dJ .
Set ϕB = ϕ1 + ϕ2. It follows from the definition of the submodule J (ϕ)
that the indicator diagram of an arbitrary function ϕ˜ ∈ J (ϕ) is the segment
[icϕ; idϕ]. Therefore, this indicator diagram is a compact subset of the indi-
cator diagram [icϕB ; idϕB ]. Taking into the account that the function ϕB has
completely regular growth, we get
ϕ˜(z)
ϕB(z)
→ 0, (3.1)
where z = reiθ and r tends to∞ lying outside a set of zero relative measure.
Moreover, the relation (3.1) holds uniformly on θ ∈ {|pi/2 − θ| < δ}⋃{| −
pi/2− θ| < δ} if δ > 0 is sufficiently small.
Now, it is not difficult to show that the submodule J is b-saturated with
respect to any function ϕ˜ ∈ J (ϕ). For this purpose we set B = {ϕB} and
consider an arbitrary entire function ω satisfying the inequality
|ω(z)ϕB(z)| ≤ |ϕ˜(z)| + |ϕB(z)|, z ∈ C. (3.2)
From the relations (3.1), (3.2), by the maximum modulus principle, we derive
that the function ω is bounded on the imaginary axis. The relation (3.2) and
the completely regular growth of the function ϕB imply that the function ω
has minimal exponential type. In what follows, ω = const and the stable
submodule J is b-saturated with respect to the function ϕ˜. Applying the
above cited Bornological Version of Individual Theorem, we conclude that
ϕ˜ ∈ J .
Theorem 1 Assume that J is a stable submodule. This submodule is weakly
localizable if and only if there exists a function ϕ ∈ J with the property
J (ϕ) ⊂ J . (3.3)
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Proof. We should notice that the assertion is trivial when cJ = dJ .
Indeed, in this case J is exactly the set {αe−i cJ z}, α ∈ C. In what follows,
we assume that cJ < dJ .
Clearly, we only need to prove the sufficient part of the theorem: the exis-
tence of a function ϕ ∈ J with the property (3.3) implies that the submodule
J is weakly localizable.
1) First, we suppose that (3.3) holds for a function ϕ which indicator
diagram coincides with to the segment [icJ ; idJ ].
Given an arbitrary function ψ ∈ P(a; b) with zero set Λψ ⊃ ΛJ and
indicator diagram contained in [icJ ; idJ ], we will verify that the submodule
J is b-saturated with respect to the function ψ. Set
B = {ϕ˜ ∈ Hol(C) : |ϕ˜(z)| ≤ |ψ(z)| + |ϕ(z)|, z ∈ C}.
From the topological properties of the space P(a; b), it follows that B is
a bounded subset of P(a; b). Let ω be an entire function satisfying the
inequality
|ω(z)ϕ˜(z)| ≤ |ϕ˜(z)|+ |ψ(z)| (3.4)
in the whole complex plane for any function ϕ˜ ∈ B⋂J . In particular, this
inequality is true when ϕ˜ = ϕ. In what follows, ω is a function of minimal
exponential type and ωϕ ∈ J (ϕ). The inclusion J (ϕ) ⊂ J , (3.4) and the
definition of the set B, lead to the inclusion ωϕ ∈ B⋂J . Setting ϕ˜ = ωϕ in
(3.4), we get the inequalities∣∣ω2(z)ϕ(z)∣∣ ≤ |ω(z)ϕ(z)| + |ψ(z)| ≤ 2(|ϕ(z)|+ |ψ(z)|),
for any z ∈ C. Further, arguing as we have done for the function ωϕ, we
derive that
ω2
2
ϕ ∈ B
⋂
J .
Now, setting ϕ˜ = ω
2
2
ϕ in (3.4) gives us the relations
|ω
3(z)
2
ϕ(z)| ≤ |ω
2(z)
2
ϕ(z)|+ |ψ(z)| ≤ 2(|ϕ(z)|+ |ψ(z)|)
in the whole complex plane. In what follows, the inclusion
ω3
22
ϕ ∈ B
⋂
J
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is valid.
Continuing to argue by the similar way, we obtain that
|ωn(z)|
2n−1
|ϕ(z)| ≤ |ϕ(z)|+ |ψ(z)| (3.5)
for each n ∈ N and for any z ∈ C. The only case when it can happen
is ω = const. Hence, the submodule J is b-saturated with respect to the
function ψ. Applying Bornological Version of Individual Theorem we get
the inclusion ψ ∈ J . This is true for any function ψ ∈ P(a; b) satisfying
Λψ ⊃ ΛJ . Therefore, we conclude that the submodule J is weakly localizable.
2) Let us now consider the case when J (ϕ) ⊂ J and the indicator dia-
gram [icϕ; idϕ] of the function ϕ is a proper subset of the segment [icJ ; idJ ].
We also assume in this part of the proof that [icJ ; idJ ] ⊂ (ia; ib). The re-
striction on the indicator diagram [icϕ; idϕ] implies that at least one of the
values δ1 = cϕ − cJ ≥ 0, δ2 = dJ − dϕ ≥ 0 is strictly positive. Suppose, e.g.,
that δ1 > 0 and δ2 > 0. Then, by Lemma 1, we get J (eiδ′zϕ) ⊂ J for any
δ′ ∈ [0; δ1) and J (e−iδ′′zϕ), for any δ′′ ∈ [0; δ2). In particular,
eiδ
′zϕ, e−iδ
′′zϕ ∈ J for any δ′ ∈ [0; δ1), δ′′ ∈ [0; δ2). (3.6)
Note that the relations
lim
δ′→δ1
eiδ
′zϕ = eiδ1zϕ, lim
δ′′→δ2
eiδ
′′zϕ = eiδ2zϕ,
are valid in the topology of P(a; b). These relations, together with (3.6), lead
to the inclusion Φ ∈ J , where Φ = (eiδ1z + e−iδ2z)ϕ. Further, any function
Ψ ∈ J (Φ) has the form
Ψ = ωΦ = ω(eiδ1z + e−iδ2z)ϕ,
where ω is an entire function of minimal exponential type. There is no
difficulty to verify that ωϕ ∈ P(a; b), and Lemma 1 implies the inclusions
ωϕ ∈ J , eiδ′zωϕ ∈ J , e−iδ′′zωϕ ∈ J
for each δ′ ∈ (0; δ1) and for each δ′′ ∈ (0; δ2). We can easily see that
eiδ
′zωϕ+ e−iδ
′′zωϕ→ Ψ as δ′ → δ1, δ′′ → δ2
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in the topology of P(a; b), and, consequently, Ψ ∈ J . Finally, we obtain the
inclusion J (Φ) ⊂ J .
The indicator diagram of the function Φ is equal to the segment [icJ ; idJ ].
By this observation and the first part of the proof, we conclude that the
submodule J is weakly localizable.
If one of the values δ1 or δ2 equals zero we should argue by the similar
way, with obvious changes.
3) It remains to consider the case when at least one of the endpoints of
the indicator segment [cJ ; dJ ] coincides with the corresponding endpoint of
the interval (a; b) (that is, cJ = a or dJ = b).
Given any function Ψ ∈ P(a; b) with the indicator diagram [icΨ; idΨ] ⊂
[icJ ; idJ ] and the zero set ΛΨ ⊃ ΛJ , we should prove the inclusion Ψ ∈ J .
Let [c′; d′] be a segment subjected the following restrictions:
[c′; d′] ⊂ (a; b)
⋂
[cJ ; dJ ], [cΨ; dΨ] ⊂ [c′; d′], [cϕ; dϕ] ⊂ [c′; d′]. (3.7)
We denote by J ′ a weakly localizable submodule with the zero set ΛJ ′ = ΛJ
and the indicator segment [c′; d′]. Then, J˜ = J ⋂J ′ is a stable submodule
with the zero set ΛJ˜ = ΛJ and the indicator segment [c
′; d′].
The relations (3.7) lead to the inclusion J (ϕ) ⊂ J˜ . Therefore, by the
previous parts of the proof, we get that J˜ = J ′. Taking into account the
relations (3.7) one more time, we conclude that Ψ ∈ J˜ ⊂ J .
Remark 1 In the first part of the proof we use the argument which is similar
to the one has been used by I.F. Krasichkov-Ternovskii [16, §11, Theorem
11.1], [15, §5, Proposition 5.5].
Given a function ϕ ∈ P(a; b), we, as usual, define the principal submodule
generated by ϕ to be the closure of the set {pϕ : p ∈ C[z]} in P(a; b). We
denote this submodule by Jϕ.
Theorem 2 Let J be a stable submodule. Each of the assumptions listed
below is sufficient for the submodule J to be weakly localizable:
1) there exists a function ϕ ∈ J which generates the weakly localizable prin-
cipal submodule Jϕ;
2) the inequality
2ρΛJ < dJ − cJ (3.8)
holds, where dJ − cJ = +∞ if at least one of the values cJ or dJ is not
finite.
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Proof. 1) Let ϕ ∈ J be a function generating the weakly localizable
principal submodule Jϕ. Then, Jϕ = J (ϕ) ⊂ J , and Theorem 1 implies
that the submodule J is weakly localizable.
2) Suppose that the inequality (3.8) holds. According to the definition of
ρΛ and [11, chapter 7, Theorem 7.3.1], there exists a function ϕ ∈ P(a; b) with
the zero set Λϕ ⊃ ΛJ and the indicator diagram [icϕ; idϕ] ⊂ (icJ ; idJ ). By
Lemma 1 we get the inclusion J (ϕ) ⊂ J . Applying Theorem 1 we conclude
that the submodule J is weakly localizable.
Corollary 1 A stable submodule J is ample (localizable) if and only if its
indicator segment is equal to the segment [a; b] ⊂ [−∞; +∞].
Remark 2 To study the weak localizability of stable submodules by verify-
ing the assumption 1) of Theorem 2 is only reasonable when 2ρΛJ = dJ −cJ .
If so, we have [cJ ; dJ ] ⊂ (a; b), and the indicator diagram of any function
ψ ∈ J is equal to [icJ ; idJ ].
A function ϕ ∈ P(−∞; +∞) is said to be invertible (see [17]) if for any
Φ ∈ P(−∞; +∞) the function Φ/ϕ belongs to P(−∞; +∞) whenever it is
an entire one.
The assumption 1) of Theorem 2 is valid if the submodule J contains an
invertible function or, more generally, a function ϕ satisfying the relations
Jϕ = J (ϕ) = {pϕ : p ∈ C[z]}. (3.9)
Clearly, the relations (3.9) hold for an invertible function ϕ. [6, Theorem 1]
shows that they may also be valid when the function ϕ is not invertible.
Let ϕ ∈ P(a; b) be such a function that the submodule J (ϕ) contains at
least one function Φ = ωϕ, where ω is not a polynomial. Then, as it is proved
in [6, Theorem 2], the principal submodule Jϕ may be weakly localizable only
if its generator ϕ is an element of the space F(C∞0 (a; b)). In the other hand,
it follows from [4, Theorem 1.2] and [6, Theorem 3], the inclusion
ϕ ∈ F(C∞0 (a; b)) (3.10)
is not a sufficient condition for the principal submodule Jϕ to be weakly
localizable.
To get any criteria of weak localizability for the principal submodule
Jϕ in terms of characteristics of its generator ϕ seems to be quite difficult
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task. It can be reduced to the equivalent problem of weighted polynomial
approximation. We are going to study it later in other place. Here we
confine ourselves to considering an example of weakly localizable principal
submodule generated by a function ϕ ∈ F(C∞0 (a; b)).
Example. Suppose that a < −pi and b > pi. Then, the functions
s(z) =
sin piz
piz
, s1(z) = s(
√
z), (3.11)
ϕ(z) =
s(z)
s1(z)s1(−z) (3.12)
belong to the module P(a; b).
We assert that the principal submodule Jϕ ⊂ P(a; b) is weakly localizable.
It is well-known that
|s(z)| ≤ c0e
pi|Im z|
pi(1 + |z|) , z ∈ C, (3.13)
|s(z)| ≥ mde
pi|Im z|
pi|z| , |z − k| ≥ d, k ∈ Z, (3.14)
where c0 is an absolute constant, d ∈ (0; 1/2), and md is a positive constant
depending on d. The estimates (3.13) and (3.14) imply that the relations
(3.9) are valid for the submodules Js and J (s). By Theorem 2, the desired
assertion will follow from the inclusion
s ∈ Jϕ. (3.15)
To prove (3.15) we should approximate the function s in the space P(a; b)
by functions of the form pϕ, where p is a polynomial. Set ω(z) = s1(z)s1(−z).
It follows from (3.13) that for any real x the inequalities
|ω(x)| ≤ c
2
0e
pi
√
|x|
pi2(1 +
√|x|)2 ≤ c1epi
√
|x| (3.16)
hold, where c1 =
c2
0
pi2
.
We are going to apply the following lemma (see [6, Lemma 1]) to get a
proper estimate for the function ϕ on the real axis.
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Lemma 2 Let d0 ∈ (0; 1/2) be so small that
∣∣∣ sinpiξpiξ − 1∣∣∣ ≤ 1/2 for any ξ ∈ C
satisfying pi|ξ| ≤ d0. Then, there exists a positive constant cd0 depending on
d0 such that the inequality
|s1(z)| ≥ cd0e
pi
√
|z|| sin(θ/2)|
1 + |z| , (3.17)
holds if z ∈ C \ ⋃
k∈N
{z : |z − k2| < 3d0} .
From the relations (3.12), (3.13), (3.17), we derive the estimates for the
function ϕ :
|ϕ(z)| ≤ c0(1 + |z|)
pic2d0e
pi
√
|z|
if z ∈ R \
⋃
k∈N
({
z : |z − k2| < 3d0
}⋃{
z : |z + k2| < 3d0
})
,
|ϕ(z)| ≤ c0e
3pid0(1 + |z|)
c2d0pie
pi
√
|z|(| sin(θ/2)|+| cos(θ/2)|)
if z ∈
⋃
k∈N
({
z : |z − k2| = 3d0
}⋃{
z : |z + k2| = 3d0
})
.
Applying the maximum modulus principle, we get
|ϕ(x)| ≤ C1(1 + |x|)e−pi
√
|x| (3.18)
for any x ∈ R, where C1 depends only on d0 ∈ (0; 1/12).
We set W (x) = (1 + |x|)epi
√
|x| to be a weight function. By the theorem
due to de Branges (see [18, VI.H.1]) and the second theorem in the para-
graph VI.H.2 of the same book, we deduce that there exists a sequence of
polynomials pm satisfying the relation
‖pm − ω‖W = sup
x∈R
|pm(x)− ω(x)|
W (x)
→ 0 as m→ +∞.
Taking into account the inequality (3.18), we obtain that
|pm(x)ϕ(x)| ≤ C(1 + |x|)2, x ∈ R, m = 1, 2, . . .
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These estimates, together with the Phragmen-Lindelo¨f principle and the
topological properties of the space P(a; b), lead to the boundedness of the
sequence pmϕ in P(a; b). By [10, Corollary 3], we conclude that there is a
subsequence pmjϕ, which converges to the function s in the space P(a; b).
In the following theorem we obtain sufficient conditions of weak local-
izability for a submodule J ⊂ P(a; b) without a priori requirement of its
stability.
Theorem 3 Let J ⊂ P(a; b) be a closed subspace. Assume that the intervals
(a; b), (cJ ; dJ ) are unbounded, and for any ϕ ∈ J the implication
eihzϕ ∈ P(a; b), h ∈ R =⇒ eihzϕ ∈ J (3.19)
is true. Then, J is a weakly localizable submodule.
Proof. Without loss of generality, we suppose that
a = 0, b = dJ = +∞.
Let us notice that
ei τzϕ− ϕ
τ
→ zϕ as τ → 0
in the topology of P(a; b). Together with the implication (3.19), it leads to
the conclusion that J is a submodule. By Corollary 1, we need only to prove
the stability property for this submodule .
It is known that the stability of a (closed) submodule at any point λ ∈ C
follows from its stability at one point λ0 (see [15, Proposition 4.2, remark 1,
§4]). Let us fix a point λ0 ∈ C\ΛJ and show that ψz−λ0 ∈ J for any function
ψ ∈ J vanishing at the point λ0. According to the definition of the zero set
ΛJ , we can find a function ϕ0 ∈ J with the property ϕ0(λ0) = 1.
Let S = F−1 (ψ) , Sλ0 = F−1
(
ψ
z−λ0
)
, S0 = F−1 (ϕ0) , S˜0 = F−1
(
ϕ0−1
z−λ0
)
.
Then, for the distributions
S1 = F−1
(
ϕ0 − 1
z − λ0ψ
)
, S2 = F−1
(
ψ
z − λ0ϕ0
)
we have
(S1, f) = (S˜0, S ∗ f), (S2, g) = (Sλ0 , S0 ∗ f), (3.20)
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where (S ∗ f)(τ) = (S, f(t+ τ)), f ∈ E(0; +∞).
Let W ⊂ E(0; +∞) be the subspace which annihilator submodule is J .
Then, (3.19) and (3.20) imply that the relations
(S1, f) = 0, (S2, f) = 0, for any f ∈ W.
In what follows, S1, S2 ∈ W 0 or, equivalently,
ϕ0 − 1
z − λ0ψ ∈ J ,
ψ
z − λ0ϕ0 ∈ J .
From the last relations we conclude that
ψ
z − λ0 =
ψ
z − λ0ϕ0 −
ϕ0 − 1
z − λ0ϕ0 ∈ J .
4 Dual assertions on D-invariant subspaces
In this section we obtain the assertions on closed subspaces W ⊂ E(a; b),
which are equivalent to the theorems proved in the previous one.
From here and thereon, unless otherwise specified, we denote by W a
closed D-invariant subspace of E(a; b) with discrete spectrum σW = −i Λ,
where Λ = {(λj;mj)}.
Theorem 4 For the subspace W the representation
W =WIW + L(ExpW ) (4.1)
holds (in the other words, W admits weak spectral synthesis) if and only if
its annihilator submodule J contains a function ϕ with the property
J (ϕ) ⊂ J .
Proof. By [3, Proposition 3.1], the annihilator submodule J = F(W 0)
is stable. Proposition 2 means that the representation (4.1) holds if and only
if the submodule J is weakly localizable. In what follows, Theorem 1 leads
to the required assertion.
The following theorem is dual to Theorem 2.
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Theorem 5 Let the subspace W satisfy one of the assumptions listed below.
1) The annihilator submodule J = F(W 0) contains a function ϕ gener-
ating weakly localizable principal submodule Jϕ.
Or,
2) the completeness radius ρΛ is less than a half of the length of the
interval IW .
Then W admits weak spectral synthesis.
Corollary 2 The subspace W admits classical spectral synthesis (1.1) if and
only if IW = (a; b).
For any A, B ⊂ R we denote by A÷B their geometric difference, which
is equal to the set of all x ∈ R such that x + B ⊂ A. Let S ∈ E ′(a; b) and
h ∈ (a; b)÷ch suppS (by ch suppS we denote the convex hall of suppS). We
define h-translation Sh setting (Sh, f) = (S, f(t + h)) for any f ∈ E(a; b).
Theorem 6 Let W ⊂ E(a; b) be an arbitrary closed subspace, and let both
intervals (a; b), IW be unbounded. Assume that the annihilator subspace W
0
is invariant with respect to the translation operator, that is, the inclusion
S ∈ W 0 implies that Sh ∈ W 0 for any h ∈ (a; b)÷ ch suppS.
Then, the subspace W is D-invariant and admits weak spectral synthesis.
Proof. The assumption on the annihilator subspace W 0 implies that
the subspace W is D-invariant, and the annihilator submodule J = F(W 0)
satisfies the implication (3.19). By Theorem 3, this submodule is weakly lo-
calizable. Therefore, the subspace W admits weak spectral synthesis (Propo-
sition 2).
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