In a real Banach space, which is uniformly convex, the dual mapping J and canonical mapping τ conserve: the angles between vectors x and y, the area of the parallelogram constructed on vectors x and y and the volume of the parallelepiped constructed on vectors x, y and z.
x ∈ X, x = 0, J(x) = Jx = f ∈ X * | f (x) = f x , f = x .
The dual map of X * into 2 X * we denote with J * . The map τ is the canonical linear isometry of X into X * * .
It is well known that the functional If X is (S), then (1) reduces to g(x, y) = x lim t→0
x + ty − x t , and, in this case, the functional g is linear in second argument, J(x) is a singleton and g(x, .) ∈ J(x). In this case we shall denote
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defines a semi-inner product (s.i.p.) on X 2 which generates the norm of X, [x, x] = x 2 (see [2] ). If X is an inner-product space (i.p. space), then g(x, y) is the usual i.p. of x and y g(x, y) = (x, y) .
By use of functional g we define the angle between vector x and vector y (x = 0, y = 0) as (2) cos (x, y) := g(x, y) + g(y, x) 2 x y , (cf. [6] ).
If X is an i.p. space, then (2) reduces to cos (x, y) = (x, y) x y .
Now we quote tree known results.
Lemma 1 (Theorem 6 in [4] and Theorem 6 in [2] ). Let x be a real normed space, which is (S), (SC) and (R). Then for all f ∈ X * there exists unique x ∈ X such that f (y) = g(x, y) (y ∈ X).
Lemma 2 (Theorem 7 in [2] ). Let X be Banach space which is (US) and (UC) and let [., .] be a s.i.p. on X 2 which generates the norm. Then the dual space X * is (US) and (UC) and the functional
Lemma 3 (Proposition 3 in [3] ). Let x be real normed space. Then for J, J * and τ, on their respective domains we have
The real Banach space L p (X, S, µ) where 1 < p < ∞ is (US) and (UC) and the functional
). Now we quote mine new results. Theorem 1. For a real space X and for all x, y ∈ X it holds cos (τ x, τ y) = cos (x, y), i.e. the mapping τ conserves the angle between vectors x and y.
Proof. Since the mapping τ is linear isometry of the space X into the space X * * , we have
Consequently, for all x, y ∈ X (x = 0), g(τ x, τ y) = g(x, y). So by (2) we get cos (τ x, τ y) = cos (x, y).
Theorem 2. Let X be Banach space which is (US) and (UC). Then, for all x, y ∈ X, cos (Jx, Jy) = cos (x, y),
i.e. the mapping J conserves the angle between vectors x and y.
Proof. Uniformly convex Banach space is reflexive. Then τ X = X * * and JX = X * (Corollary 1 in [3] Let be x, y, z linearly independent vectors in a i.p. space X, (., .) . Then the area of the parallelogram with the vertices at 0, x, y and x + y is defined as
The volume of the parallelepiped with the vertices 0, x, y, z, x + y, x + z, y + z, x + y + z is defined by V (x, y, z) = Γ(x, y, z).
So, the Gram determinant of the linearly independent vectors x 1 , x 2 , . . . , x n has the definite geometrical sense. Because, for an arbitrary real normed space X, using the above idea, we define the area of the parallelogram, with vertices 0, x, y and x + y, as
Also we define the volume of the parallelepiped with vertices 0, x, y, z, x + y, x + z, y + z, x + y + z in a normed space X, as
Theorem 3. Let Banach space X be (US) and (UC) and x, y, z ∈ X. Then A(Jx, Jy) = A(x, y) V (Jx, Jy, Jz) = V (x, y, z) ,
i.e. the area of parallelogram over (x, y) the volume of the parallelepiped over (x, y, z) is invariable with respect to J.
Proof. It is easy to see, using Lemma 2 and Theorem 2, that for each x, y, z ∈ X, we have Γ(Jx, Jy) = Γ(x, y) Γ(Jx, Jy, Jz) = Γ(x, y, z) .
If X is real normed space, it is known, that every selection for J is linear if and only if X is i.p. space (6.7 in [1] ). Because, the following result has defined signification.
Theorem 4. Under the hypothesis of Lemma 2 the mapping J * J is linear isometry of X onto X * * .
Proof. In this case the mappings J, J * and τ are 1-1 and onto. Hence, the inverse of J * , (J * ) −1 , is a well defined mapping of X * * onto X * . Then, by Lemma 3 we obtain J * J = τ. Under the hypothesis of Lema 2, τ is linear isometry ox X onto X * * . Hence, the mapping J * J is linear isometry of X onto X * * .
In [5] we study a sequence (e n ) with the property g(e i , e j ) = 1 (i = j), 0 (i = j) (so-called g-orthonormal sequence).
If a g-orthonormal sequence (e n ) has the property +∞ k=1
g(e k , x) g(x, e k ) = x 2 (x ∈ X), then (e n ) is said to be closed in X.
In immediate consequence of Theorem 2 is the following assertion.
Corollary 1.
Under the hypothesis of Theorem 2 the mapping J transforms: 1) g-orthonormal sequence into g-orthonormal sequence, 2) g-orthonormal closed sequence in X into g-orthonormal closed sequence into X * * .
