In a full two-level factorial experiment the design matrix is a Hadamard matrix H. The OLS estimator of the full set of parameters β ( the mean, the main effects and interactions) is given byβ = 1 N H T Y .Thus the estimator of each parameter except the mean is a contrast. That is
Introduction
Two-level factorial designs (TLFD) are widely used in scientific and industrial experimentation as well as in statistical consulting to mainly screen potential factors involved in a process. The statistical models underlying TLFD are simple and subject to relatively weak assumptions . Each factor whether quantitative or qualitative is assumed to have two levels that is conveniently coded as −1 or 1 in the design matrix . The estimators of the main effects as well as the interactions are contrasts that are naturally simple to interpret. Such parsimonious models are desirable to scientific investigators not only because of their simplicity but also because they reduce the opportunity cost of experimentation. Indeed TLFD may include the estimation of all the main effects and interactions simultaneously with relatively less resources. However under the sparsity of effect principle certain effects or interactions (usually higher order interactions) are unimportant or negligible. When that is the case it is desirable for investigators to cut down the number of runs used to conduct the experiment in order to save resources. Should they decide to do so they have the option of choosing to run a regular or irregular fractional factorial design (RIFFD), a saturated design (SD) or a supersaturated design (SPD). These options of designs have been studied extensively in the litterature. See 1 , 5 , 6 , 7 , 8 , 9 , 10 , 11 , 12 . Each option of designs mentioned has its pros and cons. In particular one of the drawback of RIFFD is that the number of runs needed to conduct the experiment is necessarily a multiple of 4. Thus when the important effects to be estimated are identified beforehand using an RIFFD may lead to the estimation of extra effects or interactions that are known to be negligible and thereby wasting resources. For instance if the number of factors is k = 5 and the only important effects are the main effects plus the mean then using an 2
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III RIFFD of resolution III would require 8 runs for the experiment. This would actually estimate the main effects plus the mean but also estimate two other effects that are known to be negligible. SD on the other hand use the least number of runs that would ensure the unbiased estimation of the important effects and interactions of interest. Therefore SD are used to avoid wasting resources when it is clear to the investigator which effects are important and need to be estimated. However it turns out that the construction of SD is not a trivial problem. Numerous papers available in the literature discuss how to construct SD under certain conditions. See 2 and 3 . In addition various computer algorithms have been developed to search for SD in the TLFD framework. Some of which are Gosset, DETMAX and SPAN. See 4 . It is worth pointing out that when RIFFD are used to estimate a certain vector parameter of interest the estimator of each effect or interaction is a contrast in terms of the runs and it is clear to practitioners that each estimator measures an interaction or the change in the response variable due to the variation of some factor from low to high. On the other hand when an SD option is chosen the statistical model is a linear polynomial model. The common practice is to choose an SD for which the underlying design matrix D is nonsingular. The Ordinary Least Square method (OLS) is then used to obtain the estimator of the vector parameter of interest β. In other wordβ = (
where Y is the vector of runs, β is the vector parameter of interest that necessarily includes the mean and D is the saturated design matrix which is a n × n square non-singular matrix with entries from {−1, 1}. The question one may ask is the following " is the estimator of each effect or interaction in the SD model a contrast in terms of the runs ? ". Well if the design matrix D is a Hadamard matrix then the answer is yes since in that casê
T is a contrast matrix except the first row that is left out for the mean . On the contrary when the design matrix is not a Hadamard matrix the best one could say so far is that estimator of the vector parameter is given byβ = D −1 Y where D is the saturated design matrix . In this paper we prove that the estimator of an effect or interaction in a saturated design is a contrast in terms of the runs retained regardless of whether the saturated design matrix D for the experiment is a Hadamard matrix or not. We then give various examples of saturated designs for which our main result is confirmed.
2 The OLS estimator of a saturated design is a contrast
In this section we consider the regression model Y = Dβ + where D is a saturated design matrix for a two-level factorial experiment, Y is the vector of runs and is the usual error term and β the vector parameter includes the mean and a selected number of main effects and interactions. We show that except the mean each the estimator of a component of β is a contrast in terms of Y . To be more specific we show that the OLS estimator of the model is given
the saturated design matrix of a TLFD or RFFD the result is trivial since in that case D is a Hadamard matrix. The main contribution in this paper is that the result holds regardless of whether D is a Hadamard matrix or not. To achieve our goal we start by developing some interesting properties of Hadamard matrices that we use as a building block to prove our results.
Preliminaries
Let H N be a Hadamard matrix that is arbitrarily partitioned into block matrices as follows:
so that he matrices D n×n and C d×d are square matrices of order n and d respectively. The matrices E n×d and V d×n are of order n × d and d × n respectively. For convenience we will drop the indexes of the matrices and write D, C, E and V . From now on when we refer to the matrices D, C, E and V it shall be understood that their dimensions are respectively n × n,
T , C T C and CC T are all non-negative definite.
Results
Theorem 1. Consider a Hadamard matrix H N that is partitioned into block matrices as above with n ≥ d. Assume rank(V ) = r ≤ d and let γ 1 , · · · , γ r be the non-zero eigenvalues of V T V . Then we obtain the following results:
Therefore we have :
Therefore since rank(V ) = r ≤ d the n × n matrix V T V has r non-zero eigenvalues of γ 1 , · · · , γ r and n − r zero eigenvalues. We deduce that D T D has n − r eigenvalues
Since the determinant of a square matrix is the product of its eigenvalues it turns out that
Since
Furthermore by analogy we have :
Therefore from equation (4) 
By Equations (4) and (5) we get
Corollary 1. Consider a Hadamard matrix H N that is partitioned into block matrices as above with n ≥ d. Then the following statements are equivalent:
Suppose C is invertible then since H N is a Hadamard matrix we have
3 ⇒ 1: Suppose D − EC −1 V is invertible then since C is invertible and by theorem (1) D is also invertible . That is rank(D) = n Theorem 2. Let H N be a Hadamard matrix of order N that is partitioned into block matrices as :
Then C is also invertible and the inverse of D is given by
Since H N is Hadamard we use the inversion formula for block matrices to get
The results follow easily.
Corollary 2. Let Θ n be the set of non-singular matrices of order n with entries from {−1, 1} for which the first column is 1 n . Let D ∈ Θ n . Then there exists a Hadamard matrix H N on the form H N = D E V C such that :
Proof. The {−1, 1}-matrix M n of order 2 n × n formed with all the n-tuples from the set {−1, 1} can be extended to a Hadamard matrix H N . Let C = m 1 , · · · , m n be the set containing the columns of of M n . To construct H N It just suffices to add the schur product of any non-empty subset of C as a new column to M n as well as the column vector 1 N . It is not hard to see that since D is non-singular of order n its rows appear without repetition. Therefore each row of D is also a row of M n . It turns out that for any non-singular {−1, 1}-matrix D there exists a Hadamard matrix
Lemma 1. Consider a Hadamard matrix on the form H
where D is invertible. Assume the first columns of H N and D are respectively 1 N and 1 n Then we have :
Since we assume the first column of H N is 1 N we have
Remark 1. The inverse of a non-singular {−1, 1}-matrix D is always on the form
Lemma (1) shows that if one of the column of D is 1 n then D −1 has a row for which the entries sum up to 1. The entries of any of the remaining rows of D −1 sum up to zero. This property is mathematically interesting but most importantly we shall see in the next theorem that statistically this gives a great deal of information as to how one should interpret the results of a saturated experiment conducted in a two-level factorial setup.
Theorem 3. Fundamental theorem of saturated design
Let Y = Dβ + be the regression model for an unreplicated saturated design for a two-level factorial experiment where D is the saturated design matrix, Y is the vector of runs, β is the vector parameter of interest and is the usual error term. We have the following results:
1. The OLS estimator can be written on the formβ
is a Hadamard matrix of order N .
2. The estimator of each parameter in β except the mean is a contrast in terms of the
By corollary 2 there exists a Hadamard matrix H N = D E V C of order N for which
Saturated designs for main effects plus mean
In this section we construct saturated designs for the estimation of the main effects plus the mean under the assumption that all the interactions are negligible. Furthermore we show that the estimator of the vector parameter β agrees with the results develop in the previous section. Mainly we show that the estimator of each of the main effects is a contrast in term of the runs retained for the experiment. 
} be a saturated design for the mean and the main effects under the assumption that all the interactions are negligible. We have the following results
The design matrix underlying
Proof. It is trivial to verify that the design matrix
We use the block matrix inversion formula to get:
We have −1
Since g(k) −1 is a symmetric matrix we obtain:
It is not hard to see that 1
By equations (9 ), (7 ), (8 ) and (6 ) we obtain:
I k which proves the first and second parts of the theorem.
Remark 2.
Concluding Remarks
The results developed in this paper shed more light of understanding of the theory of saturated designs. E(s 2 )-optimal SPD, TLFD and RIFFD are all constructed in a way so as to balance the number of 1 and −1 in each column of the design matrix except the mean column. The idea behind such construction is to have each estimator of a main effect or interaction to be a contrast in terms of the runs. This eases the interpretation given to estimators in an experiment. For instance a main effect can be interpreted as the change in the response variable due to a variation of a factor from low to high. Unlike SPD, TLFD and RIFFD the design matrix of an SD needs not be balanced. The only technical requirement to get an SD is to choose the SD matrix in a way that the matrix is non singular. Although the SD matrix is not necessarily balanced it turns out that the estimator of an effect or interaction is a contrast. Therefore the estimators of an SD can be interpreted in the same way as those of SPD, TLFD and RIFFD.
A Designs for main effects plus mean for k = 5 and k = 10
Estimation of the main effects plus the mean
The number of factors is k = 5
The chosen design is [1] "11111" "01111" "10111" "11011" "11101" "11110"
The The chosen design is [1] "11111" "10111" "11011" "11101" "11110" "00000" "01000" "00100" "00010" "00001" 
