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Abstract
Deep neural scoring models have recently
been shown to improve ranking quality on a
number of benchmarks (Guo et al., 2016; Dai
et al., 2018; MacAvaney et al., 2019; Yang
et al., 2019a). However, these methods rely
on underlying ad-hoc retrieval systems to gen-
erate candidates for scoring, which are rarely
neural themselves (Zamani et al., 2018). Re-
cent work has shown that the performance of
ad-hoc neural retrieval systems can be compet-
itive with a number of baselines (Zamani et al.,
2018), potentially leading the way to full end-
to-end neural retrieval. A major road-block to
the adoption of ad-hoc retrieval models is that
they require large supervised training sets to
surpass classic term-based techniques, which
can be developed from raw corpora. Previous
work shows weakly supervised data can yield
competitive results, e.g., click data (Dehghani
et al., 2017; Borisov et al., 2016). Unfortu-
nately for many domains, even weakly super-
vised data can be scarce. In this paper, we pro-
pose an approach to zero-shot learning (Xian
et al., 2018) for ad-hoc retrieval models that
relies on synthetic query generation. Crucially,
the query generation system is trained on gen-
eral domain data, but is applied to documents
in the targeted domain. This allows us to create
arbitrarily large, yet noisy, query-document
relevance pairs that are domain targeted. On a
number of benchmarks, we show that this is an
effective strategy for building neural retrieval
models for specialized domains.
1 Introduction
Thanks to the rapid development in deep-learning
techniques, there has been a surge of interest in
investigating neural information retrieval models
(Guo et al., 2016; Borisov et al., 2016; Dehghani
et al., 2017; Dai et al., 2018; MacAvaney et al.,
2019; Yang et al., 2019a; Zamani et al., 2018).
Neural retrieval models not only reduce the bur-
den of feature engineering, but more importantly
they are capable of capturing relations between
entities and topics that are implicitly conveyed in
the training data, e.g., “Theresa May” and “Prime
Minister” (Cohen et al., 2018). As a result, neu-
ral retrieval models achieve new state-of-the-art
performance on several information retrieval (IR)
benchmarks (Guo et al., 2016; Pang et al., 2016;
Hui et al., 2017; Dai et al., 2018; MacAvaney et al.,
2019; Yang et al., 2019a; Gillick et al., 2018; Yang
et al., 2019b).
The most effective neural models are usually
deep and wide – many layers with large hidden
representations. This results in models with a huge
number of parameters, which are prone to over-
fitting. Thus, a key factor in training high qual-
ity models is the availability of large training sets.
Such data can be prohibitively expensive to create.
Previous work attempts to alleviate this issue by
pre-training deep retrieval models on weakly super-
vised data such as user clicks, search results from
traditional IR systems, or anchor texts (Borisov
et al., 2016; Dehghani et al., 2017). Unfortunately,
large weakly supervised data is not always avail-
able in some domains. E.g., enterprise or personal
search environments (Hawking, 2004; Chirita et al.,
2005).
On the other side, the public domain question
answer pairs can be acquired from community ques-
tion/answer platforms such as Yahoo Answers and
Stack Overflow1 or high quality human annotated
question/answer datasets that are publicly available
(Kwiatkowski et al., 2019). However, as we will
show in later experiments, neural retrieval models
trained on the public domain data can be barely
transferred to a particular domain, especially for
specialized domains like biomedical, legal.
In order to solve the problem to train deep
1https://answers.yahoo.com/, https:
//stackoverflow.com/
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Figure 1: Synthetic query generation for neural IR.
retrieval models in the zero resource scenario –
where no (weakly-) supervised data is available,
we propose a data augmentation approach (Wong
et al., 2016) to leverage naturally occurring ques-
tion/answering pairs to train a generative model
that synthesis queries given a text. Once the model
is trained, we can apply this model to documents
in the target domain, resulting in unlimited pairs of
synthetically generated queries and target-domain
documents. This data then can be used to train
a neural retrieval model. Synthetic query gener-
ation for zero-shot neural IR training is outlined
in Figure 1. Question generation has also been
employed to augment QA training sets (Alberti
et al., 2019; Lewis et al., 2019), but has never been
tested for ad-hoc retrieval nor the zero-shot setting.
Nogueira et al. (2019) employed query generation
in the context of information retrieval. In that study,
the generated queries were used to augment doc-
uments to improve BM25 keyword search. Here
we focus on using synthetic queries to train neural
retrieval models, which is an complementary ap-
proach. Experiments on four different dataset show
that our approach compares favorably with other
zero-shot alternatives. Though outside the scope of
this study, our method can also be combined with
alternative domain adaptation techniques (Cohen
et al., 2018; Tran et al., 2019).
2 Neural Retrieval Model
Our retrieval model belongs to the family of Dual
Encoders (DE)2 (Gillick et al., 2018; Palangi et al.,
2016) that encodes pairs of items in a shared space.
Formally, a DE model consists of two encoders,
{fq(), fd()} and a similarity function, sim(). An
encoder is a function f that takes a item x as in-
put and outputs a real valued vector as the encod-
ing, ex = f(x). The similarity function, sim(),
takes two encodings, ex and ey, and calculates a
2Also called two-tower or relevance-based ranking.
real valued score, s = sim(ex, ey). For retrieval,
the two encoders are responsible for computing
vector representation of queries (query encoder)
and documents (document encoder). In this work,
both encoders are implemented using deep neu-
ral networks with identical architecture. In par-
ticular, we adopt the Transformer (Vaswani et al.,
2017) with the same configuration as BERT-base,
e.g. 12 layers with hidden size 768 and 12 attention
heads. We initialize parameters with pre-trained
BERT checkpoints (Devlin et al., 2019). Early
works(MacAvaney et al., 2019; Yang et al., 2019a)
show such pre-trained models can lead to large per-
formance gains across a number of tasks, including
document ranking. In addition, we share parame-
ters between the query and document encoder – so
called Siamese networks – as we found this greatly
increased performance while reducing parameters.
To encode a query q of k tokens q =
(q1, q2, ..., qk), we first expand q with two bound-
ary tokens, i.e., (CLS, q1, q2, ..., qk, SEP) and then
feed the expanded query to the BERT encoder.
Let ecls denote the final representation of the
“CLS” token. Query encoding hq is computed
by applying a linear projection on ecls, i.e., hq =
W ∗ ecls, where W is 768 by 768 weight matrix.
To encode a document, we concatenate its title
t = (t1, ..., tm) with its content c = (c1, ..., cn)
as (CLS, t1, ..., tm,SEP, c1, ..., cn, SEP). The ex-
panded sequence is feed to the BERT encoder, and
document encoding hd is obtained by project the
corresponding “CLS” token representation with
the same weight matrix W. The final similarity
function is chosen from cosine and dot-product
similarity based on development set performance
for each dataset. All dual-encoder models in the
experiments are trained with in-batch softmax ob-
jective, we did a small grad-search on learning rate
[1e-6, 2e-6, 5e-6, 1e-5] and batch size [1024, 2048,
4096, 8192], and choose the best setting according
to development set accuracy. At inference time,
we first pre-encode all documents in a collection,
and then for a given query we retrieve the nearest
documents using brute-force search.
3 Synthetic Query Generation
In this work, we investigate a zero-shot scenario
where there exists neither user issued queries nor
domain specific data except the document collec-
tion itself. We propose to address the training data
scarcity by generating syntactic queries, where
a query generation model is first trained using
question-answering data mined from the web. The
document collection of a new domain is then fed
into this generator to create pairs of noisy question-
document training examples, which are used to
train a retrieval model (see Figure 1).
Our question generator is based on encoder-
decoder model with Transformer (Vaswani et al.,
2017) layers, which is a common model for gener-
ation tasks such as translation and summarization
(Vaswani et al., 2017; Rothe et al., 2019). The en-
coder is trained to build a representation for a text
and the decoder generates a question for which that
text answers. One advantage of our approach is
that there are large question-answer data sources
that can be freely obtained from the web. In this
work, we mine English question-answer pairs from
community question-answering resources, primar-
ily StackExchange and Yahoo! Answers. To ensure
data quality, we further filter the data by only keep-
ing question-answer pairs that were positively rated
by at least one user on these sites. In total, the final
dataset contains 2 millions pairs, and the average
length of question and answer are 12 tokens and
155 tokens respectively. This dataset is general do-
main in that it contains question-answer pairs from
a wide variety of topics. Most of these though are
general knowledge questions and do not represent
questions that a specialist might ask. Our approach
is flexible in dealing with domain shift as the gener-
ator is learned to create questions targeting entities
and concepts occurred in the given text.
In our implementation, both the encoder and de-
coder share the same network structure. Parameter
weights are also shared and are initialized from a
pretrained RoBERTa (Liu et al., 2019) checkpoints.
We truncate answer and question to 512 sentence-
piece (Kudo and Richardson, 2018) tokens, and
limit decoding to at most 64 steps. The model is
trained with a batch size of 128, and the training
objective is the standard cross entropy. Our imple-
mentation is based on that of Rothe et al. (2019).
Fast approximate nearest neighbour search is possi-
ble for dense vectors through techniques described
in Liu et al. (2011).
4 Experimental Setup
We evaluate our approach against other zero-shot
baselines on three different datasets accounting for
four domains.
4.1 Datasets
BIOASQ dataset contains English biomedical
questions collected from the document ranking task
of BIOASQ competition (Tsatsaronis et al., 2015).
We use BIOASQ 7B test data to evaluate perfor-
mance of our retrieval model. This test set con-
tains 500 expert questions with relevant judgments
from trained biomedical practitioners. For super-
vised experiments, we use the last 200 queries of
BIOASQ 7B training data as development set and
use the rest 2573 queries for training. This yields
a training set of 29K query-document pairs. The
document collection contains roughly 28M articles
from MEDLINE. We discard about 10M articles
that only contains a title. For each of rest article,
we concatenate title and abstract, and truncate at
200 wordpiece tokens with BERT tokenization.
Forum consists of threads from two online user
forum domains: Ubuntu technical help and TripAd-
visor topics for New York City (Bhatia and Mitra,
2010). For each domain the document collection
consists of 100,000 threads and the test data con-
tains 25 queries with relevant marked threads. For
each thread, we concatenate the title and initial post
and truncate at 350 wordpiece tokens. Unlike the
BIOASQ data, this data generally does not contain
specialist knowledge queries. Thus, compared to
the collection of question-answer pairs mined from
the web, there is less of a domain shift. Since this
forum data does not contain training set, we do not
perform supervised experiments.
NaturalQuestions consists of aggregated
queries issued to Google Search (Kwiatkowski
et al., 2019). We convert the original format to
a retrieval task, where the goal is to retrieval the
long answer among all wiki paragraphs (Ahmad
et al., 2019). We discard questions whose long
answer is either a table or a list. This yields
74097 queries in the original training set which
is used for supervised experiment, and 1772
queries in original development set which we
Models Average BioAsq NaturalQuestions Forum Travel Forum Ubuntu
Prec nDCG Prec nDCG Prec nDCG Prec nDCG Prec nDCG
MAP @10 @10 MAP @10 @10 MAP @1 @10 MAP @10 @10 MAP @10 @10
BM25∗ 0.148 0.087 0.195 0.406 0.175 0.455 0.066 0.018 0.086 0.014 0.040 0.071 0.106 0.116 0.167
ICT∗ 0.058 0.098 0.130 0.059 0.027 0.076 0.047 0.016 0.057 0.036 0.168 0.174 0.070 0.208 0.214
QA† 0.131 0.168 0.239 0.147 0.055 0.180 0.126 0.051 0.154 0.083 0.288 0.285 0.137 0.312 0.341
QGen‡ 0.168 0.192 0.295 0.290 0.112 0.333 0.150 0.063 0.183 0.101 0.316 0.318 0.130 0.320 0.352
BM25+ QGen‡ 0.188 0.111 0.247 0.422 0.182 0.476 0.167 0.060 0.215 0.025 0.048 0.089 0.136 0.152 0.209
Supervised – – – 0.138 0.068 0.167 0.337 0.173 0.404 – – – – – –
Table 1: Zero-shot ad-hoc retrieval. Unsupervised∗; Out-of-domain†; Synthetic‡. Bold=Best; Underline=Best
non-hybrid.
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Figure 2: Retrieval performance on BioAsq (y-axis)
w.r.t. the % of documents used for synthesizing queries
(x-axis).
use to evaluate our models. The target collection
contains paragraphs from 2016-12-21 dump of
Wikipedia (Chen et al., 2017). Each paragraph is
also concatenated with title and then truncated
at 350 wordpiece tokens. The yields a collection
of size 29.5M. This data is different from the
previous data in two regards. First, there is a single
annotated relevant paragraph per query. This is
due to the nature in which the data was curated.
Second, this data is entirely “general domain”.
4.2 Zero Shot Systems
BM25: Term-matching systems such as BM25
(Robertson et al., 2004) are themselves zero-shot,
since they require no training resources except the
document collection itself. We train a standard
BM25 retrieval model on the document collection
for each target domain.
QA: The dataset mined from community
question-answer forums (Sec. 3) itself can be used
directly to train a neural retrieval model since it
comes of the form query and relevant text (docu-
ment) pair. This data is naturally occurring and
not systematically noisy, which is an advantage.
However, the data is not domain-targeted in that it
comes from general knowledge questions. We call
the dual-encoder model trained on this dataset as
QA.
ICT: The Inverse Cloze Task (ICT) (Lee et al.,
2019b) is an unsupervised pre-training objective
which randomly masks out a sentence from a doc-
ument and creates synthetic sentence-document
pairs representing membership of the sentence in
the document. These masked examples can then
used to train or pre-train a retrieval model. Lee et.
al. (Lee et al., 2019b) showed that masking a sen-
tence with a certain probability, p, can both mimic
the performance of term-based retrieval systems
(p = 0) or semantic matching (p > 0). In this
work, we set p to 0.9 and select at most 5 sen-
tences from each document, this setting has been
shown perform well on multiple dataset in Lee et.
al. (Lee et al., 2019b). The total number of query-
document pairs for BIOASQ, NQ, Forum-Travel
and Forum-Ubuntu are about 75M, 72M, 294K and
430K respectively. ICT is domain-targeted since
examples for training are created directly from the
relevant document collection.
QGen: The QGen retrieval model is the one
described in Section 3, where we use the commu-
nity mined question-answer data to train a syn-
thetic query generator that is applied to the tar-
get domain. Thus, while this model can contain
systematic noise from the generator, it is domain-
targeted. We filter questions that only contain stop
words, and the number of query-document pairs for
BIOASQ, NQ, Forum-Travel and Forum-Ubuntu
are roughly 89M, 60M, 152K and 319K.
BM25+QGen: Term-matching and neural re-
trieval models have complementary characteristics.
Neural retrieval models naturally generalize, match
synonyms and paraphrases without any special han-
dling. Term-matching is highly precise and can be
preferred from some queries where specific terms
must match. We present a hybrid zero-shot retrieval
model that linearly interpolates BM25 and QGen
scores with a parameter tuned via grid search.
All QA, ICT and QGen models are trained us-
ing the neural architecture from Section 2. For
BIOASQ experiments, query and document en-
coder are initialized with BioBERT base v-1.1 (Lee
et al., 2019a). On NaturalQuestions and Forum
data, we use uncased BERT base (Devlin et al.,
2019).
5 Results and Discussion
Our main results are shown in Table 1. We report
Mean Average Precision over the first 100 results
(MAP), Precision@10 and nDCG@10. For Nat-
uralQuestions we report Precision@1 since there
is a single relevant document annotation. Here we
compare the zero-shot systems on three data sets
across four domains. First, on average, QGen is
the best neural retrieval model. This suggests that
synthetic query generation is a viable option for
zero-shot retrieval, often outperforming using gold
out-of-domain data and unsupervised neural mod-
els. However, the efficacy of the model depends on
the specific domain. The more specialize the do-
main, the better the relative performance of QGen,
specifically when compared to QA because QA
contains general knowledge question-answer pairs,
we would expect it to do well on datasets like Natu-
ralQuestions, which also covers general knowledge
questions. However, on highly specialized data like
BioAsq, QGen is by far the most superior system.
When comparing zero-shot neural models to tra-
ditional term-based methods, again it depends on
the domain. For instance, BM25 does exceptionally
well on BIOASQ, but very poorly on most other
sets. For BIOASQ this is likely an artifact of the
data, where the experts who created the questions
also annotated relevant judgements. This leads
to a high overlap in query terms and document
terms favoring methods like BM25 – an artifact
that has been observed for other datasets (Lee et al.,
2019b). However, once the hybrid model is consid-
ered, adding neural signals still improves results.
For BIOASQ and NQ we have corresponding
in-domain training sets, though they are signifi-
cantly smaller than weakly supervised sets used
for QA and QGen. The last row of Table 1 shows
the performance of a neural retrieval model when
trained only on this supervised data. For BIOASQ,
the supervised results are worse than the zero-shot
models, however, for NQ, the supervised results
are significantly better. Note NQ has a much larger
supervised training set than BIOASQ, especially in
terms of unique queries (70K vs 2.5K). The result
suggests that even in domains with small super-
vised training sets, synthetic query generation is a
powerful alternative.
Since our approach allows generate queries on
every document of the target corpus, one question
to answer is that whether retrieval system trained
this way simply memorizes the target corpus or it
also generalize on unseen documents. Furthermore,
from an efficiency standpoint, how much synthetic
training examples are required to achieve maxi-
mum performance. To answer this question, we
conduct experiments where we uniformly sample
a subset of documents and then generate synthetic
queries only on that subset. Results on BIOASQ
are shown in Figure 2, where x-axis denotes the
percentage of sampled documents. We can see that
retrieval accuracy improves as document coverage
increases. The peak is achieved when using a 20%
subset, which covers 21% of the reference docu-
ments. This is not surprising because the number
of frequently discussed entities/topics are typically
limited, and a subset of the documents covers most
of them. The result is encouraging as it indicates
that the learned system does generalize.
Another interesting question is how important
is the quality of the query generator relative to
retrieval performance. What is more important,
large domain specific data sets or higher quality
pairs. Below we measured generation quality (via
Rouge-based metrics (Lin and Hovy, 2002)) versus
retrieval quality for three systems. The base gener-
ator contains 12 transformer layers, the lite version
only uses the first 3 layer. The large one contains
24 transformer layers and each layer with larger
hidden layer size, 4096, and more attention heads,
16. Retrieval quality was measured on BIOASQ
and generation quality with a held out set of the
community question-answer data set.
Models Rouge-1 Rouge-L MAP Prec@10 nDCG@10
Lite 0.2355 0.2190 0.290 0.112 0.333
Base 0.2620 0.2423 0.286 0.116 0.333
Large 0.2681 0.2490 0.286 0.114 0.331
We can see that larger generation models lead to
improved generators, at least with respect to au-
tomatic evaluations. However, there is little dif-
ference in retrieval metrics, suggesting that large
domain targeted data is more important than high
quality generations.
6 Conclusion
We address data scarcity in zero-shot neural re-
trieval by generating synthetic queries. We show
our approach outperforms several alternatives and
yields robust neural retrieval system that also gen-
eralizes on unseen documents.
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