ABSTRACT A joint source channel coding (JSCC) scheme based on source and channel low density parity check (LDPC) codes, which is named as the D-LDPC system, has attracted a lot of attention recently. However, it suffers from a high error-floor. By introducing a linking matrix connecting variable nodes of source LDPC and check nodes of channel LDPC, the error-floor can be lowered effectively. However, the water-fall performance was lost with the increasing of the size of linking matrix. In this paper, a detailed analysis about the impact of this linking matrix on the water-fall region is conducted. Some design principles for the linking matrix are proposed, by which several linking matrices for different source statistics will be designed to improve the water-fall performance from the perspective of both the source and channel LDPC codes. The extrinsic information transfer (EXIT) analysis and numerical simulations will be compared to verify the superiority of the proposed linking matrices.
I. INTRODUCTION
Low density parity check (LDPC) code employed as channel coding has exhibited performance close to capacity over a binary symmetric memoryless channel [1] . It can also approach Slepian-Wolf limits when used as source coding for a binary source with correlated information [2] . However, the optimal performance of separate source and channel coding can be acquired only when the length of codeword is infinite. A finite-length joint source-channel coding (JSCC) [3] , as an alternative scheme, can achieve better performance in practical communication systems because source redundancy is further employed in joint decoding.
A JSCC scheme named as double LDPC (D-LDPC) was proposed in [4] , where two LDPC codes were used as source coding and channel coding, respectively. Many efforts have been paid to improve the water-fall performance of the D-LDPC system. A finite-length extrinsic information transfer (EXIT) algorithm [5] was presented to calculate the decoding threshold of the D-LDPC system, where the proThe associate editor coordinating the review of this manuscript and approving it for publication was Yan Zhang.
tograph LDPC was introduced due to its linear complexity of encoding and decoding [6] - [9] . An unequal power allocation strategy using the speciality of non-uniform source was presented in [10] . A re-design of channel protograph LDPC (PLDPC) proposed in [11] lowered the decoding threshold of the D-LDPC system. Several source and channel codes pairs were jointly optimized in [12] . The optimal edge connection between variable nodes (VNs) of channel LDPC and check nodes (CNs) of source LDPC was analayzed in [13] . A window-decoding scheme [14] was proposed for the D-LDPC system based on the concatenated spatially coupled LDPC codes.
On the other hand, D-LDPC system suffered from a high error-floor which limits its application in communication systems. A rate-adaptive family of source PLDPC codes with a lower error-floor level was proposed in [15] . As the error floor was caused by the lost of original source information, a linking matrix connecting VNs of source LDPC and CNs of channel LDPC was introduced [16] , where more available information was provided for joint decoding. Some improvements in both water-fall and error-floor region were obtained by an information-shorten algorithm [17] , but it sacrificed the transmission rate. An adaptive scheme for image transmission in Internet of Things (IoTs) scenarios was proposed [18] .
Simple analysis of this linking matrix was presented in [19] , which showed its function to lower the error-floor as the number of edges in this linking matrix increases, but it gave rise to the loss of water-fall performance. In addition, both [16] and [19] indicated that the single edge in linking matrix could bring better water-fall performance, which ignored the effectiveness of special source statistics. In this paper, the D-PLDPC system will be considered due to the easy operation and optimization of protograph. A detailed analysis about the linking matrix for the impact on water-fall performance will be conducted. The corresponding protograph of linking matrix will be designed for different source statistics by the aid of the joint protograph EXIT (JPEXIT) algorithm, especially for a high-entropy source. Decoding threshold analysis and numerical simulation will be compared to verify the superiority of the proposed linking matrix.
The detailed contribution of this paper can be concluded as follows;
1) It is found that the linking matrix with multi-edges has better performance in water-fall region than that with single-edges for high-entropy source. 2) Several design principles are proposed to guide the optimization of linking matrix. 3) With the aid of JPEXIT algorithm and differential evolution searching algorithm, some optimized linking matrices are designed for source statistic p 1 = 0.13. The remainder of the letter is organized as follows. Section II presents the model of the D-PLDPC system. In Section III, the motivation, analysis and design algorithm are presented. The simulation results and the comparisons are discussed in Section IV. Section V draws a conclusion.
II. SYSTEM MODEL A. JOINT PROTOGRAPH
A joint protograph for the D-PLDPC system represented by a base matrix B J = [b ij ] (b ij is a non-negative integer, which is also called ''edge'') is described as follows, 
where B l is with size m s × n add . The total coderate r total of the D-PLDPC system is given by
The corresponding parity-check matrix H J can be obtained through the ''copy-and-permute'' operation implemented by the progressive edge growth (PEG) algorithm [20] , which is represented by 
B. ENCODER
At the encoder [19] , an original source bits-vector s is generated from a binary independent and identically distributed (i.i.d.) Bernoulli (p 1 ) source, where p 1 is the probability of ''1''. The source entropy is calculated by
where the function is monotonically increasing when 0 < p 1 < 0.5. Thus, high-entropy source following is to represent source with larger p 1 . Then, the source vector is encoded into a compressed bitsvector c by the parity-check matrix H s , i.e.,
where {·} T is the matrix transposition. 
where p is the parity-check bits-vector. s will be punctured before transmission. The channel is AWGN with noise variance σ 2 n , which is calculated by σ
where Es is the average energy per original source bit and N 0 is the average energy of noise. VOLUME 7, 2019
C. DECODER
Although the encoder is divided into source coding and channel coding, the decoder can be considered as whole. Compared with the belief propagation (BP) in separate decoding [21] , the initialization of likelihood log ratio (LLR) values of VNs is different [19] .
As shown in Fig. 1 , for the VNs set {1, 2, · · · , N s }, the LLR Z sc of the original source bits is calculated by
For the VNs set {N s + 1, · · · , N s + N c }, the LLR Z cc of the transmitted bits is calculated by 
The messages passed from CNs to VNs are given by
where tanh(·) is the hyperbolic tangent function and tanh −1 (·) is the corresponding inverse function. Lastly, the standard information iteration processing of belief propagation (BP) algorithm between CNs and VNs is implemented to decide the estimated original bitsŝ.
III. JOINT PROTOGRAPH EXIT ALGORITHM
From a global perspective, the JPEXIT algorithm was proposed in [11] to analysis the decoding threshold of joint protograph. The detailed procedure is presented in the following.
Firstly, five types of mutual information (MI) are defined by 
where L ch follows the Gaussian distribution with the mean σ 2 ch /2 and the variance σ 2 ch . Finally, the proposed JPEXIT algorithm for DP-LDPC over AWGN is described as follows.
1) The MI update from VNs to CNs
For
The function J Bsc is defined as
where I (V ; χ ) is the MI between the VN of the source and χ,
2) The MI update from CNs to VNs
and for j = n s + 1, · · · , n s + n c ,
The iteration procedure is implemented until all I v App (j) = 1 or the iteration maximum is reached.
IV. ANALYSIS AND DESIGN OF LINKING MATRIX A. MOTIVATION
As analyzed in [16] , [19] , a non-zero linking matrix can lower the error-floor level, but the performance in the waterfall region will degrade with the increasing of n add . It also indicated that the degree of VNs 1 in B l made a performance trade-off between the water-fall and error-floor regions. Thus, single-edge 2 in B l was designed for better water-fall performance.
However, the restriction on the column weight about B l limits the optimization and neglects the effects from source statistics. For a fixed B J , as the entropy of source increases, source information is harder to be recovered, especially only through the single edge in B l . The loss of information will reduce the speed of convergence and enlarge the decoding threshold. Thus, the column weight in B l may be larger than 1 for the source with higher-entropy.
B. ANALYSIS 1) REGULAR CHANNEL PROTOGRAPH
In order to verify the conjecture, a joint protograph is given as an example, i.e.,
where 
where these edges are at different rows and columns to set up more connections between source and channel protographs, i.e., the rank of their row and column is n add . As described in Table 1 and Fig. 2 , the superiority of B l becomes larger for a high-entropy source, which is 1.686 dB at p 1 = 0.17. Thus, it can be concluded that the column and row weight of B l can be 1 for low-entropy source but should be larger than 1 for a high-entropy source, and B l should be optimized for different source entropies.
2) IRREGULAR CHANNEL PROTOGRAPH
In [19] , the position of several single-edges in B l is analyzed according to the degree distribution of source VNs, where connecting the maximum degree has a better decoding threshold. However, the analysis does not consider the effects due to the construction of channel CNs. In order to shed some light on this problem, a joint protograph with a 4 × 8 irregular protograph [15] and a 4 × 8 regular protograph 3 is given by 
where the degree of CNs channel protograph is {7,7,10,9} and n add = 3 is assumed without loss of generality. Table II . By comparing the two cases at p 1 = 0.06 with low-entropy and p 1 = 0.13 with high-entropy, the lowest decoding thresholds is {7,10,9} at p 1 = 0.06 with the maximum average degree of channel CNs but it is {7,7,9} at p 1 = 0.11 with the minimum one. By contrast, the decoding thresholds at p 1 = 0.13, 0.14, 0.15 are unusual. Thus, the design for B l should take into account source entropy and the construction of irregular channel protograph.
Follow the aforementioned analysis, the design of B l is obviously related to the construction of irregular source protograph, which is not analyzed here and will be designed in the next subsection.
C. DESIGN ALGORITHM
Relative to a high-entropy source, the biggest difference of designing B l for a low-entropy source is to minimize the usage of single-edges to make the row and column weights. Meanwhile, using single-edge makes the design of B l simple, which has been performed in the analysis above. Thus, the design algorithm is mainly focused on the high-entropy source.
Several design principles for a high-entropy source can be concluded as follows,
2) The number of row weight and column weight no less w (w ≥ 2) is no less than min(m s , n add ); 3) The row and column rank is no less than min(m s , n add ). Differential evolution (DE) algorithm [22] can be used to search for B l . The decoding threshold Es/N 0 th calculated by the JPEXIT algorithm is used as the cost function in differential evolution, i.e., 
where r 1 , r 2 and r 3 are randomly selected in the scope [1, c ] , and (B) is an operation to replace each element in B with an integer closest to its absolute value. 
where Example-2: Different from the case B J 2 with a regular source protograph, a joint protograph with an irregular source protograph [15] and anther irregular channel protograph [15] is taken as an example, i.e., 
where the fixed parameters are the same in Example-1. The B opt−2 l satisfying our design principles is obtained by using the differential evolution algorithm, i.e., 
V. SIMULATION RESULTS
In order to verify the analysis and optimization of linking matrix, the bit error rate (BER) performance is simulated. The length of the original source bits-vector is 3200 and the total coderate r total is 1.0. The maximum iteration number of BP algorithm is 100. Source statistics p 1 = 0.06 and p 1 = 0.13 respectively indicate the examples of low-entropy and highentropy sources.
In order to explain the importance of the design principles-2) and 3), two counter-examples are compared. One B l against principle-3) and another B l against principle-2) are given as follows, has a significant error floor, which illustrates the importance of the construction satisfying principle 3).
In summary, the comparisons of BER performance verify the validity of the design principles for B l . These design principles should be adjusted appropriately according to practical conditions, including source entropy and transmission coderate.
VI. CONCLUSION
In this paper, the analysis for linking matrix connecting VNs of source codes and CNs of channel codes has been performed in the D-PLDPC system. It has been found that the decoding threshold of multi-edges in linking matrix is better that of single-edge for a high-entropy source. In addition, the optimal connectivity of linking matrix is also different between the cases of low-entropy and high-entropy sources. Thus, some design principles for linking matrix have been proposed, by which some optimized examples and counterexamples have been designed. By comparing the decoding threshold and BER performance, the superiority of the optimized linking matrix is verified, e.g., the maximum coding gain has reached up to 1.9 dB at p 1 = 0.13.
This letter is mainly focused on the improvement of the water-fall region by designing a suitable linking matrix, especially for a high-entropy source. In future, the improvement of the error-floor region for sources with a much higher entropy will be studied. 
