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Cognitive neuroscience research has been enriched during the last decade by studies associating high-frequency EEG activity with the generation of unified perceptual representations in both vision and audition, and the activation of pre-stored memory representations (Busch, et al., 2006; Kaiser and Lutzenberger, 2003) .
Changing the conception that physiologically pertinent EEG frequencies are lower than 20 Hz, studies in animals (Singer and Gray, 1995) and in humans (e.g. TallonBaudry et al., 1996 TallonBaudry et al., , 1997 TallonBaudry et al., , 2003 Gruber et al. 2004 Gruber et al. , 2005 Rodriguez et al. 1999) explored activity in a range of frequencies higher than 20 Hz, which were addressed as "gamma-band". Specifically, many studies have associated between high-level perceptual mechanisms and the so-called "induced" gamma-band activity (iGBA; for review see Bertrand and Tallon-Baudry, 2000) .
iGBA is a measure for local neural synchronization appearing as bursts of high-frequency EEG activity which is event-related but is not necessarily phase locked to the stimulus onset (and thus may be cancelled out in traditional ERP analysis). The amplitude of these bursts is modulated by physical stimulus attributes such as size, contrast and spatial-frequency spectrum (Gray et al., 1990; Bauer et al., 1995 , Busch et al., 2004 , perceptual factors acting bottom-up, such as the ability to form coherent gestalts Tallon-Baudry et al., 1996) , and top-down acting factors such as attention Tiitinien et al., 1993 , Fan et al. 2007 or memory (Osipova et al., 2006; Gruber and Müller 2006; Gruber et al., 2004; TallonBaudry et al., 1998 , 2001 , Jensen et al. 2007 . In concert, these bottom-up and topdown modulations raised the hypothesis that iGBA reflects the integration of sensory input with pre-existent memory representations to form experienced entities (TallonBaudry 1997 (TallonBaudry , 2003 ). This hypothesis is further supported by studies demonstrating 4 that iGBA amplitude is considerably larger for meaningful than meaningless stimuli. Specifically, such effects were shown comparing objects with meaningless shapes (Gruber et al., 2005; Busch et al., 2006) , upright versus inverted Mooney faces (Rodiguez et al., 1999) or regularly configured compared with scrambled faces (ZionGolumbic and Bentin, in press). The association of iGBA with activation of memory representations was convincingly demonstrated in a recent study showing that familiar faces elicit larger iGBA amplitudes in response to familiar than unfamiliar faces (Anaki et al. in press) . Since both familiar and unfamiliar faces are coherent meaningful stimuli, the enhanced iGBA for the former could only be explained by their richer memory associations. In addition to the modulation of iGBA amplitude, a recent attempt was made to explore modulation of iGBA peak latency during processing meaningful upright and rotated line drawings (Martinovic et al. 2007 ).
Naming was delayed for rotated drawings relative to upright presentation, and this delay in performance was accompanied with a delay in iGBA peak latency. These data are evidence that the latency of iGBA can also be of value in investigations of neural mechanisms of perception.
As an extension to the familiar/unfamiliar distinction cited above, and the prevalent account for it, it is conceivable that different categories of objects could elicit different magnitudes of iGBA according to the observers' familiarity with objects, and perceptual expertise. Yet, there has been no systematic exploration to date of iGBA modulations by different perceptual categories. In the present study we explored such modulations with a special focus on human faces, which are a prominent example of perceptual expertise.
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Two aspects of perceptual expertise lead to our hypothesis that human faces may elicit higher iGBA than objects for which humans do not develop special expertise. One is evidence showing higher expertise for faces within race than across races (Byatt and Rhodes, 2004) , which strongly suggests that it is based on increased familiarity. Hence, the repeated neural activation elicited by frequent exposure to faces would render stronger representations than for less familiar stimuli (cf. Hebb, 1949) , a difference that might be reflected by larger iGBA for faces. The second aspect of expertise is that different processing strategies are employed for human faces (or items of expertise, e.g. Tarr and Gauthier, 2000) than for objects. Specifically, the default level of categorization for human faces is at the individual exemplar level whereas other objects, even if familiar, are categorized only at a basic level (Tanaka 2001) . We postulated that these more detailed processes invoked for items of expertise, which subsequently lead to within-category distinction, may be manifested by higher iGBA.
In the current study we compared the amplitude and latency of iGBA elicited by human faces with two additional biological categories -ape faces and human hands -and two man-made categories -buildings and watches. We postulated that if iGBA is mainly affected by the pre-experimental existence of a neural representation, it should be similar in response to stimuli from all the categories. However, if iGBA is influenced by the degree of familiarity with a stimulus or is modulated by the detailed processing applied when within-category distinction is necessary (as for items of expertise), it should be higher for human faces than for stimuli from the other categories. The comparison between iGBA elicited by human and ape faces is of special interest since ape faces share the structure as human faces but are less familiar and, indeed, humans are not experts in identifying ape faces at a subordinate level 6 (Mondloch et al., 2006) . This comparison enables us to distinguish between structurebased selectivity for faces (as is exhibited by the face-sensitive N170 component, see Carmel and Bentin, 2002; Itier et al., 2006) and between processes related to the special status of human faces.
Material and Methods
Participants: The participants were 16 undergraduates (9 female) from the Hebrew University ranging in age from 18 to 30 (median age 22). All participants reported normal or corrected to normal visual acuity and had no history of psychiatric or neurological disorders. Among them 4 were left handed. They signed an informed consent according to the institutional review board of the Hebrew University, and were paid for participation.
Stimuli:
The stimuli consisted of 600 photographs of human faces, ape faces, human hands, buildings, watches and flowers (100 in each category). All the pictures were equated for luminance and contrast. The spectral energy was not equated, however previous studies did not find this factor to change the N170 effect for faces (Rousselet et al. 2005) . The stimuli were presented at fixation and, seen from a distance of approximately 60 cm occupied 9.5• X 13• in the visual field (10 cm X 14 cm).
Task and Procedure:
The 600 stimuli were fully randomized and presented in 7 blocks with a short break between blocks for refreshment. Each stimulus was presented for 700 ms with Inter-stimulus Intervals (ISI) varying between 500 ms and 1250 ms. Participants were requested to press a button each time a flower appeared on the screen. This procedure ensured that all other stimulus categories were equally task-relevant, that is, they were all task-defined distracters. The experiment was run in an acoustically treated and electrically isolated booth.
EEG recording:
The EEG analog signals were recorded continuously by 64
Ag-AgCl pin-type active electrodes mounted on an elastic cap (ECI) according to the extended 10-20 system (Figure 1) , and from two additional electrodes placed at the right and left mastoids, all reference-free. Eye movements, as well as blinks, were monitored using bipolar horizontal and vertical EOG derivations via two pairs of electrodes, one pair attached to the external canthi, and the other to the infraorbital and supraorbital regions of the right eye. Both EEG an EOG were sampled at 1024 Hz using a Biosemi Active II system (www.biosemi.com).
Data processing: Data were analyzed using Brain Vision Analyzer (Brain products GmBH; www.brainproducts.com) as well as house-made Matlab routines.
Raw EEG data was 1.0 Hz high-pass filtered (24 dB) and referenced to the tip of the nose. Eye movements were corrected using an ICA procedure (Jung et al., 2000) .
Remaining artifacts exceeding 100μV in amplitude or containing a change of over 100μV within a period of 50 ms were rejected. The EEG was then segmented into epochs ranging from 300 ms before to 800 ms after stimulus onset for all distracter conditions (targets were excluded from the analysis).
Induced gamma-band amplitudes were calculated by applying a wavelet analysis to individual trials and averaging the time frequency plots, using a procedure described in previous studies (e.g. Tallon-Baudry et al., 1997, Zion-Golumbic and Bentin, in press). Data was convolved with a complex Gaussian Morlett wavelet:
exp ( 2 ) phase-locked) activity as well as the induced (non phase-locked) activity.
In all conditions a burst of activity was seen between 200-500 ms in the entire gamma frequency range, which was determined as the region of interest in this study.
In order to verify that the activity seen during this time window is on an induced (rather than evoked) nature, we calculated the mean inter-trial phase locking values for each subject during this period (described by Tallon-Baudry et al., 1996; Delorme and Makeig, 2003) . This measure produces a number between 0 and 1 reflecting the amount of phase locking between trials (1 -completely phase locked). Additional details regarding this analysis can be found in the Supplementary material as well as the values obtained for all the subjects. This analysis confirmed that during the timewindow of interest there was very little phase locking and therefore we will refer to the activity as induced (iGBA).
The scalp distribution of this iGBA was widely spread, therefore, our main analysis compared the mean iGBA in left, midline and right clusters of electrodes at anterior, center and posterior regions (see Figure 1 ). iGBA was averaged over 20-80
Hz resulting in a single waveform for each subject, condition and electrode cluster.
Based on visual screening of the results, as well as previous results, the midposterior cluster was chosen for determining the latency of the iGBA peak. This was chosen as the most positive peak during an epoch between 200-500 ms for each subject and condition. Subsequently, for each electrode cluster the amplitudes at the 9 peak latency were quantified for analysis of the distribution of iGBA amplitudes across the scalp.
In addition, since in all conditions an earlier epoch of lower-than-baseline activity (negative amplitudes) could be observed in the time-frequency plot we calculated the mean iGBA during an epoch between 50-200 ms, in the same frequency range.
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The amplitudes iGBA were subjected to ANOVAs with repeated measures in order to determine statistical reliability. The factors were stimulus Category (human faces, ape faces, hands, buildings and watches), Anterior-Posterior distribution (anterior, center, posterior), and Laterality (left, medial, right). Significant main effects and interactions were followed up by subsequent one-way ANOVAs for each level of the interacting factors and planned contrasts. Latencies were analyzed in a one-way ANOVA with repeated measures comparing the 5 categories. A similar statistical design was used for assessing potentials effects during the earlier epoch except that the dependent variable was the mean (rather than peak) activity and, therefore, there was no latency analysis.
In addition, we analyzed the N170 amplitude and latency ERP components elicited by stimuli from the different categories. For each subject the EEG was segmented separately for each condition and averaged across. The ERPs were digitally filtered with a band-pass of 1-17 Hz (24 db) and baseline-corrected relative to the waveforms recorded between -200 to -0 ms before stimulus onset. The N170 component was identified for each subject as the most negative peak between 150-200 ms in the ERP. Based on previous studies and on scrutiny of the present N170 distribution, the statistical analysis was restricted to posterior-lateral electrodes P10 (right) and P9 (left) posterior temporal sites. ANOVAs with repeated measures were applied on N170 amplitudes and latencies, as assessed at these two sites. The factors were Category and Hemisphere. Significant main effects and interactions were followed up by Bonferroni-corrected pair-wise comparisons. In all the analyses, degrees of freedom and MSEs were corrected for non-sphericity using the Greenhouse-Geisser correction (for simplicity, the uncorrected degrees of freedom are presented).
Results
The amplitude of iGBA was higher for human faces (4.882 μV) than for all other stimulus categories [ape faces (3.217 µV), human hands (3.2 µV), buildings predetermined Type-I error of 5%, whereas the F-value obtain from the experimental data at this cluster was 3.835, which confirmed the above results. Interestingly, in addition to peaking earlier than the rest of the categories, the latency of iGBA for human faces was more consistent across subjects. This is evident from the smaller standard deviation in the iGBA latencies for human faces than for the other categories and from the distribution of the latencies from individual subjects, presented in Figure 3 (a and b) . The variability of the latencies was tested by replacing the latency of each subject in each condition ( ij X ) with its absolute deviation from the mean of that condition ( by apes (-10.45 V) was slightly higher than that elicited by human faces (-9.64 V), however, this difference was not significant (p=0.8). In contrast, the N170 amplitude elicited by both types of faces was significantly higher than that N170 elicited by watches (-6.65 V, p<0.01 in both cases) and buildings (-5.25V, p<0.01 in both cases). The N170 elicited by hands was unexpectedly higher than reported in previous studies (-8.869 V) , and although it was lower than both face categories, this difference did not reach significance (p>0.1). Since the trend found here is consistent with previous results which found significant differences between the N170 elicited by faces and human hands (e.g. Bentin et al., 1996; Eimer 2000 , Onitsuka et al. 2006 , Kovacs et al. 2006 , and it was not the focus of the study, we did not investigated further the current null face-hands N170 effect.
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Discussion
The major finding in this study is that the iGBA amplitude elicited by human faces was larger and peaked earlier than that elicited by several natural (ape faces, human hands), and man-made objects (buildings and watches). Importantly, although the iGBA elicited by non-human-face categories varied, these differences were not statistically significant. Moreover, timing of the iGBA response to human face was more consistent across participants than for the other categories. The variability in the latencies of iGBA between subjects in the non human-face categories lead to a smearing of the amplitudes for these categories as observed in the grand average of the iGBA (Figure 2 ).
The particular sensitivity of iGBA to human faces found in the present study, coupled with current theories about factors affecting the iGBA amplitude, adds a new perspective on the perceptual and neural characteristics of face processing. As reviewed in the introduction, iGBA is a measure of stimulus-driven synchronization whose amplitude reflects the size of the synchronized neural population within a local assembly or/and the degree of synchronicity within a given neural population (Singer and Gray, 1995) . Correlations between the amplitude of this activity and different experimental manipulations could, therefore, suggest factors that increase or decrease in the amount of neural synchronization during perceptual processing. Along with this hypothesis, the present results suggest that larger and/or more synchronized neural 14 assemblies are activated during processing human faces relative to ape faces, human hands, building or watches.
Why should human faces induce larger, earlier and more time-locked neural synchronization than other stimulus categories? We suggest that this difference is a consequence of the higher expertise that humans have with distinguishing among human faces, which entails different level of categorization; the default level of categorization (entry level) is basic for non-face categories but subordinate or singleexemplar level for faces (Rosch et al., 1976; Johnson and Mervis, 1997; Tanaka, 2001;  for a detailed discussion of the relationship between perceptual expertise and level of categorization see Bukach et al., 2006) . This distinction has implications regarding both the structural characteristics of the mental representations and, at the functional level, the processes applied during perception. At the structural level, the neural population encoding human faces might be more strongly-connected due to repeated exposure to faces and, therefore, would elicit stronger synchronized activity. In addition, the mental representation of human faces may contain richer information that allows sub-ordinate distinctions between faces of different gender, race, age, etc. Such information might be absent or reduced from the representation of other objects for which humans are less experts, and are represented primarily according to their function (for a review see Capitani et al., 2003) . Hence, the amplitude differences between iGBA elicited by human faces and other objects may reflect the amount of information contained in their respective neural representations. The latency effect suggests that richer and stronger representations for faces are more accessible, which leads to the fairly consistent and faster activation of the face neural representation than for other objects, which entertain a more variable time course.
At the functional level, the default processing of human faces at the subordinate or individual exemplar level implies that information pertinent to subordinate categorization is extracted and integrated during structural encoding. This process includes a detailed analysis of inner components and the computation of the spatial relations between them during their integration into the global face structure (Cabeza and Kato, 2000; Maurer et al., 2002) . Accordingly, the higher iGBA amplitude for human faces might reflect the analysis of this information that is not necessary for the categorization of objects. Another process that may be reflected by the increase in iGBA is the allocation of attention, since iGBA has been shown to be modulated by attention Tiitinien et al., 1993 , Fan et al. 2007 , Jensen et al. 2007 ). However, although some have showed that faces "pop-out" in a visual search task when presented among other stimuli (Hershler and Hochstein (2005) , others suggested that this effect can be attributed to low-level vision characteristics (VanRullen, in press ). Alternatively, attention may be necessary for more detailed analysis of the face and sub-ordinate categorization Rhodes 2002, 2007 , but see Boutet et al. 2002) . Still, it is unclear if different or additional attentional resources are involved in the processing of human faces relative to processing objects.
It is important to realize that the above two accounts are not mutually exclusive. Indeed, the information needed to make subordinate or single exemplar distinctions is, by necessity, more elaborate than that needed for basic-level categorization. Therefore, on the one hand, more detailed processes are required for subordinate categorizations and, on the other hand, the representations that are formed (or brought up from memory) during this process are richer. Further research is necessary in order to determine which of these factors, or perhaps both, are reflected in the iGBA effect for human faces.
Nevertheless, the higher iGBA found in this study for faces versus other objects establishes iGBA as a new face-sensitive electrophysiological measure, alongside with the well-documented N170 ERP component which exhibits larger amplitude for faces than non-face stimuli. However, this study as well as our previous reports, demonstrates that these two electrophysiological measures are dissociated and reflect different stages in face processing. Our previous studies show that, whereas the N170 ERP effect is elicited by face components regardless of their spatial configuration, the iGBA is significantly reduced when the inner components of the face are spatially scrambled (Zion-Golumbic and Bentin, in press). Moreover, we found that the N170-effect is enhanced by face inversion and it is insensitive to face familiarity, while iGBA is reduced by face inversion and enhanced by face familiarity (Anaki et al., in press ). In the current study we found additional evidence for this dissociation. Whereas the current ERP findings replicate the similar N170 effects for ape and human faces reported by Carmel and Bentin (2002) the iGBA significantly distinguished between these two categories. This suggests that during basic-level categorization tasks (such as monitoring for flowers) the mechanism eliciting the N170 is particularly sensitive to stimuli that have a global structure of a face (regardless of whether the face is human, ape face or schematic, cf. Sagiv and Bentin 2001) . In fact the N170 is higher for any stimulus that includes unequivocal physiognomic information. In contrast, here we show that iGBA is particularly sensitive to human faces, and not to ape faces with which humans are less familiar and do not usually distinguish at subordinate levels (Mondloch, et al., 2006) . Therefore we propose that, in contrast to N170, the iGBA is a manifestation of forming a detailed perceptual representation that includes sufficient information for individuating exemplars of a perceptually well defined category such as faces Taken together, these results lead us to propose a multi-level hierarchical model for face processing (cf. Rotshtein et al., 2005) , that involves different neural mechanisms indexed by separate electrophysiological manifestations. First, there is a mechanism of face detection -that is, a basic-level categorization of a face, regardless of species, based on the global configuration and/or on the detection of face-specific features. This mechanism is reflected by the N170-effect.
1 The detection of a human face triggers additional, more detailed, processing aimed at within-category distinctions. This process (frequently labeled "structural encoding"; e.g. Bruce and Young, 1986 ) is aimed at integrating the configural metrics and face-features characteristics into an individualized, informational rich, global face representation.
This process might be influenced not only by bottom-up perceptual factors but also by the pre-existence of well formed and easily accessible mental representations. The increased iGBA for human faces may reflect this second process.
Finally, we should stress that there is nothing in our above conceptualization of the iGBA role in face processing that should necessarily be domain specific. Indeed, it is possible that, like the N170 similar iGBA effects could be generalized and observed for familiar buildings or for objects of expertise. Further studies should explore this possibility. 
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