In this paper we derive bounds on the conductance and hence on the spectral gap of a Metropolis algorithm with a monotone, log-concave target density on an interval of R. We show that the minimal conductance set has measure 1 2 and we use this characterization to bound the conductance in terms of the conductance of the algorithm restricted to a smaller domain. Whereas previous work on conductance has resulted in good bounds for Markov chains on bounded domains, this is the first conductance bound applicable to unbounded domains. We then show how this result can be combined with the state-decomposition theorem of Madras and Randall (2002) to bound the spectral gap of Metropolis algorithms with target distributions with monotone, log-concave tails on R.
Introduction
As Markov chain Monte Carlo (MCMC) algorithms [8] , [24] are now widely used, the quantitative rate of convergence for a Markov chain has become a topic of much focus.
For general state spaces, techniques based on Foster-Lyapunov drift conditions and minorization have been applied to obtain quantitative bounds on the total variation distance to stationarity; see e.g. [22] , [20] and [6] . For stochastically monotone Markov chains, this approach gives very good, and in many cases even tight, bounds on the rate of convergence; see [21] . However, without monotonicity these bounds can be fairly poor, in particular in high dimensions, due to the problem of establishing a sufficiently good minorization.
For finite state spaces, on the other hand, there is a wealth of sophisticated techniques available which do not suffer from the curse of dimensionality. For general references, see e.g. [2] , [5] and [3] . For applications to Markov chain Monte Carlo, see e.g. [7] , [18] and the survey paper [4] . Many of these techniques are based on geometric arguments which involve identification and analysis of paths from one state to another. Unfortunately, it is generally not clear how to carry these arguments over to general state spaces.
A notable exception is the use of conductance and Cheeger's inequality. Lawler and Sokal [12] showed how a measure of the flow of probability, known as conductance, can be used to bound the spectral gap of positive-recurrent discrete-time Markov chains and continuous-time Markov jump processes on general state spaces. This idea was taken up by Jerrum and Sinclair [11] , [23] in their pioneering work to solve combinatorial problems in computer science. In continuous spaces, Lovész and Simonovits [14] gave a lower bound on the conductance of a Metropolis algorithm with uniform proposals and a log-concave target distribution on a bounded convex subset of R n , while Yuen [26] obtained bounds on the conductance of Markov chains on bounded, but not necessarily convex, subsets of R n . However, all the bounds obtained depend on the diameter of the domain and are hence not directly applicable to the unbounded domains where most MCMC algorithms of interest naturally live.
In this paper, we derive a bound on the conductance of a symmetric random-walk Metropolis algorithm with a unimodal proposal distribution and a monotone log-concave target distribution on a bounded or unbounded interval of R. The approach taken is very different from previous techniques in that we first give a partial characterization of the set with minimal conductance and use this to show that the 'tail' of the target distribution can be neglected by paying a small price. This result allows the application of existing bounded-domain bounds to unbounded domains. We also show that, in the special case of a uniform target distribution on an interval of R, the minimal conductance set is the interval extending from the midpoint of the interval to either end. Further, we show how to combine our results with the state-decomposition theorem of Madras and Randall [15] to get bounds on the spectral gap of Metropolis algorithms with target distribution with monotone, log-concave tails on R. As shown by Mengersen and Tweedie [16] , this is essentially the largest class of target densities for which the symmetric random-walk Metropolis algorithm has a positive spectral gap or, equivalently, is geometrically ergodic.
The remainder of this section introduces the spectral gap, the conductance and their relation to the rate of convergence for Markov chains. We then describe the type of Metropolis algorithms we are considering. In Section 2 we present our main results and we explain the decomposition theorem and how it can be applied in our setting. In Section 3, we compute quantitative lower bounds on the spectral gaps of four Metropolis algorithms by using the results in Section 2 and the decomposition theorem. Finally, Section 4 gives some concluding remarks. Most of the proofs are in the two appendices.
Preliminaries
Consider a transition kernel P for a discrete-time Markov chain on a measurable state space (E, E ). Assume that P is positive recurrent with invariant probability measure π . Let L 2 (π ) denote the space of measurable, complex functions on E satisfying
and where we identify functions which are equal π-almost everywhere. This is a Hilbert space with inner product
The map f → Pf , where Pf denotes the function
is a linear contraction on L 2 (π ), which we refer to as the operator (induced by) P .
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We assume in all that follows that P is reversible with respect to π . This is equivalent to the operator P being self-adjoint,
, this is the subspace of functions with π -mean 0. It is a Hilbert space as a closed subspace of
⊥ is a self-adjoint, linear contraction on L 2 0 (π). Since P |1 ⊥ is self-adjoint, its spectrum is real, and we can define the spectral radius of P |1 ⊥ by
where
We define the spectral gap of the chain P as gap(P ) = 1 − λ 1 (P ).
If µ is the initial distribution of the Markov chain, then µP is the distribution of the chain at time 1 and, more generally, µP n is the distribution of the chain at time n. We say that a signed measure µ belongs to L 2 (π ) if µ π and the Radon-Nikodym derivative dµ/dπ belongs to L 2 (π ). In that case we identify the measure µ with its RadonNikodym derivative dµ/dπ . In particular,
The following proposition is well known; see e.g. [19] . Proposition 1.1. Let γ be the spectral radius of P |1 ⊥ given by (1.1) . For any probability
Proposition 1.1 is of course only of value if γ < 1. This is equivalent to P being geometrically ergodic; see [19] .
Note that convergence in the L 2 -norm also gives convergence in the total variation norm. First note that, if ν ∈ L 2 (π ) is the difference between two probability measures, then its total variation norm can be written as
where f = dν/dπ . For any probability measure µ ∈ L 2 (π ), we then have by the CauchySchwarz inequality that
Conductance and Cheeger's inequality
In order to obtain quantitative bounds on γ we need to be able to bound λ 0 (P ) and λ 1 (P ). To obtain the latter bound, we will use Cheeger's inequality for reversible Markov chains, which bounds gap(P ) = 1 − λ 1 (P ) in terms of a measure of the flow of probability of the chain. For any set A ∈ E with π(A) > 0, we define
This quantity measures the flow of probability out of the set A when the chain is in equilibrium.
Since P is reversible,
The conductance of the chain is defined by
Intuitively, if h is large, the Markov chain converges quickly since there are no sets where it gets stuck, while if h is close to 0, there is at least one set which is almost absorbing and consequently we would expect slow convergence. This is the content of the following version of Cheeger's inequality proved by Lawler and Sokal [12] . Theorem 1.1. Let P be a reversible Markov transition kernel with invariant distribution π and let M be a number satisfying
where the essential supremum is taken over x with respect to the measure π . Then
where h is defined by (1.2) .
Note that we can always use M = 1. Indeed, this is the form in which Cheeger's inequality is normally presented.
Cheeger's inequality gives us an upper bound on λ 1 (P ), but in order to bound γ we also need a lower bound on λ 0 (P ). Diaconis and Stroock [5] gave a bound for finite state spaces but in general it is not easy to obtain such a bound. Fortunately, this is not an essential problem since any Markov chain can be modified in a simple way so that its spectrum is positive without affecting the rate of convergence too much, as described in the following two sections.
Lazy Markov chains.
Values of λ 0 (P ) close to −1 correspond to the chain being almost periodic. However, this phenomenon cannot occur if the chain has a tendency to stay at its current position. In particular, it is easy to check that, if P (x, {x}) ≥ a for all x, then λ 0 (P ) ≥ −1 + 2a. In this case we can use M = 1 − a, instead of M = 1, in Theorem 1.1.
We call the Markov chain lazy if P (x, {x}) ≥ 1 2 for all x. For a lazy Markov chain, λ 0 (P ) ≥ 0 and hence γ = λ 1 (P ).
Given an arbitrary transition kernel P , we can define a lazy transition kernel by Q = 1 2 (I +P ), where I is the identity kernel. For this kernel, λ 0 (Q) ≥ 0 and λ 1 (Q) = 1 2 (1+λ 1 (P )), and we can get a convergence result for Q if not for P . Note that gap(Q) = 1 2 gap(P ). Also, the conductance of Q is half the conductance of P and the upper and lower bounds of Theorem 1.1 are also reduced by a half (when using M(Q) = 1 2 M(P )). 1.2.2. Continuous-time Markov jump processes. An alternative approach to avoid the problem of negative eigenvalues is to consider the continuous-time Markovian jump process which waits for an exponentially distributed time with mean 1 before jumping according to P . The transition operators are given byP
and for any probability measure µ ∈ L 2 (π ) we have
Thus, it is enough to bound λ 1 (P ) in order to obtain a bound on the rate of convergence of the continuous-time process. In fact, since exp(
) when 0 ≤ λ 1 (P ) ≤ 1, the continuous-time process converges faster than the lazy discrete-time chain with kernel 1 2 (I + P ). However, if instead we compare the continuous-time process at time t with the lazy chain after 2t iterations, such that both have made approximately t moves according to P , then the conclusion is reversed since exp(
Thus, if the aim is to use P to obtain approximate samples from π , it makes little difference whether we use the continuous-time process or the lazy chain. Note that to simulate the continuous-time process up to time t we simply make Poisson(t) updates with P . Hence, from an algorithmic point of view, the continuous-time process and the (lazy) discrete-time chain are equally simple to simulate.
The Metropolis-Hastings algorithm
The Metropolis-Hastings algorithm is an algorithm for constructing a discrete-time Markov chain with given invariant distribution π referred to as the target distribution [17] , [9] . For our purposes it suffices to assume that the state space is R equipped with its Borel σ -field B, and that the target distribution π has density, also denoted by π , with respect to Lebesgue measure µ Leb . However, much more general settings are possible; see [25] . The algorithm is based on a proposal transition kernel K(x, ·) which generates proposed moves for the Markov chain X. We assume that K(x, ·) has density k(x, y) with respect to µ Leb . If the current state is x, a proposed move to y, generated according to the density k(x, y), is then accepted with probability
Thus, the Markov transition kernel P for the Markov chain X is given by
where p(x, y) is α(x, y)k(x, y) when x = y and is 0 otherwise, δ x is the unit point mass at x and
is the probability of staying at x. It is easy to check that p satisfies the detailed balance condition, π(x)p(x, y) = π(y)p(y, x), such that P is reversible with respect to π and hence has π as an invariant distribution. We will be considering a special case of the general algorithm known as the symmetric random-walk Metropolis algorithm in which the proposal density has the form
that is, the proposed increments follow a common symmetric distribution Q with density q. In particular, the acceptance probabilities simplify to
Assumptions. We will assume in all that follows that the common increment density q is unimodal, i.e. we assume that q is symmetric and nonincreasing on [0, ∞). This assumption will be satisfied in most applications of the random-walk Metropolis algorithm and it will be crucial in our detailed analysis of the conductance of the algorithm. We assume that the target density π is strictly positive and log-concave on an interval I of R. For mathematical convenience, we further assume that π has continuous second derivative on I such that the log-concavity assumption can be stated as
Log-concave distributions include many distributions arising in practice, e.g. Gaussian or exponential distributions, which decay at an exponential or faster rate. Even more distributions, e.g. many distributions arising from Bayesian analysis, have log-concave tails.
Main results
In this section we present results on the conductance of random-walk Metropolis algorithms with unimodal increment density q and monotone, log-concave target density π on an interval I of R. In combination with the state-decomposition theorem of Madras and Randall [15] to be presented below and Cheeger's inequality, these results can be used to bound the spectral gap of random-walk Metropolis algorithms with target densities with monotone, log-concave tails on R. This class of target densities is essentially the largest class for which the random-walk Metropolis algorithm has a positive spectral gap.
Theorem 2.1. If q is unimodal and π is a monotone, log-concave density on an interval I ⊂ R, then the conductance of the random walk Metropolis algorithm is given by
This result says that the infimum in (1.2) over sets with measure at most 1 2 can be restricted to sets with measure exactly 1 2 . In fact, as can be seen from the proof of Theorem 2.1 in Appendix A, for every set with measure strictly less than 1 2 it is possible to find a larger set with smaller conductance. Loosely speaking, this means that for monotone, log-concave target distributions the conductance of the algorithm is determined by the behavior near the mode of the distribution not by the behavior in the tail of the distribution.
In the following theorem we use Theorem 2.1 to bound the conductance of the random-walk Metropolis algorithm on I in terms of the conductance of the same algorithm restricted to a subinterval J of I , i.e. the algorithm which behaves like the original algorithm except it rejects all transitions that would leave J .
Theorem 2.2. If q is unimodal and π is a monotone, log-concave density on an interval I ⊂ R, then, for any subinterval J ⊂ I , the conductance of the random-walk Metropolis algorithm on I can be bounded by
where h| J is the conductance of the same random-walk Metropolis algorithm restricted to J .
As an example, consider the case where π is the density of a standard Gaussian distribution restricted to R + . Then by Theorem 2.2 the conductance of the random-walk Metropolis algorithm run on R + is at least 90% of the conductance of the same random-walk Metropolis algorithm restricted to [0, 1.95], and at least 99% of the conductance of the algorithm restricted to [0, 2.8]. This illustrates the fact that the tail of the distribution is essentially irrelevant for bounding the conductance of the algorithm and that bounded-domain bounds can be applied to unbounded domains at virtually no cost.
Of course, rather than bounding the conductance h in Theorem 2.2 in terms of the conductance h| J on the smaller domain J , it would be even better to find the set for which the infimum in (2.1) is attained. We conjecture that this minimal conductance set is the median set, i.e. the set extending from the median to either end of the interval I . Jarner [10] gave a number of results indicating that this is indeed the case in the situation considered here with a unimodal q and a monotone, log-concave π , but the authors have not been able to give a full proof. However, for the special case where π is a uniform distribution, we are able to prove the conjecture.
Theorem 2.3. If q is unimodal and π is the uniform distribution on [a, b], a < b, then the conductance of the random-walk Metropolis algorithm is given by
Yuen [27] considered a random-walk Metropolis algorithm with a uniform target density on a circle and showed that in this case the minimal conductance set is a half circle. Theorem 2.3 can be used in combination with the following corollary to obtain conductance bounds for 'almost' uniform distributions on bounded domains. Note that the corollary does not assume any structure on π. 
Corollary 2.1. For any symmetric q and any target density π on [a, b], a < b, the conductance of the random-walk Metropolis algorithm can be bounded by
h ≥ inf π(x) sup π(x) h U ,
The state-decomposition theorem
The idea behind the state-decomposition theorem of Madras and Randall [15] is to cover the state space of a Markov chain by a number of smaller sets and bound the spectral gap of the Markov chain restricted to each of these sets. The spectral gap of the original chain can then be bounded by a function of these bounds. In order to describe their result, we introduce the following notation.
Let P be a positive-recurrent Markov transition kernel with invariant probability measure π on a measurable state space (E, E ). Let A 1 , . . . , A m ∈ E be subsets of E such that E = m k=1 A k . (In general, these subsets will not be pairwise disjoint.) For each k = 1, . . . , m, we define a new Markov chain on A k by rejecting any transition of P that would leave A k . The transition kernel P k of the new chain is given by
where 1 B (x) is equal to 1 when x ∈ B and is 0 otherwise. It is easy to see that P k is reversible (on the state space A k ) with respect to the measure whose density is proportional to the restriction of π to A k . Then define the 'maximal overlap' of the covering
where | · | denotes cardinality. We have that 1 ≤ ≤ m.
Next, we introduce a Markov chain on a finite state space characterizing the movement of the original chain between the sets A 1 , . . . , A m . We consider a state space {a 1 , . . . , a m } of m points representing our m sets. We define the following transition probabilities for a Markov chain on this finite state space:
and
We denote the spectral gap of the original chain P and the chains P k and P H by gap(P ), gap(P k ) and gap(P H ) respectively. Madras and Randall [15] proved the following theorem.
Theorem 2.4. (State-decomposition theorem.)
In the preceding framework, we have
Remark 2.1. There is a more general result due to Caracciolo, Pelissetto and Sokal (the statement and proof of the result can be found in the appendix of [15] ), which is based on the theory of Hilbert space operators. There are also other versions and applications of the decomposition theorem. See [15] for details.
By a simple application of the state-decomposition theorem, we can bound the spectral gap of a random-walk Metropolis algorithm with a target distribution π with monotone, logconcave tails on R by bounding the spectral gaps on a compact central region and the two tails separately. In the examples below, we will illustrate the use of our conductance results to bound these spectral gaps. We shall use the following corollary.
For a symmetric density π on R, we let x α denote the 100(1+α)/2% quantile for α
Corollary 2.2. Let P be the Markov transition kernel for a symmetric random-walk Metropolis algorithm with a symmetric target density π. Assume further that π is log-concave and monotone on R + (hence also log-concave and monotone on R − by symmetry). Let P 1 and P 3 denote the Markov transition kernels of the algorithm restricted to R − and R + respectively. For any α ∈ (0, 1),
where P 2 is the Markov transition kernel of the algorithm restricted to
Proof. There are three sets in the covering with a 'maximal overlap' of = 2. Since π is symmetric, gap(P 1 ) = gap(P 3 ), which implies the equality in (2.3). Now we only need to find gap(P H ) for the discrete chain over {a 1 , a 2 , a 3 }. By (2.2) the transition matrix of
Simple calculations show that gap(P H ) = α/2. Hence, by Theorem 2.4,
Remark 2.2. As can be seen from the proof, it is easy to generalize the result to nonsymmetric target densities or to target densities where the log-concavity and monotonicity properties only hold outside a compact set. In that case, we can possibly have three (instead of two) different spectral gaps to estimate. The result can also be generalized to higher dimensions. However, it is not clear how to estimate the spectral gap of the Metropolis chain with a high-dimensional target density on an unbounded domain. In this paper, we shall only consider the one-dimensional case and apply results on conductance and Cheeger's inequality to bound the spectral gaps.
Examples
In the following examples we obtain bounds on the spectral gap and spectral radius of four random-walk Metropolis algorithms. 
By straightforward calculations, it follows that the conductance as a function of ρ is given by
The maximal value is attained at ρ = 1/ √ 2 = 0.7071, and the conductance for this proposal is
for all x, we can use M = 1/2ρ = 0.7071 in Cheeger's inequality (1.3) to get the bound λ 1 (P ) ≤ 1 − h 2 /2M = 0.9393. As noted in Section 1.2.1, we also have the lower bound λ 0 (P ) ≥ 1 − 2M = −0.4142. Thus, for the spectral radius we get the bound γ = max{|λ 0 (P )|, |λ 1 (P )|} ≤ 0.9393. 
Thus, Further, for all ρ > 0 and all x ≥ 0,
Thus, we can use M = 1 2 + (1 − e −ρ )/2ρ when applying Cheeger's inequality. We get the bound
This bound is maximized for ρ = 2.071, giving gap(P ) ≥ 0.0046 or λ 1 (P ) = 1 − gap(P ) ≤ 0.9954. For this value of ρ, we have M = 0.7110 and thereby λ 0 (P ) ≥ 1 − 2M = −0.4220. Thus, for the spectral radius we have the bound γ = max{|λ 0 (P )|, |λ 1 (P )|} ≤ 0.9954.
To evaluate the quality of the conductance bound (3.1) we have compared it, for a number of values of ρ, to the conductance of the median set, h([0, log(2)]), which is our best guess at the true value of h; cf. the median set conjecture. These numbers and their ratios are given in Table 1 . The ratios are conservative in the sense that the true value of h might be smaller than h([0, log(2)]) such that the bound (3.1) might in fact be better than the ratios indicate. As can be seen from Table 1 , the bound is fairly good when ρ ≥ 1, while it deteriorates for small values of ρ. Substantially better bounds can be obtained for these values of ρ by choosing a larger interval J and using, for example, the path bound of Yuen [26] to bound h| J , but we will not pursue that here. The comparison also shows that, at least for moderately large values of ρ, there is only little to gain from proving the median set conjecture compared to using Theorem 2.2 and a bounded-domain bound on h| J .
Example 3.3. (Two-sided exponential distribution.)
In this example, we shall apply Corollaries 2.2 and 2.1 in combination with the previous two examples to derive bounds on the spectral gap and spectral radius of a symmetric random-walk Metropolis algorithm P with target density on R given by π(x) = For the chain P 3 , the target density restricted to R + is given by
Thus, P 3 is identical to the chain described in Example 3.2 and a lower bound for gap(P 3 ) is given by (3.2) . This is also a bound on gap(P 1 ) since, by symmetry, gap(P 1 ) = gap(P 3 ). There are several different ways to bound gap(P 2 ). One way is to compare the chain with a similar chain with a uniform target density on [−x α , x α ], i.e. to use Corollary 2.1. An alternative is to apply the path bounds of Yuen [26] directly. In that case, the value of α must be chosen carefully. Either way, the bound converges to 0 as α → 1 (which is the reason why we decompose the state space into three pieces in the first place). In this example, we shall apply the first method because the second method requires more new notation, though it gives a better bound.
Let h 2 (α) denote the conductance of P 2 . By Corollary 2.1,
where h U (α) is the conductance of a symmetric random-walk Metropolis algorithm with a uniform target distribution on [−x α , x α ] and a uniform distribution on [−ρ, ρ] as increment proposal distribution. This conductance was calculated in Example 3.1. Expressed in terms of the present parameters, we have
For the constant M in Cheeger's inequality, it is easy to see that we can use M = 1 2 + (1 − e −ρ )/2ρ, as in Example 3.2, for both P 2 and P itself. Thus, by Cheeger's inequality, we get the following bound on gap(P 2 ):
With the lower bounds on gap(P 3 ) from (3.2) and on gap(P 2 ) above, we apply Corollary 2.2 in the following theorem to obtain a class of lower bounds on gap(P ).
Theorem 3.1. Let P be the chain described at the beginning of Example 3.3. Then, for any
.
To find the optimal lower bound on gap(P ) for a given ρ, we optimize over the choice of α. For example, when ρ = 1, we can find the maximum of the lower bound numerically. The maximum is attained when α ≈ 0.7, giving gap(P ) ≥ 0.00021. Furthermore, for ρ = 1 we have λ 0 (P ) ≥ −0.719 such that the spectral radius is bounded by γ = max{|λ 0 (P )|, |1 − gap(P )|} ≤ 0.99979.
Example 3.4. (Standard normal distribution.)
Consider a random-walk Metropolis chain P with standard normal target density on R given by
and increment proposal distribution Q equal to the uniform distribution on [−ρ, ρ], ρ > 0. As in Example 3.3, we decompose P into three chains P 1 , P 2 and P 3 , which are the restrictions of P to R − , [−x α , x α ] and R + respectively, where α ∈ (0, 1) is fixed, but arbitrary. Let denote the standard normal cumulative distribution function (CDF). Then
For the chain P 3 , the target density restricted to R + is given by
We use a similar technique as in Example 3.2 to obtain a lower bound on gap(P 3 ). Let h 3 denote the conductance of P 3 and let J = [0, ρ]. Then, by Theorem 2.2,
where h| J is the conductance of the random-walk Metropolis algorithm restricted to J . By similar arguments as in Example 3.2, we have
Hence,
Now, for all x > 0, 
By symmetry, this is also a lower bound on gap(P 1 ).
Let h 2 (α) denote the conductance of P 2 . Then, by Corollary 2.1,
where, as in Example 3.3, h U (α) is the conductance of a symmetric random-walk Metropolis algorithm with a uniform target distribution on [−x α , x α ] and a uniform distribution on [−ρ, ρ] as increment proposal distribution. This conductance is given by
cf. Example 3.1. It is easy to see that the bound (3.3) also applies to P 2 and P . Thus, by Cheeger's inequality,
Applying Corollary 2.2, we now have a class of lower bounds on gap(P ).
Theorem 3.2. Let P be the chain described at the beginning of Example 3.4. Then, for any
To find the optimal lower bound on gap(P ) for a given ρ, we optimize over the choice of α. For example, when ρ = 1, we can find the maximum of the lower bound numerically. The maximum is attained when α ≈ 0.773 giving gap(P ) ≥ 0.00052. Furthermore, for ρ = 1 we have λ 0 (P ) ≥ −0.856 such that the spectral radius is bounded by γ = max{|λ 0 (P )|, |1 − gap(P )|} ≤ 0.99948.
Remarks
We have demonstrated how conductance bounds and the decomposition theorem can be used to bound the spectral gap of random-walk Metropolis algorithms with log-concave tails on R. The result of most interest is Theorem 2.2, which allows the use of bounded-domain bounds on unbounded domains at a small price. Since this result only relies on the minimal conductance set having measure 1 2 (Theorem 2.1), it would be of considerable interest to extend this characterization of the minimal conductance set to a more realistic class of target distributions in higher dimensions. Currently, the only general technique for bounding the convergence rate of Markov chains on unbounded domains is based on Foster-Lyapunovtype drift conditions and minorization and this technique suffers heavily from the curse of dimensionality. On the other hand, conductance bounds on bounded domains are quite good even in high dimensions [7] , [14] , so extending the applicability of these bounds to unbounded domains would be of considerable interest. This is the aim of future research. We begin by introducing the concept of stochastic ordering. For two distributions ν 1 and ν 2 on R with CDFs F 1 and F 2 , we say that ν 1 is stochastically smaller than ν 2 , written F 2 (x) for all x. If X and Y are real-valued random variables, then we say that X is stochastically smaller than Y , written X ≤ st Y , if the distribution of X is stochastically smaller than the distribution of Y . The following alternative definition is well known; see e.g. [13] .
Lemma A.1. Let ν 1 and ν 2 be two distributions on (R, B) . Then ν 1 ≤ st ν 2 if and only if
for all increasing measurable functions f ≥ 0. Equivalently, ν 1 ≤ st ν 2 if and only if
for all decreasing measurable functions f ≥ 0.
In the lemma, and in the following, a function f is said to be increasing if f (t) ≥ f (s) when t ≥ s, and decreasing if −f is increasing.
Recall that, for a distribution ν on R with density f with respect to µ Leb and CDF F , the hazard is defined to be
for all x with F (x) < 1, and to be 0 otherwise. It is also well known that F can be constructed from the hazard via the formula 
that is, ν 2 is stochastically smaller than ν 1 .
Proof. Consider first the case
is a nonincreasing function in x. Since, furthermore,
For any z > K, the conditional densities
, and we can use the same argument as above to conclude that F 1 (z) ). We have thus shown that the hazard α 1 for ν 1 is always less than or equal to the hazard α 2 for ν 2 . Using (A.1) we then get for all x ≥ K that
which is (A.3). The cases where I is a bounded interval or of the form (−∞, K] follow by similar arguments.
If I = R, we can for a given x consider the conditional distributions of ν 1 and ν 2 on [K, ∞) for some K ≤ x. Then, by the arguments above,
and, by letting K tend to minus infinity, we get (A.3).
The next lemma says that, for a log-concave distribution, the conditional distributions on intervals are stochastically ordered after shifting. For any set A ⊂ R and any a ∈ R, we let a + A = {a + x : x ∈ A}. Lemma A.3. Let ν be a log-concave distribution on an interval I ⊂ R. For any interval J and any numbers a ≤ b such that a + J ⊂ I and b + J ⊂ I ,
where F 1 and F 2 are the CDFs of the conditional distributions of ν on a + J and b + J respectively.
Proof. Let ν 1 and ν 2 denote the conditional distributions of ν on a +J and b+J respectively. Furthermore, let f 1 , f 2 and f denote the densities of ν 1 , ν 2 and ν respectively. By log-concavity of ν, we have for j ∈ J that
Apply Lemma A.2 to obtain (A.4).
We now derive some useful monotonicity properties of the random-walk Metropolis transition kernel P . Then the following statements all hold:
Proof. Assume that π is decreasing. Without loss of generality, we can then assume that I = [0, ∞). We then have for x ≥ y that
where the first term on the right-hand side is increasing in x and second term is decreasing in x, and (ii) follows. For x ≤ y,
and, since π(z)/π(x) and q(z − x) are both increasing in x, (iii) follows. For d ≥ 0 and
Because of log-concavity, π(x + w)/π(x) is decreasing in x for fixed w, and hence the first term on the right-hand side is decreasing in x while the second term is increasing in x, and (iv) follows. Similar arguments can be used when π is increasing and I = (−∞, 0] and the result follows.
We can now prove the following lemma.
Lemma A.5. Assume that q is unimodal and π is a log-concave and monotone distribution on an interval I ⊂ R. If J 1 ⊂ J 2 ⊂ I are two intervals, then, for any sets A and B with A ≤ J 2 ≤ B,
where the first inequality uses the fact that r B (x, d) is increasing in x, the second that 
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If one or more of a, b, c and d are infinite, the result is still valid but slight modifications of the calculations are needed.
We are now ready to prove Theorem 2.1. Since the algebra consisting of finite unions of (disjoint) intervals of R is dense in B, when evaluating h, it is enough to consider sets of the form A = n i=1 I i , where I 1 < · · · < I n are nonoverlapping intervals; see Section 4 of [12] . We may also assume that there are gaps between adjacent intervals, for if only a single point separates two adjacent intervals, we can combine them into one interval without changing the value of the conductance.
Thus, it is enough to show that, for any set A of the form above and with π(A) < 
such that h(A) ≥ h(B). Let
Since there are gaps between the intervals, we can find an intervalĨ l which is strictly larger than I l and which is still disjoint with I i for i = l. ChooseĨ l as big as possible under this constraint and such 
A.2. Proof of Theorem 2.2
With Theorem 2.1 at hand, we can prove that the tail of the distribution can be ignored at a small price. We need the following lemma. We can now prove Theorem 2.2. In the proof, we improve the bound (A.7) by iteratively cutting off small pieces of I until we reach the desired interval J .
Let r = π(J c ) and assume that r is rational. We may assume that 0 < r < 1, otherwise the result is trivial. Then there exist positive integers l < n such that
where r i = 1/(l + i) for i = 1, . . . , n − l. By using Lemma A.6 n − l times, we get that
where c(l) → 1 as l → ∞. By letting n and l tend to infinity while preserving the ratio l/n, the result follows. The case where r is irrational follows from the rational case by standard approximation techniques.
Appendix B. Proof of Theorem 2.3 and Corollary 2.1
We first show a combinatorial result which can be paraphrased as follows. Imagine n sites equally spaced on the real line, k of which are black and n − k of which are white. Then of all orderings of blacks and whites, the ordering which places all the blacks at one end and all the whites at the other end gives the stochastically largest distribution of distances between blacks and whites.
For any set A, we write U A for the uniform distribution on A. To prove the continuous version of this result, we first show that stochastic ordering is preserved under weak convergence. Proof. Denote by F and G the CDFs of X and Y respectively and denote by F n and G n the CDFs of X n and Y n respectively. Let A be the set of continuity points of F , let B be the set of continuity points of G, and let C = A ∩ B.
Weak convergence of (X n ) n≥1 to X is equivalent to F n (a) → F (a) for all a in A; see [1] . Similarly, weak convergence of (Y n ) n≥1 to Y is equivalent to G n (b) → G(b) for all b in B.
For c in C, we then have For n so large that A n is nonempty, let X n and Y n be independent random variables with X n ∼ U A n and Y n ∼ U B n . Also, let U n and V n be independent random variables with U n ∼ U {1,...,|A n |} and V n ∼ U {|A n |+1,...,n} . SetX n = X n /n,Ỹ n = Y n /n,Ũ n = U n /n andṼ n = V n /n. Theñ , and we conclude that h ≥ rh U .
