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Abstract. Suppose that we are given two independent sets I0 and Ir
of a graph such that |I0| = |Ir|, and imagine that a token is placed on
each vertex in I0. The token jumping problem is to determine whether
there exists a sequence of independent sets of the same cardinality which
transforms I0 into Ir so that each independent set in the sequence re-
sults from the previous one by moving exactly one token to another
vertex. This problem is known to be PSPACE-complete even for pla-
nar graphs of maximum degree three, and W[1]-hard for general graphs
when parameterized by the number of tokens. In this paper, we present a
fixed-parameter algorithm for token jumping on planar graphs, where
the parameter is only the number of tokens. Furthermore, the algorithm
can be modified so that it finds a shortest sequence for a yes-instance.
The same scheme of the algorithms can be applied to a wider class of
graphs which forbid a complete bipartite graph K3,t as a subgraph for a
fixed integer t ≥ 3.
1 Introduction
The token jumping problem was introduced by Kamin´ski et al. [13], which can
be seen as a “dynamic” version of independent sets in a graph. An independent
set of a graph G is a set of vertices of G in which no two vertices are adjacent.
(See Fig. 1, which depicts six different independent sets of the same graph.)
Suppose that we are given two independent sets I0 and Ir of a graph G = (V,E)
such that |I0| = |Ir|, and imagine that a token is placed on every vertex in
I0. Then, the token jumping problem is to determine whether there exists a
sequence 〈I0, I1, . . . , Iℓ〉 of independent sets of G such that
(a) Iℓ = Ir , and |I0| = |I1| = · · · = |Iℓ|; and
(b) for each index i ∈ {1, 2, . . . , ℓ}, Ii can be obtained from Ii−1 by moving
exactly one token on a vertex u ∈ Ii−1 to another vertex v 6∈ Ii−1, and
hence Ii−1 \ Ii = {u} and Ii \ Ii−1 = {v}.
(a)  I0 (b)  I1 (c)  I2
(d)  I3
u
(e)  I4 (f )  I5 = Ir
Fig. 1. A sequence 〈I0, I1, . . . , I5〉 of independent sets of the same graph, where
the vertices in independent sets are depicted by large black circles (tokens).
Such a sequence is called a reconfiguration sequence between I0 and Ir. Figure 1
illustrates a reconfiguration sequence 〈I0, I1, . . . , I5〉 of independent sets, which
transforms I0 into Ir = I5; therefore, the answer is “YES” for this instance.
Recently, similar settings of problems have been extensively studied in the
framework of reconfiguration problems [9], which arise when we wish to find a
step-by-step transformation between two feasible solutions of a problem instance
such that all intermediate solutions are also feasible and each step abides by a
prescribed reconfiguration rule (i.e., an adjacency relation defined on feasible
solutions of the original problem). For example, the token jumping problem
can be seen as a reconfiguration problem for the (ordinary) independent set
problem: feasible solutions are defined to be all independent sets of the same
cardinality in a graph, as in the condition (a) above; and the reconfiguration
rule is defined to be the condition (b) above. This reconfiguration framework has
been applied to several well-studied combinatorial problems, including indepen-
dent set [2,4,8,9,11,13,14,15,16], satisfiability [6], set cover, clique, matching [9],
vertex-coloring [1,3], list edge-coloring [10], (list) L(2, 1)-labeling [12], and so on.
1.1 Known and related results
The first reconfiguration problem for independent set, called token sliding,
was introduced by Hearn and Demaine [8] which employs another reconfigura-
tion rule. Indeed, there are three reconfiguration problems for independent set,
called token jumping [4,11,13,16], token sliding [3,4,8,13,16], and token
addition and removal [2,9,13,14,15,16]. (See [13] for the definitions.) These
are the most intensively studied reconfiguration problems, and hence we here
explain only the results strongly related to this paper; see the references above
for the other results.
First, token jumping (indeed, all three reconfiguration problems for inde-
pendent set) is PSPACE-complete for planar graphs of maximum degree three [3,8,11],
for perfect graphs [13], and for bounded bandwidth graphs [16].
Second, Kamin´ski et al. [13] gave a linear-time algorithm for token jumping
on even-hole-free graphs. Furthermore, their algorithm can find a reconfiguration
sequence with the shortest length.
Third, Ito et al. [11] proved that token jumping is W[1]-hard for gen-
eral graphs when parameterized only by the number of tokens. Therefore, it is
very unlikely that the problem admits a fixed-parameter algorithm for general
graphs when the parameter is only the number of tokens. They also gave a fixed-
parameter algorithm for general graphs when parameterized by both the number
of tokens and the maximum degree of graphs. Their algorithm can be modified
so that it finds a reconfiguration sequence with the shortest length.
1.2 Our contribution
In this paper, we first give a fixed-parameter algorithm for token jumping on
planar graphs when parameterized only by the number of tokens. Recall that
token jumping is PSPACE-complete for planar graphs of maximum degree
three, and is W[1]-hard for general graph when the parameter is only the number
of tokens.
Interestingly, our algorithm for planar graphs utilizes only the property that
no planar graph contains a complete bipartite graph K3,3 as a subgraph [5]. We
show that the same scheme of the algorithm for planar graphs can be applied
to a wider class of graphs which forbid a complete bipartite graph K3,t as a
subgraph for a fixed integer t ≥ 3. (We call such graphs K3,t-forbidden graphs.)
In addition, the algorithm for K3,t-forbidden graphs (and hence for planar
graphs) can be modified so that it finds a reconfiguration sequence with the
shortest length for a yes-instance. We note that the reconfiguration sequence in
Fig. 1 is shortest. It is remarkable that the token on the vertex u in Fig. 1(a)
must make a “detour” to avoid violating the independence of tokens: it is moved
twice even though u ∈ I0 ∩ Ir. Our algorithm can capture such detours for
K3,t-forbidden graphs.
1.3 Strategy for fixed-parameter algorithms
We here explain two main ideas to develop a fixed-parameter algorithm for
token jumping; formal descriptions will be given later.
The first idea is to find a sufficiently large “buffer space” to move the tokens.
Namely, we first move all the tokens from I0 to the buffer space, and then move
them from the buffer space to Ir ; thus, the answer is “YES” if we can find such
a buffer space. Due to the usage, such a buffer space (a set of vertices) should
be mutually independent and preferably not adjacent to any vertex in I0 ∪ Ir .
The second idea is to “shrink the graph” into a smaller one with preserv-
ing the reconfigurability (i.e., the existence/nonexistence of a reconfiguration
sequence) between I0 and Ir. This idea is based on the claim that, if the size
of the graph is bounded by a function depending only on the parameter k, we
can solve the problem in a brute-force manner in fixed-parameter running time.
Thus, it is useful to find such “removable” vertices in fixed-parameter running
time, and shrink the graph so that the size of the resulting graph is bounded by
a function of k.
TheK3,t-forbiddance (and henceK3,3-forbiddance) of graphs satisfies the two
main ideas above at the same time: it ensures that the graph has a sufficiently
large independent sets, which may be used as a buffer space; and it characterizes
removable vertices.
Due to the page limitation, we omit some proofs from this extended abstract.
2 Preliminaries
In this paper, we assume without loss of generality that graphs are simple. Let
G = (V,E) be a graph with vertex set V and edge set E. The order of G is the
number of vertices in G. We say that a vertex w in G is a neighbor of a vertex v
if {v, w} ∈ E. For a vertex v in G, let NG(v) = {w ∈ V | {v, w} ∈ E}. We also
denote NG(v)∪{v} by NG[v]. For a vertex set S ⊆ V , let NG(S) =
⋃
v∈S NG(v)
and NG[S] =
⋃
v∈S NG[v].
For a vertex set S ⊆ V of a graph G = (V,E), G[S] denotes the subgraph
induced by S, that is, G[S] = (S,E[S]) where E[S] = {{u, v} ∈ E | {u, v} ⊆ S}.
A vertex set S of G is an independent set of G if G[S] contains no edge. A
subgraph G′ of G is called a clique if every pair of vertices in G′ is joined by an
edge; we denote by Ks a clique of order s. For two positive integers p and q, we
denote by Kp,q a complete bipartite graph with its bipartition of size p and q.
A graph is planar if it can be embedded in the plane without any edge-
crossing [5]. In Section 3, our algorithms utilize an independent set of sufficiently
large size in a graph, as a buffer space to move tokens. As for independent sets of
planar graphs, the following is known, though the original description is about
the four-color theorem.
Proposition 1 ([17]). For a planar graph of order n = 4s, there exists an
independent set of size at least s, and it can be found in O(n2) time.
It is well known as Kuratowski’s theorem that a graph is planar if and only
if it does not contain a subdivision of K5 or K3,3 [5]. Therefore, any planar
graph contains neither K5 nor K3,3 as a subgraph. In this paper, we extend our
algorithm for planar graphs to a much larger class of graphs. For two positive
integers p and q, a graph is Kp,q-forbidden if it contains no Kp,q as a subgraph.
For example, any planar graph is K3,3-forbidden. It is important that any Kp,q-
forbidden graph contains no clique Kp+q of size p+ q.
In our algorithm for K3,t-forbidden graphs in Section 3.2, we use Ramsey’s
theorem, instead of Proposition 1, to guarantee a sufficiently large independent
set. Ramsey’s theorem states that, for every pair of integers a and b, there exists
an integer n such that any graph of order at least n has an independent set
of size a or a clique of size b (see [7] for example). The smallest number n of
vertices required to achieve this property is called a Ramsey number, denoted
by Ramsey(a, b). It is known that Ramsey(a, b) ≤
(
a+b−2
b−1
)
[7]. Since any Kp,q-
forbidden graph contains no Kp+q, we have the following proposition.
Proposition 2. For integers p, q and s, let G be a Kp,q-forbidden graph of order
at least Ramsey(s, p+ q). Then, G has an independent set of size at least s.
3 Fixed-Parameter Algorithm
In this section, we present a fixed-parameter algorithm for planar graphs to
determine if a given token jumping instance is reconfigurable or not, as in the
following theorem.
Theorem 1. Token jumping with k tokens can be solved for planar graphs
G = (V,E) in O
(
|E|+
(
f1(k)
)2k)
time, where f1(k) = 2
6k+1 + 180k3.
As a proof of Theorem 1, we will prove that Algorithm 1, described below,
is such an algorithm. In Section 3.1, we will explain the algorithm step by step,
together with its correctness. We will show in Section 3.2 that our algorithm for
planar graphs can be extended to that for K3,t-forbidden graphs, t ≥ 3.
3.1 Planar graphs
As we have mentioned in Introduction, our algorithm is based on two main
ideas: it returns “YES” as soon as we can find a sufficiently large buffer space
(Lemmas 1 and 3); otherwise it shrinks the graph so as to preserve the exis-
tence/nonexistence of a reconfiguration sequence between two given independent
sets I0 and Ir (Lemma 4). After shrinking the graph into a smaller one of the
order depending only on k, we can solve the problem in a brute-force manner
(Lemma 5). It is important to notice that our algorithm returns “NO” only
in this brute-force step. In the following, we explain how the algorithm finds a
buffer space or shrinks the graph, which well utilizes the K3,3-forbiddance of G.
At the beginning part of the algorithm (lines 1–2), we set two parameters
α and β as 4k and 10k, respectively. These are the orders of (sub)graphs that
guarantee the existence of sufficiently large independent sets that will be used as
a buffer space. Let A = NG(I0∪Ir)\ (I0∪Ir), that is, the set of vertices that are
not in I0 ∪ Ir and have at least one neighbor in I0 ∪ Ir . Let R = V \NG[I0 ∪ Ir].
Then, no vertex in R is adjacent with any vertex in I0 ∪ Ir. Notice that I0 ∪ Ir,
A and R form a partition of V .
Step 1: Lines 3–4 of Algorithm 1.
If |R| ≥ α = 4k, then by Proposition 1 the subgraphG[R] has an independent
set of size at least k. Then, the algorithm returns “YES” because we can use it
as a buffer space, as follows.
Lemma 1. If |R| ≥ α, there is a reconfiguration sequence between I0 and Ir.
Algorithm 1 TokenJump for planar graphs
Input: A parameter k, a planar graph G = (V,E), and two independent sets
I0 and Ir of G such that |I0| = |Ir| = k.
Output: “YES” if there is a reconfiguration sequence between I0 and Ir ; oth-
erwise “NO.”
1: α := 4k, β := 10k.
2: A := NG(I0 ∪ Ir) \ (I0 ∪ Ir), R := V \NG[I0 ∪ Ir].
3: if |R| ≥ α then {Step 1: R has a sufficiently large buffer space}
4: return “YES” and exit.
5: else {|R| < α holds below}
6: for each vector x ∈ {0, 1}V \A do
7: A(x) := {v ∈ A | NG(v) ∩ (V \A) = ON(x)}.
8: if |A(x)| ≥ β then
9: if |ON(x) ∩ I0| ≤ 1 and |ON(x) ∩ Ir| ≤ 1 then
10: {Step 2: A(x) has a sufficiently large buffer space}
11: return “YES” and exit.
12: else {Step 3: shrink the graph}
13: Choose an arbitrary subset B(x) of A(x) with β vertices, and re-
move all vertices in A(x) \B(x) from V (and update V ).
14: end if
15: end if
16: end for{|A(x)| ≤ β hold for all vectors x ∈ {0, 1}V \A}
17: end if{The order of G now depends only on k}
18: Check the existence of a reconfiguration sequence in a brute-force manner.
Proof. Let I ′ be an independent set of G[R] with |I ′| ≥ k; by Proposition 1 such
an independent set I ′ always exists. Since no vertex in G[R] is adjacent with any
vertex in I0 ∪ Ir, there is a reconfiguration sequence between I0 and Ir via I ′,
as follows: move all tokens on the vertices in I0 to vertices in I
′ one by one; and
move all tokens on vertices in I ′ to the vertices in Ir one by one. ⊓⊔
Step 2: Lines 9–11 of Algorithm 1.
We now know that |R| < α. Since R was small, the algorithm then tries to
find a sufficiently large buffer space in A. Notice that
|V \A| = |I0 ∪ Ir ∪R| < 2k + α, (1)
which depends only on k. We will partition A into at most 22k+α = 26k subsets,
according to how the vertices in A are adjacent with vertices in V \A.
Before partitioning A, we first introduce a new notation. For a vertex set
S ⊆ V , let x be an |S|-dimensional binary vector in {0, 1}S; we denote by xv the
component of x corresponding to a vertex v ∈ S. For each vector x ∈ {0, 1}S,
let ON(x) = {v ∈ S | xv = 1}. For example, if x = (10011) ∈ {0, 1}{1,4,5,6,8} for
a vertex set S = {1, 4, 5, 6, 8}, then x1 = 1, x4 = 0, x5 = 0, x6 = 1, x8 = 1 and
ON(x) = {1, 6, 8}.
A(100) A(101) A(001)
A(011)
1 2
3
Fig. 2. Partitioning A of six large (blue) vertices into four subsets A(100),
A(101), A(011) and A(001), where each vertex in V \ A = {1, 2, 3} is repre-
sented by a small (white) circle.
To partition the vertex set A, we prepare all binary vectors in {0, 1}V \A. By
Eq. (1) the number of the prepared vectors is at most 22k+α = 26k. For each
vector x ∈ {0, 1}V \A, we define A(x) = {v ∈ A | NG(v) ∩ (V \ A) = ON(x)},
that is, x is used to represent a pattern of neighbors in V \ A. (See Fig. 2.)
Therefore, all vertices in the same subset A(x) have exactly the same neighbors in
V \A = I0∪Ir∪R, that is, the vertices in ON(x). Conversely, each vertex in ON(x)
is adjacent with all vertices in A(x). We thus have the following proposition.
Proposition 3. For each vector x ∈ {0, 1}V \A, G[A(x) ∪ ON(x)] contains a
complete bipartite graph K|A(x)|,|ON(x)| as a subgraph whose bipartition consists
of A(x) and ON(x).
Note that 0-vector (i.e., every component is 0) is not used, because each vertex
in A is adjacent to at least one vertex in I0 ∪ Ir. In this way, we partition
A into at most 22k+α subsets A(x) according to the vectors x ∈ {0, 1}V \A.
Proposition 3 and the K3,3-forbiddance give the following property on ON(x).
(Note that β ≥ 3.)
Lemma 2. If |A(x)| ≥ β holds for a vector x ∈ {0, 1}V \A, then |ON(x)| ≤ 2.
The algorithm tries to find a sufficiently large buffer space from one of the
subsets A(x), x ∈ {0, 1}V \A, such that |A(x)| ≥ β = 10k. The following lemma
proves the correctness of Step 2.
Lemma 3. Suppose that there exists a binary vector x ∈ {0, 1}V \A such that
|A(x)| ≥ β, |ON(x) ∩ I0| ≤ 1 and |ON(x) ∩ Ir| ≤ 1. Then, there exists a recon-
figuration sequence between I0 and Ir.
Proof. Suppose that such a vector x exists. Since |A(x)| ≥ β = 10k, by Propo-
sition 1 the graph G[A(x)] has an independent set I ′ of size at least 2k. Let
w0 ∈ ON(x) ∩ I0 and wr ∈ ON(x) ∩ Ir if such vertices exist; w0 = wr may hold.
Then, we obtain a reconfiguration sequence between I0 and Ir via I
′, as follows:
(a) move the token on w0 to an arbitrary vertex w
′ in I ′;
(b) move all tokens in I0 \ {w0} to vertices in I ′ \ {w′} one by one;
(c) move tokens in I ′ \ {w′} to the vertices in Ir \ {wr} one by one; and
(d) move the last token on w′ ∈ I ′ to wr.
Note that no vertex in I0 \ {w0} is adjacent with any vertex in I ′ because
|ON(x)∩I0| ≤ 1. Furthermore, since I ′ is an independent set in G[A(x)], w′ ∈ I ′
is not adjacent with any vertex in I ′ \ {w′}. Therefore, we can execute both (a)
and (b) above without violating the independence of tokens. By the symmetric
arguments, we can execute both (c) and (d) above, too. Thus, according to (a)–
(d) above, there exists a reconfiguration sequence between I0 and Ir . ⊓⊔
Step 3: Line 13 of Algorithm 1.
We now consider to shrink the graph: the algorithm shrinks each subset A(x)
of size more than β into a smaller one B(x) of size β.
Consider any subset A(x) of size more than β. Then, by Lemma 2 we have
|ON(x)| ≤ 2. In fact, since we have executed Step 2, |ON(x)∩I0| = 2 or |ON(x)∩
Ir| = 2 holds (recall Lemma 3). We choose an arbitrary set B(x) of β = 10k
vertices from A(x). Then, localizing independent sets intersecting A(x) only to
B(x) does not affect the reconfigurability, as in the following lemma.
Lemma 4. G has a reconfiguration sequence between I0 and Ir if and only if
there exists a reconfiguration sequence 〈I0, I
′
1, I
′
2, . . . , I
′
ℓ′ , Ir〉 such that I
′
j∩A(x) ⊆
B(x) holds for every index j ∈ {1, 2, . . . , ℓ′}.
Proof. The if-part clearly holds, and hence we prove the only-if-part. Suppose
that G has a reconfiguration sequence 〈I0, I1, . . . , Iℓ, Ir〉 between I0 and Ir. If
Ij ∩A(x) ⊆ B(x) holds for every j ∈ {1, 2, . . . , ℓ}, the claim is already satisfied.
Thus, let Ip and Iq be the first and last independent sets of G, respectively, in
the subsequence 〈I1, I2, . . . , Iℓ〉 such that Ij∩(A(x)\B(x)) 6= ∅. Note that p = q
may hold. Then, Ip contains exactly one vertex wp in Ip ∩ (A(x) \ B(x)), and
Iq contains exactly one vertex wq in Iq ∩ (A(x) \ B(x)); wp = wq may hold. It
should be noted that both ON(x) ∩ Ip = ∅ and ON(x) ∩ Iq = ∅ hold, because
wp, wq ∈ A(x) are both adjacent with the two vertices in ON(x).
We first claim that G[B(x)] contains an independent set I∗ such that |I∗| ≥ k
and I∗∩NG[Ip∪Iq ] = ∅. By Proposition 3, G[A(x)∪ON(x)] contains a complete
bipartite graph K|A(x)|,2 as a subgraph; recall that |ON(x)| = 2. Therefore, due
to the K3,3-forbiddance of G, every vertex in V \ON(x) can be adjacent with at
most two vertices in A(x), and hence at most two vertices in B(x). Since both
ON(x)∩ Ip = ∅ and ON(x)∩ Iq = ∅ hold, we have Ip, Iq ⊆ V \ON(x) and hence
∣∣B(x) \NG[Ip ∪ Iq]∣∣ ≥ β − 3 · |Ip ∪ Iq| ≥ 10k − 6k = 4k. (2)
By Proposition 1 we conclude that G[B(x)\NG[Ip∪Iq ]] contains an independent
set I∗ such that |I∗| ≥ k and I∗ ∩NG[Ip ∪ Iq] = ∅.
We then show that the subsequence 〈Ip, Ip+1, . . . , Iq〉 can be replaced with
another sequence 〈I˜p, I˜p+1, . . . , I˜q′〉 such that I˜j ∩ A(x) ⊆ B(x) for every j ∈
{p, p+1, . . . , q′}. To do so, we use the independent set I∗ of G[B(x)\NG[Ip∪Iq]]
as a buffer space. We now explain how to move the tokens:
(1) From the independent set Ip−1, we first move the token on the vertex up
in Ip−1 \ Ip to an arbitrarily chosen vertex v∗ in I∗, instead of wp. Let I˜p
be the resulting vertex set, that is, I˜p = (Ip \ {wp}) ∪ {v∗}.
(2) We then move all tokens in Ip−1\{up}
(
= Ip−1∩Ip
)
to vertices in I∗\{v∗}
one by one in an arbitrary order.
(3) We move tokens in I∗ \ {v∗} to the vertices in Iq ∩ Iq+1
(
= Iq \ {wq}
)
one
by one in an arbitrary order. Let I˜q′ be the resulting vertex set, that is,
I˜q′ = (Iq \ {wq}) ∪ {v
∗} = (Iq ∩ Iq+1) ∪ {v
∗}.
Clearly, I˜j ∩ A(x) ⊆ B(x) holds for every j ∈ {p, . . . , q′}. Furthermore, notice
that Iq+1 can be obtained from I˜q′ by moving a single token on v
∗ ∈ I˜q′ to the
vertex in Iq+1 \ Iq. Therefore, 〈Ip, Ip+1, . . . , Iq〉 can be correctly replaced with
〈I˜p, I˜p+1, . . . , I˜q′〉 if the vertex set I˜j forms an independent set of G for every
j ∈ {p, . . . , q′}. For every j ∈ {p, . . . , q′}, notice that either I˜j ⊂ Ip ∪ I∗ or
I˜j ⊂ Iq ∪ I
∗ holds. Then, since I∗ ∩NG[Ip ∪ Iq] = ∅, the vertex set I˜j forms an
independent set of G.
By this way, we obtain a reconfiguration sequence 〈I0, . . . , Ip−1, I˜p, . . . , I˜q′ ,
Iq+1, . . . , Ir〉 such that no vertex in A(x)\B(x) is contained in any independent
set in the sequence. ⊓⊔
Lemma 4 implies that, even if we remove all vertices in A(x) \ B(x) for an
arbitrary chosen set B(x) ⊆ A(x) of β = 10k vertices, it does not affect the
existence/nonexistence of a reconfiguration sequence between I0 and Ir . Thus,
we can shrink the subset A(x) into B(x) of size β = 10k.
Step 4: Line 18 of Algorithm 1.
In this step, |A(x)| ≤ β = 10k hold for all vectors x ∈ {0, 1}V \A. Further-
more, Proposition 3 and the K3,3-forbiddance of G imply that |A(x)| ≤ 2 if
|ON(x)| ≥ 3. Since α = 4k and β = 10k, by Eq. (1) we have
|A| =
∑
{|A(x)| : x ∈ {0, 1}V \A, 1 ≤ |ON(x)| ≤ 2}
+
∑
{|A(x)| : x ∈ {0, 1}V \A, |ON(x)| ≥ 3}
≤ β ·
(
(2k + α) +
(
2k + α
2
))
+ 2 ·
(
22k+α − (2k + α)−
(
2k + α
2
))
= 26k+1 + 180k3 − 6k2 − 6k.
Then, since |I0 ∪ Ir | ≤ 2k and |R| ≤ α = 4k, we can bound |V | by
|V | = |I0 ∪ Ir |+ |R|+ |A| < 2
6k+1 + 180k3,
which is denoted by f1(k). Since the order f1(k) of G now depends only on k,
we can apply a brute-force algorithm as follows.
Lemma 5. If |V | ≤ f1(k), token jumping is solvable in O
((
f1(k)
)2k)
time.
Proof. We construct a configuration graph C = (V , E), as follows:
(i) each node in C corresponds to an independent set of G with size k; and
(ii) two nodes in C are joined by an edge if and only if the corresponding two
independent sets can be reconfigured by just a single token jump.
Clearly, there is a reconfiguration sequence between I0 and Ir if and only if there
is a path in C between the two corresponding nodes.
Since G has at most the number
(
f1(k)
k
)
of distinct independent sets of size
exactly k, we have |V| ≤
(
f1(k)
)k
. The configuration graph C above can be
constructed in O(|V|2) time. Furthermore, by the breadth-first search on C which
starts from the node corresponding to I0, we can check if C has a desired path or
not in O(|V| + |E|) = O(|V|2) time. In this way, token jumping can be solved
in O(|V|2) = O
((
f1(k)
)2k)
time in total. ⊓⊔
This completes the correctness proof of Algorithm 1.
Running time.
We now estimate the running time of Algorithm 1. We first claim that lines 1–
17 can be executed in O(|E|) time. Lines 6–16 can be clearly done in fixed-
parameter running time, but actually these lines can be done in O(|E|) time
because |A| = |
⋃
{A(x) : x ∈ {0, 1}V \A}| is at most n; we can compute x
implicitly. By Lemma 5 we can execute line 18 in O
((
f1(k)
)2k)
time. Thus, the
total running time of Algorithm 1 is O
(
|E|+
(
f1(k)
)2k)
.
This completes the proof of Theorem 1.
3.2 K3,t-forbidden graphs
In this subsection, we show that our algorithm for planar graphs can be extended
to that for K3,t-forbidden graphs, and give the following theorem.
Theorem 2. For a fixed integer t ≥ 3, let G be a K3,t-forbidden graph. Then,
token jumping for G can be solved in fixed-parameter running time, when
parameterized by the number k of tokens.
We here give a sketch of how to adapt the fixed-parameter algorithm for
planar graphs in Section 3.1 to K3,t-forbidden graphs.
The first point is to set two parameters αt and βt that correspond to α and β,
respectively. Recall that α = 4k and β = 10k are the orders of (sub)graphs that
guarantee the existence of sufficiently large independent sets that will be used
as a buffer space. For K3,t-forbidden graphs, we set αt = Ramsey(k, t + 3) and
βt = Ramsey((2t + 1)k, t + 3). Then, Proposition 2 guarantees the existence of
independent sets of size k in R, and hence Step 1 of Algorithm 1 can be adapted
to K3,t-forbidden graphs. We note that, although no exact formula of Ramsey
number is known, we can bound it from above, say Ramsey(a, b) ≤
(
a+b−2
b−1
)
[7].
Therefore, we indeed set αt = (k + t + 1)
t+2 and βt =
(
(2t + 1)k + t + 1
)t+2
,
both of which are fixed-parameter size.
The second point is to extend Lemma 2 for planar graphs to that for K3,t-
forbidden graphs, as follows. (Note that βt ≥ t.)
Lemma 6. If |A(x)| ≥ βt holds for a vector x ∈ {0, 1}V \A, then |ON(x)| ≤ 2.
Then, since there is an independent set of size at least (2t+1)k in A(x), Step 2
of Algorithm 1 can be adapted to K3,t-forbidden graphs.
The third point is to modify Eq. (2) in the proof of Lemma 4 and shrink A(x)
to size βt. Recall that the vertices in ON(x) and A(x) form a complete bipartite
graph K2,|A(x)|, and hence any vertex other than ON(x) can be adjacent with at
most (t−1) vertices in A(x), due to theK3,t-forbiddance of the graph. Therefore,
if A(x) has an independent set of size at least (2t+ 1)k, we still have at least k
vertices that can be used as a buffer space. Therefore, Lemma 4 can be adapted
to K3,t-forbidden graphs, and hence Step 3 of Algorithm 1 can be, too.
The running time of the adapted algorithm depends on the order of the
graph shrunk by Step 3. By the similar arguments for planar graphs, the order
of the shrunk graph depends only on αt and βt. Since both αt and βt are fixed-
parameter size, the adapted algorithm runs in fixed-parameter running time.
This completes the proof of Theorem 2.
4 Shortest Reconfiguration Sequence
In the previous section, we present an algorithm which simply determines if there
exists a reconfiguration sequence between two given independent sets I0 and Ir.
If the answer is yes, it is natural to consider how we actually move tokens on
I0 to Ir. For this question, it is easy to modify Algorithm 1 to output an actual
reconfiguration sequence, although it is not always shortest. In this section, we
consider how to move tokens on I0 to Ir in a shortest way.
Theorem 3. For a fixed integer t ≥ 3, let G be a K3,t-forbidden graph. Given
a yes-instance of token jumping on G, a shortest reconfiguration sequence can
be found in fixed-parameter running time, where the parameter is the number k
of tokens.
Proof sketch. We explain how to modify Algorithm 1 so as to find a shortest
reconfiguration sequence. The biggest change from Algorithm 1 is that the mod-
ified algorithm does not stop until Step 4. Algorithm 1 can exit at Steps 1 and 2
after finding a buffer space, which means that there exists a reconfiguration se-
quence from I0 to Ir via vertices only in R and vertices only in A(x), respectively.
However, this does not directly imply the existence of a shortest reconfiguration
sequence from I0 to Ir that uses vertices only in R (or only in A(x)). Thus, we
do not exit at Steps 1 and 2, but shrink R and A(x) of the original graph into
a fixed-parameter size so as to preserve the shortest length of a reconfiguration
sequence in the original graph; then we can find a shortest reconfiguration se-
quence in Step 4 by the brute-force algorithm proposed in Lemma 5. (Details
are omitted from this extended abstract.) ⊓⊔
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