Abstract: This work describes a mountain meteorological network that was in operation from 1999 to 2014 in a mountain range with elevations ranging from 1104 to 2428 m in Central Spain. Additionally, some technical details of the network are described, as well as variables measured and some meta information presented, which is expected to be useful for future users of the observational database. A strong emphasis is made on showing the observational methods and protocols evolution, as it will help researchers to understand the sources of errors, data gaps and the final stage of the network. This paper summarizes mostly the common sources of errors when designing and operating a small network of this kind, so it can be useful for individual researchers and small size groups that undertake a similar task on their own. Strengths and weaknesses of some of the variables measured are discussed and some basic calculations are made in order to show the potential of the database and to anticipate future deeper climatological analyses over the area. Finally, the configuration of an automatic mountain meteorology station is suggested as a result of the lessons learned and the the common state of the art automatic measuring techniques.
Introduction
Despite the importance of mountains to the local to regional climate, meteorological observations in mountains were not intensively made until the mid-nineteenth century. Since then, and mostly in recent decades, progress in conducting continuous observations has been made by using standardized methods, but there are still some uncertainties which are difficult to solve [1, 2] . The very specific conditions of mountain environments make them excellent indicators of climate change, [3] [4] [5] [6] [7] [8] [9] [10] [11] . Nevertheless it is commonly accepted that a better understanding of the climatic characteristics of mountain regions is limited by a lack of observations adequately distributed in time and space.
There are several reasons that explain this persistent lack of reliable and long term meteorological observations in mountains. Remoteness, extreme environmental conditions, difficulties on having powerful energy sources, and reliable telecommunication are the main reasons. On the other hand, due to the high spatial variability of the meteorological fields in mountains [12] , a mountain observatory is normally only representative of a very small area. This makes the need for a higher density of stations in mountains more necessary than at lower elevations, increasing the overall cost of installation and operation.
Peñalara Massif is located in Sierra de Guadarrama, which is part of the Iberian Central System [13] . This mountain range lies over two extensive plateaus in the center part of the Iberian Peninsula and shows excellent conditions for conducting weather and climate observations since it has been kept relatively unaltered (Figure 1a ). Due to a concatenation of circumstances, this area has been kept away from urban pressure and so it has been recently included in the Spanish National Park Network. Land use, dominated by natural forests and alpine grassland mixed with bare rock at higher altitudes, has remained almost the same over the last centuries. This area is crucial for the sustainability of the region in terms of water resources and could be an excellent observatory for conducting regional climatological research. Due to the high altitude of the area and its exposure to the free troposphere, it could also serve as an indicator of higher scale meteorological phenomena. On the other hand, urban development and its associated pollution activities have increased since the 80's at the adjacent regions. For example, the Madrid Metropolitan Area, which is at a horizontal distance of 50 km and with a mean altitude difference of 1600 m, is surely affecting its air composition under certain situations. This area is characterized by an alpine climate located in a continental Mediterranean system. Mean values of temperature and precipitation are comparable to other mountain areas in southern Europe, but with some characteristics like a severe summer drought and a high inter-annual variability [14] . Precipitation occurs mainly due to large and synoptic scale precipitation phenomena but with a marked orographic enhancement [15] . In recent years, this area has been subject to numerous scientific and multidisciplinary studies, such as in geomorphology [16] [17] [18] [19] [20] , limnology [21] [22] [23] , ecology [24] , zoology [25] [26] [27] [28] , botanics [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] and meteorology and climate [7, 14, 15, 18, [41] [42] [43] [44] [45] [46] [47] [48] .
This area, also known as Peñalara Natural Park, has always been the subject of research programs that demand local meteorological observations. Some of these projects had their own measurements, but they were interrupted when the project was finished or when observations were too target specific. In order to provide quality data for broader scientific activities that were conducted in the area, the Park decided to start making their own observations in 1998. A long time perspective, scientific quality equipment, open access of data and good data completion were the guidelines of the incipient network.
The installation of one of the first fully automatic meteorological stations above 2000 m.a.s.l. in the Iberian Peninsula was followed by the installation of other four automatic meteorological stations shaping what was formally known as Red Meteorológica del Parque Natural de Peñalara (RMPNP hereafter) (Figure 1b) . Data is now freely available by request to Centro de Centro de Investigación, Seguimiento y Evaluación del Parque Nacional Sierra de Guadarrama (https://www. parquenacionalsierraguadarrama.es/es/administracion/directorio/cise).
This work aims at describing the design, operation and results of this Peñalara Mountain Meteorological Network. It includes meta data information that might be useful for future users of the database. Also, some preliminary analysis has been performed in order to show the potential of the database. These results are one of the first climatic results of the area and hopefully will trigger further research in the future. Special attention is paid explaining the technical and operational procedures since they might be helpful to other groups that are starting to carrying out meteorological observations in the mountains.
Some of the lessons learned, since the first installation in 1999, are summarized here and were the keystone for a full ongoing renewal of this network [49] . This paper is organized as follows. First, the method used for the design and installation of the network is described. It also includes some details of the organization, maintenance procedures, quality assurance program, and a description of the sites and some discussion about the strengths and weaknesses of the observational database. The last section includes the conclusions and future lines of research.
Method
Since 1998, the number of observatories in the area was increased in order to take into account the complexity of the area and the resources available. The installation process followed a time sequence, shown in Table 1 , and follows a measuring strategy that is explained in the next sections. Finally, the network consisted of five automatic weather stations, one manual observatory and some fixed sites for ancillary measurements and prototype testing (Figure 1b) . Table 1 . Annual average of data completeness of the stations based on availability of air temperature observations (Bold for completeness ≥75% and white for not fully operative). Collection method are Local that stands for in situ downloading of data, GSM for analog GSM data collection using modem and GPRS for GPRS TCP/IP protocol using dynamic IPs. Regarding Storage, ASCII stands for individual raw files from data logger, S.Sheet stands for spread sheets for every variable organized in years with individual validation code and SQL stands for PosgreSQL database storage. 
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Measuring Objective
The objective of a meteorological network determines its design and configuration since depending on the potential uses of the data, different network designs are possible and valid [50] .
The main objective of this network was to obtain meteorological data representative of Peñalara Massif and the area of influence that would help to expand the current knowledge of its environment and more specifically of its weather phenomena and climate at the local and regional level, trying to keep the associated unavoidable uncertainties to a minimum.
Measuring Strategy
Special care was taken to define a measuring strategy that would allow for controlling all the factors that affect the objective of the network. Aspects that were considered are: measuring technique (manual or automatic), instrumentation used (quality of the sensors, calibration, sample time, averaging time), exposure (macro-scale and micro-scale sitting criteria), and maintenance protocols (data handling, collection intervals, post-processing and storage) [51] . The following sections summarize the measuring strategy that was finally adopted.
Measuring Technique
Automatic measurements were the base of this network. Additional manual measurements for calibration and data quality control were intensively performed in parallel at one site and punctual manual measurements were performed during maintenance.
Density of Stations
Considering the size and orographic complexity of the area, up to five sites were finally installed to cover the elevation, which ranged from 1102 m.a.s.l. to 2079 m.a.s.l.. Since the highest point of the area was 2414 m.a.s.l., this made an average of one site per 260 m of altitude. The density of stations was higher at higher altitudes. This number of stations was considered optimum in terms of the maximum number of sites that could be maintained with a reasonable level of performance.
Sitting Criteria
Recommendations from the World Meteorological Organization [52] were followed where and whenever it was possible, but the following specific difficulties had to be taken into consideration:
Remoteness
Remoteness is one of the main sources of data gaps and measuring errors. Installations were carefully planned due to the complex logistics and the narrower range of options for materials and structures that could be used due to environmental restrictions. A preventive maintenance program was planned; however, due to various factors, it was difficult to achieve an optimum level of maintenance. This led to an increased vulnerability to extreme weather conditions, fauna and vandalism. Different transmission methods were tested: first manual downloading from 1999 to 2005, and with the advent of GPRS after 2008, satisfactory data completion, higher than 90%, could be accomplished (Table 1) . We found that remoteness was closely related to maintenance costs.
Extreme Environmental Conditions
Since temperatures can remain low for several days at these sites, a proper solar power source was finally achieved by using larger solar panels and gel batteries which are more efficient at lower temperatures. Other sources, like wind power, were not considered due to environmental restrictions. Rugged sensors were chosen and special attention was taken to build robust structures and sensor booms while trying to minimize the environmental impact. Some standard measuring heights were not followed since they would have decreased the robustness of the whole site and would also have made replacing the sensors more difficult. This was the case for the 10 m height established for wind, which was only possible at very few sites.
Microclimate
Due to the complex orography a great variety of microclimates were expected. Special care was taken not to select locations under the influence of particular conditions, such as: obstacles, projected shades, air stagnation, cold pools, and other local effects. This was sometimes difficult to achieve and possible sources of interference were documented ( Table 2) . Very high mountain environmental conditions. Land use is mainly bare rock with snow cover during many months. Sensors are located in the top of small construction for security and impact reasons, so some impact is expected in wind and precipitation measurements. Good representation of temperature at 4 m but rime might be influencing temperature measurements in winter. Not heated rain gauge, so precipitation measurements are surely under sampled in winter 004 Cotos
High mountain site. Land use is natural pasture with tall pine trees at 100 m. Good representation but the site is located not in a very flat area. Local effects of catabatic cold air drainage from higher terrain is expected due to the slope. Not heated rain gauge, so precipitation measurements are surely under sampled
Alameda
Good representation of all measurements. Land use is natural grass. Even though rain gauge is not heated, under sampling might be less important due to less snow precipitation at this altitude, but needs to be taken into account in winter
Safety and Environment
This area can be risky for maintenance personnel, especially in winter, so this also played a role in the final decision of the site selection. Higher precautions were taken in order to minimize the environmental visual impact of towers, sensors and equipment since this area has a high degree of environmental protection.
Quality Assurance and Quality Control
The quality assurance program which was finally adopted was the result of a continuous evolution through the years thanks to the gain of knowledge. During the first years of operation most of the resources available were invested in the installation of new sites and the consolidation of the network. Later, an appropriate maintenance program was necessary in order to improve the completion of data, as can be seen in Table 2 . Once a sustainable maximum number of stations was reached, efforts were focused on improving the quality of the observations. One of the first things to take into account was to guarantee that the sensors had a valid certificate of calibration. Following the instructions from the manufacturers, periodical replacement of temperature/ humidity and wind sensors was performed. Data loggers were replaced three times during this period and there was a continuous renovation of the structures, cabinets and solar panels.
Nevertheless, other factors that were considered that could have a higher impact on the uncertainty of the observations. From the experience gained, we can state that during certain winter conditions it was difficult to guarantee that the sensor was correctly exposed to the measuring device. Some examples are the distance to the ground which changes due to snow accumulation, obstacles that project rain shadows on sensors, wind affecting rain catchment due to aerodynamic effects (underestimation), wind turbulence anticipating the tipping of the bucket at the rain gauges (overestimating), snow blocking pyrometers windows and non-heated rain gauges. All these errors could have been acceptable if they were random, not very frequent nor detectable, but, on the contrary, they were dependent on weather factors, adding unacceptable biases for long term climatological analyses and they were difficult to detect. In order to partially solve this, a validation process was developed using automatic tests, but expert judgment played the most important role in this issue. Regarding long time drift and homogeneity, Alexandersson tests [53] were calculated to the longest time series but more efforts will have to be made in the future. Recommendations like the MeteoMET project [54] will be considered in the future, especially the solution based on in situ calibration that would account for all the measurement chain errors.
The following sections describe the main features of the QAQC finally adopted.
Preventive Maintenance
Regular visits to the sites, before any problem was detected, were conducted. The average frequency of these visits was established between one and two months, depending on the weather conditions and resources available. Preventive maintenance included cleaning panels and sensors, structures checking, parallel manual measurement for checks of performance and extension of calibration times given by the manufacturer. On site rain gauge calibration was performed once a year using a rain gauge calibrator. Electrical and telecommunications checks were also performed. All these tasks were recorded in a control chart.
Corrective Maintenance
Repairs of a malfunctioning part of a station were often necessary. Sometimes it required a prior visit for diagnostic and evaluation of damages. Corrections were made in an expedient manner in order to minimize data loss, but it depended on the availability of spare parts and weather conditions. It was often decided that if a sensor broke during wintertime, it would not be replaced until the following spring.
Data Validation
During the data validation procedure, determinations were made as to whether an observation was valid to be included in the time series data [55] . This was developed in order to make it easier for users not directly involved in the management of the network to use the data, as well as giving a certain guarantee of acceptable uncertainty with respect to a general scientific purpose.
Original data was always kept for advanced users to apply their own criteria according to their objectives. This process was done following a two phase protocol. A first level validation was done almost in real-time during the importing process. The objective of this phase was to detect impossible values, outliers and very clear malfunctions. After 2008, reliable telecommunication with remote sites was available so it was possible to do more frequent data downloading and perform the first phase of validation almost at real time. This made it possible to trigger alarms for corrective maintenance and have additional criteria for experts' assessment in phase two. The second-phase of validation was made off-line, when information from all sites was already collected, maintenance reports were finished and observations from other networks were available. This phase was conducted every three months. At this phase, climatological site specific thresholds were used and internal consistency tests were performed. Spatial coherence tests using information from neighboring stations and data from other networks or reanalysis were made yearly. In this phase, expert review confirmed the results of the first automatic phase validation. Once a year, long term drift tests were also performed for the long time series. As a result of this process, data was individually tagged with the following codes: V: valid data, D: not valid data, C: corrected data and T: temporal not validated data. At this point, the data was ready for dissemination.
Storage and Reporting
As long as the volume of data increased with new data, variables and sites, the storage technology became critical (Table 1) . Data storage evolved from individual ASCII (American Standard Code for Information Interchange) files during the first years to spreadsheets with some automatic statistic calculations to finally a PostgreSQL based database ( [56] ; PostgreSQL Global Development Group, 1996-2014). A PHP [57] graphical user interface accessible remotely through the web was developed for data storage, validation and reporting to users, the public and organizations. Validation and graphics routines were programed with Python [58] . The last evolutions of this software relied more on Python and newer versions of PosgreSQL.
Results and Discussion
RMPNP consisted of five automatic meteorological stations that covered the area of Massif of Peñalara and the lower lands of Valle del Lozoya (Figure 1b) . Additionally, a manual observatory of temperature and precipitation was installed near one of the automatic sites for calibration purposes and research. The following sections describe some characteristics of the sites that future data users might find relevant for their application. Also, some discussions about the possible sources of the uncertainty of temperature, wind and precipitation data are shown. Table 3 shows the RMPNP code, name, coordinates, starting year, codification of variables, magnitudes measured and the sensors currently used. Even though the location of the sites has been chosen to be as representative as possible following the sitting criteria already mentioned, sometimes this was difficult in this mountainous area. Table 2 includes some general comments about the factors that might affect the representativeness of each individual site. Metadata information has been taken and archived. Such information should always be taken into account before using this observational database [59] . The brief information shown in Table 2 should not substitute an in situ visit of the site, something that is always recommended before using the data.
Description of the Network
Since the installation of the first stations (Zabala and Cabeza Mediana) in 1999 this network has experienced a set of changes as a result of technological evolution and knowledge improvements [41] . Regarding changes in sensor and data logging system technology, the evolution has been less marked than in telecommunications and quality assurance procedures. Data logging was performed first by using a NRG9000 data logger (renewablenrgsystems.com). With the generalization of GSM (Global System for Mobile communications), loggers were progressively substituted with Gantner IDL101 loggers (gantner-instruments.com) and a Wavecom (sierrawireless.com) modem was used for data transfer. Table 1 shows the annual temperature data completeness for all stations. It could be used as a good estimator of the performance of the stations since this variable has shown to be very robust throughout all this period. Lower results show problems related to power failures, general malfunction due to a general breakage of the stations and also human errors. This table shows also the increment of data volume through the years and the technology change that the network has suffered from its first years to the present, especially in relation to telecommunications and data storage systems. Before 2005, data collection was made through in situ access to the sites walking and downloading data directly from the logger to a portable computer. This method was proven to be very robust since power requirements of the systems were very low and loggers could be operated by small power panels and batteries. This option should not be discounted for very remote networks, but data completion is more difficult to achieve as it has been shown here. With more sites to be maintained after 2008, this was unsustainable, affecting data completion (Table 1) . GSM opened a new horizon, since stations could be accessed remotely for data downloading, configuration and status control. However, poor signal quality in these mountains and problems due to a still incipient technology with few automation software possibilities made this technology fairy unreliable. GPRS (General Packet Radio Service) and the evolution of GSM oriented to data transfer through the cellular network was the ultimate solution that gave the needed reliability to the communications at RMPNP. Telecommunication not only gave the possibility of having data at the desktop, saving man power and resources, but also made it possible to have an almost on line diagnostic of the station status. It really made a difference on data completeness and compensated for the extra work due to the increased number of sites (Table 1) . Another important technological advancement was the way data was stored. With the first two stations and during the first years, individual ASCII was simple and useful (Table 1) . Nevertheless, tagging data individually was soon found to be necessary as a result of the QAQC process and ASCII files not being ideal. This was first solved by using spreadsheets which also offered an easy solution for some statistical calculations, wind roses and daily and monthly time series using macros. However, again, it turned in being too impractical considering the rapid increment of the volume of data needed to be stored ( Table 1 ). The solution was found by using the PosgreSQL database environment, which brought new possibilities and saving man power. This made the use of functions and algorithms programmed in Python for data validation, the automation of reports and the exchange of information with third parties easier. Also, it gave reliability to the system thanks to the powerful capabilities of this environment for backups and remote access for easier management.
In order to illustrate the strengths and weaknesses of this observational database, we discuss the possible sources of uncertainty of the data along with some basic analyses in the following subsections. These simple calculations do not intend to be an exhaustive overview of the climatology of the area, but they give a glimpse of the main climatic features and draw some lines for future deeper investigation.
Temperature Observations
The measurement of temperature using automatic techniques has shown to be very robust at RMPNP. Data gaps in the temperature time series (see Figure 3) is mainly due to the general failure of the station, mainly, power failures. The drift of sensors was shown to be under factory specifications and regular replacement of sensor filters showed to be less necessary than in other more contaminated atmospheres. In order to check if the QAQC program really assured homogeneity [52] of time series and really minimized the effects of changes of instrument and/or changes in the sitting of specific instruments, an Alexandersson test [53] has been performed to Zabala and Cabeza Mediana temperature data sets for the period 2000-2014. A reference station belonging to the Spanish Meteorological Agency at a horizontal distance of 5 km was used for the test. The Puerto de Navacerrada (1893 m.a.s.l.) observatory follows standardized observation methods [52] and it is included in the SYNOP program. Figure 4 shows the results obtained. The T value of this test on the annual mean temperature is below the critical value (6 for 13 points) so the time series at these two sites can be considered comparable. Temperature time series recorded at these two sites are homogeneous despite the frequent changes in sensors during the period 2000-2014.
From this experience, we think that there are some factors that might not be detectable using these kind of tests but could probably be affecting the uncertainty of temperature data. The following ones should be further investigated in the future:
• effect of rime freezing on the naturally aspirated radiation shield and, in this situation, a decoupling of the sensor from the measurement is expected [60] [61] [62] and aspirated temperature sensor should be taken into account [63] • effect of down-up short wave radiation reflected from ground due to snow cover. Radiation shields are designed for an up-down direction of direct radiation • effect of raised ground level due to snow height in winter • effect of evaporation of water drops condensed over the temperature sensor One aspect that has shown to be useful for data validation is the relationship between values observed simultaneously at different sites (spatial coherency tests) and the local lapse rate. Figure 5 shows the mean hourly temperature for every site and season and for the common period. Considering the difference between mean maximum and minimum temperature as daily temperature amplitude, this figure shows how the temperature amplitude decreases with elevation. This decoupling led to temperature inversion episodes, which normally occurred during the first hours of the day. Differences between the maximum temperature at higher sites (Zabala, 2070 m.a.s.l.) and lower sites (Alameda, 1102 m.a.s.l.) were around 10 o C, a value very close to the dry adiabatic lapse rate. In winter this value was around 7 o C km −1 , which is closer to the moist adiabatic lapse rate. The availability of long term sub-daily data for different altitudes will allow researchers in the future to go deeper into the analysis of the thermodynamic phenomena of this region. Figure 6 shows the correlation between the hourly air temperatures for all the sites and for their common period. As expected, the correlation is high since the sites are relatively close to each other. Higher correlations are found among the higher altitude sites (Zabala, Cotos and Cabeza Mediana) and the valley bottom sites (Ontalva and Alameda). 
Wind Observations
For wind speed and wind direction, mechanically driven sensors were chosen. In the past years, cup anemometers and wind vanes have been replaced with four blade helical propeller wind and direction sensors, which have shown to be more reliable and robust. Both kinds of sensors are susceptible to be frequently blocked and broken by rime together with high winds [64, 65] . Figure 7a shows the wind speed measured at Zabala during some days in the winter along with the standard deviation in the same period. This is just an example of how rime affects anemometer observations. Super-cooled water freezes immediately when touching the anemometer, which finally loses its mobility after a certain time. This process occurs under freezing conditions and can last for some days (Figure 7b ). When the temperature rises, ice melts and very often the anemometer becomes functional again. An asymmetrical melting process on the rotor of the anemometer can often cause it to break and lose functionality. Since this is a winter phenomenon, the need to replace sensors caused a considerable increase in data gaps due to delays waiting for safe and favorable conditions for the maintenance crew. Figure 8 shows the completeness of wind data for some sites at different elevations and for all seasons. The number of wind measurements taken under freezing conditions is also shown. This graph shows the strong relationship between both variables and how higher elevation sites are more susceptible to this kind of phenomena. Figure 9 reinforces this elevation dependency and shows the percentage of valid data and data gaps due to the general failure of the powering system, the effect of rime and sensor breakage. The difficulty in obtaining reliable data coverage in winter at high elevation sites without heated sensors seems clear. Besides the complexity of measuring wind under these conditions, and taking into account that the loss of data is causing a bias that would need further correction, a first assessment of wind at this area can be performed in the future by using the Cabeza Mediana site, which showed 70% of completeness for more than a decade. For illustration purposes the seasonal wind distribution has been calculated (Figure 10a ) and the wind roses for this excellent wind monitoring site (Figure 10b ). 
Precipitation Observations
Regarding precipitation, this variable has shown to be extremely difficult to measure in these mountains, using tipping buckets. In the absence of wind, rain gauges perform fairly well since precipitation falls down vertically and is collected efficiently. Nevertheless, in real field conditions the catching process is less efficient and depends on other factors, like wind speed and precipitation rate. Even neglecting other sources of errors, only the influence of wind at the upper part of the rain gauge can be responsible for more than 15% losses in the case of rain and for 30% of snow, depending on wind speed and precipitation rate [66] [67] [68] [69] [70] [71] . Therefore, it is generally accepted that rain gauges tend to underestimate values no matter what the measuring principle is. This effect is even more pronounced if wind shields are not used. In past years, there has been some relevant investigations regarding the methods of measurement that will be able to achieve a lower uncertainty for snow precipitation and mountain environments like the WMO SPICE project [72] [73] [74] and also newer methods to decrease uncertainty of gridded mountain precipitation data sets [75] .
In addition to the loss of precipitation due to the aerodynamic effect of wind, the non-heated rain gauges used at RMPNP are normally blocked by snow during many winter, fall and spring days. When temperatures rise, the blocking snow at the funnel melts and spurious precipitation is recorded at the tipping-bucket under clear sky. This double effect of erroneous precipitation measurement is shown in Figure 11a . Here manual observations made at Cotos using a Hellman manual rain gauge is represented along with the automatic measurements. During the 27th and 28th of October snow precipitation was observed at the manual rain gauge, but nothing was detected by the tipping bucket rain gauge, which was collapsed by the snow. On the 2nd of March, the sky was clear as shown by the radiation sensor, and temperature rose above zero degrees (Figure 11b ). Snow started to melt during the central hours of the day giving precipitation at a very constant and not very natural rate (Figure 11b ). This process was confirmed by the snow depth sensor installed at the same site (Figure 11a ). During this particular snow storm, 18 mm of snow fell in one day and 14 mm the following day, according to the manual rain gauge, but non-heated automatic rain gauge registered zero precipitation during the storm and a total of 3 mm in two days with a 48 hours phase error. Fortunately, this process was repeated with a similar pattern, so some algorithms were programmed to detect them.
At Guadarrama, most of the total precipitation that falls in winter, spring and fall is snow [14] , so this is something that will need special attention for future network improvements. Figure 12b shows a scatter plot of days with precipitation below 1 mm (orange), days with snow precipitation higher than 1 mm (light blue) and days with rain precipitation higher than 1 mm (dark blue) against mean daily relative humidity and mean air temperature observed at Cotos. Precipitation was measured using a manual rain gauge. It seems clear how precipitation occurs more frequently with mean daily relative humidity values higher than 80%. This graph has been used as a three phase diagram with curves that have been used for the validation of precipitation data like the detection of false precipitation events or the malfunction of the tipping bucket. Refinements of this algorithm are expected to be done in the future discriminating between seasons and hours of the day, since relative humidity follows a clear daily cycle.
Going through an individual inspection of days with precipitation events with low mean relative humidity, it was found that some of them were errors on the manual collection, or precipitation that occurred on the limit of the collection period. Most of them could be related with convective storm activity. The episodes were characterized by a sudden and isolated increase of relative humidity lasting only a few hours. These repeated patterns made it possible to use relative humidity as a good variable for internal coherency checks for precipitation. Figure 12a also shows how snow, as expected, occurs mainly under freezing conditions, but again some exceptions were found. Obviously, this issue deserves deeper investigation.
In order to establish if the effect of precipitation underestimation of non-heated tipping bucket rain gauges is also affecting the rest of the rain gauges, the mean zero isotherm was calculated using hourly temperature and elevation of the sites. A linear adjustment of this data pairs gave an hourly lapse rate that was used to find the height for temperatures equal to 0 o C. Figure 13 shows the median, the 75th percentile and the 25th percentile of the zero isotherm elevations for winter months. This figure shows how during winter, as well as in parts of fall and spring, most of the sites (except Ontalva and Alameda) had, on average, freezing temperatures. It is then expected that the underestimation of precipitation is potentially occurring at all these sites. The precipitation observations for the winter period should be used with certain precaution. As a result of the experience throughout all these years, certain rules of thumb have been developed for the validation of precipitation. These rules are summarized in Figure 14 and should be taken as guidelines, since real cases at times are much more complex. This simple climographs indicate relevant differences among the different stations, and reinforce the need for a more detailed and a specific study, once the observational database is shown to be valid and robust. Guidelines for precipitation validation. "V" means data with a high probability of being valid. "D" means data with a high probability of not being valid. "T" means data with an incoherent behavior with other variables (internal consistency) or other sites (spatial consistency) and which deserve further research elevations of the zero isotherm for winter months calculated out of the temperatures observed at all sites.
Automatic precipitation observations using non-heated tipping-bucket rain gauges are shown not to be valid for a complete, year-long assessment of precipitation at Guadarrama. In some cases, like convective episodes and under non-freezing conditions, manual and automatic measurements are comparable. Future users of this database might have to use other techniques, like modeling, for completing the observations. In order to give an estimation of the potential use of models for completing these data sets and also to give an order of magnitude of the missed precipitation, Figure 15 shows the results of a Linear Orographic Model [76] applied to this region [48] . This Figure shows an estimation of the climographs for each site and for each available period. Comparisons between sites should be made with precaution. 
Conclusions
Fifteen years of operation of a mountain network like RMPNP enables us to extract some lessons that might be useful to the mountain observation community and users of the database which are summarized as follows:
• RMPNP evolved considerably from 1999, when the first station was installed, to 2014. The overall performance of the network has been improved in the last decade thanks to an optimization of the power consumption, application of a sustainable quality assurance program and the use of a reliable telecommunication system for operational alarms.
• Apart from the frequent sensor replacements, the logging system and changes made in data processing methods during this long operation period, the observations of air temperature at RMPNP have shown to be complete and homogeneous, hence they are valid for future climate analysis.
• Factors affecting data completion and reliability are common to other automatic networks, but here some negative factors gain prominence with increasing height like: icing, low solar power, difficulties for maintenance and breakage.
• A two phase validation based first on automatic checks when data is received for fast detection of errors and a second delayed phase which can be iteratively performed when new information is available, has shown to be efficient.
•
Five automatic weather stations ranging from 1104 m.a.s.l. to 2079 m.a.s.l. of altitude but in a small territory of 40 km 2 have been enough to show the complexity of the weather phenomena in the area, which should be further investigated.
Temperature records in the area show a typical alpine behavior: decreasing temperatures with height with some inversion episodes during the first morning hours and a marked decreasing diurnal temperature amplitude. Monthly means have been calculated for every site, but a deeper analysis should be done in the future. For statistically representative trend analyses, longer records will be necessary so this should be done in the future if homogeneity of the series is kept.
Regarding wind speed and direction, wind roses for the whole period have been calculated for the less locally influenced site. The prevailing wind direction is SW for all seasons. This is coherent with the prevailing synoptic wind directions, but also an orographic influence is expected since valley axis also runs in this direction. This issue should be investigated in the future.
The horizontal axes four blade helical propeller wind anemometer and wind vane have shown to be more robust and less rime influenced than other non-heated mechanical alternatives. Power failure, sensor breakage and icing are the main sources of wind data loss. Icing is only responsible of 11% of the data loss at one of the higher sites.
• As expected, non-heated tipping bucket rain gauges have shown to perform fairly well only during spring, summer and fall if ambient temperature is above 5 o C, but they require a lot of effort for data validation.
Manual observations of precipitation performed at one site in parallel with an automatic weather station have resulted in being crucial for assessing precipitation in the area. It has also helped to develop algorithms for data validation.
Snow height measurement has shown to be a good estimator of snow precipitation when rain gauges are not operative, but further analysis will be necessary to convert height variations into equivalent precipitated water.
• From this experience and the available literature, we conclude that a basic but reliable automatic weather station at a very remote location only powered by the sun should consist of: -Precipitation: gravimetric measurement method for precipitation with very wide inlets (no funnels), with wind shields, using antifreeze during the winter and installed in a very solid mast above expected snow pack. -Temperature/Humidity: Low power aspirated radiation shields with smart management of the aspirated process in order to minimize power consumption. Redundant measurements of temperature at different angles should help to diminish and investigate the effect of rime and prevent data loss. -Wind: ultrasonic rugged sensors with a smart management of heating for lower consumption, if possible; not necessarily installed at the standard 10 m height since this jeopardizes the structural integrity and makes sensor substitution and maintenance much more complex. Sensor height will change with snow pack and should be taken into account. -Solar radiation: Sensors with a smart heating, low power algorithm should be found or developed. Investigation into minimum heating activation and detection of total or partial sensor malfunction due to ice and snow should be done in the future, perhaps by using cameras. -Ground temperature: Reliable soil temperature sensors at different depths are easy to perform and can be valid for data validation and gap filling. -Snow height: Ultrasonic sensors, which are crucial for correcting and validating many of the variables measured at this sites.
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