In this paper, we investigate the optimal strong convergence rate of numerical approximations for the Cox-Ingersoll-Ross model driven by fractional Brownian motion with Hurst parameter H > 1/2. To deal with the unbounded diffusion coefficient and ensure the positivity of the numerical solution, we apply the backward Euler scheme to an auxiliary equation based on Lamperti transformation. By means of Malliavin calculus, we give the strong order one convergence for the scheme. Numerical experiments are performed to confirm the theoretical analysis.
Introduction
The Cox-Ingersoll-Ross (CIR) model dr(t) = κ(θ − r(t))dt + σ r(t)dB(t), t ∈ (0, T ] (1.1) is proposed by [CIR85] to study short-term interest rates and is also used in the Heston model to describe the stochastic volatility [Hes93] . The constants θ, σ and κ characterize the mean, the volatility and the speed of adjustment, respectively. In the classical case, equation (1.1) is driven by a standard Brownian motion and there is a amount of articles devoted to numerical approximations and strong convergence rates; see [Alf05, Alf13, BBD08, DNS12, GR11, HMS13, JKN09, NS14] and references therein. According to the memory phenomena in the real market, an appropriate modification (see e.g., [ER18, HNS08, MVN68, MYT] ) for the CIR model is to assume {B(t)} t∈[0,T ] to be a fractional Brownian motion (fBm) with Hurst parameter H. The goal of this paper is to give the first result for strong approximations when H > 1/2, in which case (1.1) is understood as a pathwise Riemann-Stieltjes integral equation.
Compared with the standard Brownian setting, two main difficulties in studying the equation driven by fBm are the correlation between increments and the lack of martingale property, which make the fundamental convergence theorem (see [MT04] ) invalid in numerical analysis. In order to gain the optimal strong convergence rates in multiplicative noise cases for H > 1/2, the existing frameworks require a priori estimates for numerical solutions in Hölder spaces (see e.g., [DNT12, HHW, HLN, HLN16] ). It leads to an essential assumption in existing works that the coefficients are bounded, which is even not satisfied in general by global Lipschitz ones.
To deal with unbounded or non-global Lipschitz diffusion coefficients in (1.1), we introduce the Lamperti transformation X(t) = r(t) and study the following auxiliary equation with singular drift and additive noise
Based on the Malliavin derivative of the exact solution, we show the boundedness of its inverse moments as a priori estimates. Noticing the special structure of the auxiliary equation, we apply the backward Euler scheme to (1.2), which is explicit and ensures that the numerical solution inherits the positivity of the exact solutiion. In this sense, it is more efficient to apply the backward Euler scheme to (1.2) than to (1.1); see e.g., [Alf05, Alf13, DNS12, NS14] for the standard Brownian case. Together with a priori estimates for the exact solution, we prove the strong order one convergence for the backward Euler scheme by using techniques of Malliavin calculus. The strong order one convergence then leads to the boundedness of inverse moments of the numerical solution.
Combining with the piecewise linear interpolation, we get the numerical solution with positive values on [0, T ]. We obtain that the strong convergence rate of the numerical solution in L ∞ ([0, T ]; L p (Ω; R)) is H. It matches the results for equations driven by additive fBms in the cases of the global Lipschitz coefficient [Neu06] and the one-sided dissipative Lipschitz coefficient with polynomial growth [GAKN09] . The strong convergence rate is optimal in the sense that it achieves the Hölder regularity of fBms. In addition, we derive the Malliavin derivative of the numerical solution based on the specific form of the backward Euler scheme, which serves as a counterpart with that of the exact solution.
The paper is organized as follows. In Section 2, we introuduce properties and Malliavin calculus with repsect to the fBm. We give the well-posedness and the boundedness of moments for the exact solution in Section 3. We prove the strong convergence rate of the backward Euler scheme in Section 4, as well as the boundedness of the inverse moments and the Malliavin derivative for the numerical solution. We present numerical experiments in Section 5 to confirm our theoretical analysis.
Preliminaries
In this section, we introduce some definitions and Malliavin calculus with respect to the fBm. We refer to [DU99, Nua06] for more details. Throughout the paper, we use C as a generic constant and use C(·) if necessary to mention the parameters it depends on.
The fBm {B(t)} t∈[0,T ] on some probability space (Ω, F , P) is a centered Gaussian process with continuous sample paths and covariance
where H ∈ (0, 1) is the Hurst parameter. As a consequence, we have the H-Hölder regularity of the fBm in L p (Ω; R), i.e.,
In the following, we always assume H > 1/2. Noticing that
Let the Hilbert space (H, < ·, · > H ) be the closure of the space of all step functions on [0, T ] with respect to < ·, · > H . The map 1 [0,t] → B(t) can be extended to an isometry from H onto the Gaussian space H 1 associated with B (see [Nua06,  Section 5]). More precisely, denote this isometry by ϕ → B(ϕ), then for any ϕ, ψ ∈ H, Then we have that the image space H H := K(L 2 ([0, T ]; R)) is the associated Cameron-Martin space (see e.g., [DU99] ). The injection from H to H H is denoted by R H = K • K * , i.e.,
For any random variable
is smooth and bounded with bounded derivatives, the derivative operator D on F is defined by
which is an H-valued random variable. The Sobolev space D 1,p , p ≥ 1, is the closure of the set containing all random variables in the form of (2.3) with respect to the norm
Consider the adjoint operator δ of the derivative operator D. If an H-valued random variable ϕ ∈ L 2 (Ω; H) satisfies
In fact, the definition of D 1,p can be extended to D 1,p (H) for H-valued random variables and the space
The Skorohod integral of ϕ with respect to the fBm is defined by
The following lemma gives a precise estimate for the Skorohod integral in L p (Ω; R).
If a process ϕ ∈ D 1,p (|H|) belongs to the domain of δ in L p (Ω; R), then
Furthermore, the relationship between the Skorohod integral and the Riemann-Stieltjes integral can be characterized by
The CIR Model Driven by FBm
Consider the CIR model driven by fBm
where κθ > 0, σ > 0, r 0 > 0 is the deterministic initial value, and {B(t)} t∈[0,T ] is an fBm with Hurst parameter H > 1/2. The stochastic integration is treated in the Riemann-Stieltjes sense and the ordinary chain rule holds. Utilizing the Lamperti transformation X(t) = r(t), we have an auxiliary equation
The next proposition gives the well-posedness of equation (3.2), as well as the boundedness of moments of the exact solution.
Proposition 3.1. Let T > 0 and p ≥ 1. There exists a unique solution X of equation (3.2) satisfying
Moreover, if the following condition holds
Proof. Consider the transformation Z(t) = exp κt 2 X(t), then we have
One can check that equation (3.4) satisfies the assumptions (i)-(iii) proposed in [HNS08, Section 2]. As a result, it admits a global unique solution on [0, T ], which is strictly positive and never hits zero almost surely.
For moments of the exact solution, it follows from [HNS08, Theorem 2.3 and Theorem 3.1] that
Combining the Malliavin derivative of X
the chain rule of the Malliavin derivative leads to
For any p ≥ 1 and ǫ > 0, similar to [HNS08, Proposition 3.4], the chain rule applied to
where we use the formula (2.4). Therefore,
ds .
If constants H, T, p, κ, θ and σ satisfy condition (3.3), then by taking ǫ → 0, we have
. We conclude the lemma by the relationship between Z and X.
Remark 3.1. If κ > 0, we give the following condition
as a sufficient condition for (3.3). If κ < 0, the sufficient condition for (3.3) is Remark 3.2. If equation (3.2) is driven by the standard Brownian motion, the sufficient condition for the boundedness of inverse moments of X depends on p, κ, θ, σ, but is independent of T . We refer to [DNS12, Section 3] for more discussions.
A Backward Euler Type Scheme for the CIR Model
In this section, we apply the backward Euler scheme to the auxiliary equation (3.2), which is also suggested in [Alf05, Alf13, DNS12, NS14] for the CIR model driven by standard Brownian motion. Then the numerical solution for the original equation (3.1) is obtained from the inverse of the Lamperti transformation. In this sense, we call it backward Euler type scheme for the CIR model.
We first show that the scheme is efficient to ensure the positivity of the numerical solution. Given N ∈ N + , we denote by h = T /N the time step size. The backward Euler scheme applied to equation (3.2) is
where ∆B n+1 = B(t n+1 ) − B(t n ), t n = nh, n = 0, · · · , N . Since κθ > 0, equation (4.1) has a unique positive solution for any 0 < h < 1 max{0,−κ/2} , which is
Furthermore, we apply the piecewise linear interpolation to get the numerical solution X h on [0, T ] defined by
4.1. Optimal Strong Convergence Rate. In the following, we give the strong convergence rate of the backward Euler scheme. Then the strong convergence rate of r h := (X h ) 2 , which is an approximation of the solution to the original equation (3.1), is obtained.
Then for any h ∈ (0, 1) satisfying hmax{0, −κ/2} < 1 − ξ, it holds that sup n=1,··· ,N
where X(·) is the exact solution of equation (3.2) and X n is defined by scheme (4.2).
Proof. Denote e n := X(t n ) − X n and f (x) := 1 2 κ θ x − x . The chain rule and integration by parts of Riemann-Stieltjes integral yield
Since κθ > 0, X(t n+1 ) > 0 and X n+1 > 0, we have
where γ n+1 ≤κ withκ = max{0, − κ 2 }. Then it follows from (1 − γ n+1 h)e n+1 = e n + R n that
According to (2.4), we split the error into three terms
Since it holds that
According to Minkowski inequality and Fubini theorem, the first term satisfies
For the third term, by the chain rule of Malliavin derivative, for any u ∈ [0, T ],
.
Based on (4.7) and the fact
For the second term, from Lemma 2.1 and Hölder's inequality, we obtain
Therefore, we obtain sup n=1,··· ,N e n L p (Ω;R) ≤ C(T, H, p, X 0 , κ, θ, σ, ξ)h.
Remark 4.1. For the CIR model driven by standard Brownian motion, we refer to [Alf13, NS14] and references therein for converegence analysis. For equations driven by global Lipschitz drift terms and additive fBms, we refer to [KNP11, Neu06] for convergence analysis.
Together with the Hölder regularity of fBm, we obtain the following strong convergence rate for the numerical solution X h on [0, T ]. Proof. By definition of X h , for any t ∈ (t n , t n+1 ],
Combining (2.1), (4.7) and Theorem 4.1, we conclude the result.
Remark 4.2. Based on N observed values of fBm, i.e., {B(t 1 ), · · · , B(t N )}, the strong convergence rate for numerical solutions on [0, T ] in L ∞ ([0, T ]; L p (Ω; R)) is restricted by the Hölder regularity of fBm. We refer to [Neu06] for more discussions.
Based on the inverse of the Lamperti transformation, we get the strong convergence rate for the backward Euler type scheme for the CIR model driven by fBm.
Theorem 4.3. Let ξ ∈ (0, 1). For p ≥ 2, assume that (4.4) holds. Then for any h ∈ (0, 1) satisfying hmax{0, −κ/2} < 1 − ξ, it holds that sup n=1,··· ,N r(t n ) − r h (t n ) L 
where r(·) is the exact solution of equation (3.1) and r h (·) := (X h (·)) 2 .
Proof. Since
Hölder's inequality and Theorem 4.1 show
and Proof. From (4.1) and (4.5), we have X −1 n = 2(κθh) −1 e n − ( 1 2 κh + 1)e n+1 + 1 2 κθh(X(t n+1 )) −1 + R n .
Inverse Moments and
Using similar arguments in Theorem 4.1, we conclude for the boundedness of inverse moments.
Proposition 4.2. Suppose that the assumptions in Theorem 4.1 hold. If κ > 0, then for any t ∈ (t n , t n+1 ], n = 0, · · · , N − 1,
, i = 1, · · · , n. Proof. For any ϕ ∈ H, noticing that the operator R H is an injection from H to H H (see e.g., [DU99] ), we consider the following equation
− X ǫ (t) dt + 1 2 σdB(t) + 1 2 σǫdφ(t), t ∈ (0, T ]; (4.9) X ǫ (0) = X 0 withφ = R H ϕ and ǫ > 0. Based on the backward Euler scheme (4.2), we get numerical solution {X ǫ n } N n=0 for equation (4.9). Then the directional derivarive of X n is given by
The mean value theorem shows that for any n = 0, · · · , N − 1,
Define G ǫ n (t) := 1 2 σ n j=i a ǫ j , for t ∈ (t i−1 , t i ] and i = 1, · · · , n. We obtain by the definitions of R H and K * that
The isometry (2.2) gives X ǫ n − X n = ǫ < G ǫ n 1 [0,tn] , ϕ > H . Note that G ǫ n is bounded due to the assumption κ > 0 and the fact f ′ (x) = − 1 2 κθ 1 x 2 − 1 2 κ < 0. By the definition of scheme (4.2) and the dominated convergence theorem, we get that the following equality holds in both almost surely sense and L p (Ω; R) sense (p ≥ 1):
where G n (t) := 1 2 σ n j=i (1 − f ′ (X j )h) −1 for any t ∈ (t i−1 , t i ] and i = 1, · · · , n. It follows from [Sug85, Theorem 3.1] that X n ∈ D 1,2 and DX n = G n 1 [0,tn] . By the definition of X h , for any t ∈ (t n , t n+1 ], we obtain the expression of the
Remark 4.3. Notice e x ≈ 1 + x when x is close to 0. One can regard the expression of D s [X h (t)] as an approximation for D s [X(t)] based on the backward Euler scheme, comparing (3.5) and (4.8).
Numerical Experiments
In the CIR model (3.1), we set the initial value r 0 = 1, the constants κ = 2, θ = 0.5 and σ = 0.5. Figure 1 presents the pathwise behaviors of the numerical solutions for three cases H = 0.6, 0.7, 0.8 with T = 10 and h = 10 2 12 = 0.0024. We observe that the solution is pushed forward along the direction from the initial value to the mean value θ and the regularity of the solution is shown to be impacted by that of noise.
Since condition (3.3) is satisfied for p = 6 and T = 1, we have from Theorem 4.1 that sup n=1,··· ,N X(t n ) − X n L 2 (Ω;R) ≤ Ch.
To verify the strong order one convergence of the backward Euler scheme, we simulate the 'exact' solution by using the small step size h * = 2 −15 . The five step sizes h = 2 −i , i = 6, 7, 8, 9, 10 are chosen for numerical solutions. In Figure 2 , we calculate the mean square error with respect to X n by sup n=1,··· ,T /h X(t n ) − X n L 2 (Ω;R) and approximate the expectation by computing averages over 500 samples. The numerical results confirm our theoretical analysis. To demonstrate the convergence rate on [0, T ], we also simulate the 'exact' solution by using the small step size h * = 2 −15 . The five step sizes h = 2 −i , i = 6, 7, 8, 9, 10 are chosen for numerical solutions. Then we apply the piecewise linear interpolation to get the numerical solutions X h (nh * ), n = 1, · · · , 2 15 . In Figure 3 , we calculate the mean square error with respect to X h by sup n=1,··· ,2 15 X(nh * ) − X h (nh * ) L 2 (Ω;R) and approximate the expectation by computing averages over 500 samples. In consistent with our theoretial analyisis, the strong convergence order for the piecewise linear interpolation is H which is mainly caused by the Hölder regularity of fBm. Additionally, the error becomes smaller when H becomes larger, due to the fact that the regularity of the fBm becomes better.
In Figure 4 , we take T = 10 and h = 10 2 15 . We calculate (X n ) −1 L 2 (Ω;R) for n = 0, · · · , 2 15 , where the expectation is approximated by computing averages over 100 samples. This coincides with our theoretical analysis for the boundedness of inverse moments of numerical solutions. 
