Abstract. We prove non-autonomous maximal L p -regularity results on UMD spaces replacing the common Hölder assumption by a weaker fractional Sobolev regularity in time. This generalizes recent Hilbert space results by Dier and Zacher. In particular, on L q (Ω) we obtain maximal L p -regularity for p ≥ 2 and elliptic operators in divergence form with uniform VMO-modulus in space and W α,p -regularity for α > 1 2 in time.
Introduction
In this work we improve some known results on maximal L p -regularity of nonautonomous abstract Cauchy problems with time-dependent domains of the form holds. Observe that W 1,p ([0, T ]; X) → C([0, T ]; X) and therefore the initial condition makes sense. Maximal regularity results have profound applications to non-linear parabolic problems as we will exemplify in Section 7.
We now give a summary of the previously known results on maximal L p -regularity. The autonomous case A(t) = A is well understood. Here, maximal L p -regularity holds for one p ∈ (1, ∞) if and only if it holds for all p ∈ (1, ∞). Further, maximal L p -regularity for u 0 = 0 implies maximal L p -regularity for all u 0 ∈ D(A(0), X) 1/p,p . On Hilbert spaces an operator A has maximal regularity if and only if −A generates an analytic semigroup. In non-Hilbert spaces, not every generator of an analytic semigroup has maximal regularity, see [KL00] or [Fac14] . Here, an additional R-boundedness assumption is needed. We refer to [DHP03] and [KW04] for details.
Let us come to the non-autonomous case. Here the best understood setting is that of non-autonomous forms on Hilbert spaces. For this let V, H be two Hilbert spaces with a dense embedding V → H. A mapping a : [0, T ] × V × V → C is called a coercive, bounded sesquilinear form if a(t, ·, ·) is sesquilinear for all t ∈ [0, T ] and if there exist ε, M > 0 such that for all u, v ∈ V Re a(t, u, u) ≥ ε u This induces operators A(t) : V → V . We denote the parts in H by A(t). It has been shown in [HO15] that the operators (A(t)) t∈[0,T ] satisfy maximal L pregularity for all p ∈ (1, ∞) if t → A(t) is α-Hölder continuous for α > 1 2 . For maximal L 2 -regularity this has been improved to the fractional Sobolev regularity t → A(t) ∈Ẇ α,2 ([0, T ]; B(V, V )) for α > 1 2 [DZ] . If one consider elliptic operators L(t) = − div(A(t)∇·) for coefficients A(t) = (a ij (t)), this translates into the regularity of the mappings t → a ij (t, ·) ∈ L ∞ , i.e. t → a ij (t, ·) ∈Ẇ α,2 ([0, T ]; L ∞ ). The less regularity one needs here, the more applicable the results are to non-linear questions in form of a priori estimates. In the special case of elliptic operators in divergence form some more refined results are available, see [AE16] and [Facc] . However, all results have in common that one needs some differentiability in time of order at least 1 2 . This is no coincidence. Recent counterexamples to Lions' problem by the author [Faca] show that maximal L p -regularity can fail if t → C 1/2 (B(V, V )). However, dealing with non-linear problems one needs some form of Sobolev embedding to carry out the usual iteration procedure. In higher dimensional cases maximal regularity on X = L 2 is too weak for the embeddings to hold. Therefore one is interested in maximal regularity on X = L q for q big enough. Non-autonomous maximal L p -regularity on Banach spaces is far more involved. The classical works for time-dependent domains are [HM00a] and [HM00b] . Although the general method used there is applicable on Banach spaces, maximal L p -regularity was first only obtained on Hilbert spaces in a non-form setting [HM00a] and in [HM00b] extrapolated to X = L q for elliptic operators assuming a ij ∈ C 1/2 ([0, T ]; C 1 (Ω)). A true generalization of this approach to Banach spaces was obtained in [PŠ06] using the emerging concept of R-boundedness. Already the results in [HM00b] indicate a fundamental new issue in the non-Hilbert space setting. Whereas on L 2 the coefficients only need to be measurable in space, on L q all known results require some regularity in space. Recently, the author lowered the needed regularity in space and showed maximal L p -regularity on L q for elliptic operators in divergence form if the coefficients have a uniform VMO-modulus [Facb] .
The aim of this work is to generalize both the results in [DZ] and [Facb] . We show maximal L p -regularity on Banach spaces assuming fractional Sobolev regularity as in [DZ] . The obtained results are even new in the Hilbert space case as [DZ] fully relies on Hilbert space methods and therefore only deasl with the case p = 2. In the case of elliptic operators in divergence form we require the coefficients apart from the VMO assumption to be inẆ
2 . This lowers the regularity needed in time for the treatment of non-linear problems and is the first improvement of the time regularity on general Banach spaces since the classical work [AT87] . Since we establish maximal L p -regularity for elliptic operators on L q (Ω) for q > 2, we obtain existence results for strong solutions of quasilinear parabolic equations in divergence form. Such results cannot be obtained with maximal regularity results on Hilbert spaces. We further show that our results are optimal in the sense that in general we can not relax the regularity to some α ≤ 1 2 . Note that in contrast elliptic operators in non-divergence form have time independent domains and one can therefore obtain maximal L p -regularity only assuming the time dependence to be measurable, see for example [GVb] , [DK16] and the references therein for recent results. However, note that in correspondence with our results one still needs something like VMO-regularity in space.
This work is structured as follows. In the first sections we work towards an abstract maximal regularity result proven in Theorem 5.5. As a consequence, we obtain in Theorem 6.4 the stated result for elliptic operators. Section 7 uses this result to establish strong solutions of quasilinear elliptic equations. We discuss the optimality of our results in Section 8.
The Fundamental Identity
Using ideas established by Acquistapace and Terreni in [AT87] and previous works, we show in this section that maximal L p -regularity solutions of (NACP) satisfy a certain integral equation. It turns out that this equation is better approachable with analytic tools. We recall some basic definitions first. For ϕ ∈ (0, π) we denote by Σ ϕ := {z ∈ C \ {0} : |arg z| < ϕ} the sector of angle ϕ. 
A family of linear operators
Recall that a closed operator A is sectorial if and only if −A generates an exponentially stable analytic semigroup. In particular, A −1 is invertible. In the following we need interpolation and extrapolation spaces associated to a sectorial operator A on some Banach space, a fully developed theory carefully presented in [Ama95] . We only discuss spaces associated to the complex interpolation method [·, ·] θ . The results to be obtained hold for several other, but not all, scales of interpolation and extrapolation spaces. As a unified treatment would lead to a more abstract presentation, we focus on one particular setting.
We define X 1,A = D(A) endowed with the norm x → Ax and X −1,A as the completion of X with respect to the norm x → A −1 x. For θ ∈ (0, 1) we further let X θ,A = [X, X 1,A ] θ and X −θ,A = [X, X −1,A ] θ . The operator A : X 1,A → X and its extension A −1 : X → X −1,A are isometries. By interpolation, for θ ∈ (0, 1) the part A −θ of A in X −θ,A is an isometry A −θ : X 1−θ,A → X −θ,A . The operator A −1 is sectorial on X −1,A with ρ(A −1 ) = ρ(A) and satisfies the same sectorial estimates as A. By interpolation, the same holds for the operators A −θ on X −θ,A . Considering duality, if X is reflexive, one has (X θ,A ) X −θ,A and (A θ ) = A −θ with respect to the pairing induced by ·, ·, X,X . Extrapolation spaces allow us to define a weaker notion of solution for (NACP).
Proposition 2.2. Let (A(t)) t∈[0,T ] for T > 0 be uniformly sectorial operators on some Banach space X. If u is a maximal L p -regularity solution of (NACP) for the initial value u 0 = 0, then for every fixed t ∈ [0, T ] one has in X −1,A(t)
(2.1)
Then v is differentiable in X almost everywhere and for almost every s ∈ (0, t) we havė
Notice that (A −1 (t) − A(s))u(s) ∈ X −1,A(t) for almost every s ∈ (0, T ). Hence, integrating both sides in X −1,A(t) , we get by the fundamental theorem of calculus
Inserting the explicit terms for v andv and using u 0 = 0 yields equation (2.1).
Existence and Uniqueness of Integrated Solutions
In this section we show that under certain assumptions a unique solution of (2.1) exists. The crucial assumption we make from now on is that on a certain extrapolation space the domains of the operators get independent. For concrete differential operators endowed with some boundary condition this is usually satisfied. 
and if the same also holds for some space X θ−1,A and all spaces X θ−1,A(t) .
Note that (A(t)) t∈[0,T ] is 1-stable if and only if the domains D(A(t)) agree for all t ∈ [0, T ] and are uniformly equivalent. Since we will be faced with operator-valued singular operators, we rely on tools from vector-valued harmonic analysis. It is by now well-understood that the classical multiplier results only hold in the vectorvalued setting if one makes additional assumptions both on the Banach space and the multiplier. This leads to UMD spaces and the concept of R-boundedness. Definition 3.2. A Banach space X is called a UMD space if for one or by Hörman-der's condition all p ∈ (1, ∞) the vector-valued Hilbert transform
For our purposes it is sufficient to know that Hilbert and L p -spaces for p ∈ (1, ∞) are UMD spaces. For detailed information on UMD spaces we refer to [Rub86] and [Bur01] , whereas more on R-boundedness can be found in [DHP03] and [KW04] . Definition 3.3. Let X and Y be Banach spaces. A subset T ⊆ B(X, Y ) is called R-bounded if there exists a constant C ≥ 0 such that for all n ∈ N, T 1 , . . . , T n ∈ T , x 1 , . . . , x n and all independent identically distributed random variables ε 1 , . . . , ε n ∈ X on some probability space (Ω, Σ, E) with P(ε k = ±1) = 1 2 one has
The smallest constant C ≥ 0 for which this holds is denoted by R(T ). Further, we define Rad X as the closure of all finite sums of the form
We write R X→Y to indicate between which spaces the mapping is considered if it is not clear from the context. Every R-bounded set is bounded in B(X, Y ). If both X = Y are Hilbert spaces, then the converse holds as well. Further, Kahane's contraction principle sates that {z Id : |z| ≤ 1} has R-bound at most 2 on every Banach space. By a celebrated theorem of Weis [Wei01] , on a UMD space the autonomous problem A(t) = A has maximal L p -regularity for one are all p ∈ (1, ∞) if and only if A is an R-sectorial operator up to shifts. 
A family of linear operators
By interpolation one obtains corresponding R-boundedness estimates on the induced extrapolation spaces. The following result is not new [HHK06, Lemma 6.9], we give a proof for the sake of completeness. For its proof we use the fact that for an interpolation couple (X, Y ) of UMD spaces we have [KS12, Proposition 3.14]
with θ 2 − θ 1 ≤ 1 one has with ϕ as in Definition 3.4 and with constants independently of the choice of A
Proof. The assertion holds for θ 1 = θ 2 ∈ {−1, 1}. By complex interpolation and (3.2) this extends to
For the case of general θ 2 with θ 2 −θ 1 ≤ 1 consider for given n ∈ N, λ 1 , . . . , λ n ∈ −Σ ϕ and x 1 , . . . , x n ∈ X the mapping S = {z ∈ C : Re z
The mapping z → T z is continuous on S and analytic in the interior of S and it follows from Kahane's contraction principle that the norms of T it and T 1+it as operators in B(Rad(X θ1,A ), Rad(X θ1,A )) and B(Rad(X θ1,A ), Rad(X θ1+1,A )) are bounded by e |t|ϕ up to a uniform constant. Hence, it follows from the generalized Stein interpolation theorem [Voi92] and (3.2) that
Remark 3.6. Curiously, the above result fails for the negative Laplacian and the real interpolation method [HHK06, Example 6.13]. Hence, this is one step where one cannot work with arbitrary extrapolation spaces.
We establish the existence of a unique solution of (2.1) assuming Hölder regularity.
the space of all such functions.
We are now ready to prove the existence of integrated solutions.
Proposition 3.8. For T > 0 and θ ∈ (0, 1] let (A(t)) t∈[0,T ] be a θ-stable family of uniformly R-sectorial operators on some UMD space X. Suppose there exist
Proof. First note that by the uniform sectorial estimates and the properties of extrapolation spaces we have the uniform estimate
Using this together with the assumed Hölder regularity on A −1 (·) we get
By Young's inequality for convolutions we then have the norm estimate
Let us show the uniqueness of solutions of
Since the equation is linear, it suffices to consider a solution with u = S 1 u. Now, for sufficiently small T 0 we have S 1 < 1. Hence, Id −S 1 is invertible and consequently u |[0,T0] = 0. Using this information we see that (2.1) for t > T 0 reduces to
By the same argument as before we see that the operator defined by the left hand side is bounded on
Iterating this argument finitely many timesgives u = 0.
Further, observe that for the kernel of S 2 one has by Lemma 3.5 the estimate
is a fortiori continuous, it follows from perturbation arguments and Lemma 3.5 that (WNACP) has non-autonomous maximal
. Using the same argument as in Proposition 2.2 we see that w satisfies (2.1). By the uniqueness shown in the first part we have w = u.
Bootstrapping Regularity
Assuming Hölder regularity, we now improve the regularity of integrated solutions. 
then there exists C pq > 0 depending only on T , K in (3.1) and the constants of the sectorial and Höler estimates such that for all solutions
Proof. By Young's inequality for convolutions and the kernel estimate (3.3) we have for q, p, r ∈ (1, ∞) with
The weak L r norm is finite for r ∈ (1,
One can also use Young's inequality together with the kernel estimate (3.4) to obtain a similiar estimate for S 2 . Namely, for p, p, r ∈ (1, ∞) with
This time the L r,∞ -norm is finite for r ∈ (1, θ
For the stated result, we iterate the regularity improvement to bootstrap the regularity of u.
Maximal Regularity Results under Fractional Sobolev Regularity
In this section we come to the heart of the proof. We need to establish the bound-
which requires some preliminary work. We rely on the following Hölder continuity of the R-boundedness constant.
Lemma 5.1. For θ ∈ (0, 1] let (A(t)) t∈R be a θ-stable family of uniformly Rsectorial operators on some UMD space X. Suppose there exists α ∈ (0, 1] with
Then for all k ∈ N 0 there exists a constant C k > 0 depending only on K in (3.1) and the constants in the Hölder and R-sectorial estimate of Definition 3.4 such that for all t, h ∈ R
Proof. We first establish the case k = 0. For all t, h ∈ R the resolvent identity gives
By the assumed Hölder regularity on A −1 and Lemma 3.5 we get for all t, h ∈ R
For the case k ≥ 1 notice that the map S : z → R(z, A(t + h)) − R(z, A(t)) ∈ B(X) is analytic on the complement of some shifted sector Σ ϕ +ε and that the above estimate holds there by the same argument. It follows from the Cauchy integral representation of derivatives [KW04, Example 2.16] that for S(z) = z(R(z, A(t + h)) − R(z, A(t)))
Proposition 5.2. For T > 0 and θ ∈ (0, 1] let (A(t)) t∈R be a θ-stable family of uniformly R-sectorial operators on some UMD space X. Suppose there exist α
for the operator-valued symbol a : R × R → B(X) given by
Such operators are well-studied and understood. Applying [HP08, Theorem 17] and [HP08, Remark 20] (the dependence on the constants is not explicitly stated) in the one-dimensional and one-parameter case, we see that S :
holds for some α ∈ (0, 1] and all k = 0, 1, 2. This has been verified in Lemma 5.1.
The next proposition shows that in many cases it is sufficient to show maximal L p -regularity for initial value zero. This is well-known in the autonomous case. The arguments have been used before, see for example [DZ, Theorem 6 .2].
Proposition 5.3. Let X be a Banach space, p ∈ (1, ∞) and suppose one has for all T > 0 maximal L p -regularity results for classes C T of non-autonomous sectorial operators on X and [0, T ] with initial value u 0 = 0. Suppose that for (A(t)) t∈[0,T ] in C T and 0 < T 1 ≤ T ≤ T 2 also the non-autonomous operator (B(t)) t∈[0,2T +T2−T1]
Further, the maximal regularity estimate only involves a possible new dependence and T .
Proof. We first deal with the initial values. Here we set T 1 = 0 and T 2 = T . By the characterization of real interpolation spaces via the trace method [Lun95, Proposition 1.2.10] and a cut-off argument there is some C T > 0 such that for u 0 ∈ (D(A(0) 
Note that by assumption (B(t)) t∈[0,3T ] lies in C 3T and therefore has maximal L pregularity for u 0 = 0. We denote the unique solution of (NACP) for (B(t)) t∈[0,3T ] by w. By the uniqueness of solutions in the autonomous case we have w = v on [0, T ]. In particular, we have w(T ) = v(T ) = u 0 . As a consequence we see that u(t) = w(t + T ) solves (NACP) for u(0) = w(T ) = u 0 as desired. Further,
In a similiar fashion for t ∈ (0, T ] we choose T 1 = 0 and T 2 = t. The solution z of the corresponding problem for g agrees with the solution w of the first part on 
We remark that there exist equivalent definitions of fractional Sobolev spaces based on Littlewood-Paley decompositions [Ama00, Section 3, (3.5)]. The usual embedding results for Sobolev spaces into Hölder spaces hold: for α ∈ (0, 1) and p ∈ (1, ∞)
Corollary 26]. We are now ready to formulate and prove our general maximal regularity result. 
be the unique solution of (2.1) given by Proposition 2.2. We show that u has the higher regularity A −1 (t)u(t) ∈ L p ([0, T ]; X). For this we use the decomposition of A −1 (t)u(t) given by the splitting (2.1). Let us start with the integrability of A −1 (t)(S 1 u)(t). We will omit subindices in the following estimates. For arbitrary g ∈ L p ([0, T ]; X ) we have
g(t), A(t)e −(t−s)A(t) (A(t) − A(s))u(s)
X ,X ds dt
ds dt. 
The inner integral is finite because of the assumption
follows similarly using L q ([0, T ]; X θ,A ) for some big q and the fact that the condition α > 1 − θ leaves a little room. Let us come to the second case p ∈ (1, 1 1−θ ). Here Proposition 4.1 shows that u ∈ L p/(1−p(1−θ)) ([0, T ]; X θ,A ). Hence, using Hölder's inequality, for (5.1) and β > 0 we obtain the estimate
The last integral is finite for β < θ − 1 p . Since α > 1 − θ, we can find β ∈ (0, θ − 1 p ) for which the second integral is finite as well.
Further,
. This shows that the solution satisfies u(t) ∈ D(A(t)) for almost all t ∈ [0, T ] and
. Since u solves (WNACP), it follows thatu ∈ W 1,p ([0, T ]; X). This finishes the proof in the case u 0 = 0. The case of general initial values u 0 ∈ (D(A(0)), X) 1 p ,p follows from Proposition 5.3. Remark 5.6. Compared to the result in [Facc, Theorem 3 .3] we need a weaker R-boundedness result. Further, the time regularity is lowered to some fractional Sobolev regularity at the cost of more regularity on the domain spaces. In order to obtain maximal L p -regularity for all p ∈ [(1 − θ)
. This is slightly less restrictive than the α-Hölder continuity for some α > (1 − θ) −1 assumed usually.
For non-autonomous problems given by sesquilinear forms on Hilbert spaces one obtains by the same line of thought the following improvement of [DZ] , where only the case p = 2 was treated.
Corollary 5.7. Let V, H be Hilbert spaces with dense embedding V → H and let a : [0, T ] × V × V → C be a non-autonomous bounded coercive sesquilinear form. Then the associated problem (NACP) on H has maximal L p -regularity
Proof. Repeat the previous proof for X = H, X 1 2 ,A = V and X − )) for some ε > 0,
)) for some ε > 0.
The constants in the maximal L p -regularity estimates only depend on T , ε, K, the fractional Sobolev norm of A −1 and the constants in the Hölder estimate. 
Non-Autonomous Maximal Regularity For Elliptic Operators
In this section we illustrate the consequences of our results to non-autonomous problems governed by elliptic operators in divergence form. We do not present the most general framework here and concentrate on pure second order operators with VMO-coefficients subject to Dirichlet boundary conditions as the used results are already involved and spread over the literature in this special case. However, we give some additional references to the literature. We start with introducing the appropriate function space.
Definition 6.1. Let Ω ⊂ R n be a bounded domain. A bounded measurable function f : Ω → C is of vanishing mean oscillation if one has inf r>0 η f (r) = 0 for the modulus η f (r) = sup
, where f Ω∩B denotes the mean of f over Ω ∩ B and the supremum is taken over all balls B of diameter d(B) not exceeding r and centered in Ω.
We need the following variant of the Kato square root property on L q -spaces.
for all ξ ∈ R n for some δ > 0 and almost every x ∈ Ω. Denote by L q the realization of − div(A∇·) on L q (Ω) subject to Dirichlet boundary conditions. If a ij ∈ VMO(Ω) for all i, j = 1, . . . , n, then there exists λ 0 ≥ 0 such that L q + λ is a sectorial operator on L q (Ω) for all λ ≥ λ 0 and
Moreoever, λ 0 only depends on n, Ω, q, η aij , δ and A ∞ . Further, with an additional dependence on λ the same holds for the constant in the above equivalence and the sectorial estimates of the operators L q + λ.
Proof. Under the made assumptions the operator L 2 -which can be defined for arbitrary complex elliptic coefficients by the method of forms -satisfies local Gaussian estimates [AT01a, Theorem 7]. Although not explicitly stated, the coefficients in the estimate only depend on the claimed constants. This has several consequences. First, for λ sufficiently large the operator L 2 + λ satisfies global Gaussian estimates [AT98, Section 1.4.5, Theorem 18] and extends to a sectorial operator L q + λ on L q (Ω). Secondly, it essentially follows from [AT01b, Theorem 4] that (L q + λ) 1/2 q f q + ∇f q . Here are two additional points to consider. First, the theorem is only stated in the case λ = 0. The case λ = 0 can be obtained by including terms of lower order in the argument or by arguing as in [AT98, p. 135] . The second point is -as always -the not explicitly stated dependence on the constants. However, taking a close look at the proof in [AT01b] one sees that most auxiliary results give the explicit dependence on the constants (on [AT01b, p. 162] such a dependence is explicitly stated in a special case). One crucial point needed here is the dependence in the case p = 2 which is well-known. This can be found in [ (Ω)) into W 1,q 0 (Ω). Notice that
It is shown in [DK10, Theorem 4] that for λ ≥ 0 there exists C ≥ 0 such that for all
Here, our required dependence on the constants can be read of the lemmata in [DK10, Section 7] . Note that the above estimate is exactly the boundedness of (1 +
This finishes the proof.
Remark 6.3. The estimate L 1/2 f p f p is known under more general assumptions on the coefficients and the domain [AT01b, Theorem 4]. The same holds for the boundedness of (L q + λ)
(Ω) for which originating from [Kry07] many results have been obtained in the last years. For a complete list of references we refer to the introduction of [DK16] and for a proof of similar results within the framework of maximal regularity to [GVb] and [GVa] .
. . , n. Assume further that the following properties are satisfied.
(a) There exists δ > 0 such that for almost all
with lim r↓0 η(r) = 0 and η aij (t,·) ≤ η for all t ∈ [0, T ] and i, j = 1, . . . , n.
The maximal L p -regularity estimate depends only on p, q, n, T, Ω, δ, η, ε, a ij ∞ and the homogenous Sobolev norm in (a) or (b).
Proof. Thanks to the Gaussian estimates discussed in the proof of Theorem 6.2, the operators L q (t) + λ have uniformly bounded imaginary powers for some ω ∈ (0, (Ω) one has
By density this extends to all u ∈ W 1,q 0 (Ω) and all v ∈ W 1,q 0
(Ω). It follows from the assumption that
) with α and r as in the assumptions. Now, Corollary 5.8 applies and yields the maximal L p -regularity of (L q (t) + λ) t∈[0,T ] for λ big enough. By a rescaling argument this is equivalent to the maximal L p -regularity of (L q (t)) t∈[0,T ] .
Applications to Quasilinear Parabolic Problems
In this section we use Theorem 6.4 to solve quasilinear parabolic equations.
Suppose that the following assumptions are satisfied. 
If q > n and β > q 2q−n , then there exists
), which is possible by our assumptions. Now, choose δ > 0 with α − δ > 1 2β and α + δ < 1 − n 2q . Further, let
Since α + δ < 1 − 
. This means that the coefficients A • v satisfy the assumptions of Theorem 6.4. Hence, (LP) has a unique solution u and there is C(R) ≥ 0 independent of v ∈ M R with
Further, by the real interpolation formula for vector-valued Besov spaces [Ama00, Corollary 4.3] one has for θ ∈ ( 1 2 , 1 − 1 2q ) and sufficiently small ε > 0 the for v ∈ M R uniform embeddings
(Ω)).
(7.1)
For the last step we may assume that the operators have uniformly bounded imaginary powers. In fact, this is true for a suitable shift, which does not influence the validity of the estimate, by the proof of Theorem 6.4. It then follows from the reiteration theorem for the real interpolation method [Tri78, 1.10.3, Theorem 2], the identification of fractional domain spaces with complex interpolation spaces assuming bounded imaginary powers and the Kato square root estimate of Theorem 6.2 that
(Ω).
All estimates hold uniformly for v ∈ M R , for the reiteration theorem one checks this with the help of [Tri78, 1.10.3, Theorem 1]. The embedding (7.1) implies that for small f + u 0 we obtain a well-defind map
where u is the solution of (LP).
It follows from (7.1) and the compact embedding results for vector-valued Sobolev spaces [Ama00, Theorem 5.1] that S R M R is a precompact subset of M R . We next show that S R is continuous. For this let v n → v in M R and let u n = S R v n . After passing to a subsequence we may assume that v n → v in BUC([0, T ] × Ω) and that u n converges weakly to some u in
by the dominated convergence theorem. Since u n solves (LP) we have
Taking limits on both sides of the equation, we get
Since g is arbitrary and u 0 = u n (0) → u(0), this implies that u solves (LP) on W −1,q (Ω), i.e. is the unique integrated solution of (LP) given by Proposition 3.8. Hence, S R v = u. Since the same argument works for arbitrary subsequences, we have shown that S is continuous. Now, by Schauder's fixed point there is some u ∈ M R with S R u = u. Using Theorem 6.4 for v = u we see that
).
Remark 7.2. We can only deduce the existence of solutions for small data because the constant in the maximal regularity estimate in Theorem 6.4 depends on the VMO-modulus of the coefficients and their fractional Sobolev norm. If one finds estimates on solutions of (QLP) independent of these regularity data, the LeraySchauder principle would yield solutions for arbitrary f and u 0 . Further note that the above argument works for a far more general class of problems. For example, the coefficients A(u) may depend in a non-local way on u, e.g. on the history of the solution, as in [Ama05] and [Ama06] .
Optimality of the Results
In this section we will see that the maximal regularity results obtained in Theorem 5.5 are optimal or close to optimal. In fact, even in the form setting considered in Corollary 5.7 maximal regularity may fail if one losens the assumed regularity, 2 -regularity may not hold for q < 2. The example [Facc, Example 7 .2] shows that for p > 2 maximal L p -regularity in the range q ∈ (1, 2) does not even hold for elliptic operators. Note that for p ∈ (1, 2) these arguments based on the imcompability of trace spaces break down.
Refining the arguments in [Faca] , we show that for symmetric forms maximal Hence,u(t) ∈ H for all t ∈ [0, T ]. Following the ideas and arguments in [Faca] we now show that u is indeed an integrated solution of a non-autonomous problem associated to some bounded coercive symmetric sesquilinear form a : [0, T ] × V × V → C and the inhomogeneous part f (t) = u(t) ∈ L ∞ ([0, T ]; V ). For this one can use the same extension procedure as in [Faca, Section 4] . Following [Faca, Section 5] it then remains to check the regularity of the extended forms. SinceẆ α,p ∩ L ∞ is an algebra under pointwise multiplication, the regularity question boils down to the regularity of the mapping u : [0, T ] → V .
We now show explicitly that u ∈Ẇ 1/2,q ([0, T ]; V ) for all q ∈ (2, ∞). Note that one the one hand |sin(tϕ(x)) − sin(sϕ(x))| 2 ≤ |t − s| 2 ϕ 2 (x) = |t − s| 2 x −3 |log x| Hence, for maximal L 2 -regularity of forms the only case left open is that oḟ W 1/2,2 ([0, T ]; B(V, V )) regularity which we are not able to answer at the moment. Note that there is also a positive result assuming some half differentiability. Namely, it was shown by Auscher and Egert [AE16] that for elliptic operators one has maximal L 2 -regularity if the coefficients a ij satisfy ∂ 1/2 a ij ∈ BMO. This in particular implies a ij ∈Ḣ 1/2,q for all q ∈ (1, ∞), which in turn implies a ij ∈Ẇ 1/2,q for all q ≥ 2, which in general is not sufficient for maximal L p -regularity by the above example. In the other direction the inclusionẆ 1/2,q →Ḣ 1/2,q does only hold for q ∈ (1, 2]. Hence, for q ∈ (1, 2) the spaceḢ 1/2,q contains step functions. Note that in the critical case one hasḢ 1/2,2 =Ẇ 1/2,2 , i.e. the Besov and the Bessel scale give rise to the same problem.
