Abstract-Foot-mounted zero-velocity-update (ZUPT) aided inertial navigation system (INS) is a conceptually well known with publications in the area typically focusing on improved methods for filtering and addition of sensors and heuristics. Despite this, the performance characteristics, which would ultimately justify and give guidelines for such system modifications of ZUPTaided INSs and other related systems, are in some aspects poorly documented. Unfortunately, the systems are non-linear, meaning that the performance is dependent on the system set-up, parameter setting, and the true trajectory. This complicates the process of evaluating performance and partially explains the few publications with detailed performance characterisation results. Therefore in this article we suggest and motivate methodologies for evaluating performance of ZUPT-aided INS and other related systems, we apply them to a suggested baseline set-up of the system, and study some aspects of the performance characteristics.
I. INTRODUCTION Foot-mounted ZUPT-aided INS is conceptually a well
known technique with numerous related publications over the last decade, e.g. [1] - [5] and references therein. However, the system behaviour and performance characteristics are in some aspects poorly documented and understood. The main reasons for this are likely the difficulty of constructing sensible simulations of the system, the non-linear nature of the system, the multiple system parameters affecting the behaviour of the system, and the high dynamic of the impact of the foot during bipedal locomotion exciting error modes of the inertial sensors rarely encountered in other aided INS. However, the current status and trend of the technology, the fundamental technique being well known and publications focusing on new filtering methods and addition of more sensors and heuristic, would benefit from knowledge about the performance characteristics of different set-ups of the system. The reasons for this are simple: First, to obtain guidelines for the development of a system set-up the performance characteristics of the setup need to be understood; Second, a modification of a setup ought to be motivated by an increased performance. For this a baseline performance is needed which is given by the performance characteristics of a baseline set-up. However, our experience is that, even for a rather narrow span of external conditions, a wide range of performance can be achieved with different parameter settings and vice versa. Without detailed knowledge of the performance characteristics this might result in erroneous conclusions about the effect on the performance of system modifications. Therefore, in this article we set out to make a structured approach to performance characterisation of ZUPT-aided INSs and other related systems. The performance characteristic of a ZUPT-aided INS set-up we define to be the functional dependence of performance on parameters affecting performance. The set-up we define to be the set of discrete factors affecting performance, that is essentially the discrete design choices determining the structure of a ZUPT-aided INS implementation. The parameters are obtained from a parameterisation of the remaining factors of continuous nature that affect the performance. Hence, the goal is to evaluate the functional dependence of performance on the parameters of a given set-up.
Unfortunately, the ZUPT-aided INS is a nonlinear system. Thus the performance is ultimately determined by the system set-up, system parameter settings, and the true trajectory. Therefore, it is not clear how to evaluate performance nor is it clear how to handle the parameterisation of the system. Even the concept of performance is not well defined for the type of system in question. To handel this we begin in Section II by identifying the fundamental structures and components of a ZUPT-aided INS. This will partially set the framework for factors affecting performance and hence also the performance characterisation. In Section III, we proceed by defining performance, drawing up guidelines for the parameterisation, and deriving methods for estimating the performance. Finally, in Section IV the methods are applied to a suggested baseline set-up and some aspects of the performance characteristics are studied.
The main results of this article are: 1. A mathematically motivated methodology to evaluate performance of ZUPTaided INSs and other related systems. 2. An illustration and analysis of the performance characteristics of a suggested baseline set-up over a range of internal and external parameter settings.
II. STRUCTURE OF ZUPT-AIDED INS SET-UPS
The set-up has been defined to be the discrete design choices determining the structure of a ZUPT-aided INS implementation. The exact design choices will differ from different set-ups since certain design choices will give rise to others. However, a general structure and fundamental components of the system can be identified, giving a structure to the set-up specifications. The IMU is the only sensor, the sensor model relates the IMU output to the ideal output, the mechanisation equations relate the ideal IMU output to evolution of the navigational states, and the dynamic model adds knowledge of the trajectory. The information from the building blocks are fused with the fusion filter giving system state estimates. and a filter giving system state estimates. It is assumed that the ZUPTs are derived from the inertial measurements such that there are no other inputs to the system.
A. Filtering set-up
The filter in turn consists of models fused together by some sensor fusion filter. Then the fundamental models of the ZUPTaided INS can be identified as: the sensor model of the IMU,
the mechanisation equations (kinematic model) of the INS,
and the dynamic model,
including distributions of the stochastic components, n 1, , n 2, , and n 3, , possibly dependent on x , u , b , and c . u is the IMU output, u is the ideal IMU output (the true specific force and angular rates), b is sensor states, x is the navigation states, is the sampling period of the IMU, and c is dynamics states. Further, the zero-velocity-update (ZUPT) attribute of the system implies that the dynamic model will have the structure
where v is the velocity (subcomponent of x ), ℎ ′ (⋅) is the zero-velocity detector, ℎ ′′ (⋅) is the dynamic state model, and n ′ 3, and n ′′ 3, are subcomponents of n 3, . The building blocks of the ZUPT-aided INS are illustrated in Fig. 1 .
Additionally, the sensor fusion of aided INS is typically implemented with a complementary filter structure often making use of some sort of Kalman filter (KF) [6] . Even though not a defining attribute of ZUPT-aided INS, it is still so commonly used that its implications are worse mentioning. The complementary structure adds yet another model derived from the fundamental models. The estimation of the complementary filter structure is based on a model for the evolution of the errors of the state estimates rather than on models for the evolution of the states themselves,
where x +1 and b +1 are the errors in the state estimates and n 4, is the combined effect of n 1, , n 2, , and linearisation errors and other approximation made in the derivation of (5).
The structure of the ZUPT-aided INS, assuming a complementary filter structure, is illustrated in Fig. 2 . Note that the set-up contains the structure of the models and the fusion filter (discrete choices) but not necessarily all numerical values of constants in the models and the fusion filter.
B. Hardware set-up
Essentially the only hardware that will affect performance is the IMU. The physical IMU cannot normally be varied continuously in any way and would therefor be considered to be a part of the set-up. Possibly also the boot in use could be included in the set-up specifications. The IMU selection might influence the selection of the sensor model. However, the most important consideration of the IMU selection is to choose an IMU with sufficient dynamic range or the sensor model of the IMU will not be invertible over the operational range.
III. EVALUATING PERFORMANCE OF ZUPT-AIDED INS
To evaluate the performance: First, performance need to be defined and a performance metric chosen; Second, factors apart from the set-up affecting the performance need to be identified and parameterised; Third, methods for estimating the performance need to be found and applied.
A. Performance metric
Generally one speaks about performance of navigation systems in terms of accuracy, integrity, availability, and continuity of service. Being self-contained, availability and continuity of service are not an issue for INSs. Consequently we define the performance metric (⋅) of the ZUPT-aided INS to be a function of the system accuracy and integrity, that is a function of the state estimate errors and the errors in the estimate of some statistical dispersion measure (typically covariance) of the accuracy. However, the errors in the estimates are stochastic variables and consequently we define the performance of the system to be the expectation of the performance metric,
where is the expectation operator, ℰ is the stochastic error variables, is the errors, and ℰ (⋅) is the error probability density function. To get a comparable quantity the performance metric should preferably be a scalar function. This means that the metric might have to weight errors of different units relative to each other. The performance metric can be thought of as a cost function of the errors and as a result it will reflect how errors of different states and magnitude are valued relative to each other. This also means that the preferable performance metric will be dependent on the intended application of the system. Together with the performance metric an order relation [> ] also need to be defined. In non-mathematical language this means that we have to define what "better performance" means in the context of our performance metric. For a scalar performance metric the order will be either the normal order of the real field or its inverse.
In practice the distribution ℰ (⋅) is not known and, therefore, the performance must be estimated from a finite set of samples from the distributions. To obtain these samples references to the estimates are needed to calculate the errors. This can often be achieved for the navigation states but might be difficult for the dispersion measures. Therefore, the performance metric would often be chosen as a function of accuracy only and the integrity checked separately. Further, often references, only for a subset of the navigational states (e.g. position) and for a subset of the time instants, are available. However, due to correlations of state estimate errors this can in many cases be acceptable.
B. Performance parameterisation
Per definition the performance of a set-up will be determined by factors of continuous nature. These factors need to be parameterised to make a performance characterisation possible. There are many considerations concerning the parameterisation. Even if preferable, the parameters do not necessarily need to be specified such that they are given by numerical values. The important attribute is that the range of interest of the parameters can be sampled in a sensible manner. More important is to limit the total number of parameters. As seen in Section III-C each parameter adds one dimension to the final estimation problem. Therefore, only factors believed to have a significant influence on performance should be kept in the parameterisation.
The parameterisation will be set-up and application dependent. As a result no universal parameters can be given. However, some groups of parameters can still be identified. The parameters can be divided into internal parameters int and external parameters ext . For an example of a parameterisation see Section IV.
1) Internal parameters:
The internal parameters int can in turn be divided into filter parameters and hardware parameters. The system parameters are normally easily identified based on the specific models (1)- (5) and the fusion filter of the set-up. Considering the complete hardware component selection as a part of the set-up, the parameters, of the hardware set-up, are only the sensor placement/mounting and sampling speed.
2) External parameters: The external parameters are the parameters which, given the hardware, determine the trajectory in a wide sense. The trajectory we define to include both the path in the navigation state space and the sensor output. The trajectory is not as easily parameterised as the filter and the hardware. The true trajectory is not known (no perfect reference) and difficult to reproduce in a sensible manner. Further, being a real-world continuous quantity, the trajectory will not be feasible to parameterise exactly with a finite set of parameters. Hence, the parameterisation will have to be done in an approximate manner. That is a limited set of parameters, describing aspects of the trajectory important to the performance of the system, has to be found. This can be justified by treating the human locomotion as a stochastic process which is parameterised by a finite set of parameters.
C. Estimate performance
Conceptually, there is a large difference between the internal parameters int and the external parameters ext . In principle we are always free to adjust the internal parameters while the external parameters, or rather in this case a probability density of the parameters, can be given by an intended application. This means that depending on viewpoint the external parameters can be both parameters and realisation of a stochastic variable. In the latter case denote the stochastic variable Θ ext and the probability density function Θext (⋅).
Ideally, if the external parameters would span the space of trajectories perfectly then, without any application given, the performance (6) of a set-up is parameterised by both int and
while the achievable performance of a set-up would be parameterised by ext only,
where the max-function is with respect to [> ] . On the other hand, if an application is given, the performance of a set-up would be parameterised by int only,
while the achievable performance of a set-up, given an application, would not be a function of any parameter,
where once again the max-function is with respect to [> ].
Equations (7)-(10) all represent performances but from different viewpoints. Equations (8) and (10) give performance baselines and (7), (8), or (9) give performance characterisations. Note that the evaluation of (10) would contain the evaluation of (7) and (9) 
Estimating performance is then a matter of estimating one or more of the integrals and the max-function in (11) depending on which one of the relations (7), (8), (9), or (10) that is of interest.
In practice ext does not span the space of trajectories perfectly, ℰ ( |Θ ext = ext ; int ) is not known, and Θext ( ext ) is only known roughly for an application. However, assuming that ext spans important dimensions of the trajectory space then the inner integral of (11) can be estimated by sampling trajectories at points in the external parameter space with internal parameter settings int . Together with references this gives error samples , ( int ) : = 1, . . . at ext, : = 1, . . . . The inner integral (corresponding to ( ext, , int )) can then be estimated with the sample mean of the performance metric [7] ,
The outer integral (corresponding to ( int )) can then in turn be estimated bŷ
where ∑ =1 = 1 and where are weights chosen based on the intended application and approximating Θext ( ext,j ). Finally, the achievable performance can be estimated by a numerical evaluation of max int (⋅),
wheremax(⋅) denotes a numerical approximation of max(⋅). Unfortunately, (14) is nonlinear with respect to int and dim( int ) ≥ 5. This poses significant difficulties when evaluating (14) and often make a brute force numerical search infeasible. A way around this would be to identify well behaved parameters and groups of parameters with weak interdependencies such that sequential iterative minimisation methods could be used on a subset of the parameter dimensions. Also, some parameter dependencies could temporarily be eliminated with external information, see Section IV and [8] .
IV. BASELINE SET-UP PERFORMANCE EVALUATION AND

CHARACTERISATION
In this section we apply the methodologies given in Section III to a suggested baseline set-up. The performance characteristics of the zero-velocity detector part is studied in a companion paper and left out here [8] .
A. Baseline set-up
To keep the system as simple as possible the sensor model is taken to be the true value plus noise. The mechanization equations are first order discretisations of the kinematic equations with zero order hold assumptions and with the Coriolis and the Euler terms discarded. The zero-velocity detector is the SHOE detector [8] . The fusion filter is a complementary extended KF and the error models are based on perturbation analysis discarding second and higher order terms. This baseline filter set-up has been chosen since it represents a common denominator of many studied systems and also has a low number of parameters making analysis and presentation of data manageable [1] , [3] - [5] . The IMU in use is a 3DM-GX2 from MicroStrain with a dynamic range of 18[g] and 1200[ ∘ /s] of the accelerometers and gyroscops respectively. The boots used for the experiment was of the Dr. Martens Classic model.
B. Performance metric
The performance metric is limited to the reference available. In the measurement campaign only position reference for the stop point (closed-loop trajectories) was available. The performance metric was chosen as
where ℰ is the three-dimensional error in end-position. The performance order relation is taken to be the inverse of the standard real field order, [> ] ∼ [<] . That is a smaller meansquare error is better.
C. Parameterisation
The internal parameters are taken to be the process and measurement noise covariance matrices within the KF, cov(n T 4, n 4, ) and cov(n ′ 3, T n ′ 3, ). The covariance matrices are taken to be diagonal. The process noise covariance matrix is assumed to have identical components in the velocity states 2 , modelling measurement errors in the accelerometers, and in the orientation states 2 , modelling measurement errors in the gyroscopes, and zero on the diagonal otherwise. The measurement noise covariance matrix is assumed to have identical components along the diagonal 2 . The detection threshold and the window length (even though not a parameter in a strict sense) of the detector ℎ ′ (⋅) were tuned separately with a reference based on force-sensitive-resistors as discussed in [8] . The numerical values used were = 10 4.8 and window length 5 samples. No hardware parameters were used in the presented data. The IMU was mounted in the foot instep and the sampling speed was 250 [Hz] . Hence, for the presented data
In the measurement campaign the trajectory was parameterised (external parameters) with the walking speed, the mechanical properties (compressibility/shock absorbtion) and the topography (roughness/hilliness) of the ground surface, the path length, some qualitative measures of the appearance of the path, and the subject itself.
D. Performance estimation
Trajectories were collected from a matrix of points in the trajectory parameters space. The performance was estimated using 2×10 trajectories (error samples) with each 10-set taken over a single power-up cycle. For ease of interpretation the estimated performance is presented as
in which is the travelled distance. Together with (15) and (12)-(14) this means that the presented performance figures are the root-mean-square error (RMSE) of end position normalised with the path length. The reason for normalising with the path length is that, under the assumption of small influence of the heading errors, the RMSE of position will grow approximately linear with distance. Hence, given that this is true, the normalisation will eliminate the dependency on the path length parameter.
E. Performance characteristics
Presenting and interpretingˆ( int , ext,j ) andˆ( int ) is difficult due to dimensionality. However, the parameter and the and parameters scale the error covariances of the inputs relative to each other. Therefore, one might expect that most of the effect on performance will be captured by the ratio between and and the ratio of that ratio to . This has indeed been noted to be the case for values of above approx. 0.001[m/s] and fixating most of the performance characteristics will be described by the dependence on and . However, the system does have more than two degrees 
√ˆ(
int , ext,j ) (RMSE of postion) for stride period 0.9 [s] and other external parameters as given in Section IV-E.
of freedom due to coupling with physical quantities in (2) so one still has to be careful in setting . Based on inspection ofˆ( int , ext,j ) the value is set to = 0.005[m/s]. The remaining dependence on and gives a simplified picture of the performance characteristics but it still contains many important attributes. Also remember that the coupling with the detector has been ignored by fixating its parameters. For a detailed analysis all dependencies have to be considered. In Fig. 6ˆ( int ) is given for a grid of and values. Hereˆ( ext,j , int ), based on corresponding trajectories as of flat hard floor but also for asphalt, gras, and gravel, has been included and weighted together with equal weights. This performance characteristic estimate is based on approx 120 trajectories, approx. 
int , ext,j ) (RMSE of postion) for stride period 1.8 [s] and other external parameters as given in Section IV-E.
F. Achievable performance
The minimum points of the surfaces in Figs 
√ˆ(
int ) for uniform distribution of walking speed and ground compressibility conditions as given in Section IV-E.
Regions corresponding to operational modes is difficult. Also note that the performance estimate figure of 0.44% is dominated by a handful trajectories giving errors in the range 0.3-0.9% while most of the trajectories give an error in the range 0-0.3%. Our experience is that order of magnitude 20 trajectories recorded at two different occasions are needed to estimate the performance consistently.
G. Operational modes
In Figs. 4-6 some more or less flat regions are present. These are parameter ranges over which the system seems to behave about the same. That is, they could be interpreted to correspond to operational modes of the system. Fig. 7 show the surface in Fig. 6 from above with the regions marked and labeled. In region A both the process noise covariances of the accelerometer and the gyroscopes are low in comparison with the measurement noise covariance. This means that we trust the inertial measurement to a high degree in comparison to the ZUPTs. This flat area would correspond to free inertial navigation. In region B the process noise covariance of the accelerometer is low while the process noise covariance of the gyroscopes is high in comparison with the measurement noise covariance. This means that the filter will enforce the compliance between the ZUPTs and the state estimates by adjusting the velocity and position but also by adjusting the orientation which are correlated with velocity and position with gravity as a lever. The opposite noise magnitude relation hold for region C. This means that the filter will enforce the compliance by mainly adjusting the velocity and position.
The performance is typically best in region C but with symmetric trajectories the performance in region B and C are comparable. Using nonsymmetric trajectories (results not shown) the performance in region C is often order of magnitude worse.
H. Intermediate regions
Between the regions A, B, and C in Fig. 7 there are some intermediate transition regions. To begin with there is a diagonal transition region between region B and C. Here a ditch is often present indicating that the accelerometer and gyroscope process noise covariances are balanced. Between the region A and B and between region A and C there are often similar ditches present. The explanation for this is probably that at these noise covariance values the filter smoothen out the zerovelocity enforcing over the short retardation period of the foot impact on the ground. Remember that a fix detector threshold was used for the data. Then there is a short transition region in each step from moving to stationary in which the detector will trigger with increasing probability the closer the foot gets to stationary. With smooth update, that is balanced accelerometer process noise values to measurement noise values, this will not be a problem but with hard updates enforcing zero-velocity on the first ZUPT this might introduce errors giving a less satisfactory performance. Detailed analysis will have to verify this hypothesis. Either way, as seen in Figs. 3-5 this ditch is increasingly pronounced for low walking speeds making the parameter settings more sensitive. This is in agreement with the poor robustness often observed in the system for irregular motions patterns, e.g. loitering. These ditches could be thought of as regions in which time and measurement error covariance effects are balanced. Finally, occasionally a minimum is present in the intersecting intermediate regions between all regions. This minimum corresponds to settings of which the effects of both the time and all measurement error covariance settings are balanced.
I. Internal parameter settings
The region, in the -parameter-subspace in which the minima corresponding to the achievable performances discussed in subsection IV-F were found, is in the intersection between all the regions A, B, and C with a bias towards or even inside region C. The numerical values of the components of int of the achievable performance (0.44%) of Fig. 6 Figs. 3-6 should be produced to tune and determine the achievable performance of a ZUPT-aided INS implementation. Also note that the filter implementation of [8] is slightly different (no noise covariance scaling with sampling period) which partially explains the difference in the given values.
V. CONCLUSIONS
In this article we have suggested a methodology for evaluating performance of foot-mounted ZUPT-aided INS and other related systems. General system structure and components have been identified. Performance of ZUPT-aided INSs and other related systems has been mathematically defined. Based on this definition and some general division of the parameterisation, methods for estimating performance have been derived. Finally, these methods have been applied to a baseline system set-up giving performance characteristics and achievable performance over a range of internal and external parameter ranges. The achievable performance has, depending on external parameters, been estimated to be in the range 0.1-0.44%.
