a b s t r a c t SKM-SNP, SNP markers detection program, is proposed to identify a set of relevant SNPs for the association between a disease and multiple marker genotypes. We employ a subspace categorical clustering algorithm to compute a weight for each SNP in the group of patient samples and the group of normal samples, and use the weights to identify the subsets of relevant SNPs that categorize these two groups. The experiments on both Schizophrenia and Parkinson Disease data sets containing genome-wide SNPs are reported to demonstrate the program. Results indicate that our method can find some relevant SNPs that categorize the disease samples. The online SKM-SNP program is available at http://www.math.hkbu.edu.hk/~mng/SKM-SNP/ SKM-SNP.html.
Introduction
Variations (e.g., insertions, deletions, and mutations) in the DNA sequences of humans have a major impact on genetic diseases and phenotypic differences. Single nucleotide polymorphism (SNP) is one of the most common DNA sequence variation occurring when a single nucleotide-A, T, C, or G-in the genome (or other shared sequence) differs between members of species (or between paired chromosomes in an individual). In SNPs data sets, the association between a disease and a set of relevant SNPs are investigated. Patients and normals are often categorized in groups according to their SNPs. Thousands of SNPs in different regions of chromosomes are used to describe characteristics of patient/normal samples.
High-dimensional data is a phenomenon in the field of bioinformatics. Above SNP data set is a typical example. Clearly, clustering of high-dimensional categorical data requires special treatment. There are two key properties of data sets of such data mining tasks: high-dimensional and categorical.
To tackle high-dimensional data, some subspace clustering methods are proposed and studied, see [1] for details. The basic idea of the methods is to find clusters from subspaces of data instead of the entire data space. In subspace data clustering, each cluster is a set of objects identified by a subset of dimensions and different clusters are represented in different subsets of dimensions. The major challenge of subspace clustering, which makes it distinctive from traditional clustering, is the simultaneous determination of both cluster memberships of objects and the subspace of each cluster.
Cluster memberships are determined by the similarities of objects measured with respect to subspaces. According to the ways that the subspaces of clusters are determined, subspace clustering methods can be divided into two types. The first type is to find out the exact subspaces of different clusters [2] [3] [4] [5] [6] [7] [8] . The second type is to cluster data objects in the entire data space but assign different weights to different dimensions of clusters in the clustering process, based on the importance of the dimensions in identifying the corresponding clusters [9-16,?] . However, all these methods are developed to handle numerical data sets.
One widely used SNP selection approach for candidate gene studies is based on potential impact on protein functions or gene regulations [18] [19] [20] [21] . A problem with these methods is that such biological information is rarely available or still unknown to human beings. In this paper, we develop SKM-SNP, a SNP markers detection program, which employ a subspace clustering algorithm to determine a set of relevant SNPs for the association between a disease and multiple marker genotypes. We consider that different SNPs to be categorical dimensions and they make different contributions to identification of (patient or normal) samples in clusters. The difference of contribution of a SNP (categorical dimension) is represented as a weight that can be treated as the degree of the dimension in contribution to the cluster. In subspace clustering, the decrease of the weight entropy in a cluster implies the increase of certainty of a subset of dimensions with larger weights in determination of the cluster. Therefore, in the clustering process, we simultaneously minimize the within cluster dispersion and the weight entropy to stimulate more dimensions to contribute to the identification of a cluster. A formula for computing a dimension weight is implemented to the clustering process as an additional step in each iteration, so the cluster memberships of samples and the weights of SNPs in each cluster can be obtained simultaneously.
Methods

The algorithm
SKM-SNP is a new K-mode-type algorithm for soft subspace clustering of high-dimensional categorical data. In this algorithm, we consider that the weight of a dimension in a cluster represents the probability of contribution of that dimension in forming the cluster. The entropy of the dimension weights represents the certainty of dimensions in identification of a cluster. Therefore, we consider the K-mode objective function by adding the weight entropy term to it so that we can simultaneously minimize the within cluster dispersion and the weight entropy to stimulate more dimensions to contribute to the identification of clusters. The SKM-SNP program is based on the minimization of an objective function (1):
subject to P k l¼1 w lj ¼ 1; 1 6 j 6 n; 1 6 l 6 k; w lj 2 f0; 1g
k li ¼ 1; 1 6 l 6 k; 1 6 i 6 m; 0 6 k li 6 1:
Here n is the number of samples, k is the number of clusters, m is the number of SNPs, x j;i is the ith SNP of the jth sample, z l;i is the ith SNP of the lth center mode, dðz l;i ; x j;i Þ is a distance function which is equal to one if both genotypes z l;i and x j;i are the same, or equal to zero if they are different, k l;i is the weight of the ith SNP of the lth center mode, w l;j is the degree of membership of the jth sample to the lth cluster. The idea of the minimization of (1) is to partition the samples to the correct group (to determine w l;j ); to find the representatives of normal and disease groups (to determine z l;i ); and to find the relevance of SNPs in each group (to determine k l;i ). We note that the first term in (1) is the sum of the within cluster dispersions and the second term the weight entropy. The positive parameter c controls the strength of the incentive for clustering on more SNPs. For detail about subspace clustering for numerical data only, we refer to the paper [22] .
To minimize the objective function in (1), we first initialize the center modes of genotypes of SNPs randomly and all the weights of SNPs to 1=m. Afterward we can start an iterative process of partitioning the samples, updating cluster centers modes of genotypes, and calculating the weights of the SNPs. The iterative loop is repeated until the objective function value does not improve. In each step, we have explicit formulae to handle the computation.
The partitioning of the sample is given as follows:
k ri /ðz r;i ; x j;i Þ 8r; 0; otherwise;
i.e., when there are more genotypes of a sample consistent with the representative of a normal/disease group, the sample is assigned to that group. The center modes z l;i is set to be the genotype a Here the ith SNP weight calculation is based on its relevance with respect to other SNPs, where the relevance is measured by the aggregated difference between the SNP genotype of the samples in the group and that of the corresponding center mode. The input parameter c is used to control the size of the weights as follows: The larger D li , the larger k li . This is contradictory to the original idea of dimension weighting. Therefore, c cannot be smaller than zero.
Convergency and complexity analysis
The proposed algorithm converges in a finite number of iterations. To divide a data set into k clusters, the number of possible partitions is finite. We can show that each possible partition W only occurs once in the clustering process. Assume that 
However, the sequence FðÁ; Á; ÁÞ generated by the algorithm is strictly decreasing. Therefore, the proposed algorithm converges in a finite number of iterations. The complexity of the algorithm in each step depends on the number of SNPs, the number of possible combination of genotypes, the number of samples and the number of clusters. This is because it only adds a new step to the K-mode clustering process to calculate the dimension weights of each cluster. The run-time complexity can be analyzed as follows. We only consider the three major computational steps:
Partitioning the objects: After initialization of the dimension weights of each cluster and the cluster centers, a cluster membership is assigned to each object. This process simply compares the summation of X m i¼1 k li /ðz l;i ; x j;i Þ in (2) for each object in all k clusters. Thus, the complexity for this step is OðmnkÞ operations. Updating cluster centers: Given the partition matrix W, updating cluster centers is to find the means of the objects in the same cluster. Thus, for k clusters, the computational complexity for this step is OðmnkÞ.
Calculating dimensions weights:
The last phase of this algorithm is to calculate the dimensions weights for all clusters based on the partition matrix W and Z. In this step, we only go through the whole data set once to update the dimensions weights. The computational complexity of this step is also OðmnkÞ.
If the clustering process needs h iterations to converge, the total computational complexity of this algorithm is OðhmnkÞ. This shows that the computational complexity increases linearly as the number of dimensions, or objects or clusters increases.
An example
In this subsection, we make use of the following example to demonstrate the proposed algorithm. In this example, there are six samples and four SNPs. Below symbols ''A" and ''a" represent the two alleles. The symbol ''M" refers to the missing percentages of genotypes. We also set the c to be 1 and all the initial weights of SNPs to 1/4.
Next we partition the samples by computing the distance between the sample and the center modes as in (2):
Center mode 1 Center mode 2
Here Ã in the bracket refers to the sample belonging the particular center mode. Now we can use the partitioning of the samples to calculate D l;t and then the weights of SNPs as in (4) The above results tell us that SNP 1 and SNP 2 are relevant to the first cluster, while SNP 3 and SNP 4 are relevant to the second cluster. In the next step, we need to update center mode 1 and center mode 2 by using (3) Since there is no dominant category in SNP 3 and SNP 4 for the first cluster and no dominant category in SNP 1 and SNP 2 for the second cluster, the category can be assigned arbitrary. Indeed, they are not relevant SNPs in the clusters. As the partitioning of samples is the same as before, the algorithm can be stopped and the clustering results are obtained.
Experimental results
Schizophrenia SNPs data set
In this subsection, we analyze the case/control populations of patients served in a data set from Genome Research Center, The University of Hong Kong. The data is related to Schizophrenia and is consisted of 488 cases (patients) recruited from hospitals in Hong Kong and 520 controls (normal) recruited from the community. There are 144 SNPs in the data set. Schizophrenia is a serious mental disorder affecting close to 1% of the population world-wide. Such disease incurs huge economic burden and human suffering. A large genetic component has been demonstrated by family, twin and adoption studies. The mode of inheritance is complex with multiple genes all contributing to the overall liability of developing the disorder. Recent molecular genetic studies have revealed a number of possible susceptibility loci. By using the genotype data already generated for the HapMap project [23] based on Asian samples. There are 144 SNPs on chromosome 3p that are picked by CLUSTAG developed by Ao et al. [24] making an average marker density of 1 tagging SNP per 25 kb.
The accuracy measure is used to evaluate the performance of the clustering algorithm. Objects in a lth cluster are assumed to be classified either correctly or incorrectly with respect to a given class of objects. Let the number of correctly classified objects be n l , we can calculate the clustering accuracy as:
where n is the total number of objects. Table 1 shows the clustering accuracy results of different algorithms: SKM-SNP, K-mode [25] , COSA [15] and PROCLUS [3] algorithms. We can see from the table that the SKM-SNP algorithm is better than the other algorithms. The focus of our study is to determine the relevant SNPs associated to the case/control populations. In Fig. 1 , we show the weights of SNPs for the case and control groups. It is clear from the figure that there are some weights of SNPs for the case and control populations that are about the same, however, there are some SNPs where they have significant different patterns of weights.
In Table 2 , we show the top ten weights of SNPs in the control group and their corresponding genotypes distributions where A and a represent the major and minor alleles. The column under ''M" refers to the missing percentages of genotypes in the group. As a comparison, we also list the genotypes distribution of the selected SNPs of the case group in Table 2 . Similarly, in Table 3 , we show the top ten weights of SNPs in the case group and the corre- 
Table 2
The top ten weights of SNPs in the control group and their genotypes distributions for Schizophrenia dataset.
SNPs Control Case
Weight Table 3 The top ten weights of SNPs in the case group and their genotypes distributions for Schizophrenia dataset.
SNPs Case Control
Weight (1 for  unaffected, 2 for affected, can also be a class label) followed by unencoded allele calls (0 is a missing genotypes) for each genotype in the order specified within the map file. The alleles are called in forward orientation according to dbSNP. We do the data reprocessing as follows: each chromosome will be a separate file, that is to say, we combine each chromosome of cc Ã :pre file and pd Ã :pre file to one file. For Individual Id, we just ignore it and for class Label, we read them out and consider them as the final class label in order to have a reference for clustering accuracy comparisons. All the remaining genotypes, we combine every two of them together to make up a SNP. For each list of SNPs, we compute the allele that appear with the most frequency and label it as the major in this particular list and all the other alleles will be the minor. For SNPs that appear with major/major, we label it as 0. For SNPs that with major/minor or minor/major, we label it as 1. For SNPs that with all the combinations of minors, we label it as 2. Missing values will be represented as 3. Details of data processing step can be seen in our webpage at http://www.math.hkbu.edu.hk/ mng/SKM-SNP/SKM-SNP.html. Table 4 shows the clustering accuracy results (correctly classified samples) for 22 chromosomes by using the SKM-SNP program, compared with traditional K-mode algorithm. We use the most frequent genotypes in case and control groups to be the initial modes for the program. The parameter c is tuned in each chromosome to obtain the highest accuracy in the test. We find that the average clustering accuracy of our proposed algorithm is higher than that of K-mode algorithm which is non-subspace-type [25] by 3.0%. In the table, we show the computation time of the proposed algorithm, and find that it only takes about a minute to generate the weights of the SNPs and the clustering results.
Because of the curse of dimensionality, we must select important and relevant dimensions for clustering and classification in high-dimensional data sets. Experimental results in [2] [3] [4] 14, 15, 17] have shown that the selection of dimensions is very important for obtaining good results for high-dimensional numerical data sets in clustering and classification. For categorical data clustering, the existing k-mode algorithm is not capable in selection of dimensions. Therefore we expect k-mode algorithm may not work very well for high-dimensional data sets. However, the dimensions weighting procedure is incorporated in the proposed algorithm, we expect that the SKM-SNP method would be a useful tool for SNP marker selection in the data sets discussed.
In addition, we choose chromosome 2, which has the highest accuracy as an example to demonstrate the weights of SNPs for SNP markers detection. Fig. 2 shows the accuracies obtained when we increase c value from zero. We can see from this figure that SKM-SNP can get a reasonably good accuracy of 92.98% when c is between 700 and 1000, 1.5% higher than the traditional K-mode algorithm (c ¼ 0).
As there are thirty thousands of SNPs, we further filter out a portion of them to do a detailed analysis. We first filter out those SNPs whose initial modes or final modes are the same after we run the SKM-SNP program once. The remaining number of SNPs is 1887, 5.8% of the original chromosome 2 data set. With this much smaller data set, we can still obtain a satisfactory accuracy of 91.68% when c is between 25 and 35, 1.3% higher compared with K-mode of 90.39%, see Fig. 3 . Then we apply SKM-SNP program again for this data set. In Table 5 and Table 6 , we show the SNPs whose weights (the magnitude 10 À4 ) ranking the top ten in the case and control groups. Their corresponding percentages of genotype distributions are also shown in the table where ''A" and ''a" represent the major and minor alleles. The column under ''M" refers to the missing percentages of genotypes in the groups. We see from the two tables that the SNPs of the top ten weights are different in the two groups. These results indicate their subspace structure of two clusters are different. Based on the weights, we can identify some relevant SNPs associated with case and control groups in a data set. Therefore we can further study these SNPs for disease-related genetic analysis. Although the cause of Parkinson Disease is still unknown to us, some of the genetic factors have been discovered. We know that there are many monogenes cloned or mapped on different chromosomes. The first gene to be isolated was PARK1 located in chromosome 4, two additional loci PARK3 and PARK4, on chromosome 2 and chromosome 4 respectively have been discovered in 1998 and 1999. Furthermore, four loci on chromosome 1, PARK6, PARK7, PARK9 and PARK10 have been reported to contain susceptibility genes, see [26] for details. We also find that the above chromosomes which have been reported to be associated with Parkinson Disease also have relatively high accuracy in SKM-SNP. These results not only validate the efficiency of our program, but also demonstrate that SNPs selected by our program associate to control/case populations. Biologists can further investigate on the above important SNPs to determine their genetic functions and study how they are relevant to the Parkinson Disease.
Conclusions
In this paper, we have developed SKM-SNP, a new SNP markers detection method to identify the subset of SNPs. SKM-SNP utilizes subspace categorical clustering techniques by adding a weight value to each SNP and includes weight entropy in the objective function so that each subspace cluster can be formed by several relevant SNPs that are similar within a cluster and dissimilar among clusters. This program has been efficiently and successfully used in real Schizophrenia and Parkinson Disease SNP data sets. 
