Abstract A persistent problem hampering our understanding of the dynamics of large-scale metabolic networks is the lack of experimentally determined kinetic parameters that are necessary to build computational models of biochemical processes. To overcome some of the limitations imposed by absent or incomplete kinetic data, structural kinetic modeling (SKM) was proposed recently as an intermediate approach between stoichiometric analysis and a full kinetic description. SKM extends stationary flux-balance analysis (FBA) by a local stability analysis utilizing an appropriate parametrization of the Jacobian matrix. To characterize the Jacobian, we utilize results from robust control theory to determine subintervals of the Jacobian' entries that correspond to asymptotically stable metabolic states. Furthermore, we propose an efficient sampling scheme in combination with methods from computational geometry to sketch the stability region. A glycolytic pathway model comprising 12 uncertain parameters is used to assess the feasibility of the method.
ichiometric models for several model organisms such as the S. cerevisiae or E. coli, are now available [10] . However, to obtain a true understanding of cellular function and organization a mere list of parts is not enough. In this respect, the construction of mathematical models is an indispensable tool to study -and eventually understand -how the parts of a metabolic network interact and function as an integrated whole.
Current approaches to metabolic modeling are characterized by a dichotomy of large-scale constraint-based stoichiometric models on the one hand, and detailed kinetic models of small subsystems on the other hand. The advantage of topological and constraint-based methods is that they only require stoichiometric information, making them applicable to large, up to 'genome-scale', systems. Most prominently, flux-balance analysis (FBA) makes use of the mass conservation constraints to identify possible flux distributions that fulfill a given objective function, such as maximal ATP production or maximal biomass generation. Although one of the most successful approaches to date, the downside of FBA is that it cannot provide any information about the dynamical properties of the metabolic system. In contrast, the description of dynamics requires the construction of a detailed kinetic model of the network, usually in terms of ordinary differential equations. However, the construction of such explicit kinetic models of metabolism is based on detailed quantitative information on kinetic parameters and rate equations, information that is only rarely available in practice.
To overcome some of the difficulties imposed by the lack of information on kinetic parameters, there has been increasing interest in heuristic and semi-quantitative methods to describe the dynamics of large-scale metabolic networks in the face of uncertain kinetic data [23, 22, 20] . Specifically, structural kinetic modeling (SKM) proposes to augment the constraint-based analysis by a local stability analysis utilizing an appropriate parametrization of the Jacobian matrix [21] . The approach is based on the observation that in many cases a detailed kinetic model is not necessary. Rather, a large number of dynamical properties, such as control coefficients, the stability of states, transitions to oscillatory regions, among various others, are readily available using only a linear approximation of the system. SKM therefore seeks to derive stringent bounds on the entries of the Jacobian matrix, based on available phenotypic data and biophysical constraints, to enable a computational analysis in the absence of further kinetic information. We emphasize that SKM is a data-driven approach, taking another perspective than classical nonlinear dynamics. More specifically, SKM starts out with a given, experimentally measured steady state and asks for the underlying parameter region supporting this particular state.
In this work, we discuss an extension of SKM utilizing methods from robust stability theory [4, 1] that allows to determine subintervals of the Jacobian entries of a SKM model corresponding to stable metabolic states. To this end, we believe that the proposed reasoning about entire sets of models is an adequate semi-quantitative approach [18] to analyze biochemical models in general.
The paper is organized as follows. Section 2 provides an introduction to the SKM framework. The applied guaranteed methods from robust control as well as a novel random sampling scheme are discussed in Section 3. An application of the sampling method is given in Section 4, while Section 5 draws conclusions.
Structural kinetic modeling
SKM draws upon the fact that, even in the absence of detailed kinetic information, questions with respect to stability of the metabolic operating point can be addressed. To this end, we consider a metabolic network whose time-dependent behavior is described by an ordinary differential equation of the form
with S ∈ R N + denoting the vector of concentration of all involved species, N ∈ Z N×L the stoichiometric matrix, v : R N + × R M + → R L + the parametric rate laws and k ∈ R M + a vector comprising all kinetic parameters. We assume that the network has at least one non-zero steady state at concentration S 0 , which does not necessarily has to be stable. In this case, we can equivalently writė
Introducing concentrations that are normalized by the steady state concentration
with the constant matrix
and the vector of normalized fluxes
. A linearization of the system at the steady state x = 1 yields with Λ Λ Λ µ µ µ(1) = 0 a linear model with states z i
Introducing the matrix
we obtaiṅ
The stability of the nonlinear system specified by (3) at x = 1 is thus determined by the eigenvalues of the matrix Λ Λ ΛΘ Θ Θ , which is equivalent to the (scaled) Jacobian matrix. Our further analysis rests upon a detailed interpretation of the matrices Λ Λ Λ and Θ Θ Θ . In particular, the matrix Λ Λ Λ is entirely specified by stoichiometric information, along with knowledge of a stationary metabolic state, characterized by a set of stationary concentrations S 0 and fluxes v 0 = v(S 0 ). The latter satisfy the steady-state constraint Nv 0 = 0. We note that large-scale measurements and the characterization of metabolic systems in terms of concentrations (metabolomics) and fluxes (fluxomics) are now almost standard techniques in the analysis of cellular metabolism [14, 24, 17] , making the matrix Λ Λ Λ -at least in principle -accessible to direct experimentation. The interpretation of the elements of Θ Θ Θ is slightly more intricate. Every entry of the matrix Θ Θ Θ specifies the derivatives of the normalized rate law with respect to the scaled concentrations, and can be interpreted as the (dimensionless) relative saturation level of one particular reaction with respect to one particular substrate concentration. Importantly, for most typical rate laws the elements of Θ Θ Θ are confined to well-defined intervals that are independent of the respective metabolic state or mathematical details of the rate equation. We note that the elements of Θ Θ Θ are analogous to logarithmic derivatives and are closely related to the scaled elasticity coefficients in Metabolic Control Analysis [12] .
Stability of uncertain linear systems
We are now in the position to apply the ideas of robustness analysis for linear systems to the Jacobian matrix J ≡ Λ Λ ΛΘ Θ Θ of our linearized metabolic network. Allowing uncertainty in the kinetic rate law corresponds here to an uncertainty about the saturation matrix Θ Θ Θ . Thus we define the set of Jacobians as
where is IR is the set of all real intervals. Thus an element
the bounds of which are determined by biophysical constraints. In practice not every entry of Θ Θ Θ is uncertain and one seeks a representation of the Jacobian as a function solely of the uncertain vector
with template matrices T i ∈ {0, 1} N×L . We do not exclude the case that one uncertain parameter controls multiple entries of Θ Θ Θ . Alternatively, the parametric Jacobian may be expressed as a convex matrix polytope with
with co{·}, the convex hull. The image of the saturation hyper-rectangle [Θ Θ Θ ] under Λ Λ Λ is, in general, not a rectangle in the space of Jacobians and vertex points of [Θ Θ Θ ] can be mapped to the interior of the Jacobian polytope. Thus, we have K ≤ 2 M assuming that L ≥ N, which is normally the case for reaction networks.
Guaranteed methods
In the following, robust control methods are discussed that we consider particularly suitable for the SKM framework. They determine saturation subintervals, where stability of every member is guaranteed. The application of those methods to a model of the glycolytic pathway within the SKM framework is presented in [16] . Given a single Jacobian J ∈ R N×N of a linearized dynamics, stability can be determined by checking the Hurwitz property, i.e., whether all roots of the characteristic polynomial p(λ ) = det(J − λ I) have negative real parts. For the case of parametric Jacobians J(θ θ θ ) the following theorem due to Kharitonov [15] can be utilized.
of degree n which is an instance of the polynomial set p(λ ,
and c n > 0 is a Hurwitz polynomial, if and only if the associated following four Kharitonov polynomials
are Hurwitz polynomials.
The theorem gives a necessary and sufficient condition for stability. However, the necessity is lost if the coefficients c are not independent as it is the case for the characteristic polynomial p(λ , θ θ θ ) = det(J(θ θ θ )−λ I). Thus, the theorem just provides a sufficient condition, and gives conservative results in general. In practice, one can obtain the overbounding coefficient intervals [c] by computing the characteristic polynomial with θ θ θ ∈ [θ θ θ ] using interval arithmetic [13, 16] . Quadratic stability of a polytopic linear system with J([θ θ θ ]) is defined that for each member J(θ θ θ ) ∈ co{J 1 , . . . ,J K } one can find one common quadratic Lyapunov function. With that, quadratic stability is stronger than testing the Hurwitz stability of each member. Thus, for an uncertain system that is quadratically stable all members are Hurwitz stable, but a system that is not quadratically stable can still be stable for all members. Quadratic stability thus provides just another means to obtain conservative stability bounds. However, quadratic stability, by itself, can be determined without conservatism with a finite number of tests. It remains to find a common Lyapunov function for all vertex systems. This can be done by solving the following K linear matrix inequalities simultaneously
for i ∈ {1, . . . , K} and P 0, the common positive-definite Lyapunov matrix. The proof of the theorem is based on the observation that any positive linear combination of negative definite terms is again negative definitẽ
In contrast to quadratic stability, affine quadratic stability searches for a quadratic parameter-dependent Lyapunov function, where the parameter dependency is assumed to be affine
Writing it in terms of polytopes we seek a Lyapunov matrix such that
andP(α α α) 0 for any convex combination α α α. We used the corresponding polytopic representation of the affine set (11)
with the vertex matricesP i . Affine quadratic stability leads to bilinear matrix inequalities that are difficult to solve numerically. However, forcing another constraint on the Lyapunov function, namely multi-convexity [2, 11] one arrives at vertex conditions similar to the one of quadratic stabilitỹ
for all i ∈ {1, . . . , K} and j ∈ {1, . . . M}, where we used the affine representation of (7). The incorporation of multi-convexity (third inequality) introduces conservatism but yields a set of linear matrix inequalities that can now be solved efficiently using semi-definite programming.
Efficient random sampling
A downside of guaranteed methods of robust control is that they, in general, provide binary answers regarding stability. For instance the semidefinite program underly-ing quadratic stability qualifies the proposed parameter interval [θ θ θ ] as feasible or not. Thus, these methods do not lend themselves to locate the stable region or to determine the most constraining parameter dimensions. Quadratic stability can be extended to return a scalar variable, for which a proposal interval need to scaled uniformly around an expansion in order to meet quadratic stability [6] . However, also this requires a priori information about the proper expansion point and side-length ratios of the hyper-rectangle. Moreover, determination of the maximum-volume hyper-rectangle that can be inscribed into a closed surface, itself requires the solution of a nonlinear program. Multi-dimensional bisection methods is used in [16] to expand hyper-rectangles based on the binary decisions returned by the guaranteed methods of Section 3.1. However, such an approach does not scale well with the parameter dimension and also does not guarantee to converge to the maximal-volume rectangle, on top of the conservatism of those guaranteed methods. The procedure outlined in the following aims to find a non-guaranteed hyperrectangle through advanced random sampling of the stability region. Sketching the stability region in this way, also allows one to identify parameter combinations that are most constraining in terms of stability. This can be achieved through a minor component analysis (MCA) [9] . Besides its relevance in its own rights, the obtained rectangle can then be proposed to a guaranteed method. Even if a downscaling of the rectangle is necessary due to conservatism of the guaranteed method or due to the overapproximation of the stability region by the sampling method, the expansion center and the side-lengths ratios are likely to be representative. Sampling. We randomly sample one-dimensional information through the following theorem that provides sufficient and necessary conditions in case of onedimensional uncertainty [5] . With a nominal parameter set that corresponds to a stable Jacobian J 0 the theorem provides a means to sample the stability region around this expansion point without any conservatism. We do this by shooting Bialas rays in random directions θ θ θ from this expansion point. In vector notation this reads
with the appropriate rearrangement matrix R ∈ {0, 1} LN×M . The probability distribution over ray directions should be chosen such, that the intersection points between rays and stability boundary are distributed uniformly. Choosing random directions from an expansion point within a surface that result in a uniform distribution at that surface is a known problem; see for instance the problem of uniformly sampling the surface of a n-sphere [19] . However, in the absence of information on the surface to be sampled, we propose to resort to a sequential Monte-Carlo algorithm that generates a uniform distribution at a bounding rectangle [θ θ θ ] ⊆ [θ θ θ ] 0 that is updated during sampling. We refer to [θ θ θ ] 0 as the outer interval determined by biophysical bounds. Dimensionality reduction. Several expansion centers are chosen according to a tree structure with predetermined depth and degree. Parameter combinations that are constrained in terms of stability are revealed by computing an eigendecomposition of the covariance matrix of the sampled line set (see for instance Fig. 2 in Section 4). The eigendirections corresponding to small eigenvalues indicate constrained parameter combinations (minor components) [9] . Inner products between eigendirections and basis vectors of the parameter coordinates allow to identify single parameters, that are most aligned with these constrained directions. This opens up the possibility for model reduction, where interval stability is investigated only for the most constrained parameters. Rectangle Inscription. In order to be able to inscribe a hyper-rectangle into a sampled closed surface, the samples need to be connected to give closed surface. The most natural choice is to construct the convex hull, i.e. the smallest convex set containing the sampled points. The convex hull is a convex polytope -or bounded polyhedron and thus has besides its vertex representation also a representation as a set of half-spaces (see Minkowski-Weyl theorem). We define a polyhedron P as
with Q the number of half-spaces. The problem of inscribing the maximal-volume rectangle into P is convex and can thus be solved efficiently on polynomial time [7] . Denoting the interval of the inscribed box as [θ θ θ ] ∈ IR M we can write the convex program as max
with the diagonal matrix W(·) denoting the interval width
Instead of having 2 M linear inequalities for every vertex of [θ θ θ ], the constraint [θ θ θ ] ⊆ P can be expressed more efficiently with 2M inequalities [7] . The plausibility of the obtained optimal [θ θ θ ] rest upon the assumption that the intersection of stability region and biophysical bounding box [θ θ θ ] 0 can well be encoded through a convex polytope. Utilizing the exact convex hull, i.e. the tightest convex enclosure, introduces scalability issues in high dimensions. The worst case complexity of an optimal convex hull algorithm was shown to be O(n M/2 ) for M ≥ 4, where n is the number of sample points. However, the worst-case is rarely encountered and the actual complexity depends on the number of necessary inequalities Q, the order of which can vary from O(1) to O(n M/2 ). Taking Q into account, a polynomial algorithm in n, M and Q was shown to exist for the non-degenerate case [3] .
Application
We apply the proposed sampling method of Section 3.2 to a medium-scale model of glycolysis, depicted in Fig. 1 terized as the intersection of the stability domain with the biophysical bounding box using 10 4 Bialas rays with a flat tree configuration of depth one and degree 100. Figure 2 (a) shows the eigendecomposition of the covariance matrix C in normalized coordinates, indicating one tightly constrained parameter combination. Inner product computation reveals that direction θ 1 is strongly aligned with the corresponding eigendirection.
To illustrate the method we perform a model reduction retaining only the seven most constrained parameter dimensions as interval variables and adjusting the remaining ones to their nominal value, chosen to be the midpoint of [θ θ θ ] 0 . The obtained stability interval are depicted in Fig. 2(b) . The convex hull and the obtained 7-dimensional stability rectangle, down-projected onto the first three most constrained parameter dimension is shown in Fig. 3 .
Conclusions
The scarcity of kinetic information for metabolic reactions rarely allows for the determination of detailed kinetic rate laws for a metabolic model. We combine the local stability analysis of structural kinetic modeling with interval methods to compute guaranteed and non-guaranteed stability intervals for the saturation levels of Fig. 2 (a) Mean and standard deviation of the spectrum for the covariance matrix C of the stable 12-dimensional parameter region -based on 100 runs each with 10 4 Bialas rays (tree of depths one and degree 100). (b) biophysical bounding boxes and obtained stable intervals (gray) for parameters retained after model reduction. Fig. 3 Maximum-volume hyper-rectangle (green) inscribed in the convex hull (brown) and biophysical bounding box [θ θ θ ] 0 (yellow); a few of the 10 4 rays (blue) used to sketch the stability region of the reduced 7-dimensional interval system; down-projection to coordinates that are the most aligned to the directions of the first three minor components.
the involved reactions. We provide an efficient sampling algorithm to sketch highdimensional stability regions and apply methods from statistics and computational geometry to obtain non-guaranteed stability intervals. The computed stability interval may serve as a proposal for the binary test of guaranteed methods from robust control. To alleviate scalability issues in the applied computational geometry methods, one may resort to randomized algorithms, for instance such as the randomized incremental construction of the convex hull [8] .
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