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Abstract. Augmenting vision systems with high-level knowledge and reasoning
can improve lower-level vision processes, such as object detection, with richer
and more structured information. In this paper we tackle the problem of delimit-
ing conceptual elements of street views based on spatial relations between lower-
level components, e.g. the element ‘house’ is composed of windows and a door
in a spatial arrangement. We use structured data: each concept can be seen as a
graph representing spatial relations between components, e.g. in terms of right,
up, close. We employ distances between logical interpretations to match parts of
images with known examples and describe experimental results.
1 Introduction
Interpreting visual scenes is a hard task, and the field of computer vision has developed
many techniques over the past decades for segmentation, classification and recognition
of objects and scenes. Many of those techniques use a plethora of low-to medium-level
and local features such as lines, blobs, regions, interest points, and many more [1, 2].
Most of these features are used in feature-based classifiers [3–6]. However, it is fairly in-
tuitive for most people that visual scenes can best be described in terms of hierarchical
structures, expressing the natural composition of scenes into objects, parts of objects
and lower-level substructures [7, 8]. For example, a typical house consists of windows,
one or more doors, possibly a chimney displayed in a particular configuration. A hier-
archical aspect here is that the chimney itself, is composed of a specific arrangement
of local features (e.g. ”brick”-like patterns). Therefore, visual scenes are best described
using high-level representations such as graphs, and more generally using logical lan-
guages [9]. The use of such formalisms in vision has always been desired, although the
actual computational use of such languages for representation, inference and learning
has been less often studied (but see [10, 11]).
In this paper, we start from logical and relational learning and investigate how log-
ical generalization techniques can help to recognize and delineate substructures in an
image. In order to do this, we propose a distance-based technique for image interpreta-
tion. In a more general framework, our aim is to employ a hierarchical representation of
images where each image consists of several layers of information. The base layer is a
set of features generated by a vision system, e.g. lines and local patterns. A subsequent
layer consists of objects, e.g. windows and doors, and a higher level consists of config-
urations of objects. In this paper we focus on the delineation of known substructures
at one particular layer – the house level. We assume access to manually labeled exam-
ples of houses. Each example is annotated with the locations and shapes of windows
Fig. 1: (a) Annotated/labeled image (Eindhoven). (b) Annotated image (Eindhoven).
and doors. We represent a house as a set of objects and a set of spatial relations de-
fined on them (hence; a relational attribute graph). Each image substructure is spatially
embedded in a 2D plane, and objects are related to each other with respect to this space.
Related to our work, several papers have explored structured models for building
facades [12, 13], but as far as we know, none of these models is based on distances. In
[14] a distance measure is employed for images of documents, and similar problems
were tackled using inductive rule learning [15]. Our approach is different in that we use
very recent general results on distance metrics for structured data to show how easily
they can be used for computer vision tasks. In addition, we focus on a new problem;
that of delineating houses in street view images. This can be very useful to enhance
GOOGLE Street View images (e.g. with 3D reconstruction), or for home delivery robots
to better guess the destination.
2 Setting
For our problem setting we work with street view images of houses. In the Netherlands
many streets exist along which houses are built in one block as to minimize heat lost
and to keep a uniform architecture (Fig. 1). They exhibit some variation in doors and
windows appearance (e.g. windows having different frame colors), however often there
is considerable consistency in the way these elements are structured at the house level.
For example, the door is always on the left or right side of the house and a window is
always above a door. The limited number of configurations define the concept house.
In this work we identify such structures from real images. Utilizing this, we solve the
delineation problem, where the goal is to distinguish individual houses in images that
depict rows of adjacent houses, i.e. of repeated structures. We can use the same setup for
other knowledge levels (e.g. going from lower-level features to the concept window),
but in this paper we stop at the level of houses consisting of windows and doors.
Detecting house structures from images assumes access to manually labeled ex-
amples. Each house image is annotated with the bounding boxes and the labels of its
elements in the image: doors and windows (Fig. 1(a)). This captures the inherent struc-
ture of the concept of a house. The configuration is extracted from these features by
defining 2D spatial relations such as right, above, left, below, close and touch on the la-
beled bounding boxes. In this way, any structure can be expressed in terms of bounding
boxes, their labels and spatial relations between them.
In order to map images to logical representations, we introduce some terminology. A
logical atom is an expression of the form p(t1, . . . , tn) where p/n is a predicate symbol
and ti are terms. We assume a functor-free language, hence terms are built from con-
stants and variables. Constants are denoted in lower case and variables in upper case.
Ground atoms do not contain variables and will be called facts. A Herbrand interpreta-
tion i assigns to each fact in the language a truth-value. We identify iwith the set of facts
{a1, . . . , aN} to which it assigns true. A substitution θ = {X1/t1, . . . , Xn/tn} is an
assignment of terms t1, . . . , tn to variablesX1, . . . , Xn. Given i1 and i2 interpretations,
i1 θ-subsumes i2 iff there is a substitution θ such that i1 ⊆ i2.
Now we can describe an image Z as follows. First, we obtain a set of objects
{o1,o2, . . . ,on}, by assigning to each bounding box1 a constant oi. We derive a ground
atom for each object j in the form part(oj , label), forming the set O(Z). Second, we
use definitions of spatial relations between bounding boxes in our background knowl-
edge (BK) to derive a set of spatial relations that hold among the objects in O(Z). The
resulting set is denoted R(Z). An example of such an atom derived from the spatial
relation close right is cRight(oj ,ok, distance value), which says that object oj is
close2, on the right of object ok. The term distance value should be within a thresh-
old for the relation to be true. Similarly, cAbove and tRight define close above and
touch right, respectively. The BK can easily be extended, and enables to construct a
logical representation of visual data:
Definition 1. A visual interpretation V of an image Z is the union of a set of object
atoms O(Z) and the set of spatial relation atoms R(Z).
A visual interpretation can be seen as a graph; object atoms are attributed vertices and
relation atoms are directed (attributed) edges between the vertices. New relations can
be used to extend each visual interpretation, by defining them in the BK or adding new
attributes to the existing ones. The key point about visual interpretations is that they are
fully determined by the set of objects and the background knowledge. This implies that
for one image, we can construct multiple visual interpretations by considering different
subsets of the objects in the image, i.e. considering different subgraphs in the image.
These graphs – in the context of our application in vision – will typically be connected.
We can now use the visual interpretations as an instance space, and in effect, a con-
cept represents a set of visual interpretations. For example, some visual interpretations
will belong to the concept ’house’ whereas many others will not. For a particular image
and its corresponding set of objects o, the different possible instances will be the visual
interpretations of the subsets o′ ⊆ o. We denote ζ as the set of all labeled examples of
a concept, called prototypes (Fig. 1(a)).
Example 1. A visual interpretation of the image in Fig. 1(b) is:
Iimg = {part(o1, window), part(o2, door), part(o3, window), part(o4, window),
part(o5, door), part(o6, window), part(o7, window), part(o8, window),
part(o9, window), part(o10, window), cRight(o2,o1, 60.0), tRight(o3,o2, 1.0),
cRight(o4,o3, 10.0), cAbove(o9,o3, 68.0), cAbove(o10,o1, 73.0), cRight(o9,o10, 70.0),
1 Bounding box is a general term; in our experiments we employ polygon-like shapes.
2 In practice we use approximate measures to correct for slight deviations stemming from noise.
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Fig. 2: Graph representations of a prototype and an image interpretation.
cRight(o8,o9, 20.0), cRight(o8,o4, 70.0), cRight(o7,o8, 60.0), cAbove(o7,o6, 70.0),
cRight(o6,o5, 65.0), tRight(o5,o4, 1, 0)}. The prototype house in Fig. 1(a) is:
ζi = {part(o11, window), part(o12, door), part(o13, window), part(o14, window),
part(o15, door), cRight(o12,o11, 60.0), tRight(o13,o12, 1.0), cAbove(o14,o13, 68.0),
cRight(o14,o15, 70.0), cAbove(o15,o11, 68.0)}.
Intuitively our goal is to look for known structures in a new image by trying to embed
prototypes as well as possible in the image. In this direction we define the following:
Definition 2. A matching between two interpretations i1 and i2, m(i1, i2), is a map-
ping such that each atom a1 ∈ i1 corresponds to at most one atom a2 ∈ i2 and vice
versa. To each matching we associate a dissimilarity score d(i1, i2), which indicates
how different the two interpretations are.
A possible matching between two interpretations (depicted as graphs) is shown in Fig. 2.
The quality of the matchings is evaluated by the dissimilarity score. In the next section
we will express this score in terms of a distance metric between interpretations. We
formulate the delineation problem in the following, general, way:
Definition 3. The delineation problem is defined as: given a set of prototypes ζ, a
visual interpretation V of image Z, a dissimilarity score d, find the set of matchings
between sub-interpretations of V and any of the prototypes in ζ, such that all objects
appearing in V are matched once, and the score d over the matchings is minimized.
In effect, solving the delineation problem will carve up the visual interpretation of an
image into a set of known structures, i.e. individual houses in this paper.
3 Approach
We propose a possible scoring function d and show how to match prototypes in a new
image Z. We combine structure matching and distances on interpretations. Our method
consists of four steps. First, we define spatial BK, and the set of prototypes ζ. Second,
we determine all candidate visual sub-interpretations of V . Third, we compute distances
between all our candidate structures and our prototypes. Fourth, we use the computed
distances to find the best delineation. We will now explain the steps.
Step 1 Generate visual interpretations. We first extract image features from Z and
generate a set of objects that together with BK forms a visual interpretation V . In ad-
dition, we have a set of labeled prototypes ζ generated in the same manner. We try
to find groups of elements which are spatially close and we choose our BK relations
accordingly, with relations such as cRight (more details in the experimental section).
Step 2 Generate matching candidates. Here we investigate parts of a visual interpre-
tation that could be similar to a prototype. We only select sets of objects (and their
corresponding relations) that are connected, resulting in the set M . Each element m of
M is a possible candidate matching, and m must consist of at least two object atoms
and a relation atom and at most all atoms in V . To be able to find the best delineation
in case of noisy information, candidates with a small number of atoms are also needed.
For example, if the image contains only a part of a (hypothetical) house, containing
for example a door or window, they could be grouped with other elements or can be
regarded as configurations on their own to best fit the image.
Step 3 Compute distances. To compute the quality of a matching we use a distance
metric between two visual interpretations. It evaluates how well the two interpreta-
tions match structurally. Although other solutions exist ([16]), here we employ a re-
cent result of [17] which shows that one can construct a metric for any partially or-
dered hypothesis space L (such as a subsumption lattice) under some mild assump-
tions. That is, d is a metric if it is defined in terms of the generality order on the
hypothesis space, |.| an (anti-monotonic) and strict order preserving size function and
d(x, y) = |x|+|y|−2|mgg(x, y)|,∀x, y ∈ L. Here,mgg denotes the minimally general
generalization of two hypotheses x and y. The result allows to derive distance metrics
for different types of objects, including graphs, and therefore this result can be used to
compute distances between interpretations. For example, one can choose a graph iso-
morphism as a partially ordered relation which induces a generality order on graphs,
where the size function can be the number of vertices (see also [18]). Here the mgg cor-
responds to the maximal common subgraph, i.e. computing the distance between graphs
g1 and g2 is equivalent to calculating the distance between their corresponding visual
interpretations using mgg(g1, g2).
Compared to the least general generalization (lgg), which is obtained under θ-
subsumption, the mgg represents computing the lgg under the assumption of object
identity (OI) [19]. The lgg could also be used to find a common part between inter-
pretations (resp. graphs) but it allows for different variables in the lgg to unify. This
collapse of literals into one would violate the strictly ordering preserving condition
for the size function. The mgg on the other hand is not unique (we can find multiple
common parts) and is the result of exact structure matching, i.e. each constant in an
interpretation (resp. each node in a graph) must be matched against a different constant
(resp. node) in the other. Exact structure matching makes also more sense in our setting,
since we want to find specific structures and do not want for example to collapse two
windows into one. An illustration of mgg under OI-assumption is shown in Example 2.
Example 2. Let i1 = {cRight(o1, o2, 2)} and i2 = {cRight(o3, o4, 2), cRight(o5, o4, 2)}.
Under θ-subsumptionmggθ = {cRight(X1, X2, 2), cRight(X3, X2, 2)}with θ1 = {X1/o1, X2/o2, X3/o1},
Algorithm 1 Step 4 (delineate the image).
Require: prototypes ζ, distance function d, visual interpretation V and matchings M
1: compute Di =
P
j
dij
|ζ| , ∀mi ∈M
2: rank mi ∈M according to Di, select the k-best, forming Mk = {(mi, Di)}
3: let S be all subsets of Mk such that ∀S′ ∈ S all object atoms in V appear exactly once in S′
4: rank all full solutions S′ ∈ S according to ds =P(mi,Di)∈S′ Di
5: return the n-best solutions S∗n = {S′}
θ2 = {X1/o3, X2/o4, X3/o5}. Under OI-subsumption there are two possible mggs:
mgg0OI = {cRight(X1, X2, 2)} with θ01 = {X1/o1, X2/o2}, θ02 = {X1/o3, X2/o4} and
mgg1OI = {cRight(X1, X2, 2)} with θ11 = {X1/o1, X2/o2}, θ12 = {X1/o5, X2/o4}.
Given the setmggall = {mgg(i1, i2)}, where i1 and i2 are interpretations we now define
the distance between them in the sense of structural matching as:
d(i1, i2) = min
m∈mggall
(|i1|+ |i2| − 2|m|) (1)
where | . | is the number of atoms in the interpretation or in the mgg. In practice, we
use a normalized metric d(i1, i2) = min
m∈mggall
(1 − |m|/max(|i1|, |i2|)). Now we can
calculate dij = d(mi, ζj) which is the distance between matching mi and prototype ζj .
Step 4 Delineate the image. We use dij to find the best delineation in Algorithm 1.
Di is the average of the distances from the candidate matching mi to all the prototypes
of a same concept 3. It deals with the situation when among prototypes there are noisy
examples 4. We select the first k pairs (mi, Di) with the smallest distance, obtaining
the set Mk. In a third step we take all subsets S of Mk such that the union of all object
atoms in a subset S′ ∈ S is the set of object atoms in the image interpretation V and the
union of all relation atoms in S′ is included or equal to the set of relation atoms in V .
Finally, we select from S the set S∗n = {S′}, where S′ is among the n solutions that best
minimize the sum of distances ds. Once the delineation at the house level is performed
and the label for each concept instantiation is obtained we can use this information
at a next layer (e.g. streets). A possible variation is to allow more relaxed versions of
delineations where only some parts of the image are matched, or where matchings can
overlap. Constraints can be specified to enforce that e.g. a tree cannot be part of a house.
4 Experimental setup and results
For our experiments we use street view images from Eindhoven. In our dataset there
are two possible configurations depending on the position of the door (on the right or
left side of the house, see Fig. 1(a)). The image dataset was collected using GOOGLE
Street View, and we used the MATLAB toolbox for the LABELME image database [20]
to annotate our images. For each image we annotated the windows and the doors. For
the training images we annotated also the houses (Fig. 1(a)).
3 In our case the concept of house.
4 This can happen when perfect examples are not available, but variations from prototypes are.
Fig. 3: No complete occlusions: (a) Correct delineation. (b) Delineation obtained.
Fig. 4: Image with 5 occluded elements: (a) Correct delineation. (b) Delineation obtained.
Table 1: Delineation results. The accuracy increases as more top ranked solutions are considered.
n first solutions 1 2 3 4 5 6 7 8 9 10
Accuracy 0.73 0.76 0.83 0.9 0.93 0.93 0.93 0.93 0.93 0.96
The data is represented in XML format and then translated into PROLOG format.
We use close to the right (cRight), close above (cAbove) and touch to the right
(tRight) as spatial relations. Thresholds are used on the distance between house el-
ements for close (10 ≤ θ ≤ θmax) and touch (θ < 10). θmax is defined rela-
tively to the size of the objects in the image. The amount k of best matchings is set
to min(200 + 20% · |M |, 500). Choosing a k too small leads to finding no solution,
while a high value can give large a search space, prevented by up-bounding k. How-
ever, the best solutions are likely to be found among the first ranked candidates. We use
2 noise-free house structures (Fig. 1(a)), one for each configuration, to delineate 30 new
test images of houses with the same characteristics as the prototypes, but also different
in appearance, size of house elements and distances between elements. Yet, they keep
the same repeated structure of the houses as in the examples and also contain several
occluded elements. We are able to delineate the houses for less occluded (Fig. 3) and
for noisier images (Fig. 4). For all images we considered the first 1 ≤ n ≤ 10 solutions,
based on the distance value ds. Table 1 shows the accuracy of correct delineated houses.
5 Conclusions
In this paper we have introduced a simple technique in which logic and distances be-
tween relational interpretations are used for the recognition of known structures in im-
ages. We have shown that our algorithm can identify substructures that form individ-
ual houses, effectively delineating a block of houses. Both the delineation problem, as
well as the logical decomposition utilizing distances are relatively novel aspects of our
approach. Future work includes improving the efficiency of distance calculations, in-
cluding attribute values in the distance, richer background knowledge bases, and more
complex house structures. The most prominent direction is that of replicating our ap-
proach in a hierarchical fashion, thereby performing the interpretation process from
low- to high-level. Another, straightforward direction is to employ first-order kernels
[21] as our distance function.
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