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Executive Summary
In den letzten Jahren hat die Verbreitung von stationsungebundenem Carsharing (Free-
Floating-Carsharing) weltweit stark zugenommen. Aufgrund dessen wurden verschiedene
Studien, welche die verkehrliche Wirkung von Free-Floating-Carsharing beschreiben, er-
stellt. Bisher unzureichend untersucht wurden jedoch die Nutzer von Free-Floating-Carsharing-
Systemen. Im Rahmen der Mitarbeit der TU Dresden am Evaluationsbericht Carsharing in
der Landeshauptstadt München standen für sämtliche Münchener Carsharinganbieter Daten
zu Buchungen und Kunden zur Verfügung. Ziel dieser Arbeit war es nun, für die zwei Anbie-
ter von Free-Floating-Carsharing eine Typisierung der Nutzer vorzunehmen.
Für die Einteilung der Nutzer in Gruppen wurden zunächst Input-Variablen ausgewählt und
erzeugt. Neben den zeitlichen Häufigkeiten der Nutzung für Monate, Wochentage und Zeit-
scheiben wurden zudem Gini-Faktoren berechnet, welche die Regelmäßigkeit der Nutzung
abbilden. Außerdem wurden verschiedene Variablen aus den Buchungsdaten erzeugt. Dazu
zählen Untersuchungen wie viele Fahrten am Wohnort der Nutzer beginnen und/oder enden,
ob Fahrten am gleichen Ort beginnen und enden und bei wie vielen Fahrten der Parktarif der
Anbieter zum Einsatz kommt. Des Weiteren wurde untersucht, wie viele Fahrten den Flug-
hafen als Start oder Ziel haben, wie der Einfluss des Wetters auf die Anzahl der Buchungen
ist und wie hoch die mittlere Fahrtzeit pro Buchung je Nutzer ist. Alle Variablen dienten nun
als Input für die Typisierung der Nutzer.
Für die Typisierung wurde das Verfahren der Clusteranalyse ausgewählt. Dabei sind jedoch
30 Variablen eine zu große Anzahl, weswegen zuerst eine Verdichtung der Input-Variablen
durchgeführt wurde. Dabei kam eine sogenannte Hauptkomponentenanalyse zum Einsatz.
Diese bietet die Möglichkeit, verschieden stark korrelierende Variablen zusammenzufassen
und dabei den Informationsgehalt dieser zu erhalten. Aus den 30 einfließenden Variablen
ergaben sich mit Hilfe der Hauptkomponentenanalyse vier Faktoren, welche anschließend
für die Clusteranalyse genutzt wurden.
Jeder Nutzer lässt sich durch die vier Faktoren in einem vierdimensionalen Koordinatensys-
tem eintragen. Anschließend kann in diesem Raum eine Clusterung durchgeführt werden.
Für diese Arbeit wurde sich für das k-Means-Verfahren entschieden. Mit diesem wurden fünf
I
Cluster bestimmt, welche die 13 000 Nutzer abbilden. Jeder Cluster lässt sich durch die
Mittelwerte der eingeflossenen sowie durch soziodemografische Variablen wie Alter und Ge-
schlecht und die Wohnorte der Nutzer hinsichtlich seiner Aussage interpretieren. Die fünf
Cluster können in zwei Cluster mit einer niedrigen (Nr. 1 und 2), einen mit einer mittleren
(Nr. 3) und zwei mit einer hohen Nutzungsintensität einteilen werden (Nr. 4 und 5).
Cluster 1 vereint Nutzer, die selten aber spontane Fahrten unternehmen. Dabei sind über-
durchschnittliche viele Fahrten am Wochenende und abends zu verzeichnen.
In Cluster 2 finden sich Nutzer, die vorwiegend Fahrten mit langen Fahrtzeiten unternehmen.
Dabei werden innerhalb einer Buchung mehrere Wege zurückgelegt, was sich an der hohen
Nutzung des Parktarifs zeigt und daran, dass der größte Teil der Fahrten am Ausgangsort
wieder enden. Diese Gruppe besitzt unter allen Gruppen einen überdurchschnittlich hohen
Anteil an Frauen.
Cluster 3 beschreibt den normalen Nutzer hinsichtlich der Nutzungsintensität und der zeit-
lichen Nutzung. Er ist mit 41,4 % der Kunden der größte aller Cluster.
Cluster 4 und 5 vereinen Kunden mit einer hohen Nutzungsintensität. Obwohl nur ca. 5 %
der Kunden in diesen beiden Gruppen zu finden sind, werden jedoch ein Drittel aller Fahrten
von diesen Nutzern zurückgelegt. Cluster 4 beschreibt Nutzer mit einem typischen Pend-
lerverhalten. Dabei werden Fahrten vorwiegend Werktags und während der Hauptverkehrs-
zeiten unternommen. Eine abnehmende Nutzung von Januar zu Juni lässt vermuten, dass
andere Verkehrsmittel wie das Fahrrad genutzt werden. In Cluster 5 finden sich Kunden, die
häufig Carsharing in der Nacht nutzen. Dies lässt vermuten, dass Aktivitäten des Nachtlebens
besucht werden. Dieser Cluster hat im Vergleich zum Durchschnitt den geringsten Anteil an
Frauen.
Da die Ergebnisse ausschließlich auf den Anbieterdaten basieren, ist es nicht möglich, kon-
krete Aussagen über Effekte und Wirkungen von Free-Floating-Carsharing zu treffen und
zu bewerten. Dafür wäre weitere Daten zum Beispiel aus Umfragen notwendig. Die klar
abgrenzbaren und gut interpretierbaren Nutzergruppen zeigen jedoch, dass die gewählte
Methodik sich zur Typisierung von Carsharingnutzern eignet. Eine Wiederholung des Ver-
fahrens mit anderen Daten, zum Beispiel aus einem späteren Untersuchungszeitraum oder
einer anderen Stadt, ist zu empfehlen.
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1 Einleitung
1.1 Vorstellung und Hintergrund des Themas
Die Verbreitung von Carsharing hat in den letzten Jahren in den größeren deutschen Städ-
ten rasant zugenommen. Beschleunigt wurde dies durch den Markteinstieg verschiedener
Autohersteller und die technische Weiterentwicklung hin zu stationsungebundenem (Free-
Floating) Carsharing. Die deutlich flexiblere und spontanere Nutzung von Free-Floating-
Carsharing (FFC) bedeutete, dass neue Kundengruppen für Carsharing gewonnen werden
konnten. Die Städte, in denen FFC genehmigt wurde, erhoffen sich dadurch einen Rückgang
des motorisierten Individualverkehrs und so eine Entlastung der Verkehrssituation innerhalb
der Stadt. Für die Stadt München wird von einer Ersatzquote von 2,0 bis 3,6 Privatfahrzeugen
pro FFC-Fahrzeug ausgegangen [Schreier u. a., 2015, S. 19]. Dieser Effekt kommt daher, dass
sich Kunden entweder dafür entscheiden einen PKW abzuschaffen oder aber eine Neuanschaf-
fung ausbleibt. Ein weiterer Effekt ist die Entlastung des Parkraumes, da ein FFC-Fahrzeug
Privat-PKW ersetzt und deutlich häufiger und länger pro Tag genutzt wird. [Schreier u. a.,
2015, S. 52]
FFC bietet also Städten die Möglichkeit den privaten PKW-Verkehr zu verringern, was unter
anderem weniger Emissionen zur Folge hat. Gleichzeitig erlaubt es Menschen auf einen eige-
nen PKW zu verzichten, ohne ihre Mobilität einzuschränken.
Durch die Mitarbeit der TU Dresden am Evaluationsbericht Carsharing in der Landeshaupt-
stadt München (EVA-CS)1 war es möglich, umfangreiche Buchungsdaten in Verbindung mit
Kundeninformationen auszuwerten. Bisherige Studien zum Carsharing konnten sich meist
nur auf unvollständige Daten stützen oder es fehlte jegliche Datengrundlage, wie in den
folgenden Beispielen gezeigt wird.
Eine Studie des Consultingunternehmens civity aus dem Jahr 2014 hat große mediale Auf-
merksamkeit bekommen. Für die FFC-kritische Studie wurden weltweit insgesamt rund
18 Millionen Mietvorgänge erfasst. Ist ist anzunehmen, dass dafür die Positionsdaten der
1 siehe [Schreier u. a., 2015]
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Fahrzeuge mithilfe der Internetdienste der Anbieter ermittelt wurden. Die Studie selbst be-
schäftigt sich dabei vorrangig mit der verkehrlichen Wirkung von FFC und weniger mit dem
Verhalten der Nutzer. [civity Management Consultants, 2014]
Sehr ausführliche Daten konnten in einer Studie der Universität der Bundeswehr München
ausgewertet werden. Dafür wurden von den Carsharingbetreibern die Buchungsdaten von
zwei Jahren zur Verfügung gestellt. Es fehlten jedoch Informationen über die betreffenden
Kunden. Die Autoren stellen fest: „To the knowledge of the authors, so far there is no litera-
ture about the socio-demography of free-floating carsharing customers. Unfortunately, the
booking data does not contain any personal information that could be used to close this gap.“
[Schmöller u. a., 2015, S. 39]. Da für diese Arbeit neben den Buchungs- auch Kundendaten
zur Verfügung standen, und beide durch eine Kunden-ID miteinander verknüpfbar sind, ist
eine Betrachtung der soziodemografischen Merkmale der Kunden möglich. Es ist anzuneh-
men, dass diese Arbeit die erste Auswertung dieser Art für Free-Floating-Carsharing ist.
Um trotz fehlender Kundendaten soziodemografische Merkmale mit auswerten zu können,
wurden in der Studie der Universität der Bundeswehr Informationen aus Drittquellen hinzu-
gefügt. Die Studie befasst sich mit dem Nutzungsverhalten der Kunden. Dazu werden die
Tage eines Jahres anhand der Nutzungsintensität in verschiedene Nachfragegruppen einge-
teilt. Dies wurde mit Hilfe einer Clusteranalyse durchgeführt. [Schmöller u. a., 2015]
Im Gegensatz zum Free-Floating-Carsharing, wurde beim Bikesharing bereits eine Verknüp-
fung von Buchungs- und Kundendaten vorgenommen und untersucht. In einer Studie der Uni-
versität von Lyon wurden 7 Mio. Buchungen von 50.000 Kunden des Vélo’v-Bikesharingsystems
in Lyon ausgewertet. Dazu wurden über die Nutzungsintensität der Kunden über das Jahr
und die Woche Cluster gebildet, welche die Kunden anhand ihres Nutzungsverhaltens eintei-
len. [Vogel u. a., 2014]
Die hier vorliegende Arbeit orientiert sich an der Methodik dieser Studie, jedoch werden noch
zusätzliche Variablen für die Gruppeneinteilung ergänzt.
1.2 Aufgabenstellung und Methodik
Ziel dieser Arbeit ist es, Buchungs- und Kundendaten miteinander zu verknüpfen und da-
mit eine Einteilung der Kunden in Nutzergruppen vorzunehmen. Die Einteilung wird dabei
mit Hilfe einer Clusteranalyse vorgenommen. Die sich ergebenen Nutzergruppen können
anschließend anhand der Merkmale aus den Buchungsdaten sowie weiterer Variablen diffe-
renziert werden. Dabei ist die Fragestellung, ob sich mit der benutzten Methodik sinnvolle
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Nutzergruppen generieren lassen, Hauptbestandteil dieser Arbeit.
Primäre Merkmale aus den Buchungsdaten sind Daten der zeitlichen Nutzung von FFC über
den Tages-, Wochen- und Jahresverlauf. Zusätzlich werden verschiedene Auswertungen vor-
genommen, welche für die Typisierung weitere Variablen liefern. Folgende Untersuchungen
wurden durchgeführt:
• Nutzung einer Buchung für mehrere Wege (Rundfahrten)
• Wie viele Buchungen am Wohnort starten und/oder enden (Heimatfahrten)
• Häufigkeit der Nutzung des Parktarifs
• Häufigkeit von Fahrten zum Flughafen
• Einfluss des Wetters auf das Nutzerverhalten
Die zeitlichen sowie die aus den weiteren Untersuchungen generierten Variablen werden
anschließend mit Hilfe einer Hauptkomponentenanalyse verdichtet. Dabei bleiben die In-
formationen der eingeflossenen Variablen größtenteils erhalten, jedoch wird die Anzahl der
Dimensionen für eine Typisierung reduziert. Die Typisierung selbst wird mit Hilfe einer
Clusteranalyse durchgeführt. Die aus der Hauptkomponentenanalyse bestimmten Parameter
dienen dabei als Raumachsen, auf denen jeder Kunde einen Datenpunkt darstellt. Die Clus-
teranalyse fasst anschließend Kunden mit einem ähnlichen Nutzungsverhalten zu Clustern
zusammen. Diese Cluster werden dann anhand der Mittelwerte der eingeflossenen sowie
weiterer Variablen, wie soziodemografische Merkmale und Wohnorte der Kunden, ausgewer-
tet.
Da sämtliche einfließenden Variablen aus den Anbieterdaten erzeugt werden, sind die Er-
gebnisse auf Aussagen innerhalb des Systems beschränkt. Das bedeutet, dass die Arbeit sich
auf die Art der Nutzung von FFC durch die Kunden beschränkt. Aussagen beziehungsweise
eine Wertung, ob FFC verkehrspolitisch sinnvoll ist, können dabei nicht abgeleitet werden.
Dafür wären weitere Variablen notwendig, die jedoch nicht durch die Anbieterdaten erzeugt
werden können. Im Gegensatz zu dieser Arbeit wird jedoch im EVA-CS auf solche Aspekte
näher eingegangen.
1.3 Gliederung dieser Arbeit
Diese Arbeit ist in sieben Kapitel gegliedert. Nach der Einleitung werden in der Einführung
zum Carsharing (Kapitel 2) die Geschichte, Hintergründe und die Funktionsweise von Cars-
haring und im speziellen Free-Floating-Carsharing erläutert.
3
1 Einleitung
In Kapitel 3 wird die Aufbereitung der Daten behandelt. Zunächst wird der Aufbau der
Buchungs- und Kundendaten erläutert. Anschließend werden die verschiedenen Auswertun-
gen beschrieben und welche Variablen sich daraus ergeben.
In Kapitel 4 geht es um die Verdichtung der Variablen mit Hilfe der Hauptkomponentenana-
lyse. Dabei wird zunächst die Notwendigkeit und das Ziel der Verdichtung erläutert sowie
anschließend kurz auf die Funktionsweise der Hauptkomponentenanalyse eingegangen. Nach
der Durchführung der Hauptkomponentenanalyse werden bestimmten Faktoren hinsichtlich
ihrer Aussage interpretiert.
Mithilfe der gewonnenen Faktoren wird in Kapitel 5 die Clusteranalyse vorgenommen. Zu-
nächst werden die gängigen Verfahren erläutert, anschließend erfolgt die Durchführung. Bei
der Durchführung wird die Clusteranzahl variiert und danach wird anhand der Ergebnisse
ein präferiertes Verfahren ausgewählt.
Kapitel 6 thematisiert die Auswertung der generierten Nutzergruppen. Diese erfolgt zu-
nächst mit Hilfe der a priori eingeflossenen Variablen, anschließend mit Merkmalen, welche
nicht Bestandteil des Clusterns waren. Sie umfasst einen Vergleich der soziodemografischen
Merkmale sowie eine Auswertung der Wohnstandorte der Kunden. Als letztes wird jeder
Cluster durch ein Clusterprofil näher erläutert und die relevanten Variablen und Ergebnisse
zusammengefasst. In der abschließenden Diskussion der Ergebnisse wird eine Bewertung
der Methodik und der Ergebnisse vorgenommen. Abschließend werden Fragestellungen
formuliert, die sich aus den Ergebnissen ergeben und für zukünftige Forschungen relevant
sind.
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2.1 Definition Carsharing
Unter Carsharing wird die gemeinschaftliche Nutzung eines oder mehrerer PKW verstanden.
Carsharing kann dabei privat erfolgen, zum Beispiel innerhalb einer Nachbarschaft, oder or-
ganisiert in einer sogenannten Carsharing-Organisation (CSO). Da Carsharing in einer CSO
am weitesten verbreitet ist, wird der Begriff Carsharing in dieser Arbeit damit gleichgesetzt.
Eine CSO definiert sich dadurch, dass sie in einer Rechtsform organisiert ist (zum Beispiel als
Verein oder als Unternehmen), die Fahrzeuge allen Mitgliedern gleichermaßen zur Verfügung
stehen und für die Nutzung der Fahrzeuge Kosten anfallen. Dem Nutzer müssen zudem Infor-
mationen über die Standorte der Fahrzeuge zur Verfügung stehen. Dies kann entweder durch
zentrale Stellplätze erfolgen oder mittels GPS-Tracking durch das Internet. Viele CSOs der
Anfangszeit entwickelten sich aus privaten Initiativen von Bürgern. Heutzutage wird jedoch
versucht, Carsharing als Geschäftsmodell zu etablieren, wodurch verschiedene Unternehmen
im Markt aktiv sind. [Petersen, 1993, S. 93]
2.2 Geschichte des Carsharing
Die private gemeinschaftliche Nutzung eines PKW erfolgt schon seit dessen Erfindung und ist
damit keine neuzeitliche Erscheinung.
Das erste organisierte Carsharingmodell entstand 1948 in Zürich unter dem Namen „Selbst-
fahrergenossenschaft“. In Form einer Genossenschaft konnten Mitglieder einen PKW nutzen,
auch wenn diese sich privat kein Auto leisten konnten. In den folgenden Jahrzehnten wurden
verschiedene Carsharing-Modelle entwickelt, die jedoch zum Teil nur geringen Erfolg hatten.
Beispiele sind das PROCOTIP-System in Frankreich und WITKAR in den Niederlanden, beide
aus den 70er Jahren.
Den Durchbruch erlebte das moderne Carsharing durch die Gründung zweier Genossenschaf-
ten in der Schweiz im Jahr 1987. ShareCom und die Auto-Teiler-Genossenschaft. Diese
verbreiteten sich schnell in der Schweiz und konnten innerhalb kürzester Zeit ihre Mitglie-
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derzahl steigern.
In Deutschland ist die 1990 in Berlin gegründete Stattauto GmbH das erste Carsharing-
Modell. In den Folgejahren gründeten sich in verschiedenen Städten Deutschlands CSOs, oft
auf Initiative des Verkehrsclubs Deutschland. In Folge dessen, standen Carsharingsysteme
Mitte 1998 bereits in 200 deutschen Städten mit über 1000 Fahrzeugen zur Verfügung. [Bil-
harz, 1999, S. 24 ff.]
Bis zum Jahr 2009 funktionierten alle Carsharingsysteme nach dem stationsbasierten Prinzip.
Dabei existieren in einer Stadt Ausleihstationen, an denen ein Nutzer eine Fahrzeugbuchung
beginnen kann. Nach Nutzung wird das Fahrzeug wieder an die Station zurückgestellt. Einen
neuen Weg schlug die Daimler AG ein. 2009 wurde von ihr in Ulm ein Pilotprojekt mit
dem Namen car2go gestartet, bei dem Fahrzeuge im gesamten Stadtgebiet abgestellt werden
konnten. Carsharingmodelle nach diesem Prinzip werden deswegen als stationsungebunden
bezeichnet. In den letzten Jahren setzte sich zudem der Begriff Free-Floating-Carsharing
(FFC) durch. [Firnkorn u. Müller, 2011]
Aus dem Pilotprojekt entwickelte sich die car2go GmbH, ein von der Daimler AG und Eu-
ropcar gemeinschaftlich betriebenes Unternehmen, welches zum Zeitpunkt dieser Arbeit in
30 Städten in Europa und den USA aktiv ist. [Daimler, 2014]
Inzwischen sind in Deutschland mehrere Anbieter von FFC-Systemen aktiv. Dabei werden
sämtliche Systeme von PKW-Herstellern betrieben:
• car2go von Daimler
• DriveNow von BMW
• Spotcar von Opel (bis Mai 2015)
• Multicity von Citroën
• Quicar von Volkswagen
2.3 Carsharing in München
Im Jahr 1992 gründeten sich in München die beiden ersten Carsharingbetreiber, welche
bis heute immer noch aktiv sind, Stadtteilauto (6 Stationen) und Stattauto (ca. 90 Statio-
nen). Größter stationsbasierter Anbieter ist inzwischen die Deutsche-Bahn-Tochter Flinkster
mit ca. 150 Standorten. Ein für München neues Konzept betreibt der Anbieter Citeecar mit
ca. 100 Standorten. [Carsharing News, 2015]
Statt Fahrzeugen punktuelle Stationen vorzugeben, wird jedem Fahrzeug eine Heimatpark-
zone zugewiesen. Statt auf einem fest definiertem Parkplatz kann das Fahrzeug frei in einer
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Heimatparkzone, die mehrere Straßen umfasst, abgestellt werden. [citeeBLOG, 2015]
Der erste Anbieter eines FFC-Systems in München war das im April 2011 gegründete Unter-
nehmen Zebramobil, welches jedoch 2013 den Betrieb einstellte. [Carsharing News, 2013]
Im Juni 2011 startete DriveNow, ein von BMW und Sixt betriebenes Unternehmen, seinen Be-
trieb in München. Heutzutage sind knapp 450 Fahrzeuge im Einsatz. Der dritte FFC-Anbieter
ist car2go, welcher im Juni 2013 an den Start ging, und inzwischen ca. 300 Fahrzeuge im
Einsatz hat. [Carsharing News, 2015]
2.4 Free-Floating-Carsharing
Im Folgenden soll zusammenfassend die Funktionsweise des Free-Floating-Carsharings an-
hand der in München aktiven Anbieter DriveNow und car2go erläutert werden. Sämtliche
Informationen sind den Webauftritten beider Unternehmen entnommen1. Beide Anbieter
betreiben ihren Dienst in einem definierten Geschäftsgebiet in München. Dieses umfasst bei
beiden Anbietern die Kernstadt. Das Gebiet von car2go ist dabei leicht größer als das von
DriveNow. Beide Geschäftsgebiete umfassen nicht den Altstadtring und den Bereich um den
Hauptbahnhof. Zudem gibt es punktuelle Erweiterungen des Geschäftsgebietes beider Anbie-
ter im Umland, zum Beispiel am Forschungszentrum Garching oder am Universitätsklinikum.
Beide Anbieter haben zudem einen Standort am Flughafen München und bieten gegen eine
Zusatzgebühr dort das Ausleihen und die Rückgabe an.
In dem vom Anbieter festgelegten Geschäftsgebiet ist es möglich, Fahrzeuge zu mieten
und wieder abzustellen. Für einen Mietvorgang muss sich zunächst bei beiden Anbietern
registriert werden. Dabei bekommt der Nutzer eine Kundenkarte ausgestellt. Über eine
Smartphone-App oder die Webseite des Betreibers kann der Kunde die Standorte von freien
Fahrzeugen herausfinden. Ein freies Fahrzeug kann vom Kunden entweder mit der Kunden-
karte oder mit der Betreiber-App geöffnet werden. Bevor das Fahrzeug startet, muss der
Kunde noch seine PIN eingeben. Bei DriveNow beginnt jetzt erst der kostenpflichtige Miet-
vorgang, bei car2go startet dieser bereits beim Öffnen des Fahrzeugs. Für jede gefahrene
Minute wird dem Kunden nun ein fester Minutensatz in Rechnung gestellt. Bei car2go liegt
dieser fest bei 0,29 C/min, bei DriveNow variiert dieser je nach Fahrzeugmodell zwischen
0,31 und 0,34 C/min. Beide Anbieter bieten zudem Prepaid-Tarife an, bei denen die Mi-
nutenpreise niedriger liegen. Für Zwischenstopps haben beide Anbieter einen Parktarif im
Angebot. Dieser lässt sich einschalten, wenn das Fahrzeug steht. Dabei werden bei DriveNow
1 [DriveNow, 2015] und [car2go, 2015]
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Abbildung 2.1: Geschäftsgebiete von DriveNow (grün) und car2go (blau umrandet), in rot
Parkverbotszonen - Kartengrundlage Google Maps, Daten von den Anbietern
DriveNow und car2go
0,15 C/min und bei car2go 0,19 C/min berechnet. Der Vorteil des Parktarifs ist, dass der
Mietvorgang nicht unterbrochen und das Fahrzeug währenddessen nicht für andere Nutzer
freigegeben wird. Zum Beenden der Buchung muss das Fahrzeug an einem beliebigen Punkt
im Geschäftsgebiet abgestellt werden. Dabei können öffentliche Parkplätze kostenlos genutzt
werden, selbst wenn diese bewirtschaftet werden. Nach dem Stoppen des Motors muss sich
der Nutzer am Fahrzeugterminal ausloggen und danach das Fahrzeug wieder mit seiner Kun-
denkarte oder der App abschließen.
Bei beiden Anbietern ist es möglich ein Fahrzeug vor Fahrtantritt kostenlos zu reservieren. Bei
car2go beträgt dabei die maximale Reservierunszeit 30 Minuten, bei DriveNow 15 Minuten.
Zusätzlich erlaubt DriveNow eine längere Reservierung, berechnet dafür jedoch 0,10 C/min.
Zwischen 0 und 6 Uhr ist zudem eine längere Reservierung kostenfrei.
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3.1 Untersuchte Datensätze
Für den von der Stadt München in Auftrag gegebenen Forschungsbericht „Evaluation Car-
sharing Landeshauptstadt München“ (kurz EVA-CS) standen die Backend-Daten von den
in München aktiven Carsharingbetreibern zur Verfügung. Diese Backend-Daten bestehen
zum einen aus den einzelnen im ersten Halbjahr eines Jahres vorgenommenen Buchungen
sowie einem teilanonymisierten Kundendatensatz für den entsprechenden Zeitraum. Im
Rahmen dieser Arbeit wurden Backend-Daten des FCC-Betreibers DriveNow (1. Halbjahr
2013) ausgewertet.
Der vorliegende Datenpool besteht dabei aus zwei Datenbanken. Einer Kundendatenbank
mit 26 000 angemeldeten Nutzern sowie einer Buchungsdatenbank mit den zu den Nutzern
gehörenden Carsharing-Buchungen.
Die Nutzerdatenbank enthält für diese Arbeit folgende wichtigen Variablen:
• Kunden-ID
• Nutzergruppe (Kunde oder Mitarbeiter)
• Datum der letzten Nutzung
• Postleitzahl und private Anschrift
• Alter der Person
• Geschlecht
• Anmeldedatum beim Carsharing-Dienst
Des Weiteren liegen in der Nutzerdatenbank bereits einige aus der Buchungsdatenbank abge-
leitete Variablen vor.
Die Buchungsdatenbank charakterisiert die einzelnen Buchungen durch folgende Variablen:
• Kunden-ID
• Datum und Zeit der Übergabe
• Datum und Zeit der Rückgabe
• Mietsvertragsnummer
• Koordinaten von Start- und Zielpunkt
• Adressen von Start- und Zielpunkt
• Anzahl gefahrener Minuten
• Anzahl geparkter Minuten
Da in der Kundendatenbank sämtliche angemeldete Nutzer zum Zeitpunkt Ende Juni 2013
hinterlegt sind, wurden für die weitere Auswertung nur Nutzer herausgefiltert, die Kunden
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sind, mindestens eine Buchung im Auswertungszeitraum durchgeführt haben und bereits vor
Beginn des Auswertungszeitraums angemeldet waren. Deswegen werden nur die Hälfte aller
Nutzer mit insgesamt 240 000 Buchungen weiter ausgewertet.
In der Buchungsdatenbank wurden Buchungen aller nicht betrachteten Nutzer gelöscht. Au-
ßerdem wurden Buchungen nicht beachtet, bei denen keine Fahrt durchgeführt wurde. Sämt-
liche Daten lagen im sav-Dateiformat der Statistiksoftware IBM SPSS Statistics (kurz SPSS)
vor. Sämtliche Auswertungen statistische Verfahren dieser Arbeit wurden innerhalb von SPSS
durchgeführt.
Im weiteren Verlauf dieser Arbeit werden die Begriffe Nutzer und Kunde, sowie die Begriffe
Fahrt und Buchung synonym verwendet.
3.2 Georeferenzierung der Adressdaten
Die Buchungsdaten enthalten durch das GPS-Gerät der Fahrzeuge genaue Geokoordinaten
von Start und Ziel einer Buchung. Solche genauen Geokoordinaten fehlen jedoch für die
Adressen in den Kundendaten. Enthalten ist lediglich die vom Kunden bei der Anmeldung
angegebene Adresse, ohne die Hausnummer. Für die nachträgliche Georeferenzierung der
Adressdaten wurde das Programm „Google Earth Pro“ genutzt. In diesem Programm ist es
möglich, Adressdaten als CSV-Datei zu importieren und automatisiert Geokoordinaten ermit-
teln zu lassen. Die automatische Zuordnung erwies sich dabei als sehr effektiv. Lediglich
4 % der Adressen konnten nicht beim ersten Durchlauf zugeordnet werden. Der Grund dafür
ist, dass die Straßennamen eins zu eins von den eingegebenen Anmeldedaten übernommen
wurden, und so Rechtschreibfehler oder Abkürzungen dazu führten, dass keine Koordinaten
gefunden wurden. Mittels einer manuellen Nachbearbeitung war es jedoch möglich allen
Adressen Koordinaten zuzuordnen.
Durch die Automatisierung entstehen dabei natürlich unbemerkte Fehler, beispielsweise
durch Schreibfehler der Straßennahmen, die akzeptiert werden müssen. Das Fehlen der
Hausnummer in den Adressdaten bedeutet zudem, dass die Georeferenzierung lediglich auf
der Postleitzahl und dem Straßennamen basiert. Dies führt bei langen Straßen zu einer
ungenauen Zuordnung der Koordinaten.
3.3 Heimatfahrten
Als Heimatfahrt wird in dieser Arbeit eine Fahrt, bzw. eine Buchung bezeichnet, bei der
sich entweder der Startort und/oder der Zielort im direkten Umkreis der Wohnadresse des
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Kunden befindet.
Das sind damit Fahrten, die ...
A: im direkten Umkreis der Heimatadresse beginnen.
B: im direkten Umkreis der Heimatadresse enden.
C: im direkten Umkreis der Heimatadresse beginnen und enden.
In Abbildung 3.1 wird die Definition der Heimatfahrten visualisiert.
Abbildung 3.1: Möglichkeiten von Heimatfahrten, Kartengrundlage: OpenStreetMap
Um eine Aussage darüber treffen zu können, ob eine Buchung eine Heimatfahrt darstellt,
müssen die Entfernungen des Start- und des Zielpunktes der Buchung zur Wohnadresse des
Kunden berechnet werden. Dazu wurden den Buchungsdaten zunächst die Adresskoordina-
ten der betreffenden Kunden zugeordnet. Als nächstes wurden die Entfernungen d mittels
Gleichung 3.1 bestimmt.
d =
√
(71, 5 · (LON1 − LON2))2 + (111, 3 · (LAT1 − LAT2))2 (3.1)
Da sich die Berechnungen auf das Münchner Stadtgebiet beschränken, kann vereinfacht
werden, dass die Höhen- und Breitengrade jeweils parallel und zueinander rechtwinklig
verlaufen. Mit hinreichender Genauigkeit können deswegen die Entfernungen zwischen
zwei Koordinaten mit Gleichung 3.1 bestimmt werden. Dabei gibt die Konstante 111,3 den
Abstand zweier Breitenkreise in Kilometern an und 71,5 ist der durchschnittliche Abstand
zweier Längenkreise in Deutschland, ebenfalls in Kilometern. [Kompf, 2015]
Die berechneten Entfernungen von der Wohnadresse zum Start- und Zielpunkt der Buchung
wurden jeweils als zusätzlicher Datensatz für jede Buchung abgespeichert. Als nächstes muss-
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te eine Entfernungsgrenze festgelegt werden, unterhalb der eine Buchung als Heimatfahrt
klassifiziert wird. Der Radius um die Wohnadresse muss dabei so groß sein, dass Ungenauig-
keiten durch fehlende Hausnummern (siehe 3.2) abgedeckt werden und berücksichtigt wird,
dass Nutzer noch ein Gehweg zum Fahrzeug zurücklegen müssen. Deswegen wurde für Ent-
fernungen von dH = 100 m bis 1000 m in 100 m-Schritten untersucht, wie viele Buchungen
nach dieser Definition als Heimatfahrt klassifiziert werden. In Abbildung 3.2 ist erkennbar,
dass ab einer Entfernung von 500 m immer weniger Buchungen bei Steigerung der Entfer-
nung neu als Heimatfahrt klassifiziert werden. Im Gegensatz dazu erhöht sich der Anteil
der Heimatfahrten stark in den geringen Entfernungsbereichen. Für die weitere Auswertung
wurde deswegen der Entfernungswert dH auf 500 m festgelegt. Mit dieser Entfernungsgrenze
ließen sich 60,10 % der Buchungen als Heimatfahrt zuordnen.
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Abbildung 3.2: Anteil als Heimatfahrten klassifizierte Buchungen bei Variation des Entfer-
nungsgrenzwerts
3.4 Rundfahrten
Während klassische stationsbasierte Carsharingmodelle es ausschließlich erlauben, ein Fahr-
zeug an der Station wieder abzugeben, wo es ausgeliehen wurde, bieten FFC-Systeme die
Möglichkeit, Fahrzeuge an jedem Punkt im Geschäftsgebiet wieder abgeben zu können.
Buchungen, bei denen sich der Start- und Zielpunkt in unmittelbarer Nähe zueinander befin-
den, werden daher im Folgenden als Rundfahrt bezeichnet. Rundfahrten sind systemprägend
für klassiche stationsbasierte Carsharingmodelle, da bei diesen ein Fahrzeug immer an der
selben Station ausgeliehen und wieder abgegeben werden muss. Deswegen soll untersucht
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werden, wie hoch der Anteil der Rundfahrten bei den stationsungebundenen FFC-Systemen
ist. Dazu wird für jede Buchung mit Gleichung 3.1 die Entfernung zwischen dem Start- und
dem Zielort berechnet. Auch hier muss nun ein Entfernungsgrenzwert festgelegt werden, ab
dem eine Buchung als Rundfahrt zählt. Dazu wurde analog zu Kapitel 3.3 untersucht, wie
viele Buchungen als Rundfahrten zu klassifizieren sind, wenn der Entfernungsgrenzwert dR
erhöht wird. Im Gegensatz zu den Heimatfahrten, ist in Abbildung 3.3 erkennbar, dass ein
linearer Zusammenhang zwischen Anteil der Rundfahrten und Größe des Entfernungsgrenz-
wertes besteht. Weil es anhand dessen nicht möglich war, den Wert des Entfernungsgrenz-
wertes festzulegen, wurde dieser aufgrund der Einheitlichkeit ebenfalls auf 500 m gesetzt.
0%
5%
10%
15%
20%
100m 200m 300m 400m 500m 600m 700m 800m 900m 1000m
A
nt
ei
l a
n 
al
le
n 
B
uc
hu
ng
en
Grenzwert
Rundfahrten
Abbildung 3.3: Anteil als Rundfahrten klassifizierte Buchungen bei Variation des Entfer-
nungsgrenzwerts
Rundfahrten sind nun also alle Fahrten, bei denen der Zielpunkt einer Buchung weniger
als 500 m vom Startpunkt entfernt liegt. Dies wird in Abbildung 3.4 als Fall A dargestellt.
Befindet sich der Zielpunkt außerhalb eines 500 m-Radius um den Startpunkt, so wird diese
Buchung nicht als Rundfahrt, sondern als Einzelfahrt bezeichnet (Fall B). Der Grenzwert
von 500 m bedeutet, dass sehr kurze Einzelfahrten, bei denen die Entfernung von Start- und
Zielpunkt weniger als 500 m beträgt, fälschlicherweise als Rundfahrten klassifiziert werden
(Fall C). Da jedoch eine Unterscheidung dieser von realen Rundfahrten nicht ohne weiteres
möglich ist, wird diese Vereinfachung hingenommen.
Mit dem Grenzwert von 500 m ergibt sich so ein Anteil der Rundfahrten von 10,92 %.
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Abbildung 3.4: Definition von Rundfahrten, Kartengrundlage: OpenStreetMap
3.5 Einfluss des Wetters
Die Wettersituation zum Zeitpunkt eines Weges beeinflusst die Wahl des Verkehrsmittels. Wie
sich in SrV 2008 zeigt, nimmt mit sinkender Wetterqualität der Radverkehrsanteil ab, wobei
dagegen der Anteil des MIV zunimmt. Man kann also erwarten, dass dieser Einfluss sich auch
bei Carsharing-Buchungen zeigt. [Ahrens, 2009, S. 123]
Da sowohl SrV 2008 als auch MiD Verkehrsbefragungen sind, basiert die Wettersituation
zum Stichtag auf der subjektiven Einschätzung der Befragten. Bei beiden Befragungen wird
dabei die Wettersituation auf einer Skala von sonnig, über bewölkt, hin zu Regen und Schnee
bewertet. 1
Auffällig ist, dass ausschließlich die Himmelsbedeckung und der Niederschlag abgefragt wer-
den, die Temperatur wird vernachlässigt. Um Informationen über das Wetter zum Zeitpunkt
der Carsharing-Buchungen zu bekommen, wurde auf historische Wetterdaten des Deutschen
Wetterdienstes zurückgegriffen. Zur Auswahl standen Tages- sowie Stundenwerte der Wet-
terstation München Stadt. Dabei erfolgte, analog zu SrV und MiD, eine Beschränkung auf
Niederschlagsdaten. Eine Auswertung mit den Tageswerten wurde verworfen, weil keine
Informationen über die Niederschlagsverteilung am Tag vorlagen und durch die Tagesnie-
derschlagssumme keine verwertbare Aussage über die Wetterqualität eines Tages getroffen
werden konnte. Wesentlich genauer sind deswegen die Stundenwerte. In diesen ist für jede
Stunde eines Jahres der gefallene Niederschlag in mm vermerkt.
Ziel war es nun aus den Niederschlagswerten jeder Stunde eine binäre Einteilung zu tref-
1 SrV 2008:[Ahrens, 2009, S. 11]; MiD 2008:[MiD, 2010, S. 146]
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fen, also Stunden mit und ohne Niederschlag. Theoretisch müsste dabei jede Stunde mit
über 0 mm Niederschlag eine Niederschlagsstunde sein, jedoch war zu erwarten, dass Ver-
haltenseffekte erst ab einem bestimmten Schwellenwert auftreten. Deswegen wurden für
Schwellenwerte zwischen > 0,0 mm und > 0,9 mm in 0,1 mm-Schritten untersucht, wie hoch
der Einfluss auf das Verhalten der Nutzer ist. Das Maß für das Verhalten stellt dabei die
durchschnittliche Anzahl an Buchungen pro Stunde dar. Für alle Stunden, also das gesamte
halbe Jahr, beträgt die durchschnittliche Anzahl an Buchungen pro Stunde 55,09.
>0 >0.1 >0.2 >0.3 >0.4 >0.5 >0.6 >0.7 >0.8 >0.9
Anteil an allen Stunden 18% 14% 11% 9% 7% 6% 5% 5% 4% 4%
Buchungen pro h 54.95 55.34 55.72 57.52 59.48 60.30 61.14 61.39 60.67 61.06
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Abbildung 3.5: Einfluss des Niederschlags-Schwellenwertes auf die Klassifikation einer Nie-
derschlagsstunde
In Abbildung 3.5 wird ersichtlich, dass mit steigendem Schwellenwert die Anzahl der Bu-
chungen pro Stunde erwartungsgemäß zunimmt. Dabei ist eine große Steigerung ab einem
Schwellenwert von 0,3 mm zu verzeichnen. Deswegen wird für diese Arbeit eine Nieder-
schlagsstunde als eine Stunde mit einem stündlichen Niederschlag von mehr als 0,3 mm
bezeichnet. Des Weiteren sieht man, dass der Anteil der Niederschlagsstunden an allen Stun-
den des halben Jahres abnimmt, je höher der Schwellenwert wird.
Um sicher zu stellen, dass die Steigerungseffekte nicht darauf beruhen, dass die Nieder-
schlagsstunden ungleich über den Tag verteilt sind, wurden für jede Stunde des Tages die
fünf niederschlagsreichsten Stunden ausgewählt. Für diese 120 Stunden ergibt sich dabei ein
Durchschnittswert von 57,5 Buchungen pro Stunde, was über dem Durchschnittswert aller
Stunden von 55,1 liegt. Der Einfluss des Niederschlags ist also real vorhanden.
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3.6 Weitere Variablen
3.6.1 Fahrtzeiten der Buchungen
Jeder Buchung ist für die minutengenaue Tarifberechnung die Anzahl der gefahrenen Minuten
hinterlegt. Für jeden Nutzer wurde nun über alle vorgenommenen Fahrten der Mittelwert
der Fahrdauer berechnet. Für alle Nutzer beträgt dabei die mittlere Fahrdauer einer Buchung
31,23 min.
3.6.2 Flughafenfahrten
Sowohl car2go als auch DriveNow bieten ihren Kunden die Möglichkeit, ein Fahrzeug im
Parkhaus P20 des Münchner Flughafens auszuleihen bzw. zurückzugeben. Bei beiden Anbie-
tern greift hierbei ein Sondertarif, bei dem zusätzlich 12 C berechnet werden. Damit stellt
die Nutzung eines Carsharingfahrzeuges eine Alternative zum Privat-PKW dar, weil keine
Parkkosten am Flughafen anfallen, sowie zum Taxi, da die anfallenden Gebühren geringer
sind. Es ist also anzunehmen, dass ein Teil der FFC-Nutzer häufig den Flughafentarif in
Anspruch nehmen.
Jeder Buchung wird in einer binären Variable zugeordnet, ob diese eine Flughafenfahrt ist,
das bedeutet ob Start oder Ziel am Flughafen liegen. Unter allen Buchungen liegt der Anteil
der Flughafenfahrten bei 2,9 %.
3.6.3 Nutzung des Parktarifs
Beide Anbieter bieten ihren Kunden die Möglichkeit, bei einer Unterbrechung der Fahrt in
einen kostengünstigeren Parktarif zu wechseln. Dabei bleibt die Buchung bestehen, und
das Fahrzeug kann nicht erneut ausgeliehen werden. Es ist anzunehmen, dass der Parktarif
von Nutzern unterschiedlich stark in Anspruch genommen wird. Jeder Buchung wird in
einer binären Variable zugeordnet, ob der Parktarif genutzt wurde. Dies trifft zu, wenn die
Anzahl der Minuten im Parktarif einer Buchung größer Null sind. Insgesamt wird bei 21 %
der Buchungen der Parktarif genutzt.
3.7 Generierung der zeitabhängigen Häufigkeitsvariablen
Grundgerüst für eine spätere Einteilung in Nutzergruppen soll das zeitliche Nutzungsverhal-
ten sein. Dazu werden sämtliche Buchungen in drei Zeiteinteilungen eingeordnet.
Eingeteilt wird nach Monaten (Januar bis Juni), nach Wochentagen (Montag bis Sonntag)
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Tabelle 3.1: Einteilung der zeitabhängigen Häufigkeitsvariablen
Zähler Monat Wochentag Zeitscheibe
1 Januar Sonntag 0:00 - 2:59 Uhr
2 Februar Montag 3:00 - 5:59 Uhr
3 März Dienstag 6:00 - 8:59 Uhr
4 April Mittwoch 9:00 - 11:59 Uhr
5 Mai Donnerstag 12:00 - 14:59 Uhr
6 Juni Freitag 15:00 - 17:59 Uhr
7 - Samstag 18:00 - 20:59 Uhr
8 - - 21:00 - 23:59 Uhr
und nach Tageszeiten in 3h-Zeitscheiben (0-3 Uhr bis 21-24 Uhr). Da sich jede Buchung
in diese drei Kategorien einteilen lässt, ist es möglich, für einen Nutzer die Gesamtanzahl
an Buchungen in den jeweiligen Zeiteinteilungen zu berechnen. Um die Gesamtanzahl an
Buchungen zur gleichen Zeitkategorie zu berechnen, wurde in SPSS die Funktion Aggregie-
ren benutzt. Da danach weiterhin jede Zeitkategorie einen eigenen Fall darstellte, wurden
mit der Funktion Umstrukturieren die einzelnen Fälle in neue Variablen überführt. Nun
entspricht jeder Fall einem Nutzer, dem für die jeweiligen Zeitkategorien Häufigkeitswerte
zugeordnet sind.
Neben den absoluten Häufigkeiten wurden zudem die anteiligen Werte berechnet, bezogen
auf die Gesamtanzahl der Buchungen eines Kunden. Da die anteiligen Werte wenig Aussa-
gekraft besitzen, wurden diese in ansteigender Reihenfolge sortiert. Das bedeutet, dass für
jeden Kunden der größte Variablenwert, zum Beispiel aller Wochentagsvariablen, in eine
neue Variable überführt wurde. Danach folgt der zweitgrößte Wert usw. Die daraus sich
ergebene Verteilung trifft eine Aussage über die Ungleichverteilung der Anteilswerte. Trägt
man die Anteilswerte in aufsteigender Reihenfolge in ein Diagramm ein, so ergibt sich die
sogenannte Lorenzkurve. Ein Beispiel für eine Lorenzkurve ist in Abbildung 3.6 zu sehen.
Auf der y-Achse sind die kumulierten relativen Häufigkeiten von sieben Wochentagen aufge-
tragen. Die x-Achse bildet die Anteile der Tage in einer Wochen ab (jeweils 1/7).
Aus der Lorenzkurve lässt sich der Gini-Koeffizient berechnen. Dieser überführt die Lorenzkur-
ve in eine Maßzahl, welche bei vollständiger Gleichverteilung den Wert 0 und bei maximaler
Ungleichverteilung den Wert 1 annimmt. Der Gini-Koeffizient ist dabei das Verhältnis der
Flächen zwischen Hauptdiagonalen und Lorenzkurve zur Fläche unterhalb der Hauptdiago-
nalen. Die Hauptdiagonale stellt dabei eine Lorenzkurve mit absoluter Gleichverteilung dar.
Sei die Fläche unterhalb der Hauptdiagonalen A und die Fläche unterhalb der Lorenzkurve
B, so ergibt sich für den Gini-Koeffizienten:
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gini = A − B
A
. (3.2)
In SPSS wurden nun für sämtliche Kunden der Gini-Koeffizient jeweils für Monate, Wochenta-
ge und Zeitscheiben berechnet und als eigene Variable abgespeichert. [Pflaumer u. a., 2005,
S. 72 ff.]
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Abbildung 3.6: Beispiel einer Lorenzkurve für sieben Wochentage
x-Achse: kumulierte Anteile der Wochentage an der Gesamtwoche, y-Achse:
kumulierter Anteil der Nutzung
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3.8 Übersicht aller Input-Variablen
Die verschiedenen abgeleiteten Variablen sollen für ein Clustern der Kunden in Nutzergrup-
pen eine Basis bilden. Im nächsten Kapitel wird dafür zunächst die Verdichtung der Variablen
mit Hilfe der Hauptkomponentenanalyse erläutert. Die einfließenden Variablen sind in Tabel-
le 3.2 zusammengefasst.
Tabelle 3.2: Übersicht der Input-Variablen für die Hauptkomponentenanalyse
Name Funktion Bemerkung
N_Monat_i Anzahl an Fahrten zu Monat i i = 1 (Januar) bis 6 (Juni)
N_Wochentag_i Anzahl an Fahrten zum Wochentag i i = 1 (Sonntag) bis 7 (Samstag)
N_Stdklasse_i Anzahl an Fahrten zur Zeitscheibe i i = 1 (0-3 Uhr) bis 8 (21-24 Uhr)
Gini_Monat Gini-Koeffizient der Monate
Gini_Woche Gini-Koeffizient der Wochentage
Gini_Std Gini-Koeffizient der Zeitscheiben
Anz.gef.Min._mean Mittelwert der gefahrenen Minuten
Ant_Flug Anteil an Flughafenfahrten
Ant_Heimatfahrten Anteil an Heimatfahrten
Ant_Rundfahrten Anteil an Rundfahrten
Ant_Parktarif Anteil an Parktariffahrten
Ant_Nied Anteil an Fahrten mit Niederschlag
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4.1 Ziel der Verdichtung
Auf Grundlage der erzeugten Variablen soll in einer Cluster-Analyse später eine Einteilung
in Nutzergruppen vorgenommen werden. Eine Cluster-Analyse mit 30 einzelnen Variablen
gestaltet sich jedoch als schwierig. Zum einen steigt mit jeder Variablen die Anzahl der Dimen-
sionen. Eine Analyse mit 30 Variablen würde also einen 30-dimensionalen Raum bedeuten,
in dem die Cluster erzeugt werden. Außerdem sollen Variablen, nach denen geclustert wird,
möglichst eine geringe Korrelation untereinander aufweisen [Schendera, 2009, S. 19]. Bei
den ausgewählten Variablen korrelieren jedoch viele Variablen, so dass sich eine Clusterana-
lyse ohne eine Vorbehandlung der einfließenden Variablen nicht eignet.
Ziel für eine spätere Clusteranalyse ist die Reduktion der bestehenden Variablen. Ergebnis
der Reduktion soll es sein, dass möglichst wenige Informationen der Variablen verloren gehen
und die extrahierten Faktoren möglichst wenig untereinander korrelieren.
Für die Lösung dieser Aufgabe gibt es zahlreiche Verfahren, welche unter dem Sammelbegriff
Faktorenanalyse zusammengefasst werden. Die Faktorenanalyse ermöglicht es, aus einer
großen Anzahl an Variablen eine möglichst geringe Anzahl an Faktoren zu extrahieren [vgl.
Schendera, 2009, S. 180]. Die beiden klassischen Verfahren sind die Hauptachsenfaktoren-
analyse (kurz PAF von Principal Axis Factoring) sowie die Hauptkomponentenanalyse (kurz
PCA von Principal Component Analysis). Beide Verfahren haben ihre eigenen Anwendungsbe-
reiche und müssen methodisch unterschieden werden. Da die Faktorenanalyse vorrangig der
Variablenverdichtung als Vorstufe zur einer Clusteranalyse dienen soll, eignet sich für diesen
Anwendungsbereich besonders die PCA. [vgl. Schendera, 2009, S. 217]
4.2 Hauptkomponentenanalyse (PCA)
Die Hauptkomponentenanalyse ist ein Verfahren aus der multivariaten Statistik, welches es
erlaubt, Daten zu veranschaulichen, zu vereinfachen sowie lineare Zusammenhänge her-
auszufinden. Besonders aufgrund der Fähigkeit der Komponentenbildung eignet sich das
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Verfahren dazu, die Komplexität von Datensätzen zu reduzieren, zum Beispiel durch Verrin-
gerung der Anzahl der erklärenden Variablen. [vgl. Schendera, 2009, S. 217]
Die zu reduzierenden Variablen gehen in die PCA ein, ausgegeben werden die sogenannten
Hauptkomponenten. Diese stellen eine Linearkombination aus den eingegangenen Variablen
dar. Die PCA geht dabei so vor, dass die erste Hauptkomponente die größtmögliche Varianz
besitzt. Darauf aufbauend werden weitere Hauptkomponenten bestimmt, die jeweils die
größtmögliche verbleibende Varianz erklären. Dabei werden so viele Hauptkomponenten
gebildet, bis die gesamte Varianz der eingehenden Variablen erklärt wurde. Da die PCA auf
der Korrelationsmatrix der Variablen basiert, korrelieren die eingehenden Variablen einer
Hauptkomponente untereinander. Die Hauptkomponenten selber sind jedoch untereinander
unkorreliert. Das bedeutet sie stehen orthogonal aufeinander. [Schendera, 2009, S. 194 f.]
Die Maximierung der erklärenden Varianz des ersten Faktors hat zur Folge, dass auf diesen
viele Variablen stark laden, wohingegen die Ladungen auf die folgenden Faktoren abnehmen.
Dies hat zur Folge, dass die Faktoren zum Teil nur schwer interpretierbar sind. Abhilfe kann
eine Rotation schaffen, bei der die Ladungen so aufgeteilt werden, dass die sich ergebenen
Faktoren leichter zu interpretieren sind. Bei der Rotation werden die Koordinatenachsen,
also die sich ergebenen PCA-Faktoren, so gedreht, dass jede Variable möglichst stark auf
einen Faktor lädt. Da jede Ladung einer Variablen auf die Faktoren einen Vektor darstellt,
ändert die Rotation nichts am Ergebnis der PCA. Die ursprüngliche Lösung der PCA lässt
sich mithilfe einer Transformationsmatrix in die rotierte Lösung überführen. Bei SPSS stehen
verschiedene Rotationsverfahren zur Wahl. Für diese Arbeit wird mit „Varimax“ das gängigste
Verfahren verwendet. [Schendera, 2009, S. 184]
4.3 Durchführung der PCA
Die im letzten Kapitel erzeugten Variablen dienten nun als Eingangsparameter für die PCA.
Nicht berücksichtigt wurde die Variable der Niederschlagstage, da diese keinerlei Korrelation
(Werte zwischen -0,03 und 0,03) mit anderen Variablen aufweisen konnte, und so in der PCA
zwangsläufig einem eigenen Parameter zugeordnet würde. Mit den Standardeinstellungen
von SPSS werden dabei zunächst so viele Parameter erzeugt, wie eingehende Variablen
existieren. Für jeden Parameter werden folgende Informationen mit ausgegeben:
• Eigenwert der Korrelationsmatrix
• Anteil an der Gesamtvarianz
• Kumulierter Anteil an der Gesamtvarianz
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Tabelle 4.1: Ausschnitt der Gesamtvarianztabelle der Komponenten für die rotierte Lösung,
komplette Tabelle im Anhang (A.1)
Komponente
Rotierte Summe der quadrierten Ladungen
Gesamt % der Varianz Kumulierte %
1 8.579 29.584 29.584
2 5.418 18.684 48.269
3 3.124 10.774 59.042
4 1.860 6.414 65.456
Ohne weitere Einstellungen wählt SPSS nun die Faktoren aus, welche einen Eigenwert größer
Eins besitzen. Eine weitere Möglichkeit, um die Anzahl der Faktoren zu bestimmen, ist der
sogenannte Screeplot (siehe Abbildung 4.1). Dabei werden die Eigenwerte aller Faktoren in
einem Diagramm aufgetragen. Dort, wo der Knick in der Verbindung der Eigenwerte erfolgt,
ist erfahrungsgemäß ein guter Wert für die Anzahl an zu erzeugenden Faktoren. Im Rahmen
dieser Arbeit wurde entschieden, den Empfehlungen von SPSS zu folgen, da durch die große
Anzahl an eingehenden Variablen sich die Methode durch Ablesen im Screeplot als schwierig
erwies. [Schermelleh-Engel u. a., 2010]
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Abbildung 4.1: Screeplot der Eigenwerte aller Komponenten, Ausgabe aus SPSS
Mit 29 Eingangsvariablen ergaben sich mit der PCA vier Ausgangsfaktoren. Zur Eignung des
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Ergebnisses der PCA können verschiedene statistische Tests herangezogen werden.
Diese statistischen Eignungsmaße kann SPSS bei der PCA-Berechnung mit ausgeben. Leider
ergab sich dabei jedoch ein noch nicht vollständig erklärbarer Umstand, der dazu führte,
dass zwar die PCA-Berechnung erfolgte, nicht jedoch statistische Tests berechnet wurden.
Ein Grund könnte sein, dass alle Fahrten aller Zeitscheiben, Wochentage und Monate im-
mer dieselbe Anzahl an Fahrten ergeben, nämlich die Gesamtanzahl aller Fahrten in dem
betrachteten Zeitraum. Dies führt dazu, dass das Lösungssystem für die PCA wahrschein-
lich überbestimmt ist, da intern bei den Summen eine vollständige Korrelation festgestellt
wird. Ein Ergebnis für die PCA wird dabei zwar ausgegeben, jedoch keinerlei statistische
Tests, wie Eignungsmaße. Dieser Umstand wurde umgangen, indem bei zwei von den drei
Variablengruppen, und zwar bei den Wochentagen und Monaten, die Variablen für den Tag
Mittwoch und den Monat März aus der PCA herausgenommen wurden. Der Mittwoch sowie
der März wurden ausgewählt, weil sich die Ladungswerte auf die Komponenten nur gering-
fügig von denen des vorhergehenden und nachfolgenden Tages bzw. Monats unterschieden.
Dies hat zur Folge, dass nun die Summen über alle Zeitscheiben, Wochentage und Monate
nicht mehr gleiche Werte liefern und so SPSS die PCA normal durchführen kann. Da sich die
Ergebnisse dieser reduzierten PCA nicht signifikant von der PCA mit vollständiger Variablen-
anzahl unterschieden, wurde die reduzierte PCA für die Überprüfung der Stichprobeneignung
herangezogen.
Auf der Hauptdiagonalen der Anti-Image-Matrix der Korrelation, auf die hier aufgrund der
Komplexität nicht weiter eingegangen werden soll, werden die sogenannten MSA-Werte
(Measure of Sample Adequacy) jeder Variablen ausgegeben. Der MSA-Wert beschreibt das
Maß der Stichprobeneignung dieser Variable für die PCA und kann zwischen Null und Eins
liegen. Der MSA-Wert für eine Variable sollte dabei nicht unter 0,5 liegen. Sehr gute Variablen
erreichen einen MSA-Wert von über 0,8. In Tabelle 4.2 sind die abgeleiteten MSA-Werte der
reduzierten PCA zu sehen. Auffällig ist, dass die Variablen für die Zeitscheiben zwischen 0-3,
3-6 und 6-9 Uhr den Mindestwert von 0,5 nicht erreichen. Zudem sind auch die anderen
Zeitscheiben-Werte nur marginal über dem Mindestwert. Um trotzdem den kompletten
zeitlichen Verlauf über einen Tag in der PCA betrachten zu können, wurde entschieden, alle
Zeitscheiben-Variablen in der PCA beizubehalten. Als Maß für die Eignung des gesamten
Variablensatzes kann der Mittelwert aller MSA-Werte herangezogen werden. Dieser liegt bei
den vorliegenden Variablen bei 0,68. Damit ist der Mittelwert über dem Mindestwert von 0,6
für alle Variablen und somit eignet sich der Variablensatz für eine PCA, trotz einzelner nicht
signifikanter Variablen. [Schendera, 2009, S. 265]
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Tabelle 4.2: MSA-Werte, sehr gut geeignet (≥ 0,8) in rot, mittel bis gut geeignet (≥ 0,5) in
gelb, ungeeignet (< 0,5) in rot
Variable MSA-Wert
N_Monat.1 0.76
N_Monat.2 0.77
N_Monat.4 0.80
N_Monat.5 0.81
N_Monat.6 0.79
Gini_Monat 0.96
N_Wochentag.1 0.62
N_Wochentag.2 0.70
N_Wochentag.3 0.68
N_Wochentag.5 0.69
N_Wochentag.6 0.69
N_Wochentag.7 0.63
Gini_Woche 0.93
N_Stdklasse.1 0.37
N_Stdklasse.2 0.30
N_Stdklasse.3 0.38
N_Stdklasse.4 0.53
N_Stdklasse.5 0.55
N_Stdklasse.6 0.56
N_Stdklasse.7 0.56
N_Stdklasse.8 0.52
Gini_Std 0.93
Anz.gef.Min._mean 0.80
Ant_Flug 0.72
Ant_Heimatfahrt 0.91
Ant_Rundfahrt 0.68
Ant_Parktarif 0.65
Mittelwert: 0.68
Tabelle 4.3: KMO- und Bartlett-Test
Maß der Stichprobeneignung nach Kaiser-Meyer-Olkin. .647
Bartlett-Test auf Sphärizität
Ungefähres Chi-Quadrat 315320.303
df 351
Signifikanz nach Bartlett 0.000
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Aus den MSA-Werten lässt sich das Maß der Stichprobeneignung nach Kaiser-Meyer-Olkin
(KMO-Maß) ableiten. Dieses Maß liegt wie die MSA-Werte zwischen Null und Eins. Ein
Wert unterhalb von 0,5 weist darauf hin, dass die Stichprobe für die PCA nicht geeignet ist.
Die vorliegende Stichprobe ergibt ein KMO-Maß von 0,647. Die Stichprobe hat damit eine
mittlere Eignung.
Der letzte Test ist der sogenannte Bartlett-Test auf Sphärizität. Dieser überprüft mit einer
Nullhypothese, ob überhaupt Korrelation zwischen den Variablen auftritt. Mit einem vor-
liegenden Wert von Null wird die Nullhypothese abgewiesen, die Daten weisen also eine
hinreichende Korrelation auf. [Schendera, 2009, S. 263]
4.4 Interpretation der Faktoren
Da die erzeugten PCA-Komponenten die Korrelation mehrerer Variablen abbilden, ist es
notwendig, die einzelnen Faktoren hinsichtlich ihrer Aussage zu interpretieren. Dies geschieht
mit den Ladungen der Ausgangsvariablen auf die einzelnen Komponenten. Der quadratische
Wert der Ladung Lin ist dabei der Anteil der betreffenden Variable am Eigenwert λP CAi der
Komponente. Die Ladung trifft also eine Aussage über das Verhältnis des Einflusses der
verschiedenen Ausgangsvariablen auf die berechneten Komponenten. Die vier Komponenten
werden im weiteren Verlauf dieser Arbeit mit PCA1 bis PCA4 bezeichnet.
λP CAi =
N∑
n=1
(Lin)2 (4.1)
PCA1 ist der Faktor mit dem höchsten Anteil der erklärenden Varianz. Auf diesen Faktor
laden ausschließlich die Häufigkeitsvariablen über Zeitscheiben, Wochentage und Monate
sowie die dazugehörigen Gini-Koeffizienten. Die Häufigkeitsvariablen laden dabei alle stark
positiv, was nahe legt, dass PCA1 die Häufigkeit der Nutzung beschreibt. Es laden nicht
die Variablen für die Zeitscheiben zwischen 0-3 und 3-6 Uhr. Die Gini-Koeffizienten laden
mittelstark negativ. Da Nutzer mit einer häufigeren Nutzung auch in der Regel Carsharing
gleichmäßiger verteilt nutzen, hat eine unregelmäßige Nutzung eine negative Ladung auf
den Faktor zur Folge. Alle verbleibenden Variablen weisen für diesen Faktor keine relevanten
Ladungen auf.
Auf PCA2 laden fünf Variablen stark positiv. Dies sind die Wochentags-Variablen für den
Samstag und den Sonntag sowie die Zeitscheiben-Variablen für 0-3, 3-6 und 21-24 Uhr.
Der Faktor beschreibt also Fahrten während des späten Abends und in der Nacht sowie
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am Wochenende. Dies können zum Beispiel Fahrten sein, die mit dem Nachtleben am
Wochenende in Verbindung stehen. Mittelstark positiv laden zudem noch die Variablen für
die Monate März bis Juni sowie die Gini-Koeffizienten negativ.
Tabelle 4.4: Komponentenmatrix, stark ladende Variablen in grün (> 0,5), mittelstark in
gelb (> 0,3)
Komponente
1 2 3 4
N_Monat.1 .794 .194 .046 -.062
N_Monat.2 .807 .203 .077 -.054
N_Monat.3 .810 .279 .111 -.032
N_Monat.4 .766 .337 .132 -.014
N_Monat.5 .700 .402 .156 .001
N_Monat.6 .647 .366 .169 .002
Gini_Monat -.419 -.302 -.673 .057
N_Wochentag.1 .553 .608 .142 -.008
N_Wochentag.2 .883 .183 .082 -.037
N_Wochentag.3 .891 .171 .077 -.049
N_Wochentag.4 .890 .185 .082 -.046
N_Wochentag.5 .879 .213 .099 -.047
N_Wochentag.6 .847 .272 .138 -.045
N_Wochentag.7 .610 .520 .196 .021
Gini_Woche -.477 -.301 -.673 .092
N_Stdklasse.1 .236 .771 -.056 -.058
N_Stdklasse.2 .129 .576 -.027 -.033
N_Stdklasse.3 .717 -.138 .085 -.074
N_Stdklasse.4 .809 .073 .097 .038
N_Stdklasse.5 .774 .231 .098 .071
N_Stdklasse.6 .809 .225 .125 .026
N_Stdklasse.7 .795 .267 .177 -.086
N_Stdklasse.8 .569 .577 .111 -.101
Gini_Std -.340 -.355 -.697 .080
Anz.gef.Min._mean -.056 -.038 -.026 .684
Ant_Flug -.077 -.099 .458 -.026
Ant_Heimatfahrt .037 -.075 .364 .030
Ant_Rundfahrt -.032 -.002 -.051 .785
Ant_Parktarif .007 -.062 .007 .801
Die Gini-Koeffizienten sind die drei stark negativ ladenden Variablen von PCA3. Das bedeu-
tet, dass eine regelmäßige Nutzung des Carsharings sich positiv auf diesen Faktor auswirkt.
Hinzu kommen noch mittelstark positive Ladungen der Variablen Anteil an Flughafenfahr-
ten und Anteil an Heimatfahrten. Nur schwach laden die zeitlichen Variablen. Jedoch hat
dies einen Einfluss auf die Komponente, was später bei der Clusteranalyse noch ersichtlich
wird. Der Einfluss beschränkt sich dabei auf Nutzer mit einer hohen Nutzungsintensität. Bei
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diesen verstärkt sich dadurch der Trenneffekt zwischen Tag- und Nachtfahrten aus PCA2, da
die Nachtstunden leicht negativ laden.
Auf PCA4 laden drei Variablen stark positiv: Mittlere Fahrtzeit, Anteil der Rundfahrten und
Anteil der Fahrten mit Nutzung des Parktarifs. PCA4 beschreibt also Fahrten mit höherer
Dauer. Diese Fahrten zeichnen sich dadurch aus, dass sie oft am selben Ort beginnen und
enden und der Parktarif oft genutzt wird. Beispiele für solche Fahrten könnten also Ausflugs-
fahrten sein, beziehungsweise die Erledigung von Einkäufen.
4.5 Einordnung der Nutzer in die PCA-Dimensionen
Da die Ladungen nur den Einfluss jeder Variablen für jede Komponente auf den Eigenwert
beschreiben, berechnet SPSS zusätzlich noch die Koeffizienten cin jeder Komponente für
jede Variable. Diese Koeffizienten sind Wichtungsfaktoren, die in einer Linearkombination
der standardisierten Variablenwerte vjn den Komponentenwert fP CAij für jeden Nutzer j
ergeben. Sowohl die Wichtungsfaktoren einer Komponente als auch die standardisierten
Variablenwerte sind dabei N -dimensionale Vektoren:
ci :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
ci1
ci2
...
ciN
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
vj :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
vj1
vj2
...
vjN
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(4.2)
Der Komponentenwert fP CAij ergibt sich dabei aus dem Skalarprodukt beider Vektoren:
fP CAij = ci · vj (4.3)
Jeder Nutzer j ist nun durch N Komponentenwerte beschrieben. Da vier Komponenten
berechnet wurden, ergibt sich dadurch ein vierdimensionaler Wertevektor fj für jeden Nutzer.
Dieser Wertevektor beschreibt, ausgehend vom Ursprung, die Lage des Wertepunktes des
betreffenden Nutzers in einem vierdimensionalen Koordinatensystem.
fj =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
fP CA1j
fP CA2j
fP CA3j
fP CA4j
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(4.4)
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Jeder Nutzer lässt sich nun als Punkt in einem Streudiagramm abtragen. Da die Darstel-
lung eines vierdimensionalen Koordinatensystems als Diagramm schwierig ist, wird auf eine
Streudiagramm-Matrix zurückgegriffen. Dabei wird jeweils ein zweidimensionales Koordina-
tensystem aus Kombination von zwei PCA-Faktoren erzeugt und als Matrix dargestellt. Die
Punkte von sämtlichen ausgewerteten Nutzern sind in Abbildung 4.2 dargestellt. Auf dieser
Basis erfolgt die im nächsten Kapitel beschriebene Clusterung der Nutzer.
Abbildung 4.2: Streudiagramm der vier PCA-Dimensionen
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In diesem Kapitel werden aus der Gesamtanzahl der Nutzer Cluster gebildet, welche in sich
ein möglichst homogenes und zu den anderen Clustern ein möglichst heterogenes Nutzungs-
verhalten ausweisen sollen. Als Grundlage dienen dafür die vier PCA-Faktoren, welche den
Einfluss der 29 Input-Variablen abbilden. Da diese Faktoren die orthogonalen Koordinaten-
achsen für den Lagepunkt eines Nutzers im Raum darstellen, können durch die räumliche
Nähe von Nutzern Cluster gebildet werden.
5.1 Verfahren der Clusteranalyse
Mit den in der PCA generierten verdichteten Variablen sollen nun verschiedene Gruppen von
Nutzern bestimmt werden. Diese Einteilung wurde mit Hilfe der sogenannten Clusteranalyse
durchgeführt. Die Clusteranalyse ist dabei ein Oberbegriff für verschiedene Algorithmen
und Verfahren, welche alle Daten anhand von eingehenden Variablen typisieren. Die drei
gängigen Verfahren sind auch die, welche in SPSS zur Verfügung stehen: k-means (auch Clus-
terzentrenanalyse genannt), hierarchische Clusteranalyse und die Two-Step-Clusteranalyse.
Im Folgenden sollen alle drei Verfahren kurz vorgestellt werden.
5.1.1 k-Means-Verfahren
Das k-Means-Verfahren, kurz KMV, ist das einfachste aller drei Verfahren. Es basiert darauf,
dass der Anwender zunächst eine Anzahl an Clustern festlegt. Für diese Anzahl werden
vom Verfahren Startwerte bestimmt. Diese werden so festgelegt, dass sie zu einander einen
größtmöglichen Abstand haben. Nun werden alle Daten auf die Startwerte verteilt, und
zwar so, dass jeweils die Daten mit der geringsten Distanz zu einem Startwert (quadrierter
euklidischer Abstand), diesem zugeordnet werden. Jeder Startwert bildet nun mit den ihm
zugeordneten Daten einen Cluster. Von jedem Cluster wird nun der Schwerpunkt bestimmt,
welcher danach an Stelle des Startwertes tritt. Basierend auf den Schwerpunkten, werden die
Daten erneut den unterschiedlichen Clustern zugeordnet und danach wiederum der Schwer-
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punkt jedes Clusters bestimmt. Dieser Vorgang wird so lange wiederholt, bis entweder eine
vorgegebene Anzahl an Iterationsschritten erreicht wurde oder das Verfahren konvergiert,
das bedeutet, dass sich die Positionen der Schwerpunkte nicht mehr ändern. Das Ergebnis
bedeutet ein Maximum an Homogenität innerhalb der Cluster, da das Verfahren die Daten
den Clustern iterativ so zuordnet, dass sie möglichst wenig vom Cluster-Schwerpunkt abwei-
chen. [Schendera, 2009, S. 117 f.]
Aufgrund der Simplizität des Algorithmus, eignet sich das k-Means-Verfahren auch für große
Datenmengen, wie sie in dieser Arbeit vorliegen. Jedoch muss bei diesem Verfahren bereits
zu Beginn die Anzahl der zu bestimmenden Cluster vorgegeben werden. [Schendera, 2009,
S. 22]
5.1.2 Hierarchische Clusteranalyse
In der hierarchischen Clusteranalyse muss zu Beginn nicht die Anzahl zu bestimmender Clus-
ter vorgegeben werden. Die hierarchische Clusteranalyse basiert darauf, dass zunächst jeder
Datenfall einen eigenen Cluster darstellt. Danach werden immer je zwei Datensätze sukzessi-
ve zu in einem neuen Cluster zusammengefasst. Diese Zusammenfassung geschieht so, dass
zwischen allen vorliegenden Fällen bzw. Clustern der Abstand zueinander bestimmt wird.
Danach werden die zwei ähnlichsten Fälle bzw. Cluster zu einem neuen Cluster zusammen-
gefasst. Dies wird so lange wiederholt, bis am Ende alle Fälle in einem Cluster vereint sind.
Mit sinkender Anzahl an Clustern, nimmt auch die Ähnlichkeit zweier Cluster ab, wenn diese
zusammengefasst werden. Das bedeutet, dass zu Beginn Cluster mit großer Ähnlichkeit und
am Ende Cluster mit einer nur noch geringen Ähnlichkeit zusammengefasst werden. Das Maß,
mit welcher Ähnlichkeit zwei Cluster zusammengefasst wurden, kann in einem sogenannten
Dendrogramm abgetragen werden. Dabei wird in einem Baumdiagramm dargestellt, wie die
einzelnen Fälle und Cluster zusammengefasst werden. Die Position auf der x-Achse, an dem
sich zwei Cluster vereinen, entspricht dabei dem Ähnlichkeitswert bei der Zusammenfassung.
Abbildung 5.1 zeigt ein Dendrogramm für 20 zufällig ausgewählte Personen. Anzumerken ist,
dass hier anstatt der Ähnlichkeit der Abstand zwischen den Clustern aufgetragen ist, welcher
gegenläufig zur Ähnlichkeit verläuft.
Das Dendrogramm kann nun dabei helfen, eine optimale Anzahl an Clustern zu bestimmen.
Dafür schaut man, wo ein Bereich existiert, in dem nur mit einem großen Anstieg des Ab-
standes erneut zwei Cluster zusammengefasst werden. In Abbildung 5.1 ist dies ab dem
Entfernungswert 10 der Fall. Dort ist es sinnvoll, alle berechneten Clusterlösungen genauer
zu betrachten. In diesem Fall würden also vier Cluster weiter untersucht werden.
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Kombination skalierter Abstands-Cluster
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Abbildung 5.1: Dendrogramm einer Hierarchischen Clusteranalyse von 20 zufällig ausge-
wählten Personen, Ausgabe aus SPSS
Im Gegensatz zum k-Means-Verfahren, bei dem in SPSS die Berechnung des Abstandes nicht
veränderbar ist, existieren bei der hierarchischen Clusteranalyse eine Vielzahl verschiedener
Berechnungsverfahren für den Abstand bzw. die Ähnlichkeit. Je nach Wahl des Algorithmus
unterscheiden sich auch die Ergebnisse der Clusteranalyse. So neigen manche Verfahren
dazu, viele kleine homogene Cluster zu bilden. Andere schaffen große Cluster, welche in
sich heterogener sind. Die Auswahl muss also berücksichtigen, welchen Sachverhalt man
untersuchen möchte, und dem Anwender muss bewusst sein, auf was für Clusterergebnisse
er Wert legt.
Da der Aufwand bei der Bestimmung der Cluster mit steigender Anzahl an Fällen zunimmt,
eignet sich die hierarchische Clusteranalyse nicht für große Fallzahlen (N > 250). Für
kleine Fallzahlen ist sie jedoch ein hervorragendes Verfahren, da eine optimale Clusteranzahl
bestimmt werden kann und durch die Vielzahl an Algorithmen zur Abstandsbestimmung das
Verfahren flexibel auf die Vorstellungen des Anwenders reagieren kann. [Schendera, 2009,
S. 22]
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5.1.3 Two-Step-Clusteranalyse
Das letzte Verfahren ist die sogenannte Two-Step-Clusteranalyse, kurz TSC. Wie der Name
schon sagt, wird die Clusteranalyse in zwei Schritten durchgeführt. Der erste Schritt ist die
Vorsortierung aller Daten in einem sogenannten CF-Baum (Cluster Feature).
Dieser Baum ist so aufgebaut, dass ausgehend vom Ursprung acht Äste existieren können.
Von jedem Ast können maximal acht Blätter abgehen, und jedem Blatt können maximal acht
Untercluster zugeordnet werden. Die maximale Anzahl an zu bildenden Unterclustern ist
damit 512. Ausgehend vom Ursprung werden nun sämtliche Datenfälle entlang der Baum-
struktur einem Untercluster zugeordnet. Das Besondere ist, dass in den Unterclustern nicht
jeder einzelne Fall gespeichert wird, sondern alle zugeordneten Fälle durch dem Mittelwert
und der empirischen Varianz aller Einträge zusammengefasst werden. Ein Fall wird einem
Untercluster dann zugeordnet, wenn er sich innerhalb des Schwellenwertes T, welcher die
maximale Heterogenität eines Unterclusters regelt, befindet.
Falls dem nicht so ist, wird der betreffende Fall in einen neuen Untercluster geleitet. Befinden
sich bereits acht Untercluster in einem Blatt, wird ein neues Blatt gebildet. Dazu werden die
zwei unterschiedlichsten Untercluster genommen und jeweils auf die beiden Blätter aufgeteilt.
Die verbleibenden Untercluster werden nun anhand der geringsten Distanz auf die beiden
Blätter verteilt. Das Gleiche passiert, wenn ein Ast bereits acht Blätter besitzt. Nun kann es
vorkommen, dass nicht alle Fälle in den CF-Baum passen. Dann muss der Schwellenwert T
erhöht werden. Der Algorithmus sortiert alle Untercluster um und fügt die verbleibenden
Fälle in den CF-Baum ein. Das Ergebnis ist ein CF-Baum mit 512 Unterclustern, wobei jeder
Untercluster mit Mittelwert und Varianz, die in ihm zusammengefassten Fälle beschreibt.
[Klinke, 2008]
Der zweite Schritt fasst die eben bestimmten Untercluster mit einem hierarchischen Verfah-
ren zusammen. Dies geschieht so lange bis die im Verfahren festgelegte maximale Anzahl
an Clustern erreicht wird (voreingestellt bei SPSS ist 15). Danach wird jeder Schritt mittels
des Bayes’schen Informationskriteriums (BIC) mit der Zusammenfassung zweier Cluster ver-
glichen. Aus dem Vergleich ergibt sich schließlich die optimale Anzahl an Clustern. [Klinke,
2008]
Vergleich man alle drei Verfahren der Clusteranalyse, so eignen sich nur das k-Means-Verfahren
und die Two-Step-Clusteranalyse für den Datensatz von ca. 13.000 Nutzern. Die hierarchi-
sche Clusteranalyse wird nicht weiter betrachtet, da das Verfahren nicht mit dem Umfang des
Datensatzes zurechtkommen würde. Das Clustern wird im folgenden Schritt parallel sowohl
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Abbildung 5.2: Aufbau des CF-Baums, entnommen aus [Klinke, 2008]
mit dem KMV als auch mit der TSC durchgeführt. Die Auswahl des Verfahrens erfolgt danach
durch Vergleich der Clusterergebnisse.
5.2 Durchführung
5.2.1 Variation der Clusterzahl
Da die TSC im Gegensatz zum KMV eine optimale Clusteranzahl bestimmen kann, soll die
dadurch ermittelte Clusteranzahl als Referenz auch für das KMV dienen. Dafür wird zu-
nächst eine TSC durchgeführt, bei der die Anzahl der Cluster automatisch ermittelt wird.
Als maximale Anzahl an Clustern wird der voreingestellte SPSS-Wert von 15 verwendet. Als
Input-Variablen dienen die vier PCA-Variablen. Der erste Durchlauf ergibt eine optimale
Anzahl von vier Clustern. Zur Untersuchung der Sensitivität wurden für beide Verfahren
zusätzlich Durchläufe mit einer festen Anzahl von drei und fünf Clustern durchgeführt.
Zunächst soll für jedes Verfahren untersucht werden, welche Auswirkungen die Reduzierung
der Clusteranzahl haben. Dabei soll zunächst nicht die Aussage der Cluster gedeutet werden,
sondern sich auf die Verschiebung von Nutzern zwischen den Clusterschritten beschränkt
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Tabelle 5.1: Verteilung der Nutzer auf die Cluster der drei Durchläufe beider Verfahren
Two-Step-Clusteranalyse 5 Cluster 4 Cluster 3 Cluster
Häufigkeit % Häufigkeit % Häufigkeit %
1 4950 37,4 4956 37,5 2407 18,2
2 2252 17,0 2261 17,1 9640 72,9
3 4636 35,1 5030 38,0 1176 8,9
4 1084 8,2 976 7,4 - -
5 301 2,3 - - - -
Gesamt 13223 100 13223 100 13223 100
k-Means-Verfahren 5 Cluster 4 Cluster 3 Cluster
Häufigkeit % Häufigkeit % Häufigkeit %
1 4875 36,9 6286 47,5 12331 93,3
2 2183 16,5 6232 47,1 491 3,7
3 5480 41,4 409 3,1 401 3,0
4 411 3,1 296 2,2 - -
5 274 2,1 - - - -
Gesamt 13223 100 13223 100 13223 100
werden. Eine Reduzierung der Clusteranzahl findet zweimal statt, einmal von fünf auf vier
und danach von vier auf drei Cluster.
Reduziert man bei der TSC die Anzahl der Cluster von fünf auf vier, so bleiben Cluster 1 und
Cluster 2 in ihrer Form erhalten. Der neue Cluster 3 besteht zu 92 % aus dem vollständig
übergegangenen alten Cluster 3. Die restlichen 8 % entstammen von 36 % der Nutzer vom
alten Cluster 4. Der neue Cluster 4 besteht aus dem kompletten alten Cluster 5, welcher nun
31 % ausmacht. die restlichen 69 % vom neuen Cluster 4 entstammen vom alten Cluster 4.
Bei der Reduzierung auf drei Cluster besteht der neue Cluster 1 zum größten Teil aus Nutzern
des alten Clusters 2. Der neue Cluster 2 setzt sich zu 100 % aus dem alten Cluster 1 und
zu 93 % aus dem alte Cluster 3 zusammen. Der neue Cluster 3 besteht fast vollständig aus
den Nutzern vom alten Cluster 4 (83 %) und zu 17 % aus den restlichen Nutzern vom alten
Cluster 3.
Diese Übergänge sind in Abbildung 5.3 dargestellt. Die Dicke der Pfeile symbolisiert den
Anteil an Nutzern, die bezogen auf die höhere Clusteranzahl in die neuen Cluster übergehen.
Beim k-Means-Verfahren verändern sich die Cluster bei einer Reduktion auf vier Cluster wie
nachfolgend beschrieben. Der neue Cluster 1 besteht zu 72 % aus dem alten Cluster 1, was
bei diesem einen Anteil von 93 % ausmacht. Zudem kommen 27 % der Nutzer von Cluster 2
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Abbildung 5.3: Anteilige Übergänge der Nutzer bei Reduzierung der Clusteranzahl in der
Two-Step-Clusteranalyse, bezogen auf die höhere Clusteranzahl
hinzu, was bei diesem einen Anteil von 78 % ist. Der neue Cluster 2 besteht zu 87 % aus
Nutzern des alten Clusters 3, der fast vollständig in diesen übergeht. Des Weiteren kommen
zum neuen Cluster 2 Nutzer von den alten Clustern 1 und 2 hinzu, welche je 6 % und 8 %
ausmachen. Der neue Cluster 3 setzt sich ausschließlich aus Nutzern des alten Clusters 4
zusammen. Der neue Cluster 4 besteht aus dem gesamten alten Cluster 5 sowie einer kleinen
Anzahl von Nutzern der alten Cluster 3 und 4.
Bei der Reduktion auf drei Cluster vereinigen sich die alten Cluster 1 und 2 zum neuen
Cluster 1. Beide bilden in diesem ungefähr einen Anteil von je 50 %. Ein geringer Anteil von
1,3 % des alten Clusters 2 fließen in den neuen Cluster 2, machen dort jedoch einen Anteil
von 17% aus. Des Weiteren besteht der neue Cluster 2 aus dem kompletten alten Cluster 3,
welcher die verbleibenden 83 % beisteuert. Aus dem alten Cluster 2 kommen zudem 1,7 %
der Nutzer zum neuen Cluster 3, machen dort jedoch 26 % der Nutzer aus. Zudem fließt der
komplette alte Cluster 4 in den neuen Cluster 3.
Ähnlich wie bei der Two-Step-Clusteranalyse wurden die Übergänge für das k-Means-Verfahren
in Abbildung 5.4 aufgetragen. Für beide Abbildungen finden sich die Wertetabellen im An-
hang.
Zusammenfassend ist zu sagen, dass im Prinzip bei beiden Verfahren Cluster, die nicht in
einem Schritt zusammengefasst werden, zu einem großen Teil nach der Reduktion in ihrer
Form wiederzufinden sind. Dies trifft besonders auf große Cluster mit vielen Nutzern zu.
Tendenziell neigt die Two-Step-Clusteranalyse stärker dazu auch kleine Cluster zu großen
Teilen in die nächste Zusammenfassung zu übernehmen. Beim k-Means-Verfahren finden
stärkere Veränderungen bei kleineren Clustern statt. Dies kommt besonders durch zusätzli-
che Nutzer aus größeren Clustern zustande, die zwar nur wenige Prozent des ursprünglichen
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Abbildung 5.4: Anteilige Übergänge der Nutzer bei Reduzierung der Clusteranzahl im k-
Means-Verfahren, bezogen auf die höhere Clusteranzahl
Clusters ausmachen, jedoch in einem kleinen Cluster die ganze Clusterstruktur ändern kön-
nen. Beim Blick auf die Anzahl der Nutzer pro Cluster in Tabelle 5.1 fällt auf, dass die
Two-Step-Clusteranalyse dazu neigt, gleichmäßigere Clustergrößen zu bilden, während beim
k-Means-Verfahren bei drei Clustern einer dominiert.
5.2.2 Vergleich der Clusterergebnisse
Im Folgenden sollen nun alle sechs durchgeführten Clusteranalysen miteinander verglichen
werden. Der Vergleich findet dabei ausschließlich mit Hilfe der Mittelwerte der vier PCA-
Variablen sowie mit Hilfe des Mittelwertes der Fahrtenzahl der Nutzer statt. Die restlichen
Variablen werden später bei der Charakterisierung der Cluster betrachtet.
Bei der Two-Step-Clusteranalyse mit fünf Clustern existieren zwei Cluster mit geringer (1
und 2), ein Cluster mit einer mittleren (3), ein Cluster mit einer mittelhohen (4) und ein
Cluster mit einer hohen Nutzungsintensität (5). Dies wird anhand des Mittelwertes der
Fahrtenzahl und von PCA1 ersichtlich. Cluster 4 und 5 zeichnen sich durch eine leicht über-
durchschnittliche Nutzung in den Nachtstunden und am Wochenende aus, was anhand von
PCA2 erkennbar ist. Cluster 5 besitzt einen sehr negativen PCA3-Wert. Dies ist darauf zu-
rückzuführen, dass zwischen PCA2 und PCA3 eine starke Korrelation für Nutzer mit einer
hohen Nutzungsintensität besteht. Dadurch lädt PCA3 gegensätzlich zu PCA2 bei diesen
Nutzergruppen. Cluster 3 definiert sich durch einen hohen PCA3-Wert, was für eine hohe
Nutzungsgleichmäßigkeit spricht sowie für überdurchschnittlich viele Heimat- und Flugha-
fenfahrten. Cluster 2 zeichnet sich durch einen hohen PCA4-Wert aus. Nutzer dieses Clusters
unternehmen also oft überdurchschnittlich lange Fahrten. Cluster 1 ist derjenige mit der
geringsten Nutzungsintensität. Der hierfür geringe PCA3-Wert zeigt, dass eine hohe Unregel-
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Tabelle 5.2: Mittelwerte der Fahrtenzahl sowie der PCA-Werte für die Cluster der
verschiedenen Durchläufe
Fahrtenzahl PCA1 PCA2 PCA3 PCA4
Mittelwert Mittelwert Mittelwert Mittelwert Mittelwert
Two-Step 3
1 4.96 -.21896 -.20023 -.29726 1.74106
2 8.86 -.21492 -.08284 .05646 -.42208
3 70.40 2.20991 1.08886 .14559 -.10365
Two-Step 4
1 3.37 -.30727 -.23008 -.74848 -.56277
2 4.32 -.22976 -0.21455 -.38080 1.78224
3 15.78 -.07678 .10448 .91490 -.22336
4 76.14 2.48823 1.12688 -.03225 -.11994
Two-Step 5
1 3.34 -.30877 -.22913 -.74920 -.56267
2 4.17 -.23645 -0.21453 -.38500 1.78308
3 13.80 -.15668 .06448 .92723 -.22972
4 49.75 1.27084 .88767 .53443 -.13009
5 120.63 4.68341 1.18329 -1.00464 -0.08065
k-Means 3
1 8.95 -.18463 -.08833 .00505 .00913
2 86.24 3.75680 -.97157 0.05467 -0.15861
3 68.30 1.07754 3.90577 -0.22238 -0.08644
k-Means 4
1 2.88 -.29515 -.23789 -.80285 .09678
2 16.34 -.03112 .09815 .83925 -.08388
3 92.24 4.11075 -1.11596 -0.07551 -0.16204
4 76.04 1.24294 4.52743 -0.51555 -0.06536
k-Means 5
1 3.45 -.30089 -.22929 -.77111 -.56622
2 4.48 -.21809 -0.21123 -.41184 1.80986
3 17.22 -.01605 .13417 .88483 -.20081
4 92.60 4.11414 -1.08300 -0.07871 -0.16382
5 77.21 1.24084 4.70344 -0.57785 -0.08324
mäßigkeit der Fahrten besteht. Bei einer Reduzierung der Clusteranzahl fällt auf, dass die
Zusammenfassung, beginnend mit den Clustern hoher Nutzungsintensität, erfolgt, während
die Cluster geringer Nutzungsintensität erhalten bleiben.
Beim k-Means-Verfahren mit fünf Clustern gleichen die beiden Cluster mit geringer Nutzungs-
intensität 1 und 2 den Clustern 1 und 2 der TSC. Dies kann man daran erkennen, dass die
Cluster fast gleiche PCA-Mittelwerte besitzen. Cluster 4 und 5 sind Cluster mit einer hohen
Nutzungsintensität. Die PCA2-Werte zeigen, dass Cluster 5 eine sehr überdurchschnittliche
hohe Nutzung in den Nachtstunden und am Wochenende besitzt. Anders sieht dies bei
Cluster 4 aus. Die niedrigen PCA2-Werte weisen auf eine unterdurchschnittliche Nutzung
in den Nachtstunden und am Wochenende hin. Cluster 3 ist ähnlich wie auch bei der TSC
ein Cluster mit einer mittleren Nutzungsintensität und überdurchschnittliche vielen Heimat-
und Flughafenfahrten (PCA3). Im Gegensatz zur TSC werden beim KMV zuerst die Cluster
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Tabelle 5.3: Verteilung der Kunden, Fahrten und der Fahrleistung in Minuten auf die Cluster
5 Cluster
Kunden % Kunden Fahrten / Kunde Fahrten % Fahrten Min. / Fahrt Min. % Min.
1 4875 36.9% 3.35 16331 9.1% 21.06 343861 7.4%
2 2183 16.5% 4.48 9780 5.4% 73.30 716893 15.3%
3 5480 41.4% 17.22 94366 52.5% 24.74 2334750 50.0%
4 411 3.1% 92.60 38059 21.2% 21.71 826371 17.7%
5 274 2.1% 77.21 21156 11.8% 21.31 450895 9.6%
Σ 13223 100.0% 179691 100.0% 4672769 100.0%
mit einer geringen Intensität zusammengefasst, während die Cluster mit einer hohen Inten-
sität erhalten bleiben. Bei einem Vergleich aller durchgeführten Clusteranalysen wird das
k-Means-Verfahren der Two-Step-Clusteranalyse vorgezogen. Dies liegt an der stärken Fo-
kussierung auf Cluster mit einer hohen Nutzungsintensität, da Unterschiede in der Nutzung
bei Kunden mit nur wenigen Fahrten im Untersuchungszeitraum stärker auf Zufall als auf
Regelmäßigkeit zurückzuführen sind. Innerhalb der k-Means-Verfahren wird der Durchgang
mit fünf Clustern weiter betrachtet. Ausschlaggebend ist der Cluster 2, welcher Nutzer mit
vielen langen Fahrten gruppiert. Dieser Cluster macht zwar nur 5,4 % der Gesamtfahrten aus,
jedoch fallen 15,3 % aller Fahrminuten auf Fahrten innerhalb dieses Clusters. Der Cluster
wurde in den Durchgängen mit drei und vier Clustern bereits zusammengefasst. Im Gegen-
satz zum Durchlauf mit fünf Clustern des TSC unterteilt das KMV zudem die Vielnutzer in
zwei Gruppen mit unterschiedlichem Nutzerverhalten. Eine tiefgreifendere Untersuchung
dieser beiden Gruppen erscheint deswegen angebracht.
Abbildung 5.5 zeigt nun das Streudiagramm aus Abbildung 4.2 mit farblich unterteilten
Punkten je nach Clusterzugehörigkeit. Durch die Vielzahl der Daten werden einige Punkte
verdeckt, so dass Cluster 1 kaum sichtbar ist. Mit dieser Abbildung werden die räumlichen
Ausmaße der Cluster sichtbar.
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5.2 Durchführung
Abbildung 5.5: Streudiagramm der vier PCA-Dimensionen und Unterteilung nach Clusterzu-
gehörigkeit
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6 Auswertung und Einordnung der Cluster
Im folgenden Kapitel werden die Kriterien für den Vergleich und die Einordnung der fünf Clus-
ter erläutert, welche im letzten Kapitel mit dem k-Means-Verfahren ermittelt wurden. Dies
geschieht unter anderem mit den Mittelwerten der Input-Variablen. Der Wohnort der Kunden
jedes Clusters gibt Auskunft über die räumliche Verteilung der Kunden. Daraus lassen sich
Unterschiede in der räumlichen Verteilung zwischen den Clustern herausfinden. Neben den
in die PCA eingeflossenen Variablen, lässt sich jeder Cluster auch durch soziodemografische
Merkmale wie das Geschlecht und das Alter der Kunden charakterisieren. Als kleiner Exkurs
werden im Kapitel 6.5 das unterschiedliche Nutzungsverhalten bezogen auf die Fahrzeugmo-
delle verglichen. Zum Schluss werden anhand von Clusterprofilen die Merkmale eines jeden
Clusters zusammengefasst.
Zur besseren Verständlichkeit werden an diesem Punkt Bezeichnungen für die Cluster ein-
geführt, anstatt diese weiterhin mit Nummern zu bezeichnen. Dies greift der Auswertung
voraus, da erst nach dieser die Bezeichnungen erläutert werden. Es vereinfacht jedoch die
Verständlichkeit der folgenden Abschnitte. Außerdem sei zu erwähnen, dass im weiteren
Verlauf die Begriffe Cluster und Gruppe synonym verwendet werden.
• Cluster 1: Wenignutzer
• Cluster 2: Nutzer mit langen Fahrtzeiten
• Cluster 3: Normalnutzer
• Cluster 4: Vielnutzer Pendler
• Cluster 5: Vielnutzer Nachtstunden
6.1 Vergleich der zeitlichen Häufigkeitsvariablen
Die zeitlichen Häufigkeitsvariablen geben bei den Clustern sowohl über die Nutzungsintensi-
tät als auch über zeitliche Schwankungen in der Nutzung Auskunft. Da die Intensität bereits
durch PCA1 in Kapitel 5.2.2 behandelt wurde, wird nun der zeitliche Nutzungsverlauf the-
matisiert. Dafür werden für die Variablen von Zeitscheiben, Wochentagen und Monaten
Diagramme mit den relativen Häufgkeiten genutzt. Die Diagramme mit dem absoluten Wer-
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ten finden sich als ergänzende Information im Anhang (Abbildungen C.1 bis C.3) Die Werte
für die folgenden Abbildungen 6.1 bis 6.3 finden sich in der Tabelle C.1, ebenfalls im Anhang.
6.1.1 Zeitscheiben
Dieser Abschnitt bezieht sich auf die Abbildung 6.1. Im zeitlichen Verlauf über die Zeitschei-
ben eines Tages fällt auf, dass die Wenig- und die Normalnutzer ein ähnliches Verhalten
ausweisen. Die Nutzung steigt im Verlauf des Tages und hat einen Peak zwischen 18 und
21 Uhr. Die Nutzer mit langen Fahrtzeiten tätigen die meisten Buchungen tagsüber zwischen
9 und 18 Uhr, wobei sich der Peak mit über der Hälfte der Fahrten zwischen 12 und 18 Uhr
befindet. Die Vielnutzer Pendler zeichnen sich durch deutliche Peaks in den Morgen- und
späten Nachmittagsstunden aus. Als einzige Gruppe haben die Vielnutzer Nachtfahrten einen
hohen Anteil an Buchungen in der Nacht. So finden fast 40 % der Fahrten zwischen 21 und 3
Uhr statt. Alle anderen Gruppen nutzen FFC, besonders ab Mitternacht, nur sehr wenig.
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Abbildung 6.1: Zeitlicher Verlauf über Zeitscheiben, relative Werte pro Nutzer
6.1.2 Wochentage
Der folgende Abschnitt bezieht sich auf die Abbildung 6.2. Wie auch bei den Zeitscheiben,
ist das zeitliche Verhalten über die Wochentage von Wenig- und Normalnutzern annähernd
gleich. Bei beiden ist eine ansteigende Nutzung innerhalb der Woche festzustellen, wobei die
stärkste Nutzung am Samstag erfolgt. Ähnlich ist das Verhalten auch bei den Nutzern mit
langen Fahrtzeiten, nur dass der Peak am Samstag noch stärker ausgeprägt ist (über 25 % der
Fahrten). Die Vielnutzer Nachtfahrten haben ebenfalls eine ansteigende Nutzung innerhalb
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der Woche, wobei die stärkste Nutzung am Samstag und am Sonntag erfolgen (27 % der
Fahrten). Die Vielnutzer Pendler unterscheiden sich deutlich von den anderen Gruppen. An
Werktagen haben sie ein annähernd gleiches Nutzungsverhalten (ca. 15 % der Fahrten pro
Werktag), welches über dem der anderen Gruppen liegt. Jedoch werden nur 16 % der Fahrten
am Wochenende durchgeführt.
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Abbildung 6.2: Zeitlicher Verlauf über Wochentage, relative Werte pro Nutzer
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Abbildung 6.3: Zeitlicher Verlauf über Monate, relative Werte pro Nutzer
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6.1.3 Monate
Dieser Abschnitt bezieht sich auf die Abbildung 6.3. Das monatliche Nutzungsverhalten
über das erste Halbjahr ist bei den Normalnutzer und den Vielnutzern Nachtfahren relativ
gleichmäßig. Ähnlich sieht dies bei den Wenignutzern aus, außer dass diese eine leicht
stärkere Nutzung im Januar besitzen. Ebenfalls eine stärkere Nutzung im Januar ist bei den
Nutzern mit langen Fahrtzeiten zu erkennen. Nach dem Januar geht die Nutzung im Februar
zurück und steigt leicht bis zum Juni wieder an. Bei den Vielnutzern Pendler sinkt die Anzahl
an Fahrten kontinuierlich vom Januar (22 %) bis zum Juni (11 %).
6.1.4 Gini-Koeffizienten
Die Gini-Koeffizienten, als Maß für die Unregelmäßigkeit der Nutzung, sind wie erwartet
für Wenignutzer und Nutzer mit langen Fahrtzeiten hoch. Diese unregelmäßige Nutzung ist
auf die geringe Anzahl an Fahrten bei diesen Gruppen zurückzuführen. Bei den Vielnutzern
sind die Koeffizienten über Wochentage und Monate gering, was eine regelmäßige Nutzung
bedeutet. Normalnutzer zeigen bei allen Koeffizienten eine mittlere Regelmäßigkeit, ebenso
die Vielnutzer bei dem Gini-Koeffizienten über die Zeitscheiben. Das liegt an einer natürlichen
Unregelmäßigkeit, bedingt durch die geringere Nutzung in den Nachtstunden.
6.2 Vergleich der zeitunabhängigen Häufigkeitsvariablen und
der mittleren Fahrzeit
Die Nutzer mit langen Fahrtzeiten werden durch die mittlere Fahrzeit sowie den Anteil an
Fahrten mit Parktarif und Rundfahrten charakterisiert. Dementsprechend sind die Mittelwer-
te dieser Variablen für diese Nutzergruppe hoch. Bei der Fahrzeit liegt der Mittelwert bei
ca. 73 min, wohingegen die anderen Gruppen Werte zwischen 21 und 25 min aufweisen.
Der Anteil der Fahrten mit Nutzung des Parktarifs liegt bei 68 %. Bei den anderen Gruppen
liegt der Anteil zwischen 6 % bei den Wenignutzern und 19 % bei den Vielnutzern Pendler.
Der Anteil der Rundfahrten der Nutzer mit langen Fahrtzeiten liegt bei 48 %, wohingegen
bei den anderen Gruppen der Anteil zwischen 3 % und 9 % liegt. Einen hohen Anteil an
Flughafenfahrten besitzt nur die Gruppe der Normalnutzer. Dort liegt der Anteil bei 6 %,
während alle anderen Gruppen nur einen Anteil von ca. 1 % besitzen. Der Anteil der Heimat-
fahrten schwankt zwischen den Gruppen von 62 % bis 80 %. Der Anteil ist bei den Normal-
und Vielnutzern Pendler hoch und bei den Wenignutzern gering. Der Anteil an Fahrten mit
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Niederschlag wurde als Variable nicht mit in die PCA genommen, da diese keine Korrelati-
on mit anderen Variablen zeigte. Auch beim Vergleich zwischen den Gruppen sind keine
Unterschiede festzustellen. Der Anteil liegt konstant bei ca. 11 %.
Tabelle 6.1: Mittelwerte der zeitunabhängigen Häufigkeitsvariablen und der mittleren Fahr-
zeit eines Nutzers, Anteilswerte beziehen sich auf alle Fahrten eines Clusters
Cluster-Nr.
1 2 3 4 5 Gesamt
Anz.gef.Min._mean Mittelwert 21.06 73.30 24.74 21.71 21.31 31.23
Ant_Flug Mittelwert 0 % 1 % 6 % 1 % 1 % 3 %
Ant_Heimatfahrt Mittelwert 62 % 70 % 79 % 80 % 73 % 71 %
Ant_Rundfahrt Mittelwert 3 % 48 % 9 % 8 % 9 % 13 %
Ant_Parktarif Mittelwert 6 % 68 % 17 % 19 % 15 % 21 %
6.3 Vergleich der soziodemografischen Merkmale
Als soziodemografische Merkmale liegen Alter und Geschlecht der Kunden vor. Da beide
Merkmale nicht in die Clusteranalyse eingeflossen sind, können sie dazu genutzt werden,
um a posteriori festzustellen, ob sich die Gruppen hinsichtlich ihrer Zusammensetzung un-
terscheiden. Als Vergleich soll dabei das Durchschnittsalter und die Geschlechtsverteilung
aller Nutzer dienen. So liegt das Durchschnittsalter aller Nutzer bei ca. 33 Jahren. Das
Durchschnittsalter der fünf Cluster liegt zwischen 30,9 (bei den Vielnutzern Nachtfahrten)
und 35,3 Jahren (bei den Nutzern mit langen Fahrtzeiten). Überdurchschnittlich alt sind
zudem die Vielnutzer Pendler mit 34,3 Jahren, unterdurchschnittlich die Wenignutzer mit
32,3 Jahren. Das Durchschnittsalter der Normalnutzer liegt bei 33 Jahren und ist damit
identisch mit dem Durchschnittsalter aller Nutzer.
Tabelle 6.2: Soziodemografische Merkmale Alter und Geschlecht
Cluster-Nr.
1 2 3 4 5 Gesamt
Alter Mittelwert 32.3 35.3 32.9 34.3 30.9 33.1
Geschlecht
männlich Anteil 72.6% 68.6% 75.5% 74.5% 85.8% 73.5%
weiblich Anteil 23.7% 26.9% 21.0% 20.0% 11.7% 22.7%
Verhältnis 3 : 1 2.6 : 1 3.6 : 1 3.7 : 1 7.3 : 1 3.2 : 1
Bei dem Geschlechterverhältnis aller Nutzer zeigt sich mit 3,2:1 eine deutlich stärker Nut-
zung durch Männer. Überdurchschnittlich oft sind Frauen in der Nutzergruppe mit langen
Fahrtzeiten zu finden. Dort ist das Verhältnis 2,6:1. Auch bei den Wenignutzern sind mit
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einem Verhältnis von 3:1 mehr Frauen als im Mittel. Den geringsten Anteil besitzen Frauen
in der Gruppe der Vielfahrer Nachtfahrten. Dort beträgt das Verhältnis 7,3:1. Überdurch-
schnittlich viele Männer sind zudem in der Gruppe der Vielfahrer Pendler (3,7:1) und bei
den Normalnutzern zu finden (3,6:1).
6.4 Räumliche Verteilung
Eine weitere Größe, die nicht a priori in die Clusteranalyse eingeflossen ist, sind die Wohn-
standorte der Nutzer. Es ist zu erwarten, dass sich die Kunden der verschiedenen Nutzergrup-
pen unterschiedlich auf das Münchener Stadtgebiet verteilen. Zuerst wurden die Wohnstand-
orte der in München lebenden Nutzer den 25 Münchener Stadtbezirken zugeordnet. Dazu
wurden die Wohnstandorte mit einem Shapefile der Münchener Stadtbezirke verschnitten.
Jedem Münchener Nutzer ist ein spezifischer Bezirk zugeordnet. Zusätzlich wurde das Ge-
schäftsgebiet des Anbieters DriveNow mit blauer Umrandung in die Karten eingezeichnet.
Dabei entspricht das Geschäftsgebiet dem Stand von 2015, im Vergleich zu 2013 wurde eine
geringfügige Erweiterung des Gebietes vorgenommen. In Abbildung 6.4 wurden nun für
jeden Bezirk die Summe der Nutzer farblich in die Karte der Bezirke aufgetragen. Dabei
erkennt man, dass die größten Nutzerzahlen in den zentralen Stadtbezirken zu finden sind,
besonders in Neuhausen-Nymphenburg, Schwabing-West und der Maxvorstadt. Die gerings-
ten Nutzerzahlen sind in den äußeren Stadtbezirken im Südosten und Nordwesten der Stadt
zu verzeichnen. In zwei Bezirken, Aubing-Lochhausen-Langwied und Allach-Untermenzing,
wohnen dabei sogar weniger als 50 Nutzer. Diese beiden Bezirke werden in den folgenden
Karten gesondert markiert, da sie sich aufgrund der geringen Nutzerzahl nur bedingt für die
Auswertung eignen. Da die Stadtbezirke verschieden viele Einwohner besitzen, werden in
Abbildung 6.5 die Nutzerdichte in Nutzern pro 1000 Einwohnern aufgetragen. Auch hier
bestätigt sich, dass besonders im Stadtzentrum eine hohe Nutzung vorliegt. Dies ist auch
logisch erklärbar, da sich das Geschäftsgebiet der FFC-Anbieter auf die zentralen Stadtbezirke
beschränkt.
Um die Unterschiede in der Nutzerverteilung der Stadtbezirke visualisieren zu können, wur-
de zunächst für jeden Cluster die Nutzerverteilung auf die Stadtbezirke anteilig über alle
Bezirke berechnet. Diese Verteilung wird nun mit der Verteilung über alle Nutzer (also alle
Cluster) verglichen, indem die Differenz der Prozentpunkte jedes Bezirkes berechnet wird.
Eine positive Differenz bedeutet, dass in diesem Cluster überdurchschnittlich viele Nutzer
eines bestimmten Bezirks zu finden sind. Eine negative Differenz bedeutet das Gegenteilige.
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Abbildung 6.4: Nutzerverteilung der 25 Stadtbezirke
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Abbildung 6.5: Nutzerdichte der 25 Stadtbezirke in Nutzern pro 1000 Einwohner
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6.5 Exkurs: Verteilung der Fahrzeugmodelle
Je größer die Differenz ist, umso stärker oder schwächer ist im Vergleich zum Durchschnitt
aller Nutzer der jeweilige Cluster im betreffenden Stadtbezirk vertreten. Die Visualisierungen
für die jeweiligen Cluster sind in Kapitel 6.6 bei den jeweiligen Clusterprofilen zu finden.
6.5 Exkurs: Verteilung der Fahrzeugmodelle
Alle bisher beschriebenen Merkmale beschreiben das konkrete Nutzungsverhalten eines Kun-
den. In diesem Abschnitt wird als Exkurs die Verteilung der Fahrzeugmodelle untersucht, da
der Fahrzeugtyp kein Merkmal ist, welches die Eigenschaften einer Fahrt direkt beeinflusst.
Dabei wird sich auf die Kunden von DriveNow beschränkt. Als Fahrzeuge kommen Modelle
von BMW und Mini zum Einsatz. Insgesamt können 111 BMW 1er (BMW 118), 20 BMW
Active E, 40 BMW X1, 357 Mini und 55 Mini Clubman von Kunden genutzt werden. Durch
die unterschiedliche Anzahl an Modellen ist auch eine Ungleichverteilung der Modelle auf
die Nutzer zu erwarten. In Tabelle 6.3 sind die Anzahl und die Anteile der verschiedenen
Fahrzeugmodelle zusammengefasst. Zudem ist für jeden Cluster die mittlere Verteilung der
Modelle, bezogen auf die Fahrten der betreffenden Kunden, zu sehen. Es fällt zuerst auf,
dass es zwischen den Anteilen der Fahrzeuge und den Anteilen der Nutzung Unterschiede
gibt. So ist der BMW 118 bei 27,1 % der Fahrten in Einsatz, macht jedoch nur 19 % aller
Fahrzeuge aus. Dem entgegen stehen 61,2 % Minis, die aber im Mittel für 47,5 % der Fahrten
benutzt werden. Fahrzeuge wie der BMW 118, der Mini Clubman und der BMW X1 werden
also intensiver genutzt als der BMW Active E oder der Mini.
Die Fahrzeugverteilung zwischen den Clustern ist relativ gleich. Höher ist der Anteil des
BMW X1 bei den Nutzern mit langen Fahrtzeiten. Dies ist wahrscheinlich auf bevorzugten
höheren Fahrkomfort für die längeren Fahrten zurück zu führen. Zudem ist bei den Vielnut-
zern Nachtfahrten der Anteil des BMW 118 höher als im Durchschnitt. Es ist anzunehmen,
Tabelle 6.3: Fahrzeugverteilung im Fuhrpark, sowie auf die Wege der betreffenden Cluster
118 ACTIVE E MINI MINI CL X1 XDRIVE
Fahrzeuge Anzahl 111 20 357 55 40
Anteil 19.0% 3.4% 61.2% 9.4% 6.9%
Cluster, 1 25.9% 0.9% 49.1% 12.5% 11.6%
Anteil der 2 27.8% 1.0% 43.6% 12.1% 15.5%
Nutzer 3 27.8% 0.6% 47.4% 12.8% 11.4%
4 27.0% 0.3% 49.5% 12.2% 11.0%
5 29.6% 0.4% 47.3% 11.9% 10.8%
Gesamt 27.1% 0.7% 47.5% 12.5% 12.1%
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dass diese Nutzer bei Fahrten zu und von Aktivitäten des Nachtlebens öfter ein sportliches
Auto bevorzugen. Höhere Anteile des Minis liegen bei den Wenignutzern sowie bei den
Vielnutzern Pendler vor. Hier spielt anscheinend die gezielte Auswahl eines Fahrzeuges keine
Rolle, sondern es wird spontan das nächst verfügbare Fahrzeug genommen. Die Anzahl an
Fahrzeugen des jeweiligen Modells, sowie die Verteilung der Modelle auf die Fahrten der
Cluster sind in Tabelle 6.3 zusammengefasst.
6.6 Clusterprofile
6.6.1 Cluster 1: Wenignutzer
Wie der Name schon andeutet, nutzen Kunden in dieser Gruppe das FFC nur sehr wenig, und
zwar im Mittel 3,5 mal im Untersuchungszeitraum. Damit ist dies die Gruppe mit der ge-
ringsten Nutzungsintensität. Von allen Gruppen ist im Bezug auf die Nutzeranzahl Gruppe 1
mit 36,9 % der Nutzer die zweitgrößte. Jedoch entfallen wegen der geringen Nutzungsinten-
sität lediglich 9,1 % aller Fahrten auf diese Gruppe. Bei der Verteilung der Fahrten auf die
Monate ist erkennbar, dass zwischen Februar und Juni die Fahrten annähernd gleichverteilt
sind, während im Januar mit über 20 % deutlich mehr Fahrten stattfinden. Bei der Verteilung
auf die Wochentage ist eine steigende Nutzung zum Ende der Woche hin zu verzeichnen.
Die Tage mit der höchsten Nutzungsintensität sind dabei Freitag und Samstag. Am Sonntag
finden dann wieder deutlich weniger Fahrten statt. Im Tagesverlauf steigt die Nutzung annä-
hernd linear vom Morgen zum Abend hin an. Dabei finden mit fast 30 % die meisten Fahrten
zwischen 18 und 21 Uhr statt. Sämtliche Gini-Koeffizienten weisen hohe Werte auf. Dies
bedeutet, dass in dieser Gruppe Fahrten nur sehr unregelmäßig durchgeführt werden. Die
erhöhte Nutzung am Freitag und Samstag, sowie zwischen 18 und 21 Uhr lässt vermuten,
dass viele Kunden FFC spontan und unregelmäßig dazu nutzen, um Freizeitaktivitäten im
betreffenden Zeitraum zu erreichen, wie zum Beispiel für einen Besuch von Kultureinrichtun-
gen oder Lokalitäten des Münchener Nachtlebens.
Bei den weiteren Variablen sind die Werte dieser Gruppe durchwegs unterdurchschnittlich
ausgeprägt. Die mittlere Fahrtzeit ist die kleinste aller Gruppen. Die geringsten Anteile aller
Gruppen betreffen die Flughafen-, Rund- und Heimatfahrten, sowie die Fahrten mit Nut-
zung des Parktarifs. Dies bedeutet, dass Nutzer dieser Gruppe größtenteils spontan fahren
und einfache Wege zurücklegen. Die soziodemografische Zusammensetzung dieser Gruppe
entspricht nahezu dem Durchschnitt aller Nutzer. Bei der räumlichen Verteilung ist eine
unterdurchschnittlicher Anteil an Nutzern in den zentralen Stadtbezirken und eine über-
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Abbildung 6.6: Abweichung der Nutzerverteilung der Stadtbezirke von Cluster 1 in Prozent-
punkten, bezogen auf die Verteilung aller Nutzer
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durchschnittlich hoher Anteil in den äußeren Stadtbezirken, besonders im Nordwesten, zu
verzeichnen. Dies erklärt den geringen Anteil an Heimatfahrten, da viele Nutzer außerhalb
des Geschäftsgebietes wohnen.
Zusammenfassung für Cluster 1:
• geringste Nutzungsintensität aller Gruppen
• großer Anteil der Nutzer, jedoch geringer Anteil aller Fahrten
• überdurchschnittlich viele Fahrten am Freitag und Samstag, sowie zwischen 18 und
21 Uhr
• Fahrten werden überwiegend spontan durchgeführt
• einfache Wege überwiegen
• überdurchschnittlich hoher Anteil an Nutzern aus den äußeren nordwestlichen Stadt-
bezirken, zentrale Stadtbezirke unterdurchschnittlich vertreten
6.6.2 Cluster 2: Nutzer mit langen Fahrtzeiten
Die Nutzer in Cluster 2 haben mit 4,5 Fahrten im Untersuchungszeitraum die zweitgeringste
Nutzungsintensität. Mit 16,5 % der Nutzer ist sie die drittgrößte Nutzergruppe. Durch die
geringe Nutzungsintensität entfallen jedoch lediglich 5,4 % der Fahrten auf Gruppe 2. Im
monatlichen Verlauf zeigt sich ähnlich wie bei Cluster 1 eine relativ lineare Nutzung zwischen
Februar und Juni sowie eine erhöhte Nutzung im Monat Januar. Auch der Verlauf über die
Wochentage ähnelt Cluster 1, nur dass der Peak am Samstag mit über 25 % der Fahrten deut-
lich ausgeprägter ist. Im Verlauf über die Zeitscheiben zeigt sich ein deutlicher Unterschied
gegenüber den anderen Clustern. So finden ca. 50 % aller Fahrten zwischen 12 und 18
Uhr statt. Es ist zu sehen, dass in diesem Cluster FFC hauptsächlich tagsüber genutzt wird,
während die Anzahl der Fahrten Morgens und Abends abfällt. Sämtliche Gini-Koeffizienten
weisen hohe Werte auf. Dies bedeutet, dass in dieser Gruppe Fahrten nur sehr unregelmäßig
durchgeführt werden. Bei den übrigen Variablen fallen vor allem die überdurchschnittlich
hohen Werte von der mittleren Fahrtzeit (73 min) sowie bei den Anteilen von Heimfahrten
(48 %) und Fahrten mit Parktarif (68 %) auf. Dies weist darauf hin, dass Nutzer vor allem
Fahrten unternehmen, in denen mehrere Wege kombiniert werden und die dadurch im Mittel
längere Fahrtzeiten haben. Beispiele könnten Einkaufsfahrten sein, bei denen Start und Ziel
am Wohnort liegen und während des Einkaufes der Parktarif genutzt wird. Auch finden sich
in dieser Gruppe Nutzer, die das FFC eher wie ein klassisches Carsharing nutzen und zum
Beispiel Fahrten in die Umgebung unternehmen. Dabei werden die Fahrten, wie die Zeitvaria-
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Abbildung 6.7: Abweichung der Nutzerverteilung der Stadtbezirke von Cluster 2 in Prozent-
punkten, bezogen auf die Verteilung aller Nutzer
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blen zeigen, häufig am Samstag und tagsüber durchgeführt. Durch die überdurchschnittlich
langen Fahrtzeiten entfallen 15,3 % der Fahrleistung auf Gruppe 2.
Bei den soziodemografischen Merkmalen unterscheidet sich die Gruppe von allen anderen.
So ist die Gruppe mit einem Altersdurchschnitt von 35 Jahren diejenige mit den ältesten Nut-
zern. Zudem sind überdurchschnittlich viele Frauen in dieser Gruppe zu finden. Mit einem
Verhältnis von 2,6:1 (Männer:Frauen) ist dies die Gruppe mit dem höchsten Frauenanteil.
Die räumliche Verteilung der Nutzer ist uneinheitlich. So sind überdurchschnittlich viele
Kunden dieses Clusters in den südöstlichen äußeren Stadtbezirken sowie in den zentrums-
nahen Bezirken Altstadt-Lehel, Ludwigsvorstadt-Isarvorstadt und Au-Heidhausen zu finden.
Deutlich unterdurchschnittlich ist die Gruppe in den anderen zentrumsnahen Stadtbezirken
vertreten, besonders in Neuhausen-Nymphenburg.
Zusammenfassung für Cluster 2:
• zweitgeringste Nutzungsintensität aller Gruppen
• drittgrößte Nutzergruppe, geringer Anteil an den Fahrten, jedoch größerer Anteil an
der Fahrleistung
• überdurchschnittlich viele Fahrten am Samstag sowie tagsüber zwischen 12 und 18 Uhr
• in einer Fahrt werden überwiegend mehrere Wege zurückgelegt (hoher Anteil an Hei-
matfahrten und Fahrten mit Parktarif)
• die mittlere Fahrtzeit ist überdurchschnittlich hoch
• das Fahrverhalten entspricht eher dem vom klassischen stationsbasierten Carsharing
• höchstes Durchschnittsalter und höchster Frauenanteil aller Gruppen
• überdurchschnittlich hoher Anteil an Nutzern aus den äußeren südöstlichen Stadtbezir-
ken, unterdurchschnittlich besonders in Neuhausen-Nymphenburg.
6.6.3 Cluster 3: Normalnutzer
Die Nutzer von Cluster 3 kommen mit einer mittleren Fahrtenzahl von 17,2 dem Durch-
schnittswert aller Nutzer von 13,6 Fahrten am nächsten. Die Gruppe 3 stellt dabei die größte
Gruppe, mit 41,4 % der Nutzer, dar. Zudem fällt mit 52,5 % der größte Anteil aller Fahrten
auf diese Gruppe.
Der Verlauf über die Monate zeigt eine annähernde Gleichverteilung aller Fahrten von Januar
bis Juni. Die Verteilung über die Wochentage ähnelt dem von Cluster 1 mit steigender Anzahl
Fahrten im Laufe der Woche und dem größten Anteil der Fahrten am Samstag. Ebenfalls
ähnlich zu Cluster 1 ist die Verteilung über die Zeitscheiben, mit einem Peak zwischen 18
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Abbildung 6.8: Abweichung der Nutzerverteilung der Stadtbezirke von Cluster 3 in Prozent-
punkten, bezogen auf die Verteilung aller Nutzer
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und 21 Uhr, bei dem ca. 25 % aller Fahrten stattfinden. Die Gini-Koeffizienten besitzen Werte
zwischen 0,45 und 0,5. Dies zeigt, dass neben der höheren Anzahl an Fahrten auch die
Regelmäßigkeit größer ist.
Bei den verbleibenden Variablen fällt ein überdurchschnittlich hoher Anteil von Heimatfahr-
ten auf (79 %). Außerdem finden mit 8 % in diesem Cluster die meisten Flughafenfahrten
statt.
Der Verlauf der zeitlichen Häufigkeitsvariablen deutet auf ein ähnliches Nutzungsverhalten
wie Cluster 1 hin, nur dass das FFC öfter in Anspruch genommen wird. Dabei wird im
Vergleich zu den anderen Clustern überdurchschnittlich häufig das FFC für Fahrten zum Flug-
hafen genutzt. Das mittlere Alter der Nutzer entspricht dem Durchschnitt aller Kunden. Der
Anteil der Männer ist leicht höher als im Durchschnitt. Die räumliche Verteilung zeigt, dass
Nutzer aus Cluster 3 tendenziell überdurchschnittlich häufig in den zentralen und unterdurch-
schnittlich in den äußeren Stadtbezirken vertreten sind. Da Cluster 2 mit 41,4 % die meisten
Nutzer beinhaltet und die Nutzungsintensität dem Durchschnitt entspricht, kann man von
einem durchschnittlichen oder normalen Nutzungsverhalten sprechen, welches keine großen
Besonderheiten besitzt.
Zusammenfassung für Cluster 3:
• durchschnittliche Nutzungsintensität
• größte Nutzergruppe und größter Anteil aller Fahrten
• überdurchschnittlich viele Fahrten am Freitag und Samstag sowie zwischen 18 und
21 Uhr
• höchster Anteil an Flughafenfahrten
• überdurchschnittlich hoher Anteil an Nutzern im Stadtzentrum, unterdurchschnittlich
in den äußeren Stadtbezirken
• normales Nutzerverhalten ohne große Besonderheiten
6.6.4 Cluster 4: Vielnutzer Pendler
Nutzer der Gruppe 4 legen mit einem Durchschnitt von 92,6 die meisten Fahrten im Untersu-
chungszeitrum zurück. Mit lediglich 3,1 % der Nutzer stellt Gruppe 4 dabei die zweitkleinste
Nutzergruppe dar. Jedoch werden innerhalb dieses Clusters 21,2 % aller Fahrten durchge-
führt, was auf die hohe Nutzungsintensität zurückzuführen ist.
Bei der Fahrtenhäufigkeit über die Monate fällt ein deutlich abnehmender Trend von Januar
bis Juni auf. Dies ist die einzige Gruppe in der ein solcher Trend erkennbar ist. Die Verteilung
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Abbildung 6.9: Abweichung der Nutzerverteilung der Stadtbezirke von Cluster 4 in Prozent-
punkten, bezogen auf die Verteilung aller Nutzer
59
6 Auswertung und Einordnung der Cluster
der Fahrten auf die Wochentage zeigt eine überdurchschnittliche Nutzung an den Werktagen
und nur für diese Gruppe eine abnehmende Nutzung am Wochenende. Bei den Zeitscheiben
zeigt sich, dass Fahrten größtenteils tagsüber unternommen werden, dabei sind jedoch Peaks
in den Morgenstunden zwischen 6 und 9 Uhr sowie in den Abendstunden zwischen 18 und
21 Uhr zu verzeichnen. Sämtliche Gini-Koeffizienten weisen niedrige Werte auf, was eine
regelmäßige Nutzung bedeutet. Das aus den zeitlichen Häufigkeitsvariablen abzuleitende
Nutzungsverhalten entspricht dem von Berufspendlern. Dafür spricht besonders die domi-
nante Nutzung an Werktagen, sowie die Peaks zu den Hauptverkehrszeiten. Der hohe Anteil
an Heimatfahrten (80 %) unterstützt dies zudem. Interessant ist die abnehmende Nutzung
zur Jahresmitte hin. Dies lässt vermuten, dass ein Teil der Nutzer in den wärmeren Monaten
die Fahrten substituiert, zum Beispiel mit dem Fahrrad. Bei den verbleibenden Variablen sind
keine weiteren Werte auffällig.
Das Alter der Kunden ist leicht überdurchschnittlich und das Verhältnis der Geschlechter
weicht nicht merklich vom Durchschnitt ab. Die räumliche Verteilung zeigt eine deutlich
überdurchschnittliche Nutzung in den zentralen Stadtbezirken, und dabei besonders in
Neuhausen-Nymphenburg. In den äußeren Stadtbezirken sind Nutzer der Gruppe 4 un-
terdurchschnittlich vertreten.
Zusammenfassung für Cluster 4:
• höchste Nutzungsintensität aller Gruppen
• zweitkleinste Nutzergruppe, jedoch hoher Anteil an allen Fahrten
• überdurchschnittlich viele Fahrten an Werktagen sowie zur Hauptverkehrszeit
• typisches Berufspendler-Verhalten
• abnehmende Nutzung in den wärmeren Monaten, vermutete Substituierung durch
andere Verkehrsmittel, z.B. Fahrrad
• überdurchschnittlich hoher Anteil an Nutzern im Stadtzentrum, unterdurchschnittlich
in den äußeren Stadtbezirken
6.6.5 Cluster 5: Vielnutzer Nachtfahrten
Die zweithöchste Nutzungsintensität mit 77,2 Fahrten pro Nutzer besitzt Gruppe 5. Mit 2,1 %
ist sie die kleinste Nutzergruppe, jedoch legen die Nutzer 11,8 % aller Fahrten zurück.
Die Häufigkeit der Fahrten über die Monate zeigt eine annähernde Gleichverteilung. Wäh-
rend der Woche zeigt sich eine leicht ansteigende Nutzung, wobei das Wochenende die größte
Nutzung aufweist. Über den Tag weist Gruppe 5 eine nahezu linearen Anstieg der Nutzung
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zwischen 6 und 24 Uhr auf. Nur in dieser Gruppe wird ein nennenswerter Anteil an Fahrten
zwischen 21 und 24 Uhr sowie zwischen 0 und 3 Uhr zurückgelegt, nämlich insgesamt fast
40 %. Die durchwegs geringen Werte der Gini-Koeffizienten weisen auf eine regelmäßige
Nutzung hin. Die starke Nutzung in den Abend- und Nachtstunden, sowie am Wochenende
weisen darauf hin, dass die Kunden der Gruppe 5 das FFC oft dazu nutzen, um abendliche
und nächtliche Freizeitaktivitäten im betreffenden Zeitraum zu erreichen, wie zum Beispiel
für den Besuch von Kultureinrichtungen oder Lokalitäten des Münchener Nachtlebens. Bei
den verbleibenden Variablen sind keine Besonderheiten erkennbar. Die soziodemografischen
Merkmale der Gruppe unterscheiden sich stark vom Mittel aller Nutzer. So sind die Kunden
von Gruppe 5 im Mittel mit 31 Jahren am jüngsten. Zudem ist in dieser Gruppe das Ge-
schlechterverhältnis mit 7,3:1 (Männer:Frauen) am unausgeglichensten.
Die räumliche Verteilung der Nutzer zeigt eine überdurchschnittliche Nutzung in den äuße-
ren Stadtbezirken des Geschäftsgebietes. Unterdurchschnittlich vertreten sind Nutzer dieser
Gruppe in den zentralen Bezirken Maxvorstadt und Ludwigsvorstadt-Isarvorstadt, da diese
Bezirke vermutlich das Zentrum von Kultureinrichtungen und Gastronomie darstellen und
Bewohner für die kurzen Wege kein FFC nutzen. Außerdem sind die äußeren Stadtbezirke
unterdurchschnittlich vertreten.
Zusammenfassung für Cluster 5:
• zweithöchste Nutzungsintensität aller Gruppen
• kleinste Nutzergruppe, verglichen damit jedoch großer Anteil an allen Fahrten
• überdurchschnittlich viele Fahrten am Wochenende sowie in den Abend- und Nacht-
stunden
• geringstes Durchschnittsalter und geringster Frauenanteil aller Nutzergruppen
• überdurchschnittlich hoher Anteil an Nutzern in den äußeren Bezirken des Geschäfts-
gebietes, unterdurchschnittlich im Stadtzentrum und am Stadtrand
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Abbildung 6.10: Abweichung der Nutzerverteilung der Stadtbezirke von Cluster 5 in Pro-
zentpunkten, bezogen auf die Verteilung aller Nutzer
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7 Diskussion der Ergebnisse
7.1 Methodik
Das Hauptziel dieser Arbeit war es herauszufinden, ob sich die gewählte Methodik dazu
eignet, Kunden nach ihrem Nutzungsverhalten einordnen zu können. Dabei stellte sich die
Frage, ob die Gruppen eine hinreichende Aussagekraft besitzen und sich von einer eindimen-
sionalen Einteilung nach der Nutzungsintensität unterscheiden.
Bei der Durchführung der PCA ist eine hinreichende Korrelation zwischen den Variablen
notwendig. Ohne diese würde keine wirkliche Reduktion der Variablen stattfinden und die
darauf folgende Clusteranalyse müsste mit zu vielen Dimensionen durchgeführt werden.
Nach Ausklammerung der Variablen „Anteil der Niederschlagstage“ zeigte sich eine hinrei-
chende Korrelation aller Variablen, was schließlich zu vier erklärenden Faktoren führte. Die
statistischen Tests für das Maß der Stichprobeneignung ergaben eine Eignung der Stichpro-
be, jedoch mit einer mittleren Qualität. Bei einer erneuten Durchführung der PCA wäre es
sinnvoll zu überprüfen, wie die Qualität der Stichprobe verbessert werden könnte.
Bei der Clusteranalyse standen zwei in Frage kommende Verfahren zur Verfügung, zum einen
das k-Means-Verfahren und zum anderen die Two-Step-Clusteranalyse. Dabei schien die
TSC erst einmal besser geeignet, da bei diesem Verfahren die optimale Anzahl der Cluster
mitbestimmt wird. Nach dem Vergleich der Ergebnisse beider Verfahren zeigte sich jedoch,
dass sich für diese Arbeit das KMV besser eignet, da dieses die Kunden mit hoher Nutzungs-
intensität kleinteiliger betrachtete. Jedoch wurden die Clusterergebnisse des TSC insofern
berücksichtigt, dass sich an der ermittelten optimalen Clusteranzahl orientiert wurde. Der
Datenpool selber stellt für die Verfahren eine Herausforderung dar. In Abbildung 4.2 ist
zu erkennen, dass es keine klaren Grenzen gibt, welche potentielle Cluster voneinander ge-
trennt werden. Das Ziehen von Grenzen hängt dabei vom gewählten Verfahren ab. So teilt
beispielsweise das KMV die Nutzer mithilfe des quadrierten euklidischen Abstandes auf. Die
Folge ist, dass mit einer klaren Zuordnung der Nutzer am Randbereich der Cluster vorsichtig
umgegangen werden muss. Der Grund liegt darin, dass die Zuordnung zu einem Cluster
eines Nutzer in dem Übergangsbereich zu einem anderen Cluster sehr instabil ist. Durch
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minimale Änderung der Faktorenwerte würde der Nutzer einem anderen Cluster zugeordnet
werden. Deswegen wurden in dieser Arbeit für die Interpretation ausschließlich Mittelwerte
benutzt.
Abschließend ist zu sagen, dass sich der gewählte Methodikablauf als eignungsfähig gezeigt
hat. Dies wird durch die sehr eindeutig interpretierbaren Nutzergruppen deutlich.
7.2 Eingeteilte Nutzergruppen
Da bisher Untersuchungen zum Nutzungsverhalten beim FFC fehlen, ist es nicht möglich, die
in dieser Arbeit ermittelten Clusterergebnisse mit anderen zu vergleichen. Die Bewertung des
Ergebnisses wird deswegen ausschließlich anhand der ermittelten Gruppen vorgenommen.
Festzustellen ist, dass die primäre Einteilung der Gruppen nach der Nutzungsintensität erfolgt.
Dies ist nachvollziehbar, weil der größte Teil der erklärenden Varianz auf den PCA1-Faktor
fällt, welcher ausschließlich die zeitlichen Häufigkeitsvariablen abbildet. Die sekundäre Ein-
teilung erfolgt anschließend anhand der weiteren PCA-Faktoren und berücksichtigt dabei
die für die Gruppen spezifischen erklärenden Variablen. Die Anzahl der bestimmten Cluster
ist mit fünf nicht besonders hoch, bei der als Grundlage dienenden Studie über das Nut-
zungsverhalten von Bikesharing in Lyon wurden neun Cluster bestimmt [Vogel u. a., 2014].
Wünschenswert wäre eine stärkere Differenzierung des Clusters 3 (Normalnutzer) gewesen.
Jedoch hätte eine Erhöhung der Clusteranzahl die Ergebnisse verschlechtert, und nicht den
gewünschten Effekt ergeben. Beim KMV wären die Cluster mit einer hohen Nutzungsinten-
sität, beim TSC die Cluster mit einer niedrigen Nutzungsintensität weiter aufgeteilt worden.
Die Cluster mit einer hohen Nutzungsintensität sind bereits hinreichend detailliert aufge-
schlüsselt und bei den Clustern mit einer niedrigen Nutzungsintensität wäre ein weiteres
Aufteilen in Cluster nicht sinnvoll gewesen, da Unterschiede im Nutzungsverhalten stark
durch zufällige Effekte beeinflusst werden. Fünf Cluster sind also eine sinnvolle Anzahl für
die Einteilung der Nutzer im Rahmen dieser Arbeit.
Im Bezug auf die Nutzungsintensität lassen sich die fünf Cluster in drei Gruppen einteilen.
Zwei Cluster mit einer niedrigen, zwei mit einer hohen und einer mit einer mittleren Intensi-
tät. Im Bezug auf den Detaillierungsgrad lassen sich dagegen zwei Gruppen feststellen. Die
Cluster 2, 4 und 5, welche ein recht spezielles Nutzungsverhalten beschreiben, und Cluster
1 und Cluster 3, welche viele Nutzer mit einer ähnlichen Nutzungsintensität vereinen. Dies
spiegelt sich auch anhand der Zahl der Nutzer innerhalb der Cluster wieder, so sind in Cluster
1 und 3 77 % der Kunden zu finden. Alle fünf Cluster ließen sich sehr gut interpretieren
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und grenzten sich gut voneinander ab. Besonders die Einteilung der Vielnutzer erwies sich
als großer Mehrwert der Clusteranalyse, da eine solch klare Abgrenzung der Pendlergruppe
(Cluster 4) nicht erwartet wurde. Zudem konnten Effekte beobachtet werden, welche zu Be-
ginn dieser Arbeit nicht prognostiziert werden konnten. Ein Beispiel dafür ist die abnehmende
Nutzung von FFC im Jahresverlauf bei den Vielnutzern Pendler. Der hohe Detaillierungsgrad
von einigen Clustern ist das direkte Ergebnis davon, dass neben den zeitäbhängigen Häufig-
keitsvariablen auch weitere Variablen in die Clusteranalyse einbezogen wurden.
Anzumerken ist, dass durch die Arbeit mit Mittelwerten nicht alle Nutzer eines Clusters die
spezifischen Nutzungseigenschaften der Gruppe teilen. Hier wäre zu untersuchen, inwiefern
es sinnvoller wäre, Nutzer die sich durch die Clusteranalyse nicht eindeutig zuordnen lassen,
besser keinem Cluster zuzuordnen. Dazu müsste jedoch zuerst geklärt werden, wie dies in
SPSS umgesetzt werden könnte, da keines der beiden Clusterverfahren diese Option nativ
unterstützt.
Während der Bearbeitung bestand die Überlegung, Cluster 1 und 2, also die beiden Clustern
mit einer niedrigen Nutzungsintensität, zusammenzufassen. Der Hintergrund ist, dass die
Unterschiede zwischen den beiden Clustern durch zufällige Effekte bei den Wenignutzern
zustande kommen können. Dies wurde jedoch verworfen, da sich bei den Variablen, welche
nicht mit in die Clusteranalyse eingeflossen sind, also Alter, Geschlecht und geografische
Verteilung, deutliche Unterschiede zwischen den beiden Clustern zeigen. Diese können nicht
auf zufällige Effekte zurückgeführt werden, weshalb eine Trennung der beiden Cluster beibe-
halten wurde.
Zusammenfassend ist zu sagen, dass trotz fehlender Vergleichsmöglichkeit, die sich ergebe-
nen Cluster ein logisches und für den verwendeten Datenpool passendes Ergebnis darstellen.
7.3 Erkenntnisse und Schlussfolgerungen
Aus den gewonnenen Ergebnissen lassen sich verschiedene Erkenntnisse und Schlussfolge-
rungen ziehen. Für alle Nutzergruppen ist eine deutliche Unterrepräsentierung von Frauen
und älteren Menschen erkennbar. Außerdem sind Frauen überdurchschnittlich häufig in den
Gruppen mit geringer Nutzungsintensität zu finden. Die Carsharing-Betreiber sollten daher
ihre Aufmerksamkeit auf die Akquirierung von Kunden aus diesen Nutzerschichten legen.
Kunden aus dem Cluster 2 (mit langen Fahrtzeiten) besitzen ein Fahrverhalten, welches eher
dem von klassischen stationsbasierten Carsharing-Diensten entspricht. Hier wäre zu prüfen,
inwiefern eine Kooperation mit einer klassischen CSO einen Mehrwert für diese Kunden
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bieten könnte. Eine solche Kooperation ist bereits car2go mit der DB-Tochter Flinkster einge-
gangen. Dabei können die Kunden auf die Fahrzeuge beider Anbieter zurückgreifen [car2go,
2014]. Bei DriveNow ist von einer solchen Kooperation bisher noch nichts bekannt.
Zwischen den Nutzergruppen sollte eine Verlagerung der Kunden angestrebt werden. Gründe
dafür sind die Verbesserung der Wirtschaftlichkeit von FFC und eine anzustrebende gerin-
gere Nutzung von Privat-Pkw. Dabei erscheint der Cluster der Normalnutzer als derjenige,
in dem Nutzer am stärksten bei jedem Weg eine Abwägung des Verkehrsmittels treffen. Bei
ca. 17 Fahrten in einem halben Jahr müssen zwangsläufig andere Verkehrsmittel wie der
öffentliche Verkehr oder das Fahrrad benutzt werden. Die Verlagerung sollte dabei also von
den Gruppen der Wenignutzer hin zur Gruppe der Normalnutzer stattfinden. Dadurch, dass
die FFC-Betreiber keine monatliche Grundgebühr erheben, gibt es viele Kunden, die sich
angemeldet haben und nur wenig oder gar nicht gefahren sind. Hier gilt es zu untersuchen,
wie man diese Kunden zu einer stärkeren Nutzung bewegen kann. Die Vielnutzer bilden das
Rückgrat des FFC. Sie legen deutlich mehr Wege mit dem FFC-Auto zurück und nutzen da-
durch weniger den Umweltverbund. Jedoch sorgen sie mit gerade einmal 5 % der Kunden für
ein Drittel aller Buchungen. Davon profitieren Kunden mit einer geringen Nutzungsintensität,
ein wirtschaftlicher Betrieb ohne die Vielnutzer wäre wohl nicht möglich. Für die Betreiber
ist es wichtig, diese Kunden weiter an ihr Unternehmen zu binden.
Die abnehmende Nutzung der Gruppe 4 (Pendler) im Laufe des Halbjahres spricht dafür,
dass Wege zum Beispiel durch das Fahrrad substituiert werden. Dabei würde es sich lohnen
zu untersuchen, welche Gründe es, neben der kälteren Jahreszeit gibt, die die Nutzer dazu
bewegen in den kälteren Monaten nicht das Fahrrad sondern FFC zu nutzen. Ein Beispiel
könnte eine unzureichende Schneeräumung von Radwegen in den Wintermonaten sein. Des
Weiteren bedeutet dies aber, dass ca. 400 Kunden während der Wintermonate nicht vom
Fahrrad zum Öffentlichen Verkehr wechseln und diesen zusätzlich belasten.
Auffällig ist die steigende Nutzung von FFC in den Abendstunden und am Wochenende. Es
wäre interessant zu untersuchen, welche Gründe für diesen Effekt vorliegen und ob, beispiels-
weise die Taktausdünnung des Öffentlichen Verkehrs mitverantwortlich ist.
Insgesamt könnten deutlich bessere Schlussfolgerungen gezogen werden, wenn Informatio-
nen zum PKW-Besitz der Kunden vorlägen. Diese Daten könnten einige der gerade getroffe-
nen Vermutungen mit konkreten Werten untermauern. Im Rahmen der EVA-CS wurde bei
einem Teil der Kunden zusätzlich eine Befragung durchgeführt 1.
Leider war es nicht möglich diese Kunden mit den in Cluster eingeteilten Kunden zu ver-
1 Siehe [Schreier u. a., 2015, S. 9]
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knüpfen. Wenn dies gelänge, würden die daraus entnehmbaren Informationen einen großen
Mehrwert darstellen.
7.4 Ausblick und zukünftiger Forschungsbedarf
Es bestehen zahlreiche Möglichkeiten mit den gewonnenen Ergebnissen weiterzuarbeiten.
Wie schon erwähnt, würde die Verknüpfung von Daten über den PKW-Besitz einen großen
Mehrwert hinsichtlich der Wirksamkeit des FFC bei der Verminderung der privaten PKW lie-
fern. Interessant wäre außerdem, mehr über die Wegezwecke der Nutzer zu erfahren. Dabei
wäre es denkbar, ähnlich wie bei SrV, einige Nutzer ein Wegetagebuch führen zu lassen,
bei dem für jede durchgeführte Fahrt angegeben wird, ob diese Fahrt beispielsweise für den
Weg zur Arbeit oder zum Erledigen von Einkäufen dient. Durch die Verknüpfung mit den
geclusterten Nutzern könnten neue Erkenntnisse darüber getroffen werden, warum z.B. FFC
am häufigsten in den Abendstunden benutzt wird. Außerdem könnte untersucht werden,
inwiefern der Wegezweck sich als Input-Variable für die PCA eignet.
Eine Wiederholung des in dieser Arbeit durchgeführten Verfahrens mit Kunden- und Bu-
chungsdaten aus einem späteren Jahr könnte eine Vergleichsmöglichkeit bieten, um die
Ergebnisse zu validieren. Zudem könnte geprüft werden, welche Änderungen bei den Clus-
tern auftreten. Dies könnte zum Beispiel eine veränderte Nutzerverteilung zwischen den
Clustern sein. Bei Kunden, die in einem zweiten Untersuchungszeitraum FFC immer noch ak-
tiv nutzen, könnte ein Vergleich hinsichtlich des Nutzungsverhaltens angestellt werden und,
ob diese Nutzer nun einem anderen Cluster zugeordnet werden. Dadurch könnten Aussagen
über ein verändertes Mobilitätsverhalten der Kunden getroffen werden. Des Weiteren würde
es sich anbieten, das Verfahren mit Daten aus einer anderen Stadt, z.B. Berlin, zu wiederho-
len. Auch damit würde sich die Möglichkeit bieten, das Ergebnis dieser Arbeit zu validieren
und zu überprüfen, ob das Ergebnis stadtspezifisch ist oder allgemein für FFC-Nutzer gilt.
Für eine erneute räumliche Auswertung würde sich eine kleinräumigere Einteilung anbieten,
zum Beispiel auf Ebene der Stadtbezirksteile. Dadurch könnten in den zentralen Stadtbezir-
ken genauere Aussagen hinsichtlich der räumlichen Verteilung der Nutzer getroffen werden.
An den Randbereichen des Geschäftsgebietes könnten zudem Gebiete bestimmt werden, wel-
che noch kein Teil des Geschäftsgebietes sind, in denen jedoch bereits FFC-Kunden wohnen.
Hieraus lassen sich also potentielle Erweiterungsgebiete bestimmen.
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7 Diskussion der Ergebnisse
7.5 Fazit
Die in dieser Arbeit bestimmten Nutzergruppen zeigen, dass die Methodik sowie das Ver-
fahren plausible Ergebnisse liefern. Inwiefern sich die Cluster reproduzieren lassen, müsste
jedoch durch eine Wiederholung des Verfahrens mit anderen Daten geprüft werden. Die
eingeflossenen Variablen eigneten sich gut zur Einteilung der Nutzer. Hervorzuheben ist die
sehr gute Interpretierbarkeit sowohl der PCA-Faktoren als auch der Cluster. Dies führt dazu,
dass sich die Nutzergruppen klar und eindeutig voneinander abgrenzen lassen.
Insgesamt ist zu sagen, dass aufgrund der vorliegenden Daten nur Aussagen über die ein-
geteilten Gruppen getroffen werden konnten. Da die Quelle dieser Daten der FFC-Anbieter
ist, sind sämtliche Erkenntnisse aus dieser Arbeit ebenfalls auf Aussagen innerhalb des Sys-
tems, das bedeutet auf die Informationen, die dem Anbieter über seine Kunden bekannt sind,
beschränkt. In Kapitel 7.3 getroffene Aussagen sind Vermutungen, und müssen durch eine
verbesserte Datengrundlage bestätigt werden. Erkenntnisse über Sachverhalte außerhalb
des Systems, beispielsweise die Änderung des Mobilitätsverhaltens der Nutzer, können nur
getroffen werden, wenn Daten vorliegen, welche zusätzlich zu den Anbieterdaten erhoben
wurden. Solche Daten könnten beispielsweise der PKW-Besitz der Nutzer oder die Wegezwe-
cke sein. Dies würde die Möglichkeit geben die Ergebnisse zu verbessern, beziehungsweise
die Clusterspezifikationen in der Auswertung konkreter formulieren zu können.
Abschließend ist zu sagen, dass das angewandte Verfahren sich zur Typisierung von Cars-
haringnutzern eignet. Eine erneute Anwendung auf einen anderen Datenpool, z.B. einer
anderen Stadt oder eines späteren Untersuchungszeitraums, wird zur Validierung empfohlen.
Die Einteilung der Nutzer kann von den CSOs sowie von den öffentlichen Verkehrsbetrie-
ben zur Anpassung ihres Angebotes genutzt werden. Die Stadt München gewinnt durch die
Nutzergruppen einen tieferen Einblick in das Mobilitätsverhalten ihrer Bürger.
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Datenquellen
Buchungs- und Kundendaten Backenddaten, welche im Rahmen der für die Erstellung
des Evaluationsberichts Carsharing in der Landeshauptstadt München (EVA-CS) von
den Betreibern zur Verfügung gestellt wurden.
Einwohnerzahlen der Stadtbezirke Statistisches Amt Stadt München
Geschäftsgebietsgrenze DriveNow Geodatendatei aus der Übersichtskarte von DriveNow
Stadtbezirksgrenzen Shapefile, zur Verfügung gestellt vom Geodatenservice der Stadt Mün-
chen
Wetterdaten Stundenwerte der Wetterstation München Stadt des Deutschen Wetterdienstes
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Verzeichnis der Anhänge
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A Hauptkomponentenanalyse (PCA)
Tabelle A.1: Erklärte Gesamtvarianz für alle Faktoren, Faktoren mit einem Eigenwert größer
Eins, und den Faktoren der rotierten Lösung
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B Clusteranalyse
Tabelle B.1: Two-Step-Clusteranalyse: Gemeinsame Anteile der Nutzer in den Clustern bei
Reduzierung von fünf auf vier Cluster
5 Cluster
Gesamt
1 2 3 4 5
4 Cluster
1
99,9% 0,1% 100.0%
100,0% 0,6%
2
99,6% 0,4% 100.0%
100,0% 0,8%
3
92,2% 7,8% 100.0%
100,0% 36,3%
4
69,2% 30,8% 100.0%
62,3% 100,0%
Gesamt 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
Tabelle B.2: Two-Step-Clusteranalyse: Gemeinsame Anteile der Nutzer in den Clustern bei
Reduzierung von vier auf drei Cluster
4 Cluster
Gesamt
1 2 3 4
3 Cluster
1
1,0% 92,8% 6,1% 100.0%
0,5% 98,8% 2,9%
2
51,2% 0,3% 48,5% 0,0% 100.0%
99,5% 1,2% 93,0% 0,3%
3
17,3% 82,7% 100.0%
4,0% 99,7%
Gesamt 100.0% 100.0% 100.0% 100.0% 100.0%
A - 5
B Clusteranalyse
Tabelle B.3: k-Means-Verfahren: Gemeinsame Anteile der Nutzer in den Clustern bei Redu-
zierung von fünf auf vier Cluster
5 Cluster
Gesamt
1 2 3 4 5
4 Cluster
1
71,7% 27,1% 1,2% 100.0%
92,5% 78,0% 1,4%
2
5,8% 7,7% 86,5% 100.0%
7,4% 21,9% 98,4%
3
0,2% 0,2% 99,5% 100.0%
0,0% 0,0% 99,0%
4
0,3% 0,3% 5,4% 1,4% 92,6% 100.0%
0,0% 0,0% 0,3% 1,0% 100,0%
Gesamt 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
Tabelle B.4: k-Means-Verfahren: Gemeinsame Anteile der Nutzer in den Clustern bei Redu-
zierung von vier auf drei Cluster
4 Cluster
Gesamt
1 2 3 4
3 Cluster
1
51,0% 49,0% - - 100.0%
100,0% 97,0% - -
2
0,2% 16,7% 83,1% - 100.0%
0,0% 1,3% 99,8% -
3
0,2% 25,7% 0,2% 73,8% 100.0%
0,0% 1,7% 0,2% 100,0%
Gesamt 100.0% 100.0% 100.0% 100.0% 100.0%
A - 6
C Auswertung
A - 7
C Auswertung
Tabelle C.1: Mittelwerte der zeitlichen Häufigkeitsvariablen
Cluster-Nr.
1 2 3 4 5 Gesamt
Fahrtenanzahl Mittelwert 3.45 4.48 17.22 92.60 77.21 13.62
N_Monat.1 Mittelwert 0.9 0.8 3.1 19.9 13.4 2.6
N_Monat.2 Mittelwert 0.6 0.7 2.8 18.0 11.9 2.3
N_Monat.3 Mittelwert 0.6 0.8 3.1 17.5 13.5 2.4
N_Monat.4 Mittelwert 0.5 0.7 2.8 14.6 13.0 2.2
N_Monat.5 Mittelwert 0.5 0.8 2.8 12.1 13.7 2.1
N_Monat.6 Mittelwert 0.5 0.7 2.5 10.6 11.7 1.9
Monat_Ant1 Mittelwert 22% 20% 18% 22% 17% 20%
Monat_Ant2 Mittelwert 14% 14% 16% 20% 15% 15%
Monat_Ant3 Mittelwert 17% 16% 17% 19% 17% 17%
Monat_Ant4 Mittelwert 15% 15% 16% 16% 17% 16%
Monat_Ant5 Mittelwert 16% 17% 17% 13% 18% 16%
Monat_Ant6 Mittelwert 16% 17% 16% 11% 16% 16%
N_Wochentag.1 Mittelwert 0.5 0.6 2.5 7.4 13.7 1.8
N_Wochentag.2 Mittelwert 0.4 0.5 2.1 14.9 9.3 1.7
N_Wochentag.3 Mittelwert 0.5 0.5 2.2 15.6 9.7 1.8
N_Wochentag.4 Mittelwert 0.5 0.6 2.3 15.3 10.1 1.9
N_Wochentag.5 Mittelwert 0.5 0.5 2.4 15.1 10.1 1.9
N_Wochentag.6 Mittelwert 0.6 0.7 2.8 14.9 11.2 2.2
N_Wochentag.7 Mittelwert 0.7 1.1 3.1 9.3 13.1 2.3
Wtag_Ant1 Mittelwert 14% 13% 15% 7% 19% 14%
Wtag_Ant2 Mittelwert 9% 11% 11% 16% 11% 11%
Wtag_Ant3 Mittelwert 12% 12% 12% 17% 12% 12%
Wtag_Ant4 Mittelwert 13% 12% 13% 17% 13% 13%
Wtag_Ant5 Mittelwert 13% 11% 13% 17% 13% 13%
Wtag_Ant6 Mittelwert 18% 15% 16% 16% 14% 17%
Wtag_Ant7 Mittelwert 21% 26% 19% 9% 18% 21%
N_Stdklasse.1 Mittelwert 0.2 0.1 0.8 1.5 10.7 0.7
N_Stdklasse.2 Mittelwert 0.1 0.0 0.3 0.4 4.1 0.2
N_Stdklasse.3 Mittelwert 0.2 0.3 1.4 16.1 3.6 1.3
N_Stdklasse.4 Mittelwert 0.4 0.9 2.1 16.0 6.4 1.8
N_Stdklasse.5 Mittelwert 0.5 1.1 2.4 13.9 9.5 2.0
N_Stdklasse.6 Mittelwert 0.6 1.1 3.1 16.6 11.9 2.5
N_Stdklasse.7 Mittelwert 0.9 0.7 4.5 19.9 14.9 3.2
N_Stdklasse.8 Mittelwert 0.5 0.2 2.7 8.2 16.1 2.0
Stdklasse_Ant1 Mittelwert 5% 1% 5% 2% 17% 5%
Stdklasse_Ant2 Mittelwert 2% 1% 2% 0% 7% 2%
Stdklasse_Ant3 Mittelwert 6% 6% 8% 19% 4% 7%
Stdklasse_Ant4 Mittelwert 10% 20% 12% 17% 7% 13%
Stdklasse_Ant5 Mittelwert 15% 26% 14% 15% 11% 16%
Stdklasse_Ant6 Mittelwert 18% 25% 18% 18% 14% 19%
Stdklasse_Ant7 Mittelwert 28% 15% 26% 21% 19% 25%
Stdklasse_Ant8 Mittelwert 16% 5% 16% 8% 22% 14%
Gini_Monat Mittelwert 0.74 0.70 0.45 0.30 0.29 0.59
Gini_Woche Mittelwert 0.74 0.72 0.44 0.25 0.27 0.59
Gini_Std Mittelwert 0.78 0.77 0.55 0.50 0.45 0.67
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C Auswertung
Tabelle C.2: Räumliche Verteilung der Wohnstandorte der Nutzer von Cluster 1 und 2, Ab-
weichung im Vergleich zur Verteilung aller Nutzer in Prozentpunkten (PP)
Cluster-Nr.
1 2
Kunden Anteil PP Kunden Anteil PP
St
ad
tb
ez
ir
k
1 92 2.12% -0.92 90 4.42% 1.38
2 292 6.72% -0.51 165 8.11% 0.88
3 430 9.89% -0.89 201 9.88% -0.91
4 412 9.48% -1.22 193 9.48% -1.21
5 293 6.74% 0.01 157 7.71% 0.99
6 160 3.68% -0.09 61 3.00% -0.77
7 133 3.06% -0.14 59 2.90% -0.30
8 129 2.97% -0.32 62 3.05% -0.24
9 494 11.36% -0.37 190 9.34% -2.40
10 89 2.05% 0.29 46 2.26% 0.50
11 268 6.16% 0.63 113 5.55% 0.02
12 303 6.97% 0.11 131 6.44% -0.42
13 268 6.16% 0.59 107 5.26% -0.32
14 59 1.36% 0.23 30 1.47% 0.35
15 39 0.90% 0.29 20 0.98% 0.38
16 113 2.60% 0.29 61 3.00% 0.69
17 114 2.62% -0.33 62 3.05% 0.09
18 190 4.37% 0.27 80 3.93% -0.17
19 127 2.92% 0.18 63 3.10% 0.35
20 43 0.99% 0.28 26 1.28% 0.57
21 69 1.59% 0.51 28 1.38% 0.30
22 17 0.39% 0.17 5 0.25% 0.02
23 26 0.60% 0.32 6 0.29% 0.02
24 62 1.43% 0.56 19 0.93% 0.07
25 126 2.90% 0.06 60 2.95% 0.11
Summe 4348 2035
A - 10
Tabelle C.3: Räumliche Verteilung der Wohnstandorte der Nutzer von Cluster 3 und 4, Ab-
weichung im Vergleich zur Verteilung aller Nutzer in Prozentpunkten (PP)
Cluster-Nr.
3 4
Kunden Anteil PP Kunden Anteil PP
St
ad
tb
ez
ir
k
1 172 3.22% 0.18 14 3.44% 0.40
2 394 7.38% 0.15 34 8.35% 1.13
3 635 11.89% 1.11 48 11.79% 1.01
4 647 12.11% 1.42 44 10.81% 0.12
5 337 6.31% -0.42 27 6.63% -0.09
6 220 4.12% 0.35 14 3.44% -0.33
7 175 3.28% 0.07 16 3.93% 0.73
8 196 3.67% 0.39 11 2.70% -0.58
9 666 12.47% 0.73 69 16.95% 5.22
10 75 1.40% -0.35 5 1.23% -0.53
11 258 4.83% -0.70 25 6.14% 0.61
12 377 7.06% 0.20 25 6.14% -0.71
13 277 5.19% -0.39 20 4.91% -0.66
14 45 0.84% -0.29 2 0.49% -0.64
15 15 0.28% -0.32 0 0.00% -0.60
16 100 1.87% -0.43 6 1.47% -0.83
17 176 3.30% 0.34 7 1.72% -1.23
18 216 4.04% -0.05 16 3.93% -0.17
19 138 2.58% -0.16 5 1.23% -1.51
20 16 0.30% -0.41 1 0.25% -0.46
21 34 0.64% -0.44 0 0.00% -1.08
22 6 0.11% -0.11 0 0.00% -0.23
23 2 0.04% -0.24 0 0.00% -0.27
24 23 0.43% -0.43 2 0.49% -0.37
25 141 2.64% -0.20 16 3.93% 1.09
Summe 5341 407
A - 11
C Auswertung
Tabelle C.4: Räumliche Verteilung der Wohnstandorte der Nutzer von Cluster 5 sowie für alle
Nutzer, Abweichung im Vergleich zur Verteilung aller Nutzer in Prozentpunkten
(PP)
Cluster-Nr.
5 Gesamt
Kunden Anteil PP Kunden Anteil
St
ad
tb
ez
ir
k
1 9 3.36% 0.32 377 3.04%
2 11 4.10% -3.12 896 7.23%
3 23 8.58% -2.20 1337 10.78%
4 30 11.19% 0.50 1326 10.69%
5 20 7.46% 0.74 834 6.73%
6 12 4.48% 0.71 467 3.77%
7 14 5.22% 2.02 397 3.20%
8 9 3.36% 0.08 407 3.28%
9 36 13.43% 1.70 1455 11.73%
10 3 1.12% -0.64 218 1.76%
11 22 8.21% 2.68 686 5.53%
12 14 5.22% -1.63 850 6.86%
13 19 7.09% 1.52 691 5.57%
14 4 1.49% 0.36 140 1.13%
15 1 0.37% -0.23 75 0.60%
16 6 2.24% -0.07 286 2.31%
17 7 2.61% -0.34 366 2.95%
18 6 2.24% -1.86 508 4.10%
19 7 2.61% -0.13 340 2.74%
20 2 0.75% 0.04 88 0.71%
21 3 1.12% 0.04 134 1.08%
22 0 0.00% -0.23 28 0.23%
23 0 0.00% -0.27 34 0.27%
24 1 0.37% -0.49 107 0.86%
25 9 3.36% 0.52 352 2.84%
Summe 268 12399
A - 12
Tabelle C.5: Einwohnerzahl und Nutzerdichte der 25 Stadtbezirke
Einwohner
Anzahl Kunden / 1000 EW
St
ad
tb
ez
ir
k
1 20422 18.46
2 50620 17.70
3 51642 25.89
4 65892 20.12
5 59752 13.96
6 39953 11.69
7 55405 7.17
8 29663 13.72
9 95906 15.17
10 51537 4.23
11 73617 9.32
12 69676 12.20
13 82138 8.41
14 43068 3.25
15 67009 1.12
16 108244 2.64
17 51499 7.11
18 51937 9.78
19 90790 3.74
20 48945 1.80
21 70783 1.89
22 42305 0.66
23 30737 1.11
24 59391 1.80
25 54030 6.51
Summe 1464961 8.46
A - 13
