The practice of scientific research is often thought of as individuals and small teams striving for disciplinary advances. Yet as a whole, this endeavor more closely resembles a complex system of natural computation, in which information is obtained, generated, and disseminated more effectively than would be possible by individuals acting in isolation. Currently, the structure of this integrated and innovative landscape of scientific ideas is not well understood. Here we use tools from network science to map the landscape of interconnected research topics covered in the multidisciplinary journal PNAS since 2000. We construct networks in which nodes represent topics of study and edges give the degree to which topics occur in the same papers. The network displays small-world architecture, with dense connectivity within scientific clusters and sparse connectivity between clusters. Notably, clusters tend not to align with assigned article classifications, but instead contain topics from various disciplines. Using a temporal graph, we find that small-worldness has increased over time, suggesting growing efficiency and integration of ideas. Finally, we define a novel measure of interdisciplinarity, which is positively associated with PNAS 's impact factor. Broadly, this work suggests that complex and dynamic patterns of knowledge emerge from scientific research, and that structures reflecting intellectual integration may be beneficial for obtaining scientific insight.
Introduction
The practice of scientific research represents the collective effort of humans to acquire information, generate insight, and disseminate knowledge. Although scientific inquiry has been carried out for centuries, the recent expansion of meta-data collection has allowed a robust body of literature to develop around the scientific study of science itself. This work has led to advances in predicting the success of scientific papers and authors 1, 2 , found that articles often do not fit into existing disciplinary boundaries 3, 4 , and provided empirical fuel for the debate over interdisciplinary research 5, 6, 7, 8 . Yet much remains unknown about the nature of the large-scale scientific system that emerges from individuals' intellectual and social incentives. It is especially unclear what features of this system may make it more or less effective at producing insights.
In recent years, network analysis has provided a particularly useful framework for beginning to reveal the structure and evolution of the emergent scientific landscape. The tools of this growing discipline have facilitated greater understanding the roles of specific authors or papers in co-authorship and citation networks. Network measures can predict authors' future collaboration patterns 9, 10 , and can help identify turning points in the literature 11 . While the fine-scale topology of such networks differs by scientific discipline 12, 13 , many display similar global properties. One such commonly shared property is small-world architecture 13, 14 , which reflects high local clustering within specialty, potentially supporting development and refinement within sub-fields, combined with efficient paths that connect distant areas, providing outlets for innovation and information sharing.
Although co-authorship and citation networks have provided much insight into the properties of the scientific community, their dependence on authors' social network structures makes them an indirect window into the structure of scientific knowledge. Topic networks, which reflect the relations between scientific ideas, offer an opportunity to fill this gap. Surprisingly, the few existing studies of topic networks have largely forgone explicit large-scale analyses in favor of manual inspection of network appearance or node-level trends 15, 16, 17, 18, 19, 20 . Yet, the operationalization of science as a set of interconnected ideas provides a unique opportunity to study how research topics are related within and across scientific disciplines, how these topics and their relationships grow and change over time, and how these changes may influence the degree to which scientists engage with the literature.
Here we address these questions in a network of topics covered in PNAS since the year 2000. Network nodes reflect specific words or phrases, and network edges reflect the degree of co-occurrence within article abstracts and keyword sections. Using the resultant weighted, undirected network of scientific topics, we address four hypotheses. First, building on findings for co-authorship and citation networks 13, 14 , we hypothesize that the topic network will demonstrate non-random, small-world structure. Second, based on prior studies that performed latent topic modeling 3,4 , we hypothesize that the community structure of the network will deviate significantly from disciplinary classifications. Third, as collaboration has crossed national boundaries and broadly increased in recent years 21, 22 , we hypothesize that over time the network will show greater bridging across topic communities. Fourth, although the benefits of interdisciplinarity for individual papers are debated 5, 6, 7, 8 , we seek to investigate whether the topic network's interdisciplinarity may be associated with the overall degree of engagement the component literature receives, as measured by PNAS 's impact factor.
Materials and Methods

Data collection
We retrieved keywords and abstracts from 65,290 articles published in PNAS from the journal's website using an in-house R script, and we used keyword sections to create a list of potential topics to be searched for in the abstracts. This technique was chosen over latent topic modeling, as it reflected scientists' explicit opinions as to the words and phrases that constitute relevant scientific topics, and allowed for the incorporation of multi-word phrases.
Network construction
We calculated the prevalence of each potential topic by finding the ratio of abstracts or keyword sections containing the topic phrase to the total number of articles written in the time-span of study. Thus, prevalence varied for the full network and the year-specific networks. We used the 1000 most common topics in the given time-span as nodes to construct the network, as this value represented the approximate number at which the least prevalent words occurred often enough to produce meaningful signal. Edges were given by the φ coefficient for binary association 25 , representing the degree to which two topics tended to be mentioned in the same abstract. We removed negative correlations, as several statistics for the analysis of signed networks remain difficult to interpret.
We created a dynamic network using a sliding window of ±6 months from a central month. Central months ranged from July, 2000 to May, 2017 such that data from January, 2000 to November, 2017 were included in the analyses. At each window, the 1000 most common topics were used as nodes. We made the choice of 1000 nodes for both the static and dynamic networks because it represented the highest number at which all topics selected in each window would occur more than five times. Thus, higher values would risk uninterpretable noise among low-prevalence topics, and lower values would sacrifice valuable information.
Community detection
For both the static and the dynamic networks, we performed community detection using an iterative generalized Louvain-like locally greedy algorithm to maximize a common modularity quality function 26 . This technique works by stochastic optimization of the quality index value Q, in which nodes are reassigned one by one until no reassignment can improve Q, and then by iterating this optimization until convergence to a globally optimal set of community assignments to account for Visualization of the topic landscape using t-SNE 24 , a method that places datapoints on a two-dimensional map based on their similarity. Nodes colored by classification; "other" includes biophysics, developmental biology, ecology, environmental sciences, plant biology, and sustainability science.
local maxima in the Q space. The free parameter, γ, was selected by maximizing the Jaccard similarity 27 between the community-detection-based partition and the classification-based partition. After averaging over repeated maximizations, this value was determined to be γ = 1.2.
Novel network measures
We defined two novel network measures: deviance and interdisciplinarity. The deviance for a given partition is the degree to which edge weights differ from their expectation under an exponential distribution. It is defined as follows:
where w ij is the observed edge weight in a cell, and β pb is the expected edge weight for a given block in the partitioned adjacency matrix, as estimated by an exponential model (see SI Methods). The interdisciplinarity is the degree to which a network is well-fit by a small-world structure that does not adhere to a known classification partition. It is defined as follows:
where φ is the small-world propensity (see SI Methods, 28 ), and D c is the deviance under the classification partition.
Results
We used data from 65,290 articles published in PNAS between January, 2000 and November, 2017 to create a network of research topics. We drew potential topics from the keywords section of each article to allow for multi-word phrases. We determined the prevalence of each potential topic by finding the percentage of articles in which the word or phrase was contained in either the abstract or the keywords section. Based on this prevalence score, we identified the 1000 most common topics and represented each as a node in the network (See Methods for details). Edges represented the co-occurrence of topics within abstracts, quantified by the φ coefficient of association for binary variables 25 ( Fig. 1) . Negative correlations -comprising roughly 65% of edges -were removed to allow for the use of stateof-the-art analysis techniques; these edges had notably lower magnitude and less variability (range: [-0.10,0], interquartile range: 0.004) than the edges that remained (range: [0,0.84], interquartile range: 0.011).
Structure of the topic network
To understand the structure of the topic network, we calculated measures of interconnectedness (global efficiency) and local clustering (average clustering coefficient); see SI Methods for mathematical definitions. For comparison, we obtained null distributions from 100 random networks with equivalent degree and strength distributions 29 . We observed that the topic network had significantly lower global efficiency (p < 0.01) and higher average clustering (p < 0.01) than that observed in the null model, indicating locally dense, non-random connectivity. See Table S1 for robustness of results to variations in network size.
To probe the local contributions of a topic to this overall structure, we examined each node's general level of connectivity (degree, strength) and its role in bridging disparate regions of the network (betweenness centrality). We observed that betweenness centrality and degree were positively correlated (ρ = 0.30, p < 0.01) after accounting for strength, and that betweenness centrality and strength were negatively correlated (ρ = −0.27, p < 0.01) after accounting for degree (Fig. 2) . These associations indicate that topics with high betweenness centrality tended to be those with many relatively weak connections. Intuitively, this pattern is consistent with the presence of topics that are only occasionally covered but in a wide variety of research areas; topics exemplary of this pattern include protein expression, physiology, and molecular mechanism.
The observed high local clustering and the presence of nodes with high betweenness but low strength could be parsimoniously explained by the principle of small-worldness. To evaluate this possibility, we estimated the small-world propensity (SI Methods, 28 ); its value was 0.57, significantly higher than would be expected of a random network (p < 0.01). This result demonstrates that the relationships between topics have small-world properties, with more local clustering than would be expected of a random network and relatively efficient pathways between clusters. The presence of small-worldness then suggests that the landscape of high-quality scientific research is naturally organized into a structure that may be well-suited for advancement within topic clusters and innovation between them.
Community structure of the topic network
While the presence of small-worldness in the topic network suggests separation between topic clusters, it remains an open question whether these disparate communities are explained by known disciplinary divisions. To answer this question, we directly compared the communities inherent in the data to the communities implied by 16 disciplinary classifications formally assigned to each PNAS publication (see Fig. 1 ). To extend the disciplinary classification to individual topics, we assigned each topic the most common classification among articles in which it appeared. We then partitioned topics into communities, where each community was comprised only of topics with a given classification. A visualization of the network according to this classification partition revealed relatively strong connections between communities (Fig. 3A) .
Next we turned to the problem of identifying a natural partitioning of the topics based solely on the structure of the network, with no knowledge of the disciplinary classifications. We used a Louvainlike locally greedy algorithm 26 to maximize the modularity of the network 30 , thereby obtaining a data-driven partition of the network into communities. The resolution parameter γ was determined by maximizing the partition's Jaccard similarity 27 with the partition based on disciplinary classifications in an attempt to optimize comparability (Fig. S1 , see Methods for details). The data-driven partition yielded only eight distinct communities, each containing topics from various classifications, with relatively weak connections between commu- nities ( Fig. 3B and Table S2 ). It can be seen that communities are typically dominated by topics from between one and three classifications. In a subsequent sensitivity analysis, we demonstrate that the partition is robust to the exclusion of negative edge weights (Fig. S2) .
With the classification partition and data-driven partition in hand, we next sought to quantitatively compare the two. A natural way to formulate this comparison is to calculate the modularity Q-value (see Methods for details) for each partition to determine the degree of separation between communities. As the data-driven partition was obtained by optimizing modularity, the magnitude of the increase in Q compared to the classification partition demonstrates the degree to which disciplinary classifications do not optimally delineate research topic clusters. We observed that the modularity value was higher in the data-driven partition (Q = 0.37) than in the classification partition (Q = 0.25), indicating that the data-driven partition provided a more natural segregation into topic communities. Notably, this effect holds across a range of γ values, as the number of communities in the data-driven partition is varied from 8 to 16 (Table S3) .
As further confirmation of the data-driven partition's characterization of the community structure, we considered the framework of the weighted stochastic block model (WSBM; 31 ), which provides another means of quantifying how well a partition fits the data. Specifically, a WSBM assumes a community structure in which connections within and between communities occur with an expected edge weight. To investigate which partition better characterized the edge weights between and within communities, we fit an exponential model to the edge weights in each within-or betweencommunity block, and calculated the squared difference between the observed edge weights and expected edge weights (see Methods for details). A paired Wilcoxon rank sum test revealed that deviations from the expected weights were significantly higher under the classification partition than the data-driven partition (p < 0.0001). Notably, this effect also holds across γ values (Table S3) . Together, these findings indicate that the data-driven partition yields both stronger community separation and greater edge weight consistency within intracommunity and intercommunity blocks.
Critically, not only is the data-driven partition a better fit to the data, but the communities strikingly differ in composition from those defined by classification. In comparison to the classification partition, we observe that the data-driven partition displays lower disciplinarity, as measured by the average proportion of a community's topics that come from its dominant classification. For the classification partition, the disciplinarity value is 1 and for the data-driven partition the value is 0.48, indicating that the average community draws slightly less than half of its topics from its most popular classification. Importantly, the multidis- ciplinarity of the data-driven partition holds when the number of communities is varied from 8 to 16 (Table S3) . Taken together, these findings suggest that the interdisciplinary nature of research published in PNAS is underestimated by articles' disciplinary classifications. This implication is reinforced by the fact that only 15% of articles published since 2000 were given more than one disciplinary classification, whereas 99% of these articles covered topics from more than one discipline.
Temporal changes in network structure
While the static structure of the topic network is important, it does not provide insight into whether and how the landscape of scientific inquiry might change over time. To address this question, we created a dynamic network using a 12-month sliding window with an 11-month overlap over the period from January, 2000 to November, 2017 (see Methods for details). Because some structural change would be expected due to random chance and patterns of journal publication over time, all measures were standardized relative to 100 iterations of a temporal null model where the order of article appearance was permuted uniformly at random. The null trajectories therefore represent change that would occur if topic prevalence and topic associations were stable over the full time period.
We first sought to test our hypothesis that the network would show strengthening connections between and within communities over time, consistent with increasing and changing patterns of collaboration 21, 22 . We tested for significant temporal changes in strength and small-world propensity by comparing the variance explained by the linear effect of year (R 2 ) to distributions of R 2 created from the trajectories of the 100 temporal null networks. Average strength (R 2 = 0.75, p < 0.01) and small-world propensity (R 2 = 0.25, p = 0.01) both showed significant positive linear trends over time ( Fig. 4A ; see Table S4 for consistent trends across network sizes). These results suggest that since 2000, associations between commonly covered scientific topics have grown stronger, and the degree to which these topics demonstrate high clustering and efficient pathways has increased as well.
Next, we sought to investigate whether the network's interdisciplinarity showed a meaningful change over the time period under study. We defined a novel measure of journal interdisciplinarity, ξ, given by the product of the network's small-world propensity, φ, and the network's deviance from the classification partition, taken as the mean of the edge deviances described in the previous section (see Methods for details). Therefore, at each temporal window, ξ represents the degree to which the network has small-world structure that is not wellcharacterized by the assigned topic classifications. We found that classification deviance (R 2 = 0.33, p < 0.01) and interdisciplinarity (R 2 = 0.42, p < 0.01) both showed significant positive linear trends. However, because of the strong linear association between strength and time, it is difficult to remove any potential effect of strength on these measures without also eliminating temporal trends.
Implications of interdisciplinarity
To begin understanding how interdisciplinary research is perceived, we compared the standardized trajectory of interdisciplinarity to the trajectory of PNAS 's impact factor. We obtained yearly impact factors from 2000 to 2016 from the Web of Science, and fit a cubic spline to interpolate a smooth monthly trajectory. Interestingly, the number of articles published in a given time window explained 61% of the variation in impact factor; we therefore only considered the residuals. We calculated the partial correlation between standardized interdisciplinarity and impact factor after accounting for strength 32 , and we compared this value to a null correlation distribution, obtained using the set of standardized trajectories drawn from the 100 temporal null networks described previously.
Interdisciplinarity showed a significant, positive partial correlation with impact factor (r = 0.45, p = 0.03) (Fig. 4B) . This result suggests that increases in the interdisciplinarity of scientific topics covered in PNAS are associated with increases in the journal's impact. To determine whether this result was driven by only one of the components of ξ, we calculated the correlations for smallworld propensity and classification deviance separately. Small-worldness alone was not associated with impact factor (r = 0.36, p = 0.10), and although deviance did show a significant correlation (r = 0.39, p = 0.04), the correlation between interdisciplinarity and impact factor was marginally greater (p < 0.10) and was more robust to changes in network size (Table S5 ). These differences indicate that the interdisciplinary small-worldness captured by ξ is likely more associated with external measures of literature engagement than either of its component parts alone.
Discussion
Prior analyses of collaboration and citation networks have produced deep insights into the structures and relationships behind the production of scientific research 12, 13, 33, 9, 11, 14 . Yet little is known about the network structure of the scientific ideas themselves, or what features of this network might be most effective at facilitating innovation. Here, we set out to characterize the structure of a research topic network, investigate the degree to which topic communities fit into disciplinary classifications, quantify how the landscape of topics is changing over time, and determine whether the network's interdisciplinarity may be related to the degree of engagement that its component research receives.
Structure of the topic network
We constructed a network of research topics using seventeen years of PNAS articles, and found -unsurprisingly -that it had features uncharacteristic of a random network. Specifically, the network had significantly higher clustering and lower efficiency than a random network. Interestingly, betweenness centrality of the topics in the network was positively associated with degree, but negatively associated with strength. These results indicate that the network is made up of clustered topic areas that commonly co-occur, and high-degree, low-strength hubs that provide links within and between these clusters. Further supporting this conceptualization is the finding that the network shows a moderate to high degree of small-worldness compared to what would be expected of a random network. Both the graph statistical findings and the small-world classification are consistent with the networks described in studies of co-authorship and citation 13, 14 , which would be expected to share many features with a network of research topics.
Community structure of the topic network
Although community detection was referenced only as a future direction in seminal collaboration network analysis 12 , the modular structure found in the topic network is consistent with the presence of communities in newer research on countryspecific collaboration networks in both scientific and nonscientific fields 34, 35 . Comparisons between the community structure that arose from manual disciplinary classification and the empirical community structure inherent to the data were especially revealing. Specifically, compared to the partition arising from disciplinary classifications, the empirical partition showed stronger separation between communities and provided a better fit to the within-and between-community edge weights. Additionally, as opposed to the monodisciplinary classification-specific communities, the empirical communities were found to typically contain an approximately equal balance of topics from two or three distinct disciplines. One notable exception was a community made up almost exclusively of neuroscience topics (Fig. 3B) , potentially reflecting neuroscience's unique status as a field both popular enough to encompass many topics and young enough to remain largely insular.
The superior fit of the empirical communities compared to the classification-specific communities appears to indicate that research published in PNAS is more interdisciplinary than the article classifications suggest, an interpretation that is bolstered by the fact that 99% of articles contained topics from multiple fields while only 15% of articles were classified under multiple fields. These findings indicate that in spite of the ongoing conflicted discussion regarding the merits and drawbacks of inderdisciplinary research 5, 6, 7, 8 , researchers publishing in top journals may already be consciously or unconsciously integrating topics and ideas across fields.
Temporal changes in network structure
Though the structure of the static network yielded valuable insights into the relationships between topics, the production of scientific research is far from static. Therefore, it was of great interest to examine temporal changes in the topic network. At the network scale, while generative evolution has been considered for authorship relationships 33, 9 , the dynamic evolution of large-scale network properties has rarely been examined in the context of authorship or citation 36 . Here we found that both edge strength and small-worldness significantly increased over time. The strengthening of connections between seemingly distant research areas could reflect a convergence of the scientific landscape towards a more interdisciplinary and interconnected network of ideas. This would represent an interesting emergent property of the landscape, potentially arising from individual scientists consciously or unconsciously changing their behavior over time to perform more innovative work.
Implications of interdisciplinarity
Despite the prevalence of multidisciplinary topic communities and the trend towards stronger crossfield ties, the merits of interdisciplinarity are still widely debated 5, 6 . Proponents view interdisciplinary work as being crucial for "address[ing] the great questions of science" 37 , while some skeptics instead believe that it too often represents "amateurism and intellectual voyeurism" 38 . In this study, we defined a novel measure of network interdisciplinarity, ξ, and found it to be positively associated with PNAS 's impact factor.
Although this finding only speaks to work of a high caliber, within that context it suggests that bodies of work that are more interdisciplinary in nature may receive more engagement from the scientific community. Yet it remains unclear whether the increased engagement is reflective of the generation of more innovative scientific knowledge, or simply more effective dissemination of the knowledge across fields. In either case, this finding could reflect an important contribution to the discussion of interdisciplinary research, as previous research on the benefits of discipline-spanning has produced mixed results 6 .
Conclusion
In this study, we investigated the network characteristics of scientific research topics covered in PNAS. The topic network displayed smallworld properties and interesting positive degreebetweenness/negative strength-betweenness associations, indicating the presence of tightly connected clusters and high-degree, low-strength hub nodes serving as conceptual bridges. Community detection showed that assigned classifications map poorly onto the underlying clusters, with a datadriven partition revealing the existence of multidisciplinary modules that contained topics from a variety of classifications. By investigating the temporal properties of the network, we found that both strength and small-worldness have been increasing over time. Interestingly, a novel measure of network interdisciplinarity was positively associated with journal impact factor. Overall, this work demonstrates the value of network analysis in gaining insight into the structure of scientific knowledge, paints a picture of the surprisingly integrated nature of scientific ideas, and reveals a potentially important positive relationship between interdisciplinarity and scientific engagement. like to acknowledge support from the National Institute of Neurological Disorders and Stroke (R01 NS085211 & R01 NS060910). DSB would like to acknowledge support from the John D. and Catherine T. MacArthur Foundation, the Alfred P. Sloan Foundation, and the National Science Foundation CAREER (PHY-1554488). The content is solely the responsibility of the authors and does not necessarily represent the official views of any of the funding agencies.
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SI Text Limitations
Validity and generalizability of the findings presented in this paper are limited by a few methodological considerations. First, seminal work has shown that fields of study differ significantly in the structures of their authorship and citation networks 12, 13 . Therefore it is conceivable that journals may also have meaningful differences in the structure and correlates of topic networks. If this is the case, using journal-specific data may limit the degree to which the findings in this paper can be generalized to scientific research more broadly. Future work could expand the data source to include several top-tier journals within and across fields.
Additionally, the restriction of the dataset to keyword sections and abstracts may ignore potential information contained in introduction and discussion sections. However, it is plausible that topics mentioned in introduction and discussion areas may not be an accurate reflection of the topics truly covered in a given article, unlike those mentioned in the abstract and keyword sections. Future work could examine this assumption directly by implementing a manual rating system.
Finally, impact factor is widely considered to be an imperfect measure of scientific engagement with published research. Although warnings against impact factor's use often highlight its inability to facilitate valid comparisons between journals in different fields or different countries 39, 40 , within-journal changes over time are also incomplete and potentially subject to manipulation through editorial policies 41 . Future work could consider associations between network structure and other measures of scientific engagement and journal quality.
SI Methods
Data analysis
Topic networks and temporal null networks were created, visualized, and analyzed in the R statistical environment 42 using the iGraph package 43 . Benchmark random networks were generated using the Brain Connectivity Toolbox in MATLAB 44 , but were analyzed using the iGraph package. Community detection was carried out in MATLAB using the GenLouvain toolbox 26 . Correlation coefficients and probability values were obtained using the Hmisc package in R 45 .
Network Measures
Here we provide a brief description of the network measures used in this study.
The degree of a node is the number of edges, regardless of weight, connected to the node 44 . Degree then represents one aspect of the node's importance, measured by the number of neighbors it has in the network. It is defined as follows:
where N is the set of all nodes in the network, and a ij is 1 if nodes i and j are connected by an edge and 0 if not.
The strength of a node is the sum of the weights of all edges connected to the node 44 . This measure is similar to degree in that it sums a node's connecting edges, but strength additionally allows for edges of varying weights. It is defined as follows:
where w ij is the weight of the edge between nodes i and j if they are connected and 0 if not.
The betweenness centrality of a node is the proportion of all shortest paths within the network that pass through the given node 46 . Betweenness centrality represents the degree to which a specific node functions as a bridge between nodes in disparate parts of the network. It is defined as follows:
where ρ hj is the number of shortest weighted paths between h and j, ρ
hj is the number of shortest weighted paths between h and j that pass through node i, and n is the number of nodes in the graph.
The clustering coefficient of a node can be defined as the probability that two of its adjacent nodes are connected to each other. A node's clustering coefficient then represents the amount of interconnectedness in a node's local neighborhood. The version used in the current study is a measure of transitivity, as given by Barrat 47 . It is defined as follows:
The global efficiency of a network can be defined as the average inverse shortest path length between any two nodes 48 . Global efficiency is often thought of as representing the amount of integration within and between disparate parts of the network. It is defined as follows:
where d ij is the shortest weighted path length between node i and node j.
The path length of a network is the average shortest path length between all node pairs 49 . In many graphs, path length is inversely correlated with global efficiency, and is therefore often interpreted as representing an alternative measure of network integration. A version of the path length for a weighted network is as follows:
The modularity of a network intuitively represents the degree of separation between nodes in different groups 50 . It quantifies how well the network can be separated into non-overlapping communities, with many within-group connections and few between-group connections. For a network containing only positive weights, the modularity can be defined as follows:
and for a signed network, the modularity can be defined as follows 51 :
where l w is the sum of all of the weights in the network, l w + is the sum of all of the positive weights in the network, l w − is the sum of all of the negative weights in the network, s + i is the strength of a node's positive edges, s − i is the strength of a node's negative edges, and δ mimj is 1 if i = j and 0 otherwise. Here, we addressed the issue of near degeneracy 52 in the modularity landscape by using 100 iterations of a Louvain-like locally greedy algorithm to maximize the modularity quality function 26 , and we report the consensus partition over those iterations.
The small-world propensity is the degree to which a network shows similar clustering to that of a lattice network, and similar average path length to that of a random network 28 . This metric is similar to the commonly used small-world index, σ 49 , but has been shown to be unbiased even in the context of networks with varying densities. Both measures broadly represent how well a network can be characterized as having both disparate clusters and high levels of between-cluster integration. Smallworld propensity is defined as follows:
where
with C representing the network clustering coefficient, defined as the average node-specific c w i values.
The stochastic block model assumes a community structure in which between-and withingroup connections occur with a specific probability (in the unweighted case) or an expected edge weight (in the weighted case). Unlike modularity, which characterizes a community structure with many (strong) connections within groups and few (weak) connections between groups, the stochastic block model characterizes a community structure with consistent connection patterns within and between groups. For the unweighted case 53 , it is defined as follows:
where g ∈ 1, ..., K n is a vector of community memberships, assuming K distinct communities, and
KxK is a matrix of community-wise edge probabilities.
For the exponential weighted framework used in the current study 31 , the model is defined as follows:
where Λ ∈ [0, ∞) KxK is a matrix of communitywise rate parameters. Table S3 : Effect of the number of communities on features of the empirical partition. Rows represent partitions with between 9 and 16 communities. Columns represent the degree to which the partitions demonstrate modular structure, contain disciplinary communities, and better explain edge weights compared to the classification partition. Table S5 : Effect of network size on the impact factor correlations of the temporal network. Rows represent the correlations with PNAS 's impact factor for various measures of the temporal network. Columns represent their values and statistical significance for different choices of network size. Note: * = p < 0.05, ** = p < 0.01. Figure S1 : Visualization of the Jaccard similarity between the empirical community structure and the assigned topic classifications. Jaccard similarities are plotted for a range of γ values, demonstrating the procedure for optimizing Jaccard similarity over γ that was used when performing community detection. These values are shown for three different choices of network size. Figure S2 : Visualization of the consistency, using Jaccard similarity, of the empirical community structure both (i) across sizes, and (ii) with or without negative edge weights. Community structure was consistent across sizes, and was reasonably consistent between positive weighted networks, and positive-and-negative weighted networks.
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