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Под задачей будем понимать упорядоченную четверку (Q, А, В, X), где О. — 
носитель, А — множество посылок, В—множество следствий, X— решение 
задачи как процесс. Объединение QuA есть множество некоторых ситуа­
ций. (Остальные обозначения, термины и список литературы см. в [1], [2]). 
Понятие информационное состояние (ИС) задачи определим индуктивно: 
S0 — начальное ИС есть не что иное, как Q. и А. 
ЕСЛИ S._, есть ИС, достигнутое в результате (i - 1)-го шага, то на г'-ом 
шаге управление (операция, преобразование) х. переводит задачу в новое ИС 
5*;, которое зависит от состояния S._x и выбранного управлениях: S-=(S {,х). 
Sn—конечное ИС, если оно содержит множество следствий В, т. е. В с Sn. 
Введенное понятие позволяет рассматривать теорию решения задач с 
позиций теории систем. В частности, напомним^ что шаг — это переход 
системы из одного состояния в другое (смежное с ним), а стратегия — это 
комплекс мер (операций), направленных на достижение поставленной цели. 
Ситуацией будем называть любое множество объектов и связей между 
ними [1]. Множество первых ИС задачи состоит из ИС, полученных в ре­
зультате применения к S0 одной операции. Эти ИС будем называть частны­
ми (ЧИС), а все множество первых ЧИС назовем первым общим информа­
ционным состоянием (первым ОИС). Аналогично вводится г'-е ОИС. 
- Теперь процесс поиска решения задачи можно представить в виде сети, 
начальной вершиной которой служит S0, конечной Sn, а остальными вершина­
ми будут ситуации-новости, полученные с помощью некоторых операций из 
50 и друг из друга. Данная сетевая интерпретация позволяет ввести мно­
го полезных понятий, описывающих процесс поиска решения задачи. В 
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частности, висячую вершину сети назовем тупиком. Далее предположим, 
что при продвижении по цепи и'к, ик + 1, ..., ик+ нашей сети происходит 
"разбухание" выкладок (эффект "Змея Горыныча") до такой степени, что 
продвижение, по-видимому, целесообразно прекратить. Тогда вершину ик+ 
будем называть квазитупик. 
Понятие информационное состояние задачи, которое мы только что 
ввели, описывает так называемую стратегию "прямого поиска", в которой 
присутствует, как правило, элемент случайности. Уменьшению его влияния 
может способствовать ПМЛИ — принцип максимума локальной информа­
ции (термин мой), который вытекает из принципа оптимальности Р. Бел-
лмана [3]: на каждом шаге процесса поиска решения необходимо, чтобы 
ЧИС S._, -> max, тогда правдоподобно, что и соответствующее управление 
х. будет оптимальным. (Рабочая формулировка ПМЛИ: "выжимай" макси­
мум информации из имеющейся ситуации). 
Любая задача записывается на некотором языке, состоящем из двух ком­
понент: используемой в жизни и специальной. Текст, содержащий условие 
задачи, задает внутреннюю информацию для данной задачи. А всю осталь­
ную информацию, которую, в принципе, можно привлечь для решения рас­
сматриваемой задачи, естественно считать внешней. Итак, всю информа­
цию по отношению к данной задаче можно разбить на две части: внутрен­
нюю и внешнюю (полная аналогия с теорией систем: система и ее окруже­
ние (среда)). Стратегия субъекта — решателя задачи — заключается, оче­
видно, в организации взаимодействия внутренней и внешней информации 
(через информационные потоки). 
И в заключение отметим, что диалектика "прямого поиска" реше­
ния задачи выглядит так: при благоприятном стечении обстоятельств 
"масса" информации, полученной в результате целенаправленной дея­
тельности, станет больше "критической", и дальше начнется процесс 
"спонтанного" завершения решения, что наглядно изображается б'-об-
разной кривой. 
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