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De nos jours, les nouvelles technologies ne cessent d’évoluer et de former une partie intégrante 
dans la vie quotidienne de chacun. Ces dernières profitent du développement de systèmes 
électroniques complexes qui nécessitent l’utilisation  de composants mémoires de plus en plus 
performants et présentant de grandes capacités de stockage. Ainsi, dans cette course à la 
miniaturisation, la technologie Flash jusqu’ici prépondérante sur le marché des mémoires non 
volatiles laisse aujourd’hui entrevoir ses limites. En conséquence, différentes mémoires 
émergentes résistives sont développées et parmi celles-ci se trouvent les mémoires à 
changement de phase PCRAM qui présentent un grand intérêt dans le monde des mémoires non 
volatiles grâce à leur bonne capacité de réduction d’échelle ainsi que leur coût réduit par rapport 
aux mémoires Flash. Cependant, pour être compétitives face aux autres technologies et pour 
prétendre à des applications embarquées, elles doivent répondre à plusieurs challenges tels que 
réduire leur courant de programmation, augmenter leur vitesse de programmation et améliorer 
leur stabilité thermique. Pour cela, différentes voies sont explorées dans la littérature, 
notamment l’utilisation d’architectures innovantes ou de matériaux à changement de phase 
alternatifs. 
 
Dans cette thèse, nous nous sommes intéressés à l’investigation des mécanismes de défaillance 
qui affectent la stabilité thermique et temporelle des mémoires à changement de phase, plus 
précisément la rétention de l’état RESET ainsi que la stabilité des états programmés affectée 
par le phénomène de « drift ».   
Le développement de matériaux alternatifs utilisant une stœchiométrie optimisée ou 
incorporant un dopage nous permet d’obtenir des dispositifs performants d’un point de vue 
électrique et présentant des propriétés de rétention satisfaisant les spécifications des 
applications embarquées en particulier l’automobile. 
De plus, grâce au développement d’une nouvelle procédure de pré-codage, ces dispositifs 
permettent de conserver les données préprogrammées sur la puce mémoire au cours de l’étape 
de soudure de cette dernière sur le circuit électronique. Ils constituent une solution prometteuse 
pour les applications de cartes sécurisées.  
Enfin, nous avons proposé une procédure de programmation optimisée qui permet de diminuer 
l’effet du drift de la résistance de l’état SET observé pour les matériaux alternatifs.  Ensuite, 
nous avons montré via des mesures de bruit à basses fréquences que cet effet est dû à la 
relaxation structurale des zones amorphes présentes dans ces matériaux actifs. De plus, nous 
avons mis en évidence pour la première fois la diminution du bruit normalisé de l’état SET ainsi 
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Chapitre I :  
 
        Mémoires à changement de phase  



















Résumé du chapitre I 
 
Dans ce chapitre, nous présentons les deux catégories de mémoires non volatiles qui sont les 
mémoires à semi-conducteur et les mémoires émergentes ou résistives, puis nous dressons une 
comparaison entre ces différentes mémoires émergentes. 
Nous nous focalisons ensuite sur la technologie des mémoires à changement de phase. Nous 
présentons son mécanisme de fonctionnement, les principales architectures PCRAM ainsi que 
les matériaux à changement de phase PCM utilisés. Ensuite, nous exposons les applications 
visées et les challenges à relever par cette technologie pour être compétitive sur le marché des 
mémoires. 
 
Pour répondre aux spécifications des différentes applications visées, la technologie PCRAM 
doit améliorer sa fiabilité. Nous présentons les critères de fiabilité des PCRAM ainsi que les 
mécanismes de défaillance qui les affectent. Dans cette thèse, nous nous focalisons 
particulièrement sur la stabilité thermique et temporelle des états programmés en particulier la 

















I.  Introduction aux technologies des mémoires  
I.1  Mémoires à semi-conducteurs 
Suite au développement du marché de l’électronique et de la diversité de ses applications, les 
systèmes électroniques sont devenus complexes et les composants mémoires en sont devenus 
un des principaux éléments. 
 
Les mémoires à semi-conducteurs représentent la technologie prépondérante actuellement 
commercialisée par les plus grands groupes industriels. Elles utilisent le stockage de charges 
comme mécanisme de stockage d’information et se divisent en deux grandes catégories : les 
mémoires volatiles et les mémoires non-volatiles [1] [2]. Les mémoires volatiles doivent leur 
nom au fait qu’en l’absence d’alimentation électrique l’information encodée est perdue. Les 
principaux avantages de ce type de mémoires sont des temps d’accès en lecture et des temps de 
programmation très courts (1 à 10 ns). A l’inverse, les mémoires non-volatiles retiennent 
l’information indépendamment de toute alimentation électrique extérieure. Cependant, la 
programmation de tels dispositifs est bien plus lente (de la microseconde à la milliseconde).  
 
Concernant les technologies volatiles actuelles, les mémoires DRAM présentent de très bonnes 
performances avec un temps de fonctionnement très court, une consommation électrique 
moyenne et une endurance très élevée. De plus, elles présentent une plus grande densité 
d’intégration que les mémoires SRAM et donc un plus faible coût. Elles possèdent de nombreux 
domaines d’application ; elles sont utilisées notamment comme mémoires vive des ordinateurs, 
tablettes, etc. Quant aux mémoires SRAM, elles sont essentiellement utilisées dans les 
mémoires tampons et les mémoires caches des ordinateurs. 
 
En ce qui concerne les mémoires non-volatiles, la technologie à grille flottante nommée Flash 
domine le marché avec près de 95% des revenus [3]. Les cellules mémoires Flash peuvent être 
organisées en matrices mémoires selon deux architectures distinctes qui scindent les mémoires 
Flash en deux catégories [4]:  
- Les mémoires Flash NOR sont utilisées pour le stockage de codes d’instruction des 
systèmes d’exploitation des téléphones portables, cartes mères ou microcontrôleurs. 
- Les mémoires Flash NAND sont utilisées pour stocker une grande quantité de données. 
 
Pour répondre aux exigences du marché de l’électronique, ces deux catégories des mémoires 
Flash doivent augmenter leur capacité de stockage et diminuer leur coût de fabrication. Ces 
challenges ont pu être relevés par la technologie Flash via la miniaturisation de ses composants. 
Cependant, cette miniaturisation laisse aujourd’hui entrevoir ses limites. En effet, pour des 
cellules de petites dimensions, on est confrontés à des limitations électriques telles que la 
réduction du nombre d’électrons stockés, des effets de couplage entre cellules adjacentes ainsi 
que des limitations liées au placement et à l’interconnexion des cellules entre elles. Ainsi, la 
fiabilité de ces cellules mémoires diminue lorsque leur taille diminue et la réduction de leur 
coût est limitée. [5]  
Pour s’affranchir des limitations de la technologie Flash, une des stratégies adoptées consiste à 
changer de mode de stockage de l’information via la conception de nouveaux types de 
mémoires dites « mémoires alternatives ».  






Dans ces nouvelles mémoires « émergentes », il ne s’agit plus de stocker des charges dans la 
grille flottante d’un transistor mais d’utiliser les matériaux et leurs propriétés intrinsèques 
comme des composants à caractéristiques variables. [6] 
I.2  Mémoires non volatiles émergentes  
De nos jours, il existe deux grandes catégories de mémoires : les mémoires à stockage de charge 
décrites précédemment qui sont des mémoires Front-end et les nouvelles mémoires émergentes 
qui sont des mémoires Back-end. Ces dernières sont de type ReRAM (Resistive RAM) et 
reposent sur la commutation réversible entre deux états stables de résistance. Elles sont basées 
sur des dispositifs à deux terminaux dans lesquels le matériau actif est pris en sandwich entre 
deux électrodes.    
 
Les mémoires résistives se déclinent en quatre catégories : les mémoires FeRAM (Ferroelectric 
RAM), les mémoires  MRAM (Magnetic RAM), les mémoires résistives filamentaires et les 
mémoires à changement de phase (PCRAM). [7] 
 
- Les mémoires ferroélectriques (FeRAM) utilisent deux états stables de polarisation d’un 
matériau ferroélectrique.  
- Les mémoires  magnétiques (MRAM) utilisent deux états stables d’orientation 
magnétique présents dans un empilement de couches  ferromagnétiques.  
- Les mémoires résistives filamentaires sont de deux types: les mémoires résistives à pont 
conducteur (CBRAM) et les mémoires résistives à base d’oxyde (OxRAM). Elles sont 
généralement constituées d’une couche active placée entre deux électrodes 
conductrices. Par l’application d’un stress en tension ou en courant sur la couche active 
via les électrodes, il y a la formation (ou la destruction) d’un filament conducteur 
connectant ces électrodes. Ceci va entraîner la commutation réversible entre un état 
hautement résistif et un état faiblement résistif. [8]  
- Les mémoires à changement de phase sont basées sur la transition rapide et réversible 
du matériau à changement de phase entre un état cristallin faiblement résistif et un état 
amorphe hautement résistif. Ces mémoires représentant l’objet de travail de cette thèse, 
elles seront décrites en détail dans la suite du manuscrit. [9]  
 
La Figure 1 représente une classification des différents types de mémoires les plus 




Figure 1: Organigramme des principales technologies de mémoires. [1] [2] [3] 
 






I.3  Comparaison des technologies de mémoires émergentes 
Les différentes mémoires émergentes présentées précédemment ne sont pas au même stade de 
maturité technologique et se caractérisent chacune par des avantages et des inconvénients.  
Dans l’état actuel de la recherche, les mémoires de type FeRAM et MRAM présentent des 
difficultés d’intégration ainsi qu’un potentiel de miniaturisation limité. Cependant, elles 
peuvent être optimisées afin de répondre à des cahiers de charges très spécifiques et utilisées 
pour des marchés de niche. 
 
Concernant les mémoires résistives filamentaires, CBRAM et OxRAM, malgré le manque de 
maturité de ces technologies, elles présentent un très bon potentiel. En effet, elles se 
caractérisent par des petites dimensions, une consommation faible, une capacité élevée ainsi 
qu’une facilité de fabrication et un bon potentiel de miniaturisation. Cependant, la variabilité 
de leurs performances et le manque de compréhension physique globale de leurs mécanismes 
de fonctionnement freine le développement de ces technologies. 
Il en résulte que toutes ces nouvelles technologies n’ont pas encore les potentialités pour 
remplacer les mémoires à semi-conducteur et pour devenir des mémoires « universelles » 
combinant à la fois la non-volatilité des mémoires Flash et les performances des mémoires 
DRAM. 
 
Les mémoires à changement de phases quant à elles présentent des caractéristiques très 
prometteuses : 
 Une taille de cellule réduite, directement liée aux progrès de la lithographie.  
 Un temps de lecture et d’écriture inférieur à 100 ns soit entre 500 et 1000 fois moins 
que pour les mémoires Flash.  
 Une durée de rétention de 10 ans à plus de 85°C et une endurance de 109 cycles,  
correspondant aux spécifications attendues pour les applications grand public.  
 Stockage de plusieurs bits par cellule permettant d’augmenter la densité d’information 
stockée sans augmenter le nombre de cellules. 
 
Grâce à ces différentes performances, les mémoires à changement de phase PCRAM sont 
considérées comme l’une des technologies les plus prometteuses pour les futures générations 
de mémoires non-volatiles, aussi bien par les groupes de recherche universitaires que par les 
plus grandes firmes de l’industrie du semi-conducteur. De plus, cette technologie étant la plus 
mature dans le monde des mémoires résistives, elle a été mise en production et utilisée dans des 
téléphones portables dès 2011.  Aujourd’hui, des développements sont en cours pour des nœuds 














II.  Mémoires à changement de phase 
II.1  Bref historique de la technologie PCRAM 
Les mémoires à changement de phases ont été décrites pour la première fois à la fin des années 
soixante par Ovshinsky. Après avoir observé une transition de phase réversible de certains 
alliages entre un état cristallin faiblement résistif et un état amorphe fortement résistif, il a 
proposé d’utiliser cet effet comme mode de stockage d’information en intégrant ces matériaux 
dans des dispositifs mémoires. [10] 
 
Ces alliages qui existent sous deux formes structurelles, amorphe et cristalline, sont à base de 
verres de chalcogénures. Les deux phases sont caractérisées par des propriétés de résistivité 
électrique et de réflectivité optique différentes.  
 
En 1970, les matériaux à changement de phase (nommés PCM) ont été utilisés comme 
matériaux actifs dans des dispositifs mémoires rassemblés dans une matrice 256-bit fabriquée 
par Energy Conversion Devices en collaboration avec Intel. [11] 
 
En 1990, les matériaux à changement de phase ont connu un grand succès suite à leur utilisation 
dans les disques optiques réinscriptibles (CD-RW) notamment avec la découverte de l’alliage 
Ge2Sb2Te5 qui est devenu le matériau de référence. Cette technologie qui utilise la variation de 
réflectivité des matériaux à changement de phase a mis fin à l’ère des supports multimédia 
d’enregistrement magnétique (i.e. cassettes audio et vidéo).  
 
La transition entre les deux phases des matériaux chalcogénures se produit lorsqu’on fournit au 
système l’énergie nécessaire au franchissement de la barrière énergétique qui sépare ces deux 
phases. En pratique, deux méthodes sont utilisées pour initier le changement de phase : 
 
- L’envoi d’impulsions laser sur des zones précises du matériau afin de chauffer 
localement ces zones et les porter dans un état amorphe ou cristallin. Cette technique 
est utilisée dans les disques de stockage optique qui utilisent l’écart de réflectivité 
optique entre les états amorphes et cristallins comme mode de stockage. [12] 
 
- L’application d’impulsions électriques sur le matériau à changement de phase afin de 
provoquer un échauffement thermique par effet Joule qui va initier la transition de 
phase. Cette technique est utilisée dans les mémoires à changement de phase. [13] 
II.2  Description et fonctionnement d’une cellule PCRAM 
Le principe de fonctionnement des dispositifs PCRAM est basé sur la transition de phase du 
matériau chalcogénure qu’ils comportent, induite par l’échauffement de ce matériau sous l’effet 
d’impulsions électriques spécifiques. Cette transition se fait entre une phase cristalline, 
ordonnée, de faible résistance et thermodynamiquement stable et une phase amorphe, 
désordonnée, de résistance élevée et thermodynamiquement instable. 






II.2.1  Ecriture et effacement d’une cellule PCRAM 
Les procédures de programmation des opérations d’écriture (Set) et d’effacement (Reset) sont 
différentes.  
 
En effet, la transition Reset nécessite le passage du matériau à changement de phase de son état 
cristallin vers son état amorphe. Pour cela, il est nécessaire de lui appliquer une impulsion de 
courant (ou de tension) de courte durée et de forte amplitude, dans le but de le chauffer 
suffisamment jusqu’à ce que sa température dépasse la température de fusion et qu’il forme une 
phase fondue. Puis une trempe est appliquée lors du temps de descente très rapide, ce qui bloque 
le matériau dans un état amorphe sans possibilité de recristalliser. 
 
Pour permettre la transition inverse de recristallisation, transition dite de Set, une nouvelle 
impulsion de courant (ou de tension) doit être appliquée. Celle-ci doit être plus longue et moins 
intense. Pour cette transition, il n’est pas nécessaire de fondre le matériau, il suffit simplement 
de dépasser la température de transition vitreuse pour permettre la réorganisation à l’échelle 
atomique du cristal. [14] 
 
Les conditions thermiques ainsi que les impulsions électriques à appliquer au matériau à 
changement de phase lors des opérations de programmation Set et Reset sont schématisées sur 










Figure 2 : Schéma des conditions thermiques des transitions de phase du matériau à 
changement de phase. 
 
Figure 3 : Forme schématique des impulsions 
électriques à appliquer lors des opérations de 
Set et de Reset. 
 
 
De plus, les deux transitions Set et Reset sont caractérisées par des courbes de programmation 
différentes, qui sont obtenues par la lecture de l’état de la cellule au cours de sa programmation. 
II.2.2  Lecture d’une cellule  PCRAM  
La phase amorphe du matériau à chalcogénure est semi-conductrice et présente donc une forte 
résistivité électrique, alors que la phase cristalline est semi-métallique et présente donc une 
faible résistivité électrique. Le procédé de lecture consiste à utiliser une impulsion de faible 
tension pendant un temps quelconque, afin de lire la résistance du point mémoire. Si cette 
résistance est forte, le point est amorphe et le bit est à 0, alors que si la résistance est faible, le 
point est cristallisé et le bit est à 1.  






Cette lecture est d’autant plus facile que le contraste de résistivité électrique entre la phase 





Figure 4 : Représentation de la résistivité électrique du Ge2Sb2Te5 en fonction de la température. Le point d’inflexion 
marque la température de cristallisation. [15] 
 
Par ailleurs, les différences cristallographiques entre les phases amorphes et cristallines 
engendrent des différences remarquables au niveau de la structure électronique de ces deux 
phases et par conséquent des différences de conduction électrique et de conduction thermique. 
 
II.2.3  Caractéristiques I-V et R-I d’une cellule PCRAM 
Une cellule PCRAM est caractérisée par l’évolution du courant qui la traverse en fonction de 
la tension qui lui est appliquée I-V ainsi que l’évolution de sa résistance en fonction de ce 
courant R-I. 
La Figure 5 et la Figure 6 représentent respectivement les caractéristiques I-V et R-I de 




Figure 5 : Caractéristiques I-V d’une cellule PCRAM dans 
ses états SET et RESET. [16] 
 
Figure 6 : Transitions caractéristiques d’une cellule 
PCRAM initialement dans un état SET ou RESET. [17] 
 
On constate que la caractéristique I-V du dispositif à l’état SET est composée de deux parties 
linéaires donc le régime de conduction est ohmique. En effet, la phase cristalline est considérée 
comme un semi-métal.  
 






Concernant l’état RESET, on constate que le courant est quasi nul jusqu’à ce que la tension 
atteigne une valeur critique VTH,  à partir de laquelle il commence à augmenter. Pour des 
tensions justes supérieures à VTH, la tension aux bornes de la cellule diminue tandis que 
l’intensité la traversant augmente ; ceci indique que la résistance de la cellule a fortement 
diminué : on parle de transition électronique. Ensuite, pour des tensions de valeurs supérieures 
à 1V, la caractéristique I-V se confond avec celle de la phase cristalline.  
Ce basculement d’un état faiblement conducteur vers un état fortement conducteur à partir de 
VTH (« electronic switch ») correspond à la transition d’un état amorphe résistif vers un état 
amorphe conducteur.  
Cette commutation joue un rôle fondamental dans le fonctionnement des mémoires PCRAM. 
En effet, en partant de l’état RESET, cette dernière permet d’atteindre les courants nécessaires 
à la cristallisation du matériau amorphe avec l’application de tensions de seulement quelques 
volts, alors qu’il serait nécessaire d’appliquer des tensions beaucoup plus élevées en son 
absence. 
 
Malgré le rôle fondamental de cette transition électronique, son interprétation physique reste à 
ce jour discutée. [18] 
D’abord attribuée à un claquage thermique du matériau amorphe, la transition électronique a 
ensuite été considérée comme un phénomène purement électronique. Ainsi, le mécanisme le 
plus communément admis est la compétition entre un mécanisme de recombinaison de type 
Shockley Hall Reed (SHR) et un mécanisme de génération par ionisation par impact contrôlé 
par le champ électrique et la densité des porteurs. Lorsque l’ionisation par impact dépasse la 
recombinaison, on a un phénomène d’avalanche dans le matériau amorphe qui entraîne 
l’augmentation de sa conductivité électrique. [19] [20]  
 
Les courbes de programmation R-I des dispositifs initialement dans un état SET ou RESET 
permettent de déterminer les courants nécessaires pour leur programmation. Ainsi, en 
appliquant ces courants ISet ou IReset à un dispositif présent dans un état résistif quelconque, on 
peut le programmer dans l’état souhaité (SET ou RESET). 
 
Les propriétés électroniques de la phase amorphe et de la phase cristalline qui sont responsables 
de la conduction de l’état SET et de l’état RESET des dispositifs PCRAM seront décrites dans 
le chapitre IV.  






II.3  Description des dispositifs PCRAM et optimisation 
Il existe plusieurs architectures de dispositifs PCRAM regroupées dans deux catégories : les 
structures planaires et les structures confinées. 
II.3.1  Structures planaires 
II.3.1.1  Structure « PLUG » 
II.3.1.1.1  Description de la structure 
Les dispositifs mémoires à changement de phase qui servent de véhicule de test au LETI sont 
des structures planaires de type « PLUG ». Ces structures contiennent une couche de matériau 
à changement de phase déposée de manière plane entre une électrode supérieure et un élément 
chauffant nommé « heater » ou « plug »,  lui-même relié à une électrode inférieure. Les 
matériaux à changement de phase sont généralement à base d’alliage de Germanium-











Figure 7 : Schéma et image TEM d’un dispositif PCRAM de structure PLUG. [21]  
 
Par ailleurs, le plug est un élément métallique qui permet le passage du courant au matériau à 
changement de phase. Sa géométrie définit la géométrie et la taille de la surface de contact 
(interface) entre le plug et le volume actif. De plus, la géométrie et la composition chimique du 
plug impactent fortement la fonctionnalité et l’efficacité thermique de la cellule mémoire. Par 
conséquent, sa résistance doit être choisie de manière à optimiser la position du pic de 
température à l’interface entre le matériau à changement de phase et le plug. L’ingénierie du 
plug constitue donc une étape importante de la réalisation des dispositifs PCRAM. 
II.3.1.1.2  Description des étapes de fabrication 
La fabrication des structures PLUG au LETI est décrite en détails sur la Figure 8. Elle comporte 
une étape de gravure d’un via dans le matériau diélectrique déposé sur l’électrode inférieure, 
qu’on vient ensuite remplir avec un métal pour réaliser le heater. Un polissage chimico-
mécanique (CMP) est ensuite réalisé afin de garantir la planarité de la surface nécessaire pour 
le dépôt du matériau à changement de phase.  
 
La miniaturisation de ces structures dépend du diamètre du via et donc du nœud technologique 










Les structures fabriquées au LETI utilisent deux techniques de lithographies différentes en 
fonction de la taille du via utilisé : 
- Lithographie DUV (« Deep UltraViolet Lithography ») pour des diamètres > 250 nm ; 
- Lithographie à faisceau électronique (« Electron-beam Lithography »), pour des 
diamètres < 250 nm. 
 
RIE (ou « Reactive Ionic Etching ») : Gravure Ionique réactive (ou gravure par ions réactifs). 
IBE (ou « Ion Beam Etching ») : Gravure par faisceau d'ions. 
 






Figure 8: Procédé de fabrication d’une cellule PCRAM de structure PLUG au LETI. 
 
II.3.1.1.3  Procédé de dépôt du matériau à changement de phase : la pulvérisation cathodique 
Ce procédé de dépôt nommé plus communément PVD (ou « Physical Vapor Deposition ») 
schématisé sur la  
Figure 9, consiste à recouvrir la surface du substrat grâce à un bombardement d’atomes arrachés 
aux cibles. Pour cela, en plaçant au sein du réacteur un gaz neutre (par exemple l’Argon) et 
éventuellement un gaz réactif (par exemple l’Azote),  et en appliquant une différence de 
potentiel entre la cible et le substrat, on va obtenir une atmosphère composée d’électrons, 
d’ions, de photons et d’éléments neutres dans un état fondamental ou excité. On crée ainsi un 
plasma froid. 
 
Sous l’effet du champ électrique, les électrons se trouvent attirés par l’anode (substrat) et les 
ions positifs par la cathode (la cible). Ces ions positifs accélérés par le champ entrent en 
collision avec la cible en provoquant la pulvérisation d’atomes sous forme de particules neutres 
qui se condensent sur le substrat. La formation du film s’effectue selon plusieurs mécanismes 
qui dépendent des forces d'interactions entre le substrat et le film. 
 
La décharge est auto-entretenue par les électrons secondaires émis de la cible. En effet, ceux-
ci, lors de collisions inélastiques, transfèrent une partie de leur énergie cinétique en énergie 
potentielle aux atomes d’Argon qui peuvent s’ioniser. Cependant, le degré d’ionisation du gaz 
reste faible et la vitesse de dépôt s’en trouve réduite. En conséquence, on utilise l’effet 
magnétron qui permet par l’application d’un champ magnétique d’améliorer le trajet des 
électrons au voisinage de la cathode et augmenter la probabilité d’ioniser le gaz. Ainsi, on 
favorise la pulvérisation de la cible et on augmente la vitesse de dépôt. 
 
 
Figure 9: Schéma de la configuration interne de l’enceinte de pulvérisation cathodique et du principe de 
fonctionnement général.  
 
Cette technique de dépôt par PVD ne permet pas de remplir des cavités à fort facteur de forme 
i.e. des cavités dont le diamètre est très petit devant la hauteur, ou de déposer des films très 
minces avec une bonne conformité. 
En revanche, elle présente des vitesses élevées et permet de réaliser un vaste choix de matériaux 
et de compositions. De plus, l’utilisation de plusieurs cibles permet de réaliser des dépôts en 






co-pulvérisation et de balayer facilement les compositions des alliages, notamment ceux qui 
ont été étudiés au cours de cette thèse.  
II.3.1.1.4  Fonctionnement des cellules  
En appliquant un courant électrique à la cellule, le plug et le matériau à changement de phase 
sont chauffés par effet Joule grâce à leur forte résistivité thermique. Il en résulte un 
échauffement de la zone active située à l’interface entre le plug et la couche de matériau à 
changement de phase.  
 
Comme nous l’avons vu précédemment, la durée et l’amplitude de l’impulsion de courant 
appliqué déterminent la forme structurale dans laquelle va se trouver le matériau situé dans la 
zone active. Par convention, on considère le courant de programmation qui correspond au 
courant d’amorphisation noté Ireset et qui permet de passer de l’état cristallin fortement 
conducteur à l’état amorphe fortement résistif.  
Le courant de programmation pour un dispositif PLUG à base de GST utilisant un plug de 
diamètre 300 nm est de l’ordre de 25 mA. 
 
Par ailleurs, chaque cellule mémoire nécessite un dispositif de sélection (transistor MOS ou 
bipolaire, diode d’accès,…) dont la taille est proportionnelle au courant maximum délivrée à la 
cellule. Nous avons vu précédemment que la technologie des mémoires PCRAM doit améliorer 
sa densité d’intégration pour être concurrentielle. Pour cela, il est nécessaire d’obtenir des 
courants de programmation plus faibles, permettant ainsi de diminuer la taille des dispositifs de 
sélection. 
II.3.1.1.5  Optimisation de la structure PLUG par réduction de l’aire de contact 
La densité de courant nécessaire pour produire le même échauffement au niveau d’un matériau 
à changement de phase donné est constante. Il apparait donc évident que si l’aire de contact 
entre le plug et le matériau à changement de phase est réduite (donc si le diamètre du plug est 
petit) alors le courant nécessaire pour dépasser la densité de courant de seuil permettant de 
suffisamment chauffer le matériau sera plus faible. La  
Figure 10 présente les résultats obtenus par une équipe de STMicroelectonics en partenariat 
avec Ovonyx [22]. Il apparait clairement que réduire de moitié l’aire de contact permet de 




Figure 10: Evolution du courant de programmation en fonction de la surface de contact. [22] 
 






Ainsi, en diminuant l’ensemble des dimensions de la cellule mémoire et plus précisément son 
diamètre, on peut réduire de manière proportionnelle le courant de programmation nécessaire 
au fonctionnement de la cellule. 
 
Cependant, la diminution de la taille des dispositifs entraîne une augmentation des pertes 
thermiques et une diminution de leur efficacité thermique. Par conséquent, la densité de courant 
nécessaire pour la programmation des dispositifs devient élevée, ce qui entraîne une 
augmentation du stress thermique au niveau des interfaces et du volume actif. [23] 
 
Différentes architectures planaires ont été conçues afin de diminuer l’aire de contact entre le 
matériau à changement de phase et le plug, telles que la structure micro-trench (ou µtrench) et 
la structure Wall. 
II.3.1.2  Structure « µtrench » 
L’architecture µtrench des cellules PCRAM a été présentée pour la première fois en 2004 par 
STMicroelectronics [24]. Le matériau à changement de phase est déposé de manière planaire 
au dessus de la structure comportant une cavité nommée « trench ». La structure utilise donc 
un matériau actif de dimensions contrôlées et un élément chauffant sous forme de U, nommé 
« ring », et de très faible épaisseur. Dans cette structure, l’aire de contact est définie par 
l’épaisseur du « ring » et la profondeur du « trench », comme le montre la Figure 11. 
  
Figure 11 : Schéma de dispositif de structure «µtrench » montrant la cavité « trench » remplie de matériau à 
changement de phase au contact du heater. 
 
Cette technologie a permis d’atteindre des courants de programmation faibles, une petite taille 
des cellules, un bon contrôle dimensionnel ainsi qu’une bonne intégration dans des matrices de 
plusieurs mega-bits. [25] 
 
Par ailleurs, la structure µtrench a fait l’objet de différentes recherches au sein du LETI, 
notamment pour étudier les effets de diminution de taille ainsi que la fiabilité de la technologie.  
 
Les mesures ont montré que les courants de Set et de Reset présentent une évolution linéaire 
avec la profondeur de la cavité « trench » pour une épaisseur de « ring » donnée. Cette tendance 
confirme la relation linéaire entre le courant de programmation et l’aire effective de l’interface 
entre le matériau à changement de phase et le heater. [26] 
 
De plus, nous nous sommes intéressés à l’impact de la température sur les performances de 
dispositifs µtrench à base de GST. Nous avons montré que l’augmentation de la température 
dans le cas de ces dispositifs entraîne une diminution des niveaux de résistances RESET et SET 
avec la conservation de la fenêtre de programmation. Ces deux effets peuvent être dus 
respectivement à la nature semi-conductrice du matériau amorphe et à la diminution de la 
barrière de cristallisation à haute température.  







Nous avons mis en évidence que l’augmentation de la température entraîne une diminution de 
la tension de seuil VTH  qui rend les dispositifs plus sensibles au courant de programmation. 
Ceci est à l’origine de la diminution du courant de programmation de 40% en passant de 25°C 
à 180°C.  
Enfin, le pic de température atteint au niveau du matériau à changement de phase est réduit 
lorsque la température est élevée en raison de la diminution de VTH qui réduit le stress thermique 
au sein de la cellule au cours des opérations de programmation SET. Ceci entraîne une 
amélioration de l’endurance à haute température.  [26] 
II.3.1.3  Structure « Wall » 
La structure « Wall » représente une évolution directe de l’architecture µtrench. Elle est basée 
sur la fabrication d’un via dans lequel une fine couche de matériau conducteur sera déposée 
puis gravée (Figure 12). Ainsi, cette structure a une taille sub-lithographique ; il en résulte une 
très petite surface de contact entre l’élément chauffant et le matériau à changement de phase ce 




Figure 12 : Schéma de dispositifs de structure « Wall » avec un élément chauffant de hauteur h, d’épaisseur t et de 
largeur W. 
 
Comme nous allons le voir dans le chapitre IV, nous avons utilisé des structures « Wall » 
fabriquées en collaboration avec STMicroelectronics au cours de cette thèse. 
II.3.2  Structures confinées  
II.3.2.1  Architecture « Pore » 
Comme mentionné précédemment, la miniaturisation des structures planaires est limitée par 
l’augmentation des densités de courant nécessaires à la programmation des cellules, en raison 
de la forte dissipation thermique latérale dans les structures de faibles dimensions. L’idée de la 
structure confinée est de « confiner » le matériau à changement de phase dans un via remplaçant 
ainsi partiellement ou totalement le plug. Par conséquent, le courant est confiné dans le matériau 
à changement de phase contrairement aux structures planaires dans lesquelles le courant est 
concentré dans l’amenée du courant (i.e. l’élément chauffant). De plus, la densité de courant est 
uniforme dans le matériau à changement de phase.   
Ainsi, les structures confinées permettent de meilleurs confinements thermique et électrique du 
matériau à changement de phase.   
 
Dans les premières structures confinées de type « Pore » [27], le matériau à changement de 
phase remplit un via de forme cylindrique entouré latéralement d’isolant et il est connecté au 






circuit par une électrode supérieure et une électrode inférieure. Lorsque ce dernier est parcouru 
par le courant de programmation, il connait un auto-échauffement par effet Joule qui va le porter 
dans une forme structurale donnée (amorphe ou cristalline). 
La Figure 13 représente un dispositif de structure confinée de type « Pore » fabriqué au LETI, 




Figure 13 : Vue de coupe TEM d’un dispositif PCRAM LETI  de Structure confinée avec un via de 50 nm rempli avec 
du GST ALD. 
 
La Figure 14 compare l’évolution du courant de Reset en fonction de la taille du contact d’une 
structure planaire et d’une structure confinée. La structure confinée permet d’améliorer 
l’efficacité des dispositifs en diminuant leur courant de Reset d’un facteur deux, tout en assurant 





Figure 14: Evolution du courant d’amorphisation (Ireset) en fonction de la taille de contact entre le matériau à 
changement de phase et le contact inférieur pour une structure planaire et pour une structure confinée. [28] 
 
Une variante de cette structure a été développée par Samsung en 2008. Il s’agit d’une structure 
confinée utilisant une forme rectangulaire pour le via, nommée structure « dash ».  
 
Comme pour la structure PLUG, la principale limitation des architectures « Pore » est la 
dimension minimale du via liée au nœud lithographique. De plus, pour remplir des vias de 
diamètre inférieur à la centaine de nanomètres, les procédés de dépôts utilisés pour les structures 
planaires ne sont pas suffisants.  






Il est nécessaire d’utiliser des procédés de dépôt plus conformes du matériau à changement de 
phase permettant de remplir des vias de petites dimensions, comme par exemple la CVD 
(Chemical Vapor Deposition) ou l’ALD (Atomic Layer Deposition).  
 
De plus,  dans les structures confinées, la densité de courant étant uniforme dans le matériau à 
changement de phase, lorsque celle-ci atteint la valeur requise pour la fusion du matériau, ce 
dernier va subir la fusion dans son ensemble. Ceci rend difficile la programmation des 
dispositifs dans des états de résistance intermédiaires. 
En revanche, dans les structures PLUG, la densité de courant diminue lorsqu’on s’éloigne de 
l’interface matériau à changement de phase/ plug. Ceci signifie qu’un contrôle de la densité de 
courant permet de changer le volume total du matériau fondu, ce qui rend possible la 
programmation du dispositif dans des états de résistance intermédiaires. 
 
II.3.2.2  Architecture confinée avec « Spacer » 
Afin de dépasser les limitations de l’architecture confinée classique tout en diminuant l’aire de 
contact, une nouvelle technologie de fabrication de contact a été développée. Il s’agit de la 
technologie « Spacer ». Cette technologie a été utilisée au LETI pour développer des dispositifs 




Figure 15 : Schéma et image TEM d’un dispositif LETI de structure confinée utilisant des « spacer » remplis de 
SiN pour diminuer l’aire de contact. 
 
Le procédé de fabrication utilisé au LETI pour cette structure est similaire à celui utilisé pour 
la structure PLUG combinée avec la technologie « spacer ». Une fois que le via de 300 nm de 
diamètre est obtenu par DUV, on procède au dépôt d’une couche uniforme de SiN d’épaisseur 
100 nm qu’on vient ensuite graver de manière verticale et anisotrope sur toute son épaisseur. 
Par conséquent, on obtient deux espaceurs de SiN au fond du via et créant ainsi un pore de 100 
nm de diamètre.  
 
Les dispositifs utilisant du GeTe comme matériau à changement de phase ont permis d’atteindre 
des courants de programmation de l’ordre de 1.5 mA. [15] 
II.3.2.3  Architecture confinée « Sidewall » 
Comme nous l’avons mentionné précédemment, le procédé de PVD n’est pas adapté pour 
remplir des vias de facteurs de forme élevés. Afin d’utiliser ce procédé de dépôt dans les 
structures confinées, une nouvelle procédure de fabrication a été mise au point en 2013 par 
IBM/Macronix. [30] 






Le matériau à changement de phase est déposé par PVD dans le via réalisé dans la couche de 
SiN. Il est déposé sur les flancs et au fond du via avec une épaisseur d’environ 20 nm au fond 
et 11 nm sur les flancs (Figure 16). Le matériau à changement de phase est donc confiné dans 
une tranchée de 11 nm de large et 43 nm de haut. Cette structure est appelée « Sidewall ».   
La structure Sidewall dans laquelle le matériau GST est déposé par PVD a permis d’atteindre 
des courants de programmation plus faibles que ceux atteints par la structure PLUG pour les 
mêmes surfaces de contacts GST/ électrode (Figure 17). Cette structure nous permet de nous 
affranchir des contraintes liées à la qualité des dépôts et qui imposent l’utilisation de modes de 




Figure 16: Image TEM du dispositif confiné de type 
Sidewall avec GST déposé en PVD. [30] 
Figure 17: Courant de Reset en fonction de l’aire de 
contact entre GST/ électrode pour dispositifs PLUG (en 
rouge) et Sidewall (en bleu). [30] 
II.4  Choix du matériau à changement de phase 
Le courant de programmation dépend de la résistivité de la phase cristalline car le procédé de 
réamorphisation nécessite de chauffer le matériau par effet Joule via l’application d’une 
impulsion de courant, et un matériau plus résistif pourra être chauffé avec un courant plus faible. 
Ainsi, une autre voie à explorer pour optimiser la technologie PCRAM consiste à trouver un 
matériau à changement de phase qui présente des caractéristiques lui permettant d’améliorer les 
performances des dispositifs PCRAM et notamment d’augmenter la stabilité thermique des 
états programmés. 
 
Pour cela de très nombreuses études sont menées. Certaines d’entre elles portent toujours sur 
des matériaux à base de Germanium, de Tellure et d’Antimoine comme le GeTe ou les 
composés GexSbyTez  [32] [33]. En se référant à ces études, il apparait que le GST pourrait être 
avantageusement remplacé par le GeTe, puisque celui-ci possède un contraste de résistance 
entre l’état cristallin et l’état amorphe supérieur à celui du GST et que ses propriétés à haute 
température sont meilleures du fait de sa plus grande température de cristallisation. 
Ces matériaux seront décrits plus en détails dans le chapitre II dans lequel seront présentées 
également les différentes optimisations qui ont été proposées dans la littérature et les 
performances atteintes par les dispositifs finaux. 
 
De nombreux autres matériaux ont été étudiés et essayés pour une application dans les PCRAM, 
notamment des matériaux à base d’Etain et de Sélénium, SnxSey [34]. En analysant les 
caractéristiques des matériaux SnSe, SnSe2 et Sn2Se3 donnés dans le Tableau 1, SnSe2 semble 
être le matériau à changement de phase optimal. En effet, sa résistivité est plus grande que celle 
du GST et du GeTe et par conséquent le courant de programmation nécessaire sera plus faible. 






De plus, son contraste entre l’état amorphe et l’état cristallin est plus important que ceux du 
GST et du GeTe.  
 
Toutefois, malgré ses propriétés intéressantes, le matériau SnSe2 doit être intégré dans un 
dispositif PCRAM afin de tester sa fiabilité (endurance, rétention) avant de conclure sur la 
possibilité de l’utiliser dans les mémoires PCRAM. De plus, il est nécessaire d’évaluer sa 
compatibilité avec les procédés standards de la microélectronique.  
 
Des recherches sur les matériaux basés sur le Gallium sont également menées pour les 
applications PCRAM, par exemple l’Indium-Gallium-Oxygène (InGaO) dont quelques 
propriétés sont fournies dans le tableau. [35] 
 
Des composés ternaires à base de Gallium-Antimoine-Tellure ont également été proposés pour 
une application dans les mémoires à changement de phase [36]. Par exemple, la composition 
Ga2Sb5Te3 [37] se caractérise par une grande vitesse de programmation et de bonnes 
performances en rétention mais présente une fenêtre de programmation d’un ordre de grandeur. 
Le matériau GaSb5Te4, quant à lui, permet d’atteindre des vitesses de programmation élevées, 

























Ge-Te 750 2 
1E5 – 
4E5 
170 – 185 2,18±0,39 
GST 1000 40 2,5E3 145 2.3±0.3 
SnSe 14,4 3000 4,8 215 2,01±0,11 
SnSe2 7560 22 3,4
E5 220 1,93±0,07 
Sn2Se3 7650 21 3,6
E5 163 0,58±0,04 
InGaO   10-37 250-290 1,27±0,07 
GaSb5Te4   1
E2 190 2.13 






III.  Applications et challenges des mémoires PCRAM 
III.1  Applications des mémoires PCRAM 
Le développement des systèmes électroniques s’accompagne d’un besoin croissant de stockage 
de données et de codes. Ceci implique la nécessité d’augmenter la capacité et donc la densité 
d’intégration des mémoires et fait de la miniaturisation un objectif majeur des mémoires non-
volatiles. Par ailleurs, la miniaturisation des mémoires Flash nécessite la résolution de plusieurs 
problématiques d’ordre technique et économique, telles que l’augmentation de la complexité 
de la partie logique, l’utilisation et la recherche de nouveaux matériaux (High-K). [39] 
 
Afin d’être compétitives face à ces mémoires Flash, les mémoires émergentes doivent diminuer 
leur consommation d’énergie et montrer un bon potentiel de miniaturisation pour atteindre les 
nœuds technologiques avancés. Dans ce contexte, la technologie PCRAM a relevé le défi de la 
miniaturisation parmi les nouvelles technologies mémoires avec une dimension minimale du 
contact de 5nm. Grâce à cela, elle est déjà utilisée pour certaines applications et vise une 
utilisation plus large dans le marché des mémoires non-volatiles. [40] 
III.1.1  Applications indépendantes ou « stand-alone » 
Ces applications ont pour objectif de stocker une grande quantité d’informations et leur 
principal marché d’utilisation est le marché de stockage de données utilisateur [41]. Elles 
concernent des produits tels que les clés USB, cartes mémoires de téléphones mobiles et 
tablettes ainsi que les disques de stockage SSD (Solid State Disk). Ce marché est depuis 
longtemps dominé exclusivement par la technologie Flash NAND pour des raisons 
économiques.  
 
Néanmoins, des études de « reverse engineering » ont montré la présence de mémoires PCRAM 
dans des téléphones mobiles fabriqués par Samsung/Intel en 2011.[42] 
En 2013, Micron a mis en production des puces PCRAM destinées à être utilisées dans des 




Figure 18 : Photo du circuit intégré d’un téléphone NOKIA comportant une puce mémoire à base de PCRAM 
fabriquée par Micron. [43]  
III.1.2  Applications embarquées ou « embedded »  
Ces applications ont la spécificité de co-intégrer le composant mémoire avec les éléments de 
logique CMOS sur la même puce. Elles ont des domaines d’application divers [39] tels que 
l’électronique grand public (électroménager, téléphones portables, jouets), l’électronique 
appliquée (cartes électroniques sécurisées ou « Secure Smart-Card », médical) ainsi que 






l’électronique industrielle (Micro-contrôleurs de machines industrielles). De plus, l’automobile 
constitue un des principaux marchés de ces mémoires puisqu’elles sont utilisées pour 
différentes applications tels que l’habitacle, le groupe moteur, l’extérieur et la sécurité.  
 
Cependant, ce marché de l’automobile représente un vrai challenge pour la technologie 
PCRAM, en particulier en raison des hautes températures dans lesquelles doivent être assurées 
les opérations de programmation et de stockage. 
En effet, les spécifications de ce marché sont très sévères en termes de fiabilité des composants 
mémoires: 
- Une durée de vie entre 15 et 30 ans (spécification standard à 10 ans de fonctionnement 
continu) ; 
- Un temps de fonctionnement effectif d’environ 10% pour les applications standards ; 
- Une gamme de température de fonctionnement entre -55°C et 150°C ; 
- Une défectivité nulle. 
 
Par ailleurs, les applications « Secure Smart-Card » présentent elles aussi un vrai challenge pour 
la technologie PCRAM. Elles exigent la conservation des informations au cours d’un recuit 
thermique industriel rapide à environ 260°C nommé « Sodering Reflow » (ou « recuit de 
soudure »). 
 
Actuellement, la technologie Flash NOR domine le marché des applications embarquées mais 
sa miniaturisation ne suit pas la vitesse de la technologie CMOS, ce qui crée un écart important 
entre les technologies CMOS et Flash embarquée. De plus, elle  se trouve aujourd’hui 
confrontée à des contraintes de co-intégration avec la technologie CMOS développée pour le 
nœud technologique 28 nm. [44] 
 
La technologie PCRAM, quant à elle, doit améliorer ses propriétés de rétention afin de 
prétendre aux applications embarquées qui exigent des tenues en températures bien plus élevées 
que celles du marché « stand-alone ». Ce point constitue un sujet de recherche très actif à la fois 
pour les chercheurs et les industries, ce qui a permis la mise au point de prototypes PCRAM 
embarqués pour le nœud technologique 90 nm. [45] 
III.1.3  Applications SCM ou «Storage Class Memories » 
Dans les systèmes électroniques utilisant différentes technologies mémoires (ordinateurs, 
tablettes…), il existe une différence importante entre les vitesses de fonctionnement de ces 
technologies en termes de programmation et de lecture. En effet, la vitesse de fonctionnement 
des mémoires SRAM et DRAM utilisées pour le stockage des données à court terme est 
inférieure à 100 ns alors que celle des disques utilisés pour le stockage des données à long 
termes est  supérieure à 1 ms. Pour réduire cette différence, des mémoires Flash NAND ont été 
introduites avec des vitesses de fonctionnement supérieures à 10 µs laissant encore un écart 
important avec les mémoires SRAM et DRAM.  
 
Afin d’éliminer cette zone creuse et rendre plus rapide l’utilisation des appareils électroniques, 
il est nécessaire de chercher pour le stockage de données à long termes des technologies 
mémoires ayant des vitesses de fonctionnement proches de celles des technologies SRAM et 
DRAM. Les mémoires résistives répondent à cette condition et pourraient ainsi constituer une 
solution pour l’amélioration des performances des appareils en termes de vitesse de 
fonctionnement. 






Ces mémoires font désormais partie d’une nouvelle catégorie de mémoires nommée « storage 
class memories » qui se distingue par la possibilité d’être utilisée soit en tant que mémoire (à 
court terme) soit en tant qu’élément de stockage (à long terme). Concernant ces technologies 
SCM, les performances requises pour satisfaire le cahier des charges sont différentes en 
fonction de leur utilisation en tant que mémoire ou élément de stockage. En effet, l’utilisation 
mémoire requiert des vitesses de programmation et de lecture très élevées (inférieures à 1 µs) 
tandis que l’utilisation stockage demande un coût très faible. Quant à la capacité et l’endurance, 
les deux applications ont les mêmes spécifications. [46] [47] 
III.1.4  Benchmark des démonstrateurs PCRAM 
Les mémoires PCRAM présentent un bon potentiel pour les différentes applications décrites 
précédemment, ce qui motive la recherche et développement autour de ces mémoires  qui sont 
considérées comme l’une des technologies du futur. Nous présentons dans le Tableau 2 un 
benchmark des démonstrateurs développés pour les différentes applications ainsi que certaines 




Tableau 2 : Benchmark des prototypes mémoires utilisant des PCRAM réalisés pour les différentes catégories 




 « Stand-alone » « Embedded » “SCM” 









Date  2009  2011  2012  2005 2011  2012 2014 2013  
Capacité  1GB  1GB  8GB  32 KB 4MB  8MB 32MB 256MB  
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Ireset 0.2mA 0.2mA 0.1mA     0.31mA 
Endurance 1E8  
1E9  
@90°C 

























[55] [56] [57] [58] 






Ce tableau récapitulatif montre que des prototypes à base de PCRAM ont été mis au point pour 
différentes applications et à différents nœuds technologiques, en allant du 90nm au 20nm. Les 
architectures utilisées pour les dispositifs et les sélecteurs permettant de les alimenter en courant 
sont divers. En ce qui concerne les performances obtenues pour ces prototypes, les données 
disponibles montrent des courants de programmation de quelques centaines de µA, une 
endurance variant de 1E6 à 1E9 en fonction des technologies et des temps de rétention qui 
satisfont la condition de 10 ans à 85°C.  Ainsi, les performances en rétention sont suffisantes 
pour les applications « stand-alone » ; en revanche, elles ne répondent pas au cahier des charges 
des applications embarquées.  
 
Les différentes technologies présentés ci-dessus ont recours à la miniaturisation des dispositifs 
afin d’augmenter la densité d’intégration des PCRAM et leur capacité de stockage. Une autre 
solution alternative est présentée dans la littérature : c’est la technologie multi-niveaux. 
III.2  Mémoires PCRAM multi-niveaux 
Afin d’augmenter la densité effective de la mémoire (nombre de bits par unité de surface), la 
technologie multi-niveaux MLC (pour « multi-level cell ») exploite la capacité d’une cellule 
mémoire à stocker plusieurs bits de données numériques, contrairement à la technologie 
classique qui utilise la cellule pour stocker uniquement des données analogiques (0 ou 1). En 
pratique, on va programmer la cellule dans un état résistif précis parmi plusieurs états de 
programmation définis. [59] 
 
Il existe plusieurs facteurs intrinsèques qui limitent le stockage multi-niveaux pour la 
technologie PCRAM : 
 
- Le bruit de programmation qui augmente avec le cyclage ; 
- La recristallisation de la phase amorphe, considérée comme « un phénomène à long 
terme » à température ambiante pour les matériaux à changement de phase standards ; 
- La dérive des résistances vers des valeurs plus élevées, juste après programmation. Il 
s’agit d’un « phénomène à court terme ». 
 
Afin de s’imposer sur le marché des mémoires, les dispositifs PCRAM doivent encore améliorer 
leurs performances que ce soit pour répondre aux spécifications des applications embarquées 
ou pour être utilisés dans le stockage multi-niveau. C’est la raison pour laquelle la fiabilité des 
PCRAM constitue un axe de recherche majeur pour le développement de cette technologie.    
 
  






IV.  Fiabilité des mémoires PCRAM 
IV.1  Critères de fiabilité 
La fiabilité désigne la stabilité d’un système en termes mécanique (la structure), thermique (la 
composition chimique) ou fonctionnelle (stabilité des données lors de la lecture ou l’écrite des 
cellules). [14] [60] 
 
Dans le cas d’une mémoire, la fiabilité est déterminée par le moment où on ne peut plus écrire 
de nouvelles données ou les lire correctement. Les critères de fiabilité pour une mémoire 
PCRAM sont les suivants : 
 
- Stabilité des données au cours des opérations de programmation et de lecture ; 
- Endurance au cyclage donnée par le nombre de cycles écriture/ effacement avant 
endommagement ; 
- Stabilité des états programmés au cours du temps à une température donnée. 
Le dernier critère recouvre deux instabilités très importantes pour les PCRAM : 
- La baisse de la résistance programmée mesurée par la « la rétention » de l’état RESET ; 
- La hausse de la résistance programmée, connue sous le nom du « Drift ». 
 
Afin d’améliorer les performances de cellules PCRAM, il est nécessaire d’accéder à une 
compréhension approfondie des phénomènes qui interviennent dans la dégradation des 
performances de fiabilité de ces cellules. Nous allons voir dans la partie suivante une 
présentation de ces mécanismes de défaillance. 
IV.2  Mécanismes de défaillance 
IV.2.1  Programmation 
Dans le cas d’une matrice composée de cellules PCRAM, l’opération de programmation d’une 
cellule entraîne une génération de chaleur par effet Joule qui peut diffuser vers les cellules 
voisines disposées dans des matrices pour le stockage multi-bit. Si ces cellules sont dans des 
états hautement résistifs, les matériaux actifs qu’elles comportent sont amorphes et la chaleur 
générée par la programmation de la cellule va accélérer leur cristallisation. L’état d’information 
conservée dans ces cellules va donc changer. Ce mécanisme est nommé « perturbation 
thermique » ou « cross-talk ». [14] [61] 
 
Pour trouver des solutions visant à limiter ce phénomène, des simulations numériques sont 
réalisées pour calculer la température dans une cellule lors de la programmation d’une cellule 
voisine. On peut ainsi obtenir des cartes thermiques en 3D pour deux cellules voisines pour 
différentes architectures. 
La Figure 19 et la Figure 20 illustrent respectivement les cartes thermiques de deux cellules 
voisines obtenues pour une architecture PLUG et pour une architecture µ-trench. Dans les deux 
cas, la cellule de gauche est programmée tandis que la cellule de droite initialement dans un 
état RESET est la cellule soumise aux perturbations. [62] 
 








Figure 19 : Carte thermique 3D pour deux cellules 
adjacentes de type PLUG. 
Figure 20 : Carte thermique 3D pour deux cellules 
adjacentes de type µ-trench. 
 
Les cartes thermiques obtenues montrent une diffusion thermique des cellules programmées 
vers les cellules voisines.  
Afin de conclure sur les perturbations engendrées par la programmation d’une cellule sur une 
cellule adjacente, on analyse plus précisément les profils de températures obtenus par les 




Figure 21 : Profil de température obtenu pour deux cellules adjacentes de structures PLUG, schématisées sur la 
Figure 19. [62] 
 
La Figure 21 montre dans le cas des structures PLUG au nœud 300 nm que la programmation 
de la cellule s’accompagne d’un pic de température sur cette cellule mais elle n’a pas d’impact 
sur la cellule voisine à l’état RESET pour laquelle la température est très faible. De plus, aucun 
effet sur le courant de programmation de la cellule voisine n’est observé. 
 
Ces études ont montré l’absence de perturbations thermiques pour les nœuds 90 et 65 nm. En 
revanche, pour le nœud 45 nm, une température non négligeable est mesurée sur la cellule 
voisine ; elle est donc perturbée thermiquement par l’opération de programmation en raison de 
la faible distance entre dispositifs. De plus, le cyclage entraîne une augmentation de ces 
perturbations pour les  nœuds 65 et 45nm. En effet, la température atteinte par la cellule voisine 
atteint les 200°C après 1E10 cycles écriture/ effacement de la cellule programmée. [61] [62] 
 
Ainsi, les structures PLUG des cellules PCRAM sont fiables d’un point de vue thermique 
jusqu’au nœud 65 nm mais elles deviennent sensibles aux perturbations thermiques de 
programmation au nœud 45 nm. De plus, le cyclage accentue cette sensibilité et dégrade la 
fiabilité des cellules.  






IV.2.2  Lecture  
L’opération de lecture d’une cellule hautement résistive peut entraîner la cristallisation de son 
matériau actif par auto-échauffement thermique. Ce mécanisme est désigné par « read disturb » 
ou « perturbation en lecture ». Il dépend de plusieurs paramètres : la tension appliquée, le 
courant de lecture ainsi que la température. [61] 
 
Les courants de lecture qu’on utilise usuellement en laboratoire pour l’état RESET varient entre 
10 nA et 100 nA. Les résistances mesurées pour cette gamme de courant varient entre 2.106 et 
5. 106 Ω.  
Pour l’utilisation dans un produit, la limite basse mesurable dans un temps de lecture 
raisonnable est de l’ordre de 40 µA. On doit donc viser un état SET suffisamment conducteur 
pour faire passer 40 µA à la tension de lecture. Un courant inférieur à 40 µA est indétectable et 
correspond à l’état RESET. 
 
Les études montrent que  la résistance d’un dispositif RESET dépend très faiblement du courant 
de lecture utilisé. [61] 
 
Les deux mécanismes de perturbations thermiques décrits précédemment doivent être maitrisés 
afin de répondre aux spécifications des marchés des PCRAM. Ces derniers doivent assurer leurs 
performances pour 10 ans de lecture continue et jusqu’à 1E10 cycles de programmation des 
cellules voisines pour certaines applications. 
IV.2.3  Endurance  
Après plusieurs cycles écriture/ effacement, la cellule PCRAM peut connaitre deux modes de 
défaillance suite auxquels elle ne pourra plus être programmée (Figure 22) : [63] 
 
- « Reset- stuck failure » : la cellule est bloquée à l’état hautement résistif et le passage 
du courant devient impossible. 
- « Set-stuck failure » : la cellule est bloquée à l’état faiblement résistif. Ce mécanisme 
de défaillance est le plus fréquent. 
 
 
Figure 22 : Evolution des résistances en fonction du nombre de cycles Set/ Reset. Deux modes de défaillance 
sont mis en évidence : «Stuck Set » et « Stuck Reset ». [64]  
  






IV.2.3.1  « Reset- stuck failure » : analyse physique du mécanisme 
Le cyclage des cellules PCRAM entraîne une modification de leur résistance et leur blocage à 
l’état hautement résistif (Figure 23). [60] 
 
Ces cellules bloquées à l’état RESET sont caractérisés par: 
 
• des « voids » dans le matériau actif à base de GST à l’interface de l’élément chauffant 
(Figure 24) ; 
• une tension seuil VTH supérieure à celle des cellules fonctionnelles. 
 
Ces deux effets montrent que le mécanisme de défaillance est lié au matériau actif en GST. La 
présence de voids dans ce matériau entraîne la formation d’un circuit ouvert qui bloque la 




Figure 23 : Evolution de la résistance au cours du 
cyclage montrant le blocage de la cellule à l’état RESET.   
[63] 
Figure 24 : Image TEM d’un dispositif bloqué à l’état 
RESET montrant la présence d’un void à l’interface 
GST/ heater. [63] 
IV.2.3.2  « Set- stuck failure » 
Le cyclage des cellules PCRAM entraîne une modification de leur résistance et leur blocage à 
l’état faiblement résistif (Figure 25). Ceci est dû soit à un changement dans le matériau à 




Figure 25 : Evolution de la résistance au cours du cyclage montrant le blocage de la cellule à l’état SET. [63] 
Afin de comprendre les origines de  l’effet de « Set-stuck », des analyses morphologiques et 
électriques sont présentées dans la littérature.   






IV.2.3.2.1  Analyses morphologiques 
Les dispositifs ont été analysés par MEB-EDX avant et après un cyclage de 1E7 cycles (Figure 
26). La microscopie électronique à balayage consiste à envoyer un faisceau électronique fin sur 
la coupe de la zone active du dispositif qui va interagir avec cette dernière et générer des rayons 




Figure 26 : Analyses MEB-EDX du dispositif avant et 
après cyclage. Les cartographies des éléments 
chimiques montrent une  accumulation de Sb et un 
appauvrissement en Ge à l’interface GST/ heater. [65] 
Figure 27 : Image TEM d’un dispositif bloqué à l’état 
SET montrant une déplétion en Ge à l’interface GST/ 
heater. [67] 
 
Les analyses du volume actif montrent un enrichissement en Sb et une déplétion en Ge dans la 
couche du GST située au-dessus du heater. (Figure 27)  De plus, les atomes Sb s’agglomèrent 
et forment un dôme métallique qui s’assimile à une protubérance du heater dans le matériau 
actif. Ceci entraîne une augmentation de l’aire de contact entre le matériau actif et le heater. La 
zone active devient quasi-métallique ce qui entraîne une diminution de la résistivité électrique 
du matériau à changement de phase et une décroissance continue de la résistance de l’état 
RESET. [65] 
IV.2.3.2.2  Analyses électriques 
Les mesures électriques montrent que la transition électronique est affectée par le cyclage. En 
effet, la tension VTH chute (Figure 28), ce qui est attendu suite à la formation d’un dôme 
métallique dans la zone active du matériau à changement de phase. De plus, on observe 
l’augmentation du courant de RESET. (Figure 29) [63] 
 
 
 Avant cyclage 106 cycles 
VTH (V) 0.8 0 
IReset (mA) 0.8 2.03 
 
Figure 28 : Evolution de la tension seuil VTH 
au cours du cyclage. [63] 
Figure 29 : Bilan des valeurs de VTH et de I Reset avant après 
cyclage. [63] 
 






Des simulations confirment que la formation du dôme métallique à l’interface GST/ heater 
entraîne une augmentation du courant de programmation IReset [65]. Ceci s’explique par la 
résistivité électrique faible du matériau actif. 
IV.2.3.2.3  Origine physique du mécanisme 
La modification de la composition chimique du matériau à changement de phase après cyclage 
résulte de la redistribution des éléments chimiques dans ce matériau. On note qu’au cours de 
l’opération de Reset, le champ électrique et la température atteignent des valeurs élevées, 
typiquement J= 5.1E6 A/cm² et T> 700°C. 
 
Par ailleurs, au cours de la programmation et plus particulièrement dans la phase liquide, les 
espèces sont susceptibles de se déplacer sous l’effet de 4 facteurs: [66] 
 
- l’électromigration : celle-ci résulte de la forte densité de courant dans le matériau. 
Toutes les espèces sont alors emportées dans la même direction par le flux de charges. 
 
- la migration ionique par effet de champs : sous l’effet du champ électrique fort, il y a 
création de particules chargées dans le matériau à changement de phase qui vont se 
séparer et créer un mouvement de charges. De plus, nous savons que sous l’effet d’un 
gradient de potentiel électrique, Ge et Sb migrent vers la polarité négative et Te vers la 
polarité positive. Ceci entraîne le changement du ratio Ge/ Sb. [61] [63] 
 
- le gradient de concentration (diffusion de Fick) : celle-ci tend à homogénéiser la 
composition du matériau à changement de phase. 
 
- le gradient de température (thermodiffusion) : Ge migre vers les zones froides et Sb vers 
les zones chaudes.  
 
Par conséquent, la région fondue est soumise à plusieurs forces lorsque le dispositif est bloqué 
à l’état « Set-stuck ». Une force motrice constituée de la somme de différentes forces décrites 
plus haut devient active.  
Le gradient de concentration tend à rendre la composition de la phase fondue uniforme et 
thermodynamiquement stable.   
Or le gradient de température entraîne une séparation des éléments chimiques en fonction de la 
température. Les atomes de Ge sont éjectés vers les zones froides alors que les atomes de Sb 
restent dans le cœur de la zone active très chaud. 
 
L’étude [63] a montré que l’application d’une polarisation permet d’accélérer l’effet de 
stabilisation de la phase. En polarisation directe, on applique à la cellule des impulsions de 
RESET consécutives avec un courant I> IReset; la force électrostatique et la force de diffusion 
tendent à se compenser et la cellule reste bloquée à l’état SET. En polarisation inverse, les 
forces sont plus importantes et donc la cinétique de transport obtenue est plus rapide et permet 
de retrouver une phase uniforme.  
 
Par l’application de 10 impulsions de RESET successives, le courant IReset du dispositif diminue 
(Figure 30) et la tension VTH augmente (Figure 31). De plus, ils atteignent les valeurs du 
dispositif avant cyclage. Le dispositif quitte l’état « Set-stuck » et devient alors fonctionnel. 
Ensuite, il montre une endurance au cyclage de 1E5 cycles. [63] 
 







Figure 30 : Caractéristiques R-I d’un dispositif 
initialement bloqué à l’état « Set-stuck », après 
l’application de séries d’impulsions RESET. [63] 
Figure 31 : Evolution de la tension seuil VTH au cours 
des impulsions de RESET. [63] 
  
IV.2.4  Rétention  
IV.2.4.1  Mécanisme de défaillance : la cristallisation de la phase amorphe  
La phase amorphe étant instable, elle risque de subir une cristallisation non contrôlée si 
une énergie lui est appliquée ou si beaucoup de temps passe depuis sa programmation. La 
cellule PCRAM initialement programmée à l’état RESET va donc connaitre une cristallisation 
progressive de son matériau actif qui implique une chute de la résistance et donc un changement 
de l’état de programmation de la cellule. Ce mécanisme dépend de la température et du temps.  
 
Afin de tester les performances en rétention d’un dispositif, on le soumet à une température 
donnée constante et on mesure sa résistance à différents pas de temps. On obtient ainsi des 
tracés de la résistance en fonction du temps qui nous permettent de définir le temps de rétention 
à la température testée selon le critère de défaillance choisi sur la résistance. 
Par ailleurs, l’évolution de la résistance pour une même cellule programmée avant chaque test 
à l’état RESET présente un comportement stochastique. Un modèle théorique de Monte Carlo 
a été développé par le groupe de Lacaita afin d’expliquer ces fluctuations statistiques de la 
résistance en fonction du temps R(t) en tenant compte de la dynamique de cristallisation du 
matériau GST. [69]  
 
En fait, le mécanisme qui contrôle la rétention se déroule en trois étapes : [70] 
- Nucléation de germes dans la phase amorphe 
- Formation de filaments conducteurs de faible résistance par percolation: les grains formés 
s’enchainent pour former un chemin conducteur, ce qui conduit à une chute de la résistance. 
- Coalescence des cristaux et stabilisation de la résistance à une valeur faible. 
 
Le comportement stochastique observé sur les courbes R(t) ( 












Figure 32 : Résistance mesurée en fonction du temps pour le même dispositif PCRAM à 190°C. Le dispositif est 
toujours préparé dans le même état de résistance RESET avant le recuit. [70] 
 
Le modèle mentionné précédemment permet de suivre la morphologie cristalline de la phase et 
de calculer la fraction cristalline formée dans la région amorphe suite au recuit thermique à une 
température donnée (Figure 33). Ensuite, le modèle permet de calculer la résistance au cours 
du temps à cette température (Figure 34). La Figure 34 indique les étapes de la cristallisation 




Figure 33 : Evolution de la morphologie de la phase 
initialement amorphe calculée durant le recuit 
thermique qui mène à la cristallisation. [69] 
Figure 34 : Evolution de la résistance mesurée et calculée 
en fonction du temps à différentes températures de 
recuit : 180°C, 190°C et 210°C. [69] 
 
A partir des courbes de rétention mesurées à différentes températures, on peut évaluer le temps 
de défaillance à chaque température et tracer la  courbe d’Arrhenius représentant le temps de 
cristallisation en fonction de 1/kBT. Par extrapolation, il est possible de déterminer la tenue en 
rétention d’une cellule à une température donnée, comme l’indique la Figure 35 qui montre 
pour la cellule étudiée une rétention de 10 ans à 110°C. 
 







Figure 35 : Tracé d’Arrhenius donnant le temps de rétention en fonction de la température pour une cellule 
PCRAM à base de GST. [61] 
 
La rétention de l’état RESET constitue un axe d’étude très important pour les PCRAM, 
l’objectif étant de trouver le meilleur compromis entre une température de cristallisation élevée 
et un temps et un courant de cristallisation faibles. Pour cela, il est nécessaire de comprendre 
les mécanismes physiques mis en jeu dans la cristallisation et identifier les paramètres 
physiques impactant la rétention. Ceci constitue une partie de ce travail de thèse et fera 
l’objet du chapitre II de ce manuscrit. 
IV.2.4.2  Spécifications visées 
Comme nous l’avons mentionné précédemment, la rétention de l’information au cours de la vie 
du dispositif doit être de 10 ans à 85°C pour répondre aux spécifications des applications grand 
public et de 10 ans à 150°C pour les applications automobiles. 
Par ailleurs, pour certaines applications embarquées telles que les cartes numériques sécurisées 
(ou « Secure Smart-Card »), une spécification plus contraignante doit être respectée. Il s’agit 
de la rétention de l’information au cours de l’étape de « Soldering ». 
 
En effet, pour ces applications, il est nécessaire de stocker les informations sur la matrice 
mémoire avant de procéder à la soudure de la puce mémoire sur la carte électronique comportant 
le circuit logique programmable pour des raisons de confidentialité. 
 
Ceci nécessite le développement de procédures de pré-codage spécifiques et de dispositifs à 
base de matériaux optimisés qui permettent de pré-coder deux états d’informations stables lors 
de l’étape industrielle de soudure.  
Cette étape connue sous le nom de « Soldering Reflow» correspond à un recuit thermique 
standard de 2 minutes à 260°C.  
 
Des dispositifs à base de matériaux optimisés ont été fabriqués au LETI et testés pour étudier 
leur compatibilité avec le recuit de « Soldering ». Les résultats seront présentés dans le 










IV.2.5  « Drift » 
Les mémoires PCRAM peuvent être programmées à différents états de résistances. Ces 
résistances augmentent au cours du temps de manière plus ou moins importante en fonction de 
la résistance initiale [71]. Ce phénomène nommé dérive des résistances ou « drift » est décrit 
par une loi de puissance qui exprime la résistance R à un instant t en fonction de la résistance 
initiale R0 mesurée au temps t0 et du « coefficient de drift » noté ν : 
 
R= R0 (t/t0) 
ν 
 
La Figure 36 représente l’évolution de différents niveaux de résistances programmés au cours 
du temps de dispositifs à base de GST.  
L’extraction des coefficients de drift pour les différents états de résistance montre que les états 
hautement résistifs présentent des coefficients de drift plus important que ceux des états 
faiblement résistifs. Par conséquent, le drift est d’autant plus important que la résistance 
programmée est élevée. De plus, ce phénomène est accéléré en température. [72] 
 
 
Figure 36 : Evolution de différents niveaux de résistances programmés au cours du temps par le phénomène de 
« drift ». Extraction des coefficients de drift correspondants : le drift est d’autant plus important que la résistance 
programmée est élevée. [73] 
 
Différentes études ont été réalisées afin de limiter ce phénomène qui représente un réel obstacle 
au développement des PCRAM pour le stockage multi-niveaux. L’utilisation de courants de 
lecture élevés (100 nA – 10 µA) permet d’éliminer le drift [71].  
 
Le phénomène de drift est bien connu pour l’état RESET des dispositifs de référence à base de 
GST ; il est relié à la relaxation structurale de la phase amorphe qui cherche à minimiser son 
énergie libre. En revanche, l’état SET de ces dispositifs étant très stable dans le temps 
(coefficient de drift ν < 0.01), le drift de l’état SET n’a commencé à intéresser les chercheurs 
que très récemment suite à l’utilisation de nouveaux matériaux qui ont entraîné une 
augmentation du drift de l’état SET des dispositifs PCRAM. 
 
Par ailleurs, le phénomène de drift étant intrinsèque au matériau, différentes solutions proposées 
au niveau du système ont montré la capacité de la technologie PCRAM  à être utilisée pour le 
stockage multi-niveaux au détriment d’une vitesse de programmation réduite.  
[73] 
 
Pour réduire le drift au niveau du dispositif lui-même, il faut comprendre les mécanismes mis 
en jeu dans ce phénomène pour les états SET et RESET. Ceci nous permettra d’explorer 
d’autres solutions pour réduire le phénomène de drift, notamment par l’optimisation du 
matériau à changement de phase. Ceci fera l’objet du chapitre IV de ce manuscrit. 






Conclusion du chapitre I et orientation donnée au travail 
de thèse  
Afin de répondre aux exigences du marché de l’électronique actuel, les technologies mémoires 
doivent atteindre des capacités de stockage élevées pour un faible coût. Ceci a déclenché une 
course à la miniaturisation dans laquelle sont impliquées différentes technologies mémoires. 
 
Alors que la technologie Flash est confrontée à de multiples obstacles pour son développement 
aux nœuds technologiques avancés, la technologie PCRAM a relevé le défi de la miniaturisation 
parmi les mémoires émergentes avec une dimension minimale du contact de 5 nm. Cette 
réussite est due à la diminution du courant de fonctionnement des dispositifs PCRAM qui 
permet de diminuer la taille des sélecteurs utilisés et donc d’augmenter leur capacité 
d’intégration. De plus, grâce à ses performances satisfaisantes, la technologie PCRAM est déjà 
utilisée pour les applications « stand-alone » et vise une utilisation plus large dans le marché 
des mémoires non-volatiles telles que les applications embarquées et SCM. 
 
Cependant, pour faire face à la concurrence des technologies matures ou émergentes,  il est 
nécessaire d’améliorer la fiabilité des dispositifs PCRAM et de comprendre les mécanismes 
physiques mis en jeu lors de leur défaillance. Les critères de fiabilité des PCRAM ainsi que les 
mécanismes de défaillances qui les affectent ont été décrits de manière détaillée dans ce chapitre 
et sont résumés dans le tableau ci-dessous :  
 
Critère de fiabilité Type de défaillance Effet sur la cellule 




Lecture « Read disturb » 
Cristallisation de la 
cellule par lecture 
répétée 
Endurance au cyclage 
« Reset-stuck failure » 
« Set-stuck failure » 
Blocage du dispositif à 
l’état RESET/ SET 
Stabilité thermique 
 
Instabilité de l’état RESET  
« Rétention » 
 
Chute de résistance en 
fonction du temps et de 
la température 
Instabilité des états SET et 
RESET sous le recuit de 
« Soldering » 
Perte de la fenêtre de 
programmation 
Stabilité temporelle des états 
SET et RESET 
« Drift » 
Augmentation de 
résistance des états SET 
et RESET, accélérée en 
température 






Dans cette thèse, nous nous sommes focalisés sur quelques critères de fiabilité qui constituent 
aujourd’hui de vrais challenges que doit relever la technologie PCRAM afin de s’affirmer sur 
le marché des mémoires : 
 
- améliorer ses propriétés de rétention à haute température pour répondre aux 
spécifications des applications embarquées en particulier l’automobile ; 
- assurer la conservation des données programmées après le recuit de soudure 
« Soldering » pour les applications « Smart-Card » ; 
- assurer la stabilité des données programmées au cours du temps et résoudre le problème 
du « Drift » pour les applications MLC. 
 
Dans ce manuscrit, nous allons investiguer dans le chapitre II la stabilité de la phase amorphe 
responsable de la rétention des dispositifs PCRAM. Pour cela, nous allons nous intéresser aux 
mécanismes physiques mis en jeu lors de la cristallisation du matériau à changement de phase 
afin de déterminer les paramètres physiques impactant ces mécanismes. Nous allons ensuite 
décrire quelques voies d’amélioration de la rétention et étudier l’effet d’interface sur la 
cristallisation à l’aide de simulations numériques. Parmi les solutions proposées dans la 
littérature, on trouve l’incorporation d’un dopage dans le GST ou la modification de la 
stœchiométrie du matériau à changement de phase. 
 
Dans le chapitre III, nous allons présenter une structure PCRAM d’architecture PLUG 
optimisée réalisée au LETI. Cette dernière utilise comme matériau à changement de phase du 
GST incorporant un dopage Carbone (GST-C15%) et une couche d’encapsulation en Titane de 
5 nm d’épaisseur. Ensuite, nous allons évaluer les performances de fonctionnement de cette 
structure ainsi que sa compatibilité avec le recuit de « Soldering » sous l’application d’une 
nouvelle technique de pré-codage. 
  
Dans le chapitre IV, nous allons présenter une structure PCRAM d’architecture Wall à base 
de GST-Ge45%-N4%. Celle-ci permet d’atteindre de très bonnes performances en rétention 
mais montre une instabilité temporelle de ses états SET et RESET (Drift). Toutefois, cet alliage 
permet de tenir les spécifications avec le développement d’une procédure de test optimisée qui 
a permis la diminution du drift de l’état SET. Ensuite, dans le but de comprendre cet effet de 
drift, nous allons voir les propriétés de conduction des états SET et RESET des matériaux à 
changement de phase. Enfin, nous nous intéresserons à l’analyse des origines physiques des 
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Chapitre II :  
 
 Analyse de la cristallisation des  













Résumé du chapitre II 
Pendant plusieurs années, la recherche autour de la technologie des PCRAM était guidée par la 
diminution de la consommation des dispositifs. Pour cela, différentes études basées 
principalement sur l’ingénierie de la structure ont été menées pour réduire la taille des 
dispositifs dans le but de réduire leur courant de programmation, comme nous l’avons expliqué 
dans le chapitre I. En plus de la réduction de la consommation, cette technologie doit faire face 
à une autre propriété critique : la rétention à haute température. Pour cela, il est nécessaire de 
procéder à l’ingénierie du matériau à changement de phase intégré dans la structure. 
 
En effet, le matériau chalcogénure Ge2Sb2Te5 reconnu comme la référence pour les PCRAM 
destinés aux applications grand public [74] [75], présente une faible température de 
cristallisation (environ 140°C) [76] qui le rend capable de satisfaire seulement la condition de 
rétention de 85°C 10 ans. Pour prétendre aux applications embarquées, les PCRAM doivent 
améliorer leur rétention. En particulier, les spécifications de l’automobile en termes de rétention 
sont de 150°C 10 ans. 
Afin de satisfaire cette exigence, différentes approches sont possibles. La première consiste à 
modifier la stœchiométrie du matériau ou y introduire un dopage pour améliorer la stabilité de 
la phase amorphe. Une autre solution consiste à rechercher de nouveaux matériaux qui 
présentent des températures de cristallisation plus élevées. 
 
Dans ce chapitre, nous allons accéder à une compréhension approfondie des mécanismes de 
cristallisation des matériaux à changements de phase. Nous allons également évaluer le rôle des 
paramètres microscopiques sur la stabilité thermique de ces matériaux afin de proposer des 
solutions pour améliorer la rétention. 
 
Pour cela, nous allons présenter en première partie les mécanismes de cristallisation des 
matériaux à changement de phase. En seconde partie, nous allons évaluer l’impact des 
paramètres microscopiques sur la stabilité thermique de la phase amorphe à l’aide de 
simulations numériques par éléments finis. Enfin, nous exposerons les voies d’amélioration de 
la stabilité thermique de la phase amorphe à travers la modification du matériau à changement 






















I.  Mécanismes de cristallisation des matériaux à 
changement de phase : Théorie Classique de la Nucléation 
Deux mécanismes contribuent à la cristallisation d’un matériau amorphe. En premier lieu, la 
nucléation initie la cristallisation par la formation de petits germes cristallins. Ensuite, la 
croissance permet aux germes cristallins d’atteindre une taille macroscopique. [77] 
 
La théorie classique de la nucléation permettant de décrire ces mécanismes a été développée 
par Volmer, Weber , Becker et Döring, Turnbull et Fisher [78] [79] [80], qui se sont basés sur 
les travaux pionniers de Gibbs [81]. 
 
Nous présentons ci-après les mécanismes mis en jeu dans la cristallisation et les différents 
paramètres thermodynamiques qui y sont attachés.  
I.1  La nucléation  
Il existe deux modes de nucléation : La nucléation homogène et la nucléation hétérogène. 
La nucléation homogène a lieu dans le volume de la phase amorphe et n’est pas liée à une 
présence d’impureté, tandis que la nucléation hétérogène est initiée par la présence de sites 
préférentiels de nucléation dans le matériau amorphe tels que les impuretés ou les interfaces. 
I.1.1  Nucléation homogène  
Dans la théorie thermodynamique de Gibbs (1878) [81], les atomes présents dans le liquide (ici 
l’amorphe) oscillent de manière statistique et forment des germes cristallins quand ils se 
trouvent dans une configuration ordonnée. La distribution de ces germes cristallins à l’équilibre 














Où Nequ est la densité de germes de taille r à l’équilibre, Nliq la densité totale initiale d’atomes 
dans le liquide (s’exprimant toutes deux en m-3), ΔGgerme(r) l’énergie réversible de formation 
d’un germe cristallin (s’exprimant en Joules), kB la constante de Boltzmann (en J.K
-1)  et T la 
température absolue (en Kelvin). 
ΔGgerme(r) est la somme de l’énergie due au volume du cristal et de l’énergie due à l’interface 




Où Vgerme et Sgerme représentent respectivement le volume et la surface du germe cristallin 
formé, ΔGv la variation d’enthalpie libre par unité de volume entre les phases amorphe et 
cristalline (en J.m-3) et ca l’énergie d’interface entre ces deux phases de signe positif (en  
J.m-2). De plus, ΔGv représente la force motrice de la cristallisation et est donnée par la formule 
(II.3) de Thomson-Spaepen [82]:  
cagermevgermegerme SGVrG .).()( 










Avec Tm la température de fusion, T la température dans la phase amorphe (en K), et Lf la 
chaleur latente de fusion (en J.m-3). ΔGv est une grandeur positive pour les températures 
inférieures à Tm ; elle s’annule à Tm.  
 
Dans notre étude, nous considérons des nuclei cristallins de forme cubique. Dans ce cas, la 
variation d’enthalpie libre résultant de la formation d’un nucleus cristallin cubique de côté r 
dans une matrice amorphe est donnée par l’équation (II.4): 
 
 cavgerme rTGrTrG ..6))(.(),(
23   (II.4) 
 
Avec r la dimension du nucleus cristallin en formation (longueur du côté du cube s’exprimant 
en m). 
 
L’évolution de l’enthalpie libre de formation d’un germe cubique en fonction de la dimension 
du germe est représentée sur la Figure 37. 
 
Figure 37 : Evolution de l’enthalpie libre de formation d’un germe cubique en fonction de sa taille. 
 
La courbe présente un maximum pour une taille appelée taille du germe critique. Il s’agit de la 






Gd germe . 
 
Ainsi, la taille critique notée r* est de l’ordre de quelques nanomètres et est donnée par la 




























La barrière d’énergie ΔG* (en J) à dépasser pour former un tel nucleus critique est donnée 














La grandeur ΔG* est positive et tend vers l’infini à Tm. 
La croissance des germes cristallins de taille r< r* n’étant pas favorable énergétiquement, ces 
derniers vont se dissoudre spontanément tandis que les germes de taille r> r* peuvent croître 
grâce à leur gain d’énergie libre. 
 
Ceci signifie que ΔG* constitue une barrière à la cristallisation, la même barrière qui empêche 
la cristallisation immédiate de la phase amorphe lorsqu’elle est refroidie de manière abrupte à 
une température inférieure à Tm. 
 
Dans la théorie classique de la nucléation, un germe ayant une taille r> r* peut connaître deux 
types de transformations : il peut croître grâce à l’adsorption de nouveaux atomes ou diminuer 
de taille suite à une perte d’atomes de sa surface. Cette approche a été complétée par un modèle 
cinétique proposé par Volmer et Weber (1926) qui ont suggéré que les germes cristallins de 
taille supérieure à la taille critique ne peuvent connaître qu’une seule transformation: la 
croissance. Or la probabilité qu’a un germe critique de se dissoudre n’est pas nulle. De plus, ce 
modèle utilise l’hypothèse de la discontinuité des distributions des germes cristallins en 
fonction de leur taille qui n’est pas réaliste.  
 
Pour tenir compte de cela, Becker et Döring ont proposé une autre expression pour la 
distribution des germes cristallins à l’équilibre [5] qui sera utilisée par la suite dans le modèle 
de  Kelton et Greer en 1983 [83] qui exprime le taux de nucléation en régime stationnaire selon 
l’équation (II.7) suivante : 
 















hom exp)( *  
(II.7) 
Où Nliq est la densité d’atomes dans le liquide (en m-3), (T) est la fréquence d’accrétion des 
atomes au germe cristallin qui est égale à la fréquence de sauts atomiques (en s-1), [On
*(T)]hom 
est le nombre d’atomes à la surface du nucleus critique, ΔG*hom(T) est la barrière d’énergie à 
dépasser pour former un nucleus critique (en J) et [Z(T)]hom est le facteur de Zeldovich (sans 
unité).  
 
Ainsi, l’expression du taux de nucléation homogène peut être décomposée en deux termes :  


















 contient les paramètres thermodynamiques 
et correspond au nombre de nuclei critiques à l’état stationnaire. 
 
- Le deuxième terme ZOn
*
*
  contrôle la cinétique du processus de nucléation. En 
effet, 
*
nO est le taux d’incorporation de nouveaux atomes au nucleus critique. Il 
exprime la vitesse avec laquelle les noyaux critiques grossissent par addition de 
particules de la phase amorphe. 







En ce qui concerne la définition des termes de cette équation, le facteur de Zeldovich Z  est 






















Avec n*(T) le nombre d’atomes dans le nucleus critique et ΔGmol(T) la différence d’enthalpie 
libre molaire de la transformation amorphe / cristal en J.mol-1. Ces grandeurs doivent être 
calculées dans le cas de la nucléation homogène. 
 
Le nombre On





Par simplification, le terme (On
*Z)hom est donné par la formule (II.9) suivante:  
 























Avec M la masse molaire du matériau, ρ sa masse volumique et Nav le nombre d’Avogadro. 
 
La fréquence d’accrétion (T) pour une phase amorphe a été calculée par Turnbull et Fisher 
dans le modèle qu’ils ont développé pour compléter la Théorie Classique de la Nucléation. Ce 
modèle définit deux types de cristallisation distincts : la cristallisation limitée par collision 
(reliée à la vitesse des phonons) et la cristallisation limitée par diffusion (reliée au facteur de 
diffusion). En ce qui concerne la cristallisation des  matériaux à changement de phase, les 
atomes doivent atteindre une mobilité suffisante afin de constituer des germes critiques 
susceptibles de conduire au cristal de la nouvelle phase. C’est donc le transport atomique ou 
diffusion qui constitue le mécanisme clé à la base du phénomène de nucléation car il en 
détermine sa cinétique. Dans ce cas, la fréquence d’accrétion au germe cristallin (T) est reliée 
au coefficient de diffusion D(T) (en m2.s-1) et à la distance interatomique moyenne d par la 






T   
(II.10) 
 
Le facteur de diffusion atomique D(T) est relié à la viscosité (T) par la formule (II.11) de 
Stokes-Einstein : [84] 
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(II.11) 
 





























Avec T0 la température de vitrification idéale du matériau considéré et les paramètres expovisco 
et factvisco sont spécifiques à chaque matériau. 
 
Ainsi, en calculant les différents termes de l’équation (II.7) de Greer et Kelton, il est possible 
de calculer le taux de nucléation homogène en fonction de la température. 
 
 
On représente sur la Figure 38 l’évolution du taux de nucléation homogène en fonction de la 
température calculé dans le cas du GST avec les paramètres suivants : 
 
Tm = 883; Tg = 353; 𝞀= 6150; Lf = 1.1*109; d= 3*10-10;  
 

















La forme en cloche de cette courbe est due au fait que le mécanisme de nucléation soit fonction 
de deux facteurs principaux : l’énergie motrice de la transformation (Gv) et la mobilité des 
atomes. (Figure 39) 
Pour les faibles températures (proches de la température de transition vitreuse), bien que la 
force motrice de la nucléation soit élevée, la mobilité atomique est faible et le taux de nucléation 
l’est aussi.  
 
Pour les températures élevées (proches de la température de fusion), la mobilité atomique 
devient très élevée. Cependant, le taux de nucléation est faible parce qu’il est dominé par la 
variation d’énergie libre qui devient à son tour très faible. 
 
En revanche, le taux de nucléation devient élevé et atteint son maximum à une température 
intermédiaire (Tg<T<Tm). Ceci est le résultat d’un compromis entre les deux effets antagonistes 
qui contrôlent le mécanisme, comme le montre la Figure 39.  
 
 
Figure 39 : Evolution du taux de la nucléation en fonction de la température et représentation des deux facteurs 
principaux qui le contrôlent.   
 
I.1.2  Nucléation hétérogène 
La nucléation hétérogène est décrite par les mêmes modèles présentés précédemment pour la 
nucléation homogène tout en prenant en compte l’existence d’impuretés, de défauts ou 
d’interfaces dans le matériau qui agissent comme des sites de nucléation. 
 
 
   
 























Le bilan d’enthalpie libre résultant de la formation d’un embryon cubique de côté r sur un 
substrat et dans une matrice amorphe est donnée par : 
 
0...5).( 223   rrGrGGG cavcramhet  
(II.14) 
 
Avec : 0  subamsubcr   en J.m
-2 
 
Et σcr-sub, σam-sub et σca les énergies respectives des interfaces cristal-substrat, amorphe-substrat 
et amorphe-cristal. 
 
Pour favoriser la nucléation hétérogène sur le substrat, χ doit être compris entre -5.σca et 0. 
 



































Le raisonnement de la nucléation homogène dans le cas de la formation d’un germe cristallin 
cubique décrit précédemment reste valable. En revanche, les atomes de la phase amorphe qui 
peuvent agir comme des sites préférentiels à la nucléation ne sont pas tous les atomes de la 
phase amorphe mais seulement ceux qui sont en contact avec le substrat.  
 
Le taux de nucléation hétérogène en régime stationnaire Ihet-s(T) est donc défini, d’après le 
modèle de Kelton et Greer [83], par l’équation suivante : 

















Avec Nhet le nombre de sites de nucléation hétérogène par unité de volume et On
* le nombre 














Par simplification, le terme (On
*Z)het est donné par la formule (II.19) suivante:  























Nous représentons sur la  
Figure 41 le taux de nucléation hétérogène pour le matériau Ge2Sb2Te5.   









Figure 41: Evolution du taux de nucléation hétérogène du du Ge2Sb2Te5 en nombre de nuclei/m3/s en fonction de la 
température avec Nhet=1E23, = -0.4. 
 
 
I.2 La  croissance 
Lorsque le grain cristallin atteint une taille critique, celui-ci présente une forte probabilité de 
croître jusqu’à atteindre une taille macroscopique. La croissance est contrôlée au niveau de 
l’interface du germe avec son environnement par l’accrétion de nouveaux atomes sur la surface 
de ce germe. Elle est donnée par la différence entre la probabilité que présente un atome de 




Figure 42 : Représentation des barrières d’énergie qui contrôlent la croissance des grains cristallins.  
 




































Avec d la distance interatomique moyenne, ʋ la fréquence de vibration atomique (en s-1), Q la 
barrière d’énergie pour passer du liquide au cristal (en J). [84] 

















exp  représente la probabilité pour un atome d’avoir une énergie supérieure à Q qui lui 










exp représente sa probabilité 
de revenir dans le liquide. 
 

































































En utilisant la formule exprimant la grandeur γ en fonction de la viscosité η, nous avons pu 
calculer et tracer la vitesse de croissance en fonction de la température. (Figure 43) 
 
 
Figure 43 : Evolution de la vitesse de croissance du GST en fonction de la température. 
 
 
Tout comme les taux de nucléation, la vitesse de croissance ν s’annule à la température Tm, elle 
est négligeable à Tg et atteint son maximum à une température comprise entre Tg et Tm. 
 







Il est important de souligner que la vitesse de croissance maximale est généralement atteinte à 
plus haute température que le maximum du taux de nucléation. Ces deux mécanismes 
nécessitent le franchissement d'une barrière cinétique et la nucléation nécessite en plus le 
franchissement d’une barrière thermodynamique due à l'énergie interfaciale cristal- liquide.  







II.  Simulation de la stabilité thermique des PCM 
II.1  Modèle utilisé 
Afin d’évaluer le rôle des paramètres microscopiques sur la stabilité thermique des mémoires à 
changement de phase, nous nous sommes intéressés aux taux de nucléation en volume et aux 
interfaces ainsi que la vitesse de croissance d’un matériau à changement de phase donné et nous 
avons identifié les différents facteurs qui les définissent.  
 
Généralement, la nucléation en volume est modélisée par une nucléation homogène alors que 
la nucléation aux interfaces est considérée comme une nucléation hétérogène. Dans le but de 
reproduire les temps de nucléation observés expérimentalement, nous avons choisi un modèle 
basé sur la nucléation hétérogène en volume (en présence d’impuretés ou de défauts) et aux 
interfaces. 
 
Ainsi, dans cette étude, nous avons utilisé les équations suivantes :  
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(II.23) 
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En utilisant les équations décrites ci-dessus, nous avons recalculé les taux de nucléation en 

















































Figure 44: Evolution des taux de nucléation en nombre de nuclei/m3/s en fonction de la température. Le taux de 
nucléation en volume représenté en vert et le taux de nucléation aux interfaces en bleu sont ceux du GST calculés avec 
Nhet_vol=1E23, Nhet_int=1E23, χvol= -0.3, χint= -0.4. 
 
II.2  Impact des paramètres microscopiques sur la stabilité thermique 
des matériaux à changement de phase  
II.2.1  Présentation des facteurs microscopiques 
Les facteurs microscopiques qui interviennent dans les expressions des trois grandeurs 
considérées ont été identifiés et répertoriés dans le  
Tableau 3. Aussi, nous avons choisi des gammes de valeurs pour les différents facteurs centrées 
autour des caractéristiques physiques du GST de référence.  
 
En utilisant plusieurs plans d’expériences, nous avons calculé par simulation analytique à l’aide 
de MATLAB les grandeurs qui contrôlent la cristallisation : le taux de nucléation hétérogène 
en volume, le taux de nucléation hétérogène aux interfaces ainsi que la vitesse de croissance. 
Nous avons pu extraire six réponses pour chaque série de paramètres définie par les plans 
d’essais, le maximum atteint et la température correspondante pour chacune des grandeurs 
calculées. 
  








Tableau 3 : Liste des facteurs microscopiques pris en compte pour l’étude de la stabilité thermique des PCM ainsi que 
les gammes de valeurs considérées pour chaque facteur. 
II.2.2  Résultats et discussions 
Nous considérons un modèle mathématique constitué de 6 sorties notées chacune Yj= f(X1,.., 
X11) avec X1,…, X11 les facteurs étudiés. Afin de connaître les entrées qui ont le plus d’impact 
sur les sorties, nous calculons les indices de sensibilité du premier ordre pour chacune des 
entrées Xi en utilisant la fonction Sobol qui définit pour chaque couple (Xi, Yj) un indice de 








Dans cette équation, le terme E(Yj|Xi) représente la fonction de Xi uniquement qui approche le 
mieux Yj, Var(E(Yj|Xi)) représente la ﬂuctuation de la sortie si elle était uniquement fonction 
de Xi. Pour déterminer l’indice de sensibilité correspondant au facteur Xi, cette fluctuation 
Var(E(Yj|Xi)) est normalisée par la ﬂuctuation totale de Yj, Var(Yj). 
 
Ensuite, en traçant la fonction Sobol pour chaque couple (Xi, Yj), nous avons caractérisé l’effet 
moyen de chacun des onze facteurs sur les six réponses considérées. [85] 








K 330 520 353 








m 2,0E-10 6,0E-10 3,0E-10 
expo_visco 
Facteur intervenant 
dans la viscosité 
S.U. 1 10 4,2 
fact_visco 
Facteur intervenant 
dans la viscosité 
S.U. 1 10 2,4 
χint+5* σ 
Energie d’interface 
pour la nucléation 
aux interfaces 
J/m2 0,2 0,55 0,2 
χvol+5* σ 
Energie d’interface 
pour la nucléation 
en volume 
J/m2 0,2 0,55 0.2 
Nhet_int 
Nombre de sites de 
nucléation aux 
interfaces 
1/m2 1,0E+22 1,0E+24 1,0E+23 
Nhet_vol 
Nombre de sites de 
nucléation en 
volume 
1/m3 1,0E+22 1,0E+24 1,0E+23 









Les graphes représentés sur la Figure 45 sont les tracés de la fonction de Sobol pour quelques 
facteurs représentant leur impact sur le maximum atteint par le taux de nucléation aux 





Figure 45: Tracés de la fonction de Sobol pour quelques facteurs et leur impact sur le maximum atteint par le taux de 
nucléation aux interfaces. 
 
Afin d’interpréter ces graphes, nous avons extrait différentes grandeurs mathématiques 
associées à la loi de probabilité choisie dans le modèle d’approximation. La grandeur la plus 
importante correspond au pourcentage de la variance expliquée par la variable seule qui va 
déterminer l’impact de cette variable (ou facteur) sur la réponse considérée. D’autres grandeurs 
donnent la variance expliquée par l’interaction ente des couplets de facteurs.   
 
Ainsi, ces différentes grandeurs mathématiques permettent de déterminer l’influence de chacun 
des facteurs sur la réponse considérée et d’identifier leurs effets conjoints. En pratique, on 
compare les pourcentages d’impact de chaque facteur étudié sur la sortie considérée. 
 
Finalement, en analysant les pourcentages d’impact de chaque facteur sur les différentes 
réponses obtenues par la simulation analytique, nous avons pu déterminer les facteurs qui n’ont 
pas d’impact sur la stabilité thermique des matériaux à changement de phase. Ce sont les 
paramètres microscopiques suivants : d, 𝞺, Nhet_int et Nhet_vol. 
 
Ensuite, nous avons établi deux plans d’expériences pour les sept facteurs restants pour lesquels 
nous avons pu choisir des gammes de valeurs plus étroites dans le but d’améliorer la fiabilité 
des résultats (Tableau 4). En effet, le choix de gammes étendues peut générer des fluctuations 







sur les fonctions de Sobol et entraîner une mauvaise corrélation avec les modèles 
mathématiques utilisés (Monte Carlo) pour définir les courbes d’approximation. 
 
 
Paramètre  Unité Min max GST 
Tm Température de 
fusion 
K 720 1120 880 
Tg Température de 
transition vitreuse 
K 350 420 353 
Lf Chaleur latente 
fusion 
J/m3 5,0E+08 5,0E+09 1,1E+09 
expo_visco Facteur intervenant 
dans la viscosité 
S.U. 1 6 4,2 
Fact_visco Facteur intervenant 
dans la viscosité 
S.U. 1 6 2.4 
χint+5* σ Energie d’interface 
pour la nucléation 
aux interfaces 
 
J/m2 0.2 0.55 0.2 
χvol+5* σ Energie d’interface 
pour la nucléation 
en volume 
 
J/m2 0.2 0.55 0.2 
Tableau 4 : Liste des facteurs microscopiques pris en compte dans la deuxième étape de l’étude de la stabilité 
thermique des PCM ainsi que les gammes de valeurs considérées pour chaque facteur. 
 
Nous avons calculé par la simulation analytique les taux de nucléation et la vitesse de croissance 
pour les différentes séries de paramètres des plans d’essais, après avoir fixé les facteurs sans 
impact aux valeurs propres du GST. En utilisant les modèles mathématiques décrits 
précédemment, et en prenant en compte le fait que les paramètres expo_visco et fact_visco 
soient liés aux paramètres Tm et Tg, on retiendra que quatre facteurs principaux impactent la 
stabilité thermique des matériaux à changement de phase: Tm, Tg, Lf et Σ, avec Σ= χ+5* σ en 
volume ou aux interfaces. 
Plus précisément, le couple de facteurs (Tg, Tm) règle la gamme de températures dans laquelle 
la nucléation et la croissance ont lieu tandis que (Σ, Lf) règle l’amplitude des taux de nucléation 
et de la vitesse de croissance, comme le montre la Figure 46.  








Figure 46 : Evolution du taux de nucléation et de la vitesse de croissance du Ge2Sb2Te5 en fonction de la température 
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II.3  Simulation numérique par éléments finis de la cristallisation 
La cristallisation est évaluée grâce à l’évolution de la réflectivité en fonction de la température 
dans le cas des films minces et par l’évolution de la résistance en fonction du temps pour les 
dispositifs. Nous avons cherché à reproduire ces courbes dans le cas du matériau GST à l’aide 
des simulations numériques par éléments finis. 
II.3.1  Description du modèle utilisé 
II.3.1.1  Thermodynamique 
Nous avons effectué des simulations par éléments finis pour évaluer, en fonction de la 
température et du temps, la cristallisation qui est générée par la nucléation et la croissance. 
Pour cela, nous avons utilisé les équations de taux de nucléation hétérogène en volume et aux 
interfaces ainsi que la vitesse de croissance décrites au II.1. 
II.3.1.2   Electrique 




  (II.29) 
 
Avec σ la conductivité électrique et V le potentiel électrique appliqué. 
 
La conductivité électrique de la phase amorphe dépend de la température et du champ électrique 
appliqué E tandis que celle de la phase cristalline est fonction uniquement de la température. 





































crcristallin exp0  
(II.31) 
 
Où les facteurs pré-exponentiels am0 , cr0   et le champ électrique critique E0 sont des 
constantes, amE  et crE  sont les énergies d’activation respectives des réactions d’amorphisation 
et de cristallisation, kb est la constante de Boltzmann.  
 
L’outil de simulation utilisé nous a permis de travailler avec un maillage fin de 3 nm par maille. 
 
En pratique, le modèle comporte deux études distinctes: 
- Une étude temporelle qui permet de suivre la cristallisation du matériau à changement 
de phase. 
- Une étude statique qui permet de calculer le potentiel électrique en tout point du 
matériau et de déterminer ensuite sa résistance à chaque pas de temps. 
 







Ces simulations de la cristallisation nous ont permis de déterminer la rétention des dispositifs 
PCRAM et la température de cristallisation des films minces à base de matériaux à changement 
de phase. 
II.3.2  Description des géométries étudiées 
Dans les études de rétention des mémoires à changement de phase, nous sommes intéressées 
par deux types de structures qui sont soumises à des procédures de tests de rétention distinctes : 
la structure film mince et la structure dispositif. 
 
Dans le cas du film mince, celui-ci est soumis à une rampe de température et nous cherchons à 
suivre l’évolution de sa résistivité en fonction de la température appliquée. En revanche, dans 















Figure 47 : Schémas de la structure film mince (gauche) et de la structure dispositif de type PLUG (droite) utilisées 






































II.3.3  Optimisation des paramètres électriques pour simuler la rétention du GST 
Afin d’ajuster les données simulées sur les mesures expérimentales, nous avons procédé à des 
études d’optimisation des paramètres électriques. Nous avons modifié les facteurs de 
conductivités de l’amorphe et du cristal afin d’ajuster les valeurs des résistances du matériau 
amorphe et cristallin sur les valeurs expérimentales. De plus, nous avons programmé la lecture 
de résistances à température ambiante afin de nous rapprocher au mieux des conditions de 
mesures.  
 
Dans le Tableau 5 sont rapportées les valeurs des paramètres σ0cr et σ0am utilisées ainsi que les 
résistances des phases amorphe et cristalline du matériau à changement de phase obtenues pour 
les différentes séries de paramètres. Ces paramètres nous ont permis d’obtenir des résistances 
de la phase amorphe et de la phase cristalline proches de celles mesurées expérimentalement 






σ0cr 2E5 2E6 
σ0am 3.6E13 3.6E12 
Ramorphe (Ω) 7E5 3E6 
Rcristal (Ω) 300 800 
 
Tableau 5 : Valeurs initiales et valeurs optimisées des paramètres pré-exponentiels intervenant dans les relations de 
conductivités amorphe et cristalline ainsi que les résistances obtenues pour les deux phases. 
 
II.3.4  Résultats et discussions 
A l’aide du logiciel de simulation COMSOL MULTIPHYSICS, nous avons effectué des calculs 
de simulation numérique par éléments finis dans la configuration d’un film mince de matériau 
à changement de phase soumis à différentes rampes de températures ainsi que dans le cas d’un 
dispositif de structure PLUG soumis à une température constante, en utilisant le modèle décrit 
au II.3.1 et les géométries décrites au II.3.2. Nous avons choisi comme critère d’arrêt des calculs 
l’atteinte par la fraction cristalline d’un pourcentage de 90%. 
II.3.4.1  Cas des films minces 
En utilisant le modèle développé, nous avons pu suivre l’évolution de la fraction cristalline en 
fonction de la température dans une couche de matériau à changement de phase initialement 
amorphe. Nous avons pu également suivre l’évolution de la résistance en fonction de la 
température pour différentes séries de paramètres.  
 
En utilisant les paramètres du GST décrits dans le Tableau 3, nous avons obtenu les courbes de 
rétention de films minces de GST soumis à une rampe de température, comme le montre la 
Figure 48 dans le cas d’une rampe de 10°C/min.  
 








Figure 48 : Evolution des résistances en fonction de la température de films minces de GST soumis à une rampe de 
température de 10°C/min, obtenues par les mesures et les simulations.  
 
L’étendue des valeurs de résistances étant différentes entre les résultats des mesures et des 
simulations, nous avons choisi des critères différents pour déterminer la température de 
cristallisation. Ainsi, le critère de cristallisation pour les mesures correspond à la température à 
laquelle la résistance atteint les 100 kOhms, tandis que pour les simulations nous avons choisi 
la résistance de 20 kOhms.  
 
En conclusion, dans la configuration d’un film mince de GST soumis à une rampe de 
température de 10°C/min, la température de cristallisation est de 143°C pour les mesures du lot 
considéré et de 157°C pour les simulations. 
 
De plus, nous avons pu simuler les courbes du même type de film mince sous d’autres rampes 
de températures comme représenté sur la  
Figure 49 sur une gamme de températures réduite. Pour les rampes de 5°C, 10°C et 17°C, on 
obtient des températures de cristallisation comprises entre 155°C et 160°C qui sont croissantes 







































Figure 49 : Evolutions des résistances en fonction de la température de films minces de GST soumis à différentes 
rampes de températures (5°C, 10°C et 17°C), obtenues par simulation. 
 
Les températures de cristallisation des films minces de GST calculées à l’aide des simulations 
sont plus élevées que celles mesurées expérimentalement pour le lot considéré. Pour mieux 
ajuster les courbes de résistances en fonction de la température pour les différentes rampes de 
température, il faut jouer sur les paramètres microscopiques impactant la rétention. Les 
simulations ayant été réalisées avec une température de transition vitreuse de 80°C, il est 
possible de diminuer les températures de cristallisation en modifiant cette température de 
transition vitreuse. 
 
Des simulations effectuées sur films minces de GST soumis à une rampe de température de 
10°C/min ont donné les résultats suivants ( 
Tableau 6): 
 
Tg (en°C) 80 75 70 
Tc (en °C) 157 151 146 
 
Tableau 6 : Les températures de cristallisation obtenues à l’aide des simulations pour différentes températures de 
transition vitreuse choisies. 
 
Ainsi, en choisissant une température de transition vitreuse de 70°C, on ajuste la température 
de cristallisation du film mince de GST sous la rampe de 10°C/min qui vaut expérimentalement 
143°C (Figure 48). Dans ce cas-là, l’écart entre la valeur simulée et la valeur expérimentale est 
de l’ordre de grandeur de l’incertitude de la mesure. 
 
Par ailleurs, en choisissant le stockage de la composition de la phase avec un pas de temps 
donné, on peut suivre l’évolution de la morphologie de cette phase et donc du processus de 
cristallisation du matériau ( 
Figure 50). Les zones amorphes sont représentées en bleu alors que les zones cristallines sont 
représentées en rouge. 
 
Ainsi, pour une couche mince de GST soumise à une rampe de 10°C/min, on peut observer la 































nuclei déjà existants à 157°C. A 158.6°C, on obtient une phase presque entièrement cristalline 




   
150.4°C 157°C 158.6°C 
 
Figure 50 : Evolution de la résistance en fonction de la température d’un film mince de GST soumis à une rampe de 
10°C/min ainsi que la morphologie de la phase de ce film mince visualisée à 150.4°C, 157°C et 158.6°C. Les zones 
amorphes sont représentées en bleu alors que les zones cristallines sont représentées en rouge. 
II.3.4.2  Cas des dispositifs  
Dans le cas des dispositifs, nous avons d’abord cherché à ajuster la valeur de la résistance 
initiale du dispositif de structure PLUG à base de GST en jouant sur la taille du champignon 
amorphe défini dans le programme de simulation. 
 
Nous avons choisi un champignon de demi-base a= 200 nm et de hauteur b= 80 nm, comme 





























Figure 51 : Schéma de la structure du dispositif PLUG simulé avec les dimensions optimisées.  
 
En utilisant ces dimensions avec les valeurs optimisées des facteurs de conductivité présentées 
au II.3.3, nous avons pu ajuster les résistances du dispositif PLUG à base de GST à l’état SET 
et à l’état RESET, comme le montre le Tableau 7. 
 
Résistance du dispositif 




Etat SET 300 Ω  170.6 Ω 
Etat RESET 5 MΩ  6.98 M Ω 
 
Tableau 7 : Valeurs des mesures expérimentales et des grandeurs calculées par simulation pour la résistance des 
dispositifs PLUG dans les états SET et RESET. 
 
Nous avons ensuite simulé la rétention de ce dispositif sous différentes isothermes. La  
Figure 52 montre l’évolution de la résistance de ce dispositif au cours du temps lorsqu’il est 
































Figure 52 : Evolution de la résistance au cours du temps d’un dispositif PLUG à base de GST soumis à des isothermes 
de 145°C et 150°C. 
 
Pour déterminer le temps de défaillance noté tfail, nous avons choisi un critère sur la résistance 
du dispositif qui doit atteindre Rinitiale/10. 
 
On a ainsi obtenu pour le dispositif considéré les temps de défaillances suivants : 2250 secondes 
à 145°C, et 240 secondes à 150°C. 
 
Nous pouvons également simuler la rétention du même dispositif à des températures plus 
élevées, par exemple à 170°C et visualiser la morphologie de la phase à différents temps comme 




Figure 53 : Evolution de la résistance au cours du temps d’un dispositif PLUG à base de GST soumis à une isotherme 
de 170°C ainsi que celle de la morphologie de la phase visualisé à 0.18 s, 0.38 s et 0.6 s. Les zones amorphes sont 
représentées en bleu alors que les zones cristallines sont représentées en rouge. 
 
Le temps de défaillance calculé à l’aide des simulations est très faible par rapport aux temps 
mesurés expérimentalement. En effet, la cristallisation du matériau GST intégré dans un 
dispositif PLUG est trop rapide dans les différentes conditions de températures simulées.  
 
Ainsi, en utilisant le même set de paramètres, on ne peut pas reproduire la température de 
cristallisation des films minces et le temps de défaillance des dispositifs (rétention). Ce résultat 
tend à montrer que le matériau à changement de phase est modifié lors de son intégration dans 
le dispositif probablement à cause des procédés de fabrication. En effet, ces derniers peuvent 
modifier les propriétés du matériau PCM par stress thermique ou par apport de contraintes. 
 
Après avoir modélisé la cristallisation du GST, nous allons voir comment retarder cette 







































III.  Amélioration de la stabilité thermique de la phase 
amorphe 
III.1  Intérêt de modifier le matériau à changement de phase 
Parmi les modes de défaillance des mémoires à changement de phase, on relève la perte de 
l’état hautement résistif par cristallisation spontanée du matériau à changement de phase. Par 
ailleurs, pour être concurrentielles, les mémoires à changement de phase doivent améliorer 
certaines performances en particulier la rétention d’information à haute température pour 
pouvoir répondre au cahier des charges de certaines applications telles que l’automobile qui 
demande une rétention de 10 ans à 150°C. 
   
Nous avons montré précédemment que certains paramètres microscopiques des matériaux 
utilisés dans la couche active ont un impact sur la rétention du dispositif PCRAM utilisant ces 
matériaux. Il est donc possible d’améliorer les performances des mémoires à changement de 
phase en modifiant le matériau à changement de phase qu’elles comportent. 
 
Pour ce faire, deux stratégies peuvent être utilisées : la modification de la stœchiométrie du 
matériau ou l’utilisation du dopage. La modification de la stœchiométrie du matériau consiste 
à conserver les mêmes éléments chimiques et d’en modifier les proportions tandis que 
l’utilisation du dopage consiste à introduire un nouvel élément chimique dans la matrice du 
matériau à changement de phase. 
 
De nombreuses études ont eu recours à ces méthodes afin d’améliorer certaines propriétés du 
matériau à changement de phase et de répondre ainsi aux cahiers des charges spécifiques aux 
applications visées, en particulier ceux des applications embarquées. 
III.1.1  Modification de la stœchiométrie du matériau à changement de phase  
III.1.1.1  Les matériaux GexSbyTez 
D’un point de vue matériau, la découverte la plus importante pour les mémoires à changement 
de phase a eu lieu en 1980 par le groupe de Yamada [86] [87]. Ce dernier a étudié les 
caractéristiques des matériaux de la ligne pseudo-binaire GeTe/Sb2Te3 du diagramme de phase 
ternaire Ge :Sb :Te, qui ont montré de bonnes performances pour une utilisation dans les disques 
optiques. Le diagramme de phase ternaire Ge :Sb :Te est représenté sur la Figure 54, ainsi que 
différents matériaux à changement de phase tels que le Ge2Sb2Te5 qui est devenu le matériau 
chalcogénure de référence dans les applications de disques optiques développées dans les 
années 1990. Ce matériau a été choisi comme référence pour cette application en raison de son 
temps de rétention élevé, sa vitesse de transformation rapide (50ns) [86] ainsi que son fort 
contraste optique entre sa phase cristalline et sa phase amorphe (3 ordres de grandeur en 
réflectivité) [88]. 
 
Le matériau GST est donc un matériau qui a suscité beaucoup d’études et de recherches pour 
l’application aux disques optiques, ce qui a motivé son utilisation dans les premières études 
concernant les mémoires à changement de phase. Cependant, la recherche de matériaux à 
changement de phase alternatifs est très active que ce soit du côté scientifique ou industriel.  







L’objectif étant d’atteindre de meilleures performances compatibles avec des applications plus 
contraignantes telles que l’automobile, il faut trouver des matériaux permettant d’avoir le 
meilleur compromis entre une vitesse de programmation rapide et une stabilité thermique 
satisfaisante.  
 
En 2011, Cheng et ses coéquipiers ont étudié les composants de la ligne Ge/Sb2Te3. Ils ont 
développé un nouveau matériau à base de Ge-Sb-Te enrichi en Ge, positionné sur la ligne 
pseudobinaire Ge2SbTe2/Ge. Ce matériau nommé « golden composition » possède la même 
vitesse de programmation que le GST de référence mais présente un courant de programmation 
réduit de 30% et une température de cristallisation augmentée de 100°C donc une stabilité 
thermique améliorée. Les propriétés prometteuses de ce nouveau matériau ont été testées avec 
succès sur une matrice de 128Mbits, qui a montré une endurance au cyclage de 1E8. [89] 
 
 
Figure 54 : Diagramme de phase ternaire Ge :Sb :Te des matériaux à changements de phase indiquant des zones 
d’alliages prometteurs pour les mémoires à changement de phase. [90] 
 
III.1.1.2  Les matériaux GexTey 
L’étude du GeTe comme un candidat potentiel pour les disques optiques a commencé dans les 
années 1970 [90] [90] D. Lencer, M. Salinga, and M. Wuttig. Design rules for phase-change 
materials in data storage applications. Advanced Materials, 23(18):2030- 2058, May 2011. 
[91] [92].En effet, le GeTe est particulièrement intéressant pour son utilisation dans des 
dispositifs en raison de sa grande fenêtre de résistivité entre la phase cristalline et la phase 
amorphe (entre 4 et 5 ordres de grandeur) [93]. De plus, il présente une vitesse de cristallisation 
rapide (une centaine de nanosecondes) et une température de cristallisation élevée (environ 
180°C).  
 
De plus, le GeTe a été identifié comme étant un bon candidat pour l’intégration dans des 
dispositifs mémoires destinés aux applications embarquées en raison de sa température de 
cristallisation et de son temps de rétention élevés [88]. 
 
En 2010, des cellules PCRAM à base de GeTe ont été comparées à des dispositifs à base de 
GST. Ces cellules se sont caractérisées par une opération de cristallisation SET rapide (Figure 











Figure 55 : Courbes de programmations du GST et du GeTe représentant les résistances à champ faible en fonction 
du courant appliqué pour différents temps d’impulsion de programmation. Le GeTe présente une transition rapide et 
abrupte entre l’état RESET et l’état SET (environ 30 ns de temps de programmation) et une grande fenêtre de 
programmation entre ces deux états. [94] 
 
En revanche, parce qu’il ne satisfaisait pas les spécifications en termes de vitesse de transfert 
de données qui sont de 8 à 10 Mbits/s et de stabilité en cyclage [87], la recherche de nouveaux 
matériaux a permis de mettre au point le GST qui est devenu par la suite une référence dans 
l’application aux disques optiques. 
 
Toutefois, le GeTe a continué à intéresser les chercheurs en raison de ses propriétés 
prometteuses. Chen et son équipe ont montré que les composés GexTey possèdent une 
cristallisation très rapide dans la composition stœchiométrique 50: 50 mais cette propriété est 
perdue lorsqu’on change de stœchiométrie probablement en raison de la séparation de phases 
qui accompagne la cristallisation [95]. Afin d’avoir une cristallisation rapide et une phase 
amorphe stable, ils proposent d’utiliser des matériaux qui possèdent une température de 
transition vitreuse élevée et pour lesquels la cristallisation se fait sans séparation de phase. Plus 
récemment, Raoux et son équipe ont publié une analyse détaillée de la cristallisation de films 
amorphes GexTe100−x  en s’appuyant sur des caractérisations optiques [96]. L’étude a confirmé 
le comportement rapide des composés GeTe et a mis en évidence la complexité du procédé de 
cristallisation du matériau, qui semble être fortement lié à la teneur atomique en Ge. 
 
Récemment, un travail de collaboration entre le CEA-LETI et STMicroelectronics à Agrate sur 
des mémoires PCRAM à base de GexTe100−x  a permis de mettre en évidence le lien entre la 
teneur en Tellure et la température de cristallisation de ces matériaux [97]. En effet, les résultats 
montrent que l’augmentation de la teneur en Tellure permet d’améliorer la stabilité thermique 
des dispositifs, prouvée par l’augmentation de l’énergie d’activation des composés enrichis en 
Te ; en revanche, elle dégrade leur vitesse de cristallisation. Les dispositifs à base de GeTe 
enrichi en Ge présentent un état RESET instable au cours du cyclage probablement à cause de 
la ségrégation de Ge. Finalement, les dispositifs à base de Ge40Te60 présentent le meilleur 
compromis en termes de performances : une tension seuil de 1.4 V, une vitesse de 
programmation élevée (<50 ns), une forte stabilité thermique (jusqu’à 117°C) et une endurance 
de 1E7 cycles.  
 









Au vu des différentes études présentées précédemment, il apparait essentiel d’optimiser les 
matériaux afin d’obtenir le meilleur compromis entre la rétention des données, la puissance 
consommée et la vitesse de programmation. En plus de jouer sur la stœchiométrie des matériaux 
afin d’améliorer leurs performances, plusieurs études se sont focalisées sur l’impact de 
multiples dopages sur des matériaux prometteurs. 
III.1.2  Utilisation du dopage dans les matériaux à changement de phase  
III.1.2.1  Dopage du GST 
Les premières études de dopage du GST datent de la fin des années 1990 et ont porté sur 
l’Azote. Le dopage Azote a permis d’augmenter la température de cristallisation, le temps de 
rétention ainsi que la résistivité du GST [98].De plus, ces études ont montré une amélioration 
de l’endurance au cyclage des disques optiques avec l’ajout d’Azote dans la couche active. [99] 
[100]  
Par ailleurs, le matériau dopé GST-N a pu être intégré avec succès dans des dispositifs PCRAM 
en 2003 qui ont montré une diminution du courant de RESET par rapport aux dispositifs à base 
de GST non dopé [101] [102]. Ce matériau a été intégré également dans une matrice mémoire 
de 64 Mbits [103]. 
 
Ensuite, au cours des années 2000, les mémoires à changement de phase ont fait l’objet d’études 
de recherches multiples, qui ont porté sur le dopage du GST avec différents éléments chimiques, 
tels que l’Oxygène en 2004-2005 [100] [104], le Silicium en 2007 [105], le Sélénium en 2007 
[106], l’Indium en 2008 [107], l’Oxyde de Silicium en 2009 [108], l’Oxyde de Tantale en 2011 
[109] et le Zinc en 2012 [110]. 
 
Les différents dopages décrits précédemment ont permis d’améliorer la stabilité thermique de 
la phase amorphe de GST. Les dopages Oxygène, Azote et SiO2 entrainent l’augmentation 
simultanée de la température de cristallisation, de l’énergie d’activation et de la rétention. Ils 
permettent également de diminuer le courant de programmation. 
 
III.1.2.2  Dopage du GeTe 
Les dispositifs à base de GeTe présentent un courant de programmation RESET aussi élevé que 
pour le GST. Afin de diminuer ce courant de RESET et augmenter la température de 
cristallisation, Fantini a cherché à augmenter la résistivité de la phase cristalline en incorporant 
un dopage Azote dans la matrice de GeTe [111]. Ce dopage  a permis de stabiliser fortement la 
phase amorphe grâce à la formation d’agglomérats amorphes de GeN stables et à l’absence de 
ségrégation de Ge-Cubique. Par ailleurs, les dispositifs à base de GeTe-N présentent une vitesse 
de cristallisation plus élevée que pour le GST et un courant de RESET similaire. 
Les meilleures performances ont été obtenues sur les dispositifs à base de GeTe-N2%, qui 
présentent une température de cristallisation plus élevée et donc une énergie d’activation de la 
cristallisation EA plus élevée que le GeTe, comme le montrent la Figure 56 et la Figure 57 . 
[111] 
 











Figure 56 : Mesures de la résistance carrée en 
fonction de la température pour des couches de 30 
nm d’épaisseur de GeTe et de GeTe-N soumis à une 
rampe de température de 10°C/min. [111] 
 
Figure 57 : Calculs des énergies d’activation par 
extrapolation du temps de défaillance tfail  obtenu pour 
des dispositifs se trouvant initialement l’état RESET. tfail 
est défini comme le temps auquel la résistance initiale est 
réduite de moitié. [111] 
 
 
Auparavant, des études ont montré l’augmentation de la résistance de la phase cristalline pour 
le GeTe-N utilisant un dopage de 8.4% par rapport au GeTe ainsi que l’augmentation de la 
température de cristallisation du GeTe-N incluant un dopage de 9.81% [112] [113]. 
 
D’autres études ont porté sur l’effet des dopants incorporés dans une matrice de GeTe, tels que 
le Carbone en 2010 [114] [115], le Bore en 2012 [116] et le SiO2 en 2013 [117].  
 
Les dispositifs à base de GeTe-B ont montré une réduction du courant de RESET de 25%, une 
grande fenêtre de programmation entre les états SET et RESET et une bonne endurance au 
cyclage. De plus, ces dispositifs sont caractérisés par une transition lente de l’état RESET vers 
l’état SET, ce qui les rend éligibles pour les applications de cellules multi-niveaux. [116] 
 
L’utilisation du dopage SiO2 a, quant à lui, permis de baisser le courant de RESET des 
dispositifs à base de GeTe de 50% grâce à l’amélioration de l’efficacité thermique et électrique 
des cellules, ce qui les rend compatibles avec les applications basse puissance. [117] 
 
Une étude plus récente présente l’effet du dopage Azote et du dopage Carbone sur les propriétés 
du GeTe [118]. Les mesures de réflectivité ont montré que le GeTe-C présente une température 
de cristallisation croissante avec le dopage qu’il contient, de même que pour le GeTe-N. En 
revanche, cet effet est beaucoup plus accentué dans le cas du dopage Carbone. Par exemple, 
pour un dopage de 15%, le GeTe-N présente une température de cristallisation d’environ 285°C 
alors que celle du GeTe-C vaut 375°C.   
 
Quant au dopage Carbone, celui-ci a fait l’objet d’une étude approfondie qui sera présentée en 
détails dans le chapitre III. 
  







III.1.3  Combinaison des effets de la stœchiométrie et du dopage  
Il est possible de combiner les deux aspects présentés précédemment afin d’améliorer la 
stabilité thermique de la phase amorphe, c’est-à-dire choisir un matériau avec une 
stœchiométrie optimisée et utiliser un dopage spécifique. Dans cette perspective, Cheng et son 
équipe ont continué à explorer des matériaux de la ligne isoélectronique Ge/Sb2Te3 dans 
lesquels ils ont incorporé un dopage Azote [119]. En optimisant les concentrations en Ge et en 
N, ils ont développé un nouveau matériau (Ge, N)xSbyTez qui présente de bonnes performances 





Figure 58 : Comparatif des températures de rétention de différents matériaux à base de Ge-Sb-Te pour une durée de 
10 ans. [119] 
 
Les derniers composés qui ont intéressé les chercheurs pour une application dans les PCRAM 
sont les matériaux à base de GST enrichi en Ge. Une étude réalisée par le CEA-LETI en 
2013 [120] a montré une augmentation quasi-linéaire de la température de cristallisation avec 
la teneur en Ge, par exemple Tc vaut environ 175°C pour le GST-Ge25% et 325°C pour le GST-
Ge45%. De plus, elle présente l’effet des dopages Carbone et Azote sur les matériaux GST-
Ge : le dopage Azote montre une augmentation de Tc lorsqu’il est incorporé dans les matériaux 
GST-Ge qui sature à 2% de teneur atomique en Azote tandis que le dopage Carbone augmente 
très considérablement Tc jusqu’à atteindre les 400°C pour une teneur atomique de 8%. (Figure 
59) 
 
Cette stratégie a permis de développer de nouveaux matériaux combinant la stœchiométrie du 
GST enrichi en Ge et un dopage améliorant ainsi les performances des dispositifs PCRAM en 
termes de rétention des données à haute température qui atteint les 210°C 10 ans. Ceci se 
manifeste par l’augmentation des énergies d’activation de la cristallisation comme le montre la 
Figure 60. 
 









Figure 59 : Températures de cristallisation de 
matériaux à base de Ge-Sb-Te utilisant différentes 
stœchiométries et différents dopages. [120] 
 
Figure 60 : Calculs des énergies d’activation EA de 
couches de matériaux optimisés : le dopage Azote du 
GST-Ge45% entraine une augmentation de 60% de EA. 
[120] 
 
Parmi ces derniers matériaux combinant la modification de la stœchiométrie et l’utilisation d’un 
dopage, le matériau GST-Ge45%-N4% est présenté comme celui qui a les deux états SET et 
RESET les plus stables ainsi qu’une stabilité satisfaisante dans les conditions du recuit de 
soudure. Ce matériau sera étudié plus en détails dans le chapitre IV. 
III.2  Intérêt de modifier la couche d’interface du PCM 
III.2.1  Effet de l’interface sur la cristallisation des PCM 
Afin d’améliorer la stabilité thermique de la phase amorphe des matériaux à changement de 
phase, nous avons vu qu’il était possible de modifier le matériau à changement de phase lui-
même en jouant sur sa stœchiométrie ou en lui incorporant un dopage avec une concentration 
optimisée. 
 
Par ailleurs, les recherches sur les matériaux à changement de phase pour les applications de 
disques optiques ont montré depuis leur découverte l’influence des matériaux d’interface sur la 
cristallisation de leur phase amorphe. Par exemple, en 1969 Oki et ses coéquipiers rapportent 
que les films de Ge de 10 à 30 nm d’épaisseur cristallisent à des températures différentes 
lorsqu’ils sont à l’interface de métaux [121]. En 1987, une étude de bicouches Pb/ Ge  a mis en 
évidence la diminution de Tx lorsque l’épaisseur de la couche de Ge est réduite [122] .Ce 
résultat a été expliqué par une cristallisation du Ge initiée au niveau des interfaces et fortement 
impactée par la texture du Pb.  
 
En 1996 et 1998, des études approfondies sur l’impact des couches d’interface sur la 
température de cristallisation de films à base de Ge-Sb-Te ont été réalisées par Ohshima [123]. 
L’objectif de ces études consiste à comprendre l’effet des matériaux diélectriques utilisés 
usuellement comme couches d’encapsulation des matériaux PCM pour les applications 
optiques. Ces diélectriques étudiés sont les suivants : SiO2, Si3N4, Ta2O5, ZnS et l’alliage 
(ZnS)20%-SiO2. Les matériaux concernés sont des films de PCM de 30 nm d’épaisseur et 
appartenant à la ligne pseudobinaire Sb2Te3/GeTe. La Figure 61 représente les courbes de 







transmission de films de GST de 30 nm d’épaisseur pris en sandwich entre diverses couches 
d’interfaces, et soumis à une rampe de 10°C/min.  
 
Figure 61 : Mesures de la transmission de films de GST de 30 nm d’épaisseur pris en sandwich entre diverses couches 
d’interfaces, et soumis à une rampe de 10°C/min. [123] 
 







Aucune  SiO2 Si3N4 Ta2O5 ZnS (ZnS) 20% - 
SiO2 
Tc (°C) 148 151 164 148 157 153 
 
Tableau 8 : Températures de cristallisation de couches de 30 nm d’épaisseur de GST sans interface et de GST pris en 
sandwich entre diverses couches d’interfaces, et soumis à une rampe de 10°C/min. 
 
Cette étude a montré que la température et l’énergie d’activation de cristallisation ainsi que le 
mécanisme de nucléation varient avec le diélectrique utilisé. En effet, les films de SiO2, Ta2O5 
et l’alliage (ZnS)20%-SiO2 accélèrent la nucléation, alors que les films de Si3N4 et ZnS inhibent 
la nucléation [123]. De plus, même si la température Tc des films de PCM à l’interface de Si3N4 
ou (ZnS)20%-SiO2 sont proches, les mécanismes de cristallisation sont différents. L’auteur 
explique par des mesures de mouillabilité que la réactivité de la surface et l’affinité chimique 
sont à l’origine de ces variations. [124] 
 
Plus récemment, des études se sont intéressées à l’impact de couches d’interface en Al2O3 et en 
TiN sur la  cristallisation de couches de GST en fonction leurs épaisseurs. Les températures de 
cristallisation ont été mesurées par Diffraction aux rayons X dans le cas du GST encapsulé par 
Al2O3 [125] et par EXAEFS et par ellipsométrie dans le cas du GST encapsulé par TiN [126]. 
La  
Figure 62 représente la température de cristallisation du GST en fonction de son épaisseur 
lorsque celui-ci est pris en sandwich entre des couches de Al2O3 ou TiN. Les courbes montrent 
une augmentation de cette température lorsque l’épaisseur du film devient inférieure à 10 nm. 









Figure 62 : Températures de cristallisation pour des couches de GST en fonction de leur épaisseur lorsqu’ils sont 
encapsulés par des couches de Al2O3 (en rouge) ou de TiN (en bleu). [126] 
 
Le  
Tableau 9 montre les valeurs de Tc pour des couches GST de différentes épaisseurs encapsulées 
par des couches de Al2O3 ou de TiN. 
 
Epaisseur de la 
couche de GST 
(nm) 
2 4 5 6 8 20 50 
Tc  GST/ Al2O3 
(°C) 
377  327  177 167 165 
Tc GST/ TiN 
(°C) 
300 185  170    
 
Tableau 9 : Les températures de cristallisation de couches de GST, encapsulées par Al2O3 et TiN, en fonction de leur 
épaisseur. [125] [126] 
 
Par ailleurs, Zacharias et Streitenberger [127] se sont intéressés à la cristallisation de films 
minces de Si et de Ge compris entre deux couches d’oxydes en SiO2. Ils ont montré que la 
température de cristallisation de ces films est fortement augmentée en présence de ces couches 
d’interfaces et suit une loi exponentielle décroissante en fonction de l’épaisseur des films. De 
plus, pour une même épaisseur de couches d’interfaces, Tc est plus élevé lorsque ces couches 
sont de composition stœchiométrique. Un modèle de cristallisation a été proposé pour expliquer 
ces effets via l’introduction de la notion d’énergie d’interface effective qui tient compte de 
l’énergie d’interface cristal/ oxyde et de l’énergie d’interface cristal/ amorphe. 
 
Suite à ces différentes études, on peut affirmer que la température de cristallisation des 
matériaux à changement de phase dépend des matériaux avec lesquels ils sont en contact. 
III.2.2  Etude de l’effet d’interface sur des films minces de GST et GeTe   
III.2.2.1  Mesures de réflectivité sur des couches de GST et GeTe au contact de 
différents matériaux d’interface 
Dans les mémoires PCRAM, les matériaux PCM peuvent être au contact de différentes couches 
d’interfaces telles que le Ta et le TiN utilisés dans les électrodes ou le SiO2 utilisé comme 
isolant électrique. Ces différents matériaux étant couramment utilisés dans les procédés de 
fabrication des PCRAM au LETI, nous nous sommes intéressés à leurs effets sur la 







cristallisation de films de GST et de GeTe de 100 nm d’épaisseurs. Ces films ont été déposés 
par copulvérisation cathodique et intégrés dans les structures présentées sur la Figure 63, où ils 
sont pris en sandwich entre deux couches de SiO2, TiN ou Ta. 
 
Figure 63 : Structure de films fins à changement de phase de 100 nm d’épaisseur, en GST ou GeTe, pris en sandwich 
entre deux couches d’interfaces en SiO2, TiN ou Ta. 
 
Ensuite, des mesures de réflectivité sous une rampe de température de 10°C/min ont été 
réalisées sur les différentes structures par réflectométrie [128]. La transition de la phase 
amorphe vers la phase cristalline se caractérise par l’augmentation de la réflectivité qui a lieu à 
une température spécifique. Cette température correspond précisément au point de la courbe de 
réflectivité où la dérivée est maximale (Figure 64). 
 
 
Figure 64 : Fraction cristalline en fonction de la température pour les films de 100 nm d’épaisseur en GST (gauche) et 
GeTe (droite) pris en sandwich entre deux couches d’interfaces en SiO2, TiN ou Ta, chauffés sous 10°C/min. La 
présence de couches d’interfaces en Ta entraîne l’augmentation de Tc pour les cas du GST et du GeTe. 
 
Nous observons sur ces courbes que la transition de phase pour le matériau GST pris en 
sandwich entre deux couches de SiO2 ou TiN a lieu à des températures proches. En revanche, 
lorsqu’il est pris en sandwich entre deux couches de Ta, sa transition de phase se passe à une 
température plus élevée. Nous observons le même effet sur le GeTe. 
 
En ayant choisi comme critère de cristallisation la température à laquelle la fraction cristalline 
vaut 50%, nous avons extrait les températures de cristallisation du GST et du GeTe pour les 
différentes couches d’interfaces étudiées, et nous les avons rapportées dans le Tableau 10 [128] 
 
Interface GST 100 nm Tc (°C) GeTe 100 nm Tc (°C) 
SiO2 148 188 
TiN 152 193 
Ta 165 213 








  Tableau 10 : Températures de cristallisation de films de 100 nm d’épaisseur en GST et en GeTe pris en sandwich 
entre deux couches d’interfaces en SiO2, TiN ou Ta, chauffés sous 10°C/min. 
 
Ces mesures montrent que la température de cristallisation des films de GST et de GeTe de 100 
nm d’épaisseur varie avec les couches d’interfaces utilisées. Cet effet ayant déjà été mis en 
évidence dans la littérature pour des films très fins d’épaisseurs ne dépassant pas les 50 nm 
[123], les mesures présentées nous amènent à penser que cet effet d’interface est valable dans 
le cas de films plus épais (100 nm d’épaisseur).  
 
Dans le cas du GST et du GeTe, une variation de la température de cristallisation d’environ 
20°C est mesurée entre une structure utilisant le TiN comme couches d’interfaces et une autre 
utilisant le Ta. De plus, l’écart entre les températures de cristallisation en présence de couches 
d’interfaces en SiO2 ou TiN est de l’ordre de grandeur de l’incertitude de mesure des 
températures du réflectomètre.  
 
Les températures de cristallisation du GST en contact avec une couche d’interface de SiO2 ou 
de TiN concordent avec les valeurs rapportées dans la littérature [124]. Concernant le cas de 
l’interface GST/Ta, la température de cristallisation mesurée est élevée. De telles températures 
élevées ont été observées dans la littérature pour une interface GST/Al2O3 et plus précisément 
mesurées dans le cas de couches de GST de 50 nm d’épaisseur encapsulées par Al2O3 [125] 
 
En ce qui concerne le GeTe, les températures de cristallisation en présence de couches 
d’interfaces en SiO2 ou TiN concordent avec les valeurs données par la littérature. En effet, la 
température de cristallisation du GeTe de 30 nm d’épaisseur déposé sur substrat de Silicium et 
soumis à une rampe de 10°C/min est de 180°C [129]. 
III.2.2.2  Modèle publié expliquant l’effet d’interface dans le cas du GeTe 
Afin de comprendre les causes physiques à l’origine de la variation de Tc observé dans le cas 
de films de 100 nm d’épaisseur pour les différentes couches d’interfaces, une étude a été réalisée 
au sein du LETI [128] pour examiner les propriétés structurales de la phase cristalline du GeTe 
avec les trois matériaux d’interfaces. Cette étude se base sur la technique de diffraction aux 
rayons X pour analyser la taille des grains et la texture de films de GeTe avec les différentes 
interfaces. Les résultats montrent que l’interface GeTe/SiO2 est caractérisée par une texture 
forte tandis qu'une texture faible est observée pour les interfaces avec Ta et TiN. De plus, la 
taille de grains, calculée en utilisant la largeur du pic de Bragg 012, pour l’interface GeTe/SiO2 
est plus grande que celle calculées pour les interfaces Ta et TiN pour un angle d'inclinaison de 
l'échantillon de 40°. Ceci suggère que l'interface GeTe/SiO2 est énergétiquement favorable pour 
les plans inclinés de 40° par rapport aux plans 012, aboutissant à une croissance anormale dans 
cette direction. Si cette hypothèse est vraie, on peut supposer que les mécanismes de nucléation 
et de croissance sont différents pour les matériaux d’interfaces étudiés. 
 
Une étude publiée en 2014 [130] propose des modèles de cristallisation pour les bicouches 
GeTe/SiO2 et GeTe/Ta.  Dans le cas de l’interface avec SiO2, la cristallisation est initiée par la 
nucléation hétérogène au niveau de l’interface énergétiquement favorable à la nucléation, puis 
suivie par la croissance des nuclei formés selon une orientation préférentielle avant que la 
nucléation homogène ne soit déclenchée. Dans le cas de l’interface avec Ta, la nucléation 
hétérogène est bloquée et la cristallisation est dirigée par la nucléation homogène qui a besoin 
de plus de temps pour démarrer. [128] Ces modèles sont schématisés sur la  











Figure 65 : Modèles possibles de cristallisation de films de GeTe avec un matériau d’interface en SiO2 (a) ou Ta (b). 
Les couleurs représentent différentes orientations des grains.   [55] 
 
Afin de valider le modèle proposé pour expliquer l’effet d’interface sur la température de 
cristallisation de couches de GST et de GeTe de 100 nm d’épaisseur, nous avons réalisé des 
simulations numériques dans le cas de ces deux matériaux en se basant sur notre modèle 
présenté au II.1. Les conclusions des simulations dans les deux cas étant identiques, nous 
présentons dans ce manuscrit uniquement les simulations du GST. 
III.2.3  Simulation de l’effet d’interface du GST avec SiO2, TiN et Ta 
En utilisant le modèle de simulation développé sous COMSOL MULTIPHYSICS, nous avons 
cherché à simuler l’effet d’interface observé expérimentalement en reproduisant les courbes de 
réflectivité obtenues dans le cas de films de GST de 100 nm d’épaisseur encapsulés par diverses 
couches d’interfaces : SiO2, TiN et Ta. Pour cela, nous avons commencé par ajuster les 
paramètres d’interfaces afin d’étudier la validité des hypothèses proposées au III.2.2.2 sur 
l’existence de couches favorables à la nucléation.  
On rappelle que les énergies d’interfaces impactent fortement la cristallisation. La nucléation 
est favorisée si ces énergies sont faibles ; à contrario, elle est bloquée si ces énergies sont 
élevées. 







III.2.3.1  Tg= 80°C  
En fixant les grandeurs Lf à 1.1
E9 J/m², Tg à 80°C et χvol+5* σ à 0.2J/m², nous avons fait varier 
la grandeur d’interface χint+5* σ en prenant d’abord les valeurs extrêmes : 0.2 et 0.55. Les 
courbes de réflectivité obtenues, représentées sur la Figure 66, montrent des températures de 
cristallisation très proches pour les deux séries de paramètres.  
Pour Tg= 80°C, la modification des seuls paramètres d’interface ne permettent pas de retrouver 
la variation de Tc observée expérimentalement. Nous avons donc fait l’hypothèse que les 
couches d’interfaces peuvent avoir un effet sur les sites de nucléation hétérogène en volume et 
donc sur la grandeur énergétique χvol+5* σ.  
 
Nous présentons dans le  
Tableau 11 les valeurs de Tc obtenues par les simulations pour différents couples de valeurs 
χint+5* σ et χvol+5* σ: 
 
χint+5* σ (J/m²) 0.2 0.55 0.3 0.2 0.4 
χvol+5* σ (J/m²) 0.2 0.2 0.3 0.4 0.4 
Tc (°C) (+/- 1°C) 156 157 159 161 165 
 
Tableau 11 : Températures de cristallisation du GST obtenues par simulation utilisant  différents couples de valeurs 
χint+5* σ et χvol+5* σ pour Tg=80°C 
 
Nous représentons sur la Figure 66 les courbes de fraction cristalline en fonction de la 
température pour les différentes interfaces GST/SiO2, GST/TiN et GST/Ta, ainsi que les 
courbes obtenues par les simulations utilisant les couples de valeurs χint+5* σ et χvol+5* σ qui 














































Figure 66 : Fraction cristalline en fonction de la température de couches de GST de 100 nm d’épaisseurs pour 
Tg=80°C: courbes expérimentales obtenues pour des couches d’interfaces en SiO2, TiN et Ta et courbes obtenues par 
les simulations pour plusieurs jeux de paramètres (χint+5* σ, χvol+5* σ). 
 
Avec Tg= 80°C, il est possible simuler l’interface GST/ Ta avec χint+5* σ= 0.4 et χvol+5* σ= 
0.4. En revanche, les valeurs de Tc sont élevées même pour des paramètres énergétiques 
favorables à la nucléation. Il n’est pas possible d’ajuster les courbes de réflectivité des interfaces 
GST/SiO2 et GST/TiN à cette température de transition vitreuse. 
 
On remarque qu’en bloquant la nucléation en volume (avec Χvol+5* σ= 0.4), et en utilisant 
différentes valeurs pour χint+5* σ (0.2 et 0.4), on obtient une variation de Tc de quelques degrés. 
Or si l’effet observé sur les échantillons de GST en présence des différentes couches 
d’interfaces était seulement dû à la nature de ces couches, il serait possible de le reproduire par 
les simulations en bloquant la nucléation en volume et en modifiant les propriétés de l’interface. 
 
De plus, pour tous les jeux de paramètres utilisés dans ces simulations fixant Tg à 80°C, les 
valeurs de Tc sont élevées et présentent une étendue d’environ 10°C. 
 
Afin d’ajuster les courbes de réflectivité des différentes interfaces GST/SiO2, GST/TiN et 
GST/Ta, nous avons suivi un plan d’essais en modifiant la température de transition vitreuse Tg 
pour le GST. En effet, Tg étant une grandeur thermodynamique dépendant de l’histoire 
thermique du matériau, celle-ci peut varier entre deux valeurs extrêmes : la température de 
transition vitreuse idéale Tgo et la température de cristallisation Tc. 
III.2.3.2  Tg= 70°C  
En utilisant Tg= 70°C, les températures de cristallisation calculées sont inférieures à 150°C, 
même pour des valeurs de χ+5* σ élevées en volume et aux interfaces. Il est impossible d’ajuster 
les courbes de réflectivité de l’interface GST/Ta avec ces paramètres.  
III.2.3.3  Tg= 75°C 
Finalement, nous avons fixé les paramètres microscopiques qui suivent : Tg= 75°C, Lf= 1.1
E9 
J/m². Ensuite, nous avons fait varier les grandeurs χ+5* σ  en volume et aux interfaces pour 
déterminer Tc comme l’indique le Tableau 12: 
 
χint+5* σ (J/m²) 0.2 0.55 0.55 0.4 
Χvol+5* σ (J/m²) 0.2 0.2 0.3 0.4 
Tc (°C) (+/- 1°C) 151 152 156 158 
 
Tableau 12: Températures de cristallisation du GST obtenues par simulation utilisant  différents couples de valeurs 
χint+5* σ et χvol+5* σ pour Tg= 75°C. 
 
 
Nous représentons sur la Figure 67 les courbes de fraction cristalline en fonction de la 
température pour les différentes interfaces GST/SiO2, GST/TiN et GST/Ta, ainsi que les 
courbes obtenues par les simulations utilisant les couples de valeurs χint+5* σ et χvol+5* σ qui 
s’approchent le plus des mesures. 
 








Figure 67 : Fraction cristalline en fonction de la température de couches de GST de 100 nm d’épaisseurs encapsulées 
par une couche d’interface en SiO2, TiN ou Ta. Deux courbes sont représentées dans chaque cas : une courbe 
expérimentale et une courbe obtenue par les simulations pour Tg= 75°C. 
 
Ainsi, la courbe de réflectivité de l’interface GST/TiN a pu être simulée avec les paramètres 
χint+5* σ= 0.55 et χvol+5* σ= 0.2. Cependant, la courbe obtenue par simulation pour les 
paramètres χint+5* σ=0.2 et χvol+5* σ= 0.2 présente également une température Tc proche de 
celle de l’interface GST/TiN. 
 
En utilisant comme paramètres χint+5* σ=0.4 et χvol+5* σ= 0.4, la température Tc calculée est 
supérieure à celle des interfaces SiO2 et TiN étudiées. En revanche, elle reste plus faible que la 
valeur obtenue expérimentalement dans le cas de l’interface GST/Ta. Ainsi, en utilisant la 
même température Tg, il n’est pas possible d’approcher la température de cristallisation de 
l’interface GST/Ta en variant seulement le paramètre d’interface χint+5* σ. 
III.2.3.4  Conclusion des simulations 
En conclusion, les simulations montrent qu’en fixant les paramètres pour une phase amorphe 
de GST (Tg, Tm, Lf, χvol+5* σ), il n’est pas possible de retrouver les valeurs de Tc mesurées 
pour les différentes couches d’interface en modifiant seulement la grandeur énergétique 
d’interface χint+5* σ. Il est nécessaire de modifier la valeur de Tg pour simuler l’effet observé, 
comme le montre la Figure 68. Ce même résultat a été obtenu pour le GeTe.  
 
Ainsi, on a montré que l’effet de la variation de Tc pour différentes interfaces n’est pas 
seulement corrélé à la nature de l’interface mais que des modifications des films sont à 
envisager. De plus, nous pensons que cet effet est relié à la qualité des interfaces qui a pu être 














































Figure 68 : Fraction cristalline en fonction de la température de couches de GST de 100 nm d’épaisseurs encapsulées 
par une couche d’interface en SiO2, TiN ou Ta. Deux courbes sont représentées dans chaque cas : une courbe 
expérimentale et une courbe obtenue par les simulations. 
 
En analysant les procédés de fabrication des structures étudiées, nous avons constaté que les 
dépôts des différentes couches des échantillons utilisant les couches d’interface en SiO2 et TiN 
n’ont pas toutes été faites dans les mêmes machines. En l’absence d’enchaînement des dépôts, 
les passages à l’air des échantillons ont pu entraîner l’oxydation des surfaces des couches de 
PCM. Par ailleurs, l’oxydation de ces films PCM est à l’origine de la formation de sites de 
nucléation hétérogène sur leurs surfaces, ce qui rend ces surfaces favorables à la nucléation. Ce 
résultat est conforme avec une étude publiée en 2014 [131] traitant de l’effet de l’oxydation 
d’un film de GeTe dopé Si sur sa température de cristallisation. 
 
De plus, les simulations montrent que la variation de la température de cristallisation est reliée 
à une modification du matériau PCM en volume. Nous pensons que l’oxydation a pu créer un 
gradient de concentration d’Oxygène dans la couche du PCM qui entraîne l’inhomogénéité de 
cette couche. Ceci diminue la densité du PCM, augmente la mobilité des atomes et donc baisse 
la température de cristallisation du matériau.  
 
Une autre hypothèse est à prendre en considération, celle de l’effet des contraintes des couches 
d’interfaces sur les films PCM. En effet, le stress mécanique que peuvent exercer les interfaces 



















































Conclusion du chapitre II 
Dans ce chapitre, nous avons présenté dans une première partie les mécanismes mis en jeu lors 
de la cristallisation d’un matériau dans une phase liquide qui sont la nucléation de germes 
cristallins puis leur croissance. Nous avons présenté de manière détaillée les différents types de 
nucléation et les équations physiques qui les décrivent, c’est-à-dire la nucléation homogène et 
la nucléation hétérogène de germes cristallins. Nous avons ensuite décrit le modèle choisi dans 
notre étude pour la cristallisation des matériaux à changement de phase qui prend en compte 
une nucléation hétérogène en volume et aux interfaces de germes cristallins cubiques. 
 
Dans la deuxième partie, nous avons cherché à évaluer le rôle des paramètres microscopiques 
sur la stabilité thermique des mémoires à changement de phase. Pour cela, nous avons identifié 
les différents facteurs qui définissent les taux de nucléation en volume et aux interfaces ainsi 
que la vitesse de croissance d’un matériau. Ensuite, nous avons choisi des gammes de valeurs 
pour les différents facteurs centrées autour des caractéristiques physiques du GST de référence 
qui nous ont permis de mettre en place un plan d’expériences basé sur différentes combinaisons 
de ces facteurs. Par le calcul des taux de nucléation hétérogène aux interfaces et en volume ainsi 
que la vitesse de croissance pour les différents essais, nous avons pu extraire six réponses, le 
maximum atteint et la température correspondante pour chacune des grandeurs calculées. En 
utilisant les modèles mathématiques d’approximation de Monte Carlo, nous avons déterminé 
les pourcentages d’impact de chaque facteur sur les réponses considérées. Ainsi, les facteurs 
qui impactent la cristallisation des matériaux à changement de phase sont les suivants : Tm, Tg, 
Lf et χ+5* σ. 
 
Nous avons ensuite réalisé des simulations numériques de la rétention de deux types de 
structures de mémoires à changement de phase. Nous avons pu ajuster les courbes de résistivité 
en fonction de la température pour des films minces de GST soumis à différentes rampes de 
température. D’autre part, nous avons pu suivre l’évolution de la résistance en fonction du 
temps pour les dispositifs PCRAM de structure PLUG soumis à une isotherme. Dans ces deux 
configurations, nous pouvons visualiser la morphologie de la phase dans différentes conditions. 
  
Dans la troisième partie, nous avons vu qu’il était possible d’améliorer la rétention des 
mémoires à changement de phase en modifiant le matériau à changement de phase qu’elles 
comportent. Pour ce faire, deux méthodes sont utilisées : la modification de la stœchiométrie 
du matériau ou l’utilisation du dopage. Ces stratégies ont permis de développer des dispositifs 
optimisés qui seront présentée dans le chapitre IV. 
 
Par ailleurs, différentes études ont mis en évidence l’impact des matériaux d’interface sur la 
température de cristallisation du matériau à changement de phase en fonction notamment de 
son épaisseur. Il semble donc possible de modifier la température de cristallisation du matériau 
PCM en modifiant les couches d’interface avec lesquelles il est en contact. Les mesures de 
réflectivité obtenues dans notre étude ont montré le même effet sur des films minces de GST et 
de GeTe en contact avec des couches d’interfaces en SiO2, TiN et Ta. En revanche, les 
simulations montrent que l’effet observé n’est pas seulement corrélé à la nature de la couche 
d’interface mais que des modifications des films de GST et de GeTe sont à envisager. 
 







Nous pensons qu’une oxydation des films de PCM a pu se produire au cours de la fabrication 
des structures utilisant des couches d’interface en SiO2 et en TiN. Ceci a pu entraîner la 
modification des propriétés de ces films en favorisant la cristallisation à leur surface par la 
formation de sites de nucléation hétérogène ou en baissant leur température de transition 
vitreuse par la modification de leur densité en volume.  
 
Des caractérisations matériaux sont en cours afin de vérifier l’oxydation éventuelle des films 
de GST et de GeTe utilisant comme matériaux d’interface SiO2 et TiN. De plus, des simulations 
numériques peuvent être faites afin de comprendre par quels mécanismes agit l’oxydation 
superficielle sur la cristallisation du matériau à changement de phase, en utilisant notamment 
un nombre de sites de nucléation aux interfaces plus élevé. [132]  
 
Par ailleurs, des mesures de spectroscopie infrarouge à transformée de Fourier (FTIR) peuvent 
être réalisées afin d’estimer les quantités d’oxygène présentes dans les couches de PCM dans 
les différents échantillons. Ceci nous permettra de savoir s’il existe des différences entre les 
quantités d’oxygène présentes dans les échantillons utilisant une interface en SiO2 ou TiN et 
ceux utilisant une interface en Ta. On peut également mesurer la densité des couches de PCM 
utilisées dans les différents échantillons. 
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Résumé du chapitre III 
Nous avons vu dans le chapitre II que la modification du matériau à changement de phase via 
l’utilisation du dopage permet d’améliorer les performances des mémoires PCRAM. D’autre 
part, la nature et l’épaisseur des couches utilisées à l’interface du matériau à changement de 
phase ont un impact sur sa température de cristallisation. 
 
De nombreuses études ont eu recours à ces méthodes afin d’améliorer certaines propriétés du 
matériau à changement de phase et de répondre ainsi au cahier des charges spécifique aux 
mémoires à changement de phase, en particulier celui des applications embarquées. 
 
En s’inspirant de ces deux méthodes présentées dans la littérature, nous avons cherché à  
améliorer la rétention de l’information des dispositifs à base des éléments Ge, Sb et Te en 
particulier lors de l’étape industrielle critique de soudure.  
 
Pour cela, nous nous sommes intéressés à des dispositifs utilisant un dopage Carbone dans la 
matrice de matériau à changement de phase encapsulée par une couche de Titane. Les matériaux 
à changement de phase utilisés dans ces dispositifs sont les composés GST et GeTe. Nous avons 
ensuite évalué les performances de ces deux types de dispositifs afin de savoir s’ils peuvent 
constituer des solutions à la problématique de la soudure.  
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I.  Fabrication des dispositifs PCRAM de structure PLUG 
I.1  Dépôt du matériau à changement de phase par PVD 
Afin de chercher une solution à la problématique de l’étape critique de la soudure, des 
dispositifs PCRAM de test de structure PLUG utilisant le dopage Carbone dans les matrices de 
matériau à changement de phase ont été fabriqués au LETI. 
 
Ces dispositifs sont constitués d’une couche de 100 nm d’épaisseur de GST ou GeTe dopé 
Carbone, qui a été déposée à température ambiante par la pulvérisation cathodique simultanée 
d’une cible de GST (ou GeTe)  pur et d’une cible de Carbone pur. En faisant varier la puissance 
électrique sur chacune des cibles, on peut contrôler la vitesse de dépôt des deux matériaux et 
donc la concentration en Carbone dans la matrice de matériau à changement de phase. 
 
Les matériaux étudiés ici sont constitués de GST et de GeTe comportant différentes 
concentrations atomiques de Carbone, variant nominalement de 0 à 24%.  
I.2  Mesure du dopage Carbone dans les couches déposées 
Les couches de matériaux à changement de phase ont été fabriquées suivant le procédé de co-
pulvérisation utilisant deux cibles, l’une à base de GST (ou GeTe) et l’autre à base de Carbone. 
Par la variation de puissance électrique des deux cibles, on a pu fabriquer des couches 
comportant différentes concentrations atomiques de Carbone. En calculant le ratio des vitesses 
de dépôt du matériau à changement de phase et du dopage Carbone, on peut déduire la teneur 
nominale en Carbone dans les couches. Celle-ci varie de 0 à 24%. 
 
Afin de mesurer la teneur réelle en Carbone dans les couches, nous avons utilisé la méthode 
d’analyse de réactions nucléaires NRA (pour « Nuclear Reaction Anlysis »). 
Cette technique étudie le rayonnement électromagnétique gamma ainsi que les particules 
émises lors d’interactions nucléaires entre un faisceau d’ions incidents de haute énergie et les 
noyaux des atomes présents dans l’échantillon. On peut ainsi identifier et quantifier les éléments 
légers présents tels que le Carbone dans les différents échantillons étudiés à base de GST-C et 
GeTe-C. 
Nous constatons que les concentrations réelles en Carbone mesurées avec la méthode d’analyse 
NRA sont sensiblement identiques aux concentrations nominales, et ceci pour les échantillons 
à base de GST-C et de GeTe-C. (Figure 69) 
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Figure 69 : Graphe représentant la teneur en Carbone réelle en fonction de la teneur nominale dans les couches de  
GST-C et de GeTe-C déposées par PVD. 
I.3  Intégration dans les dispositifs PCRAM 
Après avoir vérifié la composition en Carbone des couches de GST et GeTe déposées sur 
substrat de Silicium, nous avons pu déposer des couches de même composition directement au-
dessus d’un plug Tungsten de 300 nm de diamètre puis les encapsuler par une fine couche de 
Titane pour assurer leur adhérence avec l’électrode supérieure à base de TiN/ AlSi.  
 
Nous avons ainsi fabriqué des cellules analytiques de test, de structure planaire de type PLUG, 






Figure 70 : Schéma et image obtenue par TEM d’un dispositif PCRAM de structure PLUG comportant du  
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II.  Effet du dopage Carbone sur la stabilité thermique de 
la phase amorphe 
II.1  Effet du Carbone dans la littérature 
Comme nous l’avons vu dans le chapitre II, l’incorporation d’un dopant au sein du matériau à 
changement de phase permet d’améliorer certaines performances du dispositif PCRAM dans 
lequel il est intégré. 
 
En 2011, une étude réalisée par le LETI a montré que le dopage Carbone a un impact 
considérable sur les performances du GeTe [133]. En effet, il entraîne l’augmentation de la 
résistivité du cristal ainsi que la diminution du courant de programmation (Figure 71). De plus, 
il permet d’améliorer la rétention de l’information de dispositifs PCRAM utilisant ce matériau 
avec un dopage Carbone d’au moins 4%. Ainsi, les dispositifs à base de GeTe incluant un 
dopage Carbone de 10% présentent une rétention de 10 ans à 127°C (Figure 72) ; cette rétention 
améliorée par rapport aux dispositifs à base de GeTe montre que le dopage Carbone améliore 





Figure 71 : Résistance à champ faible en fonction du courant de 
programmation pour les matériaux GST, GeTe et GeTe-C. Une 
diminution du courant de programmation est observée avec 
l’ajout du dopage Carbone au GeTe. [133]  
 
 
Figure 72 : Calcul de l’énergie d’activation par extrapolation du 
temps de défaillance tfail  obtenu pour une couche de GeTe-C10% 
initialement amorphe. [133] 
 
 
Une étude plus récente a montré que l’incorporation de 5% de dopage Carbone dans une matrice 
de GST permet de réduire le courant de programmation d’environ 50% par rapport aux 
dispositifs de référence à base de GST. De plus, ces dispositifs optimisés se caractérisent par 
une fenêtre de programmation de plus de deux ordres de grandeur et une endurance au cyclage 
de 1E8 cycles. [135] 
Ces matériaux se présentent donc comme des candidats potentiels pour répondre à certaines 
spécifications des PCRAM telles que la rétention à haute température ou des courants de 
programmation faibles [134]. Néanmoins, malgré leurs bonnes performances, il est nécessaire 
d’atteindre une meilleure compréhension des effets du dopage sur la structure du GeTe afin de 
mieux optimiser ses propriétés.  
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Dans cette partie, nous nous intéressons à l’effet du dopage Carbone sur le GeTe et le GST et 
nous cherchons à répondre aux problématiques suivantes : 
- Quel est l’impact du Carbone sur les propriétés du matériau à changement de phase ? 
- Comment expliquer son effet sur la stabilisation de la phase amorphe ? 
- Quelles sont les performances électriques des dispositifs PCRAM incluant ce dopage ?  
- Existe-t-il un dopage optimal pour améliorer toutes les propriétés des dispositifs PCRAM ou 
faut-il faire des compromis ? 
II.2  Suivi de la cristallisation par mesure de la résistivité électrique  
Pour exploiter au mieux les avantages offerts par le dopage Carbone, il est nécessaire de 
comprendre ses mécanismes d’action pour stabiliser la phase amorphe et quels endroits il 
occupe dans les matrices.  
 
Pour cela, nous avons réalisé des dépôts pleine tranche de matériaux GST et GeTe purs ainsi 
que GST et GeTe incluant différents pourcentages de dopage Carbone, puis nous avons cherché 
à déterminer la température de cristallisation pour ces différents matériaux dans le but de 
déterminer l’effet du dopage Carbone sur la stabilité thermique de leurs phases amorphes. 
  
Par ailleurs, nous savons que la cristallisation du matériau à changement de phase 
s’accompagne d’une diminution de sa résistivité électrique et d’une augmentation de sa 
réflectivité optique [133]. Ces deux grandeurs physiques constituent des indicateurs de la 
cristallisation. Nous les avons donc choisies pour comparer les températures et les vitesses de 
cristallisation des matériaux étudiés. 
 
Afin de déterminer la résistivité électrique des matériaux étudiés, nous avons effectué des 
mesures de résistance carrée Rs en fonction de la température sur les films de GST et de GeTe 
dopés Carbone de 100 nm d’épaisseur déposés sur un substrat de Silicium, avec des 
concentrations en Carbone variant de 0 à 24%. 
 
Pour cela, quatre pointes équidistantes, espacées d’environ 1 cm, sont posées sur la surface de 
l’échantillon qui est lui-même placé sur une plaque chauffante qui permet d’ajuster sa 
température. Dans notre étude, l’échantillon est soumis à des rampes de montée et de descente 
de température de 10°C/minute. On impose un courant donné I au niveau des pointes extérieures 
et on mesure la tension V entre les pointes intérieures. La résistance carrée se calcule à l’aide 











Ensuite, la résistivité 𝜌 peut être obtenue en multipliant Rs par l’épaisseur t du film considéré :  
 
𝜌 = 𝑅𝑠. 𝑡 (III.2) 
 
La  
Figure 73 présente l’évolution de la résistance carrée des couches de GST et de GeTe 
comportant différents dopages de Carbone en fonction de la température. 
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Figure 73 : Mesures de résistance carrée en fonction de la température  pour des films de GST (gauche) et de GeTe 
(droite) comportant différents pourcentages de Carbone. Le dopage Carbone permet d’augmenter la température de 
cristallisation et d’approcher la température du recuit BEOL (400°C). 
 
Pour déterminer la température de cristallisation de ces matériaux, nous avons choisi comme 
critère la température à laquelle la résistance carrée atteint la valeur de 100 kOhms. Nous avons 
extrait des graphes de la Figure 73 les températures de cristallisation du GST et du GeTe en 
fonction de la teneur nominale du dopage Carbone qu’ils comportent. Dans le cas du GeTe-
C24%, la présence de Carbone a augmenté Tc d’environ 200°C para rapport au GeTe non dopé. 
La température de cristallisation de ce matériau atteint les 400°C, ce qui correspond aux 
conditions du recuit de Back End Of Line (nommé BEOL) de 400°C. Dans le cas du GST-






Figure 74 : Température de cristallisation en fonction de la teneur en dopage Carbone des matériaux GST et GeTe. 
 
Ainsi, les mesures ont permis de mettre en évidence l’augmentation de la température de 
cristallisation sous l’effet du dopage Carbone dans le cas du GST et du GeTe. De plus, les 
matériaux GST et GeTe non dopés présentent des transitions de phase abruptes en comparaison 
avec les matériaux dopés (Figure 73), ce qui signifie que l’ajout de Carbone induit un 
ralentissement de la cristallisation, qui est plus accentué dans le cas du GST. 
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En conclusion, l’ajout du dopage Carbone a permis d’améliorer la stabilité thermique des 
phases amorphes de GST et de GeTe en augmentant leur température de cristallisation et 
en ralentissant leur cinétique de la cristallisation. 
II.3  Suivi de la cristallisation par mesure de la réflectivité optique 
Afin d’étudier l’impact du dopage Carbone sur la cinétique de cristallisation des matériaux à 
changement de phase étudiés, nous avons effectué des mesures de réflectivité optique sur une 
autre série d’échantillons utilisant différents pourcentages de dopages Carbone. Pour cela, nous 
avons utilisé la technique de la réflectométrie qui consiste à envoyer un faisceau LASER de 
longueur d’onde 680 nm sur l’échantillon via une lame biréfringente. Un photodétecteur mesure 
l’intensité du faisceau réfléchi par l’échantillon qui est ensuite comparée avec l’intensité du 
faisceau incident. Il est alors possible de calculer la réflectivité de l’échantillon qui est égal au 
rapport de l’intensité réfléchie sur l’intensité incidente. 
De plus, l’échantillon étant placé sur une plaque chauffante, on peut suivre l’évolution de sa 
réflectivité en fonction de la température à laquelle il est soumis. 
 
Dans notre étude, les mesures de réflectivité ont été effectuées sur les couches amorphes de 
GST-C et GeTe-C chauffées jusqu’à 400°C avec une rampe de température de 10°C/min.  
 
Nous constatons que l’augmentation de la teneur en Carbone dans les couches de GST et GeTe 
entraîne une augmentation de la température de cristallisation, comme montré précédemment 
sur les mesures de résistivité électrique. De plus, l’ajout de Carbone induit un ralentissement de 
la cristallisation en comparaison avec les phases amorphes de GST et de GeTe qui présentent 
une transition de phase abrupte (Figure 75). Cet effet est plus visible sur les mesures de 
réflectivité parce qu’elles sont sensibles à toute l’épaisseur de la couche contrairement aux 
mesures de résistivité qui sont sensibles aux chemins de percolation formés par les grains 
cristallins à proximité des pointes. 




 Figure 75 : Courbes de réflectivité en fonction de la température de couches de GST (gauche) et de GeTe (droite) 
incluant différents pourcentages de dopage Carbone et soumis à une rampe de température de 10°C/min. Le dopage 
Carbone a un impact sur la cinétique de cristallisation du GST et du GeTe en phase amorphe. 
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En conclusion, le dopage Carbone a un fort impact sur la cinétique de la cristallisation. Il 
entraîne l’augmentation de la température de cristallisation ainsi que le ralentissement de 
la cristallisation. 
II.4  Explication de l’effet du dopage Carbone sur l’amélioration de la 
stabilité thermique 
II.4.1  Comment agit le Carbone à l’échelle microscopique ? Spectroscopie 
Infrarouge à Transformée de Fourier 
L’ajout du dopage Carbone dans des matrices de GST et de GeTe a permis d’augmenter leur 
température de cristallisation. Selon la théorie de la rigidité de Maxwell et la nouvelle méthode 
d’évaluation des contraintes [136], cette meilleure stabilité thermique des phases amorphes de 
GST et GeTe incluant un dopage Carbone est expliquée par l’augmentation de la rigidité 
structurale des phases amorphes en présence du dopage Carbone. Cet effet est d’autant plus 
important que la teneur en dopage Carbone est élevée. 
 
Afin de comprendre l’impact du Carbone sur la cristallisation du GST et du GeTe, des couches 
de GST, GST-C, GeTe et GeTe-C ont été analysées par Spectroscopie Infrarouge à Transformée 
de Fourier, dite spectroscopie FTIR (Fourier Transform InfraRed spectroscopy).  
 
Cette technique consiste à mesurer les longueurs d’onde absorbées par l’échantillon lorsque 
celui-ci est soumis à un rayonnement infrarouge permettant ainsi d’obtenir des bandes 
d’absorption caractéristiques des modes vibrationnels intramoléculaires. Les spectres 
d’absorption obtenus sur des couches amorphes de GST incluant un dopage Carbone de 0, 4 et 
7% ainsi que sur des couches de GeTe incluant un dopage Carbone de 0, 5, 10, 15 et 20% ont 
été représentés sur la Figure 76. 
 
En augmentant la teneur en Carbone dans les matrices de matériaux GST et GeTe, on obtient 
un renforcement de modes vibrationnels aux hautes fréquences et l’apparition de nouveaux 
modes aux très hautes fréquences. 
En mettant en corrélation les mesures FTIR avec les simulations dynamiques moléculaires ab-
initio obtenues dans le cas du GeTe [137] [138], on a pu comprendre que le renforcement des 
modes de vibrations sur la gamme de fréquence 12-24 THz est essentiellement dû aux liaisons 
C-Ge et C-Te. En revanche, les modes de vibrations aux plus hautes fréquences (24-60 THz) 
sont associés aux liaisons C-C. Ainsi, les modes à hautes fréquence (12-60THz) sont renforcés 
lorsque le Carbone est ajouté dans une matrice de GST ou GeTe en raison des liaisons que les 
atomes de Carbone établissent entre eux ou avec les atomes Ge et Te. 
 
Par ailleurs, les modes de vibrations à basses fréquences dans le cas du GST et du GeTe 
amorphes sont atténués en présence du dopage Carbone. Dans le cas du GeTe, les modes de 
vibrations à faible fréquence (4.5 THz) associés à des modes collectifs du GeTe diminuent pour 
laisser place à d’autres vibrations à plus hautes fréquences (6-12 THz). Ceci est dû à la 
diminution des vibrations associées aux éléments Ge et Te et à la formation de liaisons C-C et 
de chaînes carbonées C-C-C.   
 
Nous avons donc conclu que le renforcement des modes vibrationnels à hautes fréquences est 
corrélé à une diminution des modes vibrationnels à basses fréquences. Or une telle réduction 
Chapitre III Fiabilité des alliages de GST dopés: impact couplé du dopage 





peut être liée à l’augmentation de la rigidité de la phase amorphe du matériau à changement de 
phase comme il a été rapporté dans les publications [138] [139].  
 
 
En résumé, le dopage Carbone dans les matrices GST et GeTe entraîne la formation de 
liaisons C-Ge, C-C et de chaînes C-C-C qui augmentent la rigidité du matériau dopé et 
ralentissent le processus de cristallisation. Ceci entraîne une amélioration de la stabilité 




Figure 76 : Spectres FTIR à basses et à hautes fréquences du GeTe (a) (d) et du GST (c) (f) dopés avec différents 
pourcentages de Carbone en phase amorphe. Spectres correspondants obtenus par les simulations ab-initio dans le cas 
du GeTe dopé Carbone en phase amorphe à basses (b) et à hautes (e) fréquences. 
 
II.4.2  Quel est l’impact du dopage Carbone sur la phase cristalline formée ?  
II.4.2.1  Impact sur la phase cristalline formée 
Pour comprendre les effets du Carbone à l’échelle microscopique sur les propriétés du matériau 
à changement de phase, nous avons réalisé des mesures de diffraction de rayons X sur des 
couches de GST et GST-C déposées sur un substrat de Silicium puis recuites à 400°C. 
 
Cette technique consiste à envoyer un faisceau de rayons X sur l’échantillon tandis qu’un 
détecteur en déplacement autour de l’échantillon mesure l’intensité des rayons diffractés dans 
les différentes directions. On obtient alors un diagramme de diffraction  représentant l’intensité 
des rayons X diffractés en fonction de l’angle du détecteur. La position angulaire des pics de 
diffraction permet de déterminer les paramètres de maille de l’échantillon ainsi que sa symétrie 
tandis que leur largeur permet de déterminer la taille des domaines cristallins. 
Les spectres obtenus sont représentés sur la  
 
Figure 77.  
 
Les pics de diffraction caractéristiques de la phase hexagonale compacte (HCP) du GST recuit 
à 400°C disparaissent progressivement lorsque du Carbone est rajouté dans la matrice de GST. 
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Lorsque la concentration en Carbone dans le GST dépasse 4%, on obtient la disparition 
complète de la phase hexagonale compacte. 
 
Ainsi, à partir de 4% de concentration atomique, le dopage Carbone dans le GST entraîne la 
disparition de la phase hexagonale compacte au profit de la face cubique à faces centrées (CFC). 
 
On rappelle que le GST amorphe présente deux transitions de phase. La  
Figure 78 présente l’évolution typique d’une couche de GST initialement amorphe lorsque 
celle-ci est chauffée jusqu’à 400°C avec une rampe de 10°C/min [140]. On constate une 
réduction significative de la résistivité du matériau à environ 150°C correspondant à sa 
cristallisation. Suite à cette transition, le GST se trouve dans sa phase cristalline CFC. En 
augmentant la température jusqu’à 400°C, on observe une deuxième chute de résistivité à 
380°C correspondant au passage de la phase CFC à la phase HCP. 
 
Etant donné que les couches considérées dans notre étude ont été portées à une température de 
400°C, la couche de GST a pu connaître les deux transitions décrites précédemment. Elle se 
trouve alors dans la phase cristalline HCP. 
En ajoutant progressivement du Carbone dans la matrice de GST, la température à atteindre 
pour déclencher la cristallisation devient plus élevée. Ceci entraîne une diminution de la 
proportion de la phase HCP dans la couche. A partir d’un dopage en Carbone de 4%, la phase 
de GST ne cristallise plus dans sa phase HCP mais uniquement dans la phase CFC lorsqu’elle 






Figure 77: Spectres de diffraction de rayons X obtenus 
sur des couches de GST-C déposées sur substrat de 
Silicium et recuites à 400°C.  
 
Figure 78 : Evolution de la résistivité d’une couche de 
GST initialement amorphe en fonction de la 
température. Deux transitions ont lieu : une transition 
amorphe-cristal CFC à 150°C et une autre transition 
CFC-HCP à 380°C. [140] 
 
II.4.2.2  Impact sur la taille des domaines cristallins: 
Nous avons montré que le dopage Carbone du GST entraîne la disparition de la phase 
hexagonale au profit de la phase cubique. Afin de comparer les deux phases formées en 
présence et en absence du dopage, nous avons pu calculer à partir des spectres précédents la 
taille des domaines cristallins en fonction du pourcentage atomique du dopage Carbone. ( 
Tableau 13) 
 





Free stress d-spacing  
(Å) 
13.8 Cubic/No texture 93 2,1265 (220) peak 
6.9 Cubic/No texture 91 2,1253 (220) peak 
3.7 Cubic/No texture 102 2,1221 (220) peak 
2.4 Hex+Cubic/c axis 1457 2,2513 (106) peak 
1.5 Hex+Cubic/c axis 1138 2,2536 (106) peak 
1.8 Hex+Cubic/c axis 1079 2,2558 (106) peak 
0 c axis 1874 2,2556 (106) peak 
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Nous constatons que l’augmentation de la concentration atomique en dopage Carbone dans le 
GST entraîne une diminution de la taille des domaines cristallins. En conséquence, la phase 
hexagonale compacte formée dans le cas du GST incluant une faible concentration de dopage 
Carbone contient des domaines cristallins de taille élevée. En revanche, la phase cubique à faces 
centrées présente dans le GST contenant une concentration atomique de Carbone de plus de 4% 
est constituée de domaines cristallins de plus petite taille. 
 
Matériau Phase cristalline 
Taille des domaines 
cristallins (en Å) 
GST HCP 1874 
GST-C1% HCP 1138 
GST-C2% HCP 1457 
GST-C4% CFC 102 
GST-C7% CFC 91 
GST-C15% CFC 93 
 
Tableau 13 : Phase cristalline présente dans les films de GST en fonction de la concentration de dopage Carbone 
qu’ils comportent et taille des domaines cristallins associés. 
 
En conclusion, le dopage Carbone agit sur la structure cristalline du GST. De plus, les domaines 
cristallins du GST dopé Carbone lorsqu’il se  trouve dans la phase HCP sont de plus grande 
taille que ceux de la phase CFC.  
 
Pour comprendre comment agit le dopage Carbone sur la taille des domaines cristallins du GST, 
nous avons calculé la distance interréticulaire séparant respectivement les familles de plans 
(106) de la phase hexagonale compacte pour les faibles concentrations atomiques de Carbone, 
et les familles de plans (220) pour la structure cubique à faces centrées pour une teneur en 
Carbone d’au moins 4% (Figure 79). 
 
Nous rappelons que la distance interréticulaire dhkl représente la distance entre deux plans 
consécutifs de la famille {hkl}. Cette distance est donnée respectivement dans le cas de la phase 
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La Figure 79 montre la distance interrérticulaire mesurée dans les deux cas de structures, HCP 
et CFC, en fonction de la concentration nominale en Carbone. On constate une variation de la 
distance interréticulaire avec la teneur en Carbone des phase HCP et CFC de GST. On en 
conclut que le Carbone, que l’on pense ségrégé au niveau des joints de grain, est aussi présent 
dans la matrice cristalline.  
Cette présence des atomes de Carbone dans les domaines cristallins pourrait être à l’origine de 
la cristallisation du matériau dopé dans sa phase CFC et non plus HCP ainsi que la diminution 
de la taille des domaines cristallins en présence du Carbone. 
 
 
Figure 79: Distance entre plans atomiques pour les phases CFC (noté CUBIC) et HCP (noté HEX) en fonction du 
pourcentage atomique en Carbone. 
 
Le processus de cristallisation est composé de deux phénomènes physiques : la nucléation de 
germes cristallins décrit par le taux de nucléation I et la croissance de ces germes décrite par la 
vitesse de croissance V. 
 
En présence du dopage Carbone, la taille des grains cristallins est réduite. Or nous avons montré 
précédemment que ce dopage Carbone ralentit la cinétique de cristallisation. On peut donc 
conclure que le Carbone pourrait avoir deux effets possibles sur la cristallisation du GST, 
bloquer la nucléation ou ralentir la croissance. 
  
Par ailleurs, le Carbone peut être considéré comme une impureté dans la phase de GST qui 
pourrait favoriser la nucléation hétérogène en volume et augmenter le taux de nucléation. On 
peut donc penser que le dopage Carbone entraîne une diminution de la vitesse de croissance du 
GST. Ceci entraîne un ralentissement du mécanisme de cristallisation et donc une diminution 
de taille des nuclei formés. 
 
Ainsi, le dopage Carbone entraîne la disparition de la phase HCP du GST au profit de sa 
phase CFC. De plus, il entraîne une diminution de la taille des domaines cristallins formés, 
qui est corrélée à la présence de Carbone dans ces domaines cristallins. Nous pensons que 
le Carbone va ainsi ralentir la croissance des grains cristallins, ce qui entraîne une 
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III.  Effet de la couche d’encapsulation de Titane sur le 
matériau à changement de phase dopé Carbone 
III.1 Amélioration de l’adhérence du matériau à changement de phase  
 
Les dispositifs PCRAM connaissent des problèmes de décollement ou de délamination des 
matériaux utilisés en raison de la faible adhérence du matériau à changement de phase avec 
certains matériaux  environnants. On peut citer par exemple l’interface entre le PCM et la 
couche de SiO2 sur laquelle il est majoritairement déposé, ainsi que l’interface entre le PCM et 
la couche de TiN utilisée comme barrière à la diffusion entre ce matériau et le métal de 
l’électrode supérieure. Si des zones de décollement apparaissent, elles peuvent se propager 
jusqu’à atteindre l’interface entre le matériau à changement de phase et le plug. Ceci risque 
d’endommager le contact électrique et entrainer une défaillance prématurée de la cellule 
mémoire. 
 
Une étude réalisée au sein du laboratoire a montré que l’ajout d’une couche de Titane permet 
d’améliorer l’adhérence entre le matériau à changement de phase et la couche de TiN [141]. 
C’est la raison pour laquelle le Titane est un matériau communément utilisé au contact du 
matériau à changement de phase avec l’électrode supérieure afin de consolider les interfaces et 
d’optimiser la stabilité mécanique des dispositifs PCARM via les liaisons Ti-Te qui se forment 
à l’interface des deux couches. [142] [143] 
 
Dans le cas des dispositifs étudiés ici, nous utilisons le Titane comme couche d’encapsulation 






Figure 80 : Image obtenue par TEM d’une structure PCRAM comportant du GST-C15% encapsulée par une couche 
de Titane de 10 nm d’épaisseur. 
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III.2  Effet de la couche de Titane sur la stabilité thermique de la phase 
amorphe 
III.2.1  Suivi de la température de cristallisation 
Des dépôts pleine tranche de GST, GST-C15%, GeTe et GeTe-C7% encapsulés par une couche 
de Titane d’épaisseur variable ont été réalisées. Les mesures de réflectivité et de résistivité en 
fonction de la température montrent que la présence de la couche de Titane n’a pas d’impact 
sur la température de cristallisation du matériau en phase amorphe pur (GST ou GeTe) et ce 
pour différentes épaisseurs (Figure 81). En revanche, lorsque le matériau comporte un dopage 
Carbone (GST-C15%, GeTe-C7%), la température de cristallisation augmente avec l’épaisseur 
de la couche de Titane (Figure 82). 
 
Ainsi, l’effet combiné du dopage Carbone et de la couche de Titane permet d’augmenter la 
température de cristallisation du matériau à changement de phase, en dépassant les 350°C pour 
le GST et pour le GeTe. Ce double effet améliore la stabilité thermique des phases amorphes 






Figure 81 : Mesure de réflectivité sur GST (a) et GeTe (b) 








Figure 82 : Impact de l’encapsulation par une couche 
de Titane sur la température de cristallisation du 
GST-C15% (a) et du GeTe-C7% (b) pour différentes 
épaisseurs de Titane (0, 2, 5 et 10 nm). 
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III.2.2   Explication de l’amélioration de la stabilité thermique en présence de 
dopage Carbone et d’une couche d’encapsulation de Titane  
Afin de comprendre l’amélioration de la stabilité thermique des couches de GST-C et de GeTe-
C en présence de la couche d’encapsulation de Titane, nous avons analysé des dispositifs 
PCRAM fabriqués au LETI, présentés au I.3, utilisant le GST-C15% comme matériau actif 
avec et sans couche de Titane. 
 
Ces dispositifs ont été observés par Microscopie Electronique à Transmission (TEM) et 
analysés par Spectroscopie des pertes d’énergie, nommée EELS (Electron Energy Loss 
Spectroscopy). Dans cette technique, l’échantillon est exposé à un faisceau d'électrons dont 
l'énergie cinétique est située dans une plage relativement étroite. Certains de ces électrons seront 
soumis à des interactions inélastiques avec l'échantillon, ce qui signifie qu'ils perdront de 
l'énergie et que leurs trajectoires subiront une déflection faible et aléatoire. 
En analysant le spectre des pertes en énergie, on peut estimer la composition élémentaire de 
l'échantillon et la proportion des divers éléments. 
 
Ainsi nous avons obtenu les cartographies chimiques des éléments Sb, Te, Ti et C dans les 
dispositifs à base de GST-C15% et GST-C15% encapsulé par une couche de 5 nm de Titane ( 
Figure 83), après un recuit thermique de 400°C pendant 2 minutes. Ce recuit permet de 
reproduire le recuit utilisé en industrie en fin de production des plaques (Back End Of Line). 
Pour le dispositif à base de GST-C15% sans couche d’encapsulation de Titane, on observe une 
composition  homogène des couches de GST-C15% et de l’élément Titane présent dans la 
couche de TiN.  
 
En revanche, dans le dispositif à base de GST-C15% encapsulé par une couche de Titane, on 
observe une diffusion du Titane à travers la couche de matériau à changement de phase ainsi 
qu’une répartition non uniforme des éléments chimiques présents. Alors que l’Antimoine garde 
la même répartition que dans le dispositif sans Titane, le Tellure semble migrer vers l’interface 
avec le Titane. Comme nous l’avons déjà mentionné, le Tellure qui migre à l’interface de la 
couche de Titane va établir des liaisons Ti-Te responsables de l’amélioration de l’adhérence de 
l’empilement. De plus, le Titane ayant diffusé à travers la couche de GST-C, on obtient une 
zone supérieure riche en Ti-Te. Quant au Carbone, celui-ci migre à proximité du plug.  
 
On obtient ainsi deux zones de compositions différentes dans la couche du matériau à 
changement de phase : une couche supérieure en contact avec la couche de Titane enrichie en 
Titane et en Tellure et une zone active située au-dessus du plug en Tungstène enrichie en 
Carbone et en Germanium. 
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Figure 83: Cartographies EELS des concentrations des éléments Titane, Tellure, Antimoine et Carbone présents dans 
les dispositifs PCRAM à base de GST-C15% sans (gauche) ou avec une couche d’encapsulation de Titane de 5 nm 
d’épaisseur (droite), obtenues après un recuit de 400°C 2 minutes. 
                 
En résumé, les couches actives des dispositifs LETI constitués de GST-C ou de GeTe-C 
encapsulés par une couche de Titane connaissent une ségrégation des éléments chimiques qui 
mène à la formation d’une zone active particulièrement riche en Carbone. Or nous avons montré 
au II que le dopage Carbone améliore la stabilité thermique des phases amorphes du GST et du 
GeTe par l’augmentation de leur température de cristallisation et le ralentissement de leur 
vitesse de cristallisation. La présence accrue de Carbone dans la zone active contribue donc à 
la stabilisation de la phase amorphe.  
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IV.  Effet combiné du dopage Carbone et de la couche 
d’encapsulation de Titane pour conserver l’information 
lors de l’étape de soudure 
IV.1  Développement de la procédure SETMIN pour le pré-codage 
 
L’utilisation du dopage Carbone combiné à la couche d’encapsulation de Titane dans des 
cellules mémoires à changement de phase à base de GST ou GeTe a permis d’améliorer la 
rétention de ces structures. Par ailleurs, une des étapes critiques que doit surmonter la 
technologie des PCRAM est la soudure. Pour certaines applications embarquées, il est 
nécessaire de stocker les informations sur la matrice mémoire (pré-codage) avant de procéder 
à la soudure de la puce mémoire sur la carte électronique comportant le circuit logique 
programmable pour des raisons de confidentialité. 
Pour cela, nous avons testé les performances de dispositifs à base de GST-C et comportant une 
couche de Titane afin de savoir s’ils peuvent constituer une solution à la problématique de la 
soudure.  
 
Les dispositifs testés ayant été fabriqués au LETI, ils ont été soumis à une température 
maximale de 200°C au cours de leur fabrication. Or dans la fabrication industrielle des PCRAM, 
un recuit de 400°C est effectué au cours des étapes de Back End Of Line. Afin de reproduire 
cette étape, nous avons effectué un recuit de 400°C pendant 2 minutes sur les dispositifs à tester 
et on considérera que cette étape est incluse dans la fabrication. 
 
Les dispositifs à base de GST-C15% et comportant une couche de Titane de 5 nm d’épaisseur 
présentent en sortie de fabrication un état hautement résistif (~ 800 MOhms). Suite au recuit de 
400°C pendant 2 minutes, on maintient un état résistif élevé (~ 20 kOhms). 
 
Afin d’utiliser les dispositifs décrits précédemment pour le pré-codage, nous avons développé 
une procédure optimisée de programmation électrique, appelée SETMIN, qui permet d’obtenir 
un état d’information très faiblement résistif (~ 1 kOhm). En effet, en utilisant une succession 
d’impulsions électriques de 4 V d’amplitude, 10 µs de palier, 1 µs de montée et 10 µs de 
descente, nous avons pu atteindre une résistance de quelques kilo-Ohms, qui, de plus, est plus 
faible que celle obtenue en utilisant du GST-C15% sans Titane (Figure 84). 
 
L’utilisation de ces dispositifs à base de GST-C15% et comportant une couche de Titane de  
5 nm d’épaisseur nous permet d’obtenir deux états d’informations distincts avec un écart de 
résistances élevé (facteur 10). Le premier état correspond à celui des dispositifs en sortie de 
fabrication, tandis que le second état est celui obtenu après l’application de la procédure 
SETMIN.  
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Figure 84: Evolution de la résistance en fonction du nombre d’impulsions électriques utilisées dans la procédure 
SETMIN afin d’atteindre un état de basse résistance dans les dispositifs PCRAM à base de GST-C15% et de GST-
C15% encapsulé par une couche de Titane de 5 nm d’épaisseur.  
 
IV.2  Performances électriques de dispositifs à base de GST-C15% 
encapsulé par une couche de Titane  
 
Les dispositifs à base de GST-C15% encapsulé par une couche de Titane de 5 nm d’épaisseur 
ont été sélectionnés pour étudier leurs performances électriques ainsi que leur stabilité 
thermique dans les conditions du procédé industriel de soldering. Ces structures permettent de 
coder deux états d’informations distincts présentant des états résistifs avec un écart élevé, en 
comparaison avec les dispositifs qui ne comportent pas la couche d’encapsulation de Titane. 
On note que les dispositifs utilisant une couche de Titane de 10 nm d’épaisseur ne sont pas 
fonctionnels, probablement à cause de la diffusion trop importante de Titane dans la couche de 
matériau à changement de phase (GST-C15%) qui change de stœchiométrie au niveau de la 
région active.  
IV.2.1  Caractéristiques de programmation 
En sortie de fabrication et suite au recuit de type BEOL (400°C pendant 2 minutes), les 
dispositifs à base de GST-C15% et comportant une couche de Titane de 5 nm d’épaisseur 
présentent une résistance d’environ 20 kOhms. En ce qui concerne les dispositifs à base de 
GST, ceux-ci présentent une résistance très faible parce que le matériau à changement de phase 
a été soumis à une température supérieure à sa température de cristallisation (environ 150°C). 
 
Afin d’obtenir les courbes caractéristiques R-V pour les différents dispositifs étudiés, nous avons appliqué la procédure 
SETMIN décrite précédemment suivie d’une procédure de programmation décrite sur la  
Figure 85. Cette procédure est constituée d’une succession d’impulsions avec des amplitudes 
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Figure 85 : Procédure électrique employée pour caractériser les dispositifs à base de GST-C15% encapsulés par 5 nm 
de Titane et description des impulsions utilisées dans la procédure électrique de caractérisation. 
 
L’opération de programmation que nous avons utilisée est la répétition d’une procédure 
élémentaire constituée d’une impulsion de cristallisation portant la cellule dans l’état SET 
suivie d’une impulsion d’amorphisation la portant dans l’état RESET puis d’une impulsion de 
programmation. Les impulsions de programmation ont des amplitudes croissantes de 0 à 7 V. 
 
Chaque point des courbes obtenues, représentées sur la  
Figure 86, correspond à la résistance atteinte par le dispositif à la fin d’une procédure 
élémentaire appliquée. Cette résistance à champ faible est mesurée après l’impulsion de 
programmation tandis que le courant et la tension associés sont mesurés à la fin de cette même 
impulsion. 
Les trois courbes de programmation correspondantes aux dispositifs contenant du GST-C ont 
été obtenues pour des temps de programmations respectifs de 300 ns, 500 ns et 1000 ns. En 
























GST-C15% +Ti=5nm 300 ns
GST-C15% +Ti=5nm 500 ns
GST-C15%+Ti=5nm 1000 ns
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Figure 86 : Comparaison des courbes de programmation de dispositifs à base de GST-C15%+ Ti=5nm et de 
dispositifs de référence à base de GST pour différents temps de programmation après le recuit BEOL. 
 
Les dispositifs optimisés à base de GST-C15% encapsulé par une couche de 5 nm de Titane 
montrent une cinétique de cristallisation plus lente que celle des dispositifs de référence à base 
de GST. En effet, les dispositifs de référence ont besoin d’un temps de programmation de 
seulement 300 ns pour obtenir une fenêtre de programmation de 3 ordres de grandeur tandis 
que nos dispositifs optimisés nécessitent un temps de programmation de 1000 ns pour obtenir 
une fenêtre de programmation d’un ordre de grandeur. 
 
De plus, pour comparer les cinétiques de cristallisation de ces dispositifs avec celles des 
dispositifs à base de GST, nous avons suivi l’évolution de leurs résistances en fonction des 
durées des impulsions de programmation de 3 V d’amplitude ( 
Figure 87). Les résultats confirment un ralentissement de la cristallisation pour les dispositifs à 
base de GST-C15% encapsulés par la couche de Titane de 5 nm d’épaisseur, ce qui concorde 




Figure 87 : Evolution de la résistance en fonction de la longueur d’impulsion de programmation. 
 
Par ailleurs, afin d’évaluer le courant de programmation des dispositifs à base de GST-C15% 
encapsulé par une couche de 5 nm de Titane, nous avons appliqué d’abord la procédure 
SETMIN décrite au IV.1 qui les amène dans un état très faiblement résistif. Nous avons ensuite 
procédé à l’opération de programmation décrite sur la Figure 88 (a). 
 
Les caractéristiques représentant l’évolution de la résistance en fonction du courant de nos 
dispositifs optimisés sont comparées avec celles des dispositifs de référence. Les dispositifs 
optimisés présentent une réduction d’environ 30% du courant de programmation en 
comparaison avec les dispositifs de référence à base de GST (Figure 88 (b)). Cette réduction de 
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 Figure 88 : Fonctionnalité des dispositifs après la procédure SETMIN: (a) Procédure de programmation des 
dispositifs, (b) Evolution de la résistance en fonction du courant dans les dispositifs. 
 
De plus, les dispositifs à base de GST-C15% encapsulés par une couche de Titane de 5 nm 
d’épaisseur sont fonctionnels dans les deux états de pré-programmation : l’état hautement 
résistif obtenu après BEOL et l’état faiblement résistif obtenu suite au SETMIN. 
IV.2.2  Rétention à 300°C 
Après avoir vérifié la fonctionnalité des dispositifs à base de GST-C15% avec une couche 
d’encapsulation de Titane de 5 nm d’épaisseur, nous avons voulu déterminer les capacités de 
rétention de ces dispositifs (Figure 89). Nous avons donc effectué des mesures de rétention sur 
les trois types de dispositifs à base de GST-C15% et utilisant une épaisseur variable de Titane.  
Ces dispositifs ont été fabriqués avec les procédés LETI utilisant une température maximale de 
200°C.  
 
Nous avons suivi l’évolution de la résistance de ces dispositifs placés à 300°C et se trouvant 
dans un état hautement résistif en fin de fabrication. Nous constatons que pour les dispositifs 
sans Titane, la résistance chute au bout de 1000 secondes, tandis qu’en présence de Titane, la 
rétention est améliorée d’un facteur 10. Pour les dispositifs comportant 10 nm de Titane, on 
observe une forte dispersion des résistances.  
 
Les dispositifs comportant une couche de Titane de 5nm d’épaisseur présentent une capacité de 
rétention améliorée par rapport aux dispositifs sans Titane, avec un temps de rétention à 300°C 
de 1E4 secondes donc 10 fois plus grand que celui des dispositifs sans Titane. 
 
 
Figure 89 : Stabilité thermique des dispositifs PCRAM à base de GST-C15% avec ou sans couche d’encapsulation de 
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IV.2.3  Endurance des cellules et programmation après cyclage 
 
Après avoir estimé les capacités de rétention de nos structures optimisées, nous avons 
caractérisé l’endurance de ces dispositifs. Nous concluons que 1E8 cycles d’écriture/ effacement 
peuvent être effectués sans dégrader la fenêtre de programmation (Figure 90). 
De plus, un test de fonctionnalité a été effectué sur un dispositif optimisé après 1E7 cycles. 
Celui-ci montre que le dispositif est encore fonctionnel et garde une fenêtre de programmation 





Figure 90 : Endurance de dispositifs à base de GST-C 15% 
encapsulé par une couche de 5 nm de Titane. 
 
Figure 91 : Caractéristiques de programmation avant et 
après endurance. 
 
IV.3  Développement de la technique de pré-codage compatible avec 
l’étape de soudure  
Comme nous l’avons expliqué au IV.1, l’utilisation des PCRAM dans certaines applications 
embarquées est entravée par la perte d’informations au cours du recuit de soudure. En effet, 
l’état RESET du GST standard n’étant pas stable dans les conditions thermiques de la soudure, 
s’il passe à l’état SET, l’information est perdue. Par ailleurs, il existe des codes de correction 
utilisés au niveau des matrices pour sauver l’information. Une nouvelle technique de pré-
codage permettant d’assurer la rétention des données après le procédé de soudure a été présentée 
dans la littérature [144]. Cette méthode utilise deux états SET pour pré-coder les informations 
grâce au développement d’une opération de cristallisation qui permet d’obtenir des grains 
cristallins de plus grande taille et donc de décroitre la résistance de la phase cristalline. Elle 
ouvre le champ à la recherche de solutions à la problématique de soudure, que ce soit par le 
développement de nouveaux matériaux ou de nouveaux algorithmes.   
 
Pour cela, nous avons pensé à utiliser les dispositifs optimisés à base de GST-C15% et 
comportant une couche de Titane de 5 nm d’épaisseur, testés au IV.2, et nous avons développé 














































Number of Cyles (#)
GSTC 15% + Ti=5 nm











 GSTC 15% + Ti= 5nm fresh
























Chapitre III Fiabilité des alliages de GST dopés: impact couplé du dopage 





Ces dispositifs se trouvent à l’état hautement résistif (HR) en sortie de fabrication, même après 
le recuit thermique de 400°C du BEOL. Une partie de ces dispositifs est gardée dans cet état 
noté « état 0 », l’autre partie sera programmée à l’état faiblement résistif (BR) noté « état 1 » 
par l’application de la procédure SETMIN (présentée au IV.1).  
 
Ces deux types de dispositifs sont stables sous le recuit de soudure de 260°C. En effet, les 
dispositifs de l’état 0 ont déjà été soumis au recuit du BEOL de 400°C pendant 2 minutes. Les 
autres dispositifs de l’état 1 sont complètement cristallins et donc stables sous le recuit 
thermique de soudure. Ainsi, les états d’information programmés 0 et 1 sont stables suite à ce 




Figure 92: Méthode de pré-codage proposée pour stocker les informations sur la matrice mémoire lors de l’étape de 
soudure de la puce mémoire. 
 
IV.3.1  Application de la méthode de pré-codage sur les dispositifs à base de 
GST-C15% encapsulé par une couche de Titane 
Les dispositifs optimisés à base de GST-C15% encapsulé par une couche de 5 nm de Titane ont 
permis le pré-codage de deux états d’informations distincts. Il nous reste à vérifier la stabilité 
thermique de ces deux états lors de l’étape de soudure de la matrice mémoire sur une carte 
électronique. Pour cela, nous appliquons à ces dispositifs optimisés un recuit thermique de 
260°C pendant 2 minutes (Figure 93) pour reproduire le budget thermique appliqué aux 
dispositifs PCRAM pendant l’étape de soudure (« Soldering Pb-free »). 
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Nous constatons sur la Figure 94 qu’avant le recuit thermique de soudure, les valeurs des 
résistances des états d’informations notés 0 (haute résistance) et 1 (basse résistance) sont bien 
distinctes avec un écart d’un ordre de grandeur. Après le recuit de soudure, les deux 
distributions de résistances sont un peu modifiées donc l’écart entre les résistances est réduit 




Figure 93 : Profils de température du recuit de 
soudure utilisés: le profil demandé en rouge et le profil réel 
en noir. 
Figure 94 : Evolution des résistances de dispositifs à base de GST-C15% + 
Ti=5 nm lors de l’étape de soudure de la matrice mémoire sur une carte 
électronique « soldeing ». 
 
De plus, les niveaux de résistances moyens des deux états d’informations programmés gardent 




Figure 95 : Niveaux de résistances moyens des deux états d’information programmés sur des dispositifs à base de 
GST-C15% + Ti=5nm avant et après soudure. 
 
Ainsi, nous avons montré que les dispositifs à base de GST-C15% et comportant une couche 
de Titane de 5 nm d’épaisseur constituent une solution à la problématique de la soudure. 
Nous avons également testé la stabilité des deux états d’informations pré-codés au cours du 
temps. Nous avons donc suivi l’évolution de résistance des dispositifs optimisés pré-




















































State '0' before soldering
State '0' after soldering
State '1' before soldering
State '1' after soldering
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On rappelle que le phénomène de dérive des résistances est décrit par une loi de puissance qui 
exprime la résistance R à un instant t en fonction de la résistance initiale R0 mesurée au temps 
t0 et du « coefficient de drift » noté ν : 
 




Nous constatons que les deux états d’informations pré-programmés présentent des coefficients 
de drift très faibles. Cependant, l’état faiblement résistif est moins stable que l’état hautement 
résistif, ce qui concorde avec les résultats de stabilité des deux états au recuit de soudure. L’état 
faiblement résistif est moins stable que l’état hautement résistif que ce soit dans les conditions 
du recuit de soudure ou dans le temps.  
 
Figure 96 : Evolution des résistances des états d’informations pré-codés sur des dispositifs à base de GST-C15% + 
Ti=5 nm au cours du temps. 
 
En conclusion, le développement de la procédure de recuit électrique nommée SETMIN 
couplée avec la nouvelle technique de pré-codage nous ont permis d’utiliser les dispositifs à 
base de GST-C15% et comportant une couche de Titane de 5 nm d’épaisseur pour pré-coder 
deux états d’informations distincts et séparés par un écart de résistances d’un ordre de  grandeur. 
Ces deux états pré-codés ont montré une stabilité satisfaisante dans les conditions du recuit de 
soudure. 
 
De plus, les dispositifs utilisés montrent de bonnes performances électriques. En effet, ils 
présentent un courant de programmation réduit par rapport aux dispositifs à base de GST 
standard, avec une fenêtre de programmation de deux ordres de grandeur, ainsi que de bonnes 
propriétés de rétention et d’endurance.  
Ainsi, ces dispositifs optimisés constituent une solution à l’étape critique de la soudure. Ils 
peuvent être intégrés dans des matrices mémoires pour être programmés puis soudées sur les 
cartes électroniques de manière fiable. 
 
Toutefois, pour rendre cette méthode prometteuse, il est souhaitable d’avoir un écart plus 
important entre les valeurs de résistances des deux états de dispositifs avant la soudure. 
Pour cela, il convient d’augmenter la température de cristallisation du matériau à changement 
de phase.  C’est pourquoi nous nous sommes intéressés à une autre solution utilisant comme 
matériau à changement de phase du GeTe-C15% encapsulé par une couche de Titane qui 
présente une température de cristallisation élevée comme l’ont montré les mesures présentées 
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IV.3.2  Application de la méthode de pré-codage sur les dispositifs à base de 
GeTe-C15% encapsulé par une couche de Titane 
L’utilisation combinée du dopage Carbone dans le GeTe et d’une couche d’encapsulation de 
Titane a permis d’augmenter la température de cristallisation du GeTe pour approcher le budget 
thermique du BEOL qui est de 400°C (Figure 74). 
 
Nous avons testé les performances électriques de dispositifs à base de GeTe-C15% encapsulé par une couche de 5 nm 
de Titane, en utilisant la procédure décrite sur la  
Figure 85. Les courbes représentées sur la Figure 97 ont été obtenues pour des impulsions de 
programmation de 1 µs de longueur. 
 
  
Figure 97 : Caractéristiques R-I des dispositifs PCRAM à base de GeTe-C15% + Ti=5 nm et de dispositifs de 
référence obtenus pour des impulsions de programmation de 1 µs de longueur.  
 
Les dispositifs à base de GeTe-C15% encapsulé par une couche de 5 nm de Titane présentent 
un courant de programmation d’environ 20 mA et une fenêtre de programmation de deux ordres 
de grandeur. On observe également une réduction du courant de programmation de ces 
dispositifs par rapport aux dispositifs de référence à base de GST. 
 
Par ailleurs, nous avons testé différents budgets thermiques proches du recuit BEOL (400°C 
pendant 2 minutes) afin de déterminer la température optimale à laquelle les dispositifs vierges 
peuvent être soumis tout en gardant un état hautement résistif. Nous avons opté pour un recuit 
de 360°C pendant 2 minutes. Celui-ci permet de programmer les dispositifs dans un état 
hautement résistif d’environ 200 kOhms. Ensuite, grâce à la procédure SETMIN optimisée 
présentée précédemment, nous avons pu programmer certains dispositifs dans un état 
faiblement résistif de quelques kiloOhms. 
 
Ces deux états d’informations sont séparés par un écart de résistance moyen d’un ordre de 
grandeur. Cependant, les distributions de résistances des deux états pré-codés présentent une 
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Figure 98 : Evolution des résistances de dispositifs à base de GeTe-C15% + Ti=5 nm lors de l’étape de soudure de la 
matrice mémoire sur une carte électronique « soldering ». 
 
Les deux types de dispositifs ont été testés électriquement et présentent un courant de 
programmation d’environ 20 mA et une fenêtre de programmation de deux ordres de grandeur. 
De plus, des mesures de l’évolution des résistances au cours du temps ont montré que les deux 
états pré-programmés sont stables au cours du temps avec un coefficient de drift moyen de 0.02. 
 
Ainsi, Ce matériau présente un bon potentiel pour le pré-codage des informations. Cependant, 
une forte dispersion des résistances des dispositifs testés remet en cause la qualité du matériau 
déposé et laisse entrevoir une nécessité d’optimisation de la technologie et du matériau utilisé 



























State '0' before soldering
State '0' after soldering
State '1' before soldering
State '1' after soldering
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Conclusion du chapitre III 
Nous avons montré au cours de cette étude que l’incorporation de Carbone dans le GST ou dans 
le GeTe combinée avec l’encapsulation par une couche de Titane permet d’augmenter la 
température de cristallisation de ces matériaux à changement de phase de manière significative. 
D’autre part, le développement de la procédure de recuit électrique SETMIN nous a permis de 
parvenir à programmer des dispositifs LETI dans deux états de résistances séparés par plus d’un 
ordre de grandeur et stables au cours du temps. Ces deux états permettent de stocker une 
information et de la conserver lors de l’étape de soudure de la matrice mémoire sur la carte 
électronique. Les dispositifs utilisant du GST-C15% encapsulé par une couche de Titane de 
5nm d’épaisseur représentent une solution prometteuse pour le pré-stockage d’informations 
exigé par l’application des cartes sécurisées (« Secure Smart-Card »). 
 
Des dispositifs à base de GeTe-C15% encapsulé par une couche de Titane de 5nm d’épaisseur 
ont également été testés. Ceux-ci ont pu être programmés dans deux états de résistances séparés 
par deux ordres de grandeur. Cependant, une forte dispersion des résistances des dispositifs 
testés remet en cause la qualité du matériau déposé. 
 
Afin d’améliorer cette solution, on peut envisager d’optimiser la concentration en Carbone 
dans le GeTe ainsi que l’épaisseur de la couche d’encapsulation, tout en veillant à obtenir des 
films de bonne qualité. On peut également envisager d’incorporer un dopage de Titane dans 
les matrices de GST et GeTe. De plus, une meilleure compréhension physique de l’impact du 
Titane sur le matériau à changement de phase est nécessaire pour savoir pourquoi les atomes 
de Carbone sont repoussés près du plug en présence de Titane, et comment les atomes de Titane 
augmentent la température de cristallisation du matériau dopé Carbone. 
 
Cependant, la fabrication industrielle des mémoires non volatiles inclut une étape de test de 
fonctionnalité nommé « EWS » (pour « Electrical Wafer Sort ») de toutes les cellules mémoires 
de la matrice avant pré-codage et packaging. Cette étape n’est pas réalisable avec notre solution 
de pré-codage parce qu’elle utilise une propriété de la phase amorphe as-fab qui correspond à 
un état hautement résistif obtenu après recuit BEOL et vierge électriquement. Pour dépasser 
cette difficulté, il faut choisir un matériau qui possède une température de cristallisation plus 
élevée tout en gardant de bonnes performances électriques. Pour cela, il est possible de 
combiner les deux aspects présentés dans le chapitre II, c’est-à-dire modifier la stœchiométrie 
du matériau Ge2Sb2Te5 et utiliser un dopage optimisé afin d’améliorer la stabilité thermique de 
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Résumé du chapitre IV 
Les mémoires PCRAM doivent améliorer deux propriétés importantes afin de prétendre aux 
applications embarquées : la rétention à haute température et la stabilité des données dans les 
conditions du Soldering. Pour cela, différentes stratégies ont été testées, notamment la 
modification de la stœchiométrie et l’utilisation du dopage, comme nous l’avons présenté dans 
le chapitre II.  
 
En particulier, l’étude de composés GST enrichis en Ge a permis de montrer que le matériau 
GST-Ge45%-N4% est très prometteur en raison des performances que présentent les dispositifs 
utilisant ce matériau. En particulier, la rétention de l’état RESET de ces dispositifs est la 
meilleure présentée dans la littérature avec 210°C 10 ans. De plus,  les deux états SET et RESET 
sont stables dans les conditions du recuit de soudure. Cependant, ces dispositifs présentent une 
certaine instabilité de l’état SET en comparaison avec les dispositifs à base de GST. [145] 
 
Par ailleurs, la stabilité des états programmés est un critère de fiabilité déterminant notamment 
pour les cellules mémoires multi-niveaux [146]. Il est nécessaire de comprendre les mécanismes 
mis en jeu dans la stabilité des états de programmation SET et RESET afin de satisfaire ce 
critère. 
 
Dans ce chapitre, nous allons voir tout d’abord les propriétés de conduction des états SET et 
RESET des matériaux à changement de phase. Ensuite, nous nous intéresserons à l’analyse des 
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I.  Propriétés de conduction de l’état RESET 
I.1  Caractéristiques électriques de l’état RESET 
D’un point de vue électrique, l’état RESET est caractérisé par des résistances élevées, 
généralement entre 200 kΩ et quelques MΩ. Cependant, la caractéristique I-V représentant le 
courant de programmation en fonction de la tension appliquée change brusquement à la tension 
VTH nommée tension de transition électronique ; la conductivité du dispositif devient alors 
comparable à celle de l’état SET. La Figure 99 représente les courbes I-V de dispositifs à base 
de GST, la tension VTH vaut environ 1.2V. 
 
 
Figure 99 : Les caractéristiques I-V des états SET et RESET de dispositifs PCRAM à base de Ge2Sb2Te5. [147] 
 
Afin de comprendre la conduction de la phase amorphe, il est nécessaire de considérer deux 
cas : l’état isolant nommé OFF pour les tensions inférieures à VTH et l’état conducteur nommé 
ON atteint suite à la transition électronique qui a lieu à la tension VTH. 
Toutes les mesures et les modèles qui seront présentés dans cette partie ont été réalisés sur les 
dispositifs à base de Ge2Sb2Te5. 
I.2  Conduction de la phase amorphe 
I.2.1  Structure de bande 
Lorsque le dispositif est programmé à l’état RESET, le matériau à changement de phase se 
trouve dans sa phase amorphe. Cette phase thermodynamiquement instable est caractérisée par 
une structure atomique désordonnée et des potentiels locaux non périodiques.  
En effet, les modèles développés pour décrire la structure électronique du matériau amorphe 
GST montrent que le haut de la bande de valence est déformé en raison de la présence de 
porteurs de charges dus au Tellure ainsi que des défauts de structure présents le long des chaînes 
Te-Te [148]. Ces « pièges » génèrent une grande densité d’états électroniques localisés avec 
une distribution aléatoire en termes de localisation et d’énergie. Il s’agit de pièges neutres (1020-
1021 cm-3) ou d’états donneurs ou accepteurs (1018-1019 cm-3). [149] (Figure 100) 
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Les bandes de valence et de conduction ne sont pas séparées par un écart bien défini (Figure 




Figure 100: Structure électronique d’un semi-conducteur amorphe obtenu par un modèle qui considère des niveaux 
d’énergie E’c et E’v mobiles. [149] 
 
La différence d’énergie entre ces niveaux E’c et E’v définit la « mobilité du gap » qui contrôle 
les propriétés de conduction c’est-à-dire la résistivité électrique et l’énergie d’activation de la 
conduction. Cette dernière correspond à la pente du courant I en fonction de 1/kT. Elle reflète 
la différence d’énergie entre le niveau de Fermi EF et le bas de la bande de conduction E’c.  
I.2.2  Matériau amorphe isolant 
Dans le cas où le matériau amorphe est dans son état OFF, son énergie d’activation de la 
conduction décroît lorsque la tension appliquée augmente (V< VTH). La conduction est donc 
favorisée. Ceci signifie que la conduction est assurée par des centres de Coulomb puisque leurs 
niveaux de potentiels peuvent être abaissés par l’application d’un champ électrique. (Figure 
101) 
 
Le modèle développé par Ielmini [150] permet de calculer les profils de potentiels entre 
différents pièges en les considérant comme des potentiels de Coulomb. Dans ce modèle, le 
niveau de Fermi EF est placé à mi-gap et la conduction est dominée par le déplacement des 
porteurs entre les états localisés situés dans la bande interdite (théorie de Poolee-Frenkel). Ce 





 Figure 101 : Profils de potentiels entre deux états localisés d’énergie en fonction de la tension appliquée. Une tension 
positive entraîne l’abaissement de la barrière d’énergie. 
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Ce modèle permet d’exprimer le courant I en fonction de la tension V appliquée au matériau 

















Avec q la charge élémentaire, A la section du dispositif, τ0 le temps de déplacement des porteurs 
entre pièges, NT la densité d’états de Coulomb entre le niveau de Fermi EF et le bas de la bande 
de conduction Ec, Δz la distance moyenne entre eux et ua l’épaisseur du matériau amorphe. 
 
Dans le cas des faibles tensions, la formule (IV.1) décrit le transport ohmique à champ faible 














Avec R0 le facteur pré-exponentiel et EA=EC-EF l’énergie d’activation de la conduction.  
 
D’après le modèle de Poole-Frenkel, le niveau EF est situé à mi-gap et la grandeur EA est 
considérée comme constante. Dans ce cas, la résistance est considérée comme une fonction 
linéaire de l’épaisseur du matériau amorphe actif. Or, les mesures ne valident pas cette relation 
et montrent simplement que la résistance des dispositifs est une fonction croissante de 
l’épaisseur du matériau amorphe actif. Il est donc possible de programmer les dispositifs à 
différents états résistifs en maîtrisant l’épaisseur du matériau amorphe qu’ils comportent à 
l’aide d’impulsions électriques adaptées. 
 
Les mesures de résistance en fonction de la température pour différents états résistifs montrent 
une différence dans leurs énergies d’activation de la conduction (Figure 102). 
Pour rendre compte de cet effet, Ielmini a proposé un modèle noté DPF (pour « Distributed 
Poole-Frenkel ») [151] qui considère que les barrières d’énergie à dépasser pour permettre le 
transport des porteurs présentent une distribution aléatoire entre les pièges en raison du désordre 
chimique et structural de la phase amorphe. La Figure 103 montre que ce modèle permet 




  Figure 102 : Tracé d’Arrhenius de la résistance 
mesurée pour différents états résistifs. La pente 
représente l’énergie d’activation de la conduction. [151] 
 
  Figure 103 : Evolution de l’énergie d’activation de la 
conduction EA mesurée et calculée en fonction de la 
résistance. Le modèle proposé permet d’ajuster les 
valeurs. [151] 
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Pour expliquer cette dépendance de l’énergie d’activation de la conduction en fonction de la 
résistance programmée, le matériau amorphe a été modélisé par un système composé de 
différents éléments résistifs dont les énergies d’activation de la conduction Ei sont aléatoirement 
réparties. Par conséquent, le courant ne circule pas de manière uniforme dans la couche mais 
va suivre les éléments résistifs de plus faibles résistances (nommés chemins de percolation) 
donc ceux qui possèdent les énergies d’activation de la conduction les plus faibles. [149] 
 
Lorsque l’épaisseur de la région amorphe diminue, la probabilité de trouver un chemin de 
percolation de faible résistance le long des états localisés de faibles barrières d’énergie Ei 
augmente. Cet effet confirmé par les simulations entraîne une diminution de l’énergie 
d’activation de la conduction EA. [151] 
I.2.3  Transition électronique vers l’état conducteur 
Lorsque le champ électrique appliqué au matériau à changement de phase approche de la 
condition critique (tension de seuil), un processus instable a lieu. Il mène à une augmentation 
brutale de la conductivité. 
 
Cette transition électronique qui permet le passage du matériau amorphe à l’état ON est décrite 
par l’instabilité du courant et de la tension due à l’excitation électronique sous l’effet de champs 
électriques élevés. Plusieurs mécanismes de conduction non ohmique ont été présentés dans la 
littérature afin d’expliquer cette transition [152]. Le mécanisme le plus communément admis 
est la conduction de type Poolee-Frenkel à fort champ électrique.  
 
Pour les faibles tensions, le transport de type Poolee-Frenkel permet de maintenir l’équilibre de 
la distribution énergétique des électrons et un niveau de Fermi spécifique (Figure 104(a)). 
Lorsque le champ électrique est suffisamment élevé, les électrons vont connaître un gain en 
énergie significatif qui va augmenter leur mobilité. Ceci peut être décrit comme un mécanisme 
d’injection qui a lieu entre les états localisés de faible énergie et les états de haute énergie 
(Figure 104(b)). De plus, l’application d’un champ électrique élevé entraîne la diminution de la 
barrière de potentiel pour l’émission thermique. Ces deux effets conjoints sont à l’origine de 
l’augmentation de la conductivité. 
 
Par ailleurs, le gain en énergie des électrons entraîne un déséquilibre dans leur distribution 
énergétique. De plus, certains électrons n’ayant pas vu de gain en énergie, une partie du 
matériau reste à l’état OFF (Figure 104(c)). Ceci entraîne une non-uniformité du champ 
électrique sur toute l’épaisseur du matériau amorphe : en effet, pour maintenir le même courant, 
le champ électrique doit être très élevé dans la partie d’état OFF dans laquelle la distribution 
énergétique est quasi-uniforme ; en revanche, il doit être très faible dans la partie d’état ON 
dans laquelle les électrons sont dans un état énergétique élevé. La chute du champ électrique à 
l’interface entre la partie OFF et la partie ON est à l’origine de la rupture de pente de la 
caractéristique I-V du matériau amorphe à la tension de seuil. [150] 
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 Figure 104 : Schéma du processus d’injection responsable de la transition électronique de la phase amorphe qui a lieu 
à champ électrique élevé : la distribution d’énergies des électrons est uniforme sous champ faible (a) et devient non 
uniforme sous champ fort en raison du gain en énergie des électrons (b) qui entraîne une non-uniformité électrique et 
la formation de deux parties dans le matériau amorphe : une partie OFF et une partie ON (c). [147] 
 
I.3  Dérive de la résistance de l’état RESET et mécanismes mis en jeu 
I.3.1  Instabilité de la phase amorphe : la relaxation structurale 
I.3.1.1   Description des effets électriques observés   
Suite à l’application d’une impulsion de RESET, la tension de seuil VTH nécessaire pour 
permettre la transition électronique du volume amorphe augmente avec le temps. De plus, le 
dispositif PCRAM programmé dans un état de haute résistance connait une augmentation au 
cours du temps (Figure 105) selon la loi en puissance suivante [153] [154] :    
 













 Figure 105 : Evolution de la tension VTH et de la résistance en 
fonction du temps suite à l’opération de RESET. Les valeurs 
sont normalisées respectivement à t= 0.1ms et t= 2s. [155] 
Figure 106 : Evolution de l’énergie d’activation de 
conduction en fonction du temps sous un recuit de 
120°C. [149] 
 
La dérive de la tension de seuil ainsi que celle de la résistance (Figure 105) sont dues à l’effet 
de la relaxation structurale de la phase amorphe métastable. Il s’agit de changements structuraux 
qui ont lieu à courte distance pour minimiser l’énergie libre au sein du matériau amorphe, telle 
que la relaxation de liaisons faibles ou déformées.  
Chapitre IV Fiabilité des alliages de GST enrichis en Ge :                          





Par ailleurs, nous avons vu précédemment que l’énergie d’activation de la conduction est 
variable en fonction de la résistance programmée (Figure 102). De façon similaire, la relaxation 
structurale entraîne l’augmentation de l’énergie d’activation de la conduction en fonction du 
temps selon une loi de puissance (Figure 106). Ceci est dû à la modification des barrières 
d’énergie locales des différents éléments résistifs qui le composent.  
I.3.1.2  Description de la relaxation structurale 
La relaxation de la phase amorphe vers un état plus sable s’accompagne d’une émission 
thermique à travers une barrière d’énergie ERS. Ainsi, le temps caractéristique moyen de la 







Avec τ0 la constante de temps associée à la vibration atomique et ERS l’énergie d’activation de 
la relaxation structurale. 
 
Il a été monté que la dérive de la résistance dépend du courant de lecture et de la température. 
En revanche, elle ne dépend pas du champ électrique appliqué. [154] 
 
Un modèle développé par Ielmini a permis de mettre en évidence la signification physique du 
coefficient de drift. [156] En effet, le paramètre ν mesuré en suivant l’évolution de la résistance 
en fonction du temps dépend des conditions expérimentales. De plus, la variation de l’énergie 
de gap du système peut être accélérée par des recuits thermiques et dépend de la température 
de lecture c’est-à-dire la température à laquelle sont effectuées les mesures de résistance.  
 
Lorsque la température de lecture est égale à la température de recuit, le coefficient de drift à 
un instant t est donné par la relation suivante : 
 









Avec t0 un temps de référence. 
 
Dans ce cas, le coefficient de drift est égal au ratio entre les augmentations des énergies 
d’activation de la conduction ΔEA et de la relaxation structurale ΔERS. 
 
Lorsque la température de lecture est différente de la température de recuit, la relation 
précédente comporte un facteur multiplicatif qui prend en compte la dépendance en température 
du phénomène.  
 
Ainsi, pour une température donnée, le coefficient de drift est fonction de la variation de 
l’énergie d’activation de la conduction.  Ce résultat est conforme avec les mesures 
expérimentales montrant l’augmentation de ν avec l’augmentation de la résistance et de 
l’énergie d’activation de la conduction au cours du temps (Figure 107). De plus, les mesures 
montrent que ν varie linéairement avec Ec. 
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 Figure 107 : Variation du coefficient de drift ν en fonction de la résistance initiale (a) et de l’énergie d’activation de la 
conduction Ec (b), obtenue expérimentalement. [156] 
 
En conclusion, le coefficient de drift dépend du ratio entre les augmentations des énergies 
d’activation de la conduction ΔEA et de la relaxation structurale ΔERS. Cette relation entre 
l’énergie d’activation de la conduction et la résistance est due à la nature désordonnée du 
chalcogénure amorphe qui présente différentes énergies de gap (EA) localisées et distribuées de 
manière aléatoire dans le volume. 
 
De plus, le coefficient de drift dépend du matériau à changement de phase employé. La Figure 
108 montre les coefficients de drift de l’état RESET obtenus pour différents matériaux publiés 
par le LETI. Il apparaît clairement que les matériaux incorporant des dopants ou utilisant une 
stœchiométrie différente des matériaux standards (GST et GeTe) présentent des coefficients de 




Figure 108 : Coefficients de drift de l’état RESET obtenus pour différents matériaux publiés par le LETI. 
I.3.2  Modélisation 
La relaxation structurale de la phase amorphe est responsable de la dérive de la tension de seuil 
et de la résistance des mémoires à changement de phase dans l’état RESET. Plusieurs théories 
ont été proposées pour en expliquer les causes physiques. 
I.3.2.1  Modèle de Ielmini  
Le modèle de Ielmini [154] évoqué précédemment explique la relaxation structurale par le 
passage des défauts ou « traps » dans des états plus stables sous l’effet d’une excitation 
thermique à travers une barrière d’énergie ERS, dans un système à double niveaux DWP (Figure 
109). Ceci entraîne la diminution de la concentration des défauts qui représentent les états 
localisés responsables de la conduction du matériau amorphe. On obtient ainsi une diminution 
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de la conduction et donc une augmentation de la résistance au cours du temps.  
 
La diminution du nombre de défauts est contrôlée par le processus d’émission thermique et la 
distribution énergétique des défauts. Le phénomène d’annihilation des défauts est activé en 
température. [157]  
 
 
Figure 109 : Modèle cinétique de la relaxation structurale dans les matériaux amorphes : annihilation des états 
métastables (a) par excitation thermique dans le système DWP. [154] 
 
Par ailleurs, le modèle de Ielmini [154] affirme que la relaxation structurale nécessite 
l’excitation d’électrons situés sur les atomes faiblement liés de la structure amorphe. Cette 
excitation permet leur passage des états métastables vers les états libres de la bande de 
conduction. En revanche, la cristallisation fait appel à une excitation massive des électrons de 
la bande de valence vers la bande de conduction (Figure 110). Ceci explique pourquoi l’énergie 




 Figure 110 : Schéma électronique des mécanismes de relaxation structurale et de cristallisation qui explique la 
différence de leurs énergies d’activation. 
 
I.3.2.2  Modèle de Pirovano 
A l’inverse du modèle de Ielmini, le modèle de Pirovano [148] montre que les dérives de VTH 
et de ROFF sont corrélées à la dynamique des défauts (ou « traps ») présents dans le matériau 
amorphe.  
En effet, la déformation du haut de la bande de valence du matériau amorphe GST (décrite au 
I.2.1) entraîne la génération de paires de défauts chargés donneur/ accepteur qui impactent la 
densité des porteurs dans la phase (Figure 111). De plus, la génération de défauts va diminuer 
le nombre de porteurs et donc réduire la conduction.  
 
Par ailleurs, lorsque la densité des paires donneur/ accepteur augmente, le niveau de Fermi EF 
est modifié pour approcher le mi-gap (Figure 112) et les grandeurs VTH et de ROFF augmentent. 
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La variation de ROFF est donc liée à la dynamique des traps qui influencent la concentration des 
porteurs de charges.  
 
I.3.2.3  Modèle de Karpov  
Le modèle de Karpov [155] décrit la structure atomique désordonnée et métastable de 
l’amorphe par un système dit « à double niveaux » c’est-à-dire qui présente un double puits de 
potentiels (ou DWP pour « double-well potentials »), comme le montre la Figure 109. Cette 
approche étant purement physique, elle n’évoque pas de mécanismes électroniques comme celle 
de Pirovano.                
Les atomes peuvent basculer entre deux configurations différentes qui correspondent aux 
énergies minimales du système DWP. Le désordre structural de la phase amorphe se traduit 
alors par les fluctuations de la hauteur des barrières et la différence entre les énergies minimales. 
Ce modèle a permis de donner des expressions analytiques de la dérive temporelle des 
grandeurs VTH et de ROFF. Il évoque deux mécanismes microscopiques possibles pour la 
relaxation structurale : la variation de la densité du matériau et l’évacuation de contraintes 
mécaniques générés au cours du changement de phase. 
I.3.2.4  Modèle de Jino Im  
Enfin, l’étude de Jino Im [158] a montré que le changement de densité qui a lieu lors de la 
transformation de phase entraîne une contrainte résiduelle au sein du matériau amorphe. Ceci 
donne lieu à une diminution de l’énergie de gap et une augmentation des états localisés 
d’énergie dans ce gap. Le GST amorphe a donc une meilleure conduction lorsqu’il est sous 
contraintes. Par ailleurs, la cristallisation est accélérée sous l’effet des contraintes.  
 
La contrainte compressive due à la différence de densité entre les phases cristalline et amorphe 
peut être évacuée par la formation et la croissance de nuclei au sein du matériau amorphe. Ainsi, 
le courant qui circule dans le matériau est réduit ce qui mène à l’augmentation de la résistance.  
 
Ce modèle met en évidence deux processus qui ont lieu au sein du matériau amorphe : la dérive 
de la résistance et la cristallisation (Figure 113). En effet, l’évacuation du stress interne du 






Figure 111 : Schéma de la structure de bande du 
matériau amorphe  Ge2Sb2Te5 qui comporte des états 
localisés donneur/ accepteur. [148] 
Figure 112 : Modèle de bandes du matériau amorphe 
avant et après relaxation structurale. Le niveau de Fermi 
est augmentée en raison de la formation de paires de 
défauts donneur/ accepteur. [148] 
Chapitre IV Fiabilité des alliages de GST enrichis en Ge :                          





Ensuite, les nuclei vont croître jusqu’à amener le matériau dans un état cristallin, ce qui entraîne 
la chute de la résistance. 
 
Figure 113 : Schéma représentant les deux processus qui ont lieu au sein du matériau amorphe : la dérive de la 
résistance et la cristallisation. [158] 
 
Une étude récente réalisée par Ciocchini [159] a mis en évidence l’existence de ces deux 
processus de drift et de cristallisation pour les dispositifs à l’état SET comme pour les dispositifs 
RESET. 
 
Dans ce travail, nous avons choisi d’analyser nos résultats à la lumière du modèle de Ielmini 
qui constitue une référence dans le domaine des propriétés de conduction des matériaux 
chalcogénures.  
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II.  Propriétés de conduction de l’état SET 
II.1  Caractéristiques électriques de l’état SET 
Lorsque le matériau à changement de phase se trouve dans sa phase cristalline, le dispositif est 
dans son état SET faiblement résistif. Cependant, la caractéristique I-V représentant le courant 
de programmation en fonction de la tension appliquée (Figure 99) montre un comportement 
non linéaire. En effet, le dispositif SET connait une transition entre deux régimes : celui des 
faibles courants pour lequel la résistance est faible (notée RSET) et celui des courants élevés 
pour lequel la résistance est plus élevée (notée RON). 
II.2  Conduction de la phase cristalline 
Les études des propriétés de conduction de la phase cristalline des matériaux chalcogénures ont 
montré qu’ils se comportent comme des semi-conducteur de type p, avec une très forte 
concentration de trous. (Figure 114) 
 
Comme nous l’avons vu précédemment, le matériau Ge2Sb2Te5 peut se présenter sous deux 
formes cristallines : la structure hexagonale HCP ou la structure cubique à faces centrées CFC. 
La différence des propriétés de conduction entre les différents arrangements atomiques est 
contrôlée par la quantité de lacunes dans le matériau (ou « excess vacancies »). [160] 
 
La structure hexagonale du GST est caractérisée par une concentration de trous d’environ 3E20 
cm-3 et par une mobilité d’environ 30 cm²/ Vs [161]. La présence accrue de lacunes dans 
l’arrangement du Ge et/ou du Sb dans la structure cristalline entraîne la présence de défauts à 
un niveau d’énergie proche de la bande de valence. Ceci entraîne un chevauchement et une 
déformation du haut de la bande de valence. La conduction finale d’un tel semi-conducteur très 
fortement dopé p est quasi-métallique. Pour des températures élevées, proches de la température 
de fusion, une grande concentration de trous passe dans la bande de conduction participant ainsi 
à la conduction finale.  
 
La structure cubique CFC du GST présente une conductivité électrique de type p, avec un 
niveau de Fermi proche de la bande de valence. Elle présente de nombreux trous qui peuvent 
donner lieu à des niveaux d’énergie de défauts près de la bande de valence. Par conséquent, la 
conduction de ce matériau est de type semi-conducteur. A température élevée, le nombre 
d’électrons impliqués dans la conduction est élevé et donc la résistivité finale du matériau est 
faible. [162] 
 
Dans les deux structures cristallines, le régime non linéaire observé sur la caractéristique I-V 
est attribué aux effets thermiques ainsi qu’aux effets du champ électrique au sein du matériau. 
En effet, l’augmentation de la température augmente la concentration des porteurs de charges 
via la génération thermique dans le gap du semi-conducteur, tandis que l’application de champs 
électriques entraîne l’augmentation de la concentration et de la mobilité des porteurs sous l’effet 
de l’ionisation d’impact et de la conduction de Poole-Frenkel. [163] 
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 Figure 114 : Diagramme de bandes de la phase cristalline du Ge2Sb2Te5 assimilée à un semi-conducteur de type p. 
[164] 
II.3  Dérive de la résistance de l’état SET 
II.3.1  Dispositifs à base de Ge2Sb2Te5 
Lorsque le dispositif est programmé dans un état SET, il présente une résistance faible. 
Nous avons vu précédemment que le coefficient de drift mesuré sur les dispositifs à base de 
Ge2Sb2Te5 est d’autant plus grand que leurs résistances sont élevées. Les résistances faibles 
donnent donc de faibles coefficients de drift. La Figure 115 montre l’évolution des résistances 
des états SET et RESET de tels dispositifs. L’état RESET présente un coefficient de drift 
d’environ 0.11, tandis que l’état SET est quasiment-stable dans le temps.  
 
 
 Figure 115 : Evolution de résistance en fonction du temps pour les états SET et RESET de dispositifs à base de 
Ge2Sb2Te5. [154] 
II.3.2  Dispositifs à base de matériaux optimisés 
La recherche de nouveaux matériaux pour atteindre les performances requises par les 
applications industrielles a mené à l’utilisation de dopage ou de nouvelles compositions de 
matériaux. Ces matériaux permettent d’obtenir des températures de cristallisations élevées et 
améliorent ainsi les propriétés de rétention à haute température ainsi que la stabilité des données 
programmées dans les conditions du recuit thermique de soudure. 
 
Cependant, ces matériaux optimisés génèrent une instabilité des états faiblement résistifs (SET) 
et donc une augmentation des coefficients de drift. 
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Par exemple, les dispositifs PCRAM à base de GST-C15%+ Ti=5nm étudiés dans le chapitre 
III montrent des coefficients de drift différents pour les deux états faiblement résistifs 
programmés. L’état le plus faiblement résistif nommé SETMIN présente un coefficient de drift 
d’environ 0.024 alors que celui de l’état SET vaut 0.00243. En ce qui concerne le GeTe-C5%, 
son coefficient de drift est de 0.011. Tous ces matériaux présentent des coefficients de drift plus 
élevés que ceux mesurés sur les dispositifs de référence à base de Ge2Sb2Te5 inférieur à 0.01. 
[154] 
 
Par ailleurs, le développement de nouveaux matériaux à changement de phase à base de GST 
enrichi en Ge a permis d’améliorer la stabilité thermique (rétention) de l’état hautement résistif 
RESET et d’atteindre une rétention de 10 ans à plus de 180°C. Cet effet est dû à la ségrégation 
de Ge-cubique dans la phase amorphe ; ce processus étant fortement énergivore, il va entraîner 
l’amélioration de la rétention thermique du dispositif pour une augmentation du taux de Ge 
dans la phase.  
De plus, ces matériaux garantissent la stabilité des états programmés au cours du procédé de 
soudure. Cependant, ils présentent une certaine instabilité temporelle nommée « drift » (liée à 
la relaxation structurale) de l’état faiblement résistif SET. [165] 
 
La Figure 116 montre l’évolution de différents états de résistancess pour les dispositifs à base 
de GST et de GST enrichi en Ge. Pour les deux types de dispositifs, les coefficients de drift 
augmentent avec l’état de résistance programmé. En revanche, les dispositifs à base de GST-
Ge35% présentent des coefficients de drift plus élevés que ceux des dispositifs de référence 




 Figure 116 : Evolution de différents états de résistancess pour les dispositifs à base de GST et de GST-Ge35% en 
fonction du temps. La dérive de la résistance est plus importante pour le GST-Ge35% et elle augmente lorsque la 
résistance programmée est élevée. [166] 
 
L’utilisation combinée de matériaux à base de GST enrichi en Ge et de dopage en Azote ou en 
Carbone a permis d’améliorer la rétention thermique des dispositifs [145]. En revanche, les 
dispositifs fabriqués à partir de ces matériaux optimisés présentent des coefficients de drift plus 
élevés que ceux des dispositifs de référence pour les états faiblement résistifs, comme le montre 
la Figure 117. Ces états de résistances ont été obtenus avec une succession d’impulsions 
électriques d’amplitude décroissante et d’une durée totale de 15 µs.  
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 Figure 117 : Evolution des coefficients de drift en fonction de la résistance pour des dispositifs PCRAM programmés 
dans des états faiblement résistifs utilisant différents matériaux à changement de phase, mesurés à 150°C. [166] 
 
Afin de déterminer les mécanismes physiques mis en jeu dans la dérive de la résistance de l’état 
SET, nous nous sommes focalisés sur le matériau GST-Ge45%-N4%. 
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III.  Etude des dispositifs PCRAM à base de GST-Ge45%-
N4% 
III.1  Description des dispositifs  
Ces dispositifs fabriqués en partenariat avec STMicroelectronics sont constitués d’une couche 
de 70 nm d’épaisseur de GST-Ge45% incorporant un dopage Azote de 4%. Cette couche a été 
déposée à température ambiante par la pulvérisation simultanée d’une cible de GST pur et d’une 
cible de Ge pur en présence d’un gaz réactif d’Azote. 
 
Le matériau à changement de phase à base de GST-Ge45%-N4% est intégré dans une structure 
de type « Wall », présentée dans le chapitre I et montrée sur la Figure 118. L’élément résistif 
ou « Wall » a une hauteur de quelques dizaines de nanomètres, une épaisseur de quelques 




  Figure 118 : Photographie TEM de dispositifs PCRAM de  type « Wall ». [165]  
 
III.2  Performances des dispositifs  
Les dispositifs à base de GST-Ge45%-N4% permettent d’atteindre un temps de rétention de 
10ans à 210°C tandis que les dispositifs à base de GST-Ge45% montrent une rétention de 10ans 
à 208°C. L’introduction du dopage Azote dans les alliages de GST enrichi en Ge permet donc 
d’améliorer la rétention des dispositifs PCRAM. Cet effet est dû à la formation de liaisons Ge-
N dans la matrice cristalline qui empêche la cristallisation du Ge. [167] 
 
Cependant, ce dopage Azote entraîne une réduction de la vitesse de cristallisation ainsi que 
l’augmentation de la résistivité de la phase cristalline [145]. De plus, la résistance de l’état SET 
de ces dispositifs tend à augmenter avec le temps et présente un coefficient de drift plus élevé 
que celui des dispositifs à base de GST (figure 15). Les performances de ces dispositifs sont 
décrites plus en détails dans les publications [145] et [166]. 
 
En particulier, Nous avons développé une procédure de programmation nommée R-SET qui 
sera présentée au III.3.1.3 et qui permet de programmer les dispositifs à base de GST-Ge45%-
N4% dans un état faiblement résistif noté LRS. Avec une procédure spécifique nommée RESET 
(présentée au III.3.1.3), on peut programmer les dispositifs dans un état de haute résistance noté 
HRS.  
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On obtient ainsi deux états de résistance distincts et stables dans les conditions du recuit de soudure comme le montre 





Figure 119 : Distribution des résistances de dispositifs à base de GST-Ge45%-N4% programmés dans les états de 
faible résistance LRS et de haute résistance HRS. Une fenêtre de deux ordres de grandeurs sépare ces états après le 
recuit de soudure  nommé RST¨P. [145] 
 
III.3  Dérive de la résistance des états SET et RESET 
III.3.1  Programmation de différents états résistifs 
III.3.1.1  Etats faiblement résistifs 
Les dispositifs sont programmés à l’état SET à l’aide d’une impulsion électrique de 1.4 V 
d’amplitude, 300 ns de palier, 200 ns de temps de montée et 1µs de temps de descente. 
Pour être programmés dans un état de résistance plus faible que celui de l’état SET, les 
dispositifs sont soumis à une succession de 20 impulsions électriques d’amplitudes 
décroissantes de 3 à 0 V avec un temps de palier de 300 ns et des temps de montée et de descente 
de 5 ns. Ainsi, l’état obtenu nommé SETMIN nécessite un temps de programmation supérieur 
à 15 µs et ne répond pas aux exigences industrielles.  
 
Une procédure optimisée nommée R-SET a été développée afin d’atteindre une résistance faible 
tout en utilisant un temps de programmation raisonnable. Elle est constituée de l’enchaînement 
d’une impulsion de RESET et d’une impulsion de SET. L’impulsion de RESET est caractérisée 
par une amplitude de 3 V, 300 ns de temps de palier et 5 ns de temps de montée et de descente. 
L’impulsion de SET est celle décrite précédemment dans la procédure SET. 
III.3.1.2  Etat fortement résistif 
Les dispositifs sont programmés à l’état RESET à l’aide d’une succession de 20 impulsions 
électriques d’amplitudes croissantes de 0 à 3V avec un temps de palier de 300ns et des temps 
de montée et de descente de 5ns. La résistance obtenue est de l’ordre de quelques MOhms. 
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III.3.1.3  Schéma des procédures utilisées et résistances obtenues 
Les procédures utilisées pour programmer les différents états de résistances décrits 




SETMIN R-SET SET RESET 
 
 Figure 120 : Procédures électriques utilisées pour programmer les différents états de résistances. 
 
Les résistances programmées à l’aide de ces procédures sont représentées sur la Figure 121. 
Les différents états programmés sont rangés par ordre croissant de leurs résistances moyennes: 
SETMIN, R-SET, SET et RESET. Cependant, on observe une dispersion importante des 
résistances pour les états programmés faiblement résistifs qui entraîne un recouvrement des 
















 Figure 121 : Résistances des différents états programmés SETMIN, R-SET, SET et RESET. 
 
III.3.2  Dérive des résistances programmées 
Afin d’évaluer la dérive des résistances des différents états programmés, nous avons comparé 
les résistances des dispositifs mesurées juste après les procédures de programmation (Figure 
121) à celles obtenues après un recuit thermique de 1heure à 150°C qui a pour but d’accélérer 
la dérive des résistances. Nous avons ensuite calculé les ratios entre la résistance obtenue après 
drift et la résistance programmée (Figure 122) ainsi que les coefficients de drift donnés par 
l’évolution de la résistance pour les différents états programmés (Figure 123). Les figures 
suivantes montrent une augmentation du ratio caractéristique de la dérive de résistance ainsi 
que celle du coefficient de drift lorsque la résistance programmée augmente. De plus, ce ratio 
est plus grand pour l’état RESET que pour les états faiblement résistifs.  
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En effet, la résistance de l’état RESET est multipliée par 20 après drift tandis que les résistances 
des autres états sont multipliées par des facteurs plus petits que 10. 
 
  
  Figure 122 : Comparaison des ratios de la résistance obtenue 
après drift et de la résistance programmée pour les différents états 
programmés. 
 Figure 123 : Comparaison des coefficients de drift pour les 
différents états programmés. 
 
Pour déterminer les mécanismes physiques mis en jeu dans le phénomène de dérive de la 
résistance de ces différents états programmés, nous avons réalisé des mesures de bruit à basses 
fréquences. En effet, l’étude du bruit constitue un moyen pour accéder aux mécanismes de 
conduction qui ont lieu au sein du matériau. 
 
III.4  Mesures de bruit à basses fréquences 
III.4.1  Définition mathématique du bruit 
Le bruit dans les dispositifs électroniques correspond à des perturbations spontanées et 
aléatoires qui affectent leur signal électrique. Il s’agit de perturbations inhérentes au dispositif 
qui ne proviennent pas de sources externes et qui entraînent des fluctuations aléatoires du signal 
électronique, comme l’illustre la  




Figure 124 : Fluctuations du courant en fonction du temps. [168] 
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Le bruit dans le dispositif peut s’exprimer de la façon suivante : 
 
𝐼(𝑡) = 𝐼 ̅ + 𝑖𝑛(𝑡) (IV.5) 
 
Avec 𝐼 ̅le courant moyen et 𝑖𝑛(𝑡) la fluctuation aléatoire du courant. La valeur de 𝑖𝑛 est aléatoire 
en chaque point de temps t.  
 
Pour décrire le bruit, on doit donc utiliser des valeurs moyennes calculées sur des gammes de 
temps données. En pratique, l’étude du bruit est basée sur des méthodes mathématiques tirées 
des lois de probabilités qui permettent de définir correctement des valeurs moyennes pour les 
variables aléatoires. Généralement, on caractérise le bruit en utilisant la fonction mathématique 
de Transformée de Fourier qui permet de passer du domaine temporel au domaine fréquentiel. 
 
On décrit le bruit par sa densité spectrale de puissance (DSP) notée SI et définie pour chaque 
fréquence f par le théorème de Wiener-Kintchine comme suit : 
 






Le terme 𝐼(𝑡)𝐼(𝑡 + 𝑇)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  constitue le facteur d’autocorrélation et T le temps de corrélation donnés 
par la relation suivante : 
 










Ainsi, la densité spectrale de puissance du bruit informe sur la manière avec laquelle la 
puissance du bruit est distribuée en fréquence. 
 
Le bruit à basses fréquences constitue un moyen d’investigation des propriétés de conduction à 
l’échelle microscopique du matériau chalcogénure. Il est couramment utilisé pour comprendre 
les mécanismes de transport qui ont lieu au sein du matériau à changement de phase dans ses 
phases cristalline ou amorphe [169]. Il a également contribué à la compréhension de la 
relaxation structurale de la phase amorphe [170]. 
 
De plus, le bruit informe sur la qualité du matériau en termes de défauts. D’après le modèle de 
Ielmini, le bruit d’un matériau de volume V est proportionnel au nombre de défauts NT qu’il 








Pour les phases amorphes et cristallines, les caractéristiques électriques I-V publiées dans la 
littérature montrent l’existence de deux régimes : un régime linéaire ohmique pour les faibles 
champs appliqués et une augmentation exponentielle pour les champs électriques élevés, 
comme le montre la Figure 125. Pour les mesures de bruit, on se place en régime linéaire. Pour 
cela, on utilise des tensions inférieures à la tension de seuil. 
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Afin de comparer des spectres de bruit, il faut considérer le bruit normalisé sur une gamme de 
tensions appliquées pour une fréquence de mesure donnée. Ce dernier est donné pour chaque 
tension appliquée par le quotient du bruit mesuré par le carré du courant soit 
𝑆𝐼
𝐼2
 . De plus, le 
bruit normalisé est une fonction linéaire du courant et une fonction constante de la tension. La 
Figure 126 montre le bruit normalisé calculé à 1 Hz en fonction de la tension pour des phases 
amorphes et polycristalline de GST présenté par la littérature. Un écart de deux ordres de 




Figure 125 : Caractéristiques électriques I-V des phases 
amorphe et polycristalline du GST avec un régime 
linéaire pour les faibles tensions. [169] 
 
Figure 126 : Comparaison des bruits normalisés à 1 Hz 
des phases amorphe et polycristalline du GST. [169] 
 
Il est important de noter que le bruit mesuré pour la fluctuation d’une grandeur donnée peut être 
normalisée par rapport au carré de cette grandeur. Ainsi, le bruit normalisé à une fréquence f 
















Avec I le courant, V la tension, R la résistance et G la conductance du dispositif électronique 
étudié. 
III.4.2  Description du banc de mesures de bruit 
Pour effectuer les mesures de fluctuation de courant, on utilise un système constitué d’un 
amplificateur opérationnel programmable de type PBA2 et d’un analyseur de spectres 
dynamique. Ce système nommé 3PNMS est intégré dans un banc de mesures sous pointes qui 
permet d’obtenir des caractéristiques statiques I-V ainsi que le bruit des dispositifs. (Figure 
127) 
 
Le dispositif est placé en série avec le circuit constitué d’un générateur de tension continue et 
de l’amplificateur PBA2. Le générateur permet d’appliquer au dispositif des tensions DC de 
faibles amplitudes qui vont entraîner le passage d’un courant électrique à travers le dispositif. 
Ce courant est amplifié puis mesuré en utilisant le gain déclenché par l’amplificateur. La lecture 
du courant pour chaque tension appliquée permet d’obtenir la caractéristique électrique I-V. 
Ensuite, en chaque point de la droite I-V, l’analyseur de spectres va effectuer les traitements 
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mathématiques nécessaires en utilisant 32 chronogrammes I(t) pour transformer les fluctuations 
du courant avec le temps en spectres fréquentiels du bruit pour chaque tension appliquée. 
Le banc de mesures utilisé présente une sensibilité de 10-9 A en courant et de 10-25 A²/Hz en 
DSP de bruit. 
 
Pour les dispositifs PCRAM étudiés ici, nous nous sommes placés en régime ohmique et nous 
nous sommes limités à une gamme de tensions comprises entre 0 et 0.3 V. Les spectres ont été 







  Figure 127 : Schéma du banc de mesures de bruit qui permet d’obtenir des spectres de densité spectrale de puissance en 
fréquences pour chaque tension appliquée. 
III.4.3  Bruit des différents états programmés 
III.4.3.1  Comparaison de la densité spectrale de puissance du bruit des différents états 
programmés 
Les mesures de bruit sur les différents dispositifs programmés ont permis d’obtenir les densités 
spectrales de puissance pour la gamme de tension de 0 à 0.3 V avec un pas de 0.05 V. 
Les Figure 128 et Figure 129 montrent respectivement la caractéristique I-V d’un dispositif 
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  Figure 128 : Caractéristique statique I-V d’un dispositif 
à base de GST-Ge45%-N4% programmé à l’état 
RESET. 
 Figure 129 : Densité spectrale de puissance du bruit en fonction de la 
fréquence pour différentes tensions appliquées au dispositif RESET. 
 
 
Les spectres DSP du bruit de l’état programmé RESET sous l’application de faibles tensions 
présentent une dépendance en fréquence de type 1/fγ avec des coefficients γ variant autour de 
1. Dans la littérature, le coefficient γ est estimé à 0.9 [172]. Ce comportement en 1/f montre un 
phénomène de bruit global. [171] [172] 
 
La Figure 130 et la Figure 131 montrent la caractéristique I-V d’un dispositif SETMIN ainsi 
que les spectres de DSP de bruit obtenus pour chaque point de cette caractéristique. 
 
  
Figure 130 : Caractéristique statique I-V d’un dispositif à 
base de GST-Ge45%-N4% programmé à l’état SETMIN. 
  Figure 131 : Densité spectrale de puissance du bruit en fonction de la 
fréquence pour différentes tensions appliquées au dispositif SETMIN. 
 
Les spectres DSP du bruit de ce dispositif SETMIN ne présentent pas une parfaite dépendance 
en 1/f. Ils sont constitués de la somme de deux contributions : une signature en 1/f  et une autre 
contribution qui est différente en fonction de la tension appliquée. D’autres dispositifs 
programmés à l’état SETMIN présentent des spectres en 1/fγ avec des coefficients γ variant 
autour de 1. Ces spectres concordent avec certains travaux de la littérature estimant le 
coefficient γ des états faiblement résistifs à 1.1. [172] 
 
En ce qui concerne les états R-SET et SET, certains dispositifs présentent des spectres en 1/f et 
d’autres présentent des spectres composés de la somme d’un signal en 1/f et d’un signal en 1/f². 
III.4.3.2  Interprétation des signaux de bruit obtenus pour les différents états 
programmés  
Les spectres représentant la densité spectrale de puissance du courant en fonction de la 
fréquence pour les dispositifs de fortes résistances (RESET) et pour quelques dispositifs de 
basses résistances (SETMIN) montrent un comportement en 1/f. Cette caractéristique en 1/f 
peut être expliquée par la superposition de plusieurs contributions Lorentziennes individuelles 
en 1/f² qui correspondent aux signatures des défauts présents dans le matériau. [173] Le 
phénomène de bruit est dit collectif.  
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En ce qui concerne l’état RESET, le matériau amorphe comporte des défauts dont les temps 
caractéristiques présentent une distribution étendue. La somme des différentes contributions de 
ces défauts entraîne un spectre global en 1/f. [170]  
 
En ce qui concerne les états de résistances intermédiaires entre SETMIN et RESET, les spectres 
présentés dans la littérature montrent des « bosses » qui affectent la caractéristique en 1/f. Ceci 
est relié au faible nombre de contributions Lorentziennes qui entraîne une distribution de temps 
caractéristiques étroite et qui est à l’origine de la perte du comportement en 1/f. [170] 
 
Dans le cas où le spectre DSP comporte une composante en 1/f², celle-ci est considérée comme 
la contribution du signal du bruit télégraphique (ou « Random Telegraph Noise »). Il s’agit d’un 
signal en créneau (à double niveaux) et correspond à la fluctuation structurale d’un défaut 
bistable. [170] 
 
En conclusion de notre étude, l’état RESET présente des spectres de bruit en 1/f parfait. En 
revanche, les différents états de faibles résistances programmés SETMIN, R-SET et SET 
présentent différents types de spectres. Certains spectres ont une signature en 1/f alors que 
d’autres sont composés de différentes contributions. Nous attribuons cette dispersion des 
spectres de bruit à la dispersion des résistances programmées pour chaque état étudié. En effet, 
les valeurs moyennes des résistances de ces états sont distinctes ; en revanche, les distributions 
des résistances se recouvrent (Figure 121). Ceci est lié à la morphologie de la couche du 
matériau à changement de phase obtenu pour chaque dispositif programmé c’est-à-dire la non 
uniformité de composition ainsi que la structure granulaire différente.  
III.4.3.3  Origines physiques du bruit en 1/f  
La conductivité σ d’un matériau semi-conducteur extrinsèque est donnée par la relation 
suivante : 
𝜎 = 𝑞. 𝑛. µ (IV.10) 
 
Avec q la charge élémentaire, µ la mobilité n la densité de porteurs libres. 
La fluctuation du courant qui est à l’origine du bruit peut avoir deux causes : la fluctuation de 











 𝛿µ = 𝑞𝑛𝛿µ 
(IV.12) 
 
III.4.3.3.1  Fluctuation de la mobilité  
En considérant que la fluctuation de la mobilité est à l’origine du bruit 1/f, Hooge a exprimé la  
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Avec α le paramètre de Hooge considérée comme une constante qui vaut 2.10-3. 
 
Dans le cas d’un échantillon homogène comportant N porteurs de charges dont les mobilités 
fluctuent indépendamment les unes des autres, le bruit est décrit par la relation empirique de 











III.4.3.3.2  Fluctuation de la densité  
Comme nous l’avons mentionné au I.3.2, les matériaux chalcogénures amorphes sont 
caractérisés par une structure atomique à double puits de potentiels DWP. Les transitions 
atomiques entre ces deux niveaux peuvent affecter le niveau énergétique des électrons en 
modifiant ainsi leur localisation. Ceci aura un impact sur le nombre de porteurs libres dans le 
matériau. De plus, cette modulation de la densité dépend de la température et du courant. [175] 
III.4.3.3.3  Génération-recombinaison  
Dans le cas où le semi-conducteur est en contact avec un oxyde, les porteurs de charges du 
semi-conducteur peuvent être captés par les pièges de l’oxyde situés à l’interface semi-
conducteur-oxyde. Ce mécanisme dit de génération-recombinaison a lieu uniquement en 
présence d’états de surface qui  peuvent être près de l’interface ou en contact avec le semi-
conducteur. Ce sont ces états de surface qui constituent une source de bruit. [174] (Modèle de 
Mc Whorter)  
III.4.3.4  Comparaison du bruit normalisé des états programmés SETMIN et RESET  
Afin de comparer les mesures de bruit obtenues pour les dispositifs à base de GST-Ge45%-N4% programmés dans les 
états SETMIN et RESET, nous avons calculé le bruit normalisé pour tous les dispositifs à chaque tension appliquée 
pour la fréquence de 10Hz. Ensuite, nous avons calculé le bruit normalisé moyen des états SETMIN et RESET de ces 





Figure 132 : Comparaison du bruit normalisé à 10 Hz des états programmés SETMIN et RESET pour les dispositifs à 
base de GST et GST-Ge45%-N4%. 
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Pour les dispositifs à base de GST-Ge45%-N4%, le bruit normalisé des états SETMIN et 
RESET se recouvrent. En revanche, pour les dispositifs à base de GST, un écart d’environ trois 
ordres de grandeur sépare le bruit normalisé des états SETMIN et RESET, ce qui concorde avec 
la littérature [172]. 
 
De plus, l’état SETMIN du GST enrichi en Ge présente un bruit normalisé plus élevé que celui 
de la référence GST. En revanche, l’état RESET du GST enrichi en Ge présente un bruit 
normalisé plus faible que celui de la référence GST.  
 
Par ailleurs, le bruit normalisé des états R-SET et SET des dispositifs à base de GST-Ge45%-
N4% est du même ordre de grandeur que celui des états SETMIN et RESET. Les différents 
états résistifs présentent donc un bruit normalisé constant sur la gamme de fréquences choisie. 
III.4.3.5  Morphologie des phases des différents états étudiés  
Afin de connaître la morphologie du matériau à changement de phase pour les différents états 
de programmation, des images TEM ont été réalisées sur des dispositifs programmés dans les 
états SETMIN, R-SET, SET et RESET (Figure 133).   
 
 
Des clichés de diffraction électronique locaux ont également été réalisés sur ces dispositifs afin 
de déterminer leur structure granulaire. La  
Figure 134, la Figure 135 et la  
Figure 136 montrent respectivement les résultats pour le dispositif RESET, R-SET et SETMIN. 
Dans chaque cas, les clichés de diffraction ont été effectués en deux points de la couche de 
matériau à changement de phase situés dans des zones qui présentent des contrastes différents. 
 




   Figure 133 : Images TEM montrant la morphologie de la couche de matériau GST-Ge45%-N4% pour des 
dispositifs programmés consécutivement dans les états SETMIN, R-SET, SET et RESET. 
Amorphous 
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Figure 134 : Clichés de diffraction électronique obtenus en deux points du matériau à changement de phase d’un 
dispositif RESET. Un dôme amorphe est entouré de cristallin cubique. 
 
 
L’analyse des images TEM et des clichés de diffraction de la  
Figure 134 montrent que le matériau à changement de phase du dispositif RESET est constitué 
d’un dôme complètement amorphe et homogène situé au-dessus du « Wall »  et entouré de 
matériau GST cristallin cubique.  
 
    
 Figure 135 : Clichés de diffraction électronique obtenus en deux points du matériau à changement de phase d’un 
dispositif R-SET. Une colonne cristalline traverse le dôme amorphe. 
 
Ainsi, la Figure 135 montre que le dispositif R-SET est constitué d’une colonne cristalline 
située au-dessus du « Wall » et traversant le dôme amorphe.  
 
 
    
 
Figure 136 : Clichés de diffraction électronique obtenus en deux points du matériau à changement de phase d’un 
dispositif SETMIN. Le matériau est complètement cristallin. 
 
La  
Figure 136 montre que dans le cas du dispositif SETMIN, le matériau à changement de phase 
est totalement cristallin. Le même résultat est obtenu pour le dispositif SET. En revanche, on 
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III.5  Mesures du bruit pour l’étude du drift 
III.5.1  Conditions d’étude 
Afin d’explorer les mécanismes mis en jeu dans le phénomène de dérive des résistances, nous 
avons réalisé les mesures de bruit sur les dispositifs à base de GST-Ge45%-N4% programmés 
dans les états de résistances décrits au III.3.1 dans deux cas : juste après programmation et après 
recuit thermique de 150°C pendant 1 heure. 
 
Pour l’état programmé RESET, nous avons vu au III.3.2 que la résistance a augmenté suite au 
recuit thermique réalisé. Le courant dans le dispositif est donc affecté et la caractéristique I-V 
est modifiée (Figure 137). De plus, les spectres DSP de bruit obtenus après drift (Figure 138) 
sont différents en comparaison avec les spectres obtenus avant drift (Figure 129). 
 
Ainsi, même s’ils présentent le même comportement en 1/f  représentatif d’un mécanisme de 





Figure 137 : Caractéristique statique I-V d’un 
dispositif à base de GST-Ge45%-N4% à l’état 
RESET après drift. 
  Figure 138 : Densité spectrale de puissance du bruit en fonction de 
la fréquence pour différentes tensions appliquées au dispositif 
RESET après drift. 
 
 
A partir des spectres obtenus, nous avons comparé le bruit normalisé pour les différentes 
fréquences 10 Hz, 100 Hz, 500 Hz, 1000 Hz et 9000 Hz afin de déterminer l’évolution du bruit 
normalisé au cours du drift. Ce  dernier augmente pour toutes les fréquences. Par conséquent, 
on choisit de limiter l’étude du phénomène de dérive de la résistance à la fréquence 10 Hz. 
(Figure 139) 
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 Figure 139 : Comparaison des niveaux de bruit normalisé de dispositifs à base de GST-Ge45%-N4% avant et après le 
phénomène de drift pour différentes fréquences : 10 Hz, 100 Hz, 500 Hz, 1000 Hz et 9000 Hz. 
 
III.5.2  Evolution du bruit normalisé au cours du drift 
III.5.2.1  Etats SETMIN et RESET 
Nous avons comparé la distribution du bruit normalisé moyen calculé à 10 Hz des dispositifs à 
base de GST-Ge45%-N4% programmés dans les états SETMIN et RESET avant et après le 
phénomène de drift accéléré par le recuit thermique de 150°C 1 heure.  
Les distributions des niveaux de bruit normalisé des différents dispositifs pour chaque état 
considéré présentent une dispersion d’une étendue d’environ un ordre de grandeur. 
De plus, les distributions des niveaux de bruit des états SETMIN et RESET avant drift se recouvrent, ce qui confirme 
la tendance observée sur les valeurs moyennes représentées sur la  
Figure 132 .  
Cependant, les tendances d’évolution de ces niveaux de bruit au cours du drift sont claires. La 
Figure 140 montre que le bruit normalisé diminue pour l’état SETMIN et qu’il augmente pour 
l’état RESET. 
L’augmentation du bruit normalisé de l’état RESET concorde avec les résultats de la littérature 
[171] [172] tandis que la diminution du bruit normalisé du SET est montrée pour la première 
fois avec notre étude. 
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 Figure 140 : Bruit normalisé moyen à 10 Hz de dispositifs à base de GST-Ge45%-N4% programmés dans les états 
SETMIN et RESET avant et drift. 
 
III.5.2.2  Etats SETMIN, R-SET, SET et RESET  
Pour comparer l’évolution des différents états étudiés, nous avons calculé pour chaque état 
programmé le ratio entre le bruit normalisé à 10 Hz mesuré après drift et celui mesuré après 
programmation. La Figure 141 montre des ratios inférieurs à 1 pour les dispositifs SETMIN et 
supérieurs à 1 pour les dispositifs RESET. Les ratios des dispositifs R-SET et SET présentent 




 Figure 141 : Ratio entre les bruit normalisés moyens à 10 Hz avant et après drift de dispositifs à base de GST-
Ge45%-N4% programmés dans les états SETMIN, R-SET, SET et RESET. 
 
Ainsi, on confirme que le bruit normalisé de l’état SETMIN diminue après drift alors que celui 
de l’état RESET augmente. Les états R-SET et SET présentent quant à eux des comportements 
variables en bruit normalisé.  
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III.5.2.3  Modèles physiques proposés pour expliquer l’évolution du bruit au cours du 
phénomène de drift pour les différents états résistifs  
III.5.2.3.1  Evolution du bruit 
La Figure 142 montre que le ratio entre le bruit normalisé moyen à 10 Hz après drift et celui 
avant drift est supérieur à 1 pour l’état RESET et inférieur à 1 pour les états de faibles 
résistances SETMIN, R-SET et SET. Le phénomène de drift entraîne donc l’augmentation du 
bruit normalisé moyen pour l’état RESET et sa diminution pour les états SETMIN, R-SET et 
SET, comme le montre la Figure 142. 
 
 
Figure 142 : Comparaison des ratios entre le bruit normalisé moyen à 10Hz avant drift et celui après drift pour les 
états SETMIN, R-SET, SET et RESET. 
 
III.5.2.3.2  Etat RESET  
D’après le modèle de Poole-Frenkel, la conduction dans le matériau amorphe est assurée par 
les pièges et défauts nommés « traps ». Le courant est donc proportionnel au nombre de traps 
NT. [157] 
 
Fantini et son équipe ont développé un modèle analytique sur le bruit à basses fréquences dans 
les dispositifs PCRAM qui a permis d’exprimer la densité spectrale de puissance du bruit en 
fonction du nombre de traps. Cette relation montre que SI est proportionnel à NT. [172] 
 
Ainsi, les grandeurs I et SI étant proportionnelles à NT, le bruit normalisé SI /I² est lui 
inversement proportionnel à NT. Ceci est compatible avec la loi de Hooge qui considère que le 
bruit normalisé d’un matériau homogène (ici l’amorphe) est inversement proportionnel au 
nombre de porteurs de charges (ici inversement proportionnel au nombre de défauts). 
 
Cette relation permet d’interpréter les mesures de bruit des états RESET présentées sur la  
Figure 132. Les dispositifs RESET à base de GST-Ge45%-N4% présentent un bruit normalisé 
plus faible que celui des dispositifs RESET à base de GST. Comme les deux types de dispositifs 
ont la même structure, les volumes de matériaux actifs considérés sont les mêmes.  
On peut conclure que le matériau GST-Ge45%-N4% comporte plus de défauts que le matériau 
GST lorsqu’ils sont en phase amorphes. 
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D’après le modèle cinétique de Ielmini, la dérive de la résistance de l’état RESET est due à la 
relaxation structurale dans les matériaux amorphes qui se manifeste par l’annihilation des états 
métastables (traps) par excitation thermique dans le système DWP. Ainsi, au cours du drift 
activé par le recuit thermique de 150°C 1 heure, le nombre de traps NT diminue.  
Ceci entraîne une diminution du courant I et donc une augmentation de la résistance du 
dispositif RESET. De plus, ceci implique l’augmentation du bruit normalisé SI /I². 
 
Ainsi, ce modèle permet d’expliquer que la relaxation structurale de la phase amorphe entraîne 
une augmentation de la résistance du dispositif RESET et de son bruit normalisé. Le phénomène 
de drift de la phase amorphe est dû à l’élimination de défauts dans le matériau. 
 
III.5.2.3.3  Etats SETMIN, R-SET et SET 
Afin d’interpréter les mesures de bruit obtenues pour les dispositifs SETMIN, R-SET et SET, 
nous avons proposé une modélisation morphologique basé sur les images TEM et une 
modélisation électrique des matériaux actifs de ces dispositifs. 
 
Modélisation morphologique : 
 
D’après les images TEM illustrées par la Figure 133, le matériau à changement de phase pour 
les états SETMIN et SET est constitué de grains cristallins entourés de joints de grains 
amorphes. En ce qui concerne l’état R-SET, le matériau actif est constitué d’une colonne 
cristalline entourée de régions amorphes.  
Suite au recuit thermique de 150°C 1heure réalisé pour accélérer le phénomène de drift, la 
relaxation structurale des régions amorphes entraîne une augmentation de la résistance de ces 
zones. Ceci va impacter la résistance globale des dispositifs qui va elle aussi augmenter. 
 
Pour les dispositifs programmés à l’état SETMIN et à l’état SET, le matériau à changement de 
phase peut être modélisé par un réseau de grains cristallins séparés par des interfaces amorphes 
(joints de grains) comme l’illustre la Figure 143. Les dispositifs programmés à l’état R-SET 
sont modélisés par un chemin cristallin entouré de zones amorphes comme l’illustre la Figure 




Figure 143 : Schéma du matériau à changement de 
phase dans les dispositifs SETMIN et SET.  
 Figure 144 : Schéma du matériau à changement de 
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Modélisation électrique : 
 
Les deux morphologies de phase illustrées sur la Figure 143 et la Figure 144 peuvent être 





  Figure 145 : Schéma électrique du matériau à 
changement de phase dans les dispositifs SETMIN et 
SET.  
  Figure 146 : Schéma électrique du matériau à 
changement de phase dans les dispositifs R-SET.  
 
Dans le cas des dispositifs SETMIN et SET, la résistance est donnée par la relation suivante : 
 






















La résistance du cristallin étant négligeable devant celle de l’amorphe, la conduction aura lieu 
majoritairement dans les zones cristallines pour les différents états SETMIN, R-SET et SET. 
 
Modélisation physique : 
 
Le modèle développé par Ciocchini pour expliquer l’instabilité des états SET et RESET des 
dispositifs PCRAM à base de GST enrichi en Ge interprète le drift de l’état SET comme le 
résultat de la relaxation structurale des régions désordonnées situées au niveau des joints de 
grains entre les grains cristallins ou dans des régions confinées le long des chemins de 
percolation. [159] 
 
Pour les états SETMIN, R-SET et SET, le matériau à changement de phase étant composé de 
cristallin et d’amorphe, son bruit doit être la somme de deux contributions : l’une due aux grains 
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 Etat SETMIN : 
 
Si on s’intéresse à l’évolution du bruit normalisé de l’état SETMIN, ce dernier diminue au cours 
du drift. Or, d’après le modèle de Ielmini, le bruit normalisé des régions amorphes augmente 
après le drift en raison de la relaxation structurale. Par conséquent, le bruit normalisé des grains 
cristallins diminue au cours du drift de manière très significative. De plus, la contribution du 
cristallin au bruit normalisé de l’état SETMIN est prédominante par rapport à celle de 
l’amorphe. 
 
Le matériau étant non homogène, on va considérer des mécanismes de conduction parallèles 
afin d’expliquer la diminution du bruit de la partie cristalline du matériau. Plus précisément, les 
grains cristallins sont assimilés à des semi-conducteurs de type p avec une conduction semi-
métallique et  les zones amorphes désordonnées entourant ces grains cristallins sont considérées 
comme des sources de bruit comportant un certain nombre de défauts NT. D’après le modèle de 
fluctuation du nombre de porteurs, les porteurs responsables de la conduction dans les grains 
cristallins qui passent à proximité des zones désordonnées peuvent être captés par les traps 
présents dans ces zones par processus de capture-émission, dit mécanisme de génération-
recombinaison, tout en respectant la neutralité de la charge globale dans le cristal. Ceci entraîne 
une fluctuation du nombre de porteurs dans le cristallin par influence électrostatique des traps 
présents dans l’amorphe. [176] Il en résulte une fluctuation de la conduction dans le cristal. 
 
Ainsi, le bruit normalisé du cristallin de volume Vcristallin est proportionnel au nombre de défauts 













Durant la relaxation structurale des régions amorphes résiduelles, la diminution du nombre de 
traps dans ces régions abaisse la densité de traps situés aux interfaces des grains cristallins. Par 
conséquent, la fluctuation du nombre de porteurs dans les grains cristallins diminue et le bruit 
normalisé du cristallin diminue aussi. 
 
En conclusion, le bruit à basses fréquences de l’état SETMIN est dominé par le bruit de la partie 
cristalline du matériau. Ce dernier est dû aux perturbations électrostatiques du cristallin par les 
défauts d’interface qui sont présents dans les zones amorphes résiduelles et qui influencent le 
nombre de porteurs dans le cristallin par mécanisme de génération-recombinaison.  
Cette relation permet d’interpréter les mesures de bruit des états SETMIN présentées sur la  
Figure 132. Les dispositifs SETMIN à base de GST-Ge45%-N4% présentent un bruit normalisé 
plus élevé que celui des dispositifs SETMIN à base de GST. Ceci est dû au fait que les résidus 
amorphes présents dans le matériau GST-Ge45%-N4% comportent plus de défauts que les 
régions amorphes présentes dans le matériau GST lorsque les dispositifs sont à l’état SETMIN. 
 
Par ailleurs, la relaxation structurale des régions amorphes résiduelles dans le matériau à 
changement de phase des dispositifs SETMIN entraîne la diminution du nombre de traps dans 
ces résidus et donc la diminution des perturbations électrostatiques exercées sur les grains 
cristallins. Ceci  est à l’origine de la diminution du bruit normalisé de ces gains cristallins.  
 Etats R-SET et SET : 
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Si on s’intéresse à l’évolution du bruit normalisé des états R-SET et SET, ce dernier diminue 
en valeur moyenne au cours du drift. En revanche, la distribution des points des différents 
dispositifs programmés montre une dispersion des résultats (Figure 141). On observe pour la 
majorité de ces dispositifs une diminution de leur bruit normalisé au cours du drift. Cependant, 
quelques dispositifs présentent une augmentation de leur bruit normalisé au cours du drift. 
Comme nous l’avons évoqué précédemment, le bruit normalisé des états R-SET et SET comme 
celui de l’état SETMIN est composé de deux contribution : une contribution de la partie 
cristalline et une autre de la partie amorphe résiduelle. 
 
Nous avons montré que le bruit normalisé du cristallin au cours du drift diminue alors que celui 
de l’amorphe augmente. Le bruit résultant de la somme de ces deux contributions présentera 
l’évolution de la partie prédominante. 
 
Par ailleurs, les volumes des zones amorphes et des zones cristallines varient entre les 
dispositifs, ce qui impacte les bruits normalisées relatifs à chaque partie. Ainsi, on comprend 
que l’évolution du bruit normalisé des états R-SET et SET au cours du drift va dépendre de la 
compétition entre les évolutions des deux composantes amorphe et  cristalline. Ceci explique 
la dispersion des points observée. 
 
En conclusion, nous avons observé la dérive de la résistance des différents états résistifs 
SETMIN, R-SET et SET due à la relaxation structurale de l’amorphe résiduel dans les 
matériaux actifs. Nous avons confirmé l’augmentation du bruit normalisé de l’état RESET avec 
la diminution du nombre de traps. De plus, nous avons montré pour la première fois la 
diminution du bruit normalisé des états faiblement résistifs ainsi que l’influence majeure des 
défauts d’interfaces sur le bruit à basses fréquences de ces états faiblement résistifs, apportant 
ainsi une nouvelle preuve indépendante de la validité du modèle de Ciocchini. [159] 
En effet, les défauts d’interface constituent des sources de bruit dans les grains cristallins et 
agissent selon le mécanisme de génération-recombinaison, contrairement à l’amorphe pour 
lequel le bruit est principalement dû au volume. 
De plus, la modélisation électrique des états SETMIN, R-SET et SET permet de confirmer la 
contribution du cristallin au bruit global de ces états. En effet, sans cette contribution, le bruit 
normalisé de ces état aurait une signature en bruit normalisé de l’amorphe et donc augmenterait 
au cours du drift. 
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Conclusion du chapitre IV 
Les états résistifs programmés des dispositifs PCRAM sont liés à l’état du matériau à 
changement de phase qu’ils comportent. Lorsque le dispositif est programmé dans un état 
hautement résistif, le matériau PCM est dans sa phase amorphe désordonnée et instable. La 
conduction est alors assurée par les défauts. Cette conduction est affectée par la relaxation 
structurale de la phase amorphe, qui est à l’origine du drift de l’état RESET.  
 
Trois voies d’explication ont été proposées pour la relaxation structurale qui est à l’origine du 
phénomène de la dérive de la résistance de l’état RESET des dispositifs PCRAM : 
- En adoptant le modèle de conduction de Poole-Frenkel dans le matériau amorphe, la 
conduction est assurée par les défauts et  les porteurs de charges se déplacent de défaut 
en défaut. Par ailleurs, la relaxation structurale entraîne la diminution du nombre de 
défauts NT au cours du temps. Ceci va réduire la conduction et augmenter la résistance. 
Le drift est dû dans ce cas à une annihilation de défauts. 
- En considérant la structure de bandes du matériau amorphe, la génération de paires de 
défauts chargés donneur/ accepteur impactent la densité des porteurs dans la phase.  En 
effet, la génération de défauts va diminuer le nombre de porteurs et donc réduire la 
conduction. Le drift est dû dans ce cas à une génération de défauts. 
- En considérant la réaction de changement de phase, celle-ci s’accompagne de la 
variation de la densité du matériau qui entraîne une contrainte résiduelle dans le 
matériau amorphe.  L’évacuation de cette contrainte par la formation de nuclei va 
diminuer la conduction du matériau et donc augmenter la résistance du dispositif. 
 
Lorsque le dispositif est programmé dans un état faiblement résistif, le matériau PCM est dans 
sa phase cristalline et se comporte comme un semi-conducteur extrinsèque dopé p. La résistance 
de l’état SET connait une augmentation dans le temps pour des dispositifs basés sur des 
matériaux optimisés. Pour étudier ce phénomène de drift, nous avons programmé des dispositifs 
Wall à base de GST-Ge45%-N4% dans différents états de résistances nommés SETMIN, SET 
et RESET, puis nous avons évalué leur variation de résistance accélérée en température. Nous 
avons observé que l’état SET présente un drift supérieur à celui des dispositifs de référence à 
base de GST. Afin de diminuer ce drift, nous avons proposé une nouvelle procédure de 
programmation optimisée qui permet à ces alliages programmés dans un état faiblement résistif 
R-SET de répondre aux spécifications.  
 
Afin de comprendre les mécanismes physiques mis en jeu dans ce phénomène de drift, nous 
avons réalisé une étude du bruit de ces dispositifs programmés dans différents états résistifs. En 
utilisant le modèle de Ielmini, les mesures de bruit à basses fréquences ont permis de montrer 
que les fluctuations du courant de l’état RESET sont générées par le volume de la phase 
amorphe. De plus, le drift de l’état RESET est dû à la relaxation structurale qui entraîne une 
élimination de défauts et une augmentation du bruit normalisé. En revanche, le bruit de l’état 
SETMIN est dominé par la partie cristalline présente dans le matériau actif. Les fluctuations de 
courant dans le cristallin sont générées par les régions amorphes résiduelles qui l’entourent. Ces 
résidus comportent des défauts qui vont agir sur les porteurs de charges du cristallin se trouvant 
à leur proximité par influence électrostatique.  
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De plus, le drift de l’état SET est dû à la relaxation structurale de l’amorphe qui entraîne une 
diminution des perturbations électrostatiques dans le cristallin et donc une diminution de son 
bruit normalisé. 
 
Enfin, le drift des états R-SET et SET est lui aussi dû à la relaxation structurale de l’amorphe 
résiduel dans le matériau actif. De plus, la variation de leur bruit normalisé est dominée soit par 
celle de l’amorphe soit par celle du cristallin en fonction de leur proportion et leur distribution 
dans le matériau. Dans ce cas, on a un rapport de force entre la contribution du volume de 
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Suite au développement du marché de l’électronique et de la diversité de ses applications, les 
systèmes électroniques sont devenus complexes et les composants mémoires en sont devenus 
un des principaux éléments. Ces mémoires doivent montrer de bonnes performances de 
fonctionnement tout en permettant d’atteindre des capacités de stockage élevées pour un faible 
coût, ce qui a déclenché une course à la miniaturisation pour les différentes applications stand-
alone et embarquées . 
Par ailleurs, la miniaturisation de la technologie Flash qui domine le marché avec près de 95% 
des revenus laisse aujourd’hui entrevoir ses limites parce qu’elle s’accompagne d’une 
détérioration des performances électriques des cellules mémoires. De plus, elle est confrontée 
à des contraintes de co-intégration avec la technologie CMOS développée pour le nœud 
technologique 28nm. 
Par conséquent, de nouvelles mémoires alternatives utilisant des matériaux optimisés et des 
structures innovantes sont développées. Le mécanisme de stockage d’information de ces 
mémoires émergentes n’utilise plus le piégeage de charges électroniques mais repose sur la 
commutation réversible entre deux états de résistance. Il s’agit des mémoires dites résistives 
(ReRAM). Parmi ces dernières, on trouve les mémoires à changement de phase PCRAM qui 
sont considérées comme l’une des technologies les plus prometteuses pour les futures 
générations de mémoires non-volatiles. En effet, elles ont montré leur potentiel de remplacer la 
technologie Flash dans les applications « stand-alone » grâce à leur performances en termes de 
programmation, d’endurance, de taille et de coût par bit. De plus, il est envisagé de les utiliser 
pour les applications embarquées ainsi que les applications de type SCM. 
 
La technologie PCRAM est basée sur la transition rapide et réversible du matériau à 
changement de phase entre un état amorphe hautement résistif et un état cristallin faiblement 
résistif. Cette transition est obtenue grâce à l’application d’un courant électrique qui va entraîner 
l’échauffement par effet Joule du matériau jusqu’à déclencher sa cristallisation. La transition 
inverse est obtenue grâce à l’application d’un courant plus intense qui va entraîner 
l’échauffement par effet Joule du matériau jusqu’à dépasser sa température de fusion. Ensuite, 
l’application d’une trempe thermique à la phase liquide permet d’obtenir la phase amorphe. 
Ainsi, la combinaison des propriétés électriques et thermiques du matériau PCM intégré dans 
un dispositif PCRAM définit le comportement final de ce dispositif ainsi que sa fiabilité. 
 
Pour faire face à la concurrence des technologies matures ou émergentes, les dispositifs 
PCRAM doivent améliorer leur fiabilité. Pour cela, il est nécessaire de comprendre les 
mécanismes physiques mis en jeu lors de leur défaillance afin de proposer des solutions 
d’amélioration. Dans ce travail de thèse, nous avons identifié les critères de fiabilité des 
PCRAM ainsi que les mécanismes de défaillances qui les affectent. Ensuite, nous nous sommes 
focalisés sur quelques critères de fiabilité qui constituent aujourd’hui de vrais challenges que 
doit relever la technologie PCRAM afin de s’affirmer sur le marché des mémoires. Tout 
d’abord, elle doit améliorer ses propriétés de rétention de l’état de haute résistance RESET à 
haute température pour répondre aux spécifications des applications embarquées en particulier 
l’automobile. Ensuite, elle doit assurer la conservation des données programmées après le recuit 
de « Soldering » pour les applications « Smart-Card ». Enfin, elle doit assurer la stabilité des 
données programmées au cours du temps et résoudre le problème du « Drift » de l’état de basse 
résistance SET pour les applications MLC. 
Nous avons donc cherché à développer des dispositifs PCRAM plus performants, en particulier 
en améliorant leur stabilité temporelle et thermique tout en veillant à améliorer leurs 
performances électriques notamment en diminuant leurs courants de programmation. 
 




Pour cela, nous avons utilisé deux types d’architectures de structure planaire dans lesquelles le 
matériau à changement de phase est déposé par pulvérisation cathodique au-dessus d’un 
élément chauffant. La première architecture utilisée de type « PLUG » a été fabriquée au LETI 
alors que la deuxième de type « Wall » a été fabriquée en collaboration avec 
STMicroelectronics. De plus, ces dispositifs intègrent des matériaux à changement de phase 
optimisés. 
 
Des simulations numériques par éléments finis ont également été effectuées au cours de cette 
thèse à l’aide du logiciel COMSOL MULTIPHYSICS dans l’objectif d’évaluer la rétention de 
structures à base de matériaux à changement de phase.  
 
Dans une première étude, nous avons investigué la stabilité de la phase amorphe responsable 
de la rétention des dispositifs PCRAM. Pour cela, nous nous sommes intéressés aux 
mécanismes physiques mis en jeu lors de la cristallisation d’un matériau dans une phase liquide 
qui sont la nucléation de germes cristallins puis leur croissance.  
Nous avons choisi un modèle pour la cristallisation du matériau à changement de phase qui 
prend en compte une nucléation hétérogène en volume et aux interfaces de germes cristallins 
cubiques. Ceci nous a permis d’identifier les différents facteurs microscopiques qui 
interviennent dans la cristallisation du matériau PCM. Grâce aux simulations numériques 
utilisant des plans d’expérience basés sur ces différents facteurs, nous pouvons affirmer que les 
facteurs qui impactent la cristallisation des matériaux à changement de phase sont les suivants : 
la température de fusion Tm,  la température de transition vitreuse Tg, la chaleur latente de 
fusion Lf et la grandeur énergétique d’interface χint+5* σ. Ceci signifie qu’il est possible 
d’améliorer la rétention des mémoires à changement de phase en modifiant le matériau à 
changement de phase qu’elles comportent. Pour ce faire, deux méthodes sont utilisées dans la 
littérature : la modification de la stœchiométrie du matériau ou l’utilisation du dopage. Ces 
méthodes ont été employées dans les dispositifs que nous avons développés au cours de cette 
thèse. 
 
Par ailleurs, différentes études ont mis en évidence l’impact des couches d’interface sur la 
température de cristallisation du matériau à changement de phase en fonction notamment de 
son épaisseur. Nous avons donc réalisé une étude sur l’effet d’interface dans le cas de films 
minces de GST et de GeTe en contact avec des couches d’interfaces en SiO2, TiN et Ta. Les 
mesures de réflectivité ont montré que les températures de cristallisation du GST et du GeTe 
sont plus élevées dans le cas d’une interface en Ta que dans le cas d’interfaces en SiO2 ou TiN. 
Les simulations numériques réalisées pour des films minces de GST soumis à une rampe de 
température nous ont permis de conclure que cet effet de variation de température observé n’est 
pas seulement corrélé à la nature de la couche d’interface mais que des modifications des films 
en volume sont à envisager. Deux hypothèses sont à prendre en considération pour expliquer 
l’effet observé : l’oxydation des couches de PCM ainsi que les contraintes mécaniques des 
couches d’interfaces qui peuvent modifier les propriétés de cristallisation des matériaux PCM. 
 
Des caractérisations matériaux doivent être réalisées afin de vérifier l’oxydation éventuelle des 
films de GST et de GeTe utilisant comme matériaux d’interface SiO2 et TiN. De plus, des 
simulations numériques peuvent être faites afin de comprendre par quels mécanismes agit 








Dans une seconde étude, nous avons cherché à améliorer la stabilité thermique de dispositifs 
PCRAM en particulier lors de l’étape industrielle critique de soudure. Pour cela, nous nous 
sommes intéressés à des dispositifs de structure PLUG fabriqués au LETI utilisant un dopage 
Carbone dans la matrice de matériau à changement de phase en GST ou en GeTe, encapsulée 
par une couche de Titane. Ces matériaux à changement de phase ont été déposés par co-
pulvérisation de deux cibles. 
 
Dans ce contexte, nous avons cherché dans un premier temps à déterminer l’effet du dopage 
Carbone lorsqu’il est incorporé dans une matrice en GST ou GeTe. Différentes mesures ont 
montré que le dopage Carbone a un fort impact sur la cinétique de la cristallisation. Il entraîne 
l’augmentation de la température de cristallisation ainsi que le ralentissement de la 
cristallisation, ce qui signifie qu’il permet d’améliorer la stabilité thermique des phases 
amorphes. Nous pensons qu’en formant des liaisons fortes, le dopage Carbone augmente la 
rigidité du matériau dopé, ce qui mène à un ralentissent du processus de cristallisation. 
 
Nous avons ensuite cherché à évaluer l’impact de la couche de Titane utilisée dans les 
dispositifs entre le matériau PCM et l’électrode supérieure afin d’améliorer leur adhérence. Les 
mesures montrent que la couche de Titane n’a aucun impact sur la température de cristallisation 
du GST et du GeTe purs. En revanche, elle entraîne une augmentation de leur température de 
cristallisation en présence du dopage Carbone. Les images obtenues par TEM-EELS ont permis 
de mettre en évidence une ségrégation des éléments chimiques dans les couches de GST-C en 
présence de la couche d’encapsulation en Titane. Ceci mène à la formation d’une zone active 
particulièrement riche en Carbone qui entraîne la stabilisation de la phase amorphe.  
Suite à la caractérisation de la fonctionnalité électrique des dispositifs fabriqués, nous avons 
choisi les dispositifs utilisant du GST-C15% encapsulé par une couche de Titane de 5nm 
d’épaisseur afin d’étudier leur compatibilité avec les conditions de Soldering. Par ailleurs, nous 
avons développé une nouvelle procédure de pré-codage grâce au développement de la 
procédure de recuit électrique SETMIN. Nous avons ainsi pu parvenir à programmer les 
dispositifs dans deux états de résistances séparés par plus d’un ordre de grandeur et stables au 
cours du temps. Ces deux états permettent de stocker une information et de la conserver lors de 
l’étape de soudure de la matrice mémoire sur la carte électronique. Par conséquent, ces 
dispositifs représentent une solution prometteuse pour le pré-stockage d’informations exigé par 
l’application des cartes sécurisées.  
 
En perspective de ce travail, il semble intéressant de fabriquer de nouveaux dispositifs à base 
de GeTe-C15%+ Ti=5nm en veillant à avoir des dépôts de PCM de bonne qualité et d’étudier 
la validé de cette solution pour le pré-codage. Il serait aussi judicieux d’étudier l’effet du 
dopage Titane sur la cristallisation des matériaux GST et GeTe. 
 
Néanmoins, cette technique de pré-codage présente une limitation technique car, s’appuyant 
sur un état hautement résistif vierge électriquement, elle ne permet pas de pré-tester les 
dispositifs avant pré-codage. D’où la recherche d’autres solutions, notamment l’étude des 
matériaux à base de GST enrichis en Ge qui ont été présentés dans la littérature comme des 
matériaux qui présentent une stabilité thermique de la phase amorphe améliorée par rapport à 




Dans la troisième et dernière partie de cette thèse, nous nous sommes intéressés à ces matériaux 
GST enrichis en Ge intégrés dans des dispositifs de structure Wall et fabriqués par 




STMicroelectronics. Ces dispositifs utilisent donc un matériau à changement de phase optimisé 
combinant l’utilisation d’une nouvelle stœchiométrie et l’incorporation d’un dopage. La 
composition GST-Ge45%-N4% permet d’atteindre l’une des meilleures performances en 
rétention présentées dans la littérature. En revanche, elle présente une instabilité temporelle de 
ses états SET et RESET (Drift) en comparaison avec les dispositifs de référence à base de GST. 
Contrairement au drift des matériaux hautement résistifs qui est bien connu et pour lequel les 
mécanismes physiques ont été identifiés, le drift des matériaux faiblement résistifs est un sujet 
complètement innovant qui représente un vrai verrou technologique pour les nouveaux 
matériaux à changement de phase alternatifs, en particulier pour le stockage multi-niveaux.     
Le phénomène de drift étant directement lié à la conduction, nous avons cherché à comprendre 
les mécanismes de conduction de la phase cristalline et de la phase amorphe des matériaux 
PCM.  
 
Lorsque le matériau PCM est dans sa phase amorphe désordonnée et instable, la conduction est 
alors assurée par les défauts. Cette conduction est affectée par la relaxation structurale de la 
phase amorphe, qui est à l’origine du drift de l’état RESET. Parmi les différents modèles 
physiques proposés dans la littérature, nous avons choisi le modèle de Ielmini afin d’interpréter 
nos résultats. Ce dernier considère que la conduction dans le matériau amorphe est de type de 
Poole-Frenkel. Dans ce cas, la conduction est assurée par les défauts et  les porteurs de charges 
se déplacent de défaut en défaut. Par ailleurs, la relaxation structurale entraîne la diminution du 
nombre de défauts au cours du temps. Ceci va réduire la conduction et augmenter la résistance. 
Le drift est dû dans ce cas à une annihilation de défauts.  
 
Lorsque le matériau PCM est dans sa phase cristalline, il se comporte comme un semi-
conducteur extrinsèque dopé p. La résistance de l’état SET connait une augmentation dans le 
temps pour des dispositifs basés sur des matériaux optimisés. Pour étudier ce phénomène de 
drift, nous avons programmé les dispositifs Wall à base de GST-Ge45%-N4% dans différents 
états de résistance nommés SETMIN, SET et RESET, puis nous avons évalué leur variation de 
résistances accélérée en température (recuit de 1heure à 150°C). Nous avons observé que l’état 
SET présente un drift supérieur à celui des dispositifs de référence à base de GST. Afin de 
diminuer ce drift, nous avons proposé une nouvelle procédure de programmation optimisée qui 
permet de programmer les dispositifs dans un état faiblement résistif nommé R-SET. Cette 
méthode permet à ces alliages de répondre aux spécifications du marché des mémoires.  
 
Afin de comprendre les mécanismes physiques mis en jeu dans le phénomène de drift, nous 
avons réalisé une étude du bruit de ces dispositifs programmés dans différents états résistifs. En 
utilisant le modèle de Ielmini, les mesures de bruit à basses fréquences ont permis de montrer 
que les fluctuations du courant de l’état RESET sont générées par le volume de la phase 
amorphe. De plus, le drift de l’état RESET est dû à la relaxation structurale qui entraîne une 
élimination de défauts et une augmentation du bruit normalisé. En revanche, le bruit de l’état 
SETMIN est dominé par la partie cristalline présente dans le matériau actif. Les fluctuations de 
courant dans le cristallin sont générées aux interfaces avec les régions amorphes résiduelles qui 
l’entourent. Ces résidus comportent des défauts qui vont agir sur les porteurs de charges du 
cristallin se trouvant à leur proximité par influence électrostatique. De plus, le drift de l’état 
SET est dû à la relaxation structurale de l’amorphe qui entraîne une diminution des 
perturbations électrostatiques dans le cristallin et donc une diminution de son bruit normalisé. 
Enfin, le drift des états R-SET et SET est lui aussi dû à la relaxation structurale de l’amorphe 
résiduel dans le matériau actif. De plus, la variation de leur bruit normalisé est dominée soit par 
celle de l’amorphe soit par celle du cristallin en fonction de leur proportion et leur distribution 




dans le matériau. Dans ce cas, on a un rapport de force entre la contribution du volume de 
l’amorphe et la contribution des interfaces zones amorphes/cristallines dans le bruit global. 
 
En perspective de cette étude de bruit, il semble primordial de compléter le modèle physique 
que nous avons proposé par des équations de bruit qui décrivent les comportements observés 
pour les différents états programmés. De plus, il faut faire de nouvelles batteries de test afin de 
renfoncer les résultats trouvés et de déterminer les catégories de comportements observées 
ainsi que leur occurrence.    
 
En conclusion générale, nous avons montré qu’en utilisant de nouveaux matériaux à 
changement de phase optimisés il est possible d’améliorer les performances des mémoires 
PCRAM, en particulier la stabilité des états programmés. De cette manière, les dispositifs 
PCRAM permettent d’atteindre les propriétés de rétention à haute température requises par les 
applications automobiles. 
De plus, nous avons vu que l’utilisation de dispositifs PCRAM optimisés combinée avec le 
développement d’une procédure de précodage innovante représente une solution prometteuse 
pour le pré-stockage d’informations exigé par l’application des « smart-card ». 
Les mémoires PCRAM présentent également des vitesses de programmation élevées, une 
meilleure endurance que les mémoires Flash ainsi qu’un coût potentiellement plus faible. Ceci 
leur permet d’adresser le marché des mémoires de type « storage class memory ». 
Cependant, l’utilisation de matériaux alternatifs tels que les alliages de GST enrichis en Ge est 
à l’origine d’une instabilité de l’état SET (drift) plus importante que celle observée pour les 
dispositifs à base de matériaux no dopés tels que le GST ou le GeTe. Ceci nécessite le 
développement de procédures de programmation optimisées telle que la procédure R-SET afin 
de dépasser cette difficulté. 
Par conséquent, l’optimisation des matériaux et des architectures permet à la technologie 
PCRAM d’atteindre les performances requises par le cahier des charges des différentes 
applications visées et d’être compétitive sur le marché des mémoires non-volatiles. En parallèle, 
il est nécessaire de mettre au point des procédures de programmation optimisées et spécifiques 
à chaque structure étudiée. 
Par ailleurs, les PCRAM doivent diminuer leur courant de programmation afin d’augmenter 
leur densité d’intégration et répondre ainsi au cahier des charges des applications « stand-
alone ». 
Ainsi, les mémoires PCRAM doivent assurer leurs performances tout en relevant le challenge 
de la miniaturisation, notamment pour une utilisation au nœud technologique 28 nm. Ceci est à 
l’origine de certaines difficultés d’intégration, et pose des interrogations sur l’effet de la taille 
sur la fiabilité des dispositifs. Il est donc nécessaire de valider la fiabilité sur des dispositifs de 
dimensions réduites. Il peut également s’avérer nécessaire de développer de nouvelles 
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Nowadays, new technologies are rising steadily and forming an integral part in the daily lives 
of everyone. They take advantage of the development of electronic systems for which the 
complexity requires the use of memory devices more and more efficient and with large storage 
capacities. Because of some performance degradation, the scaling of Flash technology who was 
so far predominant in the non-volatile memories market, is today reaching its limits. As a result, 
different emerging resistive memories are being developed. Among them, the phase-change 
memory technology PCRAM is very attractive because of its non-volatility, scalability, as well 
as reduced cost compared to standard Flash. Nevertheless, to compete with other technologies 
and to address the embedded applications market, PCRAM still face some challenges, such as 
decreasing the programming current densities, increasing the programming speed and 
increasing the thermal stability of the two memory states. For that purpose, different solutions 
have been tried in the literature, including using new device architectures and optimized phase-
change materials. 
 
In this work, we are interested in investigating the failure mechanisms that affect thermal and 
temporal stability of phase change memories, in particular the retention of the RESET state and 
the stability of the programmed states disturbed by the drift phenomenon. 
The development of alternative materials using an optimized stoichiometry or incorporating 
doping allows us to achieve high electrical performance devices and to reach the required 
retention properties of embedded applications and particularly the automotive one. 
Moreover, thanks to the development of a new pre-coding procedure, these devices allow to 
keep stable the preprogrammed data on the memory chip during the soldering step of the latter 
on the electronic circuit. They represent a promising solution for Smart-Card applications.  
Finally, we have proposed an optimized programming procedure which enables to reduce the 
drift effect of the resistance of the SET state observed for optimized materials. This drift 
phenomenon was investigated by using low frequency noise measurements. Therefore, we have 
shown that this effect is due to the structural relaxation of amorphous parts in the active 
material. Besides, we highlighted for the first time the major influence of interface defects on 







De nos jours, les nouvelles technologies ne cessent d’évoluer et de former une partie intégrante 
dans la vie quotidienne de chacun. Ces dernières profitent du développement de systèmes 
électroniques complexes qui nécessitent l’utilisation  de composants mémoires de plus en plus 
performants et présentant de grandes capacités de stockage. Ainsi, dans cette course à la 
miniaturisation, la technologie Flash jusqu’ici prépondérante sur le marché des mémoires non 
volatiles laisse aujourd’hui entrevoir ses limites. En conséquence, différentes mémoires 
émergentes résistives sont développées et parmi celles-ci se trouvent les mémoires à 
changement de phase PCRAM qui présentent un grand intérêt dans le monde des mémoires non 
volatiles grâce à leur bonne capacité de réduction d’échelle ainsi que leur coût réduit par rapport 
aux mémoires Flash. Cependant, pour être compétitives face aux autres technologies et pour 
prétendre à des applications embarquées, elles doivent répondre à plusieurs challenges tels que 
réduire leur courant de programmation, augmenter leur vitesse de programmation et améliorer 
leur stabilité thermique. Pour cela, différentes voies sont explorées dans la littérature, 
notamment l’utilisation d’architectures innovantes ou de matériaux à changement de phase 
alternatifs. 
 
Dans cette thèse, nous nous sommes intéressés à l’investigation des mécanismes de défaillance 
qui affectent la stabilité thermique et temporelle des mémoires à changement de phase, plus 
précisément la rétention de l’état RESET et la stabilité des états programmés affectée par le 
phénomène de « drift ».   
Le développement de matériaux alternatifs utilisant une stœchiométrie optimisée ou 
incorporant un dopage nous permet d’obtenir des dispositifs performants d’un point de vue 
électrique et présentant des propriétés de rétention satisfaisant les spécifications des 
applications embarquées en particulier l’automobile. 
De plus, grâce au développement d’une nouvelle procédure de pré-codage, ces dispositifs 
permettent de conserver les données préprogrammées sur la puce mémoire au cours de l’étape 
de soudure de cette dernière sur le circuit électronique. Ils constituent une solution prometteuse 
pour les applications de cartes sécurisées.  
Enfin, nous avons proposé une procédure de programmation optimisée qui permet de diminuer 
l’effet du drift de la résistance de l’état SET observé pour les matériaux alternatifs.  Ensuite, 
nous avons montré via des mesures de bruit à basses fréquences que cet effet est dû à la 
relaxation structurale des zones amorphes présentes dans ces matériaux actifs. De plus, nous 
avons mis en évidence pour la première fois la diminution du bruit normalisé de l’état SET ainsi 
que l’influence majeure des défauts d’interfaces sur le bruit à basses fréquences de cet état. 
 
 
