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Abstract
Recommender systems hold an integral part in online marketing.
It plays an important role for the websites that provide the users
an environment to rate and review the products. Several methods
can be used to make recommender systems, like content-based fil-
tering, collaborative filtering [1], hybrid approach, which combines
content-based as well as collaborative filtering. Collaborative filter-
ing is the most widely used technique to deal with recommender
systems. Matrix factorization and neighbourhood approach are the
techniques that can be used while dealing with collaborative filter-
ing. Both the methods depends on the ratings that the user has
provided in the past. Here we concentrate on neighbourhood ap-
proach.
Neighbourhood approach depends on the similarity between items
[4] or similarity between users [5], depending on which prediction for
an unrated item can be made. The similarity between users or simi-
larity between items can be computed to provide recommendations.
Some of the widely used techniques are the Pearson correlation,
cosine-based similarity, adjusted cosine, etc. In this thesis a new
approach to find similarity between items is used, here the similar-
ity between items is calculated using a modified singularity measure.
In this approach, the singularity of ratings provided by each user is
taken into consideration [2]. By, using this method recommendation
can be found with greater efficiency compared to other existing al-
gorithms as this technique uses the contextual information present
in the data.
Keywords:Collaborative filtering; similarity; singularity; pre-
diction .
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Notations
Ru,i = rating provided by user u to item i.
R¯u = Average of the ratings provided by user u.
R¯i = Average of the ratings provided to item i.
I = Column vector of ratings of item i.
similarity(i, j) = similarity between items i and j.
similarity(u1, u2) = similarity between users u1 and u2.
Pu,i = predicted rating for user u on item i.
Sxp = singulairty of positive ratings provided by user x.
Sxn = singulairty of negative ratings provided by user x.
2
Chapter 1
Introduction
Recommendation systems changed the way in which websites inter-
act with users. Rather than having a static experience, in which
user searches for a product manually and then buy it, recommender
system automates the process. Recommender system automatically
provides the user options to buy products, based on their past choice.
As the number of users and items are increasing exponentially, an
appropriate algorithm is required which could provide recommenda-
tions with greater accuracy.
s Collaborative filtering is one among the techniques that are used
for this purpose. It can be done using matrix factorization or us-
ing neighbourhood approach. Each of these processes requires past
ratings provided by the users.
1.1 Types of Collaborative Filtering
There are generally two types of methods that are used for collabo-
rative filtering i.e matrix factorization and neighbourhood approach.
1.1.1 Matrix Factorization
It is a method based on the principle of extraction of latent features
underlying the interaction of user and items [11]. For example, two
users give high rating to a particular book if the book is a fiction
novel, or they like the writer of the book. Hence, if these latent fea-
tures are discovered, predicting rating for the user for any particular
item can be easily carried out, because the features associated with
the users must match with the features associated with the item.
While discovering different features, it is assumed that number of
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features are less than the number of users and number of items.
It might suffer from the cold start problem, if the user-item rating
matrix is sparse then discovering the features might be difficult.
1.1.2 Neighbourhood approach
This approach is based on finding the neighbours of an item (item-
based), or a user (user-based) to get the prediction for an unrated
items. To find the neighbours, similarity between items, or users
needs to be calculated. It is based on the principle that similar
users rate the items similarly, or similar items are rated similarly.
User Based Collaborative Filtering
It is based on the concept of like-minded users [3, 5]. In this ap-
proach, ratings provided by users are studied and the pattern is
then compared to find similarity between them. It is assumed that
like-minded users would rate the item similarly. Therefore, find-
ing the neighbours of each user is the aim of this approach. After
the neighbours have been found out, their similarity is used in pre-
diction of the unrated items for the particular user. This method
suffers from drawback as, number of users increases exponentially
therefore identifying neighbours for each user might require a great
deal of computation, which would make the process of similarity
calculation too slow and even less efficient.
Item Based Collaborative Filtering
It is based on considering the similarity between items [1, 4]. Items
are said to be similar is they have been voted similarly by the dif-
ferent set of users. It looks for the collection of items that the user
might have rated in the past, and then the comparison is made to
find out how the unrated items are similar to these rated items us-
ing various similarity measures. After the similarity between items
has been found out, the prediction is made. An advantage of this
approach is number of growing users will not affect the efficiency of
this approach to a greater extent, and even then less computation
will need as compared to user-based approach.
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1.1.3 Challenges in collaborative filtering
• Collaborative filtering algorithms works using the past ratings
provided by the users, but the user-item matrix provided is
large and is sparse one. The sparsity of the matrix may lead
to the cold start problem, where the sufficient amount of past
rating by the user is unavailable to predict the rating for any
other items, thereby leading to irrelevant predictions [1].
• As the number of users and items increases, the collaborative
filtering algorithms suffer from scalability issues.The complex-
ity of algorithms is high, and it becomes difficult to handle
the huge set of data, thereby increasing the demand for clus-
ter computing. Separate mapper and reducer programs can be
made to scale the algorithm, maintaining its efficiency.
• There is a tendency among people to give high rating to their
own items and provide low rating to others; it causes a major
blunder in recommender systems that use collaborative filter-
ing.
1.1.4 Problem Statement
The goal is to predict the ratings for the items that user has not rated
and to achieve this goal, similarity between items are calculated and
prediction is done, so that the recommendation can be provided with
greater efficiency as compared to traditional methods like, Pearson
correlation, cosine-based and, adjusted cosine.
1.1.5 Contribution
This thesis focuses on neighbourhood approach of collaborative fil-
tering algorithms. Here, an improvement of traditional methods is
suggested which gives the better quality of recommendations.In the
proposed method, the similarity between items is taken into consid-
eration along with the contextual information that are derived using
singularity of the ratings provided by each user. Later, comparison
of the proposed algorithm is carried out with traditional algorithms,
proving its efficiency.
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1.1.6 Organization of Thesis
• Chapter 2, gives the literature survey that includes the review
of works of existing algorithms to find similarity.
• Chapter 3, deals with the description of proposed algorithm.
• In chapter 4,results of various implemented algorithms and pro-
posed algorithms are discussed.
• Chapter 5,presents the conclusion drawn from the results as
well as the scope for future work is discussed.
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Chapter 2
Literature Survey
An extensive research is been done in the field of recommender sys-
tems and number of methods have come up, each having its advan-
tages and disadvantages.
Sarwar et al. [1] proved that the item-item scheme provides bet-
ter quality of predictions than user-user scheme. The improvement
in quality is consistent over different neighbourhood size. Another
observation is that the item neighbourhood is fairly static, which
can be potentially pre-computed, which results in very high online
performance.
Bobadilla et al. [2] proposed that recommender systems contains
information that are not used by traditional metrics, but singularity
based approach provides a method to use those information thereby
increasing the accuracy of similarity measurement techniques The
similarities are computed providing a weight to each rating, i.e., sin-
gularity. More singular items should have high value in similarity
computation as compared to items that are less singular.
Choi et al. [3] described that traditional systems use only simi-
larity between users, irrespective of similarity between items. But,
if the similarity between users for a target item is calculated, tak-
ing into consideration the similarity of the target item with other
items, then the accuracy of the recommender system was seen to be
improved.
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2.1 Methods of Similarity calculation
Number of methods are available for similarity computation. Some
of them are:
2.1.1 Pearson Correlation
In this similarity measure, similarity is found between any two items
i and j keeping in mind that a particular user has rated both of these
items. Advantage of this approach is that calculation in not done
for all the users, conditions where customers have rated both the
items i and j are only evaluated[1].
similarity(i, j) =
∑
u∈U(Ru,i − R¯i)(Ru,j − R¯j)
(
√∑
u∈U(Ru,i − R¯i)2
√∑
u∈U(Ru,j − R¯i)2)
(2.1)
Here, Ru,i is rating provided by user u to item i. R¯i is Average
of the ratings provided to item i.
2.1.2 Cosine-based Similarity
The concept of angle is used here to calculate the similarity among
the different items [1]. The similarity between the two items is calcu-
lated by finding out the cosine of the angle between them. Formally,
in the n x m rating matrix (that is user-item matrix), similarity be-
tween any pair of items is, denoted by
similarity(i, j) = cos(θ) =
I · J
‖I‖2‖I‖2 (2.2)
I and J are the column vectors of ratings of item i and item j
respectively.
Its is simple to evaluate. It gives the value in between [0,1]. The
variation in the ratings given to the items between the different users
is not taken for the computation.
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2.1.3 Adjusted Cosine
In this similarity measure, the difference in the rating scale between
different users is taken into account by subtracting the average rat-
ing of user form each co-rated pair [1].
similarity(i, j) =
∑
u∈U(Ru,i − R¯u)(Ru,j − R¯u)
(
√∑
u∈U(Ru,i − R¯u)2
√∑
u∈U(Ru,j − R¯u)2)
(2.3)
2.1.4 Similarity based on singularities
Here, similarity between users u1 and u2 is calculated taking into
considertaion the singularity of items [2]. This technique, provides
the benefit that could lower the weightage of item that has generally
been rated high or low.
similarity(u1, u2) =
k1 + k2 + k3
3
(2.4)
where,
k1, k2, k3 are defined as,
k1 =
∑
i∈A(1−(Ru1,i−Ru2,i)2)(sip)2
|A|
k2 =
∑
i∈B(1−(Ru1,i−Ru2,i)2)(sip)(sin)
|B|
k3 =
∑
i∈C(1−(Ru1,i−Ru2,i)2)(sin)2
|C|
2.1.5 Similarity between users taking item based similar-
ity as weight
Here, similarity between users u1 and u2 is calculated,but using
the similarity between the items as a weight to it [3]. This approach
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gives better results, as the similarity betwen users is calculated keep-
ing in mind the similarity between items as well.
similarity(u1, u2) =
∑m
j=1 t1
2 ∗ t2 ∗ t3√∑m
j=1(t1 ∗ t2)2
√∑m
j=1(t1 ∗ t3)2
(2.5)
where,
t1, t2, t3 are defined as,
t1 = Isim(i, j)
t2 = (Ru1,j − R¯u1)
t3 = (Ru2,j − R¯u2)
Here, Isim(i, j) is the similarity between items i and j.
2.2 Methods of prediction calculation
After calculating similarity between items, the prediction can be
calculated using following methods [1, 2].
Pu,i =
∑k
j=1 similarity(i, j) ∗Ru,j
|∑kj=1 similarity(i, j)| (2.6)
Here prediction of item i for any user u is calculated by taking
into consideration other items that the particular user has rated,
and how similar are those items to the item for which prediction is
to be done.
Pu,i = R¯u +
∑k
j=1 similarity(i, j) ∗ (Ru,j − R¯j)
|∑kj=1 similarity(i, j)| (2.7)
Here, prediction of item i for any user u is calculated by taking
into consideration the other items, that the particular user has rated,
10
and how similar are those items to the item for which prediction is
to be done.Also, this method considers the average rating that the
item has got by all the users, and on an average what is the rating
that the user under consideration gives to the items.
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Chapter 3
Proposed Work
Singularity-based approach uses the contextual information present,
which other collaborative filtering algorithms ignore. In this ap-
proach singularity of the ratings given by each user is calculated.
If a user gives high rating to all the items or low ratings to all the
items (i.e., same rating to all the items) then considering that user
for calculation of similarity between items will not be beneficial;
whereas, if a user has rated only two items differently to the rest
of items, then similarity between those two items can be calculated
easily. The singularity information obtained can be combined as a
weight while calculating the similarity between items, thereby less-
ening the worth of user who rates almost all items similarly. This
method is based on the hypothesis that value of similarity must be
modulated by the value of singularity, in such a way that very sin-
gular similarity should be given a higher value.
The ratings provided by users are categorised into relevant rating
i.e., rating >= 4 and non-relevant rating i.e., rating < 4. Now, in
calculation of similarity between two items a user can rate both the
item as relevant (case A), one item as relevant and other as non-
relevant (case B), both items as non-relevant (case C). Taking all
the 3 cases into consideration we have to calculate the similarity
between items, and accordingly apply the value of singularity to it.
Here, U is set of all the users and N is set of all the items. T is the
total number of items rated by a particular user. Px and Nx are the
number of positive and negative ratings provided by the user x.
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Algorithm 1 Modified Singularity-based Collaborative Filtering
Input : Rating matrix
Output : Prediction matrix
1: procedure Modified Sigularity
2: for all users x ∈ U do
3:
Sxp ← 1−
Px
T
(3.1)
Sxn ← 1−
Nx
T
(3.2)
4: end for
5: for all items i ∈ N do
6: for all items j ∈ N do
7: d1←
∑
x∈A(1−(Rx,i−Rx,j)2)(sxp)2
|A|
8: d2←
∑
x∈B(1−(Rx,i−Rx,j)2)(sxp)(sxn)
|B|
9: d3←
∑
x∈C(1−(Rx,i−Rx,j)2)(sxn)2
|C|
10:
similarity(i, j)← d1 + d2 + d3
3
(3.3)
11: end for
12: end for
13: for all users u ∈ U do
14: for all items i ∈ N do
15: if Ru,i= 0 then
Pu,i ←
∑k
j=1 similarity(i,j)∗Ru,j
|∑kj=1 similarity(i,j)|
16: or
Pu,i ← R¯u +
∑k
j=1 similarity(i,j)∗(Ru,j−R¯j)
|∑kj=1 similarity(i,j)|
17: end if
18: end for
19: end for
20: end procedure 13
Chapter 4
Results and Analysis
4.1 Evaluation Metrics
• Mean Absoulte Error:MAE is a measure of deviation of rec-
ommendations from their true user-specific value. For each
rating-prediction pair < Pi, Qi > this metric treats the abso-
lute error between them , i.e, |Pi − Qi| equally. The MAE
is computed by first summing these absolute errors of the N
corresponding ratings-prediction pairs and then computing the
average [1, 2, 3, 7]. Formally,
MAE =
∑N
i=1 |Pi −Qi|
N
(4.1)
The lower the MAE,the more accurately the recommendation
engine predicts user ratings.
• Mean Absoulte Error for good items:Mean absolute error
is calculated only for those items which have positive ratings
in the test set.
• Root Mean Square Error:It is a metric represented by the
square root of the average of the squares of the differences be-
tween actual and estimated preference values. [7]
RMSE =
√∑N
i=1(Pi −Qi)2
N
(4.2)
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• Precision and recall:The precision is the proportion of rec-
ommendations that are good recommendations, and recall is
the proportion of good recommendations that appear in top
recommendations [2, 3, 7].
• F1-score:The F-Score or F-measure is a measure of a statistic
test’s accuracy. It considers both precision and recall measures
of the test to compute the score. We could interpret it as a
weighted average of the precision and recall, where the best F1
score has its value at 1 and worst score at the value 0 [2, 3, 7].
F1 =
2 ∗ precision ∗ recall
precision+ recall
(4.3)
4.2 Data-sets Used
Movie lens datasets are used. It contains ratings in the scale of 1-5.
• 100K data : The full data set consists of 100000 ratings by 943
users on 1682 items. Each user has rated at least 20 movies.
Users and Items are numbered consecutively from 1. 80% of
the ratings are used as the training set and rest 20% as the test
set.
• 1M data: The full dataset contains 1,000,209 anonymous rat-
ings of 3,952 movies made by 6,040 Movie Lens users who joined
Movie Lens in 2000. 80% of the ratings are used as the training
set and rest 20% as the test set.
4.3 Observations
4.3.1 Method 1 (without averaging)
Prediction calculation is done using:
Pu,i =
∑k
j=1 similarity(i,j)∗Ru,j
|∑kj=1 similarity(i,j)|
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Mean Absolute Error
Figure 4.1: Mean asboulte error vs number of neighbours for 100K data set.
Mean Absolute Error
Figure 4.2: Mean asboulte error vs number of neighbours for 1M data set.
• Mean absolute error was found to reduce as the number of
neighbour increases. Among all the methods, modified sin-
gularity approach was found to have least MAE value with
adjusted cosine, Pearson correlation and cosine approaches fol-
16
lowing it.
MAE For Good Items
Figure 4.3: MAE for good items vs number of nieghbours for 100K dataset
MAE For Good Items
Figure 4.4: MAE for good items vs number of nieghbours for 1M dataset
• Here, only good items are considered to calculate the MAE
values. The resulting graph shows less MAE for modified sin-
gularity method as compared to other three methods.Modified
17
Singularity method works well in the prediction for good items
as well.
ROOT MEAN SQAURE ERROR
Figure 4.5: RMSE vs number of nieghbours for 100K dataset
ROOT MEAN SQAURE ERROR
Figure 4.6: RMSE vs number of nieghbours for 1M dataset
• The root mean square value of singularity based approach was
observed to be less than other methods , thereby proving the
18
efficiency of the process.
• Precision,recall and F1 score were computed and the observa-
tions are as follows:
PRECISION
Figure 4.7: Precision vs number of nieghbours for 100K dataset
PRECISION
Figure 4.8: Precision vs number of nieghbours for 1M dataset
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The precision of the adjusted cosine method was found to be
better followed by modified singularity, Pearson and cosine ap-
proaches.
RECALL
Figure 4.9: RECALL vs number of nieghbours for 100K dataset
RECALL
Figure 4.10: RECALL vs number of nieghbours for 1M dataset
Higher recall value of adjusted cosine indicated that more pro-
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portion of good recommendations appear in top recommenda-
tions using this method followed by modified singularity, Pear-
son and cosine approaches.
F1-SCORE
Figure 4.11: F1-score vs number of nieghbours for 100K dataset
F1-SCORE
Figure 4.12: F1-score vs number of nieghbours for 1M dataset
F1-score of adjusted cosine technique was found to be far bet-
21
ter than the modified singularity method and Pearson and cosine
following it.
4.3.2 Method 2 (with averaging)
We calculate prediction by:
Pu,i = R¯u +
∑k
j=1 similarity(i,j)∗(Ru,j−R¯j)
|∑kj=1 similarity(i,j)|
Mean Absolute Error
Figure 4.13: Mean asboulte error vs number of neighbours for 100K data set.
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Mean Absolute Error
Figure 4.14: Mean asboulte error vs number of neighbours for 1M data set.
• Mean absolute error was found to reduce as the number of
neighbour increases. Among all the methods, modified sin-
gularity approach was found to have least MAE value with
adjusted cosine, Pearson correlation and cosine approaches fol-
lowing it.
• For good items singularity based approach gave better results
as compared to other approaches.
23
MAE For Good Items
Figure 4.15: MAE for good items vs number of nieghbours for 100K dataset
MAE For Good Items
Figure 4.16: MAE for good items vs number of nieghbours for 1M dataset
Here, only good items are considered to calculate the MAE
values. The resulting graph shows less MAE for modified sin-
gularity method as compared to other three methods.Modified
Singularity method works well in the prediction for good items
24
as well.
ROOT MEAN SQAURE ERROR
Figure 4.17: RMSE vs number of nieghbours for 100K dataset
ROOT MEAN SQAURE ERROR
Figure 4.18: RMSE vs number of nieghbours for 1M dataset
• The root mean square value of singularity based approach was
observed to be less than other methods , thereby proving the
efficiency of the process.
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• Precision,recall and F1 score were computed and the observa-
tions are as follows:
PRECISION
Figure 4.19: Precision vs number of nieghbours for 100K dataset
PRECISION
Figure 4.20: Precision vs number of nieghbours for 1M dataset
Modified singularity method showed the higher value of preci-
sion when 1M dataset is used thereby proving that more pro-
26
portion good of recommendations appear in top recommenda-
tions.Other three methods showed recall lower than the pro-
posed method.
RECALL
Figure 4.21: RECALL vs number of nieghbours for 100K dataset
RECALL
Figure 4.22: RECALL vs number of nieghbours for 1M dataset
Modified singularity method showed the higher value of recall
27
thereby proving that more proportion of recommendations is
good recommendations.Other three methods showed precision
lower than the proposed method.
F1-SCORE
Figure 4.23: F1-score vs number of nieghbours for 100K dataset
F1-SCORE
Figure 4.24: F1-score vs number of nieghbours for 1M dataset
Modified singularity method showed higher F1 score when 1M
28
dataset was used, thereby proving the efficiency of the method
as compared to other three methods that showed lesser F1-score
as compared to it.
4.4 Discussion
The results obtained from the proposed similarity measure (singularity-
based) are improved vastly as compared to tradition similarity al-
gorithms, i.e., Pearson correlation, cosine-based, adjusted cosine.
Improvements are especially noticeable in the mean absolute error,
root mean square error, MAE for good items. In both the methods
of prediction calculation used, with both the datasets, these param-
eters were far better as compared to traditional similarity metrics.
F1-score of the proposed algorithm was observed to be similar to the
adjusted cosine or even worse in certain cases, adding a drawback
to the proposed similarity calculation technique. An improvement
in F1-score was observed when 1M data set was used and prediction
calculation with averaging was done. Precision for the proposed
technique was found to be better as compared to other techniques
when prediction calculation with averaging was used , but using
prediction calculation without averaging precision of adjusted co-
sine was observed to be better. Recall of the adjusted cosine based
approach was found to be better in almost all the cases.
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Chapter 5
Conclusion and Future
Scope
From the above observations, it can be concluded that, MAE, MAE
for good items and RMSE for singularity based approach was found
to be better than other approaches in all the cases. F1-score for sin-
gularity based approach was found comparative to or in some cases
poor than adjusted cosine based similarity measure, except when
using prediction calculation with averaging, where it was observed
to perform better. As a future work, one can try to improve the
F1-score, and also this algorithm can be implemented using Hadoop
cluster (using map-reduce programming) as it requires high compu-
tation to be done. Also, appropriate division of ratings into positive
and negative set can be studied to get better results.
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