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Abstract
Let Γ ≤ Aut(Td1) × Aut(Td2) be a group acting freely and transitively
on the product of two regular trees of degree d1 and d2. We develop an
algorithm which computes the closure of the projection of Γ on Aut(Tdt)
under the hypothesis that dt ≥ 6 is even and that the local action of Γ on Tdt
contains Alt(dt). We show that if Γ is torsion-free and d1 = d2 = 6, exactly
seven closed subgroups of Aut(T6) arise in this way. We also construct
two new infinite families of virtually simple lattices in Aut(T6) × Aut(T4n)
and in Aut(T2n) × Aut(T2n+1) respectively, for all n ≥ 2. In particular we
provide an explicit presentation of a torsion-free infinite simple group on 5
generators and 10 relations, that splits as an amalgamated free product of
two copies of F3 over F11. We include information arising from computer-
assisted exhaustive searches of lattices in products of trees of small degrees.
In an appendix by Pierre-Emmanuel Caprace, some of our results are used
to show that abstract and relative commensurator groups of free groups
are almost simple, providing partial answers to questions of Lubotzky and
Lubotzky–Mozes–Zimmer.
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1 Introduction
One of the starting points of this text is the following question, asked by Burger,
Mozes and Zimmer in [BMZ09].
Question (Burger–Mozes–Zimmer, 2009). Which groups arise as closures of pro-
jections of cocompact lattices in Aut(T1) × Aut(T2), where T1 and T2 are locally
finite regular trees?
The cocompact lattices Γ ≤ Aut(T1) × Aut(T2) of interest are those which
are not commensurable to a product of lattices Γt ≤ Aut(Tt), they are called
irreducible. This irreducibility condition is equivalent to asking both projections
on Aut(T1) and Aut(T2) to be non-discrete, see [BM00b, Proposition 1.2].
Under this irreducibility assumption, the above question thus asks for which
pairs of non-discrete closed subgroups H1 ≤ Aut(T1) and H2 ≤ Aut(T2) there
exists a cocompact lattice Γ ≤ H1 × H2 whose projections on H1 and H2 are
dense. A first remark is that Ht must be locally topologically finitely generated
for each t ∈ {1, 2} (see [BMZ09, Proposition 1.1.2]), which in particular excludes
the full group Aut(Tt).
Most known irreducible cocompact lattices in products of trees come from the
algebraic world: we call them arithmetic lattices. One can for instance construct a
cocompact lattice Γ ≤ PGL(2,Qp)× PGL(2,Qp′) with dense projections for each
distinct odd primes p and p′, see [Vig80, §4, Theorem 1.1] and [Rat04, Chapter 3].
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Note that PGL(2,Qp) acts on its Bruhat–Tits tree T (which is (p + 1)-regular),
so it can be seen as a closed subgroup of Aut(T ).
The first non-algebraic groups that were shown to appear as closures of pro-
jections of cocompact lattices in a product of two trees are the universal groups
U(Alt(d)) defined and studied by Burger and Mozes in [BM00a] (for sufficiently
large even values of d). Recall that, given a d-regular tree T and a transitive finite
permutation group F ≤ Sym(d), the group U(F ) is the largest vertex-transitive
subgroup of Aut(T ) whose stabilizer of a vertex acts as F on its d neighbors (we
write G(v) ∼= F when the local action of a group G ≤ Aut(T ) at v is given by F ).
In [BM00b], the same authors indeed constructed for each m ≥ 15 and n ≥ 19 a
cocompact lattice Γ ≤ U(Alt(2m)) × U(Alt(2n)) with dense projections. Later,
Rattaggi constructed in his thesis [Rat04] such lattices for some smaller values of
m and n, for instance m = n = 3. He was also able to produce a cocompact
lattice Γ ≤ U(Alt(6))× U(M12) with dense projections, where M12 ≤ Sym(12) is
the Mathieu group of degree 12. All cocompact lattices Γ ≤ Aut(T1) × Aut(T2)
mentioned above are simply transitive on the vertices of T1 × T2. We call such a
lattice a (d1, d2)-group, where d1 and d2 are the degrees of the trees T1 and T2.
The vertex-transitive non-discrete closed subgroups H of Aut(T ) such that
H(v) ≥ Alt(d) for each v ∈ V (T ) were classified when d ≥ 6, in [Rad17] (see §2
below). There are infinitely many isomorphism classes of such groups, and it is
therefore natural to ask which of them can appear as the closure of a projection
of a (d1, d2)-group. Our first aim is to develop tools enabling us to answer that
question for small values of d1 and d2. Under some suitable hypotheses on the local
action, we indeed develop algorithms that can be used to compute the closure of
a projection.
Theorem I. Let Γ ≤ Aut(T1) × Aut(T2) be a (d1, d2)-group and let H1 be the
closure of the projection of Γ on Aut(T1). Suppose that d1 ≥ 6 and that H1(v) ≥
Alt(d1) for each v ∈ V (T1).
(i) There is an (efficient) algorithm that determines whether Γ is irreducible.
(ii) If Γ is irreducible and d1 is even, then there is an (efficient) algorithm that
computes the exact isomorphism class of H1.
Point (i) follows from results of Burger–Mozes [BM00a, Propositions 3.3.1
and 3.3.2], while (ii) requires a much more involved analysis.
In the following theorem we gather everything we can say about torsion-free
(6, 6)-groups, notably thanks to our algorithms above. This is a preview of what
is done in §4. Two (d1, d2)-groups are called equivalent if they are conjugate
in Aut(T1 × T2). The systematic search of (d1, d2)-groups of small degree was
undertaken in the torsion-free case by Kimberly-Robertson [KR02] (for d1 = d2 =
4) and Rattaggi [Rat04] (whose tables do not provide information on the number
of equivalence classes).
Theorem II. There are 32062 torsion-free (6, 6)-groups Γ ≤ Aut(T1)×Aut(T2) up
to equivalence. At least 18426 of them are reducible, and at least 8227 of them are
irreducible. Moreover, there are exactly 7 groups H ≤ Aut(T1) (up to conjugation)
which are transitive on V (T1), satisfy H(v) ≥ Alt(6) for each v ∈ V (T ), and
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appear as the closure of the projection on Aut(T1) of a torsion-free irreducible
(6, 6)-group Γ ≤ Aut(T1)× Aut(T2).
We also show that, if T1 is the 6-regular tree, then infinitely many of the groups
of [Rad17] appear as the closure of the projection on Aut(T1) of some (6, d2)-group
(see Theorem VI below).
After our study of projections of (d1, d2)-groups, we go back to one of the
original motivations of Burger–Mozes in [BM00a]. The following problem was
asked by Peter Neumann in [Neu73].
Problem (Neumann, 1973). Let G = Fm ∗Fk Fn be a free amalgamated product
of non-abelian free groups of finite rank over a subgroup of finite index. Can it
happen that G is simple?
Burger and Mozes answered this question in the positive by proving that
for each m ≥ 109 and n ≥ 150, there exists a virtually simple (2m, 2n)-group
Γ ≤ U(Alt(2m))×U(Alt(2n)) with dense projections (see Theorem [BM00a, The-
orems 5.5 and 6.4]). The simple subgroup of finite index in Γ is then isomorphic to
its projection on U(Alt(2m)), and this projection is edge-transitive. It can there-
fore be written as the free amalgamated product of two adjacent vertex stabilizers
over an edge stabilizer (see [Ser77]). Each vertex stabilizer in the first tree is a
cocompact lattice in the second tree that is free, so we get a simple group of the
form Fm ∗Fk Fn as wanted.
The values for m, n and k are however really huge in that case, so a presenta-
tion for such a group would be too large to manipulate. Rattaggi later found in
[Rat04] a (8, 12)-group whose index 4 subgroup (preserving all types of vertices)
is simple. With the same reasoning, he observed that this simple subgroup is a
free amalgamated product F7 ∗F73 F7. Even more recently, Bondarenko and Kivva
found in [BK17] a (8, 8)-group whose index 4 subgroup is simple. This leads them
to a simple group that decomposes as F7∗F49F7. In all these references, the explicit
presentation for the simple groups was not computed.
In §5 we use the same techniques as the above authors to produce (6, 6)-groups
and (4, 5)-groups whose index 4 subgroups are simple.
Theorem III. There exist (at least):
(i) 160 pairwise non-commensurable virtually simple (6, 6)-groups: two of them
have a simple subgroup of index 12, and the other 158 have a simple subgroup
of index 4;
(ii) 60 pairwise non-isomorphic virtually simple (4, 5)-groups: 12 of them have
a simple subgroup of index 8, and the other 48 have a simple subgroup of
index 4.
The (6, 6)-groups obtained in Theorem III(i) have the advantage that they
can have shorter presentations than the (4, 5)-groups obtained in (ii). On the
other hand, those (4, 5)-groups lead to simple groups splitting as F3 ∗F11 F3, which
improves the results mentioned above. This is illustrated by the following down-
to-earth statement.
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Corollary IV.
(i) The following group, presented by 6 generators and 10 relators, is a (6, 6)-
group with a simple subgroup of index 4:
〈a1, a2, a3, b1, b2, b3 | a1b1a−12 b1, a1b2a2b−12 , a1b−12 a−12 b−11 , a1b−11 a−12 b2,
a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a
−1
3 b
−1
1 ,
a3b2a3b3, a3b
−1
2 a3b
−1
2 〉
(ii) The following group is isomorphic to a free amalgamated product F3 ∗F11 F3,
is simple, and is an index 4 subgroup of a (4, 5)-group:
〈x1, x2, x3, y1, y2, y3 | x1 = y1,
x22 = y2y
−1
1 y2,
x23 = y
2
3 ,
x−13 x1x3 = y
−1
3 y2y3,
x−13 x2x3 = y
−1
3 y1y3,
x−12 x1x2 = y
−1
2 y
−1
1 y2,
x−12 x
−2
3 x2 = y
−1
2 y1y
−2
3 y2,
x−12 x
−1
3 x
−1
2 x1x3x2 = y
−1
2 y1y
−1
3 y
−1
1 y2y3y
−1
1 y2,
x−12 x
−1
3 x1x2x3x2 = y
−1
2 y1y
−1
3 y2y
−1
3 y1y3y
−1
1 y2,
x−12 x
−1
3 x
2
2x3x2 = y
−1
2 y1y
−1
3 y1y
−1
3 y1y3y
−1
1 y2,
x−12 x
−1
3 x
−1
2 x3x2x3x2 = y
−1
2 y1y
−1
3 y
−1
1 y
−1
3 y1y3y
−1
1 y2〉
Observe that in view of the relation x1 = y1 in (ii), the simple group in question
admits a presentation on 5 generators and 10 relators.
Remark that Burger–Mozes and their followers were only dealing with regular
trees of even degrees. This is due to the fact that they were only considering
torsion-free (d1, d2)-groups, which can only exist when d1 and d2 are even. In the
following result, we show that any d-regular tree with d ≥ 4 can appear as a factor
of a product of two trees in which a simple cocompact lattice lives.
Theorem V. For each n ≥ 2, there exists a virtually simple (2n, 2n+ 1)-group.
Theorem V is used in Appendix A, which was written by Pierre-Emmanuel
Caprace, to show that abstract and relative commensurator groups of free groups
are almost simple, see Theorems A.1 and A.2.
Our next result provides a family of virtually simple (6, d2)-groups with arbi-
trarily large d2, so that the projection on the 6-regular tree becomes larger and
larger when d2 →∞.
Theorem VI. There exists a virtually simple (6, 4n)-group Γ6,4n for each n ≥ 2,
such that proj1(Γ6,4n)→ Aut(T1) in the Chabauty topology of Aut(T ) when n→∞
(where T1 is the 6-regular tree).
This theorem can be used to prove the next statement. It was already es-
tablished in much greater generality in [BK90, Corollary 4.25] and [Liu94] with a
completely different approach.
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Corollary VII. Let F3 be the free group on 3 generators and let T be the usual
Cayley graph of F3, i.e. the 6-regular tree. Then the commensurator of F3 in
Aut(T ) is dense in Aut(T ).
We finally close this article with an experimental study of lattices in products
of three trees. While our previous results show the existence of many irreducible
(d1, d2)-groups, things are apparently different when a third tree pops up.
Theorem VIII. Let T1, T2, T3 be 6-regular trees and let vt ∈ V (Tt) for each
t ∈ {1, 2, 3}. There is no subgroup Γ ≤ Aut(T1) × Aut(T2) × Aut(T3) acting
simply transitively on the vertices of T1 × T2 × T3 and such that the following
conditions hold, where Ht = projt(Γ) ≤ Aut(Tt):
• H1, H2, H3 are non-discrete and H1(v1), H2(v2), H3(v3) ≥ Alt(6);
• proj1,3(Γ) is dense in H1 ×H3 and proj2,3(Γ) is dense in H2 ×H3;
• the stabilizers Γ(v1, v3) and Γ(v2, v3) are torsion-free.
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2 The class G ′(i) of automorphism groups of trees
In this section we recall a classification result from [Rad17]. The groups involved
in that result will play a great role in this paper; so we recall their definitions.
Let T be the d-regular tree with d ≥ 3. Let V (T ) = V0(T ) ⊔ V1(T ) be the
canonical bipartition of the vertex set V (T ), so that each edge of T has a vertex
in V0(T ) and a vertex in V1(T ). We say that a vertex v has type t ∈ {0, 1} if
v ∈ Vt(T ). We denote by Aut(T )+ the index 2 subgroup of Aut(T ) consisting of
the type-preserving automorphisms.
A legal coloring i of T is a map i:V (T ) → {1, . . . , d} whose restriction
i|S(v,1):S(v, 1) → {1, . . . , d} to S(v, 1) is a bijection for each v ∈ V (T ), where
S(v, r) denotes the set of vertices at distance from r from v. Remark that vertices
with different types do not interact in this definition, so that a legal coloring can
be defined on V0(T ) and on V1(T ) independently.
Given g ∈ Aut(T ) and v ∈ V (T ), the local action of g at the vertex v is
defined by
σ(i)(g, v) := i|S(g(v),1)◦g ◦ i|−1S(v,1)∈ Sym(d).
This allows us to define the groups that will appear in the classification result.
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Definition 2.1. Let T be the d-regular tree with d ≥ 3 and let i be a legal
coloring. Given a finite subset A of V (T ) and g ∈ Aut(T ), we write Sgn(i)(g, A) :=∏
w∈A sgn(σ(i)(g, w)). Given a subset X of Z≥0 and v ∈ V (T ), we set SX(v) :=⋃
r∈X S(v, r). First define G(i)(∅,∅) = Aut(T ). Then, for X a non-empty finite
subset of Z≥0, we define
G(i)(X,X) :=
{
g ∈ Aut(T ) ∣∣ Sgn(i)(g, SX(v)) = 1 for each v ∈ V (T )} ,
G(i)(X,X)
∗ :=
{
g ∈ Aut(T ) ∣∣ All Sgn(i)(g, SX(v)) with v ∈ V (T ) are equal} ,
G′(i)(X,X)
∗ :=

g ∈ Aut(T )
∣∣∣∣∣∣∣∣
All Sgn(i)(g, SX(v)) with v ∈ V0(T )
are equal to p0, all Sgn(i)(g, SX(v))
with v ∈ V1(T ) are equal to p1, and
p0 = p1 if and only if g ∈ Aut(T )+

 ,
G(i)(X
∗, X∗) :=

g ∈ Aut(T )
∣∣∣∣∣∣
All Sgn(i)(g, SX(v)) with v ∈ V0(T )
are equal and all Sgn(i)(g, SX(v))
with v ∈ V1(T ) are equal

 .
We write G ′(i) for the collection of all these groups.
We also set G+(i)(X,X) := G(i)(X,X)∩Aut(T )+ when X is a (possibly empty)
finite subset of Z≥0. In the next theorem we collect some facts about those groups.
Theorem 2.2. Let T be the d-regular tree with d ≥ 3, and let i be a legal coloring
of T . Let X be a finite subset of Z≥0. The group G
+
(i)(X,X) is a normal sub-
group of the four groups G(i)(X,X), G(i)(X,X)
∗, G′(i)(X,X)
∗ and G(i)(X
∗, X∗),
respectively of index 2, 4, 4 and 8. If moreover d ≥ 4, then G+(i)(X,X) is simple.
Proof. See [Rad17, Theorem A(ii)] for the simplicity of G+(i)(X,X). The other
statement is a consequence of the definitions of the groups.
The classification result then states as follows.
Theorem 2.3. Let T be the d-regular tree with d ≥ 4, and let i be a legal coloring
of T .
(i) The members of G ′(i) are pairwise non-conjugate in Aut(T ).
(ii) Suppose that d ≥ 6. Let H be a vertex-transitive non-discrete closed subgroup
of Aut(T ) such that H(v) ≥ Alt(d) for each v ∈ V (T ). Then H is conjugate
in Aut(T ) to a group belonging to G ′(i).
Proof. See [Rad17, Corollary C’(i) and Corollary E’].
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3 Structure theory of (d1, d2)-groups
Given two integers d1, d2 ≥ 3, we now consider the product T1 × T2 of the d1-
regular tree T1 and the d2-regular tree T2. It can be seen as a square-complex
whose vertex set, edge set and square set are given by
V = V (T1)× V (T2),
E = (E(T1)× V (T2)) ∪ (V (T1)× E(T2)),
S = E(T1)×E(T2);
with the natural incidence relations. We call T1 the horizontal tree and T2 the
vertical tree, so that the edge set E decomposes as E = Eh ∪ Ev with Eh =
E(T1)× V (T2) being the horizontal edge set and Ev = V (T1)×E(T2) the vertical
edge set.
Recall from the introduction that a (d1, d2)-group is a group Γ ≤ Aut(T1) ×
Aut(T2) acting simply transitively on the set of vertices of T1 × T2. In [BM00b,
Chapter 6] and [Rat04], the authors studied those groups with the additional prop-
erty that they are torsion-free. We do not make this assumption here; authorizing
torsion will actually lead us to interesting examples. Recall also that a (d1, d2)-
group Γ is said to be reducible if it is commensurable to a product Γ1 × Γ2 of
lattices Γt ≤ Aut(Tt). It is called irreducible if it is not reducible, which is
equivalent to asking that H1 = proj1(Γ) ≤ Aut(T1) and H2 = proj2(Γ) ≤ Aut(T2)
are both non-discrete [BM00b, Proposition 1.2]. (Note that H1 and H2 are either
both discrete or both non-discrete.)
3.1 (d1, d2)-complexes and (d1, d2)-data
Let Γ be some (d1, d2)-group. Recall from §2 that V (T1) = V0(T1) ⊔ V1(T1) and
V (T2) = V0(T2) ⊔ V1(T2). Hence, the set V can naturally be partitioned as V =
V00 ⊔ V01 ⊔ V10 ⊔ V11 where Vij = Vi(T1) × Vj(T2) for each i, j ∈ {0, 1}. We say
that a vertex in Vij is of type (i, j). Each element of Γ can be type-preserving or
not on each of the two trees T1 and T2, so that this induces a natural (surjective)
homomorphism Γ→ C2×C2. The kernel of this homomorphism, which we denote
by Γ+, is an index 4 normal subgroup of Γ and consists of elements of Γ which
preserve the types in T1 × T2.
Let us focus for a moment on those groups Λ ≤ Aut(T1) × Aut(T2) which
preserve the types and act simply transitively on the vertices of each type, as Γ+.
In the next lemma, we show that those Λ are always torsion-free.
Lemma 3.1. Let Λ ≤ Aut(T1)×Aut(T2) be a type-preserving group acting freely
on the vertices of T1 × T2. Then Λ is torsion-free.
Proof. Let g be a torsion element in Λ, i.e. such that gn = 1 for some n ≥ 1.
For each t ∈ {1, 2}, we deduce from [Tit70, Proposition 3.2] that projAut(Tt)(g)
fixes a vertex of Tt or inverses an edge of Tt. It cannot be an inversion since it is
type-preserving, so it fixes a vertex of Tt. Hence, g fixes a vertex of T1× T2. As Λ
acts freely on the vertices of T1 × T2, this means that g = 1.
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d1 edges
d1 edges
d2 edges d2 edges
v00 v10
v11v01
Figure 1: The 1-skeleton of a (d1, d2)-complex.
When Λ acts simply transitively on vertices of each type of T1×T2, the quotient
square-complexXΛ = Λ\(T1×T2) has four vertices. We denote them by v00, v10, v11
and v01, so that the projection of a vertex in Vij is vij . For each j ∈ {0, 1}, there are
d1 edges between v0j and v1j (call them horizontal), and for each i ∈ {0, 1}, there
are d2 edges between vi0 and vi1 (call them vertical). Also, there are exactly d1d2
squares in XΛ, attached to the four vertices and such that the link of each vertex
is a complete bipartite graph. We call such a finite square-complex a (d1, d2)-
complex, see Definition 3.2 below (and Figure 1). Be aware that, in [Rat04], the
author uses the same term for a similar (but different) square-complex.
Definition 3.2. A (d1, d2)-complex is a square-complex with:
• four vertices v00, v10, v11 and v01;
• d1 edges between v00 and v10 and d1 edges between v11 and v01;
• d2 edges between v10 and v11 and d2 edges between v01 and v00;
• d1d2 squares attached to the four vertices, such that for each pair (eh, ev) of
horizontal and vertical edges, there is exactly one square adjacent to both
eh and ev.
We saw above how to go from Λ to a (d1, d2)-complex. Conversely, given a
(d1, d2)-complex X , the universal cover X˜ of X is the product of the d1-regular
tree and the d2-regular tree, and the fundamental group π1(X) of X acts simply
transitively on the vertices of each type of X˜ . One easily checks that this gives us a
bijective correspondence between conjugacy classes of such groups Λ (in Aut(T1×
T2)) and isomorphism classes of (d1, d2)-complexes.
Now if we come back to our (d1, d2)-group Γ, then we can consider the (d1, d2)-
complex XΓ+ = Γ
+\(T1 × T2). In addition, the action of Γ on T1 × T2 induces an
action of C2×C2 on XΓ+ . The three non-trivial elements of C2×C2 permute the
vertices ofXΓ+ with the three permutations (v00 v10)(v01 v11), (v00 v01)(v10 v11) and
(v00 v11)(v10 v01). We say that an action of C2×C2 on a (d1, d2)-complex is good
if it induces those permutations on the vertices of that complex. Conversely, given
a good action of C2×C2 on a (d1, d2)-complex X , we can consider the projection
π:T1 × T2 ∼= X˜ → X and lift C2×C2 to
C˜2×C2 = {g ∈ Aut(X˜) | ∃h ∈ C2×C2 : π ◦ g = h ◦ π}.
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This group C˜2×C2 acts simply transitively on the vertices of T1 × T2 and is
thus a (d1, d2)-group. So we now have a bijective correspondence between (d1, d2)-
groups (up to equivalence) and good C2×C2-actions on (d1, d2)-complexes (up to
equivariant isomorphism).
A (d1, d2)-complex with a good C2×C2-action can be encoded via what we
call a (d1, d2)-datum. The following definition is inspired from the definition of a
VH-datum in [BM00b, Section 6]. The differences between the two notions come
from the fact that we allow torsion. What the authors call a VH-datum will here
be called a torsion-free (d1, d2)-datum, see Definition 3.5 below.
Definition 3.3. A (d1, d2)-datum (A,B, ϕA, ϕB, R) consists of two finite sets
A,B with |A| = d1 and |B| = d2, two involutions ϕA:A → A, ϕB:B → B and
a subset R ⊂ A × B × A × B satisfying conditions (1) and (2) below. Write
a−1 = ϕA(a) for a ∈ A and b−1 = ϕB(b) for b ∈ B. The two maps σ, ρ:A × B ×
A× B → A× B × A× B are defined by
σ(a, b, a′, b′) = (a′−1, b−1, a−1, b′−1),
ρ(a, b, a′, b′) = (a′, b′, a, b).
(1) Each of the four projections of R onto the subproducts of the form A× B or
B × A are bijective;
(2) R is invariant under the action of the group 〈σ, ρ〉 ∼= C2×C2.
Definition 3.4. Given (A,B, ϕA, ϕB, R) and (A
′, B′, ϕA′, ϕB′, R
′) two (d1, d2)-
data, an object of one of the following forms is called an equivalence between
the two data.
• A pair (α, β) of bijections α:A → A′ and β:B → B′ such that ϕA′ =
αϕAα
−1, ϕB′ = βϕBβ
−1, and R′ = (α× β × α× β)(R).
• A pair (α, β) of bijections α:A → B′ and β:B → A′ such that ϕA′ =
βϕBβ
−1, ϕB′ = αϕAα
−1, and
R′ = {(β(b), α(a′), β(b′), α(a′)) | (a, b, a′, b′) ∈ R}.
This defines an equivalence relation on the set of (d1, d2)-data.
Given a (d1, d2)-datum (A,B, ϕA, ϕB, R), one can build a (d1, d2)-complex with
a good C2×C2-action as follows. Fix four vertices v00, v10, v11 and v01. For each
a ∈ A we draw an horizontal edge ea between v00 and v10 and an horizontal edge e′a
between v11 and v01. Also, for each b ∈ B we draw a vertical edge fb between v10
and v11 and a vertical edge f
′
b between v01 and v00. Then, for each (a, b, a
′, b′) ∈ R
we glue a square to the edges ea, fb, e
′
a′ and f
′
b′ . Condition (1) in Definition 3.3
ensures that this square complex X is a (d1, d2)-datum, and (2) enables us to define
a good C2×C2-action on it. Indeed, we can define σ˜ ∈ Aut(X) by σ˜: v00 ↔ v01,
v10 ↔ v11, ea ↔ e′a−1 , fb ↔ fb−1 , f ′b ↔ f ′b−1 and ρ˜ ∈ Aut(X) by ρ˜: v00 ↔ v11,
v01 ↔ v10, ea ↔ e′a, fb ↔ f ′b. (The actions on the squares are then clearly
defined.) They are automorphisms of X because R is invariant under the action
of 〈σ, ρ〉.
Conversely, from a good C2×C2-action on a (d1, d2)-complex we can come
back to a (d1, d2)-datum. We can indeed consider two finite sets A and B with
|A| = d1 and |B| = d2, denote the edges between v00 and v10 by ea with a ∈ A
(arbitrarily) and those between v10 and v11 by fb with b ∈ B (arbitrarily). Then,
if ρ˜ is the element of C2×C2 that exchanges v00 and v11, we write e′a = ρ˜(ea) for
each a ∈ A and f ′b = ρ˜(fb) for each b ∈ B. If σ˜ is the element of C2×C2 that
exchanges v00 and v01, then we define ϕB:B → B such that σ˜(fb) = fϕB(b) for
each b ∈ B. Similarly, if σ˜′ exchanges v00 and v10 (i.e. σ˜′ = σ˜ρ˜), then we define
ϕA:A→ A such that σ˜′(ea) = eϕA(a). Finally, we define R ⊂ A×B×A×B as the
set of all (a, b, a′, b′) such that ea, fb, e
′
a′ and f
′
b′ are the four edges of some square in
the (d1, d2)-complex. One easily checks that (A,B, ϕA, ϕB, R) is a (d1, d2)-datum.
Recalling that (d1, d2)-groups and good C2×C2-actions on (d1, d2)-complexes
are in correspondence, we now have a bijective correspondence between equivalence
classes of (d1, d2)-groups and equivalence classes of (d1, d2)-data. A presentation
for the (d1, d2)-group Γ corresponding to some (d1, d2)-datum (A,B, ϕA, ϕB, R) is
given by
Γ = 〈A ∪B | xx−1 = 1 ∀x ∈ A ∪B, aba′b′ = 1 ∀(a, b, a′, b′) ∈ R〉.
Indeed, the group Γ acts simply transitively on the vertices of T1 × T2, so the
1-skeleton of T1 × T2 is a Cayley graph for Γ. Moreover, the edges of this Cayley
graph are labelled by A ∪ B so that the four edges of each square in the graph
correspond to elements of R.
Definition 3.5. A (d1, d2)-datum (A,B, ϕA, ϕB, R) is torsion-free if ϕA and ϕB
have no fixed points and the action of 〈σ, ρ〉 on R is free.
The above correspondence between equivalence classes of (d1, d2)-groups and
equivalence classes of (d1, d2)-data then restricts to a correspondence between
equivalence classes of torsion-free (d1, d2)-groups and equivalence classes of torsion-
free (d1, d2)-data. Note that, since ϕA and ϕB cannot have any fixed point in
Definition 3.5, there does not exist any torsion-free (d1, d2)-group when d1 or d2 is
odd.
In the following, we will always consider (d1, d2)-data up to equivalence. We
write A = {a1, . . . , ad1} and B = {b1, . . . , bd2}. Also, we denote by τ1 (resp. τ2)
the number of fixed points of ϕA (resp. ϕB) in some (d1, d2)-data, and we assume
(without losing any generality) that ϕA(ai) = ad1+1−i for each i ∈ {1, . . . , d1−τ12 }
and ϕA(ai) = ai for each i ∈ {d1−τ12 +1, . . . , d1+τ12 } (resp. ϕB(bi) = bd2+1−i for each
i ∈ {1, . . . , d2−τ2
2
} and ϕB(bi) = bi for each i ∈ {d2−τ22 + 1, . . . , d2+τ22 }). We will
sometimes write Ai instead of ai when ϕA(ai) = ai (i.e. ai = a
−1
i ), and Bi instead
of bi when ϕB(bi) = bi (i.e. bi = b
−1
i ). Note that, with these assumptions, τ1, τ2
and R fully determine the (d1, d2)-datum.
3.2 Geometric squares in a (d1, d2)-datum
Consider some (d1, d2)-datum with associated parameters τ1, τ2 and R. Given
(a, b, a′, b′) ∈ R, we write [a, b, a′, b′] for the set
{(a, b, a′, b′), (a′, b′, a, b), (a′−1, b−1, a−1, b′−1), (a−1, b′−1, a′−1, b−1)}.
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This is a subset of R, we call it a geometric square. If the (d1, d2)-datum is
torsion-free, then the action of C2×C2 on R is free so each geometric square con-
tains exactly four elements. In this particular case, we have exactly d1d2
4
geometric
squares (remember that d1 and d2 must be even). When allowing torsion, we can
actually have up to d1d2 geometric squares (in the particular case where τ1 = d1
and τ2 = d2).
An easy way to define some particular (d1, d2)-datum is then to draw its geo-
metric squares. We explain how the drawing works by giving an example. Con-
sider the (3, 4)-datum defined by the geodesic squares [a1, b1, a1, b
−1
2 ], [a1, b2, a1, b2],
[a1, b
−1
1 , A2, b
−1
1 ] and [A2, b2, A2, b
−1
2 ]. Note that the values τ1 = 1 and τ2 = 0 can be
understood from the squares. Then we draw this (3, 4)-datum as in Figure 2. Each
square can be read counterclockwise, starting from the bottom edge. The white
symbols thus represent elements of A, while the black ones represent elements of
B. A single arrow with the forward orientation means a1 (or b1), a double arrow
with the forward orientation means a2 (or b2), etc. A single arrow with the back-
ward orientation means a−11 (or b
−1
1 ), a double arrow with the backward orientation
means a−12 (or b
−1
2 ), etc. Finally, a lozenge (that does not have any orientation)
means A1 (or B1), two lozenges mean A2 (or B2), etc. Note that we can actually
read each square from the bottom or from the top edge, and clockwise or counter-
clockwise. These four ways of reading give the four (possibly equal) elements of
R defined by the geometric square. In our example, the first and third geometric
squares give four distinct elements of R, while the second and fourth geometric
squares give two distinct elements of R. Note that |R| = 4+2+4+2 = 12 = 3 · 4
as is needed for a (3, 4)-datum.
One can quickly check if some set of geometric squares satisfies the hypotheses
for representing a (d1, d2)-datum. For a torsion-free (d1, d2)-datum, it suffices to
verify that each possible corner appears exactly once in the geometric squares.
By a corner, we mean a vertex of a square together with the two labelled edges
adjacent to it, where the orientation of the arrows matters. There are d1d2 possi-
ble corners, and they must all appear once (in one of the d1d2
4
geometric squares).
Now the condition is almost the same for a general (d1, d2)-datum : we just need
to take into account that some geometric squares can have non-trivial automor-
phisms. So the condition is now that each of the d1d2 possible corners must appear
exactly once, up to these square automorphisms. Note that a geometric square as
[a1, b1, A2, b
−1
1 ] cannot appear in a (d1, d2)-datum, since some corner is appearing
twice and the square has no automorphism.
Figure 2: An example of a (3, 4)-datum.
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4 Projections on each factor
Consider a (d1, d2)-group Γ ≤ Aut(T1)×Aut(T2), associated to some set of geomet-
ric squares. Define H1 = proj1(Γ) ≤ Aut(T1) and H2 = proj2(Γ) ≤ Aut(T2) as the
closures of the projections of Γ on Aut(T1) and Aut(T2). The goal of this section
is to analyze which pairs of groups (H1, H2) can be obtained from a (d1, d2)-group
Γ which is irreducible.
4.1 Action of Γ on T1 × T2
Let us see a1, . . . , ad1 , b1, . . . , bd2 as the generators of Γ, as explained in §3.1. In
T1×T2, there is a vertex (v1, v2) ∈ V (T1)×V (T2) such that all generators b1, . . . , bd2
fix v1 and all generators a1, . . . , ad1 fix v2. Also, b1, . . . , bd2 send v2 to its d2
neighboring vertices and a1, . . . , ad1 send v1 to its d1 neighboring vertices. This
means that 〈b1, . . . , bd2〉 = Γ(v1) and that 〈a1, . . . , ad1〉 = Γ(v2), where Γ(v) denotes
the fixator of v in Γ. We now explain how the action of a particular element of Γ
on T1 × T2 can be computed from the geodesic squares. These explanations are
similar to those in [Rat04, Section 1.4], but we recall them here so as to remain
self-contained.
The group Γ acts simply transitively on the vertices of T1× T2, and the gener-
ators a1, . . . , ad1, b1, . . . , bd2 send (v1, v2) ∈ V (T1 × T2) to its d1 + d2 neighbors in
T1×T2. This means that the 1-skeleton of the square-complex T1×T2 can be seen as
the Cayley graph of Γ with respect to the set of generators {a1, . . . , ad1 , b1, . . . , bd2}.
In particular, this gives a labelling of the edges of T1×T2 by the generators. As for
the geometric squares, we can thus associate a (white or black) symbol to each edge
of T1× T2. This labelling is actually such that each square in T1× T2 corresponds
to one of the geometric squares associated to Γ. We also have natural embeddings
T1 →֒ T1 × T2:w ∈ V (T1) 7→ (w, v2) and T2 →֒ T1 × T2:w ∈ V (T2) 7→ (v1, w)
from which we get a labelling of T1 with white symbols and a labelling of T2 with
black symbols. This is actually equivalent to seeing T1 as the Cayley graph of
〈a1, . . . , ad1〉 and T2 as the Cayley graph of 〈b1, . . . , bd2〉.
The image of (v1, v2) by some element g ∈ Γ is easy to get: it suffices to write
g as a product of the generators and then follow (from the vertex (v1, v2)) the
sequence of symbols in T1 × T2 corresponding to these generators. The vertex at
the end of the path will be g(v1, v2). Note however that this only works because
(v1, v2) is the vertex associated to the identity of Γ in the Cayley graph T1 × T2.
Given some g ∈ Γ and another vertex (w1, w2) ∈ V (T1 × T2), the way to obtain
g(w1, w2) is to first localize g(v1, v2) with the above procedure, and then to recall
that Γ preserves the symbols in T1×T2. Hence, it suffices to look at the symbols on
some path from (v1, v2) to (w1, w2) and to follow the same symbols from g(v1, v2)
so as to arrive at g(w1, w2).
In particular, the action of an element g ∈ 〈a1, . . . , ad1〉 = Γ(v2) on T2 can be
obtained by doing the following. In order to compute g(w) for some w ∈ V (T2), we
draw a rectangle whose bottom side is labelled by the sequence of white symbols
corresponding to g (from left to right) and whose right side is labelled by the
sequence of black symbols on the path from v2 to w in T2 (from bottom to top),
see Figure 3. Then we fill in the rectangle with the appropriate geometric squares
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(1) (4) (1) (3)
(3) (3) (1) (2)
Figure 3: Example of a computation.
(starting from the bottom-right corner). The rectangle that we obtain corresponds
to a subcomplex of T1 × T2: the bottom-left corner is (v1, v2), the bottom-right
corner is g(v1, v2), and the top-right corner is g(v1, w). Now T2 corresponds to
v1×T2 in T1×T2, so we can read g(w) by looking at the left side of our rectangle.
Indeed, the symbols on the path from v2 to g(w) in T2 are exactly those on the
left side of the rectangle (from bottom to top). Another way to explain why
this idea works is to write h for the element of 〈b1, . . . , bd2〉 corresponding to the
right side of the rectangle (i.e. w = h(v2) in T2), h
′ for the element of 〈b1, . . . , bd2〉
corresponding to the left side, and g′ for the element of 〈a1, . . . , ad1〉 corresponding
to the top side. From (v1, v2), following g and then h leads to the same vertex as
following h′ and then g′, so gh = h′g′. In particular we have gh(v2) = h
′g′(v2),
which reduces to g(w) = h′(v2) as wanted. Similarly, the action of an element
g ∈ 〈b1, . . . , bd2〉 = Γ(v1) on T1 can be obtained with the same method.
This method is illustrated on Figure 3, with the (3, 4)-group Γ defined by the
squares of Figure 2. On this figure we computed the image of vertex b1b2(v2) by
a1A2a
−1
1 A2 ∈ Γ(v2). The bottom side of the rectangle is indeed labelled by the
symbols of a1A2a
−1
1 A2, and the right side by the symbols of b1b2. After filling in
the rectangle with the squares of Figure 2 (the numbers (1), (2), (3), (4) indicate
which squares we used), it appears on the left side that the image of b1b2(v2)
is b−21 (v2). Note that this rectangle also shows, for instance, that the image of
A2a
−3
1 (v1) by b
−2
1 ∈ Γ(v1) is a1A2a−11 A2(v1).
4.2 Irreducibility
Recall that a (d1, d2)-group Γ is said to be reducible if it is commensurable to
a product Γ1 × Γ2 of lattices Γt ≤ Aut(Tt). By [BM00b, Proposition 1.2], Γ is
reducible if and only if proj1(Γ) or proj2(Γ) is discrete. If Γ is reducible, both
projections are actually discrete. In some sense, the irreducible (d1, d2)-groups are
the interesting ones. There is no known general algorithm deciding if a (d1, d2)-
group is irreducible, but such an algorithm exists under suitable assumption on
the local action.
We saw in the previous section that, for each n ∈ Z≥0, the action of all bi
(resp. ai) on the ball B(v1, n) (resp. B(v2, n)) of T1 (resp. T2) can be computed
from the geometric squares. The group projt(Γ) ≤ Aut(Tt) is vertex-transitive, so
it is discrete if and only if Fixprojt(Γ)(B(vt, n)) = Fixprojt(Γ)(B(vt, n + 1)) for some
n ∈ Z≥0. A way to show that some Γ is reducible thus consists in finding some
t ∈ {1, 2} and some n ∈ Z≥0 for which the latter equality is true.
Proving that a (d1, d2)-group Γ is irreducible is not easy in general, but there
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is a case where a good criterion exists: when dt ≥ 6 and Ht(vt) ≥ Alt(dt) for
some t ∈ {1, 2}. Indeed, in this case it follows from [BM00a, Propositions 3.3.1
and 3.3.2] that Ht is non-discrete if and only if the image of Ht(vt) in Aut(B(vt, 2))
has order ≥ dj !
2
(
(dj−1)!
2
)dj
. (The result is actually more subtle but we only need
this lower bound here.) Moreover, once we know that Ht is non-discrete and that
Ht(vt) ≥ Alt(dt) with dt ≥ 6, we actually get from Theorem 2.3 that Ht is a
member of G ′(i) for some legal coloring i of Tt (as defined in Definition 2.1). In
the next section, we investigate the question of determining from the geometric
squares which group from G ′(i) it actually is.
4.3 Recognizing a group in G ′(i)
Let T be the d-regular tree for some d ≥ 3, let i be a legal coloring of T and
let H be an element of G ′(i) different from Aut(T ). In particular H is transitive
on V (T ). We fix some vertex v ∈ V (T ) and denote by K the smallest non-
negative integer such that the homomorphism from H(v) to Aut(B(v,K + 1))
is not surjective. Such an integer exists because H 6= Aut(T ). We also define
ρ = |Aut(B(v,K+1))|
|H˜K(v)|
, where H˜K(v) is the image of H(v) in Aut(B(v,K +1)). Let us
finally define the homomorphism s:H(v)→ (C2)K+1 by s(h) = (s0(h), . . . , sK(h))
where sk(h) = Sgn(i)(h, S(v, k)) =
∏
w∈S(v,k) sgn(σ(i)(h, w)), as in Definition 2.1.
As Lemma 4.1 below shows, the value of sk(h) does not depend on the coloring i.
Lemma 4.1. Let v be a vertex of T and let k ∈ Z≥0. Consider some h ∈
Aut(T )(v). For each w ∈ S(v, k), fix a bijection ιw:S(w, 1) → {1, . . . , d}. Then
the value of ∏
w∈S(v,k)
sgn(ιh(w) ◦ h ◦ ι−1w )
does not depend on the choices for the bijections ιw.
Proof. Fix some other bijections ι′w:S(w, 1)→ {1, . . . , d} with w ∈ S(v, k). Then
we have ∏
w∈S(v,k)
sgn(ι′h(w) ◦ h ◦ ι′−1w )
=
∏
w∈S(v,k)
sgn(ι′h(w) ◦ ι−1h(w) ◦ ιh(w) ◦ h ◦ ι−1w ◦ ιw ◦ ι′−1w )
=
∏
w∈S(v,k)
sgn(ι′h(w) ◦ ι−1h(w)) · sgn(ιh(w) ◦ h ◦ ι−1w ) · sgn(ιw ◦ ι′−1w )
=
∏
w∈S(v,k)
sgn(ιh(w) ◦ ι′−1h(w)) · sgn(ιh(w) ◦ h ◦ ι−1w ) · sgn(ιw ◦ ι′−1w )
=
∏
w∈S(v,k)
sgn(ιh(w) ◦ h ◦ ι−1w ).
The last equality holds because, for each w ∈ S(v, k), the term sgn(ιw ◦ ι′−1w )
appears twice in the product.
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We now prove in the following results that, when d is even, computing K, ρ
and s(H(v)) ≤ (C2)K (almost) suffices to recognize which group of G ′(i) we actually
have. These invariants do not depend on the coloring i of T , which means that they
can be computed without knowing for which coloring i the group H is contained
in G ′(i).
Lemma 4.2. Let H = G(i)(X,X) for some X ⊂f Z≥0. Then K = maxX, ρ = 2
and s(H(v)) = {(s0, . . . , sK) ∈ (C2)K+1 |
∏
r∈X sr = 1}.
Proof. This follows immediately from the definition of G(i)(X,X).
For each X ⊂f Z≥0, we define α(X) as the subset of Z≥0 such that Sα(X)(v) is
the set of vertices of T that appear in an odd number of sets SX(w1), . . . , SX(wd),
where w1, . . . , wd are the d neighbors of v in T . In other words, Sα(X)(v) is the
support of 1SX(w1) + · · ·+ 1SX(wd) mod 2 where 1 denotes the characteristic func-
tion. It is clear from its definition that this set of vertices indeed takes the form
Sα(X)(v) for some α(X). In the next lemma we give an explicit expression for
α(X), depending on the parity of d.
Lemma 4.3. Let X ⊂f Z≥0. We have the following expressions for α(X), where
△ denotes the symmetric difference.
α(X) =
{ {x+ 1 | x ∈ X}△{x− 1 | x ∈ X, x ≥ 2} if d is even,
{x+ 1 | x ∈ X} ∪ ({x− 1 | x ∈ X} ∩ {0}) if d is odd.
Proof. For each j ∈ {1, . . . , d}, we write SX(wj) = S+X(wj)⊔S−X(wj), where S+X(wj)
is the set of vertices of SX(wj) that are further from v than from wj , and S
−
X(wj) =
SX(wj) \ S+X(wj). Then, all the sets S+X(wj) with j ∈ {1, . . . , d} are disjoint and
their union is S{x+1|x∈X}(v). Now if we look at the sets S
−
X(wj), they only contain
vertices that are at distance x− 1 from v for some x ∈ X (x ≥ 1). More precisely,
if x ∈ X and x ≥ 2 then each vertex at distance x − 1 from v is contained in
exactly d − 1 of the sets S−X(wj), j ∈ {1, . . . , d}. Also, if x = 1 ∈ X , then v is
contained in all d sets S−X(wj), j ∈ {1, . . . , d}. These affirmations directly lead to
the expressions given in the statement.
The next lemma then follows almost immediately.
Lemma 4.4. We have α(X) ⊂f Z≥0 for each X ⊂f Z≥0, and the map α: {X ⊂f
Z≥0} → {X ⊂f Z≥0} is injective. Moreover, we have
α({X ⊂f Z≥0}) =
{ {X ⊂f Z≥0 | 0 6∈ X} if d is even,
{X ⊂f Z≥0 | 0 ∈ X ⇔ 2 ∈ X} if d is odd.
Proof. From Lemma 4.3 we know that α(X) is finite and non-empty (because
maxX + 1 ∈ α(X)), i.e. α(X) ⊂f Z≥0. Now remark from the definition of α that
α(X△X ′) = α(X)△α(X ′) for each X,X ′ ⊂f Z≥0, where we define α(∅) = ∅.
Therefore, if α(X) = α(X ′), then α(X△X ′) = ∅ and hence X△X ′ = ∅, i.e.
X = X ′.
The expressions for α({X ⊂f Z≥0}) can be found directly by examining
Lemma 4.3.
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Lemma 4.5 is the reason why α was defined above.
Lemma 4.5. Suppose that d is even and let H be one of G(i)(X
∗, X∗), G(i)(X,X)
∗
and G′(i)(X,X)
∗ for some X ⊂f Z≥0. Then H is contained in G(i)(α(X), α(X)).
Proof. For any h ∈ H and v ∈ V (T ), we know that all Sgn(i)(h, S(wj, X)) with
j ∈ {1, . . . , d} are equal, where w1, . . . , wd are the d neighbors of v in T . Since
d is even, the product of these d signatures is 1. As this product is also equal to
Sgn(i)(h, S(v, α(X))), we deduce that h ∈ G(i)(α(X), α(X)).
From the previous lemma we can now compute s(H(v)) for other groups H in
G ′(i) (when d is even).
Lemma 4.6. Suppose that d is even and let H be one of G(i)(X
∗, X∗), G(i)(X,X)
∗
and G′(i)(X,X)
∗ for some X ⊂f Z≥0. Then K = maxX + 1 and s(H(v)) =
{(s0, . . . , sK) ∈ (C2)K+1 |
∏
r∈α(X) sr = 1}. Moreover, we have ρ = 2d−1 if
H = G(i)(X
∗, X∗) and ρ = 2d if H = G(i)(X,X)
∗ or G′(i)(X,X)
∗.
Proof. The values of K and ρ can be directly deduced from the definitions of the
groups. By definition of K, the homomorphism from H(v) to Aut(B(v,K)) is
surjective. Hence, for each (s0, . . . , sK−1) ∈ (C2)K , there exists sK ∈ C2 such that
(s0, . . . , sK) ∈ s(H(v)). If H ′ = G(i)(α(X), α(X)), then Lemma 4.5 states that
H ⊆ H ′, so s(H(v)) ⊆ s′(H ′(v)) (where s′:H ′(v)→ (C2)K+1 is the map associated
to H ′). Note that H and H ′ share the same K because max(α(X)) = maxX +1.
Now s′(H ′(v)) = {(s0, . . . , sK) ∈ (C2)K+1 |
∏
r∈α(X) sr = 1} by Lemma 4.2, and
in particular for each (s0, . . . , sK−1) ∈ (C2)K there is a unique sK ∈ C2 such
that (s0, . . . , sK) ∈ s′(H ′(v)). From all this information it follows that s(H(v)) =
s′(H ′(v)).
When d is even, we see from Lemmas 4.2 and 4.6 that the groups in G ′(i)
can be differentiated by computing K, ρ and the image of the map s, with one
exception: G(i)(X,X)
∗ and G′(i)(X,X)
∗ have the same invariants (for a fixed X ⊂f
Z≥0). This is due to the fact that their type-preserving subgroups are both equal
to G+(i)(X,X)
∗ and all invariants are computed from vertex stabilizers. We will
however be able to differentiate these two groups later, see Proposition 4.10.
For d odd, the task would be harder. For instance, G(i)({0, 1}∗, {0, 1}∗) and
G(i)({1}∗, {1}∗) have the same invariants when d is odd (K = 2, ρ = 2d−1 and s
is surjective). This occurs because Lemma 4.5 is no longer true in that case. We
will not deal with the odd case.
4.4 Labelled graphs associated to a (d1, d2)-group
Let us now come back to a (d1, d2)-group Γ associated to some (d1, d2)-datum
(A,B, ϕA, ϕB, R). We assume that d2 ≥ 6 is even, that H2 = proj2(Γ) is non-
discrete and that H2(v2) ≥ Alt(d2). As explained in §4.2, the non-discreteness
of H2 can be checked by computing the action of H2(v2) on B(v2, 2). We now
would like an efficient algorithm to determine which group from G ′(i) is isomorphic
to H2. In this section, we give a way to compute K
(2) (the K associated to H2)
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and s(2)(H2(v2)) by associating a labelled graph G
(2)
Γ to our (d1, d2)-group Γ. In
view of the results of §4.3, this will reduce to 4 (or less) the number of groups in
G ′(i) that could be isomorphic to H2. Of course, everything we do here for H2 can
be translated for H1.
Given h ∈ H2(v2) and k ∈ Z≥0, we write s(2)k (h) = Sgn(i)(h, S(v, k)) where i is
any legal coloring of T2 as in §4.3. The invariant K(2) can be characterized as the
smallest non-negative integer such that the map
s(2):H2(v2)→ (C2)K(2)+1: h 7→ (s(2)0 (h), . . . s(2)K(2)(h))
is not surjective. This indeed follows from the definition of K(2) and from Lem-
mas 4.2 and 4.6. An efficient algorithm to compute s
(2)
k (aj) for each j ∈ {1, . . . , d1}
and each k ∈ Z≥0 would thus be sufficient to determineK(2) as well as s(2)(H2(v2)).
(Note that aj should actually be read as proj2(aj) here, but we will omit the pro-
jection.) This is where the graph G
(2)
Γ , defined hereafter, becomes useful.
Let us define the labelled graph G
(2)
Γ associated to Γ. First, the vertex set
V (G
(2)
Γ ) is simply defined to be A. Then, we put an edge between a ∈ A and
a′ ∈ A if and only if |R ∩ ({a} × B × {a′−1} × B)| is odd. Note that |R ∩ ({a} ×
B × {a′−1} × B)| = |R ∩ ({a′} × B × {a−1} × B)| because R is invariant under
the action of C2×C2, so the edge set is well-defined. We obtain an undirected
graph that can possibly contain loops (edges from a vertex to itself). Finally, to
each vertex a of G
(2)
Γ , we associate a label σ(a) = ±1 whose value depends on the
signature of the permutation that the generator a ∈ Γ induces on E(v2) (the set of
d2 edges adjacent to v2 in T2). This labelled graph has a non-trivial automorphism
defined by a 7→ a−1 for each a ∈ A. Indeed, we clearly have σ(a) = σ(a−1) for
each a ∈ A, and there is an edge between a and a′ if and only if there is an edge
between a−1 and a′−1. Once again this follows from the fact that R is invariant
under the action of C2×C2.
The labelled graph G
(2)
Γ can easily be drawn from the geometric squares that
define Γ. Indeed, the vertex set corresponds to the set of white symbols (with
orientation) that the horizontal edges can have. For each vertex a, the permutation
induced by a on E(v2) can also be directly computed from the geometric squares.
We thus obtain the labels associated to the vertices by taking the signatures.
Then, given two vertices a and a′, we can determine if there is an edge between
a and a′ by counting the number of b ∈ B such that there is a geometric square
that can be read as (a, b, a′−1, ∗). We put an edge if and only if there is an odd
number of such b ∈ B.
In the graph G
(2)
Γ , a non-repeating path p is a finite sequence of vertices
x0, x1, . . . , xn where xi−1 and xi are connected by an edge for each i ∈ {1, . . . , n}
and xi−1 6= xi+1 for each i ∈ {1, . . . , n − 1}. In other words, the path cannot
use a same edge twice consecutively. Such a path has length n, origin x0 and
destination d(p) = xn. We write Pn(x0) for the set of all non-repeating paths of
length n whose origin is x0.
The next result now shows that the non-repeating paths in G
(2)
Γ can be helpful
in order to compute the values s
(2)
k (aj) defined above. Note that this proposition
is also true for d2 odd.
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Proposition 4.7. Let Γ be a (d1, d2)-group with d2 ≥ 6 even and suppose that
H2 = proj2(Γ) is non-discrete and satisfies H2(v2) ≥ Alt(d2). Let j ∈ {1, . . . , d1}
and k ∈ Z≥0. Then we have
s
(2)
k (aj) =
∏
p∈Pk(aj )
σ(d(p)).
Proof. Given a sequence of vertices x0, . . . , xn of G
(2)
Γ , we are first interested in
rectangles 1×n made of n geometric squares and whose n+1 white symbols from
bottom to top exactly correspond to the n + 1 vertices x0, . . . , xn (with the good
orientation). Let us denote by Rect(x0, . . . , xn) the set of all those rectangles.
Claim. |Rect(x0, . . . , xn)| is odd if and only if (x0, . . . , xn) is a non-repeating path
in G
(2)
Γ .
Proof of the claim: We prove the claim by induction. For n = 1 it follows from
the definition of the edge set of G
(2)
Γ . Now let n ≥ 2 and assume the claim is true
for n− 1. Observe that
|Rect(x0, . . . , xn)| =
{ |Rect(x0, . . . , xn−1)|·|Rect(xn−1, xn)| if xn−2 6= xn,
|Rect(x0, . . . , xn−1)|·(|Rect(xn−1, xn)|−1) if xn−2 = xn.
Indeed, a rectangle 1× n in Rect(x0, . . . , xn) is made of a rectangle 1× (n− 1) in
Rect(x0, . . . , xn−1) and a square in Rect(xn−1, xn). The term −1 when xn−2 = xn
appears because the square between xn−1 and xn cannot be the same as the one
between xn−1 and xn−2.
Assume now that (x0, . . . , xn) is a non-repeating. Then (x0, . . . , xn−1) is a
non-repeating path, xn 6= xn−2 and (xn−1, xn) is a non-repeating path. By the
induction hypothesis, |Rect(x0, . . . , xn−1)| and |Rect(xn−1, xn)| are odd, hence
|Rect(x0, . . . , xn)| is odd by the above formula.
Conversely, assume that |Rect(x0, . . . , xn)| is odd. By the formulas above, this
already means that |Rect(x0, . . . , xn−1)| is odd and thus that (x0, . . . , xn−1) is a
non-repeating path. Then there are two possibilities:
• If xn−2 6= xn then we also get that |Rect(xn−1, xn)| is odd, so (xn−1, xn) is a
non-repeating path. All together, these affirmations imply that (x0, . . . , xn)
is a non-repeating path.
• If xn−2 = xn then we get that |Rect(xn−1, xn)| is even, so (xn−1, xn) is not a
non-repeating path, i.e. there is no edge between xn−1 and xn. This situation
is however impossible: we already know that there is an edge between xn−2
and xn−1, and xn−2 = xn. 
We now prove the proposition. Recall from Lemma 4.1 that
s
(2)
k (aj) =
∏
w∈S(v2,k)
sgn(ιaj (w) ◦ aj ◦ ι−1w ),
where ιw:S(w, 1) → {1, . . . , d} is any bijection for each w ∈ S(v, k). In our
context, we have a canonical choice for the bijections ιw: the edges of T2 are
19
labelled by the black symbols, and the d2 edges adjacent to any vertex carry the
d2 different black symbols (considered with their orientation). So the bijections
ιw can simply be defined by identifying S(w, 1) with E(w) and the set {1, . . . , d}
with the set of black symbols with orientation.
Take some w ∈ S(v2, k) and some j ∈ {1, . . . , d}. Let h ∈ 〈b1, . . . , bd2〉 be
the element such that h(v2) = w. Let us draw, as in §4.1, the rectangle 1 × k
made of k geometric squares such that the bottom symbol corresponds to aj, and
the k symbols on the right-hand side correspond to h. After having filled in the
rectangle with geometric squares, we obtain the equation ajh = h
′aj′, where aj′ is
given by the top side and h′ by the left side of the rectangle. From the equality
ajh(v2) = h
′aj′(v2) we obtain that aj(w) = h
′(v2). Moreover, since h and h
′
preserve the symbols in T2, we have that ι
−1
w = hι
−1
v2
and ι−1
aj(w)
= h′ι−1v2 . Using
these equalities, we get
ιaj (w)ajι
−1
w = ιv2h
′−1ajhι
−1
v2
= ιv2aj′ι
−1
v2
.
This implies that
s
(2)
k (aj) =
∏
w∈S(v2,k)
sgn(ιaj(w) ◦ aj ◦ ι−1w )
=
∏
(aj ,x1,...,xk)∈V (GΓ)k+1
σ(xk)
|Rect(aj ,x1,...,xk)|.
But |Rect(aj , x1, . . . , xk)| is odd if and only if (aj, x1, . . . , xk) is a non-repeating
path in G
(2)
Γ (by the claim), so this leads to the formula
s
(2)
k (aj) =
∏
(aj ,x1,...,xk)∈Pk(aj)
σ(xk).
The graph G
(2)
Γ has d1 vertices and is somewhat redundant as it has a non-
trivial automorphism defined by a 7→ a−1 for each a ∈ A. In the particular case
where a 6= a−1 for each a ∈ A, i.e. when τ1 = 0 (as defined in §3.1), we can
define the simplified labelled graph G˜
(2)
Γ associated to Γ as follows. The vertex
set V (G˜
(2)
Γ ) corresponds to the set of all {a, a−1} with a ∈ A, so that there are
d1
2
vertices. Then, we put an edge between {a, a−1} and {a′, a′−1} if and only if
exactly one of a′ and a′−1 is connected to a by an edge in G
(2)
Γ . This amounts
to saying that |R ∩ ({a} × B × {a′, a′−1} × B)| is odd. The automorphism of
G
(2)
Γ ensures that this edge set is well-defined. A non-repeating path in G˜
(2)
Γ
is defined exactly as in G
(2)
Γ , and we write P˜n(x) for the set of all non-repeating
paths in G˜
(2)
Γ with length n and origin x. The next proposition then shows that
the values s
(2)
k (aj) can be computed from the simplified labelled graph G˜
(2)
Γ when
τ1 = 0.
Proposition 4.8. Let Γ be a (d1, d2)-group with d2 ≥ 6 and τ1 = 0 and sup-
pose that H2 = proj2(Γ) is non-discrete and satisfies H2(v2) ≥ Alt(d2). Let
j ∈ {1, . . . , d1} and k ∈ Z≥0. Then we have
s
(2)
k (aj) =
∏
p∈P˜k({aj ,a
−1
j })
σ(d(p)).
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Proof. Recall that τ1 = 0 means that a 6= a−1 for all a ∈ A. Let us first focus
on the (not simplified) labelled graph G
(2)
Γ . Given an edge (x, y) in G
(2)
Γ , we say
that (x, y) is stylish if (x, y−1) is also an edge in G
(2)
Γ . Note that this also means
that (x−1, y) and (x−1, y−1) are edges in G
(2)
Γ . Let us say that a non-repeating
path (x0, . . . , xn) in G
(2)
Γ is redundant if there exists i ∈ {0, . . . , n− 1} such that
(xi, xi+1) is stylish. Given such a redundant non-repeating path, we let i ≥ 1
be the smallest number such that (xi, xi+1) is stylish, and j ≤ n be the greatest
number such that all edges (xi, xi+1), (xi+1, xi+2), . . ., (xj−1, xj) are stylish. Then
we define the mirror m(p) of the path p = (x0, . . . , xn) to be
(x0, . . . , xi, x
−1
i+1, xi+2, x
−1
i+3, . . . , x
−1
j−1, xj , xj+1, . . . , xn)
if j ≡ i mod 2 and
(x0, . . . , xi, x
−1
i+1, xi+2, x
−1
i+3, . . . , xj−1, x
−1
j , x
−1
j+1, . . . , x
−1
n )
if j 6≡ i mod 2. The mirror of a redundant non-repeating path is still a redundant
non-repeating path, and taking the mirror is an involution. This means that, if
we look at the formula
s
(2)
k (aj) =
∏
p∈Pk(aj )
σ(d(p)).
given by Proposition 4.7, we can simply compute the product over the non-
redundant non-repeating path in Pk(aj). Indeed, the redundant ones come by
pairs (p,m(p)), and d(p) = d(m(p)) or d(m(p))−1 so that p and m(p) give the
same signs. In order to conclude, there remains to observe that the map
(aj , x1, . . . , xn) 7→ ({aj , a−1j }, {x1, x−11 }, . . . , {xn, x−1n })
defines a bijection between the set of non-redundant non-repeating paths in G
(2)
Γ
starting in aj and the set of non-repeating paths in G˜
(2)
Γ starting in {aj, a−1j }. This
is a simple exercise.
Thanks to Propositions 4.7 or 4.8, the invariants K(2) and s(2):H2(v2) →
(C2)
K(2)+1 can be easily computed from the geometric squares defining Γ. For small
d1 and d2 this can be done by hand, as illustrated in §4.6. We also know in advance,
from Lemmas 4.2 and 4.6, that s(2)(H2(v2)) must take the form {(s0, . . . , sK(2)) ∈
(C2)
K(2)+1 | ∏r∈X sr = 1} for some X ⊂f Z≥0 with maxX = K(2). If 0 ∈ X ,
then X 6∈ α({Y ⊂f Z≥0}) by Lemma 4.4 and thus the only possibility for H2
is to be equal to G(i)(X,X) for some legal coloring i of T2. On the other hand,
if there exists Y ⊂f Z≥0 such that α(Y ) = X , then Y is unique (once again by
Lemma 4.4) and we conclude that H2 is equal to one of the four groups G(i)(X,X),
G(i)(Y
∗, Y ∗), G(i)(Y, Y )
∗ and G′(i)(Y, Y )
∗ for some legal coloring i of T2. Then it
is still possible to compute the invariant ρ(2): if ρ(2) = 2 then H2 = G(i)(X,X),
if ρ(2) = 2d2 then H2 = G(i)(Y
∗, Y ∗), and if ρ(2) = 2d2−1 then H2 = G(i)(Y, Y )
∗ or
G′(i)(Y, Y )
∗. However, computing ρ(2) in general requires a computer, and even a
computer is too slow if K(2) is big. In the next subsection, we see how to identify
which of the four groups is the good one.
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4.5 Choosing among the four possible groups
Let us suppose we are in presence of a (d1, d2)-group as in §4.4 and such that
s(2)(H2(v2)) = {(s0, . . . , sK(2)) ∈ (C2)K(2)+1 |
∏
r∈X sr = 1} for some X ⊂f Z≥0
with maxX = K(2) and 0 6∈ X . Let Y ⊂f Z≥0 be such that α(Y ) = X . Our
goal is now to give a method enabling us to determine which of the four groups
G(i)(X,X), G(i)(Y
∗, Y ∗), G(i)(Y, Y )
∗ and G′(i)(Y, Y )
∗ is isomorphic to H2.
We start with the following proposition which, in some sense, enables to com-
pute the invariant ρ(2) ∈ {1, 2d2−1, 2d2}.
Proposition 4.9. Let Γ be a (d1, d2)-group with d2 ≥ 6 and suppose that H2 =
proj2(Γ) is non-discrete and satisfies H2(v2) ≥ Alt(d2). Let X ⊂f Z≥0 be such
that maxX = K(2) and
s(2)(H2(v2)) =
{
(s0, . . . , sK(2)) ∈ (C2)K
(2)+1
∣∣∣∣∣
∏
r∈X
sr = 1
}
,
and assume that 0 6∈ X. Let Y ⊂f Z≥0 be such that α(Y ) = X.
For each j ∈ {1, . . . , d1}, define Σj =
∏
r∈Y s
(2)
r (aj) ∈ {−1, 1}. Also, for
each j ∈ {1, . . . , d1} and each k ∈ {1, . . . , d2}, define µj,k ∈ {1, . . . , d1} and
νj,k ∈ {1, . . . , d2} so that ajbk = bνj,kaµj,k .
Then exactly one of the following assertions holds.
(1) There exist x1, . . . , xd2 ∈ {−1, 1} such that
(∗)


x1xν1,1Σµ1,1 = x2xν1,2Σµ1,2 = · · · = xd2xν1,d2Σµ1,d2 = Σ1
x1xν2,1Σµ2,1 = x2xν2,2Σµ2,2 = · · · = xd2xν2,d2Σµ2,d2 = Σ2
...
x1xνd1,1Σµd1,1 = x2xνd1,2Σµd1,2 = · · · = xd2xνd1,d2Σµd1,d2 = Σd2
and H2 = G(i)(Y, Y )
∗ or G′(i)(Y, Y )
∗ for some legal coloring i of T2.
(2) There exist no x1, . . . , xd2 ∈ {−1, 1} satisfying the system (∗) but there exist
x1, . . . , xd2 ∈ {−1, 1} such that
(∗∗)


x1xν1,1Σµ1,1 = x2xν1,2Σµ1,2 = · · · = xd2xν1,d2Σµ1,d2
x1xν2,1Σµ2,1 = x2xν2,2Σµ2,2 = · · · = xd2xν2,d2Σµ2,d2
...
x1xνd1,1Σµd1,1 = x2xνd1,2Σµd1,2 = · · · = xd2xνd1,d2Σµd1,d2
and H2 = G(i)(Y
∗, Y ∗) for some legal coloring i of T2.
(3) There exist no x1, . . . , xd2 ∈ {−1, 1} satisfying the system (∗) or (∗∗), and
H2 = G(i)(X,X) for some legal coloring i of T2.
Proof. For each w ∈ V (T2), we define ιw:E(w) → {1, . . . , d2} as before, i.e. so
that the edge e ∈ E(w) is labelled by the black symbol corresponding to bιw(e).
Given a legal coloring i of T2 and some k ∈ {1, . . . , d2}, we define x(i)k =∏
z∈S(bk(v2),Y )
sgn(i ◦ ι−1z ) ∈ {−1, 1}. It is clear that any element of {−1, 1}d2 can
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be written as (x
(i)
1 , . . . , x
(i)
d2
) for some legal coloring i. Now for such a coloring, we
write iz:S(z, 1)→ {1, . . . , d2} for the restriction of i to S(z, 1), and compute∏
z∈S(bk(v2),Y ))
sgn(iaj(z) ◦ aj ◦ i−1z )
=
∏
z∈S(bk(v2),Y ))
sgn(iaj(z) ◦ ι−1aj (z)) sgn(ιaj (z) ◦ aj ◦ ι−1z ) sgn(ιz ◦ i−1z )
= x
(i)
k x
(i)
νj,k
∏
z∈S(bk(v2),Y )
sgn(ιaj (z) ◦ aj ◦ ι−1z )
= x
(i)
k x
(i)
νj,k
∏
z∈S(v2,Y )
sgn(ιajbk(z) ◦ aj ◦ ι−1bk(z))
= x
(i)
k x
(i)
νj,k
∏
z∈S(v2,Y )
sgn(ιbνj,kaµj,k (z) ◦ bνj,k ◦ aµj,k ◦ b−1k ◦ ι−1bk(z))
= x
(i)
k x
(i)
νj,k
∏
z∈S(v2,Y )
sgn(ιaµj,k (z) ◦ aµj,k ◦ ι−1z )
= x
(i)
k x
(i)
νj,k
Σµj,k .
This implies that, if H2 = G(i)(Y, Y )
∗ or G′(i)(Y, Y )
∗, then (x
(i)
1 , . . . , x
(i)
d2
) is a so-
lution of (∗). Conversely, if (x(i)1 , . . . , x(i)d2 ) is a solution of (∗) for some coloring i,
then the equalities defining G(i)(Y, Y )
∗ are true in B(v2,maxY + 2) and we can
deduce in particular that ρ(2) ≥ 2d2. In view of Lemmas 4.2 and 4.6, the only
options for H2 are then G(i)(Y, Y )
∗ and G′(i)(Y, Y )
∗ (for some coloring i that may
be different).
Now if we assume that (∗) has no solution, H2 is different from G(i)(Y, Y )∗ and
G′(i)(Y, Y )
∗. Then by the same argument we obtain that (∗∗) has a solution if and
only if H2 = G(i)(Y
∗, Y ∗). In the case where neither (∗) nor (∗∗) has a solution,
the only remaining possibility is to have H2 = G(i)(X,X).
The next proposition then explains how G(i)(Y, Y )
∗ and G′(i)(Y, Y )
∗ can be
distinguished. As explained earlier, this requires observing an element exchanging
the two types of vertices.
Proposition 4.10. Let Γ be a (d1, d2)-group as in Proposition 4.9, and assume
that H2 = G(i)(Y, Y )
∗ or G′(i)(Y, Y )
∗ for some legal coloring i of T2. Let k ∈
{1, . . . , d2}, m ≥ 0 and j1, . . . , jm, j′1, . . . , j′m ∈ {1, . . . , d1} be such that
aj1 · · · ajmbk = b−1k a′j′1 · · · a
′
j′m
.
Then H2 = G(i)(Y, Y )
∗ if and only if Σj1 · · ·ΣjmΣj′1 · · ·Σj′m = 1, where Σj =∏
r∈Y s
(2)
r (aj) ∈ {−1, 1} for each j ∈ {1, . . . , d1}.
Proof. The element γ = proj2(aj1 · · · ajmbk) ∈ H2 sends v2 ∈ V (T2) to one of its
neighbors, say w. In particular, γ exchanges the types of vertices in T2. Moreover,
the hypothesis implies that
γ2 = proj2(aj1 · · ·ajma′j′1 · · · a
′
j′m
).
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So γ2 fixes v2 (i.e. γ exchanges v2 and w) and
Sgn(i)(γ
2, SY (v2)) = Σj1 · · ·ΣjmΣj′1 · · ·Σj′m .
The conclusion then follows from the definitions of the groups G(i)(Y, Y )
∗ or
G′(i)(Y, Y )
∗. Indeed, if γ ∈ G(i)(Y, Y )∗ then Sgn(i)(γ, SY (v2)) = Sgn(i)(γ, SY (w))
and hence Sgn(i)(γ
2, SY (v2)) = 1. On the contrary, if γ ∈ G′(i)(Y, Y )∗ then
Sgn(i)(γ, SY (v2)) 6= Sgn(i)(γ, SY (w)) and in that case Sgn(i)(γ2, SY (v2)) = −1.
Note that there always exist elements k ∈ {1, . . . , d2}, m ≥ 0 and j1, . . . , jm,
j′1, . . . , j
′
m ∈ {1, . . . , d1} as in Proposition 4.10: they simply correspond to a rect-
anglem×1 in the square-complex T1×T2, with the property that the left and right
edges of the rectangle correspond to bk and b
−1
k for some k ∈ {1, . . . , d2}. The ex-
istence of such a rectangle is a consequence of the transitivity of H2(v2) ≥ Alt(d2)
on E(v2).
All our previous considerations lead to Theorem I.
Proof of Theorem I. As explained in §4.2, it suffices to look at the image of Ht(vt)
in Aut(B(vt, 2)) to see if Γ is reducible or irreducible, and this can be done with the
method explained in §4.1. So (i) is clear. For (ii), we saw in §4.4 that computing
the labelled graph G
(t)
Γ gives at most 4 possibilities for Ht, and in Propositions 4.9
and 4.10 that choosing among the four groups could be done by solving two systems
whose unknowns belong to {−1, 1} and constructing a suitable m × 1 or 1 ×
m rectangle. It is not hard to implement those algorithms on a computer and
they have a pretty good complexity. We do not go into a detailed analysis of
the complexity, but the slowest part of the algorithm is probably to check the
irreducibility of Γ by observing the action of Ht(vt) on B(vt, 2).
We end this section with a particular case where Propositions 4.9 and 4.10
always give the same conclusion.
Corollary 4.11. Let Γ be a (d1, d2)-group as in Proposition 4.9. If
∏
r∈Y s
(2)
r (aj) =
−1 for each j ∈ {1, . . . , d1}, then H2 = G(i)(Y, Y )∗ for some legal coloring i of T2.
Proof. In Proposition 4.9, we have Σj = −1 for each j ∈ {1, . . . , d1} and thus
x1 = · · · = xd2 = 1 is a solution of (∗). Moreover, in Proposition 4.10 we directly
get Σj1 · · ·ΣjmΣj′1 · · ·Σj′m = (−1)2m = 1 which ends the proof.
4.6 Illustration on an example
Let us illustrate the previous ideas on a concrete example. Let Γ be the torsion-
free (6, 6)-group corresponding to the 9 geometric squares drawn in Figure 4. Our
goal is to explain how H1 and H2 can be computed in this particular case.
We start by computing the action of H2(v2) on B(v2, 1). The six vertices in
S(v2, 1) are b1(v2), b2(v2), b3(v2), b
−1
3 (v2), b
−1
2 (v2) and b
−1
1 (v2). The six edges from
v2 to these six vertices are labelled by the six black symbols (with orientation)
corresponding to the six generators b1, b2, b3, b4 = b
−1
3 , b5 = b
−1
2 and b6 = b
−1
1 .
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Figure 4: The geometric squares of a torsion-free (6, 6)-group.
From the geometric squares, we directly get the actions of a1, a2 and a3 on these
six edges. We denote them by the generator to which they correspond.
a1 : (b1)(b
−1
1 )(b2)(b
−1
2 )(b3 b
−1
3 )
a2 : (b1)(b
−1
1 b2 b3 b
−1
3 b
−1
2 )
a3 : (b1 b
−1
2 b
−1
3 b3 b2)(b
−1
1 )
One can easily check that these three permutations generate Sym(6). As explained
in Section 4.2, it then suffices to compute the action of H1(v1) on B(v1, 2) and to
use [BM00a, Proposition 3.3.2] to conclude that H1 is non-discrete and thus that
Γ is irreducible.
Let us now find out which group H2 exactly is. As τ1 = 0, we can compute
the simplified labelled graph G˜
(2)
Γ and use Proposition 4.8. We also compute G
(2)
Γ
so as to illustrate Proposition 4.7 as well. The two graphs we obtain are given in
Figure 5.
From G˜
(2)
Γ (or G
(2)
Γ ) we can compute the values of s
(2)
k (aj) for j ∈ {1, 2, 3} and
k ∈ Z≥0. For k ∈ {0, 1, 2, 3} we obtain:
s
(2)
0 s
(2)
1 s
(2)
2 s
(2)
3
a1 −1 +1 +1 +1
a2 +1 −1 −1 +1
a3 +1 −1 −1 +1
The map s(2):H2(v2) → (C2)3: h 7→ (s(2)0 (h), s(2)1 (h), s(2)2 (h)) is not surjective, so
K(2) = 2. Moreover, we see that
s(2)(H2(v2)) =

(s0, s1, s2) ∈ (C2)3
∣∣∣∣∣∣
∏
r∈{1,2}
sr = 1

 .
Since α({0, 1}) = {1, 2} (by Lemma 4.3), these values forK(2) and s(2)(H2(v2)) im-
ply that H2 is one of G(i)({1, 2}, {1, 2}), G(i)({0, 1}∗, {0, 1}∗), G(i)({0, 1}, {0, 1})∗
and G′(i)({0, 1}, {0, 1})∗. We then remark that
∏
r∈{0,1} s
(2)
r (aj) = −1 for each
j ∈ {1, 2, 3}, which ensures via Corollary 4.11 that H2 = G(i2)({0, 1}, {0, 1})∗ (for
some legal coloring i2 of T2).
Let us do the same work for H1. The action of H1(v1) on B(v1, 1) is given by
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−1
−1 +1
+1
+1+1
−1 +1
+1
Figure 5: The labelled graphs G
(2)
Γ and G˜
(2)
Γ .
the following permutations: they also generate Sym(6).
b1 : (a1 a
−1
1 )(a2 a3 a
−1
2 a
−1
3 )
b2 : (a1 a
−1
1 )(a2 a3)(a
−1
2 a
−1
3 )
b3 : (a1 a
−1
2 a
−1
3 )(a
−1
1 a3 a2)
As τ2 = 0, we can compute the simplified labelled graph G˜
(1)
Γ . It has no edge,
and exactly one of the three vertices is labelled by −1: the one corresponding to
{b2, b−12 }. The values of s(1)k (bj) for j ∈ {1, 2, 3} and k ∈ {0, 1, 2, 3} are therefore:
s
(1)
0 s
(1)
1 s
(1)
2 s
(1)
3
b1 +1 +1 +1 +1
b2 −1 +1 +1 +1
b3 +1 +1 +1 +1
The map s(1):H1(v1)→ (C2)2: h 7→ (s(1)0 (h), s(1)1 (h)) is not surjective, so K(1) = 1.
Also, s(1)(H1(v1)) =
{
(s0, s1) ∈ (C2)2
∣∣∣ ∏r∈{1} sr = 1}. Since α({0}) = {1}, we
obtain that H1 is one of the groups G(i)({1}, {1}), G(i)({0}∗, {0}∗), G(i)({0}, {0})∗
and G′(i)({0}, {0})∗. This time we do not have
∏
r∈{0} s
(1)
r (bj) = −1 for each
j ∈ {1, 2, 3}, so Corollary 4.11 cannot be used. We therefore need Proposition 4.9.
After looking carefully at the geometric squares, the system (∗) in Proposition 4.9
is 

x1x6 = −x2x3 = x3x5 = x4x2 = −x5x4 = x6x1 = 1
−x1x6 = x2x3 = x3x2 = x4x5 = x5x4 = −x6x1 = −1
x1x5 = x2x6 = −x3x2 = x4x1 = −x5x4 = x6x3 = 1
From x1x5 = x4x1 it follows that x4 = x5, but this contradicts x4x5 = −1 so this
system has no solution. Hence the groups G(i)({0}, {0})∗ and G′(i)({0}, {0})∗ can
be excluded. The system (∗∗) in Proposition 4.9 is exactly the same, but without
the last equality on each line:

x1x6 = −x2x3 = x3x5 = x4x2 = −x5x4 = x6x1
−x1x6 = x2x3 = x3x2 = x4x5 = x5x4 = −x6x1
x1x5 = x2x6 = −x3x2 = x4x1 = −x5x4 = x6x3
A solution of this system is given by (1, 1, 1,−1,−1,−1), so we conclude that
H1 = G(i1)({0}∗, {0}∗) for some legal coloring i1 of T1.
We summarize our computations in the following lemma.
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Lemma 4.12. Let Γ ≤ Aut(T1)×Aut(T2) be the torsion-free (6, 6)-group defined
by Figure 4. Then H1 = G(i1)({0}∗, {0}∗) and H2 = G(i2)({0, 1}, {0, 1})∗ for some
legal colorings i1 and i2 of T1 and T2.
Proof. See above.
4.7 An inventory of possible projections
As already mentioned, we do not have any tool to check the irreducibility of
a (d1, d2)-group in full generality. With a computer it can be quickly seen if,
for some j ∈ {1, 2} the fixator of B(vj , 2) in Hj is trivial. Indeed, since Hj is
transitive on vertices of Tj, it suffices to see whether the fixator of B(vj , 2) also
fixes B(vj , 3). We will therefore say in this section that some (d1, d2)-group Γ
is possibly irreducible if the fixator of B(vj , 2) in Hj is non-trivial for each
j ∈ {1, 2}.
We always consider (d1, d2)-groups up to equivalence (i.e. up to conjugation in
Aut(T1×T2)). For some values of d1 and d2, we could compute the total number of
torsion-free (d1, d2)-groups and the number of (d1, d2)-groups with torsion (up to
equivalence) by enumerating them all (thanks to the GAP system). Some of these
groups can be seen to be reducible by simply showing that they are not possibly
irreducible. Also, when dj = 6 for some j ∈ {1, 2}, some other (d1, d2)-groups can
be proved to be irreducible, as explained previously, when Hj(vj) ≥ Alt(dj). The
results we obtained are given in Table 1. The numbers in parentheses correspond
to (d1, d2)-groups with torsion but with τ1 = τ2 = 0 (i.e. without generators of
order 2). Indeed, for (d1, d2) ∈ {(4, 6), (6, 6)} the number of (d1, d2)-groups is so
big that we could not count them up to equivalence. Note that we actually know
a bit more that what is written in Table 1. For instance, we will see in §5.2 below
that at least 60 of the 23839 possibly irreducible (4, 5)-groups are irreducible.
In the remainder of this section, we give tables with the possible pairs of
projections (H1, H2) that a possibly irreducible (d1, d2)-group can have, for some
values of d1 and d2. The idea is, for each (equivalence class of) (d1, d2)-group, to
check that it is possibly irreducible, to compute H1 and H2 (if possible) and to
write in the table that there is a group with these two projections. However, we
only saw in the previous sections how to determine Hj in the particular case where
Torsion-free With torsion
Irred. ? Red. Total Irred. ? Red. Total
(3, 3) - - - - 0 4 56 60
(3, 4) - - - - 0 59 664 723
(3, 5) - - - - 0 457 1986 2443
(3, 6) - - - - 204 3018 10529 13751
(4, 4) 0 2 50 52 0 686 2992 3678
(4, 5) - - - - 0 23839 34700 58539
(4, 6) 16 95 890 1001 (111) (433) (1840) (2384)
(6, 6) 8227 5409 18426 32062 (83581) (33565) (76037) (193083)
Table 1: (d1, d2)-groups up to equivalence.
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dj ≥ 6, Hj(vj) ≥ Alt(dj) and Hj is non-discrete. In all other cases, we therefore
only take note of the local action Hj(vj) ≤ Sym(dj).
Remark that, when d1 and d2 are fixed with d2 ≥ 6 even, we can in advance
give a co-finite subset of groups of G ′(i) that cannot appear as a projection of a
(d1, d2)-group on T2. Indeed, the labelled graph G
(2)
Λ has d1 vertices, it has a non-
trivial automorphism as explained in §4.4, and we also know that the degree of
each vertex is even (where a loop in a vertex only counts once in the degree of
that vertex). Hence, one can simply go through all labelled graphs satisfying these
three properties and compute all groups G ′(i) that correspond to them. This gives
a finite list of groups that covers all possible projections on T2. If we are only
interested in torsion-free (d1, d2)-groups, then the task is even shorter as we can
use the simplified labelled graphs which have d1
2
vertices. Moreover, the degree of
each vertex is also even and loops cannot appear in that case.
Let us for instance consider the torsion-free (6, 6)-groups. We must observe
all labelled graphs with 3 vertices, without any loop and such that the degree
of each vertex is even. If we do not consider the labels then there are only two
such graphs: the one without any edge and the one with all three possible edges.
For each of these two graphs we can put between zero and three labels −1, so
at the end we get eight labelled graphs. The groups associated to those graphs
are given in Figure 6. Note that we could exclude some groups by making use of
Corollary 4.11. In total, we obtain only seven groups of G ′(i) that could possibly
appear as a projection of a torsion-free (6, 6)-group. Our tables below (found with
a computer) show that all these seven groups indeed arise, see Tables 12 and 13.
+1 +1
+1
G(i)({0}, {0})
−1 ±1
±1
G(i)({1}, {1}), G(i)({0}∗, {0}∗)
G(i)({0}, {0})∗, G′(i)({0}, {0})∗
+1 +1
+1
G(i)({0}, {0})
−1 +1
+1
G(i)({0, 1}, {0, 1})∗
−1 −1
+1
G(i)({0, 1}, {0, 1})
−1 −1
−1
G(i)({0}, {0})∗
Figure 6: Possible projections for a torsion-free (6, 6)-group.
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So as to make the rendering of the tables better, let us introduce some notation.
For groups in G ′(i), we use the following abbreviations:
Notation Group
X G(i)(X,X)
X∗ G(i)(X,X)
∗
X ′∗ G′(i)(X,X)
∗
X∗∗ G(i)(X
∗, X∗)
Now for the local actions Hj(vj) ≤ Sym(dj), we need to give names to the
conjugacy classes of subgroups of Sym(dj). We will only give tables with dj ≤ 6,
so we just need a notation for the conjugacy classes of subgroups of Sym(6).
Indeed, each conjugacy class of subgroups of Sym(d) with d < 6 can also be seen
as a conjugacy class in Sym(6) (by assuming that the 6−d other points are fixed).
It can be computed that Sym(6) has exactly 56 conjugacy classes of subgroups,
and we give them names according to Table 2. The first part of the name of a
conjugacy class is the order of a subgroup in that class, and we give for each one
a set of generators of some representative subgroup. The classes of subgroups of
Sym(3) (resp. Sym(4) and Sym(5)) are marked with a Y in the first (resp. second
and third) column of the table.
The results of our computations are given in Tables 3–15. Recall that, when
d1 = d2, two (d1, d2)-groups can be conjugate by an element of Aut(T1 × T2)
exchanging T1 and T2. Hence, a group with projections (H1, H2) is also conjugate
to a group with projections (H2, H1). For this reason, each equivalence class of
(d1, d2)-groups appears twice or once in the table, depending on whether it is on
the diagonal or not.
Proof of Theorem II. See Tables 1, 12 and 13.
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3? 4? 5? Name Generators Isomorphic to
720.1 (1,2,4,5)(3,6), (2,4), (1,2)(3,4) Sym(6)
360.1 (1,2)(3,4), (1,2,4,5)(3,6) Alt(6)
120.2 (1,3,2,4), (1,6,5,2,4) PGL(2, 5) ∼= Sym(5)
Y 120.1 (2,5), (1,2)(3,4,5) Sym(5)
72.1 (2,3)(4,6,5), (1,4)(2,6,3,5) (Sym(3)× Sym(3))⋊C2
60.2 (1,2)(3,4), (1,3,4)(2,5,6) PSL(2, 5) ∼= Sym(5)
Y 60.1 (1,2)(3,4), (2,3,5) Alt(5)
48.2 (1,2)(3,6)(4,5), (1,3,4,2,5,6) C2× Sym(4)
48.1 (1,2)(3,6,5), (1,2)(3,6,4,5) C2× Sym(4)
36.3 (1,3)(5,6), (1,5,2,6)(3,4) (C3×C3)⋊C4
36.2 (2,3)(5,6), (1,3,2)(4,6) Sym(3)× Sym(3)
36.1 (1,3)(4,6), (1,6,3,5,2,4) Sym(3)× Sym(3)
24.6 (4,5,6), (1,2)(3,4,6,5) Sym(4)
24.5 (1,3,6)(2,5,4), (1,2)(3,4,5,6) Sym(4)
Y Y 24.4 (1,4,2), (1,2), (3,4) Sym(4)
24.3 (1,4,2,3), (1,6,2,5) Sym(4)
24.2 (1,5,4,2,6,3), (1,5,4)(2,6,3) C2×Alt(4)
24.1 (3,6,4), (1,2)(3,6,5) C2×Alt(4)
Y 20.1 (2,4,5,3), (1,5)(2,4) GA(1, 5) ∼= C5⋊C4
18.3 (5,6), (1,2,3)(4,5) C3× Sym(3)
18.2 (1,4,2,5,3,6), (1,3,2)(4,5,6) C3× Sym(3)
18.1 (1,2,3), (1,3)(5,6), (4,5,6) (C3×C3)⋊C2
16.1 (5,6), (3,6)(4,5), (1,2)(3,4) C2×D8
Y 12.4 (1,2)(3,4), (1,2)(3,5,4) C2× Sym(3) ∼= D12
12.3 (1,3)(4,6), (1,4)(2,6)(3,5) C2× Sym(3) ∼= D12
12.2 (1,5,3)(2,6,4), (1,2)(3,4) Alt(4)
Y Y 12.1 (1,4,2), (1,2)(3,4) Alt(4)
Y 10.1 (1,5)(2,4), (1,3)(4,5) D10
9.1 (1,2,3), (4,5,6) C3×C3
8.7 (3,6)(4,5), (1,2)(3,4) D8
8.6 (1,2), (3,4,5,6) C2×C4
Y Y 8.5 (1,2), (1,4,2,3) D8
8.4 (1,2)(3,4,5,6), (4,6) D8
8.3 (3,5,4,6), (1,2)(3,4) D8
8.2 (3,4)(5,6), (3,6)(4,5), (1,2) C2×C2×C2
8.1 (1,2), (3,4), (5,6) C2×C2×C2
6.6 (1,3)(4,6), (1,2,3)(4,5,6) Sym(3)
Y 6.5 (1,2), (3,4,5) C6
Y 6.4 (3,4,5), (1,2)(3,4) Sym(3)
6.3 (1,4,3,6,2,5) C6
Y Y Y 6.2 (1,2,3), (2,3) Sym(3)
6.1 (1,2,3)(4,5,6), (1,6)(2,5)(3,4) Sym(3)
Y 5.1 (1,3,5,2,4) C5
4.7 (1,2)(3,4,5,6) C4
Y Y 4.6 (1,3,2,4) C4
Y Y 4.5 (3,4), (1,2)(3,4) C2×C2
4.4 (3,4)(5,6), (1,2)(3,6)(4,5) C2×C2
4.3 (3,4)(5,6), (1,2) C2×C2
Y Y 4.2 (1,4)(2,3), (1,2)(3,4) C2×C2
4.1 (3,4)(5,6), (1,2)(3,4) C2×C2
3.2 (1,2,3)(4,5,6) C3
Y Y Y 3.1 (1,2,3) C3
Y Y 2.3 (1,2)(3,4) C2
2.2 (1,6)(2,5)(3,4) C2
Y Y Y 2.1 (1,2) C2
Y Y Y 1.1 1
Table 2: Conjugacy classes of subgroups of Sym(6).
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6.2 2.1
6.2 3 1
2.1 1 -
Table 3: Possibly irreducible (3, 3)-groups.
6.2 2.1
24.4 9 9
12.1 4 2
8.5 2 1
6.2 14 2
4.5 10 -
2.1 6 -
Table 4: Possibly irreducible (3, 4)-groups.
6.2 2.1
120.1 30 39
60.1 10 12
24.4 35 18
20.1 2 1
12.4 85 19
12.1 8 4
10.1 4 1
8.5 22 2
6.4 28 2
6.2 54 5
4.5 50 -
4.2 2 -
2.3 6 -
2.1 18 -
Table 5: Possibly irreducible (3, 5)-groups.
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6.2 2.1
{0, 2}∗ 7 -
{2} 4 -
{0, 1}∗ 22 -
{0, 1} 3 -
{1}∗ 4 22
{1} 1 7
{0}∗∗ 2 -
{0}∗ 19 45
{0} 35 33
120.2 41 31
120.1 154 78
72.1 9 30
60.2 30 19
60.1 37 24
48.2 33 32
48.1 215 121
36.3 - 4
36.2 58 14
36.1 4 8
24.6 60 36
24.5 2 5
24.4 141 45
24.3 12 7
24.2 1 1
24.1 64 26
20.1 4 2
18.3 4 -
18.2 4 4
18.1 9 -
16.1 93 12
12.4 364 38
12.3 10 7
12.1 20 10
10.1 18 2
8.7 23 2
8.6 3 -
8.5 108 5
8.4 13 5
8.3 54 2
8.2 15 -
8.1 124 -
6.6 23 3
6.4 88 4
6.2 136 8
4.5 210 -
4.4 9 -
4.3 106 -
4.2 12 -
4.1 36 -
2.3 36 -
2.1 50 -
Table 6: Possibly irreducible (3, 6)-groups.
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24.4 12.1 8.5
24.4 1 - -
12.1 - - 1
8.5 - 1 -
Table 7: Possibly irreducible torsion-free (4, 4)-groups.
24.4 12.1 8.5 6.2 4.5 3.1 2.1
24.4 57 17 13 168 126 4 95
12.1 17 1 5 10 19 - 8
8.5 13 5 1 41 9 4 8
6.2 168 10 41 38 49 - 12
4.5 126 19 9 49 1 - -
3.1 4 - 4 - - - -
2.1 95 8 8 12 - - -
Table 8: Possibly irreducible (4, 4)-groups with torsion.
24.4 12.1 8.5 6.2 4.5 3.1 2.1
120.1 1833 64 81 1897 1436 - 1215
60.1 180 16 28 217 275 - 166
24.4 1739 49 301 781 679 4 190
20.1 28 2 2 13 21 - 9
12.4 2439 123 241 1431 613 - 192
12.1 122 2 48 20 84 - 16
10.1 36 2 2 30 18 - 7
8.5 480 38 109 269 50 4 16
6.5 66 1 16 - 4 - -
6.4 291 12 38 109 48 - 12
6.2 1496 36 277 300 181 - 30
4.6 4 - 6 - - - -
4.5 1879 80 117 255 3 - -
4.2 31 5 10 14 - - -
3.1 30 - 32 - - - -
2.3 128 9 6 12 - - -
2.1 592 20 35 36 - - -
Table 9: Possibly irreducible (4, 5)-groups.
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24.4 12.1 8.5 4.5
{1} 3 2 - 1
{0}∗ 2 - 3 1
{0} 2 - 2 -
120.2 5 - 2 1
72.1 1 - - -
60.2 4 - 3 1
48.2 5 2 1 4
48.1 2 - - -
36.3 - 1 2 1
36.2 3 1 3 1
24.6 2 - - -
24.5 - - - 1
24.4 5 - - -
24.3 3 1 1 2
24.1 - - 5 -
12.3 - 1 - 1
12.1 - - 6 -
9.1 2 - 2 -
8.7 1 1 - -
8.5 3 3 - -
8.4 - 2 - -
8.3 1 1 - -
6.6 4 2 1 1
Table 10: Possibly irreducible torsion-free (4, 6)-groups.
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24.4 12.1 8.5 4.5 2.1
{1}∗ 18 - 8 - -
{1} 11 2 4 - -
{0}∗∗ 1 1 - - -
{0}∗ 13 2 10 15 6
{0} 9 3 3 3 2
120.2 18 2 11 11 4
72.1 13 2 10 5 2
60.2 5 - 3 - -
48.2 11 - 5 - -
48.1 20 4 6 - -
36.3 15 - 7 6 2
36.1 2 - - - -
24.6 21 3 12 - -
24.5 2 - 1 - -
24.4 15 3 12 - -
24.3 3 1 2 - -
24.2 - - 2 - -
24.1 17 - 11 - -
18.2 6 1 6 - -
12.3 8 - 2 - -
12.2 - - 1 - -
12.1 8 - 4 - -
8.7 15 3 2 - -
8.6 7 - 1 - -
8.5 19 3 6 - -
8.4 24 4 6 - -
8.3 17 3 2 - -
4.7 4 - - - -
4.6 4 - 2 - -
4.4 2 - - - -
4.3 2 - - - -
4.1 2 - - - -
Table 11: Possibly irreducible (4, 6)-groups
with torsion and τ1 = τ2 = 0.
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{0, 1}∗ {0, 1} {1} {0}∗∗ {0}′∗ {0}∗ {0} 120.2 72.1 60.2 48.2 48.1 36.3 36.2 36.1 24.6 24.5 24.4 24.3 24.2 24.1
{0, 1}∗ 80 125 218 19 13 145 103 71 9 28 128 - - 99 - - 13 - 29 - -
{0, 1} 125 68 193 16 15 127 95 67 42 22 102 - - 99 5 - 8 - 15 - -
{1} 218 193 210 19 14 277 185 115 28 44 31 158 2 70 - 48 4 170 12 - 108
{0}∗∗ 19 16 19 - 2 22 15 3 - 2 12 12 - 5 - 5 1 10 3 - -
{0}′∗ 13 15 14 2 2 7 6 9 5 3 6 - 2 5 - - - - 3 - -
{0}∗ 145 127 277 22 7 90 122 65 24 32 125 297 6 97 - 61 10 291 28 - 35
{0} 103 95 185 15 6 122 52 68 54 28 79 94 - 91 4 27 9 85 24 - 13
120.2 71 67 115 3 9 65 68 18 29 12 60 103 2 49 - 21 8 86 18 - 3
72.1 9 42 28 - 5 24 54 29 - 21 13 16 - 29 - 4 5 20 9 13 4
60.2 28 22 44 2 3 32 28 12 21 2 43 45 - 19 1 13 2 22 9 - 6
48.2 128 102 31 12 6 125 79 60 13 43 101 203 - 106 - 42 17 212 46 - 125
48.1 - - 158 12 - 297 94 103 16 45 203 37 - 26 2 19 23 70 36 2 -
36.3 - - 2 - 2 6 - 2 - - - - - - - - - - - - 12
36.2 99 99 70 5 5 97 91 49 29 19 106 26 - 16 4 10 16 12 24 20 12
36.1 - 5 - - - - 4 - - 1 - 2 - 4 - - - 4 1 - 2
24.6 - - 48 5 - 61 27 21 4 13 42 19 - 10 - 3 9 11 8 2 -
24.5 13 8 4 1 - 10 9 8 5 2 17 23 - 16 - 9 2 26 7 - 16
24.4 - - 170 10 - 291 85 86 20 22 212 70 - 12 4 11 26 19 32 - -
24.3 29 15 12 3 3 28 24 18 9 9 46 36 - 24 1 8 7 32 8 - 15
24.2 - - - - - - - - 13 - - 2 - 20 - 2 - - - - 2
24.1 - - 108 - - 35 13 3 4 6 125 - 12 12 2 - 16 - 15 2 -
18.3 - - 10 2 2 1 1 1 - 1 - - 1 - - - - - - - -
18.2 - 4 9 - 3 - 9 2 - - 7 4 - 6 - - 2 8 2 3 -
18.1 21 18 54 2 2 25 21 6 5 2 32 16 - 6 - 4 3 8 6 - 4
16.1 - - 67 - - 283 78 35 11 20 145 29 8 31 1 5 10 30 25 8 54
12.3 - 6 2 - 2 1 12 5 - 6 11 6 - 9 - - 2 12 5 - 16
12.2 - - - - - - - - 4 - - - - 2 - - - - - - -
12.1 - - 68 - - 28 12 2 8 2 130 - 4 4 2 - 14 - 16 - -
9.1 10 10 6 1 1 11 9 3 4 3 26 10 - 4 - 2 5 4 7 9 -
8.7 - - 14 - - 81 24 7 5 7 39 9 4 11 - 4 7 6 5 2 13
8.6 - - 18 - - 36 6 11 4 4 44 - 8 8 - - 7 - 6 3 -
8.5 - - 68 - - 429 139 55 33 19 254 30 8 25 2 18 35 18 41 - 48
8.4 - - - - - 54 57 19 - 15 7 - 8 12 - - 2 - 4 - 22
8.3 - - 35 - - 96 30 12 2 6 43 7 4 11 - 3 8 6 5 2 10
8.2 - - 2 - - 19 8 3 2 - 5 - 2 2 - - - - - 1 -
8.1 - - 68 - - 55 22 11 - 11 93 - 8 8 1 - 17 - 14 1 -
6.6 39 40 10 2 2 40 38 17 10 7 66 30 - 9 1 10 11 12 16 - 20
4.7 - - - - - 4 4 - - - - - - - - - - - - - -
4.6 - - 14 - - 46 14 10 8 2 57 - 4 4 - - 8 - 9 - -
4.5 - - 44 - - 72 16 12 8 4 136 - 4 4 - - 20 - 24 - -
4.4 - - - - - 5 7 2 - - 3 - 2 2 - - 1 - - - -
4.3 - - 48 - - 88 12 10 4 6 102 - 6 6 - - 18 - 14 1 -
4.2 - - - - - 30 12 4 4 - 10 - 2 2 - - 2 - - - -
4.1 - - 10 - - 16 2 4 2 2 34 - 2 2 - - 4 - 6 - -
2.3 - - 24 - - 27 9 6 4 2 71 - 2 2 - - 11 - 12 - -
Table 12: Possibly irreducible torsion-free (6, 6)-groups. (Part 1/2)
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18.3 18.2 18.1 16.1 12.3 12.2 12.1 9.1 8.7 8.6 8.5 8.4 8.3 8.2 8.1 6.6 4.7 4.6 4.5 4.4 4.3 4.2 4.1 2.3
{0, 1}∗ - - 21 - - - - 10 - - - - - - - 39 - - - - - - - -
{0, 1} - 4 18 - 6 - - 10 - - - - - - - 40 - - - - - - - -
{1} 10 9 54 67 2 - 68 6 14 18 68 - 35 2 68 10 - 14 44 - 48 - 10 24
{0}∗∗ 2 - 2 - - - - 1 - - - - - - - 2 - - - - - - - -
{0}′∗ 2 3 2 - 2 - - 1 - - - - - - - 2 - - - - - - - -
{0}∗ 1 - 25 283 1 - 28 11 81 36 429 54 96 19 55 40 4 46 72 5 88 30 16 27
{0} 1 9 21 78 12 - 12 9 24 6 139 57 30 8 22 38 4 14 16 7 12 12 2 9
120.2 1 2 6 35 5 - 2 3 7 11 55 19 12 3 11 17 - 10 12 2 10 4 4 6
72.1 - - 5 11 - 4 8 4 5 4 33 - 2 2 - 10 - 8 8 - 4 4 2 4
60.2 1 - 2 20 6 - 2 3 7 4 19 15 6 - 11 7 - 2 4 - 6 - 2 2
48.2 - 7 32 145 11 - 130 26 39 44 254 7 43 5 93 66 - 57 136 3 102 10 34 71
48.1 - 4 16 29 6 - - 10 9 - 30 - 7 - - 30 - - - - - - - -
36.3 1 - - 8 - - 4 - 4 8 8 8 4 2 8 - - 4 4 2 6 2 2 2
36.2 - 6 6 31 9 2 4 4 11 8 25 12 11 2 8 9 - 4 4 2 6 2 2 2
36.1 - - - 1 - - 2 - - - 2 - - - 1 1 - - - - - - - -
24.6 - - 4 5 - - - 2 4 - 18 - 3 - - 10 - - - - - - - -
24.5 - 2 3 10 2 - 14 5 7 7 35 2 8 - 17 11 - 8 20 1 18 2 4 11
24.4 - 8 8 30 12 - - 4 6 - 18 - 6 - - 12 - - - - - - - -
24.3 - 2 6 25 5 - 16 7 5 6 41 4 5 - 14 16 - 9 24 - 14 - 6 12
24.2 - 3 - 8 - - - 9 2 3 - - 2 1 1 - - - - - 1 - - -
24.1 - - 4 54 16 - - - 13 - 48 22 10 - - 20 - - - - - - - -
18.3 1 - - - - - - - - - - - - - - - - - - - - - - -
18.2 - - - 2 - 1 - - 1 - 8 - 1 - - 4 - - - - - - - -
18.1 - - - 6 3 - 2 - 2 - 6 5 2 - 1 3 - - - - - - - -
16.1 - 2 6 - 11 - 42 4 - - - - - - - 30 - - - - - - - -
12.3 - - 3 11 - - 14 2 3 2 26 - 4 1 9 6 - 4 12 - 8 2 4 6
12.2 - 1 - - - - - 1 - - - - - - - - - - - - - - - -
12.1 - - 2 42 14 - - - 6 - 18 12 6 - - 6 - - - - - - - -
9.1 - - - 4 2 1 - - 2 - 4 4 2 - - 2 - - - - - - - -
8.7 - 1 2 - 3 - 6 2 - - - - - - - 10 - - - - - - - -
8.6 - - - - 2 - - - - - - - - - - 8 - - - - - - - -
8.5 - 8 6 - 26 - 18 4 - - - - - - - 22 - - - - - - - -
8.4 - - 5 - - - 12 4 - - - - - - - 3 - - - - - - - -
8.3 - 1 2 - 4 - 6 2 - - - - - - - 10 - - - - - - - -
8.2 - - - - 1 - - - - - - - - - - 2 - - - - - - - -
8.1 - - 1 - 9 - - - - - - - - - - 7 - - - - - - - -
6.6 - 4 3 30 6 - 6 2 10 8 22 3 10 2 7 4 - 4 4 2 6 2 2 2
4.7 - - - - - - - - - - - - - - - - - - - - - - - -
4.6 - - - - 4 - - - - - - - - - - 4 - - - - - - - -
4.5 - - - - 12 - - - - - - - - - - 4 - - - - - - - -
4.4 - - - - - - - - - - - - - - - 2 - - - - - - - -
4.3 - - - - 8 - - - - - - - - - - 6 - - - - - - - -
4.2 - - - - 2 - - - - - - - - - - 2 - - - - - - - -
4.1 - - - - 4 - - - - - - - - - - 2 - - - - - - - -
2.3 - - - - 6 - - - - - - - - - - 2 - - - - - - - -
Table 13: Possibly irreducible torsion-free (6, 6)-groups. (Part 2/2)
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{0, 2}∗ {0, 2} {2} {0, 1}∗ {0, 1} {1}∗∗ {1}∗ {1} {0}∗∗ {0}∗ {0} 120.2 72.1 60.2 48.2 48.1 36.3 36.1 24.6 24.5 24.4
{0, 2}∗ 190 330 764 267 361 69 - 603 61 465 538 179 579 - 150 - 22 47 - 2 -
{0, 2} 330 174 667 321 402 46 - 591 48 450 467 173 486 - 123 - 28 47 - 1 -
{2} 764 667 641 708 742 57 - 1167 82 898 723 344 859 - 28 - 289 53 - 2 -
{0, 1}∗ 267 321 708 191 377 62 - 596 70 564 479 250 507 29 352 - 76 45 - 26 -
{0, 1} 361 402 742 377 266 44 - 670 69 569 645 274 733 29 422 - 64 56 - 31 -
{1}∗∗ 69 46 57 62 44 5 - 47 4 48 71 13 61 - - - 22 - - - -
{1}∗ - - - - - - 76 69 9 181 32 17 85 - 5 4179 23 6 998 1 1424
{1} 603 591 1167 596 670 47 69 447 76 1004 777 374 581 92 134 2558 115 26 805 20 834
{0}∗∗ 61 48 82 70 69 4 9 76 5 70 90 30 71 5 15 102 14 - 19 2 22
{0}∗ 465 450 898 564 569 48 181 1004 70 521 705 347 972 28 308 6322 167 80 1694 31 1986
{0} 538 467 723 479 645 71 32 777 90 705 314 300 529 25 229 1632 110 39 407 14 620
120.2 179 173 344 250 274 13 17 374 30 347 300 70 358 12 142 1134 78 18 363 14 345
72.1 579 486 859 507 733 61 85 581 71 972 529 358 575 29 263 1183 193 53 397 20 409
60.2 - - - 29 29 - - 92 5 28 25 12 29 4 11 133 6 2 30 2 33
48.2 150 123 28 352 422 - 5 134 15 308 229 142 263 11 106 1199 36 17 390 22 435
48.1 - - - - - - 4179 2558 102 6322 1632 1134 1183 133 1199 2662 310 185 1136 114 1009
36.3 22 28 289 76 64 22 23 115 14 167 110 78 193 6 36 310 30 11 93 3 89
36.1 47 47 53 45 56 - 6 26 - 80 39 18 53 2 17 185 11 3 49 1 75
24.6 - - - - - - 998 805 19 1694 407 363 397 30 390 1136 93 49 127 33 231
24.5 2 1 2 26 31 - 1 20 2 31 14 14 20 2 22 114 3 1 33 3 43
24.4 - - - - - - 1424 834 22 1986 620 345 409 33 435 1009 89 75 231 43 107
24.3 3 2 2 40 55 - 1 32 5 48 31 27 25 2 24 156 3 1 51 6 74
24.2 - - - - - - - - - - - - 56 - - 12 8 - 12 - 117
24.1 - - - - - - - 928 42 751 200 141 130 - 190 602 15 23 112 25 126
18.2 60 41 - 19 26 - 2 68 5 95 48 50 94 2 41 96 22 2 34 11 27
16.1 - - - - - - 1122 1269 66 2805 625 525 465 53 553 1954 147 53 464 75 542
12.3 86 50 - 40 102 - 1 38 5 93 36 37 58 1 45 182 8 3 60 4 60
12.2 - - - - - - - - - - - - 3 - - 2 1 - 2 - 7
12.1 - - - - - - - 206 10 186 56 32 28 - 36 114 - 5 22 4 24
8.7 - - - - - - 270 276 25 749 169 122 105 14 156 369 37 16 82 23 102
8.6 - - - - - - 161 224 26 477 120 139 119 8 134 258 48 3 26 23 48
8.5 - - - - - - 704 560 40 1312 319 232 229 31 338 429 47 36 101 51 124
8.4 - - - - - - 822 484 20 1787 303 316 330 25 186 504 61 38 126 15 150
8.3 - - - - - - 284 446 25 851 194 138 127 15 156 443 36 18 91 20 118
8.2 - - - - - - - 106 10 121 34 31 20 2 34 72 10 - 8 5 16
8.1 - - - - - - - 227 4 1680 206 204 138 - 123 18 53 4 2 14 4
4.7 - - - - - - 62 - - 132 28 - 12 - 4 44 - - 4 - 8
4.6 - - - - - - 48 74 8 142 42 32 30 4 67 44 6 - 4 12 8
4.5 - - - - - - - - - 1598 202 170 120 - - - 44 - - - -
4.4 - - - - - - - 102 12 128 22 30 23 2 24 36 5 2 4 3 8
4.3 - - - - - - - 142 8 1401 200 192 118 - 79 36 58 2 4 10 8
4.2 - - - - - - - 64 8 51 15 14 10 2 28 - 2 - - 4 -
4.1 - - - - - - - 32 4 416 58 53 36 - 22 18 17 - 2 4 4
2.3 - - - - - - - - - 157 23 20 14 - - - 6 - - - -
2.1 - - - - - - - - - 245 37 29 21 - - - 8 - - - -
Table 14: Possibly irreducible (6, 6)-groups with torsion and τ1 = τ2 = 0. (Part 1/2)
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24.3 24.2 24.1 18.2 16.1 12.3 12.2 12.1 8.7 8.6 8.5 8.4 8.3 8.2 8.1 4.7 4.6 4.5 4.4 4.3 4.2 4.1 2.3 2.1
{0, 2}∗ 3 - - 60 - 86 - - - - - - - - - - - - - - - - - -
{0, 2} 2 - - 41 - 50 - - - - - - - - - - - - - - - - - -
{2} 2 - - - - - - - - - - - - - - - - - - - - - - -
{0, 1}∗ 40 - - 19 - 40 - - - - - - - - - - - - - - - - - -
{0, 1} 55 - - 26 - 102 - - - - - - - - - - - - - - - - - -
{1}∗∗ - - - - - - - - - - - - - - - - - - - - - - - -
{1}∗ 1 - - 2 1122 1 - - 270 161 704 822 284 - - 62 48 - - - - - - -
{1} 32 - 928 68 1269 38 - 206 276 224 560 484 446 106 227 - 74 - 102 142 64 32 - -
{0}∗∗ 5 - 42 5 66 5 - 10 25 26 40 20 25 10 4 - 8 - 12 8 8 4 - -
{0}∗ 48 - 751 95 2805 93 - 186 749 477 1312 1787 851 121 1680 132 142 1598 128 1401 51 416 157 245
{0} 31 - 200 48 625 36 - 56 169 120 319 303 194 34 206 28 42 202 22 200 15 58 23 37
120.2 27 - 141 50 525 37 - 32 122 139 232 316 138 31 204 - 32 170 30 192 14 53 20 29
72.1 25 56 130 94 465 58 3 28 105 119 229 330 127 20 138 12 30 120 23 118 10 36 14 21
60.2 2 - - 2 53 1 - - 14 8 31 25 15 2 - - 4 - 2 - 2 - - -
48.2 24 - 190 41 553 45 - 36 156 134 338 186 156 34 123 4 67 - 24 79 28 22 - -
48.1 156 12 602 96 1954 182 2 114 369 258 429 504 443 72 18 44 44 - 36 36 - 18 - -
36.3 3 8 15 22 147 8 1 - 37 48 47 61 36 10 53 - 6 44 5 58 2 17 6 8
36.1 1 - 23 2 53 3 - 5 16 3 36 38 18 - 4 - - - 2 2 - - - -
24.6 51 12 112 34 464 60 2 22 82 26 101 126 91 8 2 4 4 - 4 4 - 2 - -
24.5 6 - 25 11 75 4 - 4 23 23 51 15 20 5 14 - 12 - 3 10 4 4 - -
24.4 74 117 126 27 542 60 7 24 102 48 124 150 118 16 4 8 8 - 8 8 - 4 - -
24.3 5 - 46 15 82 6 - 8 26 22 53 26 24 6 24 - 9 - 4 16 6 4 - -
24.2 - - 6 10 54 - - - 11 10 44 22 13 3 1 - 15 - 2 1 - - - -
24.1 46 6 - 20 366 26 - - 71 - 78 104 74 - - - - - - - - - - -
18.2 15 10 20 10 38 8 - 5 15 - 26 44 15 - - - - - - - - - - -
16.1 82 54 366 38 148 67 6 58 34 32 108 95 46 - - - 16 - - - - - - -
12.3 6 - 26 8 67 5 - - 17 14 28 19 24 5 12 - 4 - 6 10 4 2 - -
12.2 - - - - 6 - - - 1 1 4 4 1 - - - 1 - - - - - - -
12.1 8 - - 5 58 - - - 14 - 12 18 14 - - - - - - - - - - -
8.7 26 11 71 15 34 17 1 14 3 4 14 12 6 - - - 2 - - - - - - -
8.6 22 10 - - 32 14 1 - 4 - 8 8 4 - - - - - - - - - - -
8.5 53 44 78 26 108 28 4 12 14 8 22 36 18 - - - 4 - - - - - - -
8.4 26 22 104 44 95 19 4 18 12 8 36 19 16 - - - 4 - - - - - - -
8.3 24 13 74 15 46 24 1 14 6 4 18 16 5 - - - 2 - - - - - - -
8.2 6 3 - - - 5 - - - - - - - - - - - - - - - - - -
8.1 24 1 - - - 12 - - - - - - - - - - - - - - - - - -
4.7 - - - - - - - - - - - - - - - - - - - - - - - -
4.6 9 15 - - 16 4 1 - 2 - 4 4 2 - - - - - - - - - - -
4.5 - - - - - - - - - - - - - - - - - - - - - - - -
4.4 4 2 - - - 6 - - - - - - - - - - - - - - - - - -
4.3 16 1 - - - 10 - - - - - - - - - - - - - - - - - -
4.2 6 - - - - 4 - - - - - - - - - - - - - - - - - -
4.1 4 - - - - 2 - - - - - - - - - - - - - - - - - -
2.3 - - - - - - - - - - - - - - - - - - - - - - - -
2.1 - - - - - - - - - - - - - - - - - - - - - - - -
Table 15: Possibly irreducible (6, 6)-groups with torsion and τ1 = τ2 = 0. (Part 2/2)
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5 Virtually simple (d1, d2)-groups
In [BM00b] and [Rat04], the authors constructed virtually simple torsion-free
(d1, d2)-groups for different values of (d1, d2), for instance (6, 16) and (10, 10).
More recently and with the same ideas, Bondarenko and Kivva constructed two
virtually simple torsion-free (8, 8)-groups in [BK17].
In this section we find a list of virtually simple (6, 6)-groups and (4, 5)-groups.
We also give a virtually simple (2n, 2n+1)-group for each n ≥ 2. We then end with
virtually simple (6, 4n)-groups with n ≥ 2 so that the projection on the 6-regular
tree T Chabauty converges to Aut(T ) when n goes to infinity.
5.1 Virtually simple (6, 6)-groups
The idea for constructing virtually simple (d1, d2)-groups is to use the Normal
Subgroup Theorem [BM00b, Theorem 4.1] due to Burger and Mozes, stating that
if Γ is a (d1, d2)-group with Ht being 2-transitive on ∂Tt and [Ht : H
(∞)
t ] <∞ for
each t ∈ {1, 2}, then any non-trivial normal subgroup of Γ has finite index (i.e. Γ
is just-infinite). Bader and Shalom later proved a generalization of that theorem
in [BS06]. We give below a statement which is a consequence of their result. We
call it the Normal Subgroup Theorem (NST) for future references. A tree is thick
if each of its vertices has at least 3 neighbors.
Theorem (Normal Subgroup Theorem, Bader–Shalom). Let T1 and T2 be two
locally finite thick trees and let Γ ≤ Aut(T1) × Aut(T2) be a cocompact lattice
such that projt(Γ) is 2-transitive on ∂Tt for each t ∈ {1, 2}. Then Γ and all its
finite index subgroups are just-infinite. In particular, Γ is either residually finite
or virtually simple.
Proof. By [BM00a, Proposition 3.1.2], all finite index subgroups of a closed sub-
group of Aut(Tt) acting 2-transitively on ∂Tt also acts 2-transitively on ∂Tt. Up
to replacing Γ by a finite index subgroup, we can therefore just show that Γ is
just-infinite.
This is a consequence of [BS06, Theorem 1.1], modulo the fact that if H is
a closed subgroup of Aut(T ) acting 2-transitively on ∂T (with T being a locally
finite thick tree), then H is just non-compact (i.e. it is non-compact and all its
non-trivial normal subgroups are cocompact) and H does not contain any non-
trivial abelian normal subgroup. This is an easy exercise: it suffices to remember
that a non-trivial normal subgroup of a 2-transitive group is transitive, and to use
the characterizations of the 2-transitivity on ∂T given in [BM00a, Lemma 3.1.1].
Let us now show that Γ is residually finite or virtually simple. As Γ is just-
infinite, Γ(∞) is trivial or has finite index in Γ. If Γ(∞) = 1 then Γ is residually
finite. On the contrary, if Γ(∞) has finite index in Γ then it is also just-infinite. So
any non-trivial normal subgroup N of Γ(∞) has finite index in Γ(∞) and thus in Γ,
hence N = Γ(∞). This means that Γ(∞) is simple.
In this subsection, we first present a torsion-free (4, 4)-group Γ4,4 which is not
residually finite. The NST does not directly apply to Γ4,4, but the strategy is
then to embed Γ4,4 in some other (d1, d2)-group Γ on which the NST can be used.
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Figure 7: The torsion-free (4, 4)-group Γ4,4
Then Γ cannot be residually finite because it contains Γ4,4, and hence it must be
virtually simple.
Let Γ4,4 be the torsion-free (4, 4)-group associated to the four squares in Fig-
ure 7. The local action of Γ4,4 on T1 (resp. T2) is D8 (resp. Alt(4)), and it is
possibly irreducible: it appears in Table 7.
We show that Γ4,4 is non-residually finite. This was already proved in [BK17,
Theorem 15] and [CW17, Corollary 6.4] but we here prove it by finding an explicit
non-trivial element γ ∈ Γ(∞)4,4 . In other words γ is a non-trivial element of Γ4,4
such that ϕ(γ) = 1 for any finite quotient ϕ: Γ4,4 → Q. The ideas of this proof are
due to Caprace and are already written in [Cap17, Remark 4.19] but we give here
some additional details.
Proposition 5.1. The group Γ4,4 is irreducible and not residually finite. More-
over, [a31, a
4
2] and [a
3
2, a
4
1] are non-trivial elements of Γ
(∞)
4,4 .
Proof. Irreducibility has been proven in [JW09, Theorem 3], but it can also be
established by using [Wei79, Theorem 1.1]. Indeed, in our situation the result
of Weiss implies that, if Γ4,4 was reducible, then Fixproj2(Γ4,4)(B(v2, 4)) would be
trivial. So for proving irreducibility we just need to find some element in Γ4,4
fixing B(v2, 4) but not B(v2, 5). We claim that (a1a2)
81 is such an element. First,
we can compute that (a1a2)
3 fixes B(v2, 1). Then, for each vertex w at distance 1
from v2, (a1a2)
3 can only act trivially or as a 3-cycle on the three neighbors of
w different from v2 (because the local action is Alt(4)). So (a1a2)
9 fixes B(v2, 2).
Continuing with the same argument, we obtain that (a1a2)
81 fixes B(v2, 4). Finally,
the fact that (a1a2)
81 does not fix B(v2, 5) can be proved by drawing a 162 × 5
rectangle. This can be automatized with a computer, and we get for instance that
(a1a2)
81(b51(v2)) = b
4
1b
−1
2 (v2).
The strategy to find a non-trivial element in Γ
(∞)
4,4 is to use that for any group
G and any subgroup H ≤ G, the inclusion [CG(H), H] ⊆ G(∞) holds, where H is
the profinite closure of H (see [Cap17, Lemma 4.13]). Here we take G = Γ4,4. For
H we consider Ba1 = Γ4,4(v1, a1(v1)), i.e. the fixator of a1(v1) in B = 〈b1, b2〉 =
Γ4,4(v1). We claim that a
3
1 ∈ CΓ4,4(Ba1) and a42 ∈ Ba1 . This will thus show that
[a31, a
4
2] ∈ Γ(∞)4,4 .
Since B acts transitively on the four vertices adjacent to v1 in T1, the subgroup
Ba1 has index 4 in B. Using the Reidemeister–Schreier method, we could find the
following set of generators for Ba1 :
Ba1 = 〈b1b2, b−11 b2, b2b1b22, b2b−11 b22, b42〉.
From the geometric squares, it can be checked that a31 centralizes Ba1 , i.e. a
3
1 ∈
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CΓ4,4(Ba1). This indeed directly follows from the equalities
b1a
3
1b
−1
1 = a
3
2,
b−11 a
3
1b1 = a
3
2,
b2a
3
1b
−1
2 = a
3
2,
b−12 a
3
1b2 = a
−3
2 .
Note also that Ba1 is contained in B
(2), the index 2 subgroup of B consisting of
elements whose length is even (with respect to the generators b1 and b2). Our next
goal is to show that a22 ∈ B(2), and it will then follow that a42 ∈ Ba1 as wanted.
Consider a finite quotient ϕ: Γ4,4 → Q. Since Γ4,4 is irreducible, the projection
proj1(Γ4,4(v1)) is infinite. Hence, the finite index subgroup proj1(FixΓ4,4(B(v1, 1))∩
B(2) ∩ kerϕ) is also infinite. Let γ be an element of FixΓ4,4(B(v1, 1))∩B(2) ∩ kerϕ
such that proj1(γ) is non-trivial. In T1, there is a vertex w 6= v1 such that γ fixes
the path from v1 to w but does not fix some neighbor z of w: γ(z) = z
′ 6= z.
Write w = h(v1) with h ∈ 〈a1, a2〉, z = hx(v1) with x ∈ {a1, a−11 , a2, a−12 } and
z′ = hx′(v1) with x
′ ∈ {a1, a−11 , a2, a−12 }, see Figure 8. Recall that proj1(Γ4,4(v1))
acts on the four neighbors of v1 asD8 acting on the four vertices of a square (where
a1(v1) and a
−1
1 (v1) correspond to opposite vertices of the square). We thus have
the same local action around w, and the fact that γ fixes w and some neighbor of
w while not fixing z implies that x′ = x−1. On Figure 8 we see that hx−1γ′ = γhx
for some γ′ ∈ B(2). Using the fact that ϕ(γ) = 1, this implies that ϕ(γ′) = ϕ(x2).
We can summarize this by saying that, for each finite quotient ϕ: Γ4,4 → Q, either
ϕ(a21) ∈ ϕ(B(2)) or ϕ(a22) ∈ ϕ(B(2)) (∗). In fact, we can even say that there exists
k ∈ {1, 2} such that ϕ(a2k) ∈ ϕ(B(2)) for all finite quotients ϕ: Γ4,4 → Q (∗∗).
Indeed, if (∗∗) was not true then we would have two finite quotients ϕ1: Γ4,4 → Q1
and ϕ2: Γ4,4 → Q2 with ϕ1(a21) 6∈ ϕ1(B(2)) and ϕ2(a22) 6∈ ϕ2(B(2)), and the new
finite quotient (ϕ1 × ϕ2): Γ4,4 → Q1 × Q2 would give a contradiction with (∗).
Now there suffices to remark that Γ4,4 has an automorphism defined by a1 7→ a2,
a2 7→ a1, b1 7→ b−11 and b2 7→ b−12 . Therefore, (∗∗) even tells us that ϕ(a21) and
ϕ(a22) both belong to ϕ(B
(2)) for all finite quotients ϕ: Γ4,4 → Q. In particular, we
have a22 ∈ B(2) as wanted.
Remark that, thanks to the automorphism of Γ4,4 defined above, we also obtain
[a32, a
4
1] ∈ Γ(∞)4,4 .
Using GAP, we could search for (d1, d2)-groups Γ with d1, d2 ≥ 6, containing
Γ4,4 (in the sense that the four geometric squares defining Γ4,4 are part of the
h x′
γ
h x
γ′
b
(v1, v2)
b
(v1, γ(v2))
b
(w, v2)
b
(w, γ(v2))
b
(z′, v2)
b
(z, γ(v2))
Figure 8: Illustration of Proposition 5.1
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geometric squares defining Γ) and such that H1(v1) ≥ Alt(d1) and H2(v2) ≥
Alt(d2). We say that Γ satisfies (∗) if the above conditions are true. Since Γ4,4
is irreducible, a group Γ satisfying (∗) is also irreducible and Ht is 2-transitive on
∂Tt for each t ∈ {1, 2} (see [BM00a, Propositions 3.3.1 and 3.3.2]). (We even know
by Theorem 2.3 that Ht belongs to G ′(i) for some legal coloring i of Tt.) Thus Γ is
virtually simple, by the NST.
We could find torsion-free (6, 8)-groups and torsion-free (8, 6)-groups satisfy-
ing (∗), by adding one (resp. two) horizontal generator(s), two (resp. one) vertical
generator(s) and 8 geometric squares to the ones of Γ4,4. We could also show that
there does not exist any torsion-free (6, 6)-group satisfying (∗). However, there ex-
ists (6, 6)-groups (with torsion) with (∗). In total, there are 160 equivalence classes
of such groups. We give all these groups in Tables 16–20, by giving the geometric
squares that must be added to the four geometric squares a1b1a
−1
2 b1, a1b2a2b
−1
2 ,
a1b
−1
2 a
−1
2 b
−1
1 and a1b
−1
1 a
−1
2 b2 defining Γ4,4. We call them Γ6,6,1, . . . ,Γ6,6,160. Some
remarks follow about these groups:
• The index of the simple subgroup Γ(∞)6,6,k of Γ6,6,k can be computed by using
the fact that [a31, a
4
2] ∈ Γ(∞)4,4 ≤ Γ(∞)6,6,k (see Proposition 5.1). Indeed, let Q
be the group obtained by adding the relator [a31, a
4
2] to the relators of Γ6,6,k.
Then the kernel of the projection Γ6,6,k → Q is the smallest normal subgroup
of Γ6,6,k containing [a
3
1, a
4
2], i.e. it must be Γ
(∞)
6,6,k. Hence, we just need to
compute (with GAP) the order of the finite group Q obtained as above and
this gives us the index of Γ
(∞)
6,6,k in Γ6,6,k. As written in the tables, for all
groups Γ6,6,k with k ∈ {1, . . . , 160} \ {104, 116}, we obtain that |Q| = 4. As
[Γ6,6,k : Γ
+
6,6,k] = 4, this implies that Γ
(∞)
6,6,k = Γ
+
6,6,k i.e. Γ
+
6,6,k is the simple
subgroup of finite index in Γ6,6,k. For Γ6,6,104 and Γ6,6,116, we get |Q| = 12.
More precisely, Q ∼= (C2)2 ×C3. So Γ(∞)6,6,k is a subgroup of index 3 of Γ+6,6,k
when k ∈ {104, 116}.
• The groups H1 = proj1(Γ6,6,k) and H2 = proj2(Γ6,6,k) are given, using the
notation of §4.7. As explained above, we could compute that Γ6,6,k
/
Γ
(∞)
6,6,k
∼=
(C2)
2 or (C2)
2 × C3 for each k ∈ {1, . . . , 160}. This explains why H1 and
H2 never take the form X
∗∗ or X ′∗ for some X ⊂f Z≥0 : recall from Theo-
rem 2.2 that G+(i)(X,X) is simple and that [G(i)(X
∗, X∗) : G+(i)(X,X)] = 8
and G
′
(i)(X,X)
∗
/
G+(i)(X,X)
∼= C4.
• For the last column, recall that XΓ+6,6,k is a (d1, d2)-complex, as defined in
Definition 3.2. We write Aut(XΓ+6,6,k
) for the set of automorphisms of that
complex which do not exchange horizontal and vertical edges. We already
know by hypothesis that Aut(XΓ+6,6,k
) ≥ C2×C2, and we computed the
number of automorphisms of XΓ+6,6,k
that fix the four vertices v00, v10, v11 and
v01. As written in the tables, for each k ∈ {1, . . . , 160} we could observe that
there is at most one non-trivial such automorphism, so that Aut(XΓ+6,6,k
) ∼=
C2×C2 or C2×C2×C2.
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– If Aut(XΓ+6,6,k
) ∼= C2×C2, then there is exactly one good C2×C2-
action on XΓ+6,6,k
, so this means that Γ6,6,k is the only (6, 6)-group whose
type-preserving subgroup is Γ+6,6,k.
– If Aut(XΓ+6,6,k
) ∼= C2×C2×C2, then there are four good C2×C2-
actions on XΓ+6,6,k
. This means that there are four (6, 6)-groups whose
type-preserving subgroup is Γ+6,6,k. For each such k we could compute
the three new (6, 6)-groups containing Γ+6,6,k, but it directly appears that
they have much more torsion, i.e. their τ1 and τ2 satisfy τ1+ τ2 ≥ 4. In
particular, none of the new groups obtained in that way is equivalent
to some Γ6,6,k′.
From this discussion it follows that all Γ+6,6,k are pairwise non-conjugate in
Aut(T1 × T2). By [BMZ09, Corollary 1.1.22], this also means that they are
all pairwise non-isomorphic.
We summarize some of those results in the next theorem.
Theorem 5.2 (Theorem III(i)). Let Γ6,6,k (k ∈ {1, . . . , 160}) be one of the (6, 6)-
groups given by Tables 16–20.
• If k 6∈ {104, 116}, then Γ+6,6,k is simple.
• If k ∈ {104, 116}, then Γ+6,6,k has a simple subgroup of index 3.
Moreover, all simple groups Γ
(∞)
6,6,k are pairwise non-isomorphic. In particular, the
groups Γ6,6,k are pairwise non commensurable.
Proof. See the discussion above. Note that Γ
(∞)
6,6,k 6∼= Γ(∞)6,6,k′ for each k ∈ {104, 116}
and each k′ ∈ {1, . . . , 160} \ {104, 116}, see [BMZ09, Theorem 1.4.1]. We also
have Γ
(∞)
6,6,104 6∼= Γ(∞)6,6,116. Indeed, they are not conjugate in Aut(T1 × T2) since
proj2(Γ
(∞)
6,6,104) 6∼= proj2(Γ(∞)6,6,116) (see Theorem 2.2).
Proof of Corollary IV(i). This group is Γ6,6,2, see Table 16.
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Name τ1 τ2 Squares: a1b1a
−1
2 b1, a1b2a2b
−1
2 , a1b
−1
2 a
−1
2 b
−1
1 , a1b
−1
1 a
−1
2 b2 + H1 H2 [Γ : Γ
(∞)] Aut(XΓ+ )
Γ6,6,1 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a
−1
3 b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {0} {0}
∗ 4 C2×C2
Γ6,6,2 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a
−1
3 b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {0} {1} 4 C2×C2
Γ6,6,3 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a
−1
3 b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 {0} {2} 4 C2×C2
Γ6,6,4 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a
−1
3 b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 {0} {2} 4 C2×C2
Γ6,6,5 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b
−1
3 , a3b2a
−1
3 b
−1
2 , a3b
−1
1 a3b
−1
1 {0}
∗ {0}∗ 4 C2×C2×C2
Γ6,6,6 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b1, a3b2a
−1
3 b
−1
2 , a3b
−1
3 a3b
−1
1 {0}
∗ {0}∗ 4 C2×C2×C2
Γ6,6,7 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b3, a3b2a
−1
3 b
−1
2 , a3b
−1
1 a3b
−1
1 {0}
∗ {0}∗ 4 C2×C2×C2
Γ6,6,8 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b1, a3b2a
−1
3 b
−1
2 , a3b3a3b
−1
1 {0}
∗ {0}∗ 4 C2×C2×C2
Γ6,6,9 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a
−1
3 b
−1
2 , a3b
−1
1 a3b
−1
1 {0}
∗ {0}∗ 4 C2×C2×C2
Γ6,6,10 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a
−1
3 b
−1
2 , a3b3a3b
−1
1 {0}
∗ {0}∗ 4 C2×C2×C2
Γ6,6,11 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a
−1
3 b
−1
2 , a3b
−1
1 a3b
−1
1 {0}
∗ {1} 4 C2×C2×C2
Γ6,6,12 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a
−1
3 b
−1
2 , a3b3a3b
−1
1 {0}
∗ {1} 4 C2×C2×C2
Γ6,6,13 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a
−1
3 b2, a3b
−1
1 a3b
−1
1 {0}
∗ {2} 4 C2×C2×C2
Γ6,6,14 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a
−1
3 b2, a3b3a3b
−1
1 {0}
∗ {2} 4 C2×C2×C2
Γ6,6,15 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b3, a3b2a
−1
3 b2, a3b
−1
1 a3b
−1
1 {0}
∗ {2} 4 C2×C2×C2
Γ6,6,16 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b1, a3b2a
−1
3 b2, a3b3a3b
−1
1 {0}
∗ {2} 4 C2×C2×C2
Γ6,6,17 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b
−1
3 , a3b2a
−1
3 b2, a3b
−1
1 a3b
−1
1 {0}
∗ {0, 2} 4 C2×C2×C2
Γ6,6,18 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b1, a3b2a
−1
3 b2, a3b
−1
3 a3b
−1
1 {0}
∗ {0, 2} 4 C2×C2×C2
Γ6,6,19 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a
−1
3 b2, a3b
−1
1 a3b
−1
1 {0}
∗ {0, 2} 4 C2×C2×C2
Γ6,6,20 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a
−1
3 b2, a3b3a3b
−1
1 {0}
∗ {0, 2} 4 C2×C2×C2
Γ6,6,21 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {1} {0}
∗ 4 C2×C2
Γ6,6,22 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b
−1
3 , a3b2a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {0}
∗ 4 C2×C2×C2
Γ6,6,23 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b1, a3b2a3b
−1
2 , a3b
−1
3 a3b
−1
1 {1} {0}
∗ 4 C2×C2×C2
Γ6,6,24 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b3, a3b2a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {0}
∗ 4 C2×C2×C2
Γ6,6,25 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b1, a3b2a3b
−1
2 , a3b3a3b
−1
1 {1} {0}
∗ 4 C2×C2×C2
Γ6,6,26 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {0}
∗ 4 C2×C2×C2
Γ6,6,27 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b
−1
2 , a3b3a3b
−1
1 {1} {0}
∗ 4 C2×C2×C2
Γ6,6,28 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {1} {1} 4 C2×C2
Γ6,6,29 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {1} 4 C2×C2×C2
Γ6,6,30 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b
−1
2 , a3b3a3b
−1
1 {1} {1} 4 C2×C2×C2
Γ6,6,31 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {2} 4 C2×C2
Γ6,6,32 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b2, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {2} 4 C2×C2×C2
Table 16: Some virtually simple (6, 6)-groups. (Part 1/5)
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Name τ1 τ2 Squares: a1b1a
−1
2 b1, a1b2a2b
−1
2 , a1b
−1
2 a
−1
2 b
−1
1 , a1b
−1
1 a
−1
2 b2 + H1 H2 [Γ : Γ
(∞)] Aut(XΓ+ )
Γ6,6,33 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b2, a3b3a3b
−1
1 , a3b
−1
2 a3b
−1
2 {1} {2} 4 C2×C2 ×C2
Γ6,6,34 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {2} 4 C2 ×C2
Γ6,6,35 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b3, a3b2a3b2, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {2} 4 C2×C2 ×C2
Γ6,6,36 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b1, a3b2a3b2, a3b3a3b
−1
1 , a3b
−1
2 a3b
−1
2 {1} {2} 4 C2×C2 ×C2
Γ6,6,37 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b
−1
3 , a3b2a3b2, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {0, 2} 4 C2×C2 ×C2
Γ6,6,38 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b1, a3b2a3b2, a3b
−1
3 a3b
−1
1 , a3b
−1
2 a3b
−1
2 {1} {0, 2} 4 C2×C2 ×C2
Γ6,6,39 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b2, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {1} {0, 2} 4 C2×C2 ×C2
Γ6,6,40 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b2, a3b3a3b
−1
1 , a3b
−1
2 a3b
−1
2 {1} {0, 2} 4 C2×C2 ×C2
Γ6,6,41 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b
−1
2 , a3b2a3b
−1
3 , a3b
−1
1 a3b
−1
1 {0, 1} {0}
∗ 4 C2 ×C2
Γ6,6,42 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b1, a3b2a3b
−1
1 , a3b
−1
3 a3b
−1
2 {0, 1} {0}
∗ 4 C2 ×C2
Γ6,6,43 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b
−1
2 , a3b2a3b3, a3b
−1
1 a3b
−1
1 {0, 1} {0}
∗ 4 C2 ×C2
Γ6,6,44 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b1, a3b2a3b
−1
1 , a3b3a3b
−1
2 {0, 1} {0}
∗ 4 C2 ×C2
Γ6,6,45 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
2 , a3b2a3b3, a3b
−1
1 a3b
−1
1 {0, 1} {0}
∗ 4 C2 ×C2
Γ6,6,46 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b
−1
1 , a3b3a3b
−1
2 {0, 1} {0}
∗ 4 C2 ×C2
Γ6,6,47 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
2 , a3b2a3b3, a3b
−1
1 a3b
−1
1 {0, 1} {1} 4 C2 ×C2
Γ6,6,48 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b
−1
1 , a3b3a3b
−1
2 {0, 1} {1} 4 C2 ×C2
Γ6,6,49 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
2 , a3b2a3b2, a3b3a3b
−1
1 {0, 1}
∗ {0}∗ 4 C2 ×C2
Γ6,6,50 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b
−1
1 , a3b
−1
2 a3b
−1
2 {0, 1}
∗ {0}∗ 4 C2 ×C2
Γ6,6,51 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
2 , a3b2a3b2, a3b3a3b
−1
1 {0, 1}
∗ {1} 4 C2 ×C2
Γ6,6,52 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b
−1
1 , a3b
−1
2 a3b
−1
2 {0, 1}
∗ {1} 4 C2 ×C2
Γ6,6,53 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {0}
∗ 4 C2×C2 ×C2
Γ6,6,54 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a
−1
3 b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {0}
∗ 4 C2×C2 ×C2
Γ6,6,55 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b
−1
2 , a3b3a3b
−1
1 {2} {0}
∗ 4 C2×C2 ×C2
Γ6,6,56 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a
−1
3 b
−1
2 , a3b3a3b
−1
1 {2} {0}
∗ 4 C2×C2 ×C2
Γ6,6,57 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b
−1
1 , a3b2a3b
−1
3 , a3b
−1
2 a3b
−1
2 {2} {0}
∗ 4 C2 ×C2
Γ6,6,58 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a
−1
3 b
−1
1 , a3b2a3b
−1
3 , a3b
−1
2 a3b
−1
2 {2} {0}
∗ 4 C2 ×C2
Γ6,6,59 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {2} {0}
∗ 4 C2 ×C2
Γ6,6,60 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a
−1
3 b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {2} {0}
∗ 4 C2 ×C2
Γ6,6,61 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {2} {0}
∗ 4 C2 ×C2
Γ6,6,62 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a
−1
3 b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {2} {0}
∗ 4 C2 ×C2
Γ6,6,63 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {1} 4 C2×C2 ×C2
Γ6,6,64 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a
−1
3 b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {1} 4 C2×C2 ×C2
Table 17: Some virtually simple (6, 6)-groups. (Part 2/5)
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Name τ1 τ2 Squares: a1b1a
−1
2 b1, a1b2a2b
−1
2 , a1b
−1
2 a
−1
2 b
−1
1 , a1b
−1
1 a
−1
2 b2 + H1 H2 [Γ : Γ
(∞)] Aut(XΓ+ )
Γ6,6,65 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b
−1
2 , a3b3a3b
−1
1 {2} {1} 4 C2×C2 ×C2
Γ6,6,66 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a
−1
3 b
−1
2 , a3b3a3b
−1
1 {2} {1} 4 C2×C2 ×C2
Γ6,6,67 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {2} {1} 4 C2 ×C2
Γ6,6,68 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a
−1
3 b
−1
1 , a3b2a3b3, a3b
−1
2 a3b
−1
2 {2} {1} 4 C2 ×C2
Γ6,6,69 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b2, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {2} 4 C2×C2 ×C2
Γ6,6,70 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a
−1
3 b2, a3b
−1
1 a3b
−1
1 {2} {2} 4 C2×C2 ×C2
Γ6,6,71 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b2, a3b3a3b
−1
1 , a3b
−1
2 a3b
−1
2 {2} {2} 4 C2×C2 ×C2
Γ6,6,72 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a
−1
3 b2, a3b3a3b
−1
1 {2} {2} 4 C2×C2 ×C2
Γ6,6,73 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {2} 4 C2 ×C2
Γ6,6,74 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a
−1
3 b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 {2} {2} 4 C2 ×C2
Γ6,6,75 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b2, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {2} 4 C2×C2 ×C2
Γ6,6,76 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a
−1
3 b2, a3b
−1
1 a3b
−1
1 {2} {2} 4 C2×C2 ×C2
Γ6,6,77 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b2, a3b3a3b
−1
1 , a3b
−1
2 a3b
−1
2 {2} {2} 4 C2×C2 ×C2
Γ6,6,78 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a
−1
3 b2, a3b3a3b
−1
1 {2} {2} 4 C2×C2 ×C2
Γ6,6,79 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {2} 4 C2 ×C2
Γ6,6,80 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a
−1
3 b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 {2} {2} 4 C2 ×C2
Γ6,6,81 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b1, a3b2a3b
−1
3 , a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {0, 2} 4 C2 ×C2
Γ6,6,82 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a
−1
3 b1, a3b2a3b
−1
3 , a3b
−1
2 a3b
−1
2 {2} {0, 2} 4 C2 ×C2
Γ6,6,83 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 , a3b
−1
1 a3b
−1
1 {2} {0, 2} 4 C2 ×C2
Γ6,6,84 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a
−1
3 b1, a3b2a3b3, a3b
−1
2 a3b
−1
2 {2} {0, 2} 4 C2 ×C2
Γ6,6,85 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b
−1
2 , a3b2a3b2, a3b
−1
3 a3b
−1
1 {0, 2} {0}
∗ 4 C2 ×C2
Γ6,6,86 0 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3a3b3, a3b1a3b
−1
3 , a3b2a3b
−1
1 , a3b
−1
2 a3b
−1
2 {0, 2} {0}
∗ 4 C2 ×C2
Γ6,6,87 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b
−1
2 , a3b2a3b2, a3b3a3b
−1
1 {0, 2} {0}
∗ 4 C2 ×C2
Γ6,6,88 0 0 a1b3a1b3, a1b
−1
3 a3b
−1
3 , a2b3a
−1
2 b3, a3b1a3b3, a3b2a3b
−1
1 , a3b
−1
2 a3b
−1
2 {0, 2} {0}
∗ 4 C2 ×C2
Γ6,6,89 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
2 , a3b2a3b2, a3b3a3b
−1
1 {0, 2} {0}
∗ 4 C2 ×C2
Γ6,6,90 0 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b
−1
1 , a3b
−1
2 a3b
−1
2 {0, 2} {0}
∗ 4 C2 ×C2
Γ6,6,91 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
2 , a3b2a3b2, a3b3a3b
−1
1 {0, 2} {1} 4 C2 ×C2
Γ6,6,92 0 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b3, a3b2a3b
−1
1 , a3b
−1
2 a3b
−1
2 {0, 2} {1} 4 C2 ×C2
Γ6,6,93 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
2 , a3b2a3b3, a3b
−1
1 a3b
−1
1 {0, 2}
∗ {0}∗ 4 C2 ×C2
Γ6,6,94 0 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b
−1
1 , a3b3a3b
−1
2 {0, 2}
∗ {0}∗ 4 C2 ×C2
Γ6,6,95 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b
−1
2 , a3b2a3b3, a3b
−1
1 a3b
−1
1 {0, 2}
∗ {1} 4 C2 ×C2
Γ6,6,96 0 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 a3b
−1
3 , a3b1a3b1, a3b2a3b
−1
1 , a3b3a3b
−1
2 {0, 2}
∗ {1} 4 C2 ×C2
Table 18: Some virtually simple (6, 6)-groups. (Part 3/5)
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Name τ1 τ2 Squares: a1b1a
−1
2 b1, a1b2a2b
−1
2 , a1b
−1
2 a
−1
2 b
−1
1 , a1b
−1
1 a
−1
2 b2 + H1 H2 [Γ : Γ
(∞)] Aut(XΓ+ )
Γ6,6,97 2 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3A3b3, A3b1A3b1, A3b2A4b2, A4b1A4b
−1
3 {0} {0}
∗ 4 C2×C2 ×C2
Γ6,6,98 2 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3A3b3, A3b1A3b1, A3b2A4b2, A4b1A4b3 {0} {0}
∗ 4 C2×C2 ×C2
Γ6,6,99 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A3b1, A3b2A4b2, A4b1A4b
−1
3 {0} {0}
∗ 4 C2×C2 ×C2
Γ6,6,100 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A3b1, A3b2A4b2, A4b1A4b3 {0} {0}
∗ 4 C2×C2 ×C2
Γ6,6,101 2 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b2, A4b1A4b
−1
3 {0} {0}
∗ 4 C2×C2 ×C2
Γ6,6,102 2 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b2, A4b1A4b3 {0} {0}
∗ 4 C2×C2 ×C2
Γ6,6,103 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {0} {1} 4 C2×C2 ×C2
Γ6,6,104 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {0} {1} 12 C2×C2 ×C2
Γ6,6,105 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b2, A4b1A4b
−1
3 {0} {1} 4 C2×C2 ×C2
Γ6,6,106 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b2, A4b1A4b3 {0} {1} 4 C2×C2 ×C2
Γ6,6,107 2 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3A3b3, A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {0} {1} 4 C2×C2 ×C2
Γ6,6,108 2 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3A3b3, A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {0} {1} 4 C2×C2 ×C2
Γ6,6,109 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {0} {1} 4 C2×C2 ×C2
Γ6,6,110 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {0} {1} 4 C2×C2 ×C2
Γ6,6,111 2 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {0} {1} 4 C2×C2 ×C2
Γ6,6,112 2 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {0} {1} 4 C2×C2 ×C2
Γ6,6,113 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {0} {0, 1} 4 C2×C2 ×C2
Γ6,6,114 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {0} {0, 1} 4 C2×C2 ×C2
Γ6,6,115 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b
−1
3 {0} {1, 2} 4 C2×C2 ×C2
Γ6,6,116 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b3 {0} {1, 2} 12 C2×C2 ×C2
Γ6,6,117 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b
−1
3 {0} {1, 2} 4 C2×C2 ×C2
Γ6,6,118 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b3 {0} {1, 2} 4 C2×C2 ×C2
Γ6,6,119 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {0} {1, 2} 4 C2×C2 ×C2
Γ6,6,120 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {0} {1, 2} 4 C2×C2 ×C2
Γ6,6,121 2 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3A3b3, A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {0} {0, 1, 2} 4 C2×C2 ×C2
Γ6,6,122 2 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3A3b3, A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {0} {0, 1, 2} 4 C2×C2 ×C2
Γ6,6,123 2 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {0} {0, 1, 2} 4 C2×C2 ×C2
Γ6,6,124 2 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {0} {0, 1, 2} 4 C2×C2 ×C2
Γ6,6,125 2 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3A3b3, A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b
−1
3 {0} {2, 3} 4 C2×C2 ×C2
Γ6,6,126 2 0 a1b3a1b3, a1b
−1
3 a2b
−1
3 , a2b3A3b3, A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b3 {0} {2, 3} 4 C2×C2 ×C2
Γ6,6,127 2 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b
−1
3 {0} {2, 3} 4 C2×C2 ×C2
Γ6,6,128 2 0 a1b3a1b3, a1b
−1
3 a
−1
2 b
−1
3 , a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b3 {0} {2, 3} 4 C2×C2 ×C2
Table 19: Some virtually simple (6, 6)-groups. (Part 4/5)
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Name τ1 τ2 Squares: a1b1a
−1
2 b1, a1b2a2b
−1
2 , a1b
−1
2 a
−1
2 b
−1
1 , a1b
−1
1 a
−1
2 b2 + H1 H2 [Γ : Γ
(∞)] Aut(XΓ+ )
Γ6,6,129 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b1, A3b2A3b2, A4b2A4b
−1
3 {0}
∗ {0}∗ 4 C2×C2
Γ6,6,130 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b
−1
1 , A3b2A3b
−1
2 , A3b
−1
1 A4b1, A4b2A4b
−1
3 {0}
∗ {1} 4 C2×C2
Γ6,6,131 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b1, A3b2A3b2, A4b2A4b
−1
3 {0}
∗ {1} 4 C2×C2
Γ6,6,132 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b
−1
1 , A3b2A3b
−1
2 , A3b
−1
1 A4b1, A4b2A4b
−1
3 {0}
∗ {1} 4 C2×C2
Γ6,6,133 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b
−1
1 , A3b2A3b2, A3b
−1
1 A4b1, A4b2A4b
−1
3 {0}
∗ {0, 1} 4 C2×C2
Γ6,6,134 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b1, A3b2A3b
−1
2 , A4b2A4b
−1
3 {0}
∗ {1, 2} 4 C2×C2
Γ6,6,135 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b
−1
1 , A3b2A3b2, A3b
−1
1 A4b1, A4b2A4b
−1
3 {0}
∗ {1, 2} 4 C2×C2
Γ6,6,136 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b1, A3b2A3b
−1
2 , A4b2A4b
−1
3 {0}
∗ {1, 2} 4 C2×C2
Γ6,6,137 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b2, A4b1A4b
−1
3 {2} {0}
∗ 4 C2×C2 ×C2
Γ6,6,138 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b2, A4b1A4b3 {2} {0}
∗ 4 C2×C2 ×C2
Γ6,6,139 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A4b1, A3b2A3b2, A4b2A4b
−1
3 {2} {0}
∗ 4 C2×C2
Γ6,6,140 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {2} {1} 4 C2×C2 ×C2
Γ6,6,141 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {2} {1} 4 C2×C2 ×C2
Γ6,6,142 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b2, A4b1A4b
−1
3 {2} {1} 4 C2×C2 ×C2
Γ6,6,143 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b2, A4b1A4b3 {2} {1} 4 C2×C2 ×C2
Γ6,6,144 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b
−1
1 , A3b2A3b
−1
2 , A3b
−1
1 A4b1, A4b2A4b
−1
3 {2} {1} 4 C2×C2
Γ6,6,145 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b1, A3b2A3b2, A4b2A4b
−1
3 {2} {1} 4 C2×C2
Γ6,6,146 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {2} {1} 4 C2×C2 ×C2
Γ6,6,147 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {2} {1} 4 C2×C2 ×C2
Γ6,6,148 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A4b
−1
1 , A3b2A3b
−1
2 , A3b
−1
1 A4b1, A4b2A4b
−1
3 {2} {1} 4 C2×C2
Γ6,6,149 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {2} {0, 1} 4 C2×C2 ×C2
Γ6,6,150 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {2} {0, 1} 4 C2×C2 ×C2
Γ6,6,151 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b
−1
1 , A3b2A3b2, A3b
−1
1 A4b1, A4b2A4b
−1
3 {2} {0, 1} 4 C2×C2
Γ6,6,152 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b
−1
3 {2} {1, 2} 4 C2×C2 ×C2
Γ6,6,153 2 0 a1b3a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b3 {2} {1, 2} 4 C2×C2 ×C2
Γ6,6,154 2 0 a1b3a
−1
1 b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A4b1, A3b2A3b
−1
2 , A4b2A4b
−1
3 {2} {1, 2} 4 C2×C2
Γ6,6,155 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b
−1
3 {2} {1, 2} 4 C2×C2 ×C2
Γ6,6,156 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b
−1
1 , A3b2A4b2, A4b1A4b3 {2} {1, 2} 4 C2×C2 ×C2
Γ6,6,157 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b
−1
3 {2} {1, 2} 4 C2×C2 ×C2
Γ6,6,158 2 0 a1b3a1b3, a1b
−1
3 a1b
−1
3 , a2b3a2b3, a2b
−1
3 A3b
−1
3 , A3b1A3b1, A3b2A4b
−1
2 , A3b
−1
2 A4b2, A4b1A4b3 {2} {1, 2} 4 C2×C2 ×C2
Γ6,6,159 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A4b
−1
1 , A3b2A3b2, A3b
−1
1 A4b1, A4b2A4b
−1
3 {2} {1, 2} 4 C2×C2
Γ6,6,160 2 0 a1b3a1b3, a1b
−1
3 A3b
−1
3 , a2b3a
−1
2 b3, A3b1A4b1, A3b2A3b
−1
2 , A4b2A4b
−1
3 {2} {1, 2} 4 C2×C2
Table 20: Some virtually simple (6, 6)-groups. (Part 5/5)
49
5.2 Virtually simple (4, 5)-groups
In this subsection we use the same strategy as above so as to discover virtually
simple (4, 5)-groups. The NST however requires the closures of the projections to
be boundary-2-transitive. In the previous section we were dealing with 6-regular
tree, so [BM00a, Propositions 3.3.1 and 3.3.2] could be used to ensure the 2-
transitivity on the boundary. For 4-regular and 5-regular trees, those results do
not apply. We will therefore need the following theorem, due to Trofimov.
Theorem 5.3 (Trofimov). Let X be a connected (q+1)-regular graph with q ≥ 2,
and let G ≤ Aut(X) be vertex-transitive. Let v ∈ V (X) and suppose that G(v)
contains PSL(2, q) (acting on the projective line). If G is non-discrete, then X is
the (q + 1)-regular tree and the closure G ≤ Aut(X) of G is 2-transitive on ∂X.
Proof. See [Tro07, Proposition 3.1 and Example 3.2]. Note that the original state-
ment only mentions that X is the (q+1)-regular tree. However, the proof consists
in showing that G is transitive on paths of length ℓ of X for each ℓ ≥ 1. This
assertion implies that X is a tree, but also that G is 2-transitive on ∂X .
In §5.1 we started with a non-residually finite torsion-free (4, 4)-group. This
time we start with a non-residually finite (3, 3)-group. Let Γ3,3 be the (3, 3)-group
associated to the six squares in Figure 9. The local action of Γ3,3 on T1 (resp. T2) is
Sym(3) (resp. C2). In the next result, with the same ideas as for Proposition 5.1,
we show that Γ3,3 is irreducible and not residually finite. Note that we could
have used [CW17, Corollary 6.4] for the non-residual finiteness, but once again we
wanted an explicit non-trivial element of Γ
(∞)
3,3 .
Proposition 5.4. The group Γ3,3 is irreducible and not residually finite. More-
over, [B2(B1B3)
2B2, B1B3] or [B2(B1B3)
2B2, B1B3A2] is a non-trivial element of
Γ
(∞)
3,3 .
Proof. By [Wei79, Theorems 1.1 and 1.4], Γ3,3 is irreducible if and only if the
fixator of B(v1, 3) in proj1(Γ3,3) is non-trivial. We first remark that (B1B2)
2 fixes
B(v1, 1). Hence, (B1B2)
4 fixes B(v1, 2) and (B1B2)
8 fixes B(v1, 3). Moreover,
(B1B2)
8 does not fix B(v1, 4) as (B1B2)
8(A2A3A1A3(v1)) = A2A3A1A2(v1) (this
can be seen by drawing a 4× 16 rectangle). So Γ3,3 is irreducible.
We now want a non-trivial element in Γ
(∞)
3,3 . Recall that [CG(H), H] ⊆ G(∞)]
for any subgroup H of a group G (see [Cap17, Lemma 4.13]). We take G = Γ3,3
and H = 〈A1, A3, A2A1A2, A2A3A2〉. Note that H is a subgroup of 〈A1, A2, A3〉 =
Γ3,3(v2). Actually, Γ3,3(v2) acts simply transitively on the vertices of T1 and H
has two orbits of vertices in T1, so its index in Γ3,3(v2) is 2. It is also quick to
check that B2(B1B3)
2B2 ∈ CΓ3,3(H). We now claim that B1B3 ∈ Γ3,3(v2). As
Figure 9: The (3, 3)-group Γ3,3
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A2 6∈ H and H is an index 2 subgroup of Γ3,3(v2), it will follow that B1B3 ∈ H or
B1B3A2 ∈ H .
We show that B1B3 ∈ Γ3,3(v2) by mimicking the proof of Proposition 5.1,
which was illustrated on Figure 8. Consider a finite quotient ϕ: Γ3,3 → Q. Since
Γ3,3 is irreducible, the projection proj2(Γ3,3(v2)) is infinite. Hence, its finite index
subgroup proj2(FixΓ3,3(B(v2, 1)) ∩ kerϕ) is also infinite. Let γ be an element of
FixΓ3,3(B(v2, 1)) ∩ kerϕ such that proj2(γ) is non-trivial. In T2, there is a vertex
w 6= v2 such that γ fixes the path from v2 to w but does not fix some neighbor z
of w: γ(z) = z′ 6= z. Write w = h(v2) with h ∈ 〈B1, B2, B3〉, z = hx(v2) with x ∈
{B1, B2, B3} and z′ = hx′(v2) with x′ ∈ {B1, B2, B3}. Recall that proj2(Γ3,3(v2))
acts on the three neighbors of v2 as C2: the only non-trivial permutation induced
on these three vertices is the transposition (B1(v2) B3(v2)). We thus have the
same local action around w, and the fact that γ fixes w and some neighbor of w
while not fixing z implies that {x, x′} = {B1, B3}. Replacing γ by γ−1 if necessary,
we can assume that x = B3 and x
′ = B1. Then we get that γhB3 = hB1γ
′ for
some γ′ ∈ Γ3,3(v2). As ϕ(γ) = 1, this implies that ϕ(B1B3) ∈ ϕ(Γ3,3(v2)). This is
true for all finite quotients ϕ: Γ3,3 → Q, so B1B3 ∈ Γ3,3(v2).
The same proof can actually show that [B2(B1B3)
2B2, (B1B3)
2] is always a
non-trivial element of Γ
(∞)
3,3 . But this element has length 20 and our computer
could hardly deal with it. Instead, the elements [B2(B1B3)
2B2, B1B3] and
[B2(B1B3)
2B2, B1B3A2] = B2(B1B3)
2B2B1B3B2(B1B3)
2B2B3B1
given by Proposition 5.4 have length 16 which is slightly better.
Using GAP we could search for (4, 5)-groups Γ containing Γ3,3 or the mirror of
Γ3,3 (i.e. {(g1, g2) ∈ Aut(T1)× Aut(T2) | (g2, g1) ∈ Γ3,3}), and such that H1(v1) ≥
PSL(2, 3) and H2(v2) ≥ PSL(2, 4). We say that Γ satisfies (∗∗) if the above
conditions are true. Since Γ3,3 is irreducible, a group Γ satisfying (∗∗) is also
irreducible and Ht is 2-transitive on ∂Tt for each t ∈ {1, 2} by Theorem 5.3. Thus
the NST applies and Γ is virtually simple.
There are 60 equivalence classes of (4, 5)-groups satisfying (∗∗), all with τ1 = 4
and τ2 = 5 (i.e. with nine generators, each of order 2). We give in Tables 21–22 a
group in each class: call them Γ4,5,1, . . . ,Γ4,5,60. Note that Γ4,5,1, . . . ,Γ4,5,28 contain
Γ3,3 while Γ4,5,29, . . . ,Γ4,5,60 contain its mirror. We can make some remarks similar
to those in §5.1:
• The index of the simple subgroup Γ(∞)4,5,k of Γ4,5,k can be computed by using the
fact that r1 = [B2(B1B3)
2B2, B1B3] or r2 = [B2(B1B3)
2B2, B1B3A2] belongs
to Γ
(∞)
3,3 . Indeed, if Q1 (resp. Q2) is the group obtained by adding the relator
r1 (resp. r2) to the relators of Γ4,5,k, then [Γ4,5,k : Γ
(∞)
4,5,k] = max(|Q1|, |Q2|).
(For k ≥ 29 we must actually consider the mirrors of r1 and r2). The indices
that we obtain are written in the tables. When the index is 4 we have that
Γ
(∞)
4,5,k = Γ
+
4,5,k.
• For each k ∈ {1, . . . , 60} we get Aut(XΓ+4,5,k) ∼= C2×C2, so Γ4,5,k is the only
(4, 5)-group whose type-preserving subgroup is Γ+4,5,k. Therefore all Γ
+
4,5,k are
pairwise non-conjugate in Aut(T1 × T2) (and thus pairwise non-isomorphic
by [BMZ09, Corollary 1.1.22]).
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Theorem 5.5 (Theorem III(ii)). Let Γ4,5,k (k ∈ {1, . . . , 60}) be one of the (4, 5)-
groups given by Tables 21–22.
• If k ∈ {1, . . . , 32} ∪ {39, . . . , 54}, then Γ+4,5,k is simple.
• If k ∈ {33, . . . , 38} ∪ {55, . . . , 60}, then Γ+4,5,k has a simple subgroup of in-
dex 2.
Moreover, all groups Γ+4,5,k are pairwise non-isomorphic.
Proof. See the discussion above.
Corollary 5.6. For each k ∈ {1, . . . , 32}∪{39, . . . , 54}, there exist two injections
F11 →֒ F3 of free groups such that the simple group Γ+4,5,k is isomorphic to the
amalgamated free product F3 ∗F11 F3.
Proof. Recall that Γ4,5,k(v2) = 〈A1, A2, A3, A4〉, where A1, A2, A3 and A4 are
order 2 elements sending v1 to its four neighbours in T1. Hence, the index 2
subgroup G = Γ+4,5,k(v2) is a free group of rank 3, on the 3 generators A1A2, A1A3
and A1A4. If v
′
2 is a vertex adjacent to v2 in T2, then G
′ = Γ+4,5,k(v
′
2) is also
isomorphic to F3. Moreover, these two point stabilizers G and G
′ generate Γ+4,5,k
so that Γ+4,5,k = G ∗G∩G′ G′. The subgroup G ∩ G′ has index 5 in both G and G′,
so G ∩G′ is free of rank 1 + 5(3− 1) = 11 by the Nielsen-Schreier formula.
Proof of Corollary IV(ii). This is the presentation of Γ+4,5,9 (see Figure 10). In
order to find this presentation, we write x1 = A1A2, x2 = A1A3 and x3 = A1A4 so
that G = Γ+4,5,9(v2) is freely generated by x1, x2 and x3. In the same manner, the
stabilizer G′ = Γ+4,5,9(B1(v2)) of the vertex B1(v2) (which is adjacent to v2 in T2)
is freely generated by y1 = B1A1A2B1, y2 = B1A1A3B1 and y3 = B1A1A4B1. The
subgroup G∩G′ of G has index 5 in G, and the Reidemeister–Schreier method can
be used to find 11 generators of this subgroup (which is isomorphic to F11). After
some computations we came up with the 11 elements of G = 〈x1, x2, x3〉 written
on the left-hand sides of the 11 relations in the presentation. Those 11 elements
also belong to G′ = 〈y1, y2, y3〉, and it then suffices to write them in terms of the
44
4
55 45
4
4
4
4
4
Figure 10: The (4, 5)-group Γ4,5,9
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yi’s. For instance, for x
2
2 ∈ G we have
x22 = (A1A3)
2
= B1(B1(A1A3)
2B1)B1
= B1(A1A3A2A3)B1
= B1(A1A3A2A1A1A3)B1
= B1(X2X
−1
1 X2)B1
= y2y
−1
1 y2
We used the geometric squares defining Γ4,5,9 to find the equality B1(A1A3)
2B1 =
A1A3A2A3.
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Name Squares: A1B1A1B1, A1B2A1B2, A1B3A2B3, A2B1A2B1, A2B2A3B2, A3B1A3B3 + H1(v1) H2(v2) [Γ : Γ(∞)] Aut(XΓ+ )
Γ4,5,1 A1B4A1B4, A1B5A1B5, A2B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,2 A1B4A1B4, A1B5A1B5, A2B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,3 A1B4A1B4, A1B5A3B5, A2B4A2B5, A3B4A4B4, A4B1A4B2, A4B3A4B5 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,4 A1B4A1B4, A1B5A3B5, A2B4A2B5, A3B4A4B4, A4B1A4B5, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,5 A1B4A1B4, A1B5A4B5, A2B4A2B5, A3B4A3B4, A3B5A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,6 A1B4A1B4, A1B5A4B5, A2B4A2B5, A3B4A3B4, A3B5A3B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,7 A1B4A1B4, A1B5A4B5, A2B4A2B5, A3B4A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,8 A1B4A1B4, A1B5A4B5, A2B4A2B5, A3B4A3B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,9 A1B4A1B4, A1B5A4B5, A2B4A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,10 A1B4A1B4, A1B5A4B5, A2B4A3B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,11 A1B4A3B4, A1B5A4B5, A2B4A2B5, A3B5A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,12 A1B4A3B4, A1B5A4B5, A2B4A2B5, A3B5A3B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,13 A1B4A1B5, A2B4A2B4, A2B5A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,14 A1B4A1B5, A2B4A2B4, A2B5A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,15 A1B4A1B5, A2B4A2B4, A2B5A3B5, A3B4A4B4, A4B1A4B2, A4B3A4B5 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,16 A1B4A1B5, A2B4A2B4, A2B5A3B5, A3B4A4B4, A4B1A4B5, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,17 A1B4A1B5, A2B4A2B4, A2B5A4B5, A3B4A3B4, A3B5A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,18 A1B4A1B5, A2B4A2B4, A2B5A4B5, A3B4A3B4, A3B5A3B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,19 A1B4A1B5, A2B4A2B4, A2B5A4B5, A3B4A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,20 A1B4A1B5, A2B4A2B4, A2B5A4B5, A3B4A3B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,21 A1B4A1B5, A2B4A3B4, A2B5A4B5, A3B5A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,22 A1B4A1B5, A2B4A3B4, A2B5A4B5, A3B5A3B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,23 A1B4A1B5, A2B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,24 A1B4A1B5, A2B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,25 A1B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,26 A1B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,27 A1B4A3B5, A2B4A2B4, A2B5A4B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,28 A1B4A3B5, A2B4A2B4, A2B5A4B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Table 21: Some virtually simple (4, 5)-groups containing Γ3,3.
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Name Squares: A1B1A1B1, A1B2A1B2, A1B3A3B3, A2B1A2B1, A2B2A2B3, A3B1A3B2 + H1(v1) H2(v2) [Γ : Γ(∞)] Aut(XΓ+ )
Γ4,5,29 A1B4A1B4, A1B5A2B5, A2B4A4B4, A3B4A3B5, A4B1A4B1, A4B2A4B2, A4B3A4B5 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,30 A1B4A1B4, A1B5A2B5, A2B4A4B4, A3B4A3B5, A4B1A4B1, A4B2A4B5, A4B3A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,31 A1B4A1B4, A1B5A2B5, A2B4A4B4, A3B4A3B5, A4B1A4B2, A4B3A4B5 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,32 A1B4A1B4, A1B5A2B5, A2B4A4B4, A3B4A3B5, A4B1A4B3, A4B2A4B5 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,33 A1B4A1B4, A1B5A4B5, A2B4A3B5, A4B1A4B1, A4B2A4B2, A4B3A4B4 Sym(4) Sym(5) 8 C2 ×C2
Γ4,5,34 A1B4A1B4, A1B5A4B5, A2B4A3B5, A4B1A4B1, A4B2A4B4, A4B3A4B3 Sym(4) Sym(5) 8 C2 ×C2
Γ4,5,35 A1B4A1B4, A1B5A4B5, A2B4A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Alt(5) 8 C2 ×C2
Γ4,5,36 A1B4A1B4, A1B5A4B5, A2B4A3B5, A4B1A4B3, A4B2A4B4 Sym(4) Alt(5) 8 C2 ×C2
Γ4,5,37 A1B4A1B4, A1B5A4B5, A2B4A3B5, A4B1A4B4, A4B2A4B2, A4B3A4B3 Sym(4) Sym(5) 8 C2 ×C2
Γ4,5,38 A1B4A1B4, A1B5A4B5, A2B4A3B5, A4B1A4B4, A4B2A4B3 Sym(4) Alt(5) 8 C2 ×C2
Γ4,5,39 A1B4A2B4, A1B5A4B5, A2B5A2B5, A3B4A3B5, A4B1A4B1, A4B2A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,40 A1B4A2B4, A1B5A4B5, A2B5A2B5, A3B4A3B5, A4B1A4B1, A4B2A4B4, A4B3A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,41 A1B4A2B4, A1B5A4B5, A2B5A2B5, A3B4A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,42 A1B4A2B4, A1B5A4B5, A2B5A2B5, A3B4A3B5, A4B1A4B3, A4B2A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,43 A1B4A1B5, A2B4A2B4, A2B5A3B5, A3B4A4B4, A4B1A4B1, A4B2A4B2, A4B3A4B5 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,44 A1B4A1B5, A2B4A2B4, A2B5A3B5, A3B4A4B4, A4B1A4B1, A4B2A4B5, A4B3A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,45 A1B4A1B5, A2B4A2B4, A2B5A3B5, A3B4A4B4, A4B1A4B2, A4B3A4B5 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,46 A1B4A1B5, A2B4A2B4, A2B5A3B5, A3B4A4B4, A4B1A4B3, A4B2A4B5 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,47 A1B4A1B5, A2B4A2B4, A2B5A3B5, A3B4A4B4, A4B1A4B5, A4B2A4B2, A4B3A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,48 A1B4A1B5, A2B4A2B4, A2B5A3B5, A3B4A4B4, A4B1A4B5, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,49 A1B4A1B5, A2B4A3B4, A2B5A4B5, A3B5A3B5, A4B1A4B1, A4B2A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,50 A1B4A1B5, A2B4A3B4, A2B5A4B5, A3B5A3B5, A4B1A4B1, A4B2A4B4, A4B3A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,51 A1B4A1B5, A2B4A3B4, A2B5A4B5, A3B5A3B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,52 A1B4A1B5, A2B4A3B4, A2B5A4B5, A3B5A3B5, A4B1A4B3, A4B2A4B4 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,53 A1B4A1B5, A2B4A3B4, A2B5A4B5, A3B5A3B5, A4B1A4B4, A4B2A4B2, A4B3A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,54 A1B4A1B5, A2B4A3B4, A2B5A4B5, A3B5A3B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 4 C2 ×C2
Γ4,5,55 A1B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B1, A4B2A4B2, A4B3A4B4 Sym(4) Sym(5) 8 C2 ×C2
Γ4,5,56 A1B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B1, A4B2A4B4, A4B3A4B3 Sym(4) Sym(5) 8 C2 ×C2
Γ4,5,57 A1B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B2, A4B3A4B4 Sym(4) Sym(5) 8 C2 ×C2
Γ4,5,58 A1B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B3, A4B2A4B4 Sym(4) Sym(5) 8 C2 ×C2
Γ4,5,59 A1B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B4, A4B2A4B2, A4B3A4B3 Sym(4) Sym(5) 8 C2 ×C2
Γ4,5,60 A1B4A2B5, A3B4A3B4, A3B5A4B5, A4B1A4B4, A4B2A4B3 Sym(4) Sym(5) 8 C2 ×C2
Table 22: Some virtually simple (4, 5)-groups containing the mirror of Γ3,3.
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5.3 Virtually simple (2n, 2n+ 1)-groups (n ≥ 2)
In §5.2 we gave a list of virtually simple (4, 5)-groups Γ4,5,k. We now construct for
each n ≥ 2 a virtually simple (2n, 2n + 1)-group. For n = 2 we take Γ4,5 = Γ4,5,9,
see Table 21 and Figure 10. For n ≥ 3 we define Γ2n,2n+1 as the (2n, 2n+1)-group
whose geometric squares are:
(1) the 11 geometric squares of Γ4,5;
(2) for each 3 ≤ k ≤ n, the 3 geometric squares A2kB2k+1A1B2k, A2k−1B2kA2k−1B1
and A2k−1B2k+1A2B2k+1, see Figure 11;
(3) all geometric squares AjBkAjBk with j ∈ {1, . . . , 2n} and k ∈ {1, . . . , 2n+1}
such that the corner (Aj , Bk) does not already appear in a geometric square
of (1) or (2).
2k
2k + 12k
2k − 1
2k − 1
2k
2k − 1
2k + 12k + 1
Figure 11: Additional squares in Γ2n,2n+1.
Theorem 5.7 (Theorem V). For each n ≥ 2, Γ2n,2n+1 is a virtually simple
(2n, 2n + 1)-group with H1(v1) ∼= Sym(2n) and H2(v2) ∼= Sym(2n + 1). More-
over, if n ≥ 3 then there is a legal coloring i of T1 such that
• H1 = G(i)({4}, {4}) if n is even;
• H1 = G(i)({0, 2, 3}, {0, 2, 3}) if n is odd.
Proof. The group H1(v1) is generated by the following 2n+1 permutations, which
clearly generate Sym(2n):
B1 : ()
B2 : (A2 A3)
B3 : (A1 A2)
B4 : (A2 A3)
B5 : (A1 A4)(A2 A3)
B2k (3 ≤ k ≤ n) : (A1 A2k)
B2k+1 (3 ≤ k ≤ n) : (A1 A2k)(A2 A2k−1)
For H2(v2) we have the 2n permutations
A1 : (B6 B7)(B8 B9) . . . (B2n B2n+1)
A2 : (B4 B5)
A3 : (B1 B3)(B4 B5)
A4 : (B1 B2)(B3 B4)
A2k−1 (3 ≤ k ≤ n) : (B1 B2k)
A2k (3 ≤ k ≤ n) : (B2k B2k+1)
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The permutations A2, A3, A4 generate Sym(5), and we then get by induction that
the permutations A2, . . . , A2k generate Sym(2k + 1) for each 3 ≤ k ≤ n. In
particular, we have H2(v2) ∼= Sym(2k + 1).
We already know that Γ4,5 is virtually simple. For n ≥ 3, by [BM00a, Proposi-
tion 3.3.2] the groups H1 and H2 are boundary-2-transitive. The NST then implies
that Γ2n,2n+1 is virtually simple.
When n ≥ 3, the group H1 can be computed thanks to the algorithms devel-
oped in §4. We do not give the details here, but it can be seen when computing the
graph G
(1)
Γ2n,2n+1
that the result will only depend on the parity of n. So it suffices
to proceed for n = 3 and n = 4.
5.4 Virtually simple (6, 4n)-groups (n ≥ 2)
Let T1 be the 6-regular tree and T
(n)
2 be the 4n-regular tree for n ≥ 2. The set
of closed subgroups of Aut(T1) carries the Chabauty topology. In this section we
describe a sequence (Γ6,4n)n≥2 of groups, with Γ6,4n being a (6, 4n)-group, such
that proj1(Γ6,4n)→ Aut(T1) in the Chabauty topology when n→∞.
Theorem 5.8 (Theorem VI). Let n ≥ 2 be an integer and let Γ6,4n be the torsion-
free (6, 4n)-group associated to the geometric squares in Figure 12. Then Γ6,4n is
virtually simple, proj1(Γ6,4n) = G(i1)({n}, {n}) for some legal coloring i1 of T1 and
proj2(Γ6,4n) = G(i2)({0}, {0}) for some legal coloring i2 of T (n)2 .
Proof. One easily checks that the geometric squares given in Figure 12 indeed
define a torsion-free (6, 4n)-group. The first four squares correspond to Γ4,4 (see
§5.1), so that Γ4,4 ≤ Γ6,4n. In particular, Γ6,4n is irreducible. If we show that
H1(v1) ≥ Alt(6) and H2(v2) ≥ Alt(4n) (where Ht = projt(Γ6,4n)), then it will fol-
2n 2n2n
2j2j − 1 2j2j − 1 2j2j − 1
j ∈ {2, . . . , n}
2j + 12j 2j + 12j 2j + 12j
j ∈ {2, . . . , n− 1}
Figure 12: The torsion-free (6, 4n)-group Γ6,4n
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low from the NST and [BM00a, Propositions 3.3.1 and 3.3.2] that Γ6,4n is virtually
simple.
The group H1(v1) is generated by the following permutations.
b1 : (a1 a2)(a
−1
1 a
−1
2 )(a3)(a
−1
3 )
b2 : (a1 a2 a
−1
1 a
−1
2 )(a3)(a
−1
3 )
b3 : (a1 a3 a
−1
1 )(a2 a
−1
2 a
−1
3 )
b2j : (a1 a
−1
1 a
−1
3 )(a2 a3 a
−1
2 ) (j ∈ {2, . . . , n− 1})
b2j+1 : (a1 a3 a
−1
1 )(a2 a
−1
2 a
−1
3 ) (j ∈ {2, . . . , n− 1})
b2n : (a1 a
−1
1 a
−1
3 )(a2)(a
−1
2 )(a3)
The permutations induced by b1, b2, b3 and b2n generate Sym(6), so H1(v1) =
Sym(6). For H2(v2) we get:
a1 : (b1 b
−1
1 b
−1
2 )(b2)(b3 b4)(b
−1
3 b
−1
4 ) . . . (b2n−1 b2n)(b
−1
2n−1 b
−1
2n )
a2 : (b1 b2 b
−1
1 )(b
−1
2 )(b3 b
−1
3 )(b2n b
−1
2n )
(b4 b5)(b
−1
4 b
−1
5 ) . . . (b2n−2 b2n−1)(b
−1
2n−2 b
−1
2n−1)
a3 : (b2n b2n−1 . . . b2 b1)(b
−1
2n b
−1
2n−1 . . . b
−1
2 b
−1
1 )
We observe that a21 and a
2
2 induce the permutations (b1 b
−1
2 b
−1
1 ) and (b1 b
−1
1 b2)
respectively, which generate Alt({b1, b−11 , b2, b−12 }). Conjugating this alternating
group by several powers of a3, we obtain all Alt({bi, b−1i , bi+1, b−1i+1}) with i ∈
{1, . . . , 2n − 1}. These alternating groups together generate Alt(2n). As the
permutations induced by a1, a2 and a3 are all even, we get H2(v2) = Alt(2n).
This already implies that H2 = G(i2)({0}, {0}) for some legal coloring i2 of T (n)2 .
There remains to compute H1, using the algorithms developed in §4. The
simplified labelled graph G˜
(1)
Γ6,4n
is a cycle with only one label −1, see Figure 13.
From this graph and via Proposition 4.8, we can compute the values of s
(1)
k (bj) for
j ∈ {1, . . . , 2n} and k ∈ Z≥0:
s
(1)
0 s
(1)
1 s
(1)
2 . . . s
(1)
n−1 s
(1)
n
b2 −1 +1 +1 . . . +1 +1
b3 +1 −1 +1 . . . +1 +1
b4 +1 +1 −1 . . . +1 +1
...
bn+1 +1 +1 +1 . . . −1 +1
bn+2 +1 +1 +1 . . . +1 +1
bn+3 +1 +1 +1 . . . −1 +1
...
b2n +1 +1 −1 . . . +1 +1
b1 +1 −1 +1 . . . +1 +1
From these values we deduce that K(1) = n and
s(1)(H1(v1)) = {(s0, . . . , sn) | sn = 1}.
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2n
+1
+1
−1
+1
4
+1
Figure 13: The simplified labelled graph G˜
(1)
Γ6,4n
.
The groups that can be isomorphic to H1 are thus G(i1)({n}, {n}), G(i1)(Y, Y )∗,
G′(i1)(Y, Y )
∗ and G(i1)(Y
∗, Y ∗) where α(Y ) = {n}. We have Y = {1, 3, . . . , n− 1}
if n is even and Y = {0, 2, . . . , n− 1} if n is odd.
Now let us see which of the four groups is the good one, thanks to Proposi-
tion 4.9. The very first equality in both systems (∗) and (∗∗) comes from the first
and third geometric squares defining Γ6,4n and is x1x2Σ4n = x2x1Σ4n−1, where
Σ4n =
∏
r∈Y s
(1)
r (b
−1
1 ) and Σ4n−1 =
∏
r∈Y s
(1)
r (b
−1
2 ). But from the table above we
can compute that Σ4n 6= Σ4n−1 in any case, so (∗) and (∗∗) have no solution.
Hence H1 = G(i1)({n}, {n}) for some legal coloring i1 of T1.
Proof of Corollary VII. Let n ≥ 2 and define Γ6,4n ≤ Aut(T ) × Aut(T (n)2 ) as in
Proposition 5.8. For v2 ∈ V (T (n)2 ), the group F = proj1(Γ6,4n(v2)) ≤ Aut(T )
is torsion-free and acts simply transitively on the vertices of Aut(T ): it is thus
conjugate to F3 in Aut(T ). Moreover, the full projection proj1(Γ6,4n) ≤ Aut(T )
commensurates F . Indeed, if γ ∈ Γ6,4n then γΓ6,4n(v2)γ−1 = Γ6,4n(γ(v2)) so
Γ6,4n(v2) ∩ γΓ6,4n(v2)γ−1 is nothing else than the fixator of v2 and γ(v2) in Γ6,4n.
This is a finite index subgroup of Γ6,4n(v2) as wanted. Hence, the closure of the
commensurator of F3 in Aut(T ) contains G(i(n))({n}, {n}) for some legal color-
ing i(n) of T (see Proposition 5.8). The conclusion follows from the fact that⋃
n≥2G(i(n))({n}, {n}) is dense in Aut(T ).
6 About products of three trees
We finally prove Theorem VIII, which deals with products of three trees.
Proof of Theorem VIII. Suppose that such a group Γ exists. Let us consider Γ(v3),
the fixator of v3 in T3. The group Γ
′ = proj1,2(Γ(v3)) ≤ Aut(T1) × Aut(T2) acts
simply transitively on the vertices of T1×T2, i.e. it is a (6, 6)-group. By hypothesis,
proj1,3(Γ) is dense in H1 ×H3, so proj1,3(Γ(v3)) is dense in H1 ×H3(v3) (because
H3(v3) is open in H3). Taking images under the continuous map proj1, we get that
proj1(Γ(v3)) is dense in H1, i.e. proj1(Γ
′) = H1. Similarly, we have proj2(Γ
′) = H2.
We deduce in particular that Γ′ is an irreducible (6, 6)-group whose local actions
on T1 and T2 contain Alt(6). The last hypothesis also implies that the values τ1
and τ2 associated to Γ
′ are both equal to zero.
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As can be read from Tables 12 and 14, there are 23225 equivalence classes of
irreducible (6, 6)-groups with τ1 = τ2 = 0 and H1(v1), H2(v2) ≥ Alt(6). We indeed
have 2240 such groups that are torsion-free and 20985 such groups with torsion.
There remains to prove that none of those 23225 groups can be equal to Γ′.
Let γ be an element of Γ′. It induces a permutation of the six neighbors of
v2. Since all elements of Sym(6) have order ≤ 6, there exists o ∈ {4, 5, 6} such
that γo fixes B(v2, 1) in T2. If Qγo is the group obtained by adding the relation
γo = 1 to the presentation of Γ′, then we have a natural surjection Qγo → H3(v3).
Now recall that, if γo is non-trivial, then Qγo is a finite group by the Normal
Subgroup Theorem. Also, H3(v3) is isomorphic to Alt(6) or Sym(6) by hypothesis.
Hence, for each of the 23225 groups mentioned above and for each generator
g ∈ {a1, a2, a3, b1, b2, b3} we can compute (with GAP) the groups Qgo for each
o ∈ {4, 5, 6} and check if one of these three finite groups surjects onto Alt(6) or
Sym(6). If the answer is no for one of the six generators, then that group can be
excluded.
We could check this condition on all 23225 groups, and the answer is clear:
none of them satisfies the condition.
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A Almost simplicity of commensurators of free
groups – by Pierre-Emmanuel Caprace
Parfois le vacarme des espaces infinis
Effrayait un peu les humains
Qui se trainaient pe´niblement
A toute allure
Sur la voie lacte´e du progre`s
Quand dans leur champ visuel
Un arbre surgissait encore
(Jacques Pre´vert, Arbres, 1976)
A.1 Introduction
Let G be a group and Γ ≤ G be a subgroup. The group of relative commen-
surators (or simply the relative commensurator) of Γ in G is defined as the
set
CommG(Γ) = {g ∈ G | [Γ : Γ ∩ gΓg−1] <∞}.
It is a subgroup of G containing the normalizer NG(Γ).
Let m ≥ 3, let Wm be the free Coxeter group of rank m, i.e. the free
product of m copies of the cyclic group of order 2, and T be the m-regular tree,
viewed as a Cayley tree of Wm. Let also Aut(T )
+ be the index 2 subgroup of
the full automorphism group Aut(T ) consisting of the automorphisms preserving
the canonical bipartition of T . In [LMZ94, Remark 2.12(i)], Lubotzky–Mozes–
Zimmer emphasize the open problem asking whether the relative commensurator
CommAut(T )+(Wm) is a simple group. That problem is notably motivated by the
analogy between the properties of tree lattices and lattices in rank one simple Lie
groups, illustrated by numerous results (see [BL01]). The relative commensurator
group CommAut(T )+(Wm) could be compared with CommPSL2(R)(PSL2(Z)), which
coincides with the simple group PSL2(Q). Our first goal is to show that the
relative commensurator group CommAut(T )+(Wm) enjoys the weaker property of
being almost simple. In order to define that notion, we recall that a group G is
called monolithic if the intersection of all non-identity normal subgroups of G
is non-trivial. That intersection is then called the monolith of G; it is denoted
by Mon(G). The group G is called almost simple if G is monolithic and if
its monolith is a non-abelian simple group. Thus, if G is almost simple, then the
natural conjugation action of G on its monolith S = Mon(G) is injective, and after
identifying G with its image in Aut(S), we obtain S ∼= Inn(S) ≤ G ≤ Aut(S).
Conversely, given a non-abelian simple group S, any group G with S ∼= Inn(S) ≤
G ≤ Aut(S) is almost simple. The term almost simple is standard in finite group
theory; its use in the study of infinite groups is less frequent.
Theorem A.1. Let m ≥ 3 and Cm = CommAut(T )(Wm) be the relative commen-
surator of the free Coxeter group Wm of rank m in the automorphism group of its
Cayley tree T . Then:
(i) Cm is almost simple.
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(ii) The simple monolith Mon(Cm) contains a finite index subgroup of Wm.
(iii) The closure of Mon(Cm) in Aut(T ) coincides with Aut(T )
+.
(iv) Mon(Cm) is not finitely generated.
This readily implies that CommAut(T )+(Wm), which is an index 2 subgroup of
Cm, is almost simple. Theorem A.1 also implies that for any d ≥ 2, the relative
commensurator group CommAut(T2d)(Fd) of the free group Fd in the automorphism
group of its Cayley tree T2d is almost simple, since Fd and W2d both contain F2d−1
as a subgroup of index 2, and are thus commensurate in Aut(T2d).
Denoting the monolith of Cm = CommAut(T )(Wm) by Sm, we emphasize that
{Sm}m≥3 constitutes an infinite family of pairwise non-isomorphic simple groups.
Indeed, this follows from the Commensurator Rigidity Theorem in [Mon06, The-
orem A.1] or [GKM08, Theorem 8.1]. The fact that the full commensurator
groups Cm are pairwise non-isomorphic for distinct values of m was established in
[LMZ94, Corollary 2]. Moreover, Commensurator Rigidity implies that Aut(Sm)
coincides with NAut(T )(Sm). I do not know whether the latter group coincides
with Cm; similarly, [LMZ94, Corollary 2] ensures that Aut(Cm) = NAut(T )(Cm)
and, as pointed out in [LMZ94], it is an open problem to determine whether
NAut(T )(Cm) = Cm. Note that Sm is a characteristic subgroup of Cm, so that
NAut(T )(Cm) ≤ NAut(T )(Sm).
Another open problem, popularized by A. Luboztky, asks whether the group
of abstract commensurators of the free group Fd of rank d ≥ 2 is simple. We recall
that for any group Γ, the group Comm(Γ) of abstract commensurators of Γ is
defined as the quotient of the set of all pairs (Γ0, α0) consisting of a finite index
subgroup Γ0 ≤ Γ and an injective homorphism α0: Γ0 → Γ whose image is of finite
index, by the equivalence relation identifying pairs (Γ0, α0) and (Γ1, α1) such that
α0 and α1 coincide on a finite index subgroup of Γ0 ∩ Γ1. The group Comm(Γ)
was introduced in [BK90, Section 6, Appendix B], where the idea of the concept is
attributed to J.-P. Serre and W. Neumann. We contribute to Luboztky’s question
by establishing the following abstract companion to Theorem A.1.
Theorem A.2. Let d ≥ 2 and A = Comm(Fd) be the group of abstract com-
mensurators of the free group Fd. We identify Fd with its natural image in A.
Then:
(i) A is almost simple.
(ii) Mon(A) contains a finite index subgroup of Fd.
(iii) Mon(A) is not finitely generated.
Since F2 and Fd are abstractly commensurable, we have in fact Comm(F2) =
Comm(Fd) for all d ≥ 2. Hence Theorem A.2 affords a single simple group up to
isomorphism, which contrasts with Theorem A.1. In fact the simple group Mon(A)
is the largest one, in the sense that the natural homomorphism Cm → A induces
an embedding Sm → Mon(A) for every m ≥ 3 (see Remark A.7 below).
The main ingredient in the proofs of Theorems A.1 and A.2 is the existence of
simple subgroups of A and Cm containing a finite index subgroup of Fd and Wm
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respectively. In the case of A, such a simple group is provided by PSL2(Q). In
the case of Cm, we rely on Radu’s Theorem V.
An important result on the normal subgroup structure of relative commensura-
tors of lattices in general locally compact groups is established by D. Creutz and
Y. Shalom [CS14, Theorem 1.1]; it implies notably that any non-trivial normal
subgroup of Cm contains a finite index subgroup of Wm. However, the proof of
Theorem A.1 does not require to invoke that result.
A.2 A criterion of almost simplicity
Let G be a group and Γ ≤ G be a subgroup. The relative commensurator group of
Γ in G was defined in the introduction. We also define the FC-centralizer of Γ in
G as the set FCG(Γ) of those g ∈ G which centralize a finite index subgroup of Γ. It
is easy to check that FCG(Γ) is a normal subgroup of CommG(Γ). It coincides with
the kernel of the natural homomorphism of CommG(Γ) to the group Comm(Γ) of
abstract commensurators of Γ.
Lemma A.3. Let G be a group, Γ ≤ G be a subgroup and let N ≤ CommG(Γ) be
such that Γ ≤ NG(N). If N ∩ Γ = {1}, then N ≤ FCG(Γ).
Proof. Let x ∈ N . Since x commensutares Γ, there is a finite index subgroup
Γ0 ≤ Γ such that xΓ0x−1 ≤ Γ. Since Γ0 normalizes N , it follows that for all γ ∈ Γ0,
the commutator [x, γ] is contained in the intersection N∩Γ. The latter being trivial
by hypothesis, we infer that x commutes with Γ0. Thus x ∈ FCG(Γ).
We say that a subgroup Γ of a group G is a commensurated subgroup of G
if CommG(Γ) = G.
Lemma A.4. Let G be a non-trivial group and Γ be a commensurated subgroup
such that FCG(Γ) = {1}. Suppose that G has a simple subgroup B containing a
finite index subgroup of Γ. Then G is almost simple, and the monolith Mon(G)
coincides with the normal closure of B in G. In particular Mon(G) contains a
finite index subgroup of Γ.
Proof. Let N be a non-identity normal subgroup of G. By hypothesis, we have
[Γ : B∩Γ] <∞. Thus FCG(B∩Γ) = FCG(Γ) = {1}. By Lemma A.3, this implies
that N ∩B∩Γ is non-trivial. In particular N ∩B is non-trivial. Since B is simple,
we obtain N ≥ B. Therefore G is monolithic and Mon(G) ≥ B.
The group B ∩ Γ is a commensurated subgroup of Mon(G), and its FC-
centralizer is trivial. By the first part of the proof, the monolith of Mon(G) is
thus monolithic, and its monolith contains B. Since Mon(Mon(G)) is a charac-
teristic subgroup of Mon(G), it is normal in G. Thus Mon(Mon(G)) = Mon(G).
This proves that Mon(G) is simple.
It remains to show that Mon(G) is not abelian. If Mon(G) were abelian,
then B, hence Γ, would be finite. This would imply that G = FCG(Γ) = {1},
contradicting the hypothesis that G is non-trivial.
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A.3 Proofs of Theorems A.1 and A.2
We will rely on Theorem V to verify the hypotheses of Lemma A.4. In order to
cover the trivalent tree, we need the following result relying on arithmetic groups.
Proposition A.5. Let W3 = C2 ∗C2 ∗C2 be the free Coxeter group of rank 3 and
T3 be its Cayley tree. Then CommAut(T3)(W3) contains a simple subgroup B such
that [W3 : B ∩W3] <∞.
Proof. Let K = Q(
√
2) and let H = (−1,−1)K be the Hamilton quaternion
algebra over K. The set R∞ of the infinite places of the field K contains exactly
two elements (coming from the two embeddings K → R), and for each v ∈ R∞,
the algebra H ⊗K Kv is a division algebra (it is a subalgebra of the Hamilton
quaterions over R). Moreover, for any finite place v of K, the algebra H ⊗K Kv
splits, i.e. it is isomorphic to the matrix algebraM2(Kv). This follows from [Jac89,
Propositions 9.13 and 9.14]. We may thus invoke the main result of [Mar80],
ensuring that the quotient B = SL1(H)/Z of the group of reduced norm one
elements SL1(H) by its center is simple.
On the other hand, considering the 2-adic place, we obtain an embedding
ϕ: SL1(H)/Z → PGL2(Q2(
√
2)).
Since Q2(
√
2) is a totally ramified extension of Q2, its residue field has order 2,
so that the Bruhat–Tits tree of PGL2(Q2(
√
2)) is the trivalent tree. Moreover,
by [Mar91, Lemma I.3.1.1(v) and Theorem 3.2.7(b)], the group ϕ(SL1(H)/Z)
contains a cocompact lattice of PGL2(Q2(
√
2)) as a commensurated subgroup.
The latter lattice must be commensurable with W3 by [BK90, Commensurability
Theorem]. The desired result follows.
We now collect the relevant information from Theorem V and Proposition A.5
that we shall need for the proof of Theorem A.1.
Corollary A.6. Let m ≥ 3 and Cm = CommAut(T )(Wm). Then Cm contains a
simple subgroup B such that [Wm : B ∩Wm] <∞.
Furthermore, for m ≥ 6, the simple group B can be chosen finitely gener-
ated, and such that the Schlichting completion G = B/B ∩Wm is a simple group
containing an infinite pro-p subgroup for every prime p < m− 1.
Proof. For m = 3, we invoke Proposition A.5 and the conclusion follows. For m ≥
4 we set n = ⌊m
2
⌋ and consider the virtually simple lattice Γ2n,2n+1 ≤ Aut(T2n)×
Aut(T2n+1) afforded by Theorem V, where Td is the d-regular tree. Let also Γ
(∞)
2n,2n+1
be its simple subgroup of finite index. Let m′ = m+1 if m is even and m′ = m−1
if m is odd. For every vertex v of Tm′ , the group Γ
(∞)
2n,2n+1 commensurates the
stabilizer Γ
(∞)
2n,2n+1(v). Moreover, denoting by B and Γ the respective projections
of Γ
(∞)
2n,2n+1 and Γ
(∞)
2n,2n+1(v) to Aut(Tm), we deduce that B is a simple subgroup of
Aut(Tm) which commensurates the cocompact lattice Γ < Aut(Tm). Since Γ and
Wm are commensurable by [BK90, Commensurability Theorem], we may assume,
upon replacing B by a conjugate, that B ≤ Cm.
Let us now assume that m ≥ 6 and consider the Schlichting completion G =
B/B∩Wm. By [CM09, Lemma 5.16] (or [SW13, Lemma 3.6]), the locally compact
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group G is isomorphic to the closure of the projection of B ≤ Aut(Tm)×Aut(Tm′)
to Aut(Tm′). Hence, we deduce from Theorems 5.7 and 2.3 that G belongs to the
collection G ′(i). Therefore it contains an infinite pro-p subgroup for every prime
p < m′. Moreover every member of G ′(i) is virtually simple (see Theorem 2.2), and
since B is simple and dense in G, it follows that every finite quotient of G must
be trivial. Thus G is simple.
Proof of Theorem A.1. Every finite index subgroup Γ ofWm is a cocompact lattice
in Aut(T ), acting minimally. Therefore the centralizer CAut(T )(Γ) is trivial by
[BL01, Proposition 6.5]. This shows that FCAut(T )(Wm) = {1}. By Corollary A.6,
the hypotheses of Lemma A.4 are satisfied. This proves (i) and (ii).
By [BK90, Corollary 4.25], the group Cm is dense in Aut(T ). Thus the clo-
sure Mon(Cm) is a non-trivial closed normal subgroup of Aut(T ). Tits’ simplic-
ity theorem [Tit70, Theorem 4.5] then implies that Mon(Cm) ≥ Aut(T )+, hence
Mon(Cm) = Aut(T )
+ since otherwise Mon(Cm) would have a non-trivial quotient
of order 2. This proves (iii).
It remains to prove that the simple group S = Mon(Cm) is not finitely gener-
ated. Suppose for a contradiction that it is. Let then G = S/Γ∩S be the Schlicht-
ing completion of the pair (S,Γ ∩ S) (see [SW13, §3]). Then G is a compactly
generated totally disconnected locally compact group. Moreover, the diagonal
embedding
S → Aut(T )+ ×G
maps S to a cocompact lattice with dense projections in the product group
Aut(T )+ × G (see [CM09, Lemma 5.15]). Now the fact that G is compactly
generated and that S is cocompact in the product Aut(T )+ ×G implies that the
compact open subgroups of Aut(T )+ are topologically finitely generated profinite
groups (see the proof of [BMZ09, Proposition 1.1.2]). This is absurd, since a ver-
tex stabilizer in Aut(T )+ maps continuously onto the infinite Cartesian product∏
N
C2, which is not finitely generated. This proves (iv).
Remark A.7. As noticed in the proof above, we have FCAut(T )(Wm) = {1}, so
that FCCm(Wm) = {1}. Thus the natural map Cm → Comm(Wm) is injective. By
Lemma A.4, it follows that Mon(Comm(Wm)) is the normal closure of the image
of the simple group Sm in Comm(Wm). As noticed in the introduction, for all
d ≥ 2 we have Comm(F2) = Comm(Fd) = Comm(W2d). Thus the simple group
Sm embeds in Mon(Comm(F2)) for every m ≥ 3 by Lemma A.4.
To complete the proof of Theorem A.2, we need the following basic property
of Schlichting completions.
Lemma A.8. Let Λ be a group and Γ ≤ Λ be a commensurated subgroup. Let also
H be a totally disconnected locally compact group and ϕ: Λ → H be a homomor-
phism such that ϕ(Γ) is compact. Then ϕ(Λ) has a compact normal subgroup K
such that the natural map Λ → ϕ(Λ)/K extends to a continuous homomorphism
with dense image Λ/Γ→ ϕ(Λ)/K.
Proof. By [Cap09, Lemma 3.1], the compact group ϕ(Γ) is contained in some
compact open subgroup L of H . Let Γ1 = ϕ
−1(L). Then Γ1 is a commensurated
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subgroup of Λ, and we have Γ ≤ Γ1. By [SW13, Lemmas 3.5 and 3.6], the group
ϕ(Λ) has a compact normal subgroup K such that the quotient ϕ(Λ)/K is isomor-
phic to the Schlichting completion Λ/Γ1. Moreover, by [SW13, Lemma 3.8(1)],
the natural map Λ → Λ/Γ1 extends to a continuous homomorphism with dense
image Λ/Γ→ Λ/Γ1 ∼= ϕ(Λ)/K.
Proof of Theorem A.2. We first recall that, as pointed out in the introduction, we
have Comm(Fd) = Comm(F2) for all d ≥ 2.
The simple group B = PSL2(Q) commensurates its finitely generated virtually
free subgroup Γ = PSL2(Z). Thus we have a natural homomorphism ϕ:B →
Comm(Γ). The kernel of ϕ is the FC-centralizer FCB(Γ). Notice that FCPSL2(R)(Γ)
is trivial, since every finite index subgroup of Γ is a lattice in PSL2(R), and thus
has a trivial centralizer by the Borel density theorem. In particular ϕ is injective.
This implies that Comm(Γ) = Comm(F2) has a simple subgroup isomorphic to
PSL2(Q) containing a finite index subgroup of F2. By the very definition, the FC-
centralizer of Γ in Comm(Γ) is trivial. The assertions (i) and (ii) thus follow from
Lemma A.4. Alternatively, we could have verified the hypotheses of Lemma A.4
using Theorem A.1, see Remark A.7.
In order to prove (iii), we set A = Comm(Γ) and S = Mon(A). Suppose for
a contradiction that the simple group S is finitely generated. Let G = S/Γ ∩ S
be the Schlichting completion and ϕ:S → G be the natural homomorphism. By
[CRW17, Proposition 3.6(iii)], the fact that S is a finitely generated simple group
implies that there is compactly generated topologically simple totally disconnected
locally compact group H and a continuous surjective homomorphism π:G→ H .
Since Fd is abstractly commensurable with the free Coxeter group Wm of rank
m for every m, we have A = Comm(Wm). We consider the finitely generated
simple group Bm afforded by Corollary A.6 and let Gm = Bm/Bm ∩Wm be the
corresponding Schlichting completion. By Corollary A.6, the group Gm is simple
and contains an infinite pro-p subgroup for every prime p < m−1, providedm ≥ 6.
We next deduce from Lemma A.4 and Remark A.7 that S contains a copy of
the simple group Bm for all m ≥ 6. We shall thus view Bm as a subgroup of S.
In view of Lemma A.8, the closure π(ϕ(Bm)) of the image of Bm in H has
a compact normal subgroup K, and there is a continuous homomorphism with
dense image
Gm → π(ϕ(Bm))/K.
Notice that the latter quotient cannot be trivial, since otherwise π(ϕ(Bm)) would
be compact, which is absurd since Bm is an infinite simple group, hence not residu-
ally finite. Since Gm is simple, the continuous homomorphism Gm → π(ϕ(Bm))/K
is injective. Therefore H contains an infinite pro-p subgroup for every prime
p < m − 1. Since this argument is valid for every m ≥ 6, we infer that H
contains an infinite pro-p subgroup for every prime p. However, by [CRW17,
Theorems 4.14 and 5.3], a compactly generated topologically simple totally dis-
connected locally compact group can contain an infinite pro-p subgroup for only
finitely many primes. This is a contradiction.
66
References
[BK90] Hyman Bass and Ravi Kulkarni, Uniform tree lattices, J. Amer. Math.
Soc. 3 (1990), no. 4, 843–902.
[BK17] Ievgen Bondarenko and Bohdan Kivva, Automaton groups and complete
square complexes, Preprint: arXiv:1707.00215.
[BL01] Hyman Bass and Alexander Lubotzky, Tree lattices, Progr. Math., vol.
176, Birkha¨user Boston, Inc., Boston, 2001, With appendices by Bass,
L. Carbone, Lubotzky, G. Rosenberg and J. Tits.
[BM00a] Marc Burger and Shahar Mozes, Groups acting on trees: from local to
global structure, Inst. Hautes E´tudes Sci. Publ. Math. 92 (2000), 113–
150.
[BM00b] , Lattices in products of trees, Inst. Hautes E´tudes Sci. Publ.
Math. 92 (2000), 151–194.
[BMZ09] Marc Burger, Shahar Mozes, and Robert J. Zimmer, Linear represen-
tations and arithmeticity of lattices in products of trees, Essays in ge-
ometric group theory, Ramanujan Math. Soc. Lect. Notes Ser., vol. 9,
Ramanujan Math. Soc., Mysore, 2009, pp. 1–25.
[BS06] Uri Bader and Yehuda Shalom, Factor and normal subgroup theorems
for lattices in products of groups, Invent. Math. 163 (2006), 415–454.
[Cap09] Pierre-Emmanuel Caprace, Amenable groups and Hadamard spaces with
a totally disconnected isometry group, Comment. Math. Helv. 84 (2009),
no. 2, 437–455.
[Cap17] , Finite and infinite quotients of discrete and indiscrete groups,
Preprint: arXiv:1709.05949.
[CM09] Pierre-Emmanuel Caprace and Nicolas Monod, Isometry groups of non-
positively curved spaces: discrete subgroups, J. Topol. 2 (2009), no. 4,
701–746.
[CRW17] Pierre-Emmanuel Caprace, Colin D. Reid, and George A. Willis, Locally
normal subgroups of totally disconnected groups. Part II: Compactly gen-
erated simple groups, Forum Math. Sigma 5 (2017), e12, 1–89.
[CS14] Darren Creutz and Yehuda Shalom, A normal subgroup theorem for
commensurators of lattices, Groups Geom. Dyn. 8 (2014), no. 3, 789–
810.
[CW17] Pierre-Emmanuel Caprace and Phillip Wesolek, Indicability, residual
finiteness, and simple subquotients of groups acting on trees, Preprint:
arXiv:1708.04590.
67
[GKM08] Tsachik Gelander, Anders Karlsson, and Gregory A. Margulis, Super-
rigidity, generalized harmonic maps and uniformly convex spaces, Geom.
Funct. Anal. 17 (2008), no. 5, 1524–1550.
[Jac89] Nathan Jacobson, Basic algebra. II, second ed., W. H. Freeman and
Company, New York, 1989.
[JW09] David Janzen and Daniel T. Wise, A smallest irreducible lattice in the
product of trees, Algebr. Geom. Topol. 9 (2009), no. 4, 2191–2201.
[KR02] Jason S. Kimberly and Guyan Robertson, Groups acting on products of
trees, tiling systems and analytic K-theory, New York J. Math. 8 (2002),
111–131.
[Liu94] Ying-Sheng Liu, Density of the commensurability groups of uniform tree
lattices, J. Algebra 165 (1994), no. 2, 346–359.
[LMZ94] Alexander Lubotzky, Shahar Mozes, and Robert J. Zimmer, Superrigid-
ity for the commensurability group of tree lattices, Comment. Math.
Helv. 69 (1994), no. 4, 523–548.
[Mar80] Gregory A. Margulis, Multiplicative groups of a quaternion algebra over
a global field, Dokl. Akad. Nauk SSSR 252 (1980), no. 3, 542–546.
[Mar91] , Discrete subgroups of semisimple Lie groups, Ergeb. der Math.
(3), vol. 17, Springer-Verlag, Berlin, 1991.
[Mon06] Nicolas Monod, Superrigidity for irreducible lattices and geometric split-
ting, J. Amer. Math. Soc. 19 (2006), no. 4, 781–814.
[Neu73] Peter M. Neumann, The SQ-universality of some finitely presented
groups, J. Austral. Math. Soc. 16 (1973), no. 1, 1–6.
[Rad17] Nicolas Radu, A classification theorem for boundary 2-transitive auto-
morphism groups of trees, Invent. Math. 209 (2017), no. 1, 1–60.
[Rat04] Diego Rattaggi, Computations in groups acting on a product of trees:
normal subgroup structures and quaternion lattices, Ph.D. thesis, ETH
Zu¨rich, 2004.
[Ser77] Jean-Pierre Serre, Arbres, amalgames, SL2, Aste´risque, vol. 46, Socie´te´
Mathe´matique de France, Paris, 1977 (French).
[SW13] Yehuda Shalom and George A. Willis, Commensurated subgroups of
arithmetic groups, totally disconnected groups and adelic rigidity, Geom.
Funct. Anal. 23 (2013), no. 5, 1631–1683.
[Tit70] Jacques Tits, Sur le groupe des automorphismes d’un arbre, Essays on
topology and related topics (Me´moires de´die´s a` Georges de Rham),
Springer, New York, 1970, pp. 188–211 (French).
68
[Tro07] Vladimir I. Trofimov, Vertex stabilizers of graphs and tracks, I, Euro-
pean J. Combin. 28 (2007), no. 2, 613–640.
[Vig80] Marie-France Vigne´ras, Arithme´tique des alge`bres de quaternions, Lec-
ture Notes in Math., vol. 800, Springer, Berlin, 1980.
[Wei79] Richard M. Weiss, Groups with a (B,N)-pair and locally transitive
graphs, Nagoya Math. J. 74 (1979), 1–21.
69
