Abstract. The asymptotic behaviors of a class of delayed Hopfield neural networks are investigated. By applying the property of nonnegative matrix and an integral inequality, some novel sufficient conditions are derived to ensure the existence of the global attracting set and the stability in a Lagrange sense for the considered networks. Finally, a numerical example is given to demonstrate the effectiveness of our theoretical result. Our criteria are easily tested by Matlab LMI Toolbox.
Introduction Preliminaries
The well-known Hopfield neural networks were firstly introduced by Hopfield in early 1980s. Since then, both the mathematical analysis and practical applications of Hopfield neural networks have gained considerable research attention. Hopfield neural networks have already been successfully applied in many different areas such as combinatorial optimization, knowledge acquisition and pattern recognition. Such applications strongly depend on the stability of the equilibrium point of the networks [1] [2] [3] [4] [5] [6] . But the equilibrium point sometimes does not exist in many real physical systems. Therefore, a number of scholars pay their attention to study the attracting sets of the neural networks with delays and the estimate for the domain of attraction of the origin is given [7] [8] [9] [10] .
On the other hand, an inequality technique is an important researching tool in studying differential equation, see [11] [12] [13] . However, the equalities mentioned above are ineffective for the existence of the global attracting set of the following Hopfield neural networks with delays ( , ] t −∞ . So we will give an integral inequality which is effective for system (1.1) and derive the sufficient conditions to ensure the existence of the global attracting set and the stability in a Lagrange sense for system (1.1). 
t x t b t f x t c t f x t I t x s s s t i n
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Preliminaries
Before finishing this section, we introduce the following assumptions, definitions and lemmas. Definition 2. Ω is said to be a global attracting set of system (1.1), if there exists a compact set 
Lemma 1. ( [14]) For any nonegative matrix
n n Proof. Using the variation of parameter formula and 1 ( ) A , we obtain for any Next, we will show thatδ ∈ Ω . 
that is, δ ∈ Ω . Therefore, the set Ω is a global attracting set of system (1.1), which also shows that system (1.1) is globally stable in a Lagrange sense.
Example 1.
Consider system (1.1) with
Obviously, 
Conclusion
Based on a integral inequality and the property of nonnegative matrix, we obtain some sufficient conditions to ensure the Lagrange stability and the existence of the global attracting set of a class of Hopfield neural networks with delays. The methods of this paper can also be used to study the globally asymptotical stability of equilibrium point. Finally, an example is given to show the effectiveness of our result.
