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The spinel FeSc2S4 has been proposed to realize a near-critical spin-orbital singlet (SOS) state,
where entangled spin and orbital moments fluctuate in a global singlet state on the verge of spin
and orbital order. Here we report powder inelastic neutron scattering measurements that observe
the full bandwidth of magnetic excitations and we find that spin-orbital triplon excitations of an
SOS state can capture well key aspects of the spectrum in both zero and applied magnetic fields
up to 8.5 T. The observed shift of low-energy spectral weight to higher energies upon increasing
applied field is naturally explained by the entangled spin-orbital character of the magnetic states,
a behavior that is in strong contrast to spin-only singlet ground state systems, where the spin gap
decreases upon increasing applied field.
When magnetic ions posses an orbital degeneracy in
addition to spin, the combined effects of the on-site spin-
orbit coupling and the inter-site magnetic exchange in-
teractions have been theoretically proposed to stabilize
correlated states with entangled spin-orbital character
and novel quasiparticles [1, 2]. Generally such physics
is not directly experimentally accessible as symmetry-
lowering Jahn-Teller (JT) structural distortions [3] tend
to lift orbital degeneracy leaving a spin-only degree of
freedom. However, in the case of relatively strong spin-
orbit coupling, or certain crystal structures where JT dis-
tortions are inhibited by the lattice geometry, spin-orbit
entanglement can become manifest. For d4 [2] and d6 [4]
transition metal ions in certain high-symmetry crystal
environments the single-ion ground state is a spin-orbit
entangled Jeff = 0 singlet with an excited Jeff = 1 triplet
at higher energy. In this case, a theoretically-proposed
phase diagram [1] as a function of the ratio x of mag-
netic exchange couplings to the singlet-triplet gap λ is
shown in Fig. 1. Cooperative spin and orbital order is
expected for x > xc, with a novel amplitude (“Higgs”)
mode for x & xc [2, 5] and entangled spin-orbital fluc-
tuations present at the critical point xc. In the regime
of moderate exchange interactions, x . xc, spins and or-
bitals are expected to be strongly fluctuating in a quan-
tum paramagnetic state denoted as a “spin-orbital sin-
glet” (SOS), with strong correlations between sites [1].
Even though the SOS state has no spin or orbital order, it
supports quasiparticles, so called “spin-orbital triplons”
(or “spin-orbitons” [6]), corresponding to isotropically-
polarized, spin and orbital density wave packets that can
propagate coherently across the lattice.
The spinel FeSc2S4 has been proposed [1, 7, 8]
as a unique candidate to display a SOS state with
intermediate-strength exchange interactions (x . xc)
FIG. 1. (Color online). Generic phase diagram as a func-
tion of x = J2/λ [1] with location of FeSc2S4 indicated
by the vertical arrow. Labels SOS, QC and Ordered stand
for spin-orbital singlet, quantum critical, and spin and or-
bitally ordered, respectively. Solid/dashed line indicates a
phase transition boundary/crossover. Inset shows Fe2+ ions
in FeSc2S4 are locally coordinated by a regular tetrahedron
(red shaded polyhedron) of S2− atoms (yellow balls) and are
arranged in two FCC sublattices (light/dark red balls) with
intra-sublattice NN AFM exchange J2.
that bring it almost on the verge of spin and orbital or-
der. It is the only known system to explore the physics of
highly-dispersive spin-orbital triplons, that may be close
to spin-orbital quantum criticality. Here we report inelas-
tic neutron scattering (INS) measurements over the full
bandwidth of the magnetic excitations and we find good
agreement with the expected spectrum of spin-orbital
triplons of a near-critical SOS state. In applied magnetic
field we observe a striking shift of the low-energy spec-
tral weight to higher energies, a direct fingerprint of the
entangled spin-orbital character of the magnetic states.
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2FeSc2S4 has a cubic crystal structure with space group
Fd3¯m (no. 227) and lattice parameter a = 10.51 A˚ at
300 K [9]. Fe2+ ions are tetrahedrally-coordinated by
S2− and in this crystal field of cubic symmetry the one-
electron d orbital states of Fe2+ are split into a lower e-
doublet and upper t2-triplet. Hund’s coupling stabilizes
a high-spin (S = 2) state, e3t32, with a two-fold orbital
degeneracy. The atomic spin-orbit interaction λ0L · S
lifts this two-fold orbital and five-fold spin degeneracy to
stabilize a SOS ground state with wavefunction [4]
1√
2
|3z2 − r2〉|0〉+ 1
2
|x2 − y2〉 (| − 2〉+ |+ 2〉) , (1)
where for each term the first ket gives the (multi-electron)
orbital state and the second ket the Sz eigenvalue. The
first excited state is a triplet above a gap λ and local
singlet-triplet transitions then form the key ingredient
from which coherently-propagating triplons develop in
the presence of inter-site exchange interactions.
Previous susceptibility, specific heat and NMR mea-
surements on FeSc2S4 [7, 10] showed no clear anomalies
indicative of spin or orbital order in spite of strong mag-
netic interactions manifested by a large antiferromag-
netic (AFM) Curie-Weiss temperature of −45 K, indicat-
ing that the material may indeed be in the SOS phase.
INS studies [8] focusing on the very low energy dynamics
indicated that the dominant magnetic interaction is an
AFM exchange J2 between spins located at next-nearest
neighbor (NNN) sites. This splits the diamond lattice
into two magnetically-decoupled, frustrated FCC lattices
(light/dark sites in Fig. 1), where J2 acts on NN bonds.
We have probed the magnetic excitations using INS
measurements first in zero magnetic field and at temper-
atures 2.2-50 K using the direct-geometry, time-of-flight
spectrometer MERLIN at the ISIS neutron source [12].
The sample was a 4 g powder of FeSc2S4 synthesized as
described in [11] and used in previous thermodynamic
and diffraction studies [7]. The INS intensities were con-
verted into absolute units by normalization to data mea-
sured on a vanadium standard. For incident neutrons of
energy Ei = 15 meV the covered phase space observed
the full bandwidth of magnetic excitations, which showed
prominent dispersions with a bandwidth extending to
around 4 meV at the lowest temperatures, as shown in
Fig. 2(a). The high-temperature data was used to pa-
rameterize and subtract the non-magnetic background
(as described in [11]), such that Fig. 2(a) shows the mag-
netic signal only. Within experimental uncertainty no
additional magnetic transitions were detected at higher
energy transfers (data collected using incident neutron
energies up to 200 meV). This is consistent with the ex-
pectation that the single-ion ground state is close to the
SOS wavefunction in (1), for which no other (crystal-
field) transitions are symmetry allowed [11]. In agree-
ment with previous low-energy studies [8], we observe
a softening of the magnetic excitations near a critical
FIG. 2. (Color online). (a) Background subtracted (see [11])
zero field INS data observing highly dispersive magnetic ex-
citations (MERLIN, Ei=15 meV, 12 h counting time, energy
resolution 0.79 meV FWHM on the elastic line). (b) Corre-
sponding one-triplon spectrum including convolution with the
instrumental resolution. (c) Intensity along the tilted dashed
line direction in (b), compared to the model calculation (solid
line). Horizontal bar indicates expected peak FWHM due to
instrumental resolution and spherical averaging.
wavevector QS ≈ 0.6 A˚−1 [see Fig. 2(a)], whose magni-
tude coincides with the structurally-forbidden (100) re-
ciprocal lattice position (in units of 2pi/a) and a nat-
ural wavevector for AFM ordering on the FCC lattice
[1]. Higher-resolution measurements shown in Fig. 3(a)
indicate a clear suppression of scattering weight below
3∼0.4 meV, indicating that the gap is much smaller than
the full bandwidth of the magnetic excitations extending
to around 4 meV. This is consistent with the proposal
that FeSc2S4 is in the very close proximity of the critical
point between SOS and magnetic/orbital order, at which
the gap would be expected to close [1].
FIG. 3. (Color online) (a-c) Background-subtracted INS data
at 0, 4 and 8.5 T magnetic field compared with model cal-
culations (d-f), respectively. The data was collected using
FOCUS with Ei = 3.27 meV, elastic line energy resolution
0.18 meV FWHM and 11 h counting per setting.
The magnetic field dependence of the excitations was
measured on the same powder sample using the FOCUS
time-of-flight spectrometer at the Swiss Spallation Neu-
tron Source SINQ (PSI) with the sample placed inside a
vertical 9 T cryomagnet. The obtained magnetic INS sig-
nal is plotted in Figs. 3(a-c). By comparing the data at
different fields it is apparent that the intense V-shaped
magnetic signal near QS shifts upwards upon increas-
ing field. This trend is directly seen in the energy scan
in Fig. 4(a) by comparing the data at 0, 4 and 8.5 T,
spectral weight moves to higher energies upon increasing
field.
Below we compare quantitatively the dispersive fea-
tures of the excitation spectrum and the observed mag-
netic field dependence of the low-energy scattering with
a model of spin-orbital triplons of a SOS ground state.
In zero field the triplon dispersion derived in the har-
monic approximation using pseudo-boson operators [11]
or alternative methods [13] is
~ω(k) = λ
√
1 +
4J(k)
λ
, (2)
where J(k) = J2
∑
A cos(k · A) is the Fourier trans-
form of the exchange couplings and A runs over all NN
vectors of an FCC sublattice. The local singlet-triplet
gap λ is determined by the crystal field strength param-
eterized (using standard convention [14]) by the single
parameter B4 < 0, and the atomic spin-orbit coupling
FIG. 4. (Color online) (a) Energy scan at the softening
wavevector QS through the background subtracted data in
Fig. 3(a-c): filled circles, triangles and squares denote fields
of 0, 4 and 8.5 T, respectively. Dashed lines are the model
calculations shown in Fig. 3(d-f). Data at 0 T in the para-
magnetic phase at high temperatures (80 K) is also included
(red open circles). b) Schematic of the ground and excited
states’ energies as a function of applied field in the case of a
SOS and (c) a spin-singlet system.
λ0 < 0. Within a minimal (J2,B4,λ0) model we cal-
culate the powder-averaged INS spectrum including the
triplons’ dynamical structure factor (for details see [11])
and compare systematically with scans through the INS
data as shown in Figs. 2(c) and 4(a) (magenta filled sym-
bols). In addition, we require the model parameters to
reproduce optical data: the sharp 4.46 meV absorption
in THz spectroscopy [6, 15], identified with the triplon
energy (2) at the zone center, ~ω(0) =
√
λ(λ+ 48J2),
and the sharp optical absorption at ~Ω = 262(2) meV,
attributed to the transition from the ground state to the
lowest level of the upper orbital triplet [16]. Using those
multiple constraints the best fit parametrization is ob-
tained for J2 = 0.136(6) meV, B4 = −2.45(6) meV and
λ0 = −12.1(1) meV, which give λ = 2.28(6) meV [17].
This parametrization reproduces (by construction) the
energies of both optical transitions and the J2 value is
comparable to that deduced from Curie-Weiss fits of the
high-temperature susceptibility [15] and estimated from
density-functional calculations [18]. The B4 and λ0 val-
ues are comparable with −2.58 and −10.0(9) meV, re-
spectively, found for Fe2+ ions in FeCr2S4 [19].
The INS spectrum for the fitted parameter values is
shown in Fig. 2(b), where we have also included an in-
trinsic linewidth broadening ∼1 meV, a possible signif-
icance of this broadening will be discussed later. The
4parametrization by the minimal model captures well the
key features of the INS data with clear V-shaped disper-
sions and mode softenings near 0.6 and 1.4 A˚−1, identi-
fied with scattering emanating near the reciprocal lat-
tice positions (100) and (211), respectively. A corre-
sponding calculation performed for the data measured
on FOCUS at zero field is shown in Fig. 3(d) and this
also compares well with the data in panel (a). Energy
scans near the softening wavevector are in good agree-
ment between the data and model [see Fig. 4(a), ma-
genta filled symbols/line]. Fig. 2(c) shows also the limi-
tations of the present model. The energy scan shown cuts
across the low-Q dispersion and the model (solid line) re-
produces well the observed peak position. However, the
linewidth is broader than expected based on resolution
effects alone (horizontal bar) and there is considerable
additional continuum scattering intensity at higher en-
ergies above 3 meV, which we attribute to multi-triplon
scattering events, not included in the present model.
With the model parameters kept fixed by the fits to
zero-field data, we now calculate the expected behavior
in an external magnetic field, which contributes addi-
tional terms to the single-ion Hamiltonian; µBB · (L +
2S) + 12J2S · 〈S〉. The first term is the Zeeman energy
in field and the second term includes the effect of the
exchange interactions, treated in a mean-field approxi-
mation [20]. 〈S〉 is the field-induced spin polarization
of the ground state, i.e. 〈S〉 = 〈ψ0|S|ψ0〉, where ψ0 is
the ground state wavefunction of the single-site Hamilto-
nian. Solving for 〈S〉 self-consistently we find the wave-
functions ψ1,2,3 and energies λ1,2,3 for a general field di-
rection, determine the triplon dispersion relations and
neutron structure factor, then average the spectrum over
a spherically uniform distribution of powder grains (see
[11] for details). The model calculations are compared
with the measured INS data in Fig. 3, panels (e-f) with
(b-c) at 4 and 8.5 T; the model captures the apparent
upwards shift of the scattering intensity upon increasing
field. This is even more clearly seen in the energy scans
in Fig. 4(a), the model calculation (dashed lines) repro-
duce well the observed shift of spectral weight to higher
energies upon increasing field with no adjustable param-
eters once the overall intensity scale factor is fixed by the
comparison in zero field.
It is insightful to compare the spin-orbital triplons of a
SOS ground state discussed here with triplons of a spin-
singlet (SS) ground state with completely quenched or-
bital degree of freedom, as found for example in quan-
tum dimerized antiferromagnets like TlCuCl3 [21]. For
the latter, a magnetic field Zeeman splits the triplet into
Sz = −1, 0,+1 states, with a linear reduction in the gap
to the Sz = −1 state, as shown schematically in Fig. 4(c).
At a critical field level crossing with the ground state
occurs and magnetic order ensues via condensation of
triplons. One might wonder how the behavior of spin-
orbital triplons can be any different; the triplons now
have an effective angular momentum Jeff = 1 (as op-
posed to S = 1 in the SS case). A low applied mag-
netic field Zeeman splits the triplet into Jeff,z = −1, 0,+1
states [4, 15], however at higher fields terms quadratic
and higher in B prevail [13, 22] and allow mixing be-
tween the SOS and the Jeff,z = 0 triplet mode. This
enables the ground state to reduce its energy in applied
field by acquiring a finite polarization along the field di-
rection, see Fig. 4(b), thus avoiding magnetic order via
level crossing with the triplet states.
We now relate our results to the generic phase dia-
gram in Fig. 1, describing the transition from SOS to
magnetic/orbital order upon increasing x = J2/λ. Using
the parameters obtained from fitting the INS data yields
x ' 0.060, marginally close to the proposed critical value
xc = 1/16. For such close proximity to criticality one
might expect manifestations of enhanced quantum fluc-
tuations associated with the critical point. For x . xc in
addition to sharp triplon excitations one would also ex-
pect multi-triplon continua at higher energies, with en-
hanced spectral weight and decreasing gap as x ↗ xc,
with the triplon dispersions becoming lower boundaries of
a critical continuum of excitations precisely at the quan-
tum critical point at xc. Effects associated with such
continuum scattering and/or broadening of sharp modes
may be at least partly responsible for the extra scattering
intensity and broadening effects observed in the INS data
in Fig. 2(c), we hope our results will stimulate further
theoretical modelling of such effects close to spin-orbital
quantum criticality.
One may ask if other materials may exhibit related
physics. We note that a high-spin d4 ion (e.g. Mn3+) in
an octahedral (weak) cubic crystal field displays the same
single-ion physics (electron analogue) as Fe2+ in FeSc2S4,
i.e. spin S = 2 and two-fold orbital degeneracy, where
the spin-orbit coupling (now λ0 > 0) stabilizes the SOS
ground state in (1) with a Jeff = 1 excited triplet. Similar
singlet-triplet physics, but with a singlet ground state
distinct from (1), originating from S = 1 and three-fold
orbital degeneracy, is expected for low-spin d4 ions (e.g.
Ru4+) in strong octahedral crystal field [2, 5] and d8 ions
(e.g. Ni2+) in tetrahedral field [23]. If such ions can resist
JT distortions, they are candidates to display correlated
spin-orbit states under inter-site exchange, potentially in
a different part of the phase diagram in Fig. 1.
To summarize, we have reported powder INS measure-
ments of the full bandwidth of magnetic excitations in the
spinel FeSc2S4 and have found that that the key disper-
sive features can be well described by spin-orbital triplons
of a near-critical SOS state. In high applied magnetic
field we have observed a shift of spectral weight to higher
energies, giving support to the theoretical proposal [20]
that applied fields further stabilize the SOS state by mov-
ing the system away from the quantum critical point, this
is a direct consequence of the entangled spin-orbital na-
ture of the ground and excited triplet states.
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Note added. As this work was being completed
Ref. [25] appeared, reporting evidence for marginal mag-
netic order in samples synthesized using a different pro-
tocol, suggesting an extreme sensitivity to the synthesis
route. Broadly speaking, there are three main physical
factors that could lead to such a discrepancy; vacancies,
site disorder, and off-stoichiometry, all of which are dis-
cussed in the Supplemental Material [11]. We conclude
that off-stoichiometry can lead to magnetic order with a
transition temperature of a few K. Our results highlight-
ing that magnetic fields favor the SOS state suggest a
very interesting possibility that fields applied onto an or-
dered sample, potentially along a particular direction in
a single crystal, may drive it towards the SOS state and
thus reach the long-searched-for quantum critical point.
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SUPPLEMENTAL MATERIAL
Here we outline 1) the derivation of the spin-orbital
wavefunctions for a single Fe2+ ion in a tetrahedral cubic
crystal field including spin-orbit coupling, 2) the descrip-
tion of the lowest singlet-triplet transition in terms of
spin-orbital triplon operators, 3) the analytic derivation
of the triplon dispersions in the presence of magnetic ex-
change interactions and the relevant matrix elements for
neutron scattering, 4) the derivation of single-ion states
in the presence of an external magnetic field and ex-
change via a mean-field approach, 5) the non-magnetic
background subtraction procedure for the INS data via
the principle of detailed balance, 6) the derivation of the
neutron cross-section for triplon scattering and spherical
averaging to compare with powder INS data, and 7) de-
tails on the sample preparation for the FeSc2S4 powder
used in the INS experiments.
S1. SINGLE ION HAMILTONIAN
This section outlines the derivation of the spin-orbital
wavefunctions for a singe Fe2+ (3d6) ion in the (weak)
crystal field environment appropriate for FeSc2S4. The
Hamiltonian is
H = Hcf +HSO +HZeeman, (S1)
where the three terms are the crystal field, spin-orbit
and external magnetic field contributions, respectively.
The crystal-field term can be expressed via the equivalent
operator method in terms of Stevens operators of the
orbital angular momentum L. The allowed terms are
constrained by the local site symmetry and for a cubic
environment Hcf is of the form [14]
Hcf = B4(O04 + 5O44),
where O04 and O
4
4 are Stevens operators (tabulated in
[26]) and B4 is a constant that characterizes the strength
of the crystal field (B4 < 0 for a d
6 ion in tetrahedral
coordination). In expanded form the crystal-field Hamil-
tonian reads
Hcf = B4([35L4z − 30L(L+ 1)L2z + 25L2z
− 6L(L+ 1) + 3L2(L+ 1)2] + 52 [L4+ + L4−]),
(S2)
where the Cartesian x, y, z axes are chosen along the cu-
bic axes of the unit cell.
The second term in (S1) is the atomic spin-orbit inter-
action,
HSO = λ0L · S, (S3)
with λ0 < 0 for a d
6 ion (hole-like). For calculation
purposes it is helpful to expand the dot product as
L · S = LzSz + 1
2
(L+S− + L−S+) ,
where the ± ladder operators are the standard ones, i.e.
L±|L,ML〉 =
√
(L∓ML)(L±ML + 1)|L,ML ± 1〉 and
similar for S±.
FIG. S1. (Color online) Splitting of Fe2+ free ion orbital levels
due to crystal field and spin-orbit coupling. Inset: Allowed
transitions via neutron scattering for the 5 states derived from
the E-doublet where side labels Γ1−5 indicate the correspond-
ing irreducible representations (from [27]).
The Fe2+ (3d6) ions are in an S = 2, L = 2 configura-
tion. We use the |ML,MS〉 states as basis to describe the
wavefunctions, where ML and MS are the projections of
the L and S operators onto the quantization axis z, each
takes values of−2 . . . 2. In this basis all operators are rep-
resented by 25 × 25 matrices and diagonalization of the
Hamiltonian (S1) obtains the spectrum of states shown
in Fig. S1. The cubic crystal field splits the 5-fold degen-
erate L = 2 orbital states into a lower E-doublet and up-
per T2-triplet above a gap ∆cf = −120B4 > 0 (same level
splitting, symmetry of wavefunctions and order of levels
as for a single d-electron with orbital quantum number
l = 2). The spin-orbit coupling further splits those lev-
els. At lowest order in λ0, the upper T2 manifold is split
into three levels with energies ∆cf − 3λ0, ∆cf − λ0 and
∆cf + 2λ0, and the E manifold is split into 5 equidis-
tant levels separated by 6λ20/∆cf [4]. The last column
in Fig. S1 indicates those lowest five levels and their ir-
reducible representations, the ground state is a singlet
and the first excited state a triplet. Transitions between
states probed via neutron scattering are determined by
the matrix element
〈f |L+ 2S|i〉, (S4)
7where |i〉 and |f〉 denote the initial and final states, re-
spectively. The symmetry-allowed transitions between
levels originating from the lower E-doublet are indicated
by thick white arrows in Fig. S1 last column.
Note that the three degenerate states of the first ex-
cited triplet can be described by an effective angular mo-
mentum Jeff = 1 with ψ1,2,3 identified as eigenstates of
Jeff,z with eigenvalues of −1, 0,+1 respectively. To ob-
tain the explicit wavefunctions of those states (listed in
Table S1) we solve for the eigenstates in the presence of
an infinitesimally small applied magnetic field B ‖ (001)
(to be discussed later) and then choose appropriate rel-
ative signs in front of the obtained wavefunctions such
that the they satisfy the operator algebra for the total
angular momentum J = L + S ≡ αJeff . Explicitly, the
matrix representations of the operators Jz and J+ in the
basis of ψ1,2,3 states are found to be
Jz = α
 −1 0 00 0 0
0 0 1
 , J+ = α
 0 0 0√2 0 0
0
√
2 0

where the projection factor is α ≈ 0.44 for the B4 and
λ0 values used in the analysis (α→ 1/2 as |B4| → ∞).
We have explicitly verified that the wavefunctions ob-
tained agree with previous studies [14, 27] of Fe2+ ions in
cubic crystal-field environments. Furthermore, we have
verified that the spin-orbit coupling only mixes states
belonging to the same irreducible representation, as ex-
pected from symmetry considerations. For example, the
ground state wavefunction in Table S1 can be written as
ψ0 ≈ 0.984×
[
1√
2
|3z2 − r2〉|Sz = 0〉
+ 12 |x2 − y2〉(|Sz = −2〉+ |Sz = 2〉)
]
−0.178× 1√
3
[
1√
2i
|xy〉(|Sz = 2〉 − |Sz = −2〉)
+ 1√
2i
|yz〉〉(−|Sz = 1〉 − |Sz = −1〉)
+ 1√
2
|zx〉(|Sz = −2〉+ |Sz = 2〉)
]
,
(S5)
where the usual notation for d-orbitals has been used.
In the above expansion the first term is the “ideal” SOS
state in (1) (obtained in the limit |B4| → ∞). The second
term in (S5) is a singlet state originating from the T2
level, mixed in by the spin-orbit coupling.
In a finite magnetic field the single-ion Hamiltonian
(S1) acquires a Zeeman term,
HZeeman = µBB · (L+ gSS), (S6)
where we assume gS = 2 for spin. The magnetic field
dependence of the energy levels of the four lowest states
is schematically illustrated in Fig. 4(b), the three lowest
excited states ψ1,2,3 have now distinct energy gaps λ1,2,3
above the ground state. In the limit of small applied
field the behavior is isotropic, independent of the applied
field direction, and the splitting of the triplet states can
|ML,MS〉 ψ0 ψ1 ψ2 ψ3
|2, 2〉 0.399 - −0.571 -
|2, 1〉 - −0.371 - -
|2,−1〉 - - - 0.326
|2,−2〉 0.297 - 0.416 -
|1, 2〉 - −0.032 - -
|1, 0〉 - - - 0.135
|1,−1〉 0.102 - 0.032 -
|1,−2〉 - −0.078 - -
|0, 1〉 - - - 0.855
|0, 0〉 0.696 - - -
|0,−1〉 - −0.855 - -
|-1, 2〉 - - - 0.078
| − 1, 1〉 0.102 - −0.032 -
| − 1, 0〉 - −0.135 - -
| − 1,−2〉 - - - 0.032
| − 2, 2〉 0.297 - −0.416 -
| − 2, 1〉 - −0.326 - -
| − 2,−1〉 - - - 0.372
| − 2,−2〉 0.399 - 0.572 -
TABLE S1. The wavefunctions ψ0−3 of the four lowest energy
single-ion states for λ0 = −12.1 meV and B4 = −2.45 meV
(B=0) expressed in the 25-element basis of |ML,MS〉 states.
For those parameters the energy gap for the transition ψ0 →
ψ1,2,3 is λ = 2.28 meV. Note that the lowest order approx-
imation λ ≈ 6λ20/(120|B4|) is not applicable for the present
case as it would predict a ∼30% higher value than obtained
from directly calculating the energy levels of the full single-ion
Hamiltonian in (S1).
be described by an effective Zeeman term HZeeman, eff =
gµBB · Jeff . For the B4 and λ0 values used here the g-
factor is obtained as g ≈ 0.94. For moderate magnitude
applied fields (when the Zeeman energy is comparable to
the zero-field gap λ) the splitting of the excited triplet is
non-linear, cannot be described in terms of the simplified
Jeff = 1 states, and furthermore is strongly dependent on
the applied field direction with respect to the cubic axes,
so in the general case we determine the wavefunctions
ψ0−4 of the four lowest states and the gaps λ1−3 via a
direct diagonalization of the full single-ion Hamiltonian
in (S1).
S2. PSEUDO-BOSON OPERATORS
In this section we introduce pseudo-boson operators
to describe the transitions from the ψ0 ground state sin-
glet to the ψ1,2,3 excited triplet states to have a phys-
ical basis to describe the magnetic dynamics. At very
low temperatures only the ψ0 ground state is thermally
populated and the only symmetry-allowed transitions in
8neutron scattering are to the ψ1,2,3 states. So to capture
the magnetic dynamics observable by neutron scattering
it is sufficient to consider the restricted set of those fours
basis states and construct matrix representations of all
operators in this restricted basis, i.e. for a general oper-
ator Ô this would be
Ô =
 〈ψ0|Ô|ψ0〉 〈ψ0|Ô|ψ1〉 . . .〈ψ1|Ô|ψ0〉 〈ψ1|Ô|ψ1〉 . . .
...
...
. . .
 . (S7)
An alternative description of the restricted set of basis
states is in terms of occupation numbers of three types
of pseudo-bosons [28], where the ground state ψ0 is inter-
preted as the ‘vacuum’, the excited ψ1 state corresponds
to having one a- type boson present, the ψ2 has one b-
type boson, and so on. Explicitly, the creation operators
for the three types of bosons are defined as
a†ψ0 = ψ1,
b†ψ0 = ψ2,
c†ψ0 = ψ3, (S8)
where the annihilation operators are obtained by Hermi-
tian conjugation as aψ1 = ψ0 and so on. The pseudo-
boson operators have a trivial matrix representation in
terms of the four-basis states ψ0−3, i.e. the creation op-
erator for a-type bosons is represented as
a† =

0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 . (S9)
By comparing (S7) and representations of the type
shown in (S9) it is clear that the 4×4 matrix representa-
tion of a general operator may be equivalently expressed
as a sum of linear and bilinear terms in the boson cre-
ation/annihilation operators, and the identity operator.
Therefore, once the wavefunctions ψ0−3 are known ex-
plicitly, then the 4×4 matrix representation of all relevant
spin and orbital operator components such as Sz, Lz, . . .
can be constructed, and those can then be expanded in
terms of boson operators.
S3. DISPERSION OF TRIPLONS
In this section we outline the derivation of the dis-
persion relations of magnetic excitations in the har-
monic approximation using the pseudo-boson operators
defined in the previous section. In the presence of mag-
netic exchange interactions between Fe2+ sites the local
singlet-triplet transitions acquire a dispersion, i.e. the
pseudo-bosons become delocalized by hopping across lat-
tice sites. This leads to coherently-propagating excita-
tions, so-called ‘spin-orbital triplons’ due to the mixed
spin-orbital character and the three-fold degeneracy (in
zero field).
We assume in a first approximation that the global
ground state is the same as in the non-interacting case,
given by the product of the ψ0(r) single-ion states at all
sites r in the lattice, and we focus on the effects of the ex-
change interactions on the singlet-triplet transition. Con-
sidering a minimal model with a Heisenberg antiferro-
magnetic exchange interaction J2 > 0, the Hamiltonian
for each of the two magnetically-decoupled FCC sublat-
tices reads
Hex =
∑
〈ij〉
J2Si · Sj , (S10)
where the sum extends over all ij NN pairs of sites, with
each pair counted once. In expanded form this reads
Hex = J2
∑
〈ij〉(Sz(ri)Sz(rj)+
1
2 [S+(ri)S−(rj) + S−(ri)S+(rj)]),
(S11)
where Sz(ri) is the z-component of the spin operator at
site ri on the lattice, and so on. The goal is to convert the
exchange Hamiltonian from spin operators to boson cre-
ation/annihilation operators. The spin operator compo-
nents are found to have the following expansion in terms
of boson operators
S+(r) = f1a(r) + f2c
†(r) + . . . ,
S−(r) = f1a†(r) + f2c(r) + . . . ,
Sz(r) = f3
[
b(r) + b†(r)
]
+ . . . , (S12)
where only the leading (linear) terms are given. The
above expansion is valid in the case of an applied mag-
netic field along one of the cubic axes, labelled z (the case
for a general field orientation will be discussed later).
The pre-factors in the expansion, f1 = 〈ψ0|S+|ψ1〉,
f2 = 〈ψ3|S+|ψ0〉 and f3 = 〈ψ0|Sz|ψ2〉, are matrix ele-
ments that depend on the wavefunction content of the
lowest four states, ψ0−3, which in turn depend on B4,
λ0 and the magnetic field strength B. In (S12) we have
explicitly included the position dependence of the oper-
ators, i.e. a†(r) creates an a-type boson at site r and so
on.
Substituting (S12) into (S11) gives the spin Hamilto-
nian as a bilinear form of boson operators. To allow this
to be diagonalized to find the normal modes we introduce
the Fourier-transformed operators defined by
a(r) =
1√
N
∑
k
ake
−ik·r, (S13)
with similar expressions for b(r) and c(r). Here N is
the number of sites in an FCC sublattice. The ex-
change Hamiltonian expanded up to quadratic order in
the bosons reads
Hex =
∑
k
X†HX + E0, (S14)
9where E0 is a constant, the sum extends all wavevectors
k in the Brillouin zone of the FCC sublattice and the k
dependence of the operator matrix X and of the (Her-
mitian) Hamiltonian matrix H is implicit. The operator
matrix X† is the row vector
X† = [a†k c
†
k b
†
k a−k c−k b−k], (S15)
and X is its adjoint column vector. The Hamiltonian
6×6 matrix H has the block form
H =
[
Ak Bk
Bk Ak
]
, (S16)
where
Ak =
1
2
 λ1 +
f21
2 J(k) 0 0
0 λ3 +
f22
2 J(k) 0
0 0 λ2 + f
2
3J(k)
 ,
Bk =
J(k)
2
 0 f1f22 0f1f22 0 0
0 0 f23
 , (S17)
and J(k) is the Fourier transform of the exchange inter-
actions defined using the convention in [13] as
J(k) = J2
∑
A
cos(k ·A),
where the sum extends over all vectors A linking a Fe2+
ion to its 12 nearest neighbors on the same FCC sublat-
tice. λ1,2,3 denote the energy cost of creating an a-, b-,
c-type boson, respectively, at a lattice site in the absence
of exchange interactions (J2 = 0), with the three levels
being degenerate in zero field. We note that the order of
the operators in the row basis vector X† listed in (S15)
was chosen such as to have a block form for the matrix
Bk in (S17).
Diagonalizing the Hamiltonian (S16) using standard
methods [29] leads to the following dispersion relations
for the triplons
~ω1(k) =
[
f21J(k)
4
+
λ1
2
] [
1− φ1 +
√
(1 + φ1)2 − ξ21
]
,
~ω3(k) =
[
f22J(k)
4
+
λ3
2
] [
1− φ2 +
√
(1 + φ2)2 − ξ22
]
,
~ω2(k) = λ2
√
1 + 2θ, (S18)
where
φ1 =
f22J(k) + 2λ3
f21J(k) + 2λ1
,
φ2 =
f21J(k) + 2λ1
f22J(k) + 2λ3
,
ξ1 =
2f1f2J(k)
f21J(k) + 2λ1
,
ξ2 =
2f1f2J(k)
f22J(k) + 2λ3
,
θ =
f23J(k)
λ2
.
In zero field all three modes are degenerate and in the
limit |B4| → ∞, |f1|2 = |f2|2 = 4 and |f3|2 = 2, so the
triplon dispersion becomes
~ω(k) = λ
√
1 +
4J(k)
λ
, (S19)
in agreement with results deduced using a random-phase
approximation [13] and an earlier derivation [1] using a
first order expansion in the exchange ~ω(k) ' λ+2J(k).
In order to evaluate the matrix elements for the neu-
tron cross-section from triplons one also needs to know
explicitly the transformation matrix Q to the basis Y
of normal operators where the Hamiltonian is diagonal.
The transformation matrix Q needs to satisfy the follow-
ing three conditions [30]
QgΛQ−1 = gH,
QgQ† = g,
Q†HQ = Λ, (S20)
where Λ is the diagonal form of the Hamiltonian matrix
and g is the operator commutator matrix
g = [X†, X].
The normal operator basis Y is related to the original
operator basis X via
X = QY, (S21)
where the row vector Y † contains the normal boson op-
erators
Y † = [a′†k c
′†
k b
′†
k a
′
−k c
′
−k b
′
−k]. (S22)
An analytic solution for the matrix Q that satisfies all
three conditions in (S20) is found to be
Q =
[
Q11 Q12
Q12 Q11
]
,
where
Q11=

0 −ξ1√
2A1(1+φ1−A1)
0
−ξ2√
2A2(1+φ2−A2)
0 0
0 0 −θ√
2A3(1+θ−A3)
 ,
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Q12 =

√
1+φ2
2A2
− 12 0 0
0
√
1+φ1
2A1
− 12 0
0 0
√
1+θ
2A3
− 12
 ,
and
A1 =
√
(1 + φ1)2 − ξ21 ,
A2 =
√
(1 + φ2)2 − ξ22 ,
A3 =
√
1 + 2θ.
Knowing the transformation matrix Q we can then de-
termine the representation of the L and S operators in
terms of the basis Y of normal operators as follows. Us-
ing (S12) the Fourier-transformed spin operator compo-
nents Sν(k), with ν = z,+ or −, can be written in the
generic form Sν(k) = SνX, where Sν is a row vector of c-
numbers, for example Sz = [0 0 f3 0 0 f3]. With respect
to the basis of normal operators, the Fourier-transformed
spin operator components become Sν(k) = SνQY , with
similar expressions for the the orbital components Lν(k).
Subsequently, we can evaluate all matrix elements in (S4)
and thus calculate the neutron scattering cross-section in
Sec. S6.
S4. WAVEFUNCTIONS IN APPLIED FIELD AND
MEAN FIELD APPROXIMATION
In this section we outline the derivation of the single-
ion states in the presence of an externally-applied mag-
netic field and exchange interactions, treated within a
mean-field approximation following [20]. Focusing on a
single site, the relevant Hamiltonian including the single-
ion terms (S1) and the exchange interactions (S10) is
H = Hcf +HSO +µBB · (L+ 2S) +
∑
A
J2S ·SA, (S23)
where the sum in the last term extends over all vectors
A linking a Fe2+ ion with its 12 NN on the same FCC
sublattice. In the mean-field approximation the spin op-
erators SA are replaced by their expectation value 〈S〉,
assumed to be the same for all sites, i.e. we search for
self-consistent solutions for the ground state of the single-
site mean-field Hamiltonian
Hmf = Hcf +HSO +µBB ·(L+2S)+12J2S · 〈S〉. (S24)
We assume the ansatz
〈S〉 = mBˆ, (S25)
where the field-induced spin polarization is along the ap-
plied field direction, denoted by the unit vector Bˆ. Using
an assumed value for the spin polarization m we diago-
nalize (S24) to find the ground state wavefunction ψ0 and
determine the expectation value of the spin polarization
for that state
m′ = 〈ψ0|S · Bˆ|ψ0〉,
and search numerically for a self-consistent solution m′ =
m. For this solution we the determine the wavefunctions
ψ0−3 of the four lowest energy eigenstates of the mean-
field Hamiltonian (S24). If the field is applied along a cu-
bic axis the spin operator expansions in terms of bosons
have the simplified forms in (S12) and the dispersion re-
lations can be obtained analytically as listed in (S18).
For a general field direction the spin operator expansions
(S12) generalize to contain up to three creation and an-
nihilation terms each, and the 3× 3 matrices Ak and Bk
in (S17) have in general all elements non-zero. In this
case we numerically diagonalize the Hamiltonian matrix
in (S16) to deduce the dispersion relations ~ω1−3(k) and
the transformation matrix Q to obtain the neutron cross-
section.
In the limit of small magnetic fields the behavior
is independent of the applied field direction [13], how-
ever for the magnitude fields used in the present study
there is a significant dependence of the triplon energies
on the field orientation with respect to the cubic axes.
This anisotropy ultimately originates in the fact that the
crystal-field interaction Hcf in (S2) has only cubic, not
spherical symmetry. To illustrate this effect we plot in
Fig. S2 the dispersion relations along the high-symmetry
(100) direction for a magnetic field B = 8.5 T applied
along the cubic (001) axis (red solid lines) and along
the diagonal (111) direction (green dashed lines), respec-
tively. For both field directions the three-fold degener-
acy of the spin-orbital triplons is lifted resulting in three
non-degenerate modes. The field-dependence of the ex-
citation energies at the zone center (Γ-point) is plotted
in Fig. S2b). Here the splitting is approximately linear
in field, independent of the field direction and moreover
the calculation is in quantitative agreement with no ad-
justable parameters with the observed splitting of tran-
sition lines seen in THz experiments on a powder sample
(data points from [15]). At the mode softening wavevec-
tor (100) the behavior is very different, non-linear in field,
and the energies depend strongly on the applied field di-
rection as illustrated in Fig. S2c). It is the field behavior
at those wavevectors that is probed in the low-energy INS
signal in Figs. 3a-c) and 4a).
Finally we note that the application of a magnetic field
leads to a mixing between the zero-field states shown
in Fig. S1, inset) with the consequence that transitions
become allowed between the ground state ψ0 and other
higher energy states derived from the E-doublet, in addi-
tion to transitions to the first three excited states ψ1,2,3.
Specifically, this mixing allows transitions between the
ground state and high energy states originating from the
Γ3 doublet in Fig. S1 (inset). However, the INS data in
applied magnetic field shown in Fig. 3 is restricted to the
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FIG. S2. (Color online) a) Dispersion relations along the (100)
direction in reciprocal space for a magnetic field B = 8.5 T
applied along (001) (solid red lines) and (111) (dashed green
lines), respectively. b) Splitting of excitation energies at the
zone center is linear in field and independent of direction,
in agreement with experimentally-measured THz transition
energies on powder samples (data points from [15]). c) In
contrast. excitation energies at the softening point (100) show
a noticeable dependence on the applied field direction (solid
red lines for (001) and dashed green for (111).
region of low to intermediate energy transfers when only
transitions ψ0 → ψ1,2,3 contribute, so the approximations
used in deriving the dispersion relations and intensities
using the three-flavor pseudo-boson method in Sec. S3
are still expected to be applicable.
S5. BACKGROUND SUBTRACTION USING
DETAILED BALANCE
In this section we outline the procedure used to esti-
mate the non-magnetic background contribution to sub-
tract from the measured INS data to obtain the pure
magnetic signal. The method uses a measured low-
temperature data set, where magnetic signal is expected
to be present only on the positive energy side, and a data
set measured at relatively high temperatures, in the para-
magnetic phase, where a weaker, diffuse, magnetic signal
is expected to be present on both the positive and neg-
ative energy sides. The relative intensities between the
positive and negative energy transfer for a given wavevec-
tor transfer Q are related by the principle of detailed
balance for the dynamical structure factor [31]
S(−Q,−~ω) = e− ~ωkBT S(Q, ~ω). (S26)
Formally, this is a consequence of the effect of time-
reversal on the dynamical structure factor, whereas phys-
ically it expresses the fact that the intensity for a given
process which transfers energy ~ω to the neutron is ex-
actly the same as for the reverse process (when the neu-
tron transfers energy ~ω to the system) multiplied by a
Boltzmann factor. It is seen that in the limit of T →∞
both processes are equally likely and contribute symmet-
rically to the intensity profile. This principle applies
regardless of the potential responsible for the scatter-
ing. Eq. (S26) implies the same Boltzmann factor re-
lation between the spherically-averaged structure factors
S(Q,±~ω), as relevant for a powder INS experiment.
The application of the principle of detailed balance to
estimate the non-magnetic background proceeds as fol-
lows; at very low temperatures (2.2 K in the experiments
outlined in the main text, Fig. S3(a)), the inelastic scat-
tering is concentrated almost entirely on the ω > 0 side
of the dynamical structure factor profile, as there are
very few thermally excited levels within the system able
to transfer energy to the neutron. As the temperature
increases, the scattering intensity spreads to the ω < 0
side as excited states become thermally populated within
the system. Assuming that the contribution of magnetic
scattering on the ω < 0 side (in practice, below the elas-
tic line) is negligible at base temperature, by subtracting
this intensity profile from a high temperature data set (in
practice, 50 K was found to be high enough, Fig. S3(b))
one can achieve an estimate for the intensity of magnetic
scattering processes that transfer energy to the neutron
at 50 K, this subtraction is shown in Fig. S3(c). How-
ever, (S26) shows that the intensity on the negative ω
side is related to that on the positive ω side at the same
Q via the Boltzmann factor. Thereby, through ‘reflect-
ing’ this negative ω intensity profile about the elastic line
taking account of the Boltzmann factor in (S26), one
arrives at an estimate of the high temperature (50 K)
magnetic scattering intensity, shown in Fig. S3(d). The
‘reflection’ of the magnetic signal works well for finite
energy transfers away from the elastic line, but is not
applicable in the very close vicinity of the elastic line
where the signals to be subtracted between the two data
sets are very large and so extracting small differences is
not sufficiently reliable and/or there could be additional
scattering contributions with a distinct temperature de-
pendence, see the clear non-smooth behavior very close
to the elastic line in Fig. S3(d). In this case we interpo-
late the paramagnetic scattering intensity in the region
covering the close vicinity of the elastic line by assum-
ing a smooth variation of the diffuse scattering signal
between the negative and positive energy sides to ob-
tain the plot in Fig. S3(e). This is illustrated in the
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energy scan in Fig. S3(g). The points below −1 meV
are from the subtraction 50 K minus 2.2 K data, points
above 1.5 meV are obtained via ‘reflection’, and points
in-between are interpolated. The solid line in the figure
is a fit to the functional form I(ω) = f(~ω/kBT )G(ω),
where f(x) = x/(1− e−x) and G(ω) is a Gaussian of ad-
justable width centered at ω = 0. This parametrization
was chosen as i) it satisfies the detailed balance principle
in (S26), ii) it converges at T → ∞ to a smooth profile
centered at zero energy, as expected for diffuse param-
agnetic scattering, and iii) empirically it appears to be a
good parametrization of the observed diffuse scattering,
as shown by the comparison in Fig. S3(g). The estimated
pure magnetic signal at high temperature in Fig. S3(e)
is then subtracted from the raw data in panel (a) to ob-
tain the estimated non-magnetic background plotted in
panel (f), this in turn is then subtracted from the low-
temperature data in panel (b) to obtain the pure mag-
netic signal plotted in Fig. 2(a).
S6. POWDER-AVERAGED NEUTRON
SCATTERING INTENSITY
The inelastic neutron scattering intensity including po-
larization and magnetic form factors is [31]
S(Q, ~ω) = (γr0)2f(Q)2 ×∑
α,β=x,y,z
(
δαβ − QαQβQ2
)
Sαβ(Q, ~ω), (S27)
where (γr0)
2 = 290.6 mbarns/sr is a conversion
factor bringing the intensity into absolute units of
mbarns/meV/sr/formula unit, and f(Q) is the magnetic
form factor for Fe2+ ions. Here Qx,y,z, are the compo-
nents of the wavevector transfer Q along the Cartesian
x, y, z axes. Sαβ(Q, ~ω) contain the dynamical correla-
tions for all possible transitions from an initial state, |i〉
to a final state |f〉 given by
Sαβ(Q, ~ω) =
∑
i,f
pi〈i|Lα + 2Sα|f〉〈f |Lβ + 2Sβ |i〉 ×
δ(~ω + Ei − Ef ), (S28)
where pi is the probability of the system initially being in
state i, Ef −Ei is the energy transfer for the i→ f tran-
sitions, and the approximation gS = 2 has been used. At
base temperature only the ground state is populated, |i〉
then corresponds to the product of ψ0(r) states at every
site r in the lattice, and the final states |f〉 correspond
to one-triplon states created by the normal pseudo-boson
operators a′†k , b
′†
k and c
′†
k in (S22), with the dispersion re-
lations ~ω1,2,3 given in (S18).
We note that the dynamical correlations for the spin-
orbital singlet state have previously been calculated
by treating the exchange J2 within a random-phase-
approximation formalism [20]. Here we have provided
FIG. S3. (Color online) Background subtraction procedure:
the base temperature (2.2 K) raw data in (b) is subtracted
from the high temperature (50 K) raw data in (a) to obtain
(c), which contains pure paramagnetic scattering on the neg-
ative energy side. The ω < 0 data in (c) is then ‘reflected’
onto the ω > 0 side using (S26), then interpolated over the
elastic line region to obtain the estimated pure paramagnetic
scattering in (e), which is then subtracted from the raw data
in (a) to obtain the estimated non-magnetic background in
(f). (g) Energy scan at Q = 0.6(1)A˚−1 through the estimated
pure magnetic signal at 50 K in (e). Solid line is a fit to an
empirical functional form that satisfies the detailed balance
relation (S26) and is described in the text. Dashed horizon-
tal line emphasizes that plotted intensities are background
subtracted.
an alternative approach by deriving directly the disper-
sion relations in the presence of exchange interactions
via pseudo-boson triplon operators and deriving explic-
itly the neutron scattering structure factor (via the trans-
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formation to normal triplon operators) for both zero and
applied magnetic field.
For zero magnetic field the cross-section (S27) was nu-
merically averaged over a spherical distribution of orien-
tations of Q in order to obtain the orientational-averaged
intensity as a function of momentum Q = |Q| and energy
transfer, S(Q, ~ω), and this was directly compared with
the measured INS powder data in Fig. 2b). In a finite
applied magnetic field the dispersion relations (and neu-
tron cross-section) depend on the applied field direction
with respect to the cubic axes (as discussed in Sec. S4),
so in this case a more elaborate averaging is required to
reflect the fact that the powder contains a spherically-
uniform distribution of sample grain orientations with
respect to the instrument frame, but all grains have the
magnetic field applied along a fixed direction with respect
to the instrument frame. Since in the experimental ge-
ometry used the (vertical) magnetic field was perpendic-
ular to the (horizontal) scattering plane of the detectors
(B ⊥ Q), the appropriate powder cross-section is ob-
tained by averaging the single-crystal cross-section (S27)
over a uniform distribution of wavevectors Q on a sphere
of radius Q and choosing a uniform random direction of
the magnetic field in the plane normal toQ. This method
was used to calculate the INS spectrum in Figs. 3d-f) and
4a)(dashed lines).
S7. SAMPLE PREPARATION
Polycrystalline FeSc2S4 was prepared by solid state
synthesis from the elements: Fe (99.99%), Sc (99.9%),
and S (99.999%). Starting materials were loaded into
quartz ampoules under Argon atmosphere, then pumped
to 10−2 mbar and closed. After first firing at 900◦C for
150 h the mixture was reground, pressed into pellets,
again closed within an ampoule and fired at the same
temperature. To reach full reaction, the sintering proce-
dure was repeated several times (up to 7 cycles). The
samples after each cycle were checked by SQUID mag-
netometry and XRD measurements. To optimize the
Fe:Sc:S ratio to the stoichiometric one, additional heat
treatments in vacuum and sulfur atmosphere at the last
cycles were performed. The composition of the sample
was measured by wave-length-dispersive X-ray electron-
probe microanalysis (WDS EPMA, Cameca SX50). The
data were averaged over points measured on 15 different
single-crystalline grains of about 40 µm in diameter. The
obtained composition was Fe 1.006(19) Sc 2.000(33) S
3.977(29) and corresponds to perfect stoichiometry (num-
bers in the brackets give the standard deviations).
The quality of our powder sample was controlled by
x-ray and neutron powder diffraction. The x-ray powder
data were collected with a Bruker D8 powder diffractome-
ter (Cu Kα1,2 radiation) in an angular range between
4◦ and 130◦ in 2-theta. A profile-matching refinement
FIG. S4. (Color online) Rietveld refinement fit of FeSc2S4
crystal structure parameters at room temperature with data
from (a) a Bruker D8 powder diffractometer and (b) the
HRPT neutron powder diffractometer. Experimental points,
calculated profile and the difference curve are shown. The
ticks below the graph indicate the calculated positions of the
diffraction peaks.
shown in Fig S4(a) indicates a single phase material with
no impurities. Neutron powder diffraction data were col-
lected on the HRPT neutron powder diffractometer [32]
at room temperature with λ=1.155 A˚ neutrons in the an-
gular range 4◦-165◦. It confirmed the phase purity of the
material and allowed for a precise refinement of its crys-
tal structure parameters. A Rietveld refinement carried
out on this same neutron diffraction dataset Fig S4(b)
also allowed for the refinement of possible cation disor-
der over the two cation sites in the structure, i.e. the
distribution of the Fe and Sc cations in a compound with
a nominal composition FeSc2S4 over the 8a(1/8,1/8,1/8)
and 16d(1/2,1/2,1/2) sites, to be nominally occupied by
solely iron and scandium, respectively. Even though the
difference in the bound neutron scattering lengths for Fe
and Sc (9.45 and 12.29 fm) is not very large, the rela-
tive simplicity of crystal structure in combination with
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FIG. S5. (Color online) Inverse magnetic susceptibility of
FeSc2S4 powder as a function of temperature (gray circles)
in an applied field of H = 104 Oe. The thick solid line is a
fit to a Curie-Weiss form χ = C/(T − ΘCW) giving ΘCW =
−44.8 ± 1 K. Inset: zoom-in of the low temperature region
showing deviation from the linear behavior and the absence
of any sharp features indicative of a transition to magnetic
order.
a rather short wavelength – thus covering a sufficiently
broad Q-range, up to almost 11 A˚−1 – allows for rather
precise refinement results. Given the perfect stochiome-
try of our sample, we assume iron and scandium are dis-
tributed in the ratio 1:2 over these two sites, and the level
of disorder is parametrised by 0 ≤ x ≤ 1 with Fe1−x Scx
occupying the 8a, and Sc2−x Fex residing at the 16d sites.
The case x = 0(1) represents a perfectly uninverted (in-
verted) structure. The resulting refinement yields a value
of x=0.028(8) signifying an extremely low level of inver-
sion. The refined coordinate of sulphur residing in the
32e(%,%,%) position is %=0.25528(8) which is also quite
a typical value for the AB2O4 compounds with spinel
structures.
Results of magnetic susceptibility measurements
(SQUID, MPMS-5, Quantum Design) are shown in
Fig. S5 and reveal a linear dependence of the inverse sus-
ceptibility on temperature over the range ≈ 20-400 K,
in agreement with previous reports [7]. No evidence for
magnetic ordering was found down to the lowest tem-
perature probed, 1.8 K. We note that in contrast to
the smooth susceptibility curve in Fig. S5, studies of
off-stoichiometry samples of Fe1.06Sc1.94S4 show a clear
anomaly at low temperatures as characteristic of the on-
set of long-range antiferromagnetic order [33]. In con-
trast, for the powder sample studied here no such anoma-
lies are present. Furthermore µSR data down to 1.5 K
(not shown) indicated only a smooth relaxation without
clear oscillations and neutron diffraction could not de-
tect evidence for magnetic Bragg peaks, consistent with
the absence of long-range magnetic order in the present
samples.
As alluded to in the main text, recently Ref. [25] ap-
peared reporting evidence for marginal magnetic order
in samples synthesized using a different protocol, sug-
gesting an extreme sensitivity to the synthesis route. We
also noted that there are three main physical factors that
could lead to such a discrepancy; Vacancies, Site dis-
order, and Off-stoichiometry. Vacancies at the A-site
lead to randomly distributed absences in the diamond
lattice of Fe2+ ions, thus affecting the finely balanced
frustration between NNN sites. Those at the B-site may
also lead to a modulation of superexchange interactions
as Sulphur ligands are displaced to compensate strains
in the structure. However, experiments on samples de-
liberately synthesised with (up to 5%) vacancies at the
Fe sites have been shown to have similar magnetic and
thermodynamic properties as those with the ideal crystal
structure [33], suggesting that a small density of such ab-
sences is not detrimental. A-B site disorder is a common
occurrence in spinels, and with the similar ionic radii of
Sc3+ and Fe2+, great care must be taken in the synthesis
of FeSc2S4 to minimise such disorder. Off-stoichiometry
would also deeply affect the low temperature properties
by introducing ionic species other than Fe2+, Sc3+ and
S2− into the lattice. In particular, for the case of a sur-
plus of Fe, one could presume, for example, the introduc-
tion of Fe3+ ions into the lattice to preserve charge neu-
trality. Each of these carry an orbitally non-degenerate
S=5/2 magnetic moment that could easily order when
coupled by exchange interactions to the other magnetic
ions in the lattice. To study these effects, we have synthe-
sized samples with deliberate off-stoichiometry (e.g. the
Fe1.06Sc1.94S4 mentioned above) and find that those with
a surplus of Fe do indeed show very different behaviour
from pure FeSc2S4. Concretely, magnetic susceptibility
measurements on those Fe-rich samples show a deviation
between field cooled and zero field cooled data as well as,
crucially, the presence of magnetic order at low temper-
ature [33].
