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OPTIMAL RELAXED CONTROL OF DISSIPATIVE STOCHASTIC PARTIAL
DIFFERENTIAL EQUATIONS IN BANACH SPACES
ZDZISLAW BRZEZNIAK AND RAFAEL SERRANO
ABSTRACT. We study an optimal relaxed control problem for a class of semilinear stochas-
tic PDEs on Banach spaces perturbed by multiplicative noise and driven by a cylindrical
Wiener process. The state equation is controlled through the nonlinear part of the drift co-
efficient which satisfies a dissipative-type condition with respect to the state variable. The
main tools of our study are the factorization method for stochastic convolutions in UMD
type-2 Banach spaces and certain compactness properties of the factorization operator and
of the class of Young measures on Suslin metrisable control sets.
1. INTRODUCTION
Let M be a separable metric space, B a Banach space and (Ω,F ,P) a probability space.
The object of this paper is to study the optimal control problem of minimizing a finite-horizon
cost functional of the form
J(X,u) = E
[∫ T
0
h(s,X(s), u(s)) ds + ϕ(X(T ))
]
, (1.1)
where u(·) is aM−valued control process andX(·) is the solution (in a sense we will specify
later) of the controlled semilinear stochastic evolution equation of the form
dX(t) +AX(t) dt = F (t,X(t), u(t)) dt +G(t,X(t)) dW (t), t ∈ [0, T ]
X(0) = x0 ∈ B.
(1.2)
Here −A is the generator of a C0−semigroup on B and W (·) is a cylindrical Wiener pro-
cess defined on (Ω,F ,P). Our model equation is the following controlled stochastic partial
differential equation of reaction-diffusion type with multiplicative space-time white noise on
[0, T ]× (0, 1),
∂X
∂t
(t, ξ) =
∂2X
∂ξ2
(t, ξ) + f(X(t, ξ), u(t)) + g(X(t, ξ))
∂w
∂t
(t, ξ), on [0, T ]× (0, 1),
X(t, 0) = X(t, 1) = 0,
X(0, ·) = x0(·),
where g : R → R is continuous and bounded and the reaction term f : R ×M → R is
continuous and satisfies a polynomial-growth condition of the form
f(x+ y, u) sgn x ≤ −k1 |x|+ k2 |y|
m + η(t, u) (1.3)
where m ≥ 1, k1 ∈ R, k2 ≥ 0 and η : [0, T ]×M → [0,+∞] is a measurable mapping, pos-
sibly inf-compact with respect to u (see Definition 2.11 below). In the applications, X(t, ξ)
represents the concentration, density or temperature of a certain substance. Our aim is to
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be able to consider cost functionals that regulate this quantity on a finite number of points
ζ1, . . . , ζn distributed over the interval (0, 1), for instance, when the running cost function h
has of the form
h(t, x, u) = φ(t, x(ζ1), . . . , x(ζn), u).
Such running costs, however, require X(t, ξ) to be continuous with respect to the space
variable, which suggests that we study the controlled equation on the Banach space C([0, 1])
of real-valued continuous functions on [0, 1]. Moreover, the growth condition (1.3) can be
conveniently formulated as a dissipative-type condition on this Banach space.
It is well known that, when no special conditions on the the dependence of the non-linear
term F with respect to the control variable are assumed, in order to prove existence of an
optimal control it is necessary to extend the original control system to one that allows for
control policies whose instantaneous values are probability measures on the control set. Such
control policies are known as relaxed controls.
This technique of measure-valued convexification of nonlinear systems has a long story
starting with L.C.Young [You42, You69] and J.Warga [War62, War72] and their work on
variational problems and existence of optimal controls for finite-dimensional systems. The
use of relaxed controls in the context of evolution equations in Banach spaces was initiated
by Ahmed [Ahm83] and Papageorgiou [Pap89a, Pap89b] (see also [AP90]) who considered
controls that take values in a Polish space. More recently, optimal relaxed control of PDEs
has been studied by Lou in [Lou03, Lou07] also with Polish control set.
Under more general topological assumptions on the control set, Fattorini also employed
relaxed controls in [Fat94a] and [Fat94b] (se also [Fat99]) but at the cost of working with
merely finitely additive measures instead of σ−additive measures.
In the stochastic case, relaxed control of finite-dimensional stochastic systems goes back to
Fleming and Nisio [Fle80, FN84]. Their approach was followed extensively in [EKHNJP87]
and [HL90], where the control problem was recast as a martingale problem. The study of
relaxed control for stochastic PDEs seems to have been initiated by Nagase and Nisio in
[NN90] and continued by Zhou in [Zho92], where a class of semilinear stochastic PDEs con-
trolled through the coefficients of an elliptic operator and driven by a d−dimensional Wiener
process is considered, and in [Zho93], where controls are allowed to be space-dependent and
the diffusion term is a first-order differential operator driven by a one-dimensional Wiener
process.
In [GS94], using the semigroup approach, Gatarek and Sobczyk extended some of the re-
sults described above to Hilbert space-valued controlled diffusions driven by a trace-class
noise. The main idea of their approach is to show compactness of the space of admissi-
ble relaxed control policies by the factorization method introduced by Da Prato, Kwapien
and Zabczyk (see [DPKZ87]). Later, in [Sri00] Sritharan studied optimal relaxed control
of stochastic Navier-Stokes equations with monotone nonlinearities and Lusin metrisable
control set. More recently, Cutland and Grzesiak combined relaxed controls with nonstan-
dard analysis techniques in [CG05, CG07] to study existence of optimal controls for 3 and
2-dimensional stochastic Navier-Stokes equations respectively.
In this paper, we consider a control system and use methods that are similar to those of
[GS94]. However, our approach allows to consider controlled processes with values in a
larger class of state spaces, which permits to study running costs that are not necessarily well-
defined in a Hilbert-space framework. Moreover, we consider controlled equations driven
by cylindrical Wiener process, which includes the case of space-time white noise in one
dimension, and with a drift coefficient that satisfies a dissipative-type condition with respect
to the state-variable. In addition, the control set is assumed only metrisable and Suslin.
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Let us briefly describe the contents of this paper. In section 2 we recall the notion of sto-
chastic relaxed control and its connection with random Young measures, we define the stable
topology and review some relatively recent results on (flexible) tightness criteria for relative
compactness in this topology. Next, we introduce the factorization operator as the negative
fractional power of a certain abstract parabolic operator associated with a Cauchy problem
on UMD spaces and some of its smoothing and compactness properties. Then, we review
some basics results on the factorization method for stochastic convolutions in UMD type-2
Banach spaces.
In section 3 we reformulate the control problem as a relaxed control problem in the weak
stochastic sense and prove existence of optimal weak relaxed controls for a class of dissi-
pative stochastic PDEs. Finally, we illustrate this result with examples that cover a class of
stochastic reaction-diffusion equations (driven by space-time multiplicative white noise in
dimension 1) and include the case of space-dependant control.
Notation. Let O be a bounded domain in Rd. For m ∈ N and p ∈ [1,∞], Wm,p(O) will
denote the usual Sobolev space, and for s ∈ R, Hs,p(O) will denote the space defined as
Hs,p(O) :=
{
Wm,p(O), if m ∈ N;[
W k,p(O),Wm,p(O)
]
δ
, if s ∈ (0,∞) \N,
where [·, ·]δ denotes complex interpolation and k,m ∈ N, δ ∈ (0, 1) are chosen to satisfy
s = (1− δ)k + δm (see e.g. [Tri78]).
2. PRELIMINARIES
2.1. Relaxed controls and Young measures. We start by recalling the definition of stochas-
tic relaxed control and its connection with random Young measures. Throughout, M denotes
a Hausdorff topological space (the control set), B(M) denotes the Borel σ−algebra on M
and P(M) denotes the set of probability measures on B(M) endowed with the σ−algebra
generated by the projection maps
πC : P(M) ∋ q 7→ q(C) ∈ [0, 1], C ∈ B(M).
Definition 2.1. Let (Ω,F ,P) be a probability space. A P(M)−valued process {qt}t≥0 is
called a stochastic relaxed control (or relaxed control process) on M if and only if the map
[0, T ]× Ω ∋ (t, ω) 7→ qt(ω, ·) ∈ P(M)
is measurable. In other words, a stochastic relaxed control is a measurable P(M)−valued
process.
Definition 2.2. Let l denote the Lebesgue measure on [0, T ] and let λ be a bounded nonneg-
ative σ−additive measure on B (M × [0, T ]) . We say that λ is a Young measure on M if and
only if λ satisfies
λ(M ×D) = l(D), for all D ∈ B([0, T ]). (2.1)
We denote by Y(0, T ;M), or simply Y, the set of Young measures on M.
Lemma 2.3 (Disintegration of ‘random’ Young measures). Let (Ω,F ,P) be a probability
space and let M be a Radon space. Let λ : Ω → Y(0, T ;M) be such that, for every J ∈
B(M × [0, T ]), the mapping
Ω ∋ ω 7→ λ(w)(J) ∈ [0, T ]
is measurable. Then there exists a stochastic relaxed control {qt}t≥0 on M such that for
P−a.e. ω ∈ Ω we have
λ(ω,C ×D) =
∫
D
qt(ω,C) dt, for all C ∈ B(M), D ∈ B([0, T ]). (2.2)
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Proof. Define the measure µ on B(M)⊗ B([0, T ])⊗F by
µ(du, dt, dω) := λ(ω)(du, dt)P(dω),
that is,
µ(C ×D × E) = E [1Eλ(C ×D)] , C ∈ B(M), D ∈ B([0, T ]), E ∈ F . (2.3)
Notice that the marginals of µ on F ⊗B([0, T ]) coincide with the product measure dP⊗ dt.
Hence, as M is a Radon space, by the Disintegration Theorem (cf. existence of conditional
probabilities, see e.g. [Val73]), there exists a mapping
q˜ : [0, T ]× Ω× B(M)→ [0, 1]
satisfying
µ(C × J) =
∫
J
q˜(t, ω,C) dP⊗ dt, C ∈ B(M), J ∈ F ⊗B([0, T ]), (2.4)
and such that for every C ∈ B(M), the mapping
[0, T ] × Ω ∋ (t, ω) 7→ q˜(t, ω,C) ∈ [0, 1]
is measurable and, for almost every (t, ω) ∈ [0, T ] × Ω, q˜(t, ω, ·) is a Borel probability
measure on B(M). Therefore
q : [0, T ]× Ω ∋ (t, ω)→ q˜(t, ω, ·) ∈ P(M)
is a stochastic relaxed control. Moreover, by (2.3), (2.4) and Fubini’s Theorem we have∫
E
λ(ω)(C ×D)P(dω) =
∫
E
∫
D
q(t, ω)(C) dtP(dω)
for every E ∈ F and C ∈ B(M), D ∈ B([0, T ]). Hence, (2.2) follows. 
Remark 2.4. We will frequently denote the disintegration (2.2) by λ(du, dt) = qt(du) dt.
2.2. Stable topology and tightness criteria.
Definition 2.5. The stable topology on Y(0, T ;M) is the weakest topology on Y(0, T ;M)
for which the mappings
Y(0, T ;M) ∋ λ 7→
∫
D
∫
M
f(u)λ(du, dt) ∈ R
are continuous, for every D ∈ B([0, T ]) and f ∈ Cb(M).
The stable topology was studied under the name of ws-topology in [Sch75]. There it was
proved that if M is separable and metrisable, then the stable topology coincides with the
topology induced by the narrow topology. The case of M Polish (i.e. separable and com-
pletely metrisable) was studied in [JM81]. A comprehensive overview on the stable topology
for a more general class of Young measures under more general topological conditions on
M can be found in [CRdFV04].
Remark 2.6. It can be proved (see e.g. Remark 3.20 in [Cra02]) that if M is separable and
metrisable, then λ : Ω → Y(0, T ;M) is measurable with respect to the Borel σ−algebra
generated by the stable topology iff for every J ∈ B(M × [0, T ]) the mapping
Ω ∋ ω 7→ λ(w)(J) ∈ [0, T ]
is measurable. This will justify addressing the maps considered in Lemma 2.2 as random
Young measures.
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A class of topological spaces that will be particularly useful for our purposes is that of
Suslin space.
Definition 2.7. A Hausdorff topological space M is said to be Suslin if there exist a Polish
space S and a continuous mapping ϕ : S →M such that ϕ(S) = M.
Remark 2.8. If M is Suslin then M is separable and Radon, see e.g. [Sch73, Chapter II]. In
particular, Lemma 2.3 applies.
We will be mainly interested in Young measures on metrisable Suslin control sets. This
class of Young measures has been studied in [Bal01] and [RdF03].
Proposition 2.9. Let M be metrisable (resp. metrisable Suslin). Then Y(0, T ;M) endowed
with the stable topology is also metrisable (resp. metrisable Suslin).
Proof. For the metrisability part, see Proposition 2.3.1 in [CRdFV04]. For the Suslin part,
see Proposition 2.3.3 in [CRdFV04]. 
The notion of tightness for Young measures that we will use has been introduced by Val-
adier [Val90] (see also [Cra02]). Recall that a set-valued function [0, T ] ∋ t 7→ Kt ⊂ M is
said to be measurable if and only if
{t ∈ [0, T ] : Kt ∩ U 6= ∅} ∈ B([0, T ])
for every open set U ⊂M.
Definition 2.10. We say that J ⊂ Y(0, T ;M) is flexibly tight if, for each ε > 0, there exists
a measurable set-valued mapping [0, T ] ∋ t 7→ Kt ⊂ M such that Kt is compact for all
t ∈ [0, T ] and
sup
λ∈J
∫ T
0
∫
M
1Kct
(u)λ(du, dt) < ε
In order to give a characterization of flexible tightness we need the notion of an inf-compact
function,
Definition 2.11. A function η : M → [0,+∞] is called inf-compact iff the level sets
{η ≤ R} = {u ∈M : η(u) ≤ R}
are compact for all R ≥ 0.
Observe that, sinceM is Hausdorff, for every inf-compact function η the level sets {η ≤ R}
are closed. Therefore, every inf-compact function is lower semi-continuous and hence Borel-
measurable (see e.g. [Kal02]).
Example 2.12. Let (V, |·|V ) be a reflexive Banach space compactly embedded into another
Banach space (M, |·|M ), and let a : R+ → R+ be strictly increasing and continuous. Then
the map η : M → [0,+∞] defined by
η(u) :=
{
a(|u|V ), if u ∈ V
+∞, else.
is inf-compact.
Proof of Example 2.12. Since a(·) is increasing, we only need to show that the closed unit
ball D in V is compact in M. Let (un)n be a sequence in D. Since the embedding V →֒M
is compact, there exist a subsequence, which we again denote by (un)n, and u ∈ M such
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that un → u in M as n → ∞. Hence, if C is a constant such that |v|M ≤ C |v|V , v ∈ V,
and ε > 0 is fixed we can find m¯ ∈ N such that
|un − u|M <
ε
1 + C
, ∀n ≥ m¯. (2.5)
Now, since V is reflexive, by the Banach-Alaoglu Theorem there exists a further subse-
quence, again denoted by (un)n, and u¯ ∈ V such that un → u¯ weakly in V as n → ∞. In
particular, this implies
u¯ ∈ {um¯, um¯+1, . . .}
w
⊂ co{um¯, um¯+1, . . .}
w
where co(·) and · w denote the convex hull and weak-closure in V respectively. By Mazur
Theorem (see e.g. [Meg98, Theorem 2.5.16]), we have
co{um¯, um¯+1, . . .}
w
= co{um¯, um¯+1, . . .}.
Hence, there exist an integer N¯ ≥ 1 and {α0, . . . , αN¯} with αi ≥ 0,
∑N¯
i=0 αi = 1, such that∣∣∣ N¯∑
i=0
αium¯+i − u¯
∣∣∣
V
<
ε
1 + C
. (2.6)
By (2.5) and (2.6) it follows that
|u− u¯|M ≤
∣∣∣u− N¯∑
i=1
αium¯+i
∣∣∣
M
+
∣∣∣ N¯∑
i=0
αium¯+i − u¯
∣∣∣
M
≤
∣∣∣ N¯∑
i=0
αi(u− um¯+i)
∣∣∣
M
+C
∣∣∣ N¯∑
i=0
αium¯+i − u¯
∣∣∣
V
≤
N¯∑
i=0
αi |u− um¯+i|M +
Cε
1 + C
< ε.
Since ε > 0 is arbitrary, we infer that u = u¯ ∈ V. Therefore, D is sequentially compact in
M, and the desired result follows. 
Theorem 2.13 (Equivalence Theorem for flexible tightness). Let J ⊂ Y(0, T ;M). Then
the following conditions are equivalent
(a) J is flexibly tight
(b) There exists a measurable function η : [0, T ] ×M → [0,+∞] such that η(t, ·) is inf-
compact for all t ∈ [0, T ] and
sup
λ∈J
∫ T
0
∫
M
η(t, u)λ(du, dt) < +∞.
Proof. See e.g. [Bal00, Definition 3.3] 
Theorem 2.14 (Prohorov criterion for relative compactness). Let M be a metrisable
Suslin space. Then every flexibly tight subset of Y(0, T ;M) is sequentially relatively compact
in the stable topology.
Proof. See [CRdFV04, Theorem 4.3.5] 
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Lemma 2.15. Let M be a metrisable Suslin space and let
h : [0, T ]×M → [−∞,+∞]
be a measurable function such that h(t, ·) is lower semi-continuous for every t ∈ [0, T ] and
satisfies one of the two following conditions
(1) |h(t, u)| ≤ γ(t), a.e. t ∈ [0, T ], for some γ ∈ L1(0, T ;R),
(2) h ≥ 0.
If λn → λ stably in Y(0, T ;M), then∫ T
0
∫
M
h(t, u)λ(du, dt) ≤ lim inf
n→∞
∫ T
0
∫
M
h(t, u)λn(du, dt).
Proof. If (1) holds, the result follows from Theorem 2.1.3–Part G in [CRdFV04]. If (2) holds,
the result follows from Proposition 2.1.12–Part (d) in [CRdFV04]. 
The last two results will play an essential role in Section 4 in the proof of existence of
stochastic optimal relaxed controls. They are, in fact, the main reasons why it suffices for
our purposes to require that the control set M is only metrisable and Suslin, in contrast with
the existing literature on stochastic relaxed controls. Indeed, Theorem 2.14 will be used to
prove tightness of the laws of random Young measures (see Lemma 2.18 below) and Lemma
2.15 will be used to prove the lower semi-continuity of the relaxed cost functionals as well
as Theorem 2.16 below which will also be crucial to pass to the limit in the proof of our main
result.
Theorem 2.16. Let M be a metrisable Suslin space. If λn → λ stably in Y(0, T ;M), then
for every f ∈ L1(0, T ; Cb(M)) we have
lim
n→∞
∫ T
0
∫
M
f(t, u)λn(du, dt) =
∫ T
0
∫
M
f(t, u)λ(dt, du).
Proof. Use Lemma 2.15 with f and −f. 
We will need the following version of the so-called Fiber Product Lemma. For a measur-
able map y : [0, T ] → M, we denote by δy(·)(·) the degenerate Young measure defined as
δy(·)(du, dt) := δy(t)(du) dt.
Lemma 2.17 (Fiber Product Lemma). Let S and M be separable metric spaces and let
yn : [0, T ] → S be a sequence of measurable mappings which converge pointwise to a
mapping y : [0, T ] → S. Let λn → λ stably in Y(0, T ;M) and consider the following
sequence of Young measures on S ×M,
(δyn ⊗ λn)(dx, du, dt) := δyn(t)(dx)λn(du, dt), n ∈ N,
and
(δy ⊗ λ)(dx, du, dt) := δy(t)(dx)λ(du, dt).
Then δyn ⊗ λn → δy ⊗ λ stably in Y(0, T ;S ×M).
Proof. Proposition 1 in [Val94] implies that δyn → δy stably in Y(0, T ;S), and the result
follows from Corollary 2.2.2 and Theorem 2.3.1 in [CRdF04]. 
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Lemma 2.18. Assume M is metrisable and Suslin. For each n ∈ N let λn be a random
Young measure on M defined on a probability space (Ωn,Fn,Pn). Assume there exists a
measurable function η : [0, T ] × M → [0,+∞] such that η(t, ·) is inf-compact for all
t ∈ [0, T ] and
E
P
n
∫ T
0
∫
M
η(t, u)λn(du, dt) ≤ R, for all n ∈ N.
for some R > 0. Then, the family of laws of {λn}n∈N is tight on Y(0, T ;M).
Proof. For each ε > 0 define the set
Kε :=
{
λ ∈ Y :
∫ T
0
∫
M
η(t, u)λ(du, dt) ≤
R
ε
}
.
By Theorems 2.13 and 2.14, Kε is relatively compact in the stable topology of Y(0, T ;M),
and by Chebyshev’s inequality we have
P
n
(
λn ∈ Y \ K¯ε
)
≤ Pn (λn ∈ Y \Kε) ≤
ε
R
E
P
n
∫ T
0
∫
M
η(t, u)λn(du, dt) ≤ ε
and the tightness of the laws of {λn}n≥1 follows. 
2.3. Stochastic convolutions in UMD type 2 Banach spaces. This section builds on the re-
sults on the factorization method for stochastic convolutions in UMD type 2 Banach spaces
from [Brz97] and [BG99]. First, we recall the definition of the factorization operator as the
negative fractional power of a certain abstract parabolic operator as well as some of its reg-
ularizing and compactness properties. Then, we review some basic properties of stochastic
convolutions in M-type 2 Banach spaces.
In the sequel, (E, |·|
E
) will denote a Banach space and T ∈ (0,+∞) will be fixed. We
start off by introducing the following Sobolev-type spaces,
W 1,p(0, T ;E) :=
{
y ∈ Lp(0, T ;E) : y′ =
dy
dt
∈ Lp(0, T ;E)
}
, p > 1
where y′ denotes the weak derivative, and
W 1,p0 (0, T ;E) := {y ∈W
1,p(0, T ;E) : y(0) = 0}.
Observe that y(0) is well defined for y ∈ W 1,p(0, T ;E) since by the Sobolev Embedding
Theorem we have W 1,p(0, T ;E) ⊂ C([0, T ];E), see e.g. [Tem01, Lemma 3.1.1].
Let A be a closed linear operator on E and let D(A), the domain of A, be endowed with
the graph norm. We define the abstract parabolic operator ΛT on Lp(0, T ;E) through the
formula
D(ΛT ) := W
1,p
0 (0, T ;E) ∩ L
p(0, T ;D(A)),
ΛT y := y
′ +A(y(·)).
(2.7)
Our aim is to define the factorization operator as the negative fractional powers of ΛT . This
definition relies on the closedness of the operator ΛT ,which will follow from the Dore-Venni
Theorem, see [DV87]. This, however, requires further conditions on the Banach space E and
the operator A.
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Definition 2.19. A Banach space E is said to have the property of unconditional martingale
differences (and we say that E is a UMD space) iff for some p ∈ (1,∞) there exists a
constant c ≥ 0 such that∣∣∣∣∣∣ n∑
k=0
εk(yk − yk−1)
∣∣∣∣∣∣
Lp(Ω,F ,P;E)
≤ c
∣∣∣∣∣∣ n∑
k=0
(yk − yk−1)
∣∣∣∣∣∣
Lp(Ω,F ,P;E)
for all n ∈ N, εk ∈ {±1} and all E−valued discrete martingales {yk}k with y−1 = 0.
Remark 2.20. A normed vector space E is said to be ζ−convex iff there exists a symmetric,
biconvex (i.e. convex in each component) function ζ : E2 → R such that ζ(0, 0) > 0
and ζ(x, y) ≤ |x+ y|
E
for any x, y ∈ E with |x|
E
= |y|
E
= 1. Burkholder proved in
[Bur81] that a Banach space is UMD iff it is ζ−convex. Moreover, a necessary (see [Bur83])
and sufficient (see [Bou83]) condition for a Banach space E to be UMD is that the Hilbert
transform is bounded on Lp(R;E) for some p ∈ (1,∞).
Example 2.21. Hilbert spaces and the Lebesgue spaces Lp(O), with O a bounded domain in
Rd and p ∈ (1,+∞), are examples of UMD spaces, see e.g. [Ama95, Theorem 4.5.2].
Definition 2.22. Let A be a linear operator on a Banach space E. We say that A is positive
if it is closed, densely defined, (−∞, 0] ⊂ ρ(A) and there exists C ≥ 1 such that
||(λI +A)−1||L(E) ≤
C
1 + λ
, for all λ ≥ 0.
Remark 2.23. It is well known that if A is a positive operator on E, then A admits (not
necessarily bounded) fractional powers Az of any order z ∈ C (see e.g. [Ama95, Section
4.6]). Recall that, for |Re z| ≤ 1, the fractional power Az is defined as the closure of the
linear mapping
D(A) ∋ x 7→
sinπz
πz
∫ +∞
0
tz(tI +A)−2Axdt ∈ E, (2.8)
see e.g. [Ama95, p. 153].
Definition 2.24. The class BIP(θ,E) of operators with bounded imaginary powers on E
with parameter θ ∈ [0, π) is defined as the class of positive operators A on E with the
property that Ais ∈ L(E) for all s ∈ R and there exists a constant K > 0 such that
||Ais||L(E) ≤ Ke
θ|s|, s ∈ R. (2.9)
We will also denote BIP−(θ,E) := ∪σ∈(0,θ) BIP(σ,E). Our main assumption on the
operator A throughout this article is the following,
Assumption A.1. A ∈ BIP−(pi2 ,E).
In [PS90, Theorem 2] it was proved that if A satisfies Assumption A.1, then the operator
−A generates a (uniformly bounded) analytic C0−semigroup (St)t≥0 on E. If furthermore
E is a UMD space, by the Dore-Venni Theorem (see Theorems 2.1 and 3.2 in [DV87]) it
follows that the parabolic operator ΛT is positive on Lp(0, T ;E) and, in particular, admits
the negative fractional powers Λ−αT for α ∈ (0, 1]. We have in fact the following formula
Proposition 2.25 ([Brz97], Theorem 3.1). Let E be a UMD Banach space and let As-
sumption A.1 be satisfied. Then, for any α ∈ (0, 1], Λ−αT is a bounded linear operator on
Lp(0, T ;E), and for α ∈ (0, 1] we have(
Λ−αT f
)
(t) =
1
Γ(α)
∫ t
0
(t− r)α−1St−rf(r) dr, t ∈ (0, T ), f ∈ L
p(0, T ;E). (2.10)
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The fractional powers Λ−αT also satisfy the following compactness property which will be
crucial to infer tightness of a certain family of laws of processes in the proof of our main
Theorem,
Theorem 2.26 ([BG99], Theorem 2.6). Under the same assumptions of Proposition 2.25,
suppose further that A−1 is a compact operator (i.e. the embedding D(A) →֒ E is compact).
Then, for any α ∈ (0, 1], the operator Λ−αT is compact on Lp(0, T ;E).
The following smoothing property of Λ−αT is a particular case of a more general regulariz-
ing result (see Lemma 3.3 in [Brz97]).
Lemma 2.27. Under the same assumptions of Proposition 2.25, let α and δ be positive
numbers satisfying
δ +
1
p
< α (2.11)
Then Λ−αT f ∈ C([0, T ];D(Aδ)) for all f ∈ Lp(0, T ;E) and Λ−αT is a bounded operator
from Lp(0, T ;E) into C([0, T ];D(Aδ)).
Using Theorem 2.26 and Lemma 2.27 one can prove the following,
Corollary 2.28 ([BG99], Corollary 2.8). Suppose the assumptions of Theorem 2.26 and
Lemma 2.27 are satisfied. Then Λ−αT is a compact map fromLp(0, T ;E) into C([0, T ];D(Aδ)).
Remark 2.29. Since T > 0 is finite, it can be proved that the above results are still valid if
A+ νI ∈ BIP−(pi2 ,E) for some ν ≥ 0 (see e.g. [BG99] or [Ama95, Theorem 4.10.8]).
Example 2.30. Let O be a bounded domain in Rd with sufficiently smooth boundary and let
A denote the second-order elliptic differential operator defined as
(Ax)(ξ) := −
d∑
i,j=1
aij(ξ)
∂2x
∂ξi∂ξj
+
d∑
i=1
bi(ξ)
∂x
∂ξi
+ c(ξ)x(ξ), ξ ∈ O,
with aij = aji,
d∑
i,j=1
aij(ξ)λiλj ≥ C |λ|
2 , λ ∈ Rd.
and c, bi, aij ∈ C∞(O¯). Let q ≥ 2 and let Aq denote the realization of A in Lq(O), that is,
D(Aq) := H
2,q(O) ∩H1,q0 (O),
Aqx := Ay.
(2.12)
Then Aq + νI ∈ BIP−(pi2 , L
q(O)) for some ν ≥ 0 (see e.g. [See71]). Other examples of
differential operators satisfying such condition include realizations of higher order elliptic
partial differential operators [See71] and the Stokes operator [GS91].
We now briefly outline the construction of the stochastic integral in M-type 2 Banach
spaces with respect to a cylindrical Wiener process. For the details we refer to [Det90] or
[Brz97]. See also [Brz03] and the references therein.
For the rest of this section we fix a separable Hilbert space (H, [·, ·]H) and a probability
space (Ω,F ,P) endowed with a filtration F = {Ft}t≥0.
Definition 2.31. A family W (·) = {W (t)}t≥0 of bounded linear operators from H into
L2(Ω;R) is called a H−cylindrical Wiener process (with respect to the filtration F) iff
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(i) EW (t)y1W (t)y2 = t[y1, y2]H, for all t ≥ 0 and y1, y2 ∈ H,
(ii) for each y ∈ H, the process {W (t)y}t≥0 is a standard one-dimensional Wiener process
with respect to F.
For h ∈ H and x ∈ E, h⊗ x will denote the linear operator
(h⊗ x)y := [h, y]Hx, y ∈ H.
For p ≥ 1 and a Banach space (V, |·|V ), let Mp(0, T ;V ) denote the space of (classes of
equivalences of) F−progressively measurable processes Φ : [0, T ] × Ω→ V such that
||Φ||pMp(0,T ;V ) := E
∫ T
0
|Φ(t)|pV dt <∞.
Notice that Mp(0, T ;V ) is a Banach space with the norm ||·||Mp(0,T ;V ) .
Definition 2.32. A process Φ(·) with values in L(H,E) is said to be elementary (with re-
spect to the filtration {Ft}t≥0) if there exists a partition 0 = t0 < t1 · · · < tN = T of [0, T ]
such that
Φ(s) =
N−1∑
n=0
K∑
k=1
1[tn,tn+1)(s)ek ⊗ ξkn, s ∈ [0, T ].
where (ek)k is an orthonormal basis of H and ξkn is a E−valued Ftn−measurable random
variable, for n = 0, 1, . . . , N − 1. For such processes we define the stochastic integral as
IT (Φ) :=
∫ T
0
Φ(s) dW (s) :=
N−1∑
n=0
K∑
k=1
(W (tn+1)ek −W (tn)ek) ξkn.
Definition 2.33. Let (γk)k be a sequence of real-valued standard Gaussian random variables.
A bounded linear operator R : H → E is said to be γ−radonifying iff there exists an
orthonormal basis (ek)k≥1 of H such that the sum
∑
k≥1 γkRek converges in L2(Ω;E).
We denote by γ(H,E) the class of γ−radonifying operators from H into E, which is a
Banach space equipped with the norm
||R||2γ(H,E) := E
∣∣∣∑
k≥1
γkRek
∣∣∣2
E
, R ∈ γ(H,E).
The above definition is independent of the choice of the orthonormal basis (ek)k≥1 of H.
Moreover, γ(H,E) is continuously embedded into L(H,E) and is an operator ideal in the
sense that if H′ and E′ are Hilbert and Banach spaces respectively such that S1 ∈ L(H′,H)
and S2 ∈ L(E,E′) then R ∈ γ(H,E) implies S2RS1 ∈ γ(H′,E′) with
||S2RS1||γ(H′,E′) ≤ ||S2||L(E,E′) ||R||γ(H,E) ||S1||L(H′,H)
It can also be proved that R ∈ γ(H,E) iff RR∗ is the covariance operator of a centered
Gaussian measure on B(E), and if E is a Hilbert space, then γ(H,E) coincides with the
space of Hilbert-Schmidt operators from H into E (see e.g. [vN08] and the references
therein). There is also a very useful characterization of γ−radonifying operators if E is a
Lp−space,
Lemma 2.34 ([vNVW08], Lemma 2.1). Let (S,A, ρ) be a σ−finite measure space and let
p ∈ [1,∞). Then, for an operator R ∈ L(H, Lp(S)) the following assertions are equivalent
(1) R ∈ γ(H, Lp(S)),
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(2) There exists a function g ∈ Lp(S) such that for all y ∈ H we have
|(Ry)(s)| ≤ |y|
H
· g(s), ρ− a.e. s ∈ S.
In such situation, there exists a constant c > 0 such that ||R||γ(H,Lp(S)) ≤ c |g|Lp(S) .
Definition 2.35.
(1) A Banach space E is said to be of martingale type 2 (and we write E is M-type 2) iff
there exists a constant C2 > 0 such that
sup
n
E|Mn|
2
E
≤ C2
∑
n
E|Mn −Mn−1|
2
E
(2.13)
for any E−valued discrete martingale {Mn}n∈N with M−1 = 0.
(2) E is said to be of type 2 iff there exists K2 > 0 such that
E
∣∣∣ n∑
i=1
ǫixi
∣∣∣2
E
≤ K2
n∑
i=1
|xi|
2
E
(2.14)
for any finite sequence {ǫi}ni=1 of {−1, 1}−valued symmetric i.i.d. random variables
and for any finite sequence {xi}ni=1 of elements of E.
Proposition 2.36 ([Brz97], Proposition 2.11). Let E be a UMD and type 2 Banach space.
Then E is M-type 2.
Example 2.37. Let O be a bounded domain in Rd. Then the Lebesgue spaces Lp(O) are
both type 2 and M-type 2, for p ∈ [2,∞).
If E is a M-type 2 Banach space, it is easy to show (see e.g. [Det90]) that the stochastic
integral IT (Φ) for elementary processes Φ(·) satisfies
E |IT (Φ)|
2
E
≤ C2E
∫ T
0
||Φ(s)||2γ(H,E) ds (2.15)
where C2 is the same constant in (2.13). Since the set of elementary processes is dense in
M2(0, T ; γ(H,E)) (see e.g. [Nei78, Ch. 2, Lemma 18]) by (2.15) the linear mapping IT
extends to a bounded linear operator from M2(0, T ; γ(H,E)) into L2(Ω;E). We denote
this operator also by IT .
Finally, for each t ∈ [0, T ] and Φ ∈ M2(0, T ; γ(H,E)), we define∫ t
0
Φ(s) dW (s) := IT (1[0,t)Φ).
The process
∫ t
0 Φ(s) dW (s), t ∈ [0, T ], is a martingale with respect to F. Moreover, we
have the following Burkholder Inequality
Proposition 2.38. Let E be a M-type 2 Banach space. Then, for any p ∈ (0,+∞) there
exists a constant C = C(p,E) such that for all Φ ∈ M2(0, T ; γ(H,E)) we have
E
[
sup
t∈[0,T ]
∣∣∣∫ t
0
Φ(s) dW (s)
∣∣∣p
E
]
≤
(
p
p−1
)p
C · E
[(∫ T
0
||Φ(s)||2γ(H,E) ds
)p/2]
Proof. See Theorem 2.4 in [Brz97]. 
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Let M(·) be a E−valued continuous martingale with respect to the filtration F = {Ft}t≥0
and let 〈·, ·〉 denote the duality between E and E∗. The cylindrical quadratic variation of
M(·), denoted by [M ], is defined as the (unique) cylindrical process (or linear random func-
tion) with values in L(E∗,E) that is F−adapted, increasing and satisfies
(1) [M ](0) = 0
(2) for arbitrary x∗, y∗ ∈ E∗, the real-valued process
〈M(t), x∗〉 〈M(t), y∗〉 − 〈[M ](t)x∗, y∗〉 , t ≥ 0
is a martingale with respect to F.
For more details on this definition we refer to [Det90]. We will need the following version
of the Martingale Representation Theorem in M-type 2 Banach spaces, see Theorem 2.4 in
[Det90] (see also [Ond05]),
Theorem 2.39. Let (Ω,F ,F,P) be a filtered probability space and let E be a separable M-
type 2 Banach space. Let M(·) be a E−valued continuous square integrable F−martingale
with cylindrical quadratic variation process of the form
[M ](t) =
∫ t
0
g(s) ◦ g(s)∗ ds, t ∈ [0, T ],
where g ∈ M2(0, T ; γ(H,E)). Then, there exists a probability space (Ω˜, F˜ , P˜), extension
of (Ω,F ,P), and a H−cylindrical Wiener process {W˜ (t)}t≥0 defined on (Ω˜, F˜ , P˜), such
that
M(t) =
∫ t
0
g(s) dW˜ (s), P˜− a.s., t ∈ [0, T ].
Finally, we recall some aspects of the factorization method for stochastic convolutions in
UMD type-2 Banach spaces. Recall that, under Assumption A.1, the operator −A generates
an analytic C0−semigroup (St)t≥0 on E.
Lemma 2.40 ([BG99], Lemma 3.7). Let E be a UMD type-2 Banach space and let Assump-
tion A.1 be satisfied. Let p ≥ 2, σ ∈ [0, 12) and g(·) be a L(H,E)−valued stochastic process
satisfying
A−σg(·) ∈ Mp (0, T ; γ(H,E)) . (2.16)
Let α > 0 be such that α+ σ < 12 . Then, for every t ∈ [0, T ] the stochastic integral
y(t) :=
1
Γ(1− α)
∫ t
0
(t− r)−αSt−rg(r) dW (r), (2.17)
exists and the process y(·) satisfies
||y||Mp(0,T ;E) ≤ C T
1
2
−α−σ||A−σg||Mp(0,T ;γ(H,E)) (2.18)
for some constant C = C(α, p,A,E), independent of g(·) and T. In particular, the process
y(·) has trajectories in Lp(0, T ;E), P−a.s.
Theorem 2.41 ([Brz97], Theorem 3.2). Under the same assumptions of Lemma 2.40, the
stochastic convolution
v(t) =
∫ t
0
St−rg(r) dW (r), t ∈ [0, T ], (2.19)
is well-defined and there exists a modification v˜(·) of v(·) such that v˜(·) ∈ D(ΛαT ), P−a.s.
and the following ‘factorization formula’ holds
v˜(t) = (Λ−αT y)(t), P− a.s., t ∈ [0, T ], (2.20)
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where y(·) is the process defined in (2.17). Moreover,
E||v˜(·)||pD(ΛαT )
≤ CpT p(
1
2
−α−σ)||A−σg||Mp(0,T ;γ(H,E)).
Corollary 2.42. Under the same assumptions of Theorem 2.41, let δ satisfy
δ + σ +
1
p
<
1
2
. (2.21)
Then, there exists a stochastic process v˜(·) satisfying
v˜(t) =
∫ t
0
St−rg(r) dW (r), P− a.s., t ∈ [0, T ], (2.22)
such that v˜(·) ∈ C([0, T ];D(Aδ)), P−a.s. and
E||v˜(·)||p
C([0,T ];D(Aδ))
≤ CT ||A
−σg||pMp(0,T ;γ(H,E))
Proof. Follows from Theorem 2.41 and Lemma 2.27, by taking α such that
δ +
1
p
< α < σ −
1
2
.

Example 2.43. Let H be a separable Hilbert space and let A be the second order differential
operator introduced in Example 2.30. Let Aq be the realization of A+ νI on Lq(O), where
ν ≥ 0 is chosen such that Aq ∈ BIP−(pi2 , L
q(O)). Fix q > d and σ satisfying
d
2q
< σ <
1
2
. (2.23)
Then, if g ∈ Mp (0, T ;L(H, Lq(O))) we have
A−σq g ∈ M
p (0, T ; γ(H, Lq(O))) . (2.24)
Therefore, if α < 12 − σ, the statements in Lemma 2.40, Theorem 2.41 and Corollary 2.42
apply.
Proof of (2.24). From (2.23) we have in particular σ > 1/2q. Hence, from [Tri78, Theorem
1.15.3], we have
D(Aσq ) = [L
q(O),D(Aq)]σ = H
2σ,q
0 (O)
isomorphically, and also by (2.23), we have
H2σ,q0 (O) →֒ C0(O¯).
Let cσ,q > 0 be such that |x|C0(O¯) ≤ cσ,q |x|H2σ,q0 (O) , x ∈ H
2σ,q
0 (O). Then, for any y ∈ H
and t ∈ [0, T ] we have∣∣A−σg(t)y∣∣
L∞(O)
≤ cσ,q
∣∣A−σg(t)y∣∣
D(Aσq )
≤ cσ,q
(
1 + ||A−σ||L(Lq(O))
)
|g(t)y|Lq(O)
≤ cσ,q
(
1 + ||A−σ||L(Lq(O))
)
||g(t)||L(H,Lq(O)) |y|H .
Hence, by Lemma 2.34, there exists c′ > 0 such that∣∣∣∣A−σq g(t)∣∣∣∣γ(H,Lq(O)) ≤ c′ ||g(t)||L(H,Lq(O))
and (2.24) follows. 
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Example 2.44. Let Aq be again as above and let H = Hθ,2(O) with θ > d2 − 1. By Lemma
6.5 in [Brz97], if σ satisfies
σ >
d
4
−
θ
2
then A−σq extends to a bounded linear operator from Hθ,2(O) to Lq(O), which we again
denote by A−σq , such that
A−σq ∈ γ
(
Hθ,2(O), Lq(O)
)
.
Hence, by the right-ideal property of γ−radonifying operators, the statements in Lemma
2.40, Theorem 2.41 and Corollary 2.42 hold true with the condition (2.16) now replaced by
g ∈Mp
(
0, T ;L(Hθ,2(O))
)
.
Remark 2.45. Observe in Example 2.43 that, although we require q > d, the choice of σ is
independent of the Hilbert space H. In Example 2.44, however, the statement holds true for
any value of q but the choice of σ depends on the Hilbert space Hθ,2(O).
The stochastic convolution process defined by (2.19) is frequently defined as the mild so-
lution to the stochastic Cauchy problem
dX(t) +AX(t) = g(t) dW (t),
X(0) = 0.
(2.25)
The following result shows that, under some additional assumptions, the process v(·) is in-
deed a strict solution: let DA(12 , 2) be the real interpolation space between D(A) and E with
parameters (12 , 2), that is,
DA(
1
2 , 2) :=
{
x ∈ E : |x|2
DA(
1
2
,2)
=
∫ 1
0
|AStx|
2
E
dt < +∞
}
.
Lemma 2.46. Let E be a UMD type-2 Banach space and let Assumption A.1 be satisfied. Let
ξ ∈ L2
(
Ω,F0,P;DA(
1
2 , 2)
)
, g ∈ M2
(
0, T ; γ(H,DA(
1
2 , 2))
)
and f ∈ M2(0, T ;D(Aζ))
for some ζ ≥ 0. Then the following conditions are equivalent,
(i) X(t) = Stξ +
∫ t
0
St−rf(r) dr +
∫ t
0
St−rg(r) dW (r), P− a.s., t ∈ [0, T ].
(ii) The process X(·) belongs toM2(0, T ;D(A))∩C (0, T ;L2(Ω,DA(12 , 2))) and satisfies
X(t) +
∫ t
0
AX(s) ds = ξ +
∫ t
0
f(s) ds+
∫ t
0
g(s) dW (s), P− a.s., t ∈ [0, T ].
Proof. See Proposition 4.2 in [Brz95]. 
3. EXISTENCE OF OPTIMAL RELAXED CONTROLS
IN THE WEAK FORMULATION
Let (B, |·|B) be a Banach space continuously embedded into E and let M be a metrisable
control set. We are concerned with a control system consisting of a cost functional of the
form
J(X,u) = E
[∫ T
0
h(s,X(s), u(s)) ds + ϕ(X(T ))
]
. (3.1)
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and a controlled semilinear stochastic evolution equation of the form
dX(t) +AX(t) dt = F (t,X(t), u(t)) dt +G(t,X(t)) dW (t), t ∈ [0, T ]
X(0) = x0 ∈ B
(3.2)
where W (·) is a H−cylindrical Wiener process, F : [0, T ] × B ×M → B and, for each
(t, x) ∈ [0, T ] ×B, G(t, x) is a, possibly unbounded, linear mapping from H into E. More
precise conditions on the coefficients F and G and on the functions h and ϕ are given below.
We associate the original control system (3.1)-(3.2) with a relaxed control system by ex-
tending the definitions of the nonlinear drift coefficient F and the running cost function as
follows: we define the relaxed coefficient F¯ through the formula
F¯ (t, x, ρ) :=
∫
M
F (t, x, u) ρ(du), ρ ∈ P(M), (t, x) ∈ [0, T ]×B, (3.3)
whenever the above expression is well-defined i.e. the map M ∋ u 7→ F (t, x, u) ∈ B is
Bochner integrable with respect to ρ ∈ P(M). Similarly, we define the relaxed running cost
function h¯. With these notations, the controlled equation (3.2) in the relaxed control setting
becomes, formally,
dX(t) +AX(t) dt = F¯ (t,X(t), qt) dt+G(t,X(t)) dW (t), t ∈ [0, T ],
X(0) = x0 ∈ B,
(3.4)
where {qt}t≥0 is a P(M)-valued relaxed control process, and the associated relaxed cost
functional is defined as
J(X, q) = E
[∫ T
0
h¯(s,X(s), qs) ds + ϕ (X(T ))
]
.
We will assume that the realization AB of the operator A in B,
D(AB) := {x ∈ D(A) ∩B : Ax ∈ B}
AB := A|D(AB)
is such that −AB generates a C0−semigroup on B, also denoted by (St)t≥0. We will only
consider mild solutions to equation (3.4) i.e. solutions to the integral equation
X(t) = Stx0+
∫ t
0
St−rF¯ (r,X(r), qr) dr+
∫ t
0
St−rG(r,X(r)) dW (r), t ∈ [0, T ]. (3.5)
Our aim is to study the existence of optimal controls for the above stochastic relaxed control
system in the following weak formulation,
Definition 3.1. Let x0 ∈ B be fixed. A weak admissible relaxed control is a system
π = (Ω,F ,P,F, {W (t)}t≥0 , {qt}t≥0, {X(t)}t≥0) (3.6)
such that
(i) (Ω,F ,P) is a complete probability space endowed with the filtration F = {Ft}t≥0
(ii) {W (t)}t≥0 is a H−cylindrical Wiener process with respect to F
(iii) {qt}t≥0 is a F−adapted P(M)-valued relaxed control process
(iv) {X(t)}t≥0 is a F−adapted B−valued continuous process such that for all t ∈ [0, T ],
X(t) = Stx0 +
∫ t
0
St−rF¯ (r,X(r), qr) dr +
∫ t
0
St−rG(r,X(r)) dW (r), P− a.s. (3.7)
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(v) The mapping
[0, T ] ×Ω ∋ (t, ω) 7→ h¯(t,X(t, ω), qt(ω)) ∈ R
belongs to L1([0, T ] × Ω;R) and ϕ(X(T )) ∈ L1(Ω;R).
The set of weak admissible relaxed controls will be denoted by U¯wad(x0). Under this weak
formulation, the relaxed cost functional is defined as
J¯(π) := EP
[∫ T
0
h¯(s,Xpi(s), qpis ) ds + ϕ (X
pi(T ))
]
, π ∈ U¯wad(x0),
where Xpi(·) is state-process corresponding to the weak admissible relaxed control π. The
relaxed control problem (RCP) is to minimize J¯ over U¯wad(x0) for x0 ∈ B fixed. Namely,
we seek π˜ ∈ U¯wad(x0) such that
J¯(π˜) = inf
pi∈U¯w
ad
(x0)
J¯(π).
The following will be the main assumptions on the Banach space B and the diffusion
coefficient G.
Assumption A.2. There exist positive constants σ and δ such that σ + δ < 12 and
(1) D(Aδ) →֒ B
(2) For all (t, x) ∈ [0, T ] × B, A−σG(t, x) extends to a bounded linear operator that
satisfies
A−σG(t, x) ∈ γ(H,E).
Moreover, the mapping [0, T ] × B ∋ (t, x) 7→ A−σG(t, x) ∈ γ(H,E) is bounded,
continuous with respect to x ∈ B and measurable with respect to t ∈ [0, T ].
To formulate the main hypothesis on the drift coefficient −A + F we need the notion of
sub-differential of the norm. Recall that for x, y ∈ B fixed, the map
φ : R ∋ s 7→ |x+ sy|B ∈ R
is convex and therefore is right and left differentiable. Let D±|x|y denote the right/left deriv-
ative of φ at 0. Let B∗ denote the dual of B and let 〈·, ·〉 denote the duality pairing between
B and B∗.
Definition 3.2. Let x ∈ B. The sub-differential ∂|x| of |x| is defined as
∂|x|B := {x
∗ ∈ B∗ : D−|x|y ≤ 〈y, x
∗〉 ≤ D+|x|y,∀y ∈ B} .
It can be proved, see e.g. [DPZ92b], that ∂|x| is a nonempty, closed and convex set, and
∂|x|B = {x
∗ ∈ B∗ : 〈x, x∗〉 = |x|B and |x∗|B∗ ≤ 1}.
In particular, ∂|0|B is the unit ball in B∗. The following are the standing assumptions on the
drift coefficient, the control set and the running and final cost functions,
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Assumption A.3.
(1) The control set M is a metrisable Suslin space.
(2) The mapping F : [0, T ] × B ×M → B is continuous in every variable separately,
uniformly with respect to u ∈M.
(3) There exist k1 ∈ R, k2 > 0, m ≥ 1 and a measurable function
η : [0, T ]×M → [0,+∞]
such that for each t ∈ [0, T ], the mapping η(t, ·) : M → [0,+∞] is inf-compact
and, for each x ∈ D(A), y ∈ B and u ∈M we have
〈−ABx+ F (t, x+ y, u), z
∗〉 ≤ −k1|x|B + k2|y|
m
B + η(t, u), for all z∗ ∈ ∂|x|B . (3.8)
(4) The running cost function h : [0, T ] × B × M → (−∞,+∞] is measurable in
t ∈ [0, T ] and lower semi-continuous with respect to (x, u) ∈ B ×M.
(5) There exist constants C1 ∈ R, C2 > 0 and
γ >
2m
1− 2(δ + σ)
(3.9)
such that h satisfies the coercivity condition,
C1 + C2η(t, u)
γ ≤ h(t, x, u), (t, x, u) ∈ [0, T ]×B ×M.
(6) The final cost function ϕ : B → R is uniformly continuous.
We now state the main result of this paper on existence of weak optimal relaxed controls
under the above assumptions.
Theorem 3.3. Let E be a separable UMD type-2 Banach space and let A + νI satisfy
Assumption A.1 for some ν ≥ 0. Suppose that (A+ νI)−1 is compact and that Assumptions
A.2 and A.3 also hold. Let x0 ∈ B be such that
inf
pi∈U¯w
ad
(x0)
J¯(π) < +∞.
Then (RCP) admits a weak optimal relaxed control.
The proof of Theorem 3.3 is postponed until Section 4. We illustrate the above result with
the two following examples.
Example 3.4 (Optimal relaxed control of stochastic PDEs of reaction-diffusion type with
multiplicative noise). Let M be a Suslin metrisable control set and letO ⊂ Rd be a bounded
domain with C∞ boundary. Let
f : [0, T ] ×O ×R×M → R
be measurable in t, continuous in u and continuous in (ξ, x) ∈ O×R uniformly with respect
to u. Assume further that f satisfies
f(t, ξ, x+y, u) sgn x ≤ −k1 |x|+k2 |y|
m+η(t, u), (t, ξ) ∈ [0, T ]×O, x, y ∈ R, u ∈M
(3.10)
for some constants m ≥ 1 and k1, k2 > 0 and some measurable function
η : [0, T ]×M → [0,+∞]
such that η(t, ·) is inf-compact for all t ∈ [0, T ]. Let A be the second-order differential
operator
(Ax)(ξ) := −
d∑
i,j=1
aij(ξ)
∂2x
∂ξi∂ξj
+
d∑
i=1
bi(ξ)
∂x
∂ξi
+ c(ξ)x(ξ), ξ ∈ O,
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with aij = aji,
∑d
i,j=1 aij(ξ)λiλj ≥ C |λ|
2 ,∀λ ∈ Rd, and c, bi, aij ∈ C∞(O¯). Finally, let
g : [0, T ]×O ×R→ R
be bounded, measurable in t and continuous in (ξ, x) ∈ O ×R, and consider the following
controlled stochastic PDE on [0, T ] ×O,
∂X
∂t
(t, ξ) + (AX)(t, ξ) = f(t, ξ,X(t, ξ), u(t)) + g(t, ξ,X(t, ξ))
∂w
∂t
(t, ξ), on [0, T ]×O
X(t, ξ) = 0, t ∈ (0, T ], ξ ∈ ∂O (3.11)
X(0, ·) = x0(ξ), ξ ∈ O
where w(·) is a nondegenerate noise with Cameron-Martin space
H :=
{
L2(O), if d = 1,
Hθ,2(O) with θ ∈
(
d−1
2 ,
d
2
)
, if d ≥ 2.
In concrete situations, the quantity X(t, ξ) may represent the concentration, density or tem-
perature of a certain substance and, as mentioned in the introduction, we want to study a run-
ning cost function that permits to regulate this quantity at some fixed points ζ1, . . . , ζn ∈ O.
Therefore, we need the trajectories of the state process to take values in the space of contin-
uous functions on the domain O. In view of this, and the zero-boundary condition in (3.11),
we take B = C0(O¯) as state space.
Let φ : [0, T ]×O×R×M → R+ be measurable and lower semi-continuous with respect
to x and u. We will consider the running cost function defined by
h(t, x, u) :=
n∑
i=1
φ(t, ζi, x(ζi), u) + η(t, u)
γ , t ∈ [0, T ], x ∈ C0(O¯), u ∈M (3.12)
where ζ1, . . . , ζn ∈ O are fixed and γ ≥ 1 is to be chosen below.
Theorem 3.5. Let the constants q, σ and δ satisfy the following conditions
(1) If d = 1,
q > 2,
1
4
< σ <
1
2
−
1
2q
and 1
2q
< δ <
1
2
− σ.
(2) If d ≥ 2,
2d < q ≤
2d
d− 2θ
,
d
q
< σ <
1
4
, and d
q
< δ <
1
4
.
Assume also that γ satisfies condition (3.9). Then, if there exists x0 ∈ C0(O¯) such that
inf
pi∈U¯w
ad
(x0)
J¯(π) < +∞,
the (RCP) associated with (3.11) and the cost function (3.12) admits a weak optimal relaxed
control.
Proof. Let E = Lq(O) and let Aq denote the realization of A in Lq(O). Then Aq + νI
satisfies Assumption A.1 for some ν ≥ 0 (see Example 2.30). Let us define the Nemytskii
operator F : [0, T ]×B ×M → B by
F (t, x, u)(ξ) := f(t, ξ, x(ξ), u), ξ ∈ O, (t, x, u) ∈ [0, T ] ×B ×M.
Let x ∈ B and let z∗ ∈ ∂ |x|B . Then
z∗ =
{
δξ0 , if x(ξ0) = |x|B
−δξ0 , if x(ξ0) = − |x|B
(3.13)
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for some ξ0 ∈ O (see e.g. [DPZ92a]) and by condition (3.10), for each y ∈ B and u ∈ M
we have
〈F (t, x+ y, u), z∗〉 = f (t, ξ0, x(ξ0) + y(ξ0), u)) sgnx(ξ0)
≤ −k1 |x(ξ0)|+ k2 |y(ξ0)|
m + η(t, u)
≤ −k1 |x|B + k2 |y|
m
B + η(t, u).
Moreover, we can find k0 ∈ R such that the realization of −A+ k0I in B is dissipative, i.e.
〈(−A+ k0I)x, x
∗〉 ≤ 0, x∗ ∈ ∂ |x|B , x ∈ B.
Hence, Assumption A.3 is satisfied. We now check that Assumption A.2–(2) also holds.
Observe that by writing −Aq +F = −(Aq + νI) +F + νI, we can assume without loss of
generality that ν = 0. Let us define the multiplication operator
(G(t, x)y) (ξ) := g(t, ξ, x(ξ))y(ξ), ξ ∈ O, y ∈ H, x ∈ C0(O¯), t ∈ [0, T ].
We consider first the case d = 1. Since g is bounded, for each (t, x) ∈ [0, T ] × C0(O¯) the
map O ∋ ξ 7→ g(t, ξ, x(ξ)) ∈ R belongs to L∞(O). Therefore, by Hölder’s inequality the
map G(t, x) is a bounded linear operator in H = L2(O) and its operator norm is uniformly
bounded from above by some constant independent of t and x. Moreover, as recalled in
Example 2.44, the map A−σq extends to a bounded linear operator from L2(O) to Lq(O),
also denoted by A−σq , such that
A−σq ∈ γ
(
L2(O), Lq(O)
)
.
Then, by the right-ideal property of the γ−radonifying operators, Assumption A.2–(2) is
satisfied.
In the case d ≥ 2, the choice of the constants θ and q and the Sobolev Embedding Theorem
imply that H = Hθ,2(O) →֒ Lq(O). This combined again with Hölder’s inequality implies
thatG(t, x) is a bounded linear operator from Hθ,2(O) into Lq(O),with operator norm again
uniformly bounded from above by some constant independent of t and x. Since σ > d/2q,
by the same argument used in Example 2.43 it follows that
A−σq G(t, x) ∈ γ
(
Hθ,2(O), Lq(O)
)
and that Assumption A.2–(2) holds. Since in both cases (d = 1 and d ≥ 2) we have δ >
d/2q, as seen in Example 2.43, we have
D(Aδq) = [L
q(O),D(Aq)]δ = H
2δ,q
0 (O) →֒ C0(O¯)
and, therefore, Assumption A.2–(1) is satisfied too. Moreover, the last embedding is compact,
which in turn implies that the embedding D(Aq + νI) = D(Aq) →֒ Lq(O) is also compact,
and the desired result follows from Theorem 3.3. 
Remark 3.6. Existence of weak optimal feedback controls for a similar cost functional
and a similar class of dissipative stochastic PDEs has been recently proved in [Mas08a]
and [Mas08b] using Backward SDEs and the associated Hamilton-Jacobi-Bellman equation.
However, only the case of additive noise is considered and the nonlinear term is assumed to
be bounded with respect to the control variable.
Example 3.7. The first example can be modified to allow the control process to be space-
dependant. For instance, consider the controlled stochastic PDE on [0, T ]×O,
∂X
∂t
(t, ξ) + (AX)(t, ξ) = f(t, ξ,X(t, ξ), u(t, ξ)) + g(t, ξ,X(t, ξ))
∂w
∂t
(t, ξ), on [0, T ]×O
X(t, ξ) = 0, t ∈ (0, T ], ξ ∈ ∂O (3.14)
X(0, ·) = x0(ξ), ξ ∈ O
RELAXED CONTROL OF STOCHASTIC EVOLUTION EQUATIONS 21
where
f : [0, T ] ×O ×R×R→ R
satisfies
f(t, ξ, x+ y, u) sgn x ≤ −k1 |x|+ k2 |y|
m + a(t, |u|), (t, ξ) ∈ [0, T ]×O, x, y, u ∈ R
(3.15)
where a : [0, T ] × R+ → R+ is a measurable function such that a(t, ·) is strictly increas-
ing for each t ∈ [0, T ]. Assume further that f is measurable in t, separately continuous in
(ξ, u) ∈ O ×R and continuous in x ∈ R uniformly with respect to ξ and u.
We take M = C(O¯) as control set and fix k, r > 0 such that kr > d, in which case the
embedding Hk,r(O) →֒ C(O¯) is compact. Hence, as seen in Example 2.12, the mapping
η : [0, T ]×M → [0,+∞]
defined as
η(t, u) :=
{
a
(
t, c |u|Hk,r(O)
)
, if u ∈ Hk,r(O)
+∞, else
satisfies
η(t, ·) is inf-compact, for each t ∈ [0, T ].
The constant c > 0 in the definition of η is such that |u|C(O¯) ≤ c |u|Hk,r(O) , u ∈ Hk,r(O).
Finally, let
φ : [0, T ]×O ×R×R→ R+
be measurable and lower semi-continuous with respect to x, u ∈ R, and define the running
cost function
h(t, x, u) :=
n∑
i=1
φ(t, ζi, x(ζi), u(ζi)) + η(t, u)
γ , t ∈ [0, T ], x ∈ C0(O¯), u ∈ C(O¯)
(3.16)
where ζ1, . . . , ζn ∈ O are fixed and γ ≥ 1 is chosen to satisfy condition (3.9). The Nemytskii
operator F : [0, T ]×B ×M → B is now defined as
F (t, x, u)(ξ) := f(t, ξ, x(ξ), u(ξ)), ξ ∈ O, (t, x, u) ∈ [0, T ]×B ×M.
We see that Assumption A.3 is again satisfied since for each (t, x) ∈ [0, T ] × B and z∗ ∈
∂ |x|B as in (3.13), by condition (3.15), for all y ∈ B and u ∈M we have
〈F (t, x+ y, u), z∗〉 = f (t, ξ0, x(ξ0) + y(ξ0), u(ξ0)) sgnx(ξ0)
≤ −k1 |x(ξ0)|+ k2 |y(ξ0)|
m + a(t, |u(ξ0)|)
≤ −k1 |x|B + k2 |y|
m
B + η(t, u).
4. PROOF OF THE MAIN THEOREM
We start by noticing that if F satisfies the dissipative-type condition (3.8), since ∂|0|B
coincides with the unit ball in B∗, by the Hahn-Banach Theorem we have the following
estimate
|F (t, y, u)|B ≤ k2|y|
m
B + η(t, u), t ∈ [0, T ], y ∈ B, u ∈M. (4.1)
For the proof of Theorem 3.3 we will also need the following important consequence of (3.8)
in order to obtain a-priori estimates for weak admissible relaxed controls. Observe that the
UMD property of the underlying Banach space and the bounded imaginary powers condition
on A turn out to be crucial for the proof of this Lemma.
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Lemma 4.1. Suppose that F : [0, T ] × B ×M → B satisfies Assumption A.3–(2) and that
there exists a UMD Banach space Y continuously embedded in B such that the part AY of
the operator AB in Y satisfies AY ∈ BIP−(pi2 , Y ). Suppose that a function z ∈ C([0, T ];B)
satisfies
z(t) =
∫ t
0
St−rF¯ (r, z(r) + v(r), qr) dr, t ∈ [0, T ].
for some P(M)−valued relaxed control {qt}t≥0 with∫ T
0
∫
M
η(t, u)γ qt(du) dt <∞
and some v ∈ Lγ(0, T ;B) with γ > 1. Then, z satisfies the following estimate
|z(t)|B ≤
∫ t
0
e−k1(t−s)
[
k2|v(s)|
m
B +
∫
M
η(s, u) qs(du)
]
ds, t ∈ [0, T ]. (4.2)
Proof. For λ > 0 large enough define Rλ := λ(λI +AB)−1 ∈ L(B), zλ(t) := Rλz(t) and
f¯λ(t) := RλF¯ (t, z(t) + v(t), qt), t ∈ [0, T ].
Then zλ satisfies
zλ(t) =
∫ t
0
St−rf¯λ(r) dr, t ∈ [0, T ].
Since ||Rλ||L(B,Y ) ≤ M for λ > 0 large, we have f¯λ ∈ Lγ(0, T ;Y ). Hence, by the Dore-
Venni Theorem (see Theorem 3.2 in [DV87]), zλ ∈ W 1,γ(0, T ;Y ) ∩ Lγ(0, T ;D(AY )) and
satisfies in the Y−sense,
dzλ
dt
(t) +AY zλ(t) = F¯ (t, zλ(t) + v(t), qt) + ζλ(t), for a.e. t ∈ [0, T ]
with
ζλ(t) := f¯λ(t)− F¯ (t, zλ(t) + v(t), qt), t ∈ [0, T ].
Since Y is continuously embedded in B, the map zλ : [0, T ] → B is also a.e. differentiable
and by Assumption A.3–(2) satisfies
d−
dt
|zλ(t)|B ≤ −k1|zλ(t)|B + k2|v(t)|
m
B + ζλ(t) +
∫
M
η(t, u) qt(du), t ∈ [0, T ].
Using Gronwall’s Lemma it follows that
|zλ(t)|B ≤
∫ t
0
e−k1(t−s)
[
k2|v(s)|
m
B + ζλ(s) +
∫
M
η(s, u) qs(du)
]
ds, t ∈ [0, T ]
and the result follows since zλ(t)→ z(t) for t ∈ [0, T ] and ζλ → 0 in L1(0, T ;B). 
Remark 4.2. If A ∈ BIP−(pi2 ,E) then D(A
δ) ≃ [E,D(A)]δ is a UMD space (see e.g.
[Ama95, Theorem 4.5.2]). Since the resolvent of A commutes with Aδ, it follows that the
realization of A in D(Aδ) belongs to BIP−(pi2 ,D(A
δ)). Hence, if Assumptions A.2-A.3 are
also satisfied then Lemma 4.1 applies with Y = D(Aδ).
Finally, we will need the following measurability result.
Lemma 4.3. Suppose that Assumption A.3 is satisfied and the Banach space B is separable.
Define
Yγ(0, T ;M) :=
{
λ ∈ Y(0, T ;M) :
∫ T
0
∫
M
η(t, u)γ λ(du, dt) < +∞
}
.
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Then, for each t ∈ [0, T ], the mapping Γt : C([0, T ];B) × Yγ(0, T ;M) → B defined by
Γt(y, λ) :=
∫ t
0
∫
M
St−rF (r, y(r), u)λ(du, dr) (4.3)
is Borel-measurable.
Proof. We fix t ∈ [0, T ] and prove first that the mapping Γt(y, ·) is weakly-measurable for
y ∈ C ([0, T ];B) fixed. Observe that for x∗ ∈ B∗ fixed and λ ∈ Yγ(0, T ;M) we have
〈Γt(y, λ), x
∗〉 =
〈∫ t
0
∫
M
St−rF (r, y(r), u)λ(du, dr), x
∗
〉
=
∫ t
0
∫
M
〈
St−rF (r, y(r), u), x
∗
〉
λ(du, dr).
For each N ∈ N define
φN (λ) :=
∫ t
0
∫
M
min{N, 〈St−rF (r, y(r), u), x
∗〉}λ(du, dr), λ ∈ Yγ(0, T ;M).
By Assumption A.3–(2), the integrand in the above expression is bounded and continuous
with respect to u ∈ M. Therefore, by Lemma 2.16 φN is continuous for each N ∈ N,
and by the monotone convergence Theorem, φN (λ) → 〈Γt(y, λ), x∗〉 as N → ∞ for all
λ ∈ Yγ(0, T ;M). Hence, 〈Γt(y, ·), x∗〉 is measurable, i.e. Γt(y, ·) is weakly-measurable.
Since B is separable, by the Pettis measurability Theorem (see [Sho97, Theorem 3.1.1]),
Γt(y, ·) is also measurable.
Now, we prove that for λ ∈ Yγ(0, T ;M) fixed, the map Γt(·, λ) is continuous. Let yn → y
in C ([0, T ];B) . Then, by Assumption A.3–(2) we have∣∣St−rF (r, y(r), u) − St−rF (r, yn(r), u)∣∣B
≤ ||St−r||L(B)
∣∣F (r, y(r), u) − F (r, yn(r), u)∣∣B → 0
as n→∞ for all (r, u) ∈ [0, t]×M. Moreover, for ρ > 0 fixed there exists n¯ ∈ N such that
sup
r∈[0,T ]
∣∣yn(r)− y(r)∣∣B < ρ ∀n ≥ N¯.
Set ρ′ := ρ ∨max1≤n≤N¯−1 supr∈[0,T ] |y(r)− yn(r)|B . Then
sup
r∈[0,T ]
∣∣yn(r)− y(r)∣∣B < ρ′, ∀n ∈ N
and by (4.1), we have∣∣St−rF (r, y(r), u) − St−rF (r, yn(r), u)∣∣B
≤ ||St−r||L(B) ·
[
k2
(
2m−1ρ′m + (2m−1 + 1) ||y(·)||mC([0,T ];B)
)
+ η(r, u)
]
.
As η belongs to L1([0, T ] ×M ;λ), so does the RHS of the above inequality. Therefore, by
Lebesgue’s dominated convergence Theorem we have
|Γt(y, λ)− Γt(yn, λ)|B
≤
∫ t
0
∫
M
|St−rF (r, y(r), u) − St−rF (r, yn(r), u)|B λ(du, dr)→ 0
as n→∞, that is, Γt(·, λ) is continuous. Since Yγ(0, T ;M) is separable and metrisable, by
Lemma 1.2.3 in [CRdFV04] it follows that Γt is jointly measurable. 
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Proof of Theorem 3.3. Since we can write −A + F = −(A + νI) + F + νI, by Remark
2.29 we can assume without loss of generality that ν = 0. Let
πn = (Ω
n,Fn,Pn,Fn, {Wn(t)}t≥0, {q
n
t }t≥0, {Xn(t)}t≥0) , n ∈ N,
be a minimizing sequence of weak admissible relaxed controls, that is,
lim
n→∞
J¯(πn) = inf
pi∈U¯w
ad
(x)
J¯(π).
From this and Assumption A.3-(5) it follows that there exists R > 0 such that
E
n
∫ T
0
∫
M
η(t, u)γ qnt (du) dt ≤ −
C1
C2
+
1
C2
E
n
∫ T
0
∫
M
h(t,Xn(t), u) q
n
t (du) dt ≤ R (4.4)
for all n ∈ N.
STEP 1. Set p = γm . Then, by (3.9) p > 2 and we can find α such that
δ +
1
p
< α <
1
2
− σ. (4.5)
For each n ∈ N define the process
yn(t) :=
1
Γ(1− α)
∫ t
0
(t− r)−αSt−rG(r,Xn(r)) dWn(r), t ∈ [0, T ]. (4.6)
Since, by Assumption A.2 the mapping A−σG : [0,∞) × B ×M → γ(H,E) is bounded,
from Lemma 2.40 we have
sup
n≥1
E
n |yn(·)|
p
Lp(0,T ;E) < +∞. (4.7)
Then, by Chebyshev’s inequality, the processes {yn(·)}n∈N are uniformly bounded in prob-
ability on Lp(0, T ;E). Since A−1 is compact, it follows from Assumption A.2–(1), (4.5) and
Corollary 2.28 that Λ−αT is a compact operator from Lp(0, T ;E) into C([0, T ];B). Hence,
the family of laws of the processes
vn := Λ
−α
T yn, n ∈ N,
is tight on C([0, T ];B). Now, for each n ∈ N set zn := Λ−1T fn, i.e.
zn(t) =
∫ t
0
St−rF¯ (r,Xn(r), q
n
r ) dr, t ∈ [0, T ]. (4.8)
Then, by Theorem 2.41, we have
Xn(t) = Stx0 + zn(t) + vn(t), P
n − a.s. t ∈ [0, T ]. (4.9)
Applying Lemma 4.1 to the process zn(·) and (4.9) we obtain the estimate
|zn(t)|B ≤
∫ t
0
e−k1(t−s)
[
k2|Stx0 + vn(s)|
m
B +
∫
M
η(s, u) qns (du)
]
ds, t ∈ [0, T ]. (4.10)
Moreover, by (4.7) and Lemma 2.27, we have
sup
n∈N
E
n
[
sup
t∈[0,T ]
|vn(t)|
ζ
B
]
≤ sup
n∈N
E
n
[
sup
t∈[0,T ]
|vn(t)|
ζ
D(Aδ)
]
< +∞, ∀ζ ≥ p. (4.11)
Using (4.4), (4.10) and (4.11) with ζ = m2p we get
sup
n∈N
E
n
[
sup
t∈[0,T ]
|zn(t)|
mp
B
]
< +∞.
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This, in conjunction with (4.9) and (4.11) with ζ = mp, yields
sup
n∈N
E
n
[
sup
t∈[0,T ]
|Xn(t)|
mp
B
]
< +∞. (4.12)
Thus, by (4.1) and (4.12), the processes
fn(t) := F¯ (t,Xn(t), q
n
t ), t ∈ [0, T ], n ∈ N,
satisfy
sup
n∈N
E
n |fn(·)|
p
Lp(0,T ;E) < +∞.
This implies, again by Chebyshev’s inequality, that the sequence of processes {fn(·)}n∈N is
uniformly bounded in probability on Lp(0, T ;E). By compactness of the operator Λ−1T and
Corollary 2.28, it follows that the family of the laws of zn = Λ−1T fn, n ∈ N, is tight on
C([0, T ];B). By (4.9) we conclude that the family of laws of the processes Xn, n ∈ N, is
also tight on C([0, T ];B).
Now, for each n ∈ N we define a random Young measure λn on (Ωn,Fn,Pn) by the
following formula
λn(du, dt) := q
n
t (du) dt. (4.13)
By (4.4) and Lemma 2.18 the family of laws of {λn}n∈N is tight on Y(0, T ;M). Hence, by
Prohorov’s Theorem, there exist a probability measure µ on C([0, T ];B)3×Y(0, T ;M) and
a subsequence of {Xn, zn, vn, λn}n∈N, which we still denote by {Xn, zn, vn, λn}n∈N, such
that
law(Xn, zn, vn, λn)→ µ, weakly as n→∞. (4.14)
STEP 2. Since the space C([0, T ];B)3 × Y(0, T ;M) is separable and metrisable, using
Dudley’s generalization of the Skorohod representation Theorem (see e.g. Theorem 4.30
in [Kal02]) we ensure the existence of a probability space (Ω˜, F˜ , P˜) and a sequence of ran-
dom variables {X˜n, z˜n, v˜n, λ˜n}n∈N with values in C([0, T ];B)3 × Y(0, T ;M), defined on
(Ω˜, F˜ , P˜), such that
(X˜n, z˜n, v˜n, λ˜n)
d
= (Xn, zn, vn, λn), for all n ∈ N, (4.15)
and, on the same stochastic basis (Ω˜, F˜ , P˜), a random variable
(
X˜, z˜, v˜, λ˜
)
with values in
C([0, T ];B)3 × Y(0, T ;M) such that
(X˜n, z˜n, v˜n)→ (X˜, z˜, v˜), in C([0, T ];B)3, P˜− a.s. (4.16)
and
λ˜n → λ˜, stably in Y(0, T ;M), P˜− a.s. (4.17)
For each t ∈ [0, T ], let πt denote the evaluation map C([0, T ];B) ∋ z 7→ z(t) ∈ B, and let
Φt : C([0, T ];B)
2 × Yγ(0, T ;M)→ B be the map defined by
Φt(x, z, λ) := Γt(x, λ)− πt(z), (x, z) ∈ C([0, T ];B)
2, λ ∈ Yγ(0, T ;M),
with Γt as in (4.3). By Lemma 4.3, the map Φt is measurable. Hence, by (4.8) and (4.15), for
each t ∈ [0, T ] we have
z˜n(t) =
∫ t
0
∫
M
St−rF (r, X˜n(r), u) λ˜n(du, dr), P˜− a.s. (4.18)
A similar argument used with (4.9) and (4.15) yields
X˜n(t) = Stx0 + z˜n(t) + v˜n(t), P˜− a.s., t ∈ [0, T ]. (4.19)
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Moreover, by Lemma 2.3, for each n ∈ N there exists a relaxed control process {q˜nt }t≥0
defined on (Ω˜, F˜ , P˜) such that
λ˜n(du, dt) = q˜
n
t (du) dt, P˜− a.s. (4.20)
Thus, we can rewrite (4.18) as
z˜n(t) =
∫ t
0
St−rF¯ (r, X˜n(r), q˜
n
r ) dr, P˜− a.s., t ∈ [0, T ]. (4.21)
STEP 3. For each n ∈ N, we define an E−valued process M˜n(·) by
M˜n(t) := A
−1X˜n(t) +
∫ t
0
X˜n(r) dr −A
−1x0 −
∫ t
0
A−1F¯ (r, X˜n(r), q˜
n
r ) dr, t ∈ [0, T ],
(4.22)
and a filtration F˜n :=
{
F˜nt
}
t∈[0,T ]
by
F˜nt := σ{(X˜n(s), q˜
n
s ) : 0 ≤ s ≤ t}, t ∈ [0, T ].
Lemma 4.4. The process M˜n(·) is a F˜n−martingale with cylindrical quadratic variation
[M˜n](t) =
∫ t
0
Q˜n(s) ds, t ∈ [0, T ].
where Q˜n(t) := [A−1G(t, X˜n(t))] ◦ [A−1G(t, X˜n(t))]∗ ∈ L(E∗,E). Moreover, M˜n(·) sat-
isfies
M˜n(t) = A
−1v˜n(t) +
∫ t
0
v˜n(s) ds, P˜− a.s., t ∈ [0, T ]. (4.23)
Proof of Lemma 4.4. By Theorem 2.6.13 in [Paz83], for each t ≥ 0 we have A−1St =
StA
−1. Therefore, the process Xn(·) satisfies
A−1Xn(t) = StA
−1x0+
∫ t
0
St−rA
−1F¯ (r,Xn(r), q
n
r ) dr+
∫ t
0
St−rA
−1G(r,Xn(r)) dWn(r).
Since 1− σ > 12 , we have (see e.g. [Tri78]),
Range(A−(1−σ)) = D(A1−σ) ⊂ DA(
1
2 , 2).
Therefore, by the left-ideal property of the γ−radonifying operators, for each (t, x) ∈ [0, T ]×
D(Aδ) we get
A−1G(t, x) = A−(1−σ)A−σG(t, x) ∈ γ
(
H,DA(
1
2 , 2)
)
.
Similarly, we see that A−1x ∈ D(A1−δ) ⊂ DA(12 , 2). Thus, from Lemma 2.46, it follows
A−1Xn(t)+
∫ t
0
Xn(s) ds = A
−1x0+
∫ t
0
A−1F¯ (r,Xn(r), q
n
r ) dr+
∫ t
0
A−1G(r,Xn(r)) dWn(r).
Then, for each n ∈ N, the E−valued he process Mn(·) defined as
Mn(t) := A
−1Xn(t) +
∫ t
0
Xn(s) ds −A
−1x0 −
∫ t
0
A−1F¯ (r,Xn(r), q
n
r ) dr, t ≥ 0,
is a Fn−martingale with cylindrical quadratic variation
[Mn](t) =
∫ t
0
Qn(s) ds, t ≥ 0,
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where Qn(t) = [A−1G(t,Xn(t))] ◦ [A−1G(t,Xn(t))]∗ ∈ L(E∗,E). Clearly, the process
Mn(·) is adapted to the filtration generated by the process (Xn, qn), which in turn is adapted
to Fn. Then, the first part of the Lemma follows since
(Xn, q
n)
d
= (X˜n, q˜
n).
Now, by (4.21) and Lemma A.1 in the Appendix, the process z˜n(·) satisfies
A−1z˜n(t) +
∫ t
0
z˜n(s) ds =
∫ t
0
A−1f˜n(s) ds, P˜− a.s., t ∈ [0, T ], (4.24)
with
f˜n(t) := F¯ (t, X˜n(t), q˜
n
t ), t ∈ [0, T ]. (4.25)
Thus, using (4.19) in (4.24) we get
A−1X˜n(t)−A
−1Stx0 −A
−1v˜n(t) +
∫ t
0
(X˜n(r)− Srx0 − v˜n(r)) dr =
∫ t
0
A−1f˜n(s) ds.
(4.26)
From the identity (see e.g. [Paz83, Theorem 1.2.4]),
−A
∫ t
0
Srx0 dr = Stx0 − x0
we get ∫ t
0
Srx0 dr +A
−1Stx0 = A
−1x0.
Using this in (4.26) and rearranging the terms we obtain
A−1X˜n(t)+
∫ t
0
X˜n(r) dr = A
−1x0+
∫ t
0
A−1f˜n(s) ds+A
−1v˜n(t)+
∫ t
0
v˜n(r) dr, P˜−a.s.,
for t ∈ [0, T ] and so, in view of (4.22) and (4.25), equality (4.23) follows. 
STEP 4. We now define a E−valued process M˜ (·) by the formula
M˜(t) := A−1v˜(t) +
∫ t
0
v˜(s) ds, t ∈ [0, T ].
Observe that from (4.16) we have v˜n → v˜ in C([0, T ];E) P˜−a.s. which combined with
(4.23) yields
M˜n → M˜, in C([0, T ];E), P˜− a.s. (4.27)
We use once again Lemma 2.3 to ensure existence of a relaxed control process {q˜t}t≥0
defined on (Ω˜, F˜ , P˜) such that
λ˜(du, dt) = q˜t(du) dt, P˜− a.s. (4.28)
We define the filtration F˜ :=
{
F˜t
}
t∈[0,T ]
by
F˜t := σ{(X˜(s), q˜s) : 0 ≤ s ≤ t}, t ∈ [0, T ].
Let also g˜(t) := G(t, X˜(t)) and Q˜(t) := [A−1g˜(t)] ◦ [A−1g˜(t)]∗ ∈ L(E∗,E), t ∈ [0, T ].
Lemma 4.5. The process M˜(·) is a F˜− martingale with cylindrical quadratic variation
[M˜ ](t) =
∫ t
0
Q˜(s) ds, t ∈ [0, T ].
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Proof of Lemma 4.5. From (4.16) we have
sup
t∈[0,T ]
∣∣X˜n(t)− X˜(t)∣∣2B → 0, as n→∞, P˜− a.s. (4.29)
Moreover, by (4.12), (4.15) and Fatou’s Lemma it follows that
E˜
[
sup
t∈[0,T ]
∣∣X˜(t)∣∣mp
B
]
< +∞. (4.30)
Therefore, by (4.12) and Chebyshev’s inequality, the random variables in (4.29) are uni-
formly integrable, and by [Kal02, Lemma 4.11] we have
E˜
[
sup
t∈[0,T ]
∣∣X˜n(t)− X˜(t)∣∣2B]→ 0, as n→∞. (4.31)
The same argument applied to (4.27) yields
E˜
[
sup
t∈[0,T ]
∣∣M˜n(t)− M˜(t)∣∣2E]→ 0, as n→∞. (4.32)
This, in conjunction with Lemma 4.4, implies that for all 0 < s < t and for all
φ ∈ Cb (C(0, s;B)× Y(0, s;M))
we have
0 = E˜
[(
M˜n(t)− M˜n(s)
)
φ(X˜n, λ˜n)
]
→ E˜
[(
M˜ (t)− M˜(s)
)
φ(X˜, λ˜)
]
as n → ∞, which implies that M˜(·) is a F˜−martingale. Moreover, for all x∗1, x∗2 ∈ E and
n ∈ N,
E˜
[(〈
M˜n(t), x
∗
1
〉〈
M˜n(t), x
∗
2
〉
−
〈
M˜n(s), x
∗
1
〉〈
M˜n(s), x
∗
2
〉
−
∫ t
s
[(
A−1G(r, X˜n(r))
)∗
x∗1,
(
A−1G(r, X˜n(r))
)∗
x∗1
]
H
dr
)
φ(X˜n, λ˜n)
]
= 0.
(4.33)
By (4.11) and (4.23), the first two terms inside the expectation in (4.33) are uniformly inte-
grable, and so is the third term by Assumption A.2. Hence, by (4.31), (4.32) and the conti-
nuity of A−1G, the limit of (4.33) as n→∞ yields
E˜
[(〈
M˜(t), x∗1
〉〈
M˜(t), x∗2
〉
−
〈
M˜(s), x∗1
〉〈
M˜(s), x∗2
〉
−
∫ t
s
[(
A−1G(r, X˜(r))
)∗
x∗1,
(
A−1G(r, X˜(r))
)∗
x∗1
]
H
dr
)
φ(X˜, λ˜)
]
= 0,
and Lemma 4.5 follows. 
STEP 5. The aim of this and the next step is to identify {X˜(t)}t≥0 as mild solution of the
equation controlled by {q˜t}t≥0 . Notice that the coercivity condition in Assumption A.3–(5),
which we used before to obtain the uniform estimates for the minimizing sequence, will
again be essential to pass to the limit as the nonlinearity is not necessarily bounded with
respect to the control variable.
Let f˜(t) := F¯ (t, X˜(t), q˜t), t ∈ [0, T ]. Observe that, by (4.1), (4.25) and (4.30), f˜n, f˜
belong to L2([0, T ]× Ω˜;B). We claim first that
f˜n → f˜ , weakly in L2([0, T ] × Ω˜;E). (4.34)
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Proof of (4.34). For each n ∈ N, define fˆn(t) := F¯ (t, X˜(t), q˜nt ), t ∈ [0, T ]. First, we will
prove
f˜n − fˆn → 0, (strongly) in L2([0, T ] × Ω˜;B). (4.35)
Indeed, by Assumption A.3, we have
In(t) : =
∫
M
∣∣F (t, X˜n(t), u)− F (t, X˜(t), u)∣∣2B q˜nt (du)
≤ sup
u∈M
∣∣F (t, X˜n(t), u) − F (t, X˜(t), u)∣∣2B → 0
as n→∞ for t ∈ [0, T ], P˜−a.s. From (4.1), (4.4), (4.12) and (4.30) we have
sup
n∈N
E˜
∫ T
0
|In(t)|
p/2 dt < +∞.
Hence, {In(·)}n∈N is uniformly integrable on Ω˜ × [0, T ], and by [Kal02, Lemma 4.11] we
have
E˜
∫ T
0
∣∣f˜n(t)− fˆn(t)∣∣2B dt ≤ E˜∫ T
0
In(t) dt→ 0, as n→∞,
and (4.35) follows.
Now, we will prove that
fˆn → f˜ , weakly in L2([0, T ] × Ω˜;E). (4.36)
Since E is separable and reflexive, the dual space E∗ is also separable and, therefore, has
the Radon-Nikodym property with respect to the product measure dt⊗ dP (see e.g. Sections
III.2 and IV.2 in [DU77]) and so we have
L2([0, T ] × Ω˜;E)∗ ≃ L2([0, T ]× Ω˜;E∗).
Let ψ ∈ L2([0, T ]× Ω˜;E∗) be fixed, and observe that for each n ∈ N,
E˜
∫ T
0
〈
fˆn(t), ψ(t)
〉
dt = E˜
∫ T
0
〈∫
M
F (t, X˜(t), u) q˜nt (du), ψ(t)
〉
dt
= E˜
∫ T
0
∫
M
〈
F (t, X˜(t), u), ψ(t)
〉
q˜nt (du)dt
= E˜
∫ T
0
∫
M
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜n(du, dt).
where 〈·, ·〉 denotes the duality pairing between E and E∗. Let ε ∈ (0, 1) be fixed and take
Cε > max{
R
ε , 1} with R as in (4.4). Then, for this choice of Cε, we have
E˜
[
λ˜n
({
ηγ−2 > Cε
})]
= E˜
∫
{η(t,u)γ−2>Cε}
λ˜n(du, dt)
≤
1
Cε
E˜
∫
{η(t,u)γ−2>Cε}
η(t, u)γ−2 λ˜n(du, dt)
< ε.
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We write
E˜
∫ T
0
∫
M
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜n(du, dt)
= E˜
∫
{η(t,u)γ−2≤Cε}
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜n(du, dt)
+ E˜
∫
{η(t,u)γ−2>Cε}
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜n(du, dt)
and observe first that by Lemma 2.16 we have P˜−a.s.∫
{η(t,u)γ−2≤Cε}
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜n(du, dt)
→
∫
{η(t,u)γ−2≤Cε}
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜(du, dt)
as n→∞ and that, by (4.1),∫
{η(t,u)γ−2≤Cε}
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜n(du, dt)
≤ k2T
(∣∣∣∣X˜(·)∣∣∣∣m
C([0,T ];B)
+ Cε
)
|ψ(·)|L2(0,T ;E∗) , P˜− a.s.
Thus, using Lebesgue’s dominated convergence Theorem we get
E˜
∫
{η(t,u)γ−2≤Cε}
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜n(du, dt)
→ E˜
∫
{η(t,u)γ−2≤Cε}
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜(du, dt)
as n→∞. Now, for each n ∈ N, define the measure µn on B(M)⊗ B([0, T ]) ⊗F as
µn(du, dt, dω) := λ˜n(ω)(du, dt)P˜(dω).
Then, again by (4.1), for each n ∈ N we have
E˜
∫
{η(t,u)γ−2>Cε}
∣∣∣〈F (t, X˜(t), u), ψ(t)〉∣∣∣ λ˜n(du, dt)
≤
∫
Ω˜
∫
{η(t,u)γ−2>Cε}
ϕ(t)µn(du, dt, dω)
+
∫
Ω˜
∫
{η(t,u)γ−2>Cε}
η(t, u) |ψ(t)|
E∗
µn(du, dt, dω)
with ϕ := k2 |X(·)|mE |ψ(·)|E∗ ∈ Lr([0, T ] × Ω˜) and 12 +
1
p =
1
r , since by (4.30) we have
|X(·)|mB ∈ L
p([0, T ] × Ω˜). Thus, by Hölder’s inequality we get∫
Ω˜
∫
{η(t,u)γ−2>Cε}
ϕ(t)µn(du, dt, dω)
≤
(∫
Ω˜
∫ T
0
∫
M
ϕ(t)r µn(du, dt, dω)
)1/r
·
(
E˜
[
λ˜n
(
ηγ−2 > Cε
)])1−1/r
< ||ϕ||Lr([0,T ]×Ω˜) ε
1−1/r
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and ∫
Ω˜
∫
{η(t,u)γ−2>Cε}
η(t, u) |ψ(t)|
E∗
µn(du, dt, dω)
≤ ||ψ||L2([0,T ]×Ω˜;E∗)
(∫
Ω˜
∫
{η(t,u)γ−2>Cε}
η(t, u)γ µn(du, dt, dω)
)1/2
= ||ψ||L2([0,T ]×Ω˜;E∗)
(
E˜
∫
{η(t,u)γ−2>Cε}
η(t, u)γ
η(t, u)γ−2
λ˜n(du, dt)
)1/2
≤ ||ψ||L2([0,T ]×Ω˜;E∗)
(
1
Cε
E˜
∫
{η(t,u)γ−2>Cε}
η(t, u)γ λ˜n(du, dt)
)1/2
≤ ||ψ||L2([0,T ]×Ω˜;E∗)
(
R
Cε
)1/2
< ||ψ||L2([0,T ]×Ω˜;E∗) ε
1/2,
and this holds uniformly with respect to n ∈ N. Since η(t, ·) is lower semi-continuous for
all t ∈ [0, T ], by Lemma 2.15 and Fatou’s lemma we have
E˜
∫ T
0
∫
M
η(t, u)γ λ˜(du, dt) ≤ lim inf
n→∞
E˜
∫ T
0
∫
M
η(t, u)γ λ˜n(du, dt) ≤ R.
Therefore, the same estimate holds for λ˜, that is,
E˜
∫
{η(t,u)γ−2>Cε}
∣∣∣〈F (t, X˜(t), u), ψ(t)〉∣∣∣ λ˜(du, dt)
≤ ||ϕ||Lr([0,T ]×Ω˜) ε
1−1/r + ||ψ||L2([0,T ]×Ω˜;E∗) ε
1/2
and since ε ∈ (0, 1) is arbitrary, we conclude that
E˜
∫ T
0
∫
M
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜n(du, dt)→ E˜
∫ T
0
∫
M
〈
F (t, X˜(t), u), ψ(t)
〉
λ˜(du, dt)
as n →∞. Thus, (4.36) follows. Note that (4.36) in conjunction with (4.35) implies (4.34).

STEP 6. We now claim that the process M˜(·) satisfies, for each t ∈ [0, T ],
M˜(t) = A−1X˜(t) +
∫ t
0
X˜(s) ds −A−1x0 −
∫ t
0
A−1F¯ (s, X˜(s), q˜s) ds, P˜− a.s. (4.37)
Proof of (4.37). By (4.31) and (4.32), for any ε > 0 there exists an integer m¯ = m¯(ε) ≥ 1
for which
E˜
[
sup
t∈[0,T ]
∣∣X˜n(t)− X˜(t)∣∣2B + ∣∣M˜n(t)− M˜(t)∣∣2E] < ε, ∀n ≥ m¯. (4.38)
From (4.34) we have
f˜ ∈ {f˜m¯, f˜m¯+1, . . .}
w
⊂ co{f˜m¯, f˜m¯+1, . . .}
w
where co(·) and · w denote the convex hull and weak-closure in L2([0, T ] × Ω˜;E) respec-
tively. By Mazur’s theorem (see e.g. [Meg98, Theorem 2.5.16]),
co{f˜m¯, f˜m¯+1, . . .}
w
= co{f˜m¯, f˜m¯+1, . . .}.
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Therefore, there exist an integer N¯ ≥ 1 and {α1, . . . , αN¯} with αi ≥ 0,
∑N¯
i=1 αi = 1, such
that ∣∣∣∣∣∣ N¯∑
i=1
αif˜m¯+i − f˜
∣∣∣∣∣∣2
L2([0,T ]×Ω˜;E)
< ε. (4.39)
Let t ∈ [0, T ] be fixed. Using the α′is and the definition of the process M˜m¯+i in (4.22) we
can write
A−1x0 =
N¯∑
i=1
αi
[
A−1X˜m¯+i(t) +
∫ t
0
X˜m¯+i(s) ds−
∫ t
0
A−1f˜m¯+i(s) ds− M˜m+i(t)
]
Thus, we have∣∣∣M˜(t)−A−1X˜(t)− ∫ t
0
X˜(s) ds+A−1x+
∫ t
0
A−1f˜(s) ds
∣∣∣2
E
≤ 4
∣∣∣M˜(t)− N¯∑
i=1
αiM˜m¯+i(t)
∣∣∣2
E
+
∣∣∣ N¯∑
i=1
αiA
−1X˜m+i(t)−A
−1X˜(t)
∣∣∣2
E
+
∣∣∣ N¯∑
i=1
αi
∫ t
0
X˜m+i(s) ds −
∫ t
0
X˜(s) ds
∣∣∣2
E
+
∣∣∣∫ t
0
A−1f˜(s) ds −
N¯∑
i=1
αi
∫ t
0
A−1f˜m¯+i(s) ds
∣∣∣2
E
 .
Then, by (4.38) and (4.39) it follows that
E˜
∣∣∣M˜(t)−A−1X˜(t)− ∫ t
0
X˜(s) ds+A−1x+
∫ t
0
A−1f˜(s) ds
∣∣∣2
E
≤ 4
 N¯∑
i=1
αiE˜
∣∣∣M˜(t)− M˜m+i(t)∣∣∣2
E
+
N¯∑
i=1
αi
∣∣∣∣A−1∣∣∣∣2
L(E)
E˜
∣∣∣X˜m¯+i(t)− X˜(t)∣∣∣2
E
+
N¯∑
i=1
αiE˜
∣∣∣∫ t
0
(X˜m¯+i(s)− X˜(s)) ds
∣∣∣2
E
+ T
∣∣∣∣A−1∣∣∣∣2
L(E)
E˜
∫ T
0
∣∣∣f˜(s)− N¯∑
i=1
αif˜m¯+i(s)
∣∣∣2
E
ds

≤ 4
(
1 +
∣∣∣∣A−1∣∣∣∣2
L(E)
+ T + T
∣∣∣∣A−1∣∣∣∣2
L(E)
)
ε.
Since ε > 0 is arbitrary, (4.37) follows. 
STEP 7. In view of Lemma 4.5 and (4.37), by the Martingale Representation Theorem 2.39
there exist an extension of the probability space (Ω˜, F˜ , P˜), which we also denote (Ω˜, F˜ , P˜),
and a H−cylindrical Wiener process {W˜ (t)}t≥0 defined on (Ω˜, F˜ , P˜), such that
M˜(t) =
∫ t
0
A−1g˜(s) dW˜ (s), P˜− a.s., t ∈ [0, T ],
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that is, for each t ∈ [0, T ], we have
A−1X˜(t)+
∫ t
0
X˜(s) ds = A−1x0+
∫ t
0
A−1F¯ (r, X˜(r), q˜r) dr+
∫ t
0
A−1G(r, X˜(r)) dW˜ (r).
By the same argument used in step 3 (cf. Lemma 2.46) we get
A−1X˜(t) = StA
−1x0 +
∫ t
0
St−rA
−1F¯ (r, X˜(r), q˜r) dr +
∫ t
0
St−rA
−1G(r, X˜(r)) dW˜ (r)
for each t ∈ [0, T ]. Hence,
X˜(t) = Stx0 +
∫ t
0
St−rF¯ (r, X˜(r), q˜r) dr +
∫ t
0
St−rG(r, X˜(r)) dW˜ (r), P− a.s.
In other words, π˜ := (Ω˜, F˜ , P˜, F˜, {W˜ (t)}t≥0, {q˜t}t≥0, {X˜(t)}t≥0) is a weak admissible
relaxed control. Lastly, by the Fiber Product Lemma 2.17 we have
δX˜n ⊗ λn → δX˜ ⊗ λ, stably in Y(0, T ;E ×M), P˜− a.s.
Since E ×M is also a metrisable Suslin space, using Lemma 2.15 and Fatou’s Lemma we
get
E˜
∫ T
0
∫
M
h(t, X˜(t), u) λ˜(du, dt) ≤ lim inf
n→∞
E˜
∫ T
0
∫
M
h(t, X˜n(t), u) λ˜n(du, dt)
and since (X˜n, λ˜n)
d
= (Xn, λn) it follows that
J¯(π˜) = E˜
∫ T
0
∫
M
h(t, X˜(t), u) λ˜(du, dt) + E˜ϕ(X˜(T ))
≤ lim inf
n→∞
E
n
∫ T
0
∫
M
h(t,Xn(t), u)λn(du, dt) + lim inf
n→∞
E
nϕ(Xn(T ))
≤ lim inf
n→∞
[
E
n
∫ T
0
∫
M
h(t,Xn(t), u)λn(du, dt) +E
nϕ(Xn(T ))
]
= inf
pi∈Uw
ad
(x0)
J¯(π),
that is, π˜ is a weak optimal relaxed control for (RCP), and this concludes the proof of Theo-
rem 3.3. 
APPENDIX A.
Lemma A.1. Let −A be the generator of a C0-semigroup (St)t≥0 on a Banach space B
such that 0 ∈ ρ(A) and let f ∈ L1(0, T ;B). Then the function z ∈ C([0, T ];B) defined by
z(t) :=
∫ t
0
St−rf(r) dr, t ∈ [0, T ],
satisfies
A−1z(t) +
∫ t
0
z(s) ds =
∫ t
0
A−1f(s), ds, t ∈ [0, T ].
Proof. From the identity
−A
∫ t
0
Srx dr = Stx− x
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we have ∫ t
0
Srx dr +A
−1Stx = A
−1x
and it follows that ∫ t
0
z(r) dr =
∫ t
0
∫ r
0
Sr−sf(s) ds dr
=
∫ t
0
∫ t
s
Sr−sf(s) dr ds
=
∫ t
0
∫ t−s
0
Suf(s) du ds
=
∫ t
0
A−1f(s) ds−
∫ t
0
A−1St−sf(s) ds
=
∫ t
0
A−1f(s) ds−A−1z(t).

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