Abstract-In this paper, we present a pose invariant face recognition framework leveraged on 3D face reconstruction and dynamic feature extraction. First, we synthesize the virtual frontal face from the probe face based on 3D face reconstruction. In the initialization of reconstruction, a treestructured model is applied to detect landmark points from a 2D image and a hierarchical gaussianization (HG) based method is used for pose estimation. Second, in the recognition step, we present a dynamic feature extraction method to improve the recognizer, which measure the similarity between the synthesized the virtual face and the probe face. Recognition experiments are carried on the Multi-PIE, and CIGIT Face databases. The experimental results show that our system significantly improves the accuracy of face recognition, especially for the faces with extreme poses.
INTRODUCTION
Face recognition plays an important role in pattern recognition and computer vision applications. It remains a difficult problem due to the variations in pose, illumination and expression. More specifically, different poses of the same face have dramatically different appearances, causing fatal problems to most of current face recognition systems.
In order to solve the aforementioned problems, many approaches have been explored: The pose insensitive feature-based methods are widely used; they try to extract specific features which are invariant or insensitive to different poses. Wiskott et al [1] collapse face variance of pose and expression by extracting concise face descriptions in the form of image graphs. Gross et al [2] develop the theory of appearance-based face recognition from light-field, which leads directly to a pose-invariant face recognition algorithm that uses as many images of the face are available. Lai et al [3] use wavelet transform and multiple view images to determine the reference image representation.
Generating virtual frontal faces is another promising method for pose-invariant face recognition. Chai et al [4] use locally linear regression (LLR) to generate the virtual frontal view from a given non-frontal face image. Li et al [5] propose a method for cross-pose face recognition using a regression with a coupled bias-variance tradeoff. Berg [6] takes advantage of a reference set of faces to perform an "identity-preserving" alignment, warping the faces in a way that reduces differences due to pose and expression. Hu et al [7] reconstruct a 3D face model from a single frontal face image, and synthesize faces with different PIE to characterize face subspace. Wang [8] proposes a fully automatic, effective and efficient framework for 3D face reconstruction based on a single face image in arbitrary view. Asthana et al [9] build a 3D Face Pose Normalization system which improves the recognition accuracy of face variation up to ±45 degrees in yaw and ±30 degrees in pitch angles. Inspired by the above approaches, we present a poseinvariant face recognition framework leveraged on 3D face reconstruction and dynamic feature extraction. First, we synthesize the virtual frontal face from the probe face based on 3D face reconstruction. In the initialization step of face reconstruction, a tree-structured model is applied to detect landmark points from a 2D image and a hierarchical gaussianization (HG) based method [10, 11] is used for pose estimation. Second, in the recognition process, we present a dynamic feature extraction method to improve the WithinClass Covariance Normalization (WCCN) recognizer [12, 13] , which measure the similarity between the synthesized the virtual face and the probe face. The framework of our pose-invariant face recognition system is shown in Figure 1 . The remainder of this paper is organized as follows. Section II introduces the initialization of 3D face reconstruction briefly. Reconstructing face shape and texture model is detailed in section III. Section IV describes the method of dynamic feature extraction according to face poses. Section V and VI provide the experimental results and conclusion.
II. INITIALIZATION OF 3D FACE RECONSTRUCTION
Landmark detection and Pose Estimation for a 2D face image are very important for the initialization of 3D Face Reconstruction. When the location of landmarks and pose of face are not correctly provided, it will make reconstruction strategy inevitably converging to bad local minima [7, 9] .
Following the previous work [9] , we use Haar-like and cascade AdaBoost to train a face detector [15] , which is able to detect most of the faces with yaw angles from -45°to 45°. We apply Zhu's method [14] to locate key facial points. This method is based on a tree-structured model. It not only outperforms the state-of-the-art on laboratory databases, but also works well on wild images.
We use an image descriptor, hierarchical gaussianization (HG) [10, 11] for pose estimation in complex environment. We train our pose estimation model on a mixture dataset including images with yaw angles ranging from -45°to +45°with a stride of 5°.
III. 3D FACE RECONSTRUCTION
Hu's method [7] only reconstructs face model frontal face image, but fails on non-frontal face. We make some improvements on their method, and build a pose-invariant system. These improvements are detailed as follows.
A. Shape and Texture Reconstruction
The geometry of a 3D face is denoted as a shape vector:
where ( , , )
x y z is the 3D coordinate of the i -th vertice of total n vertices. A common assumption is that new shapes of 3D faces can be modeled as a linear combination of the average shape and the principal components [16, 17] . Then a new face shape new S can be expressed as:
where S is the average shape, and In the landmark detection, T landmarks are selected for a 2D face image. These key vertices are projected into 2D coordinates, and used for shape construction. This method are described briefly as follows [7] :
Let the [7] .
Because the aforementioned shape reconstruction method assumes that input image is a frontal face, there is no preprocessing step before projecting for different face poses.
When a non-frontal face appears, 2D
S should be the face projected from S with the corresponding pose. In order to get a correct 2D S , We rotate the mean 3D model S using our pose estimation and project them into 2D coordinate space as follows:
where P is the projection matrix, and R is the rotation matrix calculated from the pose estimation. Then a new equation can be obtained:
After the shape reconstruction, we project the 2D image orthogonally to the 3D geometry to generate the face texture, and use the interpolate method to complete the texture reconstruction [7, 8] .
B. Frontal Face Generation
After rotating the model S back by multiplying 
IV. DYNAMIC FEATURE EXTRACTION
Although our 3D reconstruction system can handle most of non-frontal images, it fails in a few cases where face images are captured with extreme illumination and pose variation. These factors decrease the performance of landmark and pose estimation, leading to a poor initialization for shape reconstruction.
We noticed that part of faces occluded in the 2D images sometimes fails in texture reconstruction, while other parts not occluded are precisely reconstructed. What we need to do is to decrease the importance of the mistaken parts while increasing the importance of the correct parts of the reconstructed frontal faces. So we present a dynamic feature extraction according to faces' pose to avoid the faultiness of texture reconstruction.
A. The Similarity of Features between Non-frontal and Frontal Faces
In order to test our idea, we first calculate feature distances between non-frontal and frontal faces. We call the initial feature static feature, and call the feature with weights dynamic feature. We divide a face image into In this subsection, we select features of faces with 45°a nd 0°as the test database, and set sum of patches N to 10 .
When we decrease more weights of the mistaken parts, the similarity of features between faces with 45°and 0°should become larger. As mistaken parts of faces with 45°often appear in the right side, we set 
, ,
In the second test, we set:
. We use the inner product to measure the similarity of feature vectors.
B. The Optimization of Weights of Dynamic Feature Extraction
The experiments above confirm our assumption, and we optimize n and λ for each pose of faces to reach the maximum face recognition rate.
During the training, we use equation (5) and (6) . By trying all pairs of the two parameters on faces with each pose except frontal faces, we find the suitable weights ω for each pose, which make the classification rate maximum. When calculating the distance between a probe image and the frontal image, the weights ω of the latter should be set as equal to that of the former.
V. EXPERIMENTS

A. Database
Multi-PIE Database: Multi-PIE [18] has been widely used in the research of face recognition. In our experiment, we use the faces with pitch angle from [-45°, 45°], neutral expression and five illumination cases for training and testing. There are 7, 377 faces detected from 8, 716 images by using our face detector.
CIGIT Face Database: CIGIT Face database contains around 800, 000 images of more than 400 people under different viewpoints, occlusions, expression and illuminations. These images are captured by 91 cameras, with pitch angle ranging from 0°to 30°, yaw angle ranging from -90°to 90°. In our experiment, we select the face images with pitch angle from [0°, 10°], yaw angle ranging from [-45°, 45°] and normal expression for training and testing. There are 12, 507 faces successfully detected from 13, 017 images.
We select faces of 20 people as the training set, and use others for test. In the test, we use the frontal image with normal illumination as the gallery image, and the others are used as probe images. We evaluate our system on the two databases described above. Hierarchical gaussianization (HG) and WCCN [12, 13] are chosen for feature extraction and face recognition. During the dynamic feature extraction, we calculate the HG feature according to the face angle. The proposed algorithm is systematically evaluated by comparing it with the algorithm that does not use the 3D reconstruction. The results are shown in Table 1 and Figure 4 . From the results, we conclude that our system performs better than the algorithms that do not use the 3D reconstruction, especially for the faces with pose angle larger than 30°. Furthermore, by applying dynamic feature extraction, our system achieves a higher recognition rate. Considering HG feature and WCCN are such efficient for the recognition of frontal faces (rate≈100%), we only get a limited improvement on faces with small yaw angles.
B. Feature Extraction and Classification
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose an efficient and automatic system of face recognition robust to pose variation. Compared with previous work, our work has the following contributions: 1) By applying robust algorithms of accurate landmark detection and pose estimation, we synthesize the virtual frontal face from the probe face based on 3D face reconstruction. 2) To reduce the noisy effect induced by the texture reconstruction, we present a dynamic feature extraction method to help the recognition system to measure the similarity between synthesized the virtual face and the probe face. Based on these work, our face recognition system can handle faces of different poses in more complicated environment.
In the future, we will improve methods of landmark detection and pose estimation, and also focus on texture reconstruction in large poses, mirror method and Poisson Editing [19] in our future work.
