Renewal-like results and stability theorems relating to the largetime behaviour of a random walk S n reflected in its maximum, R n = max 0≤j≤n S j − S n , are proved. Mainly, we consider the behaviour of the exit time, τ (r), where τ (r) = min{n ≥ 1 : R n > r}, r > 0, and the exit position, R τ (r) , as r grows large, with particular reference to the cases when S n has finite variance and/or finite mean. Thus, lim r→∞ ER τ (r) /r = 1 is shown to hold when E|X| < ∞ and EX < 0 or EX 2 < ∞ and EX = 0, and in these situations Eτ (r) grows like a multiple of r, or of r 2 , respectively. More generally, under only a rather mild side condition, we give equivalences for R τ (r) /r P → 1 as r → ∞ and lim r→∞ R τ (r) /r = 1 almost surely (a.s.). Comparisons are also made with exit times of the random walk S n across both two-sided and one-sided horizontal boundaries.
Introduction
Let X, X 1 , X 2 , . . . , be i.i.d. rvs with cdf F (·) on R, not degenerate at 0, and S n = X 1 + X 2 + · · · + X n , S 0 = 0, the corresponding random walk. Let S * n := max 0≤j≤n S j , and denote by R n = S * n − S n = max 0≤j≤n S j − S n , n = 0, 1, 2, . . . , the random walk reflected in its maximum. The random walk reflected in its minimum, namely, the process r n := S n − min 0≤j≤n S j , is of equal interest, but since the kinds of results we will study here for R n are dual in a sense for r n , we will restrict ourselves to R n herein, and refer to it as "the" reflected process. Of course R n ≥ 0, and r n ≥ 0, n = 0, 1, 2, . . ..
Apart from its theoretical interest, especially as one kind of measure of the fluctuations and excursions of a random walk, there are many direct applications of the reflected process in a variety of areas. Probably the most familiar of these is in queueing theory, where the process reflected in its minimum represents the number in a queue, but there are many others too; for example, in finance R n is used to construct the "maximum drawdown process", which is a version of the running maximum of the reflected process, as a measure of the possible loss of a portfolio, relative to its currently achieved highest level. A genetic application occurs in the form of the "segmental score", which is the running maximum of the process reflected in its minimum. (Some relevant references are given at the end of Section 3.) Most of these applications are to processes in discrete time, or to discretisations of continuous time processes, and accordingly it is natural first to investigate random walk versions of the reflected process, as we will do in this paper. But continuous time versions are certainly of interest too, and later in the paper we indicate possible extensions to Lévy processes.
Some of the most basic and important relations in fluctuation and renewal theory are currently unresearched for the reflected process, and in this paper we propose to extend some very fundamental renewal theorems known from random walk theory to the reflected process case. This is not a trivial matter since the reflected process is a more complicated object to study than the random walk itself, though of course the underlying random walk structure helps greatly in the investigation. In carrying this out we uncover some new and interesting relations for the random walk itself; see, for example, Lemma 2.1 in Section 2.
In Doney and Maller [8] we gave conditions for the finiteness of exit times of R · above curved (power law) boundaries. In the present paper we restrict ourselves to passage above a constant level, r > 0, i.e., to exits from the region {(n, y) : n = 1, 2, . . . , 0 ≤ y ≤ r}, but give much more detailed information on the exit time and exit position of R · . These will provide us with renewaltype theorems which apply quite widely to situations of interest in practice (including, finite mean and finite variance situations), as well as with stability results for the reflected process. Throughout, interesting comparisons with the random walk case will be made as well.
The exit time of R · above level r > 0 is defined as τ (r) = min{n ≥ 1 : R n > r}, r > 0, where, throughout, the minimum or inf of the empty set is taken as ∞, and the exit position is R τ (r) . In Section 2 we study how Eτ (r) and ER τ (r) vary with r as r → ∞; these are kinds of renewal theorems for R n . Our approach is to gain intuition by relating results for R n back to similar results (where known) for S n ; in the present instance, to exits of S n from twosided or one-sided regions; that is, from {(n, y) : n = 1, 2, . . . , |y| ≤ r}, or {(n, y) : n = 1, 2, . . . , −∞ < y ≤ r}. Quite specific answers for R are given in two important cases: when EX 2 < ∞ and EX = 0, and when E|X| < ∞ and EX < 0.
This kind of dichotomy is also useful in Section 3, where (under a mild side condition which we call "Condition (L)", see (3.3) in Section 3), necessary and sufficient conditions are given for stability of R τ (r) , i.e., for R τ (r) /r → 1 as r → ∞, where the convergence may be in probability or a.s. Section 3 also considers relative stability of R n (i.e., when R n /B n → 1 as n → ∞ in probability or a.s., for a nonstochastic sequence B n > 0).
The paper is structured as follows. Proofs for Sections 2 and 3 are in Sections 5 and 6. Section 4 discusses some issues surrounding the results in Section 3; these are proved in Section 7. Two technical lemmas we need are in the Appendix Section 8. Throughout, in order to avoid degenerate cases, we assume 0 < F (0−) ≤ F (0) < 1, and we will use "rv" to mean "random variable"; "
Renewal Theorems
In this section we study how the expected passage time Eτ (r) and position ER τ (r) vary with r. A useful comparison is with the two-sided exit time for the random walk:
Both τ (r) and T (r) are finite, a.s., indeed, have finite moment generating functions (see [8] for τ (r)). An important role will be played by the probability e(r) = P (S T (r) < 0), r > 0, (2.2) that the random walk exits [−r, r] at the lower boundary, and some similar exit probabilities. We refer to [8] for further introductory and background material.
A number of papers have elucidated the asymptotic behaviour (as r → ∞) of T (r) and S T (r) , see for example Griffin and McConnell [12] , [13] [14], Griffin and Maller [11] , Doney and Maller [4] . From these it has emerged that two kinds of regime should be considered; firstly, when the random walk exhibits "stability" of some kind, for example, when it has finite but nonzero mean; secondly, when it displays central limit behaviour with no centering necessary, for example, when it has finite variance and zero mean. This principle provides the cue for our investigations of R n and τ (r), and a motivation for comparing our results with similar ones for S n and T (r).
Our main result in this section is Theorem 2.1, which concerns the "stability in mean" of R τ (r) and τ (r) in two regimes. It should be compared with Proposition 2.2 following it, which states a similar result for S T (r) and T (r). 
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Remark. In (c), we let X − := max(−X, 0) and X + := max(X, 0). Some further discussion of the convergence of ER τ (r) /r is given in Section 4.
Finiteness of the moments of R τ (r) in Theorem 2.1 is guaranteed by finiteness of corresponding moments of X. We state a general result in the next proposition.
Proposition 2.1. For each α > 0, r > 0 and n = 1, 2, . . .,
The next proposition gives conditions for the stability in mean of S T (r) and T (r). We state it mainly for comparison with Theorem 2.1, though it does not seem to have been given explicitly before. It follows easily from results of Griffin and McConnell [12] . We include in this section statements of some auxiliary results which may be of separate interest. The first lemma gives useful bounds for the mean of τ (r), for which we need a slightly more generalised passage time. Given a ≥ 0, b ≥ 0, r > 0, define
If a = b > 0 we have T a,a (r) = T (ar) and e a,a (r) = e(ar). If a = 1 and b = 0 write T 1,0 (r) =: T 0 (r) and e 1,0 (r) =: e 0 (r). Then:
while for r > 0, the following identity holds:
See Section 5 for proof of Lemma 2.
1. An immediate corollary of it is that e a,b (r) > 0 and e 0 (r) > 0, for all a > 0, b > 0, r > 0.
We can use the lemma and bounds on ET (r) due to Pruitt [24] to get further estimates for Eτ (r). Define the functions, for x > 0,
(2.12) and
From Pruitt [24] and Griffin and Maller [10] , p.188, we have
for r > 0, λ > 1. Thus from Lemma 2.1 (taking a = b = 1 or a = b = 1/2) we get the following very useful bounds for Eτ (r):
. (2.15)
Stability
Now we turn to the stability per se of R τ (r) . We modify the argument used in the proof of Theorem 2.1 to get the following useful inequality:
6 Lemma 3.1. For all ε > 0, r > 0,
See Section 6 for the proof of Lemma 3.1. An immediate corollary is:
In proving Corollary 3.1 we use (2.14) to deduce that k(λr) ≍ k(r), as r → ∞, for each λ > 0. (The symbol "≍" will be used to denote that the ratio of the two expressions involved remains bounded away from 0 and infinity for the range of the variable designated.) Now we introduce a similar condition for e(r), which we will call:
A detailed discussion of Condition (L) is given in Section 4, but for now we note that it holds if lim n→∞ P (S n ≤ 0) = 1 (thus, certainly if E|X| < ∞ and EX < 0), or if lim n→∞ P (S n ≤ 0) = 1/2 (thus, certainly if EX 2 < ∞ and EX = 0). It does not hold in general, though.
The next result is immediate from Lemma 3.1, (2.13), and (2.14):
Lemma 3.1 also shows that R τ (r) /r
(because e(r) ≤ 1 and k(r/2) ≍ k((1 + ε)r) as r → ∞). We have e(r) ≍ 1 when lim inf n→∞ P (S n ≤ 0) > 0 (see Section 4), so Condition (L) then holds and (3.5) is then also sufficient for R τ (r) /r P → 1. (4.3) below gives an analytic equivalence for lim inf n→∞ P (S n ≤ 0) > 0. Using a result of Griffin and Maller [11] , we can show that (3.5) holds if and only if lim r P (S T (r) < −(1+ε)r) = 0 for all ε > 0. (Replace X i by −X i in the Remark after Lemma 3.1 of [11] ; their criterion uses ν rather than A, but this is inessential; see (4.1) of [10] ).
Next comes our main result for this section. Let
Eτ (x/c)F − (dx), for c > 0, (3.6) where F − is the distribution function of X − . Note that J(c) is nonincreasing in c, and define
Theorem 3.2. We have
Corollary 2.1 entails the following bounds for c * :
sup a > 0 :
These, together with Theorem 3.2, immediately give: 
If this integral converges for all a > 0, then lim r→∞ R τ (r) /r = 1 a.s.
If we assume Condition (L) a priori, then by (3.9) we have c (1,∞) 
Since E|X| < ∞ and EX < 0, or EX 2 < ∞ and EX = 0 imply lim r→∞ e(r) = 1 or 1/2, thus Condition (L), and furthermore that the integral in (3.11) converges, we have the a.s. stability of R τ (r) in these cases.
We will omit the proof of Corollary 3.3. The equivalence of (3.11) and (3.12) is immediate from Theorem 3.2, Corollary 3.2, and the remarks above concerning Condition (L). The proof of the equivalence of (3.13) with the others is rather technical and of lesser relevance to our current concerns so we omit it. The result seems worth recording, however, as it adds to a body of research on the relation between a random walk and its large increments.
In this connection, we mention a related result of Klass and Wittman [20] . Since e(x) ≤ 1, (3.11) implies
In [20] this is shown to be equivalent to
In the proof of Theorem 3.2 it is shown that J(c) < ∞ if and only if lim sup
According to Griffin and Maller [10] , the two sided overshoot of the random walk is a.s. stable, i.e., lim r→∞ |S T (r) |/r = 1 a.s., if and only if E|X| < ∞ and EX = 0, or EX 2 < ∞ and EX = 0. While E|X| < ∞ and EX < 0, or EX 2 < ∞ and EX = 0 imply the a.s. stability of R τ (r) , they appear stronger in that (3.11) only requires a kind of dominance of the mean function A(x) or variance function U(x) over the left tail, F (−x), rather than over both tails. So we are led to a comparison with a one-sided exit of the random walk (through negative values). To set this up, let
Then T * − (r) < ∞ a.s. for all r ≥ 0 whenever lim inf n S n = −∞ a.s. We have the following description of the a.s. stability of S T * − (r) . Its proof is similar to that of Theorem 8 of [5] , so we will omit the details. Define, for x > 0,
Then the following are equivalent:
When lim n→∞ S n = −∞ a.s., (3.15) holds if and only if E|X| < ∞ and EX < 0.
Remarks. (i) If S n drifts to +∞ a.s., then P (T * − (r) = ∞) > 0, and interest would pass to the behaviour of T * − (r) and S T * − (r) , conditional on {T * − (r) < ∞}. This is the subject of ruin theory in insurance risk analysis, etc., and we will not explore it here.
(ii) The equivalences in Proposition 3.1 can be extended to give results on the limiting distribution of S T * − (r) − r, as r → ∞ (which exists under the conditions of the proposition), etc., just as in Theorem 8 of [5] , but we will not reproduce them here.
The next theorem compares the stability of the position of the random walk following a one-sided exit (below −r) with that of R τ (r) . Theorem 3.3. Suppose S n does not drift to +∞. Then
Conversely, suppose lim sup r→∞ R τ (r) /r < ∞ a.s., and (i)
Finally, for this section, we consider the relative stability of R n . Thus we are concerned with the convergence
where B n > 0, B n → ∞, is deterministic, and the convergence may be in probability (i.p.) or almost sure (a.s.). We say that S n is negatively relatively stable if there is a deterministic sequence B n > 0, B n → ∞, for which
We remark that if (3.19) holds for B n > 0, B n → ∞, then there is no loss of generality in taking B n to be nondecreasing, see [19] ; and a similar proof as used there shows that the same is true for the convergence R n /B n → 1. Thus without loss of generality we may take B n to be nondecreasing in (3.18) and (3.19).
Theorem 3.4. (a) R n is relatively stable i.p. iff S n is negatively relatively stable (and the same norming sequence may be used).
(b) R n is relatively stable a.s. iff E|X| < ∞ and EX < 0.
Some important applications of the reflecting process R n and the maximal sequence R * n occur in queueing theory (see, e.g., Asmussen [1] and Foss and Korshunov [9] , and their references); option pricing theory (Shepp and Shiryaev [25] , Asmussen et al. [2] ); genetics (Hansen [15] ); and many other places; see also Doney and Maller [7] and Konstantopoulos and Richardson [21] . In finance and actuarial studies, R n is known as the "drawdown", and R * n as the "maximal drawdown"; see for example Harmantzis and Miao [16] .
4 Further Results and Discussion
The integral criterion in Corollary 3.3 only applies under Condition (L). The problem is the presence of the function e(x) in (3.9). We do not know exactly how it behaves, in general. Here we shall discuss some cases when either a conclusive answer can be given as to whether the reflected process is stable, or the application of (3.6) can be simplified.
First we discuss when it is possible to invoke Condition (L). (3.3) requires e(λx)/e(x) to be bounded away from 0 and ∞ for all λ > 1. The latter in fact is always true. If we impose the further condition lim inf x→∞ e(x) > 0, then (4.2) holds, trivially. This is the case for example when E|X| < ∞ and EX < 0 with lim x→∞ e(x) = 1, and if EX 2 < ∞ and EX = 0 with lim x→∞ e(x) = 1/2. In [18] it is shown that lim inf x→∞ e(x) > 0 if and only if lim sup
when E(X − ) 2 = ∞, or if and only if EX ≤ 0, when E(X − ) 2 < ∞. These thus constitute sufficient conditions for (L). Thus if A(x) = 0, as is the case for a symmetric F , or even if A(x) ≤ 0 for all large x, then (L) holds. In general, condition (4.3), or its counterpart EX ≤ 0 when E(X − ) 2 < ∞, is equivalent to lim inf n→∞ P (S n ≤ 0) > 0, as is shown in [18] . Thus if S n P → −∞ or is in the domain of attraction of the normal distribution, without centering (S n /C n D → N(0, 1) for a nonstochastic sequence C n → ∞), or, more generally, S n is stochastically compact without centering and every subsequential limit attributes mass to (−∞, 0), i.e., there is a nonstochastic sequence C n such that every sequence of integers n ′′ contains a subsequence
But Condition (L) does not hold for every random walk. In fact it fails for every simple random walk (steps of unit length) drifting to infinity: Example 4.1. Suppose S n is a simple random walk which drifts to +∞ a.s. Then (4.2) does not hold.
In some situations we can estimate the magnitude of e(x) or e 0 (x) well enough to prove stability of R τ (r) . A case that can be treated thoroughly is a random walk with exponential moments for the negative tail: Theorem 4.1. Assume that Ee λX − < ∞ for some λ > 0. Then we have: (a) lim r→∞ R τ (r) /r = 1, a.s., and (b) lim r→∞ ER τ (r) /r = 1.
Remarks. (i) If S n is a simple random walk drifting to +∞ a.s., then (4.2) fails by Example 4.1, yet R τ (r) is a.s. stable as r → ∞ by Theorem 4.1. At the same time, R n has a finite limiting distribution as n → ∞, namely,
(ii) We do not have complete understanding of the stability behaviour of the overshoot when S n drifts to +∞ a.s. In view of Example 4.1 it might be conjectured that Condition (L) fails for every such random walk. But this is not true either. From Theorem 3.2 we can show that when the negative tail is relatively large, e.g., regularly varying with index in (−∞, −1), then the limsup in (3.8) is infinite. But we don't know whether the failure of stability implies the limsup is infinite. We have some incomplete results relating to these questions, but we will not discuss them further here.
The behaviour of e(x) is of course related to the long-standing two-sided exit problem for a random walk, by no means completely understood even now despite much research. Griffin and McConnell [12] , [13] , [14] prove many useful facts concerning e(x). Remark 2.1, p. 1434, of [13] shows that lim k→∞ e(x k ) = 0 for a sequence x k → ∞ if and only if lim k→∞ e(λx k ) = 0 for all λ > 0. Thus if (4.2) fails by virtue of a sequence x k → ∞ such that lim k→∞ e(λ 0 x k )/e(x k ) = 0 for some λ 0 > 1, then lim k→∞ e(λx k ) = 0 for all λ > 0. The three Griffin and McConnell papers contain the best estimates of e(x) known to date, but still seem insufficient to give definitive necessary and sufficient conditions for (4.2) in complete generality.
We finally remark that these kinds of problems have counterparts in continuous time, and in particular for Lévy processes. A good recent discussion of the two-sided exit problem in this context is in Nguyen-Ngoc and Yor [23] ; see also Kyprianou [22] . [5] gives a Lévy version of Proposition 3.1.
Proofs for
a,b (r) = T a,b (r), and, for n = 1, 2, . . .,
Also for n = 1, 2, . . ., let
, and so R T 
Since P (A) = e a,b (r) and EN = 1/P (A), we get the lefthand inequality in (2.10) from Wald's identity.
For the righthand inequality, note that if A 1 occurs, then S * n ≤ br and
(r)), so R n ≤ (a+ b)r for such n, and hence for all n < T < 0} is geometrically distributed with success probability e 0 (r), we have
Proof of Proposition 2.1. A useful representation is to write R n as the sum of its increments:
where, as is easily checked,
Thus ∆
so we see that E∆ α τ (r) < ∞ is necessary and sufficient for ER α τ (r) < ∞. Now for any a ≥ r
A similar argument gives, for any a ≥ 0,
Thus E(X −
In the second term,
. (5.6) (In the last inequality we used (2.15).) Set a = r and α = 1, then the last expression tends to 0 as r → ∞ for each y > 0 under either scenario, E|X| < ∞, EX < 0, or EX 2 < ∞, EX = 0, because lim r→∞ e(r) equals 1 or 1/2 in these cases, while rF (−r) → 0 when E|X| < ∞ and r 2 F (−r) → 0 when EX 2 < ∞, so F (−r) = o(|A(r)|/r) or o(U(r)/r 2 ), in the two cases. Hence by dominated convergence the second term on the right in (5.5) is o(1) as r → ∞, when a = r and α = 1.
For the first term on the righthand side of (5.5), the same calculation as in (5.6) gives < 0}, which is geometrically distributed with success probability e 0 (r). Hence
Now since the random walk drifts to −∞, e 0 (r) → P (max n≥0 S n ≤ 0) > 0 as r → ∞, and hence it is sufficient to show
We write 
, so we get lim r→∞ ER 2 τ (r) /r 2 = 1. Next, we show that lim r→∞ Eτ (r)/r 2 = 1/σ 2 . Recall from [8] that the sequence (Z n , F n ) n=0,1,2... is a martingale, where (c) Finally, we verify the extra statements concerning Eτ (r) and ER τ (r) . Suppose E|X| < ∞, EX = 0 and E(X + ) 2 = ∞. Then e(r) ≍ 1 by Appendix Lemmas 8.1 and 8.2, so by (2.15), Eτ (r) ≍ 1/k(r) ≍ r 2 /U(r). Since U(r) → ∞ while U(r)/r → 0, we get Eτ (r)/r → ∞ and Eτ (r)/r 2 → 0 as r → ∞. Suppose E|X| < ∞ and EX > 0. Then e(r) → 0 and rk(r) → EX, so by (2.15) again, Eτ (r)/r → ∞, as r → ∞.
At last, suppose again that E|X| < ∞, EX = 0 and E(X + ) 2 = ∞, so that e(r) ≍ 1, as shown just above, and in addition that E(X − ) 2 < ∞. Then lim r→∞ E∆ τ (r) /r = 0 and lim r→∞ E∆ 
Proofs for Section 3
Proof of Lemma 3.1. For ε > 0, r > 0, the same calculation as in (5.6) gives
The lefthand inequality in (2.10), together with the righthand inequality for ET (r) in (2.14), then gives the righthand inequality of (3.1). In the other direction, replace (6.1) with
The righthand inequality in (2.10) (with a = b = 1/2), together with the lefthand inequality for ET (r) in (2.14), then gives the lefthand inequality in (3.1).
Proof of Theorem 3.2. Fix c > 0. To begin with we observe that
(6.2) So by the Borel-Cantelli lemma, J(c) < ∞ implies P (X − n+1 ≥ cR * n i.o.) = 0, and thus
)n happens only finitely many times a.s. Since R * n is nondecreasing in n we easily deduce from this that lim sup r→∞ R τ (r) /r = lim sup r→∞ R * τ (r) /r ≤ c + 1 a.s., as required in (3.8). Conversely, assume that J(c) = ∞ for some c > 1, and put A n = {X − n+1 ≥ cR * n }. Then by (6.2) we have
Here we shall aim at using a generalized version of Borel-Cantelli lemma to deduce that P (A n i.o.) = 1. Note that for j > 1
We notice further that
where R * j−1 is independent of F n+1 and has the same distribution as R * j−1 . This in turn entails that, for j > 1, A n and B (n) j := {X − n+j+1 ≥ c R * j−1 } are independent and P (B (n) j ) = P (A j−1 ). So finally we obtain
and thus P (A n ∩ A n+j ) ≤ P (A n )P (A j−1 ). Use this to write i≤n,j≤n
This is sufficient to deduce that i≤n,j≤n
An application of a generalised Borel-Cantelli lemma (eg. Spitzer [26] ) gives P (A n i.o.) ≥ 1/2, which by the Hewitt-Savage zero-one law is reinforced to
Now when X − n+1 ≥ cR * n occurs with c > 1 then τ (R * n ) = n + 1 and
Since {X − n+1 ≥ cR * n } occurs i.o. with probability 1, so does {R τ (R * n ) ≥ cR * n }, and this implies lim sup
This finishes the proof of the Theorem 3.2.
Proof of Theorem 3.3. Assume throughout that S n does not drift to +∞, a.s. Suppose lim r→∞ S T * − (r) /r = 1 a.s. Then Proposition 3.1 shows that we need only consider E|X| < ∞, EX ≤ 0. If E|X| < ∞ and EX < 0 then R τ (r) is a.s. stable by Corollary 3. 
F (y)dy = 0, and so (8.1) implies E(X − ) 2 < ∞. Thus EX 2 < ∞ and since EX = 0 we then have lim x→∞ e(x) = 1/2, and, further, lim x→∞ xA(x) = 0. So
Alternatively, if E(X + ) 2 = ∞, we get (8.2) from Lemma 8.1 of the Appendix, then (8.8) from Lemma 8.2, thus (6.5) holds again, as well as e(x) ≍ 1 from (8.9). Thus Condition (L) holds. So, by (3.11) , to prove that lim r→∞ R τ (r) /r = 1 a.s. we need only establish
This follows immediately from (8.1) and (6.5).
Conversely, let lim sup r→∞ R τ (r) /r < ∞ a.s. Then by Corollary 3.2 and e(x) ≤ 1 we have (6.6). Suppose S n P → −∞. This implies, by [17] , that A(x) < 0 and
and this is only possible if EX − < ∞. But then A(x) < 0 for all large x implies, also, EX + < ∞, so we deduce E|X| < ∞. Clearly, then, EX ≤ 0. If EX < 0, it is immediate from Proposition 3.1 that lim r→∞ S T * − (r) /r = 1 a.s. If EX = 0, then
so by (6.6) we have
which again gives the required result from (3.16) of Proposition 3.1.
Next, if EX 2 < ∞, the integral in (3.16) obviously converges, so assume that EX 2 = U(∞) = ∞ and that x|A(x)| ≤ CU(x) for all large x and some C > 0. Then since x|A(x)| + U(x) is nondecreasing (see [20] ), if ε > 0 we can by (6.6) choose y 0 so large that ε ≥ (y 0 ,y)
Since U(∞) = ∞, we see that U − (x) = o(U(x)), thus U(x) ∼ U + (x). Consequently, the integral in (3.16) converges, so we again have the required result by Proposition 3.1.
Proof of Theorem 3.4. (a) It is well known and easily checked that R n has marginal distribution the same as that of − min 0≤j≤n S j , for each n = 1, 2, . . . Part (a) of Theorem 3.4 is immediate from this and the fact that S n is negatively relatively stable if and only if min 1≤j≤n S j /B n P → −1, for some B n > 0, B n ↑ ∞. (To see this last, replace X i by −X i in Theorem 2.1 of [19] .) (b) If E|X| < ∞ and EX < 0 then lim n S * n /n = 0 a.s., so lim n −S n /n = |EX| a.s., and so lim n R n /n = |EX| a.s., thus R n is relatively stable a.s. with norming sequence n|EX|.
Conversely, suppose lim n R n /B n = 1 a.s. for some B n > 0, B n ↑ ∞. Then R n /B n P → 1 and so S n /B n P → −1 by Part (a). This means A(x) < 0 for all large x, B n is regularly varying with index 1 as n → ∞, and B n may be chosen to satisfy B n = n[−A(B n )]. We also have ∆ n = R n − R n−1 ≤ R n , so P (∆ n > cB n i.o.) = P (X − n > cB n i.o.) = 0 for some c > 0, thus n F (−cB n ) < ∞ and hence also n F (−B n ) < ∞. Using B n = n[−A(B n )] we then get
hence EX − < ∞. Since S n is negatively relatively stable, we must then have EX + < ∞, hence E|X| < ∞, and so EX ≤ 0. Since lim n R n = +∞ a.s., we have lim n S n = −∞ a.s. (cf. [8] ), thus EX < 0. 24 
Proofs for Section 4
Proof of Lemma 4.1. First take 1 < λ ≤ 2. Now
On A := {S T (λx) < 0 < S T (x) }, the random walk starting at S T (x) has travelled a distance (λ + 1)x > x in the negative direction before travelling (λ − 1)x ≤ x in the positive direction. So P (A) ≤ P (S T (x) < 0) and we get
Proof of Example 4.1. Let S n be a simple random walk drifting to +∞ a.s. Then m ∞ := min n≥0 S n ∈ (−∞, 0) a.s. Define A n,m = {S · hits − m before n} , so that P (A n,m ) = e m−1,n−1 , in the notation of (2.9). Consider Proof of Theorem 4.1. (a) Assume without loss of generality that λ = 1, so Ee X − < ∞. Thus E(X − ) 2 < ∞. When EX + < ∞ and EX < 0 or E(X + ) 2 < ∞ and EX = 0, stability follows from Corollary 3.3, because e(x) ≍ 1, and the integral in (3.11) converges in either case. When E(X + ) 2 = ∞ but EX + < ∞ and EX = 0, Lemma 8.1 and Lemma 8.2 of the Appendix entail lim inf x→∞ e(x) > 0 and stability again follows from Corollary 3.3, because E(X − ) 2 < ∞ and again the integral in (3.11) converges. In the remaining cases, EX + = ∞ or EX + < ∞ and EX > 0, so the random walk drifts to +∞. Then the integral (3.6) converges or diverges with J(c) :
This follows immediately from identity (2.11) and
where T + = min{n ≥ 1 : S n > 0}. To proceed further we use the following simple inequality e 0 (x + y) ≥ e 0 (x)e 0 (y), (7.2) which entails that f (x) = − ln(e 0 (x)) is subadditive (recall that e 0 (x) > 0 for all x > 0), so by Fekete's lemma
exists and equals inf x>0 f (x)/x. This result enables us to deal with two cases separately.
(i) Suppose α = 0. Given c > 0, choose a = a(c) such that f (x)/x < c/2 for x > a. Then for x > ac we have
and we conclude from Ee X − < ∞ that J(c) < ∞. This holds for every c > 0 so we have stability by Corollary 3.2.
(ii) Now assume α > 0 and further without additional loss of generality that sup{λ > 0 : E(e λX − ) < ∞} = 1. Thus (0,∞) e λx F − (dx) < ∞ for each λ < 1, and, since e 0 (x) > F (−x), we have α ≤ 1. Now we prove that R τ (r) is a.s. stable. We do this by taking account of the position at which the reflected process jumps out of the interval 
We aim to show that this series converges under the assumption Ee λX − < ∞ for each λ < 1.
To proceed, we estimate the second sum in (7.3). We have:
where (cf. (5.10))
To justify (7.4), we argue as follows. Use similar notation as in Lemma 2.1, thus,
< 0}, ℓ = 1, 2, . . ., and ϑ = min{ℓ :
A ℓ occurs}. The lefthand side of (7.4) can be represented as the expectation of the lefthand side of the identity
The identity itself expresses that the number of times R · visits ((1 − δ i )n, n] before exiting above n equals the number of times S · visits [−n, −(1 − δ i )n) before exiting below −n. The expectation of this last quantity equals the righthand side of (7.4) with Υ defined as indicated. Next, we have the following estimate for Υ:
(see (2.1) for T (r)). To see this, just recall that e 0 ((1−δ i )n) is the probability that the random walk travels below −(1 − δ i )n before travelling above 0, and E(T (n)) is an upper bound for the expected time it can spend in the strip [−n, −(1 − δ i )n]. Now by (2.14), we have
so we obtain
which in turn leads via (7.3) to
Now recall that α = lim x→∞ (− ln(e 0 (x))/x) > 0, and hence for given ρ > 0 there exists N(ρ) such that for n > N(ρ)
So we get, for constants C, C ′ ,
It remains to observe that
if we pick 2ρ = εα/3m for given fixed ε and m. Then recall that α ≤ 1 to deduce that γ < 1, and thus ∞ 0 e γx F − (dx) < ∞. Consequently the series in (7.3) converges.
Let
Then we have P (A i ) = 0 and hence
there are at most finitely many sample paths with ∆ τ (n) > (1 + ε)δ i n. Thus, a.s.,
from which we conclude that lim sup
Now ε can be chosen arbitrarily small while m can be chosen arbitrarily large, hence we get lim sup n→∞ R τ (n) n = 1 a.s., (7.8) thus, the required stability of R τ (r) , as r → ∞.
(b) Finally we prove that lim r→∞ ER τ (r) /r = 1, assuming that Ee X − is finite. Analysing cases as we did at the beginning of the proof of Part (a), we see that all cases except, again, when EX + = ∞ or EX + < ∞ and EX > 0, are covered in Theorem 2.1, so again we can assume the random walk drifts to +∞. Then as in Part (a) we find that e 0 (x) ≥ e −(α+ε)x for x ≥ some x 0 (ε), for arbitrary ε > 0, where α = lim x→∞ (− ln(e 0 (x))/x ∈ [0, 1]. Now
so we have e(r) ≥ e −(α+ε)r for all large r.
We want to deduce from lim r→∞ R τ (r) /r = 1 a.s. that lim r→∞ ER τ (r) /r = 1, for which we need uniform integrability, and for this a uniformly bounded higher moment suffices. Inequalities (5.5) and (5.7) with a replaced by ar and α = 2 give
for all r > 0, a > 0. Now r|A(r)| + U(r) → ∞ as r → ∞, while Ee X − < ∞ implies lim r→∞ e r F (−r) = 0. Using F (−y) ≤ e −y for large y and integration by parts gives
for a > α + ε, once r is large enough. Thus we have the uniform integrability, and can deduce from lim r→∞ R τ (r) /r = 1 a.s. that lim r→∞ ER τ (r) /r = 1, as required.
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Appendix
The proofs of Theorems 2.1 and 3.3 need the next two lemmas. 
This implies
Now integrate by parts to get, for x 0 > 0,
The last inequality follows from xg ′ + (x) ≤ g + (x), as shown in (8.4) . Thus the last integral converges. Thus, given ε > 0, we can choose x 0 so large that ε ≥ To prove (8.9) we use the estimate in Proposition 3.2 of [13] , which in our notation reads ≤ x|ν(x)| + 2U(x) ≤ 2 (x|ν(x)| + U(x)) .
