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INTRODUCTION
Data reduction is an important step in knowledge discovery from data. The high dimensionality of databases can be reduced using suitable techniques, depending on the requirements of the data mining processes. These techniques fall in to one of two categories: those that transform the underlying meaning of the data features and those that are semantics-preserving. Feature selection (FS) methods belong to the latter category, where a smaller set of the original features is chosen based on a subset evaluation function. The process aims to determine a minimal feature subset from a problem domain while retaining a suitably high accuracy in representing the original features. In knowledge discovery, feature selection methods are particularly desirable as these facilitate the interpretability of the resulting knowledge. Rough set theory has been used as such a tool with much success, enabling the discovery of data dependencies and the reduction of the number of features contained in a dataset using the data alone, requiring no additional information.

BACKGROUND
The main aim of feature selection is to determine a minimal feature subset from a problem domain while retaining a suitably high accuracy in representing the original features. In many real world problems FS is a must due to the abundance of noisy, irrelevant or misleading features. For instance, by removing these factors, learning from data techniques can benefit greatly.  A detailed review of feature selection techniques devised for classification tasks can be found in (Dash & Liu, 1997).

The usefulness of a feature or feature subset is determined by both its relevancy and redundancy. A feature is said to be relevant if it is predictive of the decision feature(s), otherwise it is irrelevant. A feature is considered to be redundant if it is highly correlated with other features. Hence, the search for a good feature subset involves finding those features that are highly correlated with the decision feature(s), but are uncorrelated with each other.


Figure 1: Feature Selection Taxonomy

A taxonomy of feature selection approaches can be seen in Figure 1. Given a feature set size n, the task of FS can be seen as a search for an ''optimal'' feature subset through the competing 2n candidate subsets. The definition of what an optimal subset is may vary depending on the problem to be solved.  Although an exhaustive method may be used for this purpose in theory, this is quite impractical for most datasets. Usually FS algorithms involve heuristic or random search strategies in an attempt to avoid this prohibitive complexity.  However, the degree of optimality of the final feature subset is often reduced. The overall procedure for any feature selection method is given in Figure 2 (adapted from (Dash & Liu, 1997)).

Figure 2: Feature Selection Process

The generation procedure implements a search method (Langley 1994; Siedlecki & Sklansky, 1988) that generates subsets of features for evaluation. It may start with no features, all features, a selected feature set or some random feature subset. Those methods that start with an initial subset usually select these features heuristically beforehand.  Features are added (forward selection) or removed (backward elimination) iteratively in the first two cases (Dash & Liu, 1997). In the last case, features are either iteratively added or removed or produced randomly thereafter. An alternative selection strategy is to select instances and examine differences in their features. The evaluation function calculates the suitability of a feature subset produced by the generation procedure and compares this with the previous best candidate, replacing it if found to be better.

A stopping criterion is tested every iteration to determine whether the FS process should continue or not.  For example, such a criterion may be to halt the FS process when a certain number of features have been selected if based on the generation process. A typical stopping criterion centered on the evaluation procedure is to halt the process when an optimal subset is reached. Once the stopping criterion has been satisfied, the loop terminates. For use, the resulting subset of features may be validated.

Determining subset optimality is a challenging problem. There is always a trade-off in non-exhaustive techniques between subset minimality and subset suitability - the task is to decide which of these must suffer in order to benefit the other. For some domains (particularly where it is costly or impractical to monitor many features), it is much more desirable to have a smaller, less accurate feature subset. In other areas it may be the case that the modeling accuracy (e.g. the classification rate) using the selected features must be extremely high, at the expense of a non-minimal set of features.

MAIN FOCUS
The work on rough set theory offers an alternative, and formal, methodology that can be employed to reduce the dimensionality of datasets, as a preprocessing step to assist any chosen modeling method for learning from data. It helps select the most information rich features in a dataset, without transforming the data, all the while attempting to minimize information loss during the selection process. Computationally, the approach is highly efficient, relying on simple set operations, which makes it suitable as a preprocessor for techniques that are much more complex. Unlike statistical correlation reducing approaches, it requires no human input or intervention. Most importantly, it also retains the semantics of the data, which makes the resulting models more transparent to human scrutiny. Combined with an automated intelligent modeler, say a fuzzy system or a neural network, the feature selection approach based on rough set theory can not only retain the descriptive power of the learned models, but also allow simpler system structures to reach the knowledge engineer and field operator. This helps enhance the interoperability and understandability of the resultant models and their reasoning.

Rough Set Theory
Rough set theory (RST) has been used as a tool to discover data dependencies and to reduce the number of attributes contained in a dataset using the data alone, requiring no additional information (Pawlak, 1991; Polkowski, 2002; Skowron et al., 2002). Over the past ten years, RST has become a topic of great interest to researchers and has been applied to many domains.  Given a dataset with discretized attribute values, it is possible to find a subset (termed a reduct) of the original attributes using RST that are the most informative; all other attributes can be removed from the dataset with minimal information loss. 
.It possesses many features in common (to a certain extent) with the Dempster-Shafer theory of evidence (Skowron & Grzymala-Busse, 1994) and fuzzy set theory (Wygralak, 1989). The rough set itself is the approximation of a vague concept (set) by a pair of precise concepts, called lower and upper approximations, which are a classification of the domain of interest into disjoint categories. The lower approximation is a description of the domain objects which are known with certainty to belong to the subset of interest, whereas the upper approximation is a description of the objects which possibly belong to the subset. The approximations are constructed with regard to a particular subset of features.
It works by making use of the granularity structure of the data only. This is a major difference when compared with Dempster-Shafer theory and fuzzy set theory which require probability assignments and membership values respectively. However, this does not mean that no model assumptions are made. In fact by using only the given information, the theory assumes that the data is a true and accurate reflection of the real world (which may not be the case). The numerical and other contextual aspects of the data are ignored which may seem to be a significant omission, but keeps model assumptions to a minimum.

Dependency Function-based Reduction
By considering the union of the lower approximations of all concepts in a dataset with respect to a feature subset, a measure of the quality of the subset can be obtained. Dividing the union of lower approximations by the total number of objects in the dataset produces a value in the range [0,1] that indicates how well this feature subset represents the original full feature set. This function is termed the dependency degree in rough set theory. It is this function that is then used as the evaluation function within feature selectors to perform data reduction (Jensen & Shen, 2004; Swiniarski & Skowron, 2003).

Discernibility Matrix-based Reduction
Many applications of rough sets to feature selection make use of discernibility matrices for finding reducts. A discernibility matrix is generated by comparing each object i with every other object j in a dataset and recording in entry (i,j) those features that differ. For finding reducts, the decision-relative discernibility matrix is of more interest. This only considers those object discernibilities that occur when the corresponding decision features differ. From this, the discernibility function can be defined. This is a concise notation of how each object within the dataset may be distinguished from the others. By finding the set of all prime implicants of the discernibility function, all the reducts of a system may be determined (Skowron & Rauszer, 1992).

Extensions
	Variable precision rough sets (VPRS) (Ziarko, 1993) extends rough set theory by the relaxation of the subset operator. It was proposed to analyze and identify data patterns which represent statistical trends rather than functional. The main idea of VPRS is to allow objects to be classified with an error smaller than a certain predefined level. This introduced threshold relaxes the rough set notion of requiring no information outside the dataset itself, but facilitates extra flexibility when considering noisy data. 

The reliance on discrete data for the successful operation of RST can be seen as a significant drawback of the approach. Indeed, this requirement of RST implies an objectivity in the data that is simply not present. For example, in a medical dataset, values such as Yes or No cannot be considered objective for a Headache attribute as it may not be straightforward to decide whether a person has a headache or not to a high degree of accuracy. Again, consider an attribute Blood Pressure. In the real world, this is a real-valued measurement but for the purposes of RST must be discretized into a small set of labels such as Normal, High, etc.  Subjective judgments are required for establishing boundaries for objective measurements.

In the rough set literature, there are two main ways of handling real-valued attributes – through fuzzy-rough sets and tolerance rough sets. Both approaches replace the traditional equivalence classes of crisp rough set theory with alternatives that are better suited to dealing with this type of data. 

In the fuzzy-rough case, fuzzy equivalence classes are employed within a fuzzy extension of rough set theory, resulting in a hybrid approach (Jensen & Shen, 2007). Subjective judgments are not entirely removed as fuzzy set membership functions still need to be defined. However, the method offers a high degree of flexibility when dealing with real-valued data, enabling the vagueness and imprecision present to be modeled effectively (Dubois & Prade, 1992; Yao, 1998).  Data reduction methods based on this have been investigated with some success (Jensen & Shen, 2004; Shen & Jensen, 2004; Yeung et al., 2005).

In the tolerance case, a measure of similarity of feature values is employed and the lower and upper approximations defined based on these similarity measures. Such lower and upper approximations define tolerance rough sets (Skowron & Stepaniuk, 1996). By relaxing the transitivity constraint of equivalence classes, a further degree of flexibility (with regard to indiscernibility) is introduced. In traditional rough sets, objects are grouped into equivalence classes if their attribute values are equal. This requirement might be too strict for real-world data, where values might differ only as a result of noise.

FUTURE TRENDS
Rough set theory will continue to be applied to data reduction as it possesses many essential characteristics for the field. For example, it requires no additional information other than the data itself and provides constructions and techniques for the effective removal of redundant or irrelevant features. In particular, developments of its extensions will be applied to this area in order to provide better tools for dealing with high-dimensional noisy, continuous-valued data. Such data is becoming increasingly common in areas as diverse as bioinformatics, visualization, microbiology, and geology.

CONCLUSION
This chapter has provided an overview of rough set-based approaches to data reduction. Current methods tend to concentrate on alternative evaluation functions, employing rough set concepts to gauge subset suitability. These methods can be categorized into two distinct approaches: those that incorporate the degree of dependency measure (or extensions), and those that apply heuristic methods to generated discernibility matrices. 

Methods based on traditional rough set theory do not have the ability to effectively manipulate continuous data. For these methods to operate, a discretization step must be carried out beforehand, which can often result in a loss of information. There are two main extensions to RST that handle this and avoid information loss: tolerance rough sets and fuzzy-rough sets. Both approaches replace crisp equivalence classes with alternatives that allow greater flexibility in handling object similarity.
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KEY TERMS AND THEIR DEFINITIONS
Data Reduction: The process of reducing data dimensionality. This may result in the loss of the semantics of the features through transformation of the underlying values, or, as in feature selection, may preserve their meaning. This step is usually carried out in order to visualize data trends, make data more manageable, or to simplify the resulting extracted knowledge.
Feature Selection:  The task of automatically determining a minimal feature subset from a problem domain while retaining a suitably high accuracy in representing the original features, and preserving their meaning. 
Rough Set:  An approximation of a vague concept, through the use of two sets – the lower and upper approximations.
Lower Approximation:  The set of objects that definitely belong to a concept, for a given subset of features.
Upper Approximation:  The set of objects that possibly belong to a concept, for a given subset of features.
Reduct: A subset of features that results in the maximum dependency degree for a dataset, and no feature can be removed without producing a decrease in this value. A dataset may be reduced to those features occurring in a reduct with no loss of information according to RST.
Core: The intersection of all reducts (i.e. those features that appear in all reducts). The core contains those features that cannot be removed from the data without introducing inconsistencies.
Dependency Degree: The extent to which the decision feature depends on a given subset of features, measured by the number of discernible objects divided by the total number of objects.
Discernibility Matrix: A construction, indexed by pairs of object number, whose entries are sets of features that differ between objects.
Variable Precision Rough Sets: An extension of RST that relaxes the condition that…
Tolerance Rough Sets: An extension of RST that employs object similarity as opposed to object equality (for a given subset of features) to determine lower and upper approximations.
Fuzzy-Rough Sets: An extension of RST that employs fuzzy set extensions of rough set concepts to determine object similarities. Data reduction is achieved through use of fuzzy lower and upper approximations.
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