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Spatial Risk Measures: Local Specification and
Boundary Risk
Hans Fo¨llmer and Claudia Klu¨ppelberg
AbstractWe study a mathematical consistency problem motivated by the interplay
between local and global risk assessment in a large financial network. In analogy to
the theory of Gibbs measures in Statistical Mechanics, we focus on the structure of
global convex risk measures which are consistent with a given family of local con-
ditional risk measures. Going beyond the locally law-invariant (and hence entropic)
case studied in [11], we show that a global risk measure can be characterized by its
behavior on a suitable boundary field. In particular, a global risk measure may not
be uniquely determined by its local specification, and this can be seen as a source
of “systemic risk”, in analogy to the appearance of phase transitions in the theory of
Gibbs measures. The proof combines the spatial version [10] of Dynkin’s method
for constructing the entrance boundary of a Markov process with the non-linear ex-
tension [14] of backwards martingale convergence.
1 Introduction
In a large network of financial institutions, the risk at a given node of the network is
usually assessed in terms of some monetary risk measure that involves the marginal
distribution at that node. But such an approach neglects the interactive effects that
are not captured by the family of marginal distributions. This suggests to take a
conditional approach, where the risk measure applied at a given node takes into
account the situation at the other nodes of the network; see, for example, [1]. The
question is whether these conditional risk measures can be aggregated in a consistent
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manner to a global risk measure, and whether the global risk measure is uniquely
determined by the local specification.
With this motivation in mind, we are going to focus on some of the purely math-
ematical problems which arise in such a spatial setting, and which can be viewed as
non-linear analogues to some classical problems in the theory of Gibbs measures. In
Dobrushin’s probabilistic approach to the analysis of phase transitions in Statistical
Mechanics, Gibbs measures are specified by a consistent family of local conditional
probability distributions; cf. [6] or [18]. In an infinite spatial network, the global
Gibbs measure may not be uniquely determined by the local specification. Non-
uniqueness is interpreted as a phase transition, and in that case Gibbs measures can
be described as mixtures of phases, defined as extreme points in the convex set of
all Gibbs measures.
In analogy to Dobrushin’s approach, we start with a given family (ρV )V∈V of
local conditional risk measures indexed by the class V of finite subsets of some
infinite set of nodes. These conditional risk measures are convex, and they are as-
sumed to be consistent in the usual sense, that is, ρW (−ρV ) = ρW if V ⊆W . Our
aim is to clarify the structure of the setR of global convex risk measures which are
consistent with this local specification.
To this end, we assume that the local conditional risk measures ρV are absolutely
continuous with respect to the local conditional probability distributions πV in the
local specification of a Gibbs measure. Under the stronger assumption of local law
invariance, the conditional risk of a financial position X would only depend on the
distribution of X under the conditional probability measure πV . As shown in [11],
the local risk measures must then be entropic, and the representation of global risk
measures can be described in a rather explicit manner.
In this paper we go beyond the special case of local law invariance. But then
the main difficulty consists in extending the local specification (ρV )V∈V to a suffi-
ciently regular conditional risk measure with respect to the tail field. We solve this
problem by combining two methods. On the one hand, we use the supermartingale
properties implied by local consistency, and in particular the non-linear extension
of backwards martingale convergence developed in [14]. On the other hand, we use
Dynkin’s method [8, 9] of constructing the entrance boundary of a Markov pro-
cess, adapted to our spatial setting as in [10]. In this way, the set of phases can be
described as a spatial “boundary”, defined by a sub-σ -field Fˆ of the tail field. As
our main result, we show that a sufficiently regular global risk measure ρ in R is
uniquely determined by its behavior on the boundary field Fˆ . In particular, we show
that we have non-uniqueness of the global risk measure if the underlying probabilis-
tic structure admits a phase transition. From a financial point of view, this can be
viewed as one mathematical aspect of the much broader issue of “systemic risk”.
The paper is organized as follows. In Section 2 we recall some basic facts from
the theory of convex risk measures, and in particular the notion of a convex risk
kernel introduced in [11]. In Section 3 we describe our spatial setting and the local
specification of convex risk measures in terms of local risk kernels. The extension
of this local specification to a sufficiently regular convex risk kernel with respect to
the tail field is done in two steps. In Section 4 we use a straightforward definition of
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a limiting kernel ρ∞ and show that it has good properties with respect to any given
Gibbs measure P. But this kernel does not behave well enough simultaneously for
all such Gibbs measures. To overcome this difficulty, we introduce an additional
regularization that involves Dynkin’s boundary construction. This second step is
carried out in Section 5, and the resulting risk kernel ρˆ∞ is shown to be the key to
the structure of global risk measures.
2 Preliminaries on convex risk kernels
In this section we recall some basic definitions and facts from the theory of convex
risk measures initiated in [2], [16], and [17], and also the notion of a convex risk
kernel introduced in [11]. For more details see, for example, [12] and [15].
Let (Ω ,F ) be a measurable space, and denote by M := Mb(Ω ,F ) the space
of all bounded measurable functions on (Ω ,F ). A real-valued functional ρ on M
is called a monetary risk measure if it is monotone, i.e., ρ(X) ≥ ρ(Y ) whenever
X ≤ Y , cash-invariant, i.e., ρ(X+m) = ρ(X)−m for constants m, and normalized,
i.e., ρ(0) = 0. If a monetary risk measure ρ is also convex on M, then ρ will be
called a convex risk measure. A convex risk measure is called coherent if it is also
positively homogeneous, that is, ρ(λX) = λρ(X) for any positive constant λ . We
denote byA := {X ∈M |ρ(X)≤ 0} the acceptance set of ρ; in the convex case the
acceptance set is convex, in the coherent case a convex cone.
Typically, a convex risk measure has a dual representation
ρ(X) = sup
Q∈Q
￿
EQ[−X ]−α(Q)
￿
, (1)
in terms of some setQ of probability measures on (Ω ,F ) and some penalty func-
tion α :Q→ [0,∞]. In this case, the representation also holds if we choose
α(Q) = sup
X∈A
EQ[−X ], (2)
and this is the minimal penalty function such that (1) holds.
A necessary condition for (1) is the Fatou property of ρ , that is,
lim
k→∞
Xk = X pointwise =⇒ ρ(X)≤ liminf
k→∞
ρ(Xk) (3)
for any uniformly bounded sequence (Xk)k=1,2,... in M; cf. [15], Lemma 4.21. We
say that ρ has the Lebesgue property if (3) is replaced by the stronger condition
lim
k→∞
Xk = X pointwise =⇒ ρ(X) = lim
k→∞
ρ(Xk). (4)
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This condition is sufficient for the dual representation of ρ , and it implies that the
supremum in (1) is actually attained; cf. [15] Th. 4.22 and Exercise 4.22.
Now let P be a probability measure on (Ω ,F ).
Definition 1. If ρ is a monetary risk measure onM such that ρ(X) = ρ(Y )whenever
X = Y P-almost surely, then we say that ρ is absolutely continuous with respect to
P, and we write
ρ ￿ P.
In this case, ρ can also be considered as a monetary risk measure on the Banach
space L∞(Ω ,F ,P). Such a risk measure is called law-invariant with respect to P if
ρ(X) = ρ(Y ) whenever X and Y have the same distribution under P.
If ρ ￿ P then the Fatou property is both necessary and sufficient for the dual
representation (1) of ρ , regarded as a convex risk measure on L∞(Ω ,F ,P). In this
case we have Q￿ P for any Q such that α(Q)< ∞, and so we can restrictQ to the
class of probability measures which are absolutely continuous with respect to P; see
Theorem 4.33 in [15]. If ρ satisfies the stronger Lebesgue property, then the supre-
mum in (1) is actually attained by some Q￿ P depending on X ; see Corollary 4.35
in [15], and also [5] for a converse result.
Example 1. Let P be a probability measure P on (Ω ,F ), and consider the entropic
risk measure eβ with parameter β ∈ [0,∞), defined by
eβ (X) =
1
β
logEP[e−βX ]; (5)
for β = 0, this will be interpreted as the limiting linear case
e0(β ) := lim
β↓0
eβ (X) = EP[−X ]. (6)
An entropic risk measure is clearly convex and law-invariant. It has the Lebesgue
property, and the minimal penalty function in its dual representation (1) is given by
α(Q) = 1
β
H(Q|P),
where H(Q|P) denotes the relative entropy of Q with respect to P; for β = 0 the
penalty function is to be read as 0 if Q= P and as +∞ if not.
LetF0 ⊆F be a sub-σ -field ofF , and denote byM0 the space of bounded mea-
surable functions on (Ω ,F0). Let us first recall the definition of a stochastic kernel
π(ω,dη) from (Ω ,F0) to (Ω ,F ): For any ω ∈Ω , π(ω, ·) is a probability measure
on (Ω ,F ), and for any A ∈F , the function π(·,A) on Ω is F0-measurable. For
a probability measure P on (Ω ,F0) we denote by Pπ the probability measure on
(Ω ,F ) defined by Pπ[A] =
￿
π(ω,A)P(dω). The stochastic kernel will be called
regular if π(ω, ·)= δω onF0. For two such kernels πi (i= 0,1), their composition
π0π1 is defined as the stochastic kernel given by π0π1(ω,A) =
￿
π1(η ,A)π0(ω,dη).
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Let us now extend the classical definition of a stochastic kernel in the following
manner.
Definition 2. A monetary risk kernel from (Ω ,F0) to (Ω ,F ) is a real-valued func-
tion ρ0 on Ω ×M such that
i) for each ω ∈Ω , the functional ρ0(ω, ·) is a monetary risk measure onM;
ii) for each X ∈M, the function ρ0(·,X) belongs to M0.
Such a monetary risk kernel ρ0 will be called convex if all risk measures ρ0(ω, ·)
are convex. It will be called regular if
ρ0(ω, f (X0,X)) = ρ0(ω, f (X0(ω),X)) (7)
for ω ∈Ω , X0 ∈M0, X ∈M, and for any bounded measurable function f on R2.We
will say that the risk kernel ρ0 has the Fatou property, or the Lebesgue property, if
condition (3) or condition (4) holds for each risk measure ρ0(ω, ·).
Note that regularity of a monetary risk kernel ρ0 from (Ω ,F0) to (Ω ,F ) implies
the following local property:
ρ0(ω, IA0X+ IAc0Y ) = IA0(ω)ρ0(ω,X)+ IAc0(ω)ρ0(ω,Y ) (8)
for ω ∈Ω , X ,Y ∈M, and any A0 ∈F0.
The composition ρ0(−ρ1) of two monetary risk kernels ρ0 and ρ1 is defined as
the monetary risk kernel given by
(ρ0(−ρ1))(ω,X) := ρ0(ω,−ρ1(·,X)).
If ρ0 and ρ1 are both convex, then their composition ρ0(−ρ1) is again convex.
If ρ0 is a regular convex risk kernel from (Ω ,F0) to (Ω ,F ) such that the risk
measures ρ0(ω, ·) satisfy the condition
ρ0(ω, ·)￿ P P− a.s., (9)
then it is easy to check that ρ0 can be regarded as a conditional convex risk measure
in the usual sense, as specified by the following definition.
Definition 3. A map ρ0 from L∞(Ω ,F ,P) to L∞(Ω ,F0,P) is called a conditional
monetary risk measure with respect to F0 and P, if it satisfies the following three
properties for any X ,Y ∈ L∞(Ω ,F ,P):
i) Monotonicity: ρ0(X)≥ ρ0(Y ) P-a.s. whenever X ≤ Y P-a.s.;
ii) Conditional cash invariance: ρ0(X+m)= ρ0(X)−m P-a.s. for allm∈ L∞(Ω ,F0,P);
iii) Normalization: ρ0(0) = 0 P-a.s..
Such a conditional risk measure ρ0 is called convex if
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ρ0(λX+(1−λ )Y )≤ λρ0(X)+(1−λ )ρ0(Y ) P− a.s.
for anyF0-measurable function λ such that 0≤ λ ≤ 1 P-a.s.. It is said to have the
Fatou property if
lim
k→∞
Xk = X P− a.s. =⇒ ρ(X)≤ liminf
k→∞
ρ(Xk) P− a.s.
for any uniformly bounded sequence (Xk)k=1,2,.. in L∞(Ω ,F ,P); the Lebesgue
property is defined in the same manner.
Note that the Fatou or the Lebesgue property of the risk measures ρ0(ω, ·) in (9)
implies the corresponding property of ρ0, regarded as a conditional risk measure
with respect to P.
If a convex conditional risk measure ρ0 with respect to F0 and P has the Fatou
property, then it admits a conditional version of the dual representation (1). Denoting
by
A0 := {X ∈ L∞(Ω ,F ,P) |ρ0(X)≤ 0 P− a.s.}
the acceptance set of ρ0, the dual representation takes the form
ρ0(X) = esssup(EQ[−X |F0]−α0(Q)
￿
, (10)
where the essential supremum is taken with respect to P and over all probability
measures Q￿ P such that Q≈ P on the σ -fieldF0, and where the minimal penalty
function is given by
α0(Q) = esssupX∈A0 EQ[−X |F0], (11)
see [7] or Theorem 11.2 in [16]. For a general Q￿ P, (11) is defined as an essential
supremum under Q. But if Q satisfies the additional condition Q ≈ P on F0 as in
(10), then it can as well be read as an essential supremum under P.
3 Local specification of spatial risk measures
Let I be a countable set of sites, and let S be some Polish state space with Borel σ–
fieldS . We assume that each site i ∈ I can be in some state s ∈ S, and we denote by
Ω = SI the set of possible configurations ω : I→ S. For any subset J ⊆ I, we denote
by ωJ the restriction of ω to J, byFJ the σ -field on Ω generated by the projection
maps ω → ω(i) for any i ∈ J, and we write F =FI . A probability measure P on
(Ω ,F ) is also called a random field.
Let V denote the class of non-empty finite subsets V ⊆ I. For a given set V ∈ V ,
the σ -fieldFV describes what is observable onV , whileFVc describes the situation
on Vc := I \V , also called the environment of V .
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Definition 4. A collection (ρV )V∈V of regular convex risk kernels ρV from (Ω ,FVc)
to (Ω ,F ) is called a local specification of a convex risk measure if it satisfies the
consistency condition
ρW (−ρV ) = ρW (12)
for any V,W ∈ V such that V ⊆W , and if each risk kernel ρV is regular in the sense
of (7) and has the Fatou property.
From now on we fix a local specification (ρV )V∈V of a convex risk measure.
Definition 5. Let R denote the set of all convex risk measures ρ on M which are
consistent with the local specification (ρV )V∈V , that is,
ρ(−ρV ) = ρ for anyV ∈ V . (13)
Our aim is to clarify the structure of the global risk measures in R. At the gen-
eral level of Definition 4 there is not much to be said. The situation becomes more
transparent if we introduce an underlying probabilistic structure, described by the
local specification of a random field; cf. [6] and [18].
Definition 6. A collection (πV )V∈V of regular stochastic kernels πV from (Ω ,FVc)
to (Ω ,F ) is called a local specification of a random field if it satisfies the consis-
tency condition
πWπV = πW (14)
for any V,W ∈ V such that V ⊆W .
Definition 7. We denote byP the convex set of all random fields P which are con-
sistent with this local specification in the sense that
PπV = P for anyV ∈ V . (15)
A random field P ∈P is also called a Gibbs measure. The case |P|> 1, where the
global random field is not uniquely determined by the local specification (πV )V∈V ,
is often referred to as a phase transition.
For any V ∈ V , the stochastic kernel πV serves as a conditional probability dis-
tribution with respect toFVc which is common to all probability measures P ∈P ,
and so we can write
EP[ f |FVc ](ω) =
￿
f (η)πV (ω,dη) (16)
for any P ∈P and any measurable function f ≥ 0 on (Ω ,F ).
Let us now fix a local specification (πV )V∈V of a random field such that
P ￿= /0. (17)
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We connect our local specification (ρV )V∈V of a convex risk measure with the local
specification (πV )V∈V by the following assumption:
Assumption 1. For any ω ∈ Ω and any V ∈ V , the convex risk measure ρV (ω, ·)
has the following two properties:
i) ρV (ω, ·)￿ πV (ω, ·)
ii) If X is acceptable for ρV (ω, ·) then the expected loss under the measure πV (ω, ·)
is uniformly bounded from above, i.e., there is a constant c≥ 0 such that
ρV (ω,X)≤ 0=⇒
￿
(−X)(η)πV (ω,dη)≤ c. (18)
Remark 1. The local specification (ρV )V∈V is called law-invariant if Assump-
tion 1(i) is replaced by the much stronger assumption that each convex risk mea-
sure ρV (ω, ·) is law-invariant with respect to the probability measure πV (ω, ·). This
implies
ρV (ω,X)≥
￿
(−X)(η)πV (ω,dη)
for any X ∈ M, and so condition (18) is satisfied with c = 0; see Corollary 4.65
in [16]. Actually much more is true: Under mild regularity conditions, local law
invariance together with consistency of the family (ρV )V∈V implies that the risk
measures ρV (ω, ·) must be entropic; see [10] and also [19]. More precisely, the risk
kernel ρV takes the form
ρV (ω,X) =
1
β∞(ω)
log
￿
e−β∞(ω)X(η)πV (ω,dη) (19)
with β∞(ω) ∈ [0,∞), as in Example 1. Due to consistency, the parameter β∞(ω)
does not depend on V , and this implies that the function β∞(·) is measurable with
respect to the tail fieldF∞ introduced in Section 4 below; see [10] for more details.
Lemma 1. For any P ∈P , the risk kernel ρV can be regarded as a conditional risk
measure
ρV : L∞(Ω ,F ,P)→ L∞(Ω ,FVc ,P),
and this conditional risk measure has the Fatou property with respect to P.
Proof. Take X and Y in M such that X = Y P-a.s.. We have to show that ρV (·,X) =
ρV (·,Y ) P-a.s.. Indeed, the consistency condition P = PπV implies πV (·,X) =
πV (·,Y ) P-a.s., hence ρV (·,X) = ρV (·,Y ) P-a.s. due to part i) of our Assumption
1. The Fatou property of the conditional risk measure with respect to P follows
from the Fatou property of the risk kernel ρV . ￿
We now take a closer look at our consistency condition (12). For a given probabil-
ity measure P ∈P , this can be read as a consistency condition for two conditional
risk measures with respect to P, as shown by Lemma 1. As such, it can be character-
ized at the level of the corresponding acceptance sets and also at the level of penalty
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functions; see, for example, [4] and [13]. For our purposes, however, we will need
an alternative characterization in terms of the following supermartingale property;
see [13] and Theorem 2 in [3].
Proposition 1. For any P ∈P and any V,W ∈ V such that V ⊆W, the consistency
condition ρW (−ρV ) = ρW yields the supermartingale inequality
ρW (X)+αW (Q)≥ EQ[ρV (X)+αV (Q) |FWc ] P− a.s. (20)
for any X ∈ L∞(Ω ,F ,P) and any probability measure Q￿ P.
4 Passing to the tail field
Our aim is to clarify the structure of the class R of global convex risk measures
which are consistent with our local specification (ρV )V∈V , in analogy to the classical
analysis of the classP of global random fields which are consistent with the local
specification (πV )V∈V .
This problem is trivial if I is finite: In this case we have I ∈ V andFIc = { /0,Ω},
and so ρI(ω, ·) does not depend on ω . Thus there is exactly one risk measure ρ ∈R,
namely ρ = ρI .
From now we assume |I| = ∞, and so (Ω ,F ) is an infinite product space. Here
we will proceed in two steps. In this section we are going to extend the local spec-
ification (ρV )V∈V in a consistent manner to a risk kernel ρ∞ with respect to the tail
field
F∞ :=
￿
V∈V
FVc ,
and we shall describe the properties of ρ∞ as a conditional risk measure with respect
to any given measure P ∈P . The second step will be done in the next section. It
involves a regularization of the initial kernel ρ∞, and this will be the key to the
structure of global risk measures.
Let us fix a sequence (Vn)⊆ V increasing to I, and let us use the notation
ρn := ρVn , n= 1,2, . . .
for the corresponding sequence of convex risk kernels. Now consider the risk kernel
ρ∞ defined by
ρ∞(ω,X) := limsup
n→∞
ρn(ω,X) (21)
for any X ∈M and any ω ∈Ω . We denote by
M∞ :=Mb(Ω ,F∞)
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the space of all bounded measurable functions on (Ω ,F∞). For any X ∈ M, the
function ρ∞(·,X) belongs toM∞, since it is bounded by ||X || and clearly measurable
with respect to the tail fieldF∞.
Lemma 2. The functional ρ∞ : M → M∞ defined by (21) is a regular convex risk
kernel from (Ω ,F∞) to (Ω ,F ), and it satisfies the consistency condition
ρ∞(−ρV ) = ρ∞ (22)
for any V ∈ V .
Proof. For any ω ∈ Ω , the functional ρ∞(ω, ·) on M inherits from the sequence
(ρn) the properties of a convex risk measure and also the regularity property (7).
Moreover, we have
ρ∞(−ρV (X)) = limsup
n→∞
ρn(−ρV (X)) = limsup
n→∞
ρn(X) = ρ∞(X)
for anyV ∈V , since ρn(−ρV (X)) = ρn(X) as soon asV ⊂Vn, due to the consistency
condition (12). ￿
For the rest of this section we fix a probability measure P ∈P . We are going to
show that the limit superior in (21) is P-almost surely a limit, and that ρ∞ has good
properties as a conditional risk measure with respect to P.
Lemma 1 shows that each risk kernel ρn can be regarded as a conditional risk
measure under P with respect toFVcn , and that it has the Fatou property with respect
to P. We denote by
An(P) := {X ∈ L∞(Ω ,F ,P) |ρn(X)≤ 0 P− a.s.}
its acceptance set and by
αn(Q) = esssupX∈An(P)EQ[−X |FVcn ].
its penalty function. It follows that ρn admits the dual representation
ρn(X) = esssup
￿
EQ[−X |FVcn ]−αn(Q)
￿
, (23)
where the essential supremum is taken over all Q￿ P such that Q≈ P onFVcn . Let
us also introduce the set
Q(P) := {Q ∈M1(P)|Q= P onF∞, sup
n
EQ[αn(Q)]< ∞}.
As we shall see in the proof of the following Proposition, we have P ∈Q(P), hence
Q(P) ￿= /0.
Lemma 3. For any Q ∈Q(P), the limit
α∞(Q) = limn→∞αn(Q) (24)
Spatial Risk Measures 11
exists P-a.s. and satisfies
EP[α∞(Q)]< ∞. (25)
Proof. Take Q ∈Q(P). Applying Proposition 1 for X = 0, we see that the consis-
tency condition ρn+1 = ρn+1(−ρn) implies the backwards supermartingale inequal-
ity
αn+1(Q)≥ EQ[αn(Q)|FVcn ], n= 1,2, . . .
with respect to the decreasing σ -fields (FVcn )n=1,2.... Since Q ∈ Q(P), it follows
that (αn(Q))n=1,2... is a non-negative backwards supermartingale under Q which is
bounded in L1(Q). It is thus convergent, Q-a.s. and in L1(Q), to a finite limit α∞(Q)
such that
EQ[α∞(Q)] = limn→∞EQ[αn(Q)]< ∞.
This implies (25) and also the P-almost sure convergence in (24), since Q = P on
F∞. ￿
Combining Lemma 3 with the supermartingale inequality (20), we obtain the first
part of the following Proposition. The second part will follow by applying the results
in [14] on the behavior of consistent conditional risk measures along decreasing σ -
fields.
Proposition 2. We have
ρ∞(·,X) = limn→∞ρn(·,X) P− a.s.
for any X ∈M, and the kernel ρ∞ defines a conditional convex risk measure
ρ∞ : L∞(Ω ,F ,P)→ L∞(Ω ,F∞,P) (26)
under P with respect to the tail-field F∞. This conditional risk measure has the
Fatou property, and its dual representation is given by
ρ∞(X) = esssupQ∈QP(EQ[−X |F−∞]−α∞(Q)), X ∈M, (27)
where α∞(Q) is given by (24). Moreover, α∞ coincides with the minimal penalty
function of ρ∞, i.e.,
α∞(Q) = esssupX∈A∞(P)EQ[−X |F∞] (28)
for any Q ∈Q(P), where
A∞(P) := {X ∈ L∞(Ω ,F ,P) |ρ∞(X)≤ 0 P− a.s.}.
.
Proof. 1) Take any X ∈M and consider the process
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Sn(P,X) = ρn(X)+αn(P), n= 1,2, . . . .
This process is bounded from below by −||X ||, and the consistency condition
ρn+1 = ρn+1(−ρn) implies the backward supermartingale inequality
Sn+1(P,X)≥ EP[Sn(P,X)) |FVcn ];
see Proposition 1 for Q= P.
2) Take any X ∈An(P). Since ρn(·,X)≤ 0 P-a.s., we have
ρn(·,X)≤ 0 πn(ω, ·)− a.s.
for P-almost all ω . Using (16) and our assumption (18), this implies
EP[−X |FVcn ](ω) =
￿
(−X)(η)πn(ω,dη)≤ c
for P-almost all ω . In view of (11), this yields the estimate
αn(P)≤ c P− a.s..
This bound is valid for any n, and so we have P ∈Q(P).
3) Since P ∈ Q(P), the process (Sn(P,X))n=1,2,... is a backwards supermartingale
with respect to P and bounded in L1(P), hence convergent P-a.s. to some finite limit
S∞(P,X). Combined with Lemma 3, this yields P-almost sure convergence of the
sequence
ρn(X) = Sn(P,X)+αn(P), n= 1,2, . . .
to ρ∞(X) and the equality
ρ∞(X) = S∞(P,X)+α∞(P) P− a.s..
4) Since the backwards supermartingale (αn(P))n=1,2,... is bounded in L1(P), we can
now apply the results of [14] on the limiting behavior of consistent conditional risk
measures along decreasing σ -fields under a fixed reference measure P. Lemma 2 in
[14] shows that ρ∞ has the Fatou property under P, and Theorem 4 in [14] yields the
dual representation (27) and the identification of α∞ as the minimal penalty function
of ρ∞. ￿
5 Dynkin boundary and boundary risk
In this section we are going to modify the risk kernel ρ∞ in such a way, that the
resulting kernel ρˆ∞ has good properties in terms of the classP of Gibbs measures.
To this end, we use a method developed by E.B. Dynkin [8] for the construction of
the entrance boundary of a Markov process, as it was applied in [10] to the integral
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representation of the classP . This involves an extension of the local specification
(πV )V∈V to a conditional probability distribution π∞ with respect to the tail field
F∞ which is common to all probability measures P∈P . The following Proposition
summarizes the results of [8, 9] and [10] which are relevant for our purpose.
Proposition 3. There exists a stochastic kernel π∞ from (Ω ,F∞) to (Ω ,F ) with the
following properties:
i) For any ω ∈ Ω , the random field π∞(ω, ·) belongs toP and is actually an ex-
treme point of the convex setP . In particular we have
π∞πV = π∞ for anyV ∈ V . (29)
ii) For any ω ∈Ω , the probability measure π∞(ω, ·) is ergodic on the tail field, that
is, π∞(ω,A) ∈ {0,1} for any A ∈F∞, and this implies
π∞(η , ·) = π∞(ω, ·) π∞(ω, ·)− a.s.. (30)
iii) The kernel π∞ serves, simultaneously for all P∈P , as a conditional distribution
with respect to the tail fieldF∞, that is,
EP[ f |F∞ ](ω) =
￿
f (η)π∞(ω,dη) (31)
P-a.s. for any P ∈P and for any measurable function f ≥ 0 on (Ω ,F ).
We endow the set P with the canonical σ -field B generated by the maps
P→ P[A] (A ∈F ). Then the kernel π∞ can be viewed as a measurable map from
(Ω ,F∞) to (P,B). We denote by
Fˆ := σ(π∞)⊆F∞
the σ -field on Ω generated by this map, and by
Mˆ :=Mb(Ω ,Fˆ )⊆M∞
the corresponding space of bounded measurable functions. We will call (Ω ,Fˆ )
the Dynkin boundary of the local specification (πV )V∈V , and Fˆ will be called the
boundary field. Thus, any random field P ∈P admits a representation by a proba-
bility measure on the Dynkin boundary, namely
P= Pˆπ∞ :=
￿
π∞(ω, ·) Pˆ(dω), (32)
where Pˆ denotes the restriction of P to the σ -field Fˆ . Conversely, any probability
measure Pˆ on (Ω ,Fˆ ) defines via (32) a random field P ∈P , due to (29). In this
way, we obtain an integral representation of the convex setP that is coupled to the
tail field by the kernel π∞:
P = {Pˆπ∞| Pˆ isaprobabilitymeasureon (Ω ,Fˆ )}. (33)
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In particular, a phase transition |P|> 1 occurs if and only if the Dynkin boundary
is non-trivial in the sense that the kernel π∞ really depends on the tail field, that is,
not all measures π∞(ω, ·) coincide, and so Fˆ does not reduce to the trivial σ -field
{ /0,Ω}.
Remark 2. The integral representation (32) shows that the set of extreme points of
the convex setP is given by
Pe := {π∞(ω, ·)|ω ∈Ω}.
In particular,Pe is a measurable subset ofP . Denoting by µP the image of P under
the map π∞ :Ω →Pe, the representation (32) takes the form
P=
￿
Pe
QµP(dQ). (34)
Conversely, any probability measure µ onPe defines via (34) a random field P ∈
P , and we have µ = µP. Thus we obtain a Choquet type integral representation of
the convex setP , that is, any P ∈P is barycenter of a unique probability measure
µP on the setPe of extreme points; see [8, 9, 10].
Let us now regularize the kernel ρ∞ by introducing the risk kernel ρˆ∞ = π∞ρ∞
defined by
ρˆ∞(ω,X) =
￿
ρ∞(η ,X)π∞(ω,dη) (35)
for ω ∈Ω and X ∈M. In order to describe its properties, we first take a closer look
at the functions in the space Mˆ.
Lemma 4. For any function X ∈M∞ and any ω ∈Ω , we have
X(·) = Xˆ(ω) π∞(ω, ·)− a.s., (36)
where Xˆ denotes the function in Mˆ defined by
Xˆ(ω) :=
￿
X(η)π∞(ω,dη). (37)
Moreover, X belongs to Mˆ if and only if X coincides with Xˆ .
Proof. Since π∞(ω, ·) is 0-1 on the tail field F∞, the function X ∈ M∞ is constant
π∞(ω, ·) - a.s., and this implies (36). The function Xˆ defined by (37) clearly belongs
to Mˆ, and so the identity X = Xˆ yields X ∈ Mˆ. Conversely, assume that X ∈ Mˆ, that
is, X is Fˆ -measurable. Since Fˆ is generated by the map π∞ : Ω →P , there is
a measurable function f on P such that Xˆ(ω) = f (π∞(ω, ·)) for all ω ∈ Ω . This
implies, for any ω ∈Ω ,
Xˆ(ω) =
￿
f (π∞(η , ·))π(ω,dη) = f (π∞(ω, ·)) = X(ω),
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since π∞(η , ·) = π∞(ω, ·) for π(ω, ·)-almost all η , due to (30). ￿
Proposition 4. ρˆ∞ is a regular convex risk kernel from (Ω ,Fˆ ) to (Ω ,F ), and it
satisfies the consistency condition
ρˆ∞(−ρV ) = ρˆ∞ (38)
for any V ∈ V . For fixed ω ∈Ω , we have
ρˆ∞(ω, ·)￿ π∞(ω, ·), (39)
and the convex risk measure ρˆ∞(ω, ·) has the Fatou property with respect to the
probability measure π∞(ω, ·).
Proof. For any X ∈ M, the function ρˆ∞(·,X) is clearly Fˆ -measurable. For fixed
ω ∈ Ω , the functional ρˆ∞(ω, ·) on M inherits from ρ∞ the properties of a convex
risk measure and also the consistency condition:
ρˆ∞(ω,−ρV (X)) =
￿
ρ∞(η ,−ρV (X))π∞(ω,dη)
=
￿
ρ∞(η ,X)π∞(ω,dη)
= ρˆ∞(ω,X).
Thus, ρˆ∞ is a convex risk kernel from (Ω ,Fˆ ) to (Ω ,F ) such that ρˆ∞(ω, ·) ∈R for
anyω ∈Ω . To check its regularity, take Xˆ ∈ Mˆ, X ∈M, and any bounded measurable
function f on R2. Since ρ∞ is regular by Lemma 2, and since Xˆ(η) = Xˆ(ω) for
π∞(ω, ·)-almost all η by (36), we obtain
ρˆ∞(ω, f (Xˆ ,X)) =
￿
ρ∞(η , f (Xˆ ,X))π∞(ω,dη)
=
￿
ρ∞(η , f (Xˆ(η),X))π∞(ω,dη)
=
￿
ρ∞(η , f (Xˆ(ω),X))π∞(ω,dη)
= ρˆ∞(ω, f (Xˆ(ω),X)).
It remains to verify the Fatou property of ρˆ∞(ω, ·) with respect to the measure
P := π∞(ω, ·). Take any uniformly bounded sequence (Xk)k=1,2,... in M such that
Xk converges P-a.s. to some X ∈M. Since P ∈P , Proposition 2 implies
ρ∞(·,X)≤ liminf
k→∞
ρ∞(·,Xk) P− a.s..
Applying Fatou’s lemma, we obtain
ρˆ∞(ω,X) = EP[ρ∞(·,X)]
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≤ EP[liminf
k→∞
ρ∞(·,Xk)]
≤ liminf
k→∞
EP[ρ∞(·,Xk)]
= liminf
k→∞
ρˆ∞(ω,Xk).
In the special case Xk ≡ Y we see that ρˆ∞(ω,X) ≤ ρˆ∞(ω,Y ) whenever X ≤ Y
π∞(ω, ·)-a.s., and this implies ρˆ∞(ω, ·)￿ π∞(ω, ·). ￿
Definition 8. Let us say that a monetary risk measure ρ on M has the Lebesgue
property with respect to the classP if limk→∞ρ(Xk) = ρ(X) whenever (Xk)k=1,2,...
is a uniformly bounded sequence in M such that
lim
k→∞
Xk = X P− almost surely,
that is, the convergence takes place P-a.s. for any P∈P . We denote byRL the class
of all risk measures ρ ∈R which have the Lebesgue property with respect toP .
Remark 3. For a monetary risk measure ρˆ on Mˆ, the Lebesgue property with
respect to P is equivalent to the Lebesgue property with respect to pointwise
convergence, that is, limk→∞ ρˆ(Xˆk) = ρˆ(Xˆ) whenever (Xˆk)k=1,2,... is a uniformly
bounded sequence in Mˆ such that limk→∞ Xˆk(ω) = Xˆ(ω) for any ω ∈ Ω . Indeed,
if limn→∞ Xˆn = Xˆ P-a.s. then the sequence converges π∞(ω, ·)-a.s. for each ω ∈Ω ,
and this amounts to pointwise convergence on Ω , due to Lemma 4.
The following theorem shows that any risk measure ρ ∈ RL is uniquely deter-
mined by its behavior on the Dynkin boundary, that is, by its restriction ρˆ to the
space Mˆ.
Theorem 1. Any risk measure ρ ∈RL has the form
ρ = ρˆ(−ρˆ∞), (40)
where ρˆ denotes the restriction of ρ to Mˆ.
Proof. Take ρ ∈RL and any X ∈M. Since ρ ∈R, we have
ρ(−ρn(X)) = ρ(X)
for any n ≥ 1. The sequence (ρn(X))n=1,2,... is uniformly bounded by ||X ||, and
Proposition 2 shows that
lim
n→∞ρn(·,X) = ρ∞(·,X) P− almost surely.
Now note that, for any ω ∈Ω , the equality
ρ∞(·,X) =
￿
ρ∞(η ,X)π∞(ω,dη) = ρˆ∞(ω,X) = ρˆ∞(·,X)
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holds π∞(ω, ·)-almost surely, due to Lemma 4. In view of the integral representation
(32), this implies ρ∞(·,X) = ρˆ∞(·,X) P-a.s. for any P ∈P , and so we get
lim
n→∞ρn(·,X) = ρˆ∞(·,X) P− almost surely.
Applying the Lebesgue property of ρ with respect toP , we obtain
ρ(X) = lim
n→∞ρ(−ρn(·,X)) = ρ(−ρˆ∞(·,X)) = ρˆ(−ρˆ∞(·,X)),
and this proves the representation (40). ￿
Remark 4. If a risk measure ρ ∈R has the Fatou property with respect toP but not
the Lebesgue property, then the preceding proof yields the inequality ρ ≤ ρˆ(−ρˆ∞).
Now suppose that the risk kernel ρˆ∞ is such that each risk measure ρˆ∞(ω, ·) has
not only the Fatou property but also the Lebesgue property with respect to the mea-
sure π∞(ω, ·); this condition is clearly satisfied in the entropic case of Remark 1. In
such a situation we haveRL ￿= /0, and there is a one-to-one correspondence between
the class RL and the class RˆL of all convex risk measures ρˆ on Mˆ that have the
Lebesgue property with respect to pointwise convergence:
Corollary 1. If each risk measure ρˆ∞(ω, ·) has the Lebesgue property with respect
to the measure π∞(ω, ·), then we have
RL = {ρ(−ρˆ∞)|ρˆ ∈ RˆL}, (41)
and in particularRL ￿= /0.
Proof. The inclusion ”⊆” follows from the preceding theorem. Conversely, if ρˆ ∈
RˆL then ρ := ρˆ(−ρˆ∞) clearly defines a convex risk measure on M which belongs
to the class R. To see that ρ has the Lebesgue property with respect toP and thus
belongs to RL, take a uniformly bounded sequence (Xn) in M such that Xn → X
P-a.s.. In particular, the convergence holds π∞(ω, ·)-a.s. for any ω ∈ Ω , and this
implies limn→∞ ρˆ∞(ω,Xn) = ρˆ∞(ω,X). Thus we have pointwise convergence of the
uniformly bounded sequence (ρˆ∞(·,Xn))n=1,2,... in Mˆ. Since ρˆ belongs to RˆL, we
get
lim
n→∞ρ(Xn) = limn→∞ ρˆ(−ρˆ∞(·,Xn)) = ρˆ(−ρˆ∞(·,X)) = ρ(X).
This proves the converse inclusion ”⊇”. In particular we haveRL ￿= /0, since RˆL ￿= /0.
Indeed, any probability measure Pˆ on the Dynkin boundary induces via
ρˆ(X) =
￿
(−X)dPˆ (42)
a convex risk measures ρˆ ∈ RˆL. ￿
Corollary 2. A risk measure ρ ∈ RL is uniquely determined by the local speci-
fication (ρV )V∈V if and only if the local specification (πV )V∈V admits no phase
transition, i.e.,
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|RL|= 1 ⇐⇒ |P|= 1. (43)
Proof. If |P| = 1 then Fˆ is trivial, Mˆ can be identified with R1, and there is only
one monetary risk measure on Mˆ given by ρˆ(m) = −m. Thus (41) implies |RL| =
1. Conversely, if |P| > 1 then we can choose ω1,ω2 ∈ Ω such that π∞(ω1, ·) ￿=
π∞(ω2, ·). Taking
A= {ω ∈Ω |π∞(ω1, ·) = π∞(ω2, ·)} ∈ Fˆ ,
we obtain π∞(ω1,A) = 1 und π∞(ω2,A) = 0 due to (30). But ρˆ∞(ωi, ·)￿ π∞(ωi, ·)
for i = 1,2 by Proposition 4, and so we get ρˆ∞(ω1,−IA) = 1 and ρˆ∞(ω2,−IA) = 0.
This shows that the two risk measures ρˆi := ρˆi(ω, ·) ∈RL do not coincide, and so
we have |RL|> 1. ￿
The absence of a phase transition at the underlying probabilistic level implies
|RL| = 1, but not |R| = 1, as illustrated by the following remark on the entropic
case.
Remark 5. Let us return to the special case of local law invariance in Remark 1,
where the local risk measures ρV (ω, ·) are of the entropic form (19) with some
parameter β∞(ω) which depends on the tail fieldF∞. For fixed ω ∈Ω , the measure
π∞(ω, ·) is ergodic onF∞, and so we have
β∞(η) = βˆ (ω) :=
￿
β∞(ζ )π∞(ω,dζ )
for π∞(ω, ·)-almost all η ∈ Ω . Thus the risk kernel ρˆ∞ = π∞ρ∞ in (35) takes the
form
ρˆ∞(ω,X) =
1
βˆ (ω)
log
￿
e−βˆ (ω)X(η)π∞(ω,dη). (44)
Clearly, the convex risk measure ρˆ∞(ω, ·) has not only the Fatou property but also
the Lebesgue property with respect to the probability measure π∞(ω, ·). Thus we
can apply Corollary 1 and Corollory 2.
In the absence of a phase transition we haveP = {P} for a single random field
P. In this case, the Fˆ -measurable function βˆ reduces to the constant
β :=
￿
β∞(ω)P(dω) ∈ [0,∞),
and the unique risk measure ρ in RL is given by the entropic risk measure (5) with
respect to P and β . In particular we obtain ρ(X) =EP[−X ] for any function X ∈M∞,
since X(·) = EP[X ] P-almost surely, due to the ergodicity of P onF∞. On the other
hand, the convex risk measures ρ∞(ω, ·) in (21) all belong toR due to (22), and they
are different from ρ since regularity of the kernel ρ∞ implies ρ∞(ω,X) = −X(ω)
for any X ∈M∞.
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