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Abstract— Quality of service (QoS) provisioning is one of
the most important criteria in newly emerging UWB-operated
WPANs, as they are expected to support a wide variety of
applications from time-constrained, multimedia streaming to
throughput-hungry, content transfer applications. As such, the
Enhanced Distributed Coordinated Access (EDCA) mechanism
has been adopted by MultiBand OFDM Alliance in its UWB
MAC proposal. In this paper, we conduct a rigorous, compre-
hensive, theoretical analysis and show that with the currently
recommended parameter setting, EDCA cannot provide adequate
QoS. In particular, without responding to the system dynamics
(e.g., taking into account of the number of active class-i stations),
EDCA cannot allocate bandwidth in a deterministic proportional
manner and the system bandwidth is under-utilized.
After identifying the deficiency of EDCA, we propose, in
compliance with the EDCA-incorporated UWB MAC protocol
proposed in [18] [23] [24], a framework, along with a set of
theoretically grounded methods for controlling medium access
with deterministic QoS for UWB networks. We show that in
this framework, 1) real-time traffic is guaranteed of deterministic
bandwidth via a contention-based reservation access method; 2)
best-effort traffic is provided with deterministic proportional QoS;
and moreover, 3) the bandwidth utilization is maximized. We have
also validated and evaluated the QoS provisioning capability and
practicality of the proposed MAC framework both via simulation
and empirically by leveraging the MADWifi (Multiband Atheros
Driver for WiFi) Linux driver for Wireless LAN devices with the
Atheros chipset.
I. INTRODUCTION
With the maturity of several enabling techniques (ranging
from communication theory to semiconductor technologies),
ultra wide band (UWB) networks have become a promising
candidate for Wireless Personal Area Networks (WPANs),
capable of transmitting packets at a high rate (480+ Mbps) for
short-range communication (up to 20 meters). The MultiBand
OFDM Alliance (MBOA), established in 2003 and merged
with the WiMedia Alliance in 2004, represents a leading force
with 170+ participating members. Efforts are put forth to
standardize both PHY and MAC specifications.
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To support peer-to-peer mobile applications, it is necessary
for the network to support mobility and allow devices to move
in/out of a piconet without significant performance degradation.
Therefore, a distributed MAC architecture with loose coordina-
tion is preferred to a centralized design. This, combined with
several other design concerns, rules out the IEEE 802.15.3
MAC specification [1], which is TDMA-based and requires
a central Piconet Coordinator. A new MAC protocol has to be
defined to meet the WPAN requirements as well as to utilize
the high data rates as afforded by UWB.
One of the vital requirements for WPANs is quality of
service (QoS) and efficient bandwidth utilization. As a WPAN
is envisioned to support a vast number of applications vary-
ing in type, nature and/or user preference, QoS provisioning
has to be a built-in function in the PHY/MAC specification.
There have been many research efforts, largely focusing on
designing and evaluating the PHY layer performance [2] and
[12] and PHY-related issues in the MAC layer [19], [16],
[24]. In particular, Merz et al. [19] addressed the problem
of dynamically selecting appropriate power and link rates.
Lu et al. [16] addressed the time acquisition issue. A MAC
protocol specification for UWB currently being developed by
MBOA [18] [23] [24] has proposed to leverage an Enhanced
Distributed Coordinated Access (EDCA) mechanism for QoS
provisioning. The main intent of this paper is to investigate,
through analytic modeling, simulation, and experimentation,
how deterministic QoS provisioning can be realized in such an
EDCA-incorporated UWB protocol.
EDCA is a fully distributed service differentiation mech-
anism originally defined in IEEE 802.11e. Note that IEEE
802.11e is proposed as a supplement to IEEE 802.11 MAC
Distributed Coordination Function (DCF), and aims to support
QoS for IEEE 802.11. For a detailed description of IEEE
802.11 and 802.11e MAC, refer to [11] and [3]. In EDCA,
medium access is contention-based and prioritized by two
configurable parameters: the contention window size (CW)
and the arbitration inter frame space (AIFS). The contention
window size determines the number of backoff slots (which is
uniformly distributed in [0, CW − 1]) a station has to count
down before a transmission attempt can be made. The AIFS
value determines the number of slots that has to be sensed idle
before the backoff procedure is initialized/resumed. See Fig. 1
for an illustration. Flows of different priorities are assigned
different parameter values to increase/decrease their chance of
gaining medium access. Although this is intuitively correct, it is
important to understand quantitatively how, and to what extent,
the two parameters favor/disfavor data transmission from high-
priority/low-priority flows.
Several studies on evaluating the performance of EDCA have
been made via simulation in the context of IEEE 802.11e in
[7], [14], [15], [17] and [20]. Several theoretical models that
shed insights on how service differentiation can be achieved
have been reported in [8], [10], [13], [21], [22], [26], and [27],
again in the context of IEEE 802.11e. Most of the models, if
not all, are based on Bianchi’s model [4] or Calı´’s model [5]
that were proposed to study the performance of IEEE 802.11
DCF under the asymptotic condition (i.e., all the stations
always have packets ready for transmission). Among all the
models, those reported in [13] and [26] analyze the effect of
varying the contention window size on the performance of
service differentiation, and those reported in [8], [10], [21],
[22], and [27] also study the effect of varying AIFS values on
the performance. In most (if not all) of the work that studys
the AIFS effect, such as [10], [21], [22], and [27] a different
contention window range [1, CW ] (rather than [0, CW −1]) is
assumed. As has been pointed out in [9], this subtle difference
results in considerable degradation in the system throughput.
In summary, a model that conforms to the standard and fully
incorporates both parameters is yet to observe. A joint study
based on that on how, and to what extend, the two parameters
affect the performance is expected.
In this paper, we propose a comprehensive, accurate, and
yet simple model to characterize data activities in EDCA and
jointly study the effect of varying both the contention window
size and AIFS values. Instead of using a p-persistent model
(that is commonly assumed in literature), we use a discrete-
time Markov chain to describe the transition of the channel
state. In particular, the model has revealed a common pitfall
used in the p-persistent model (i.e., the probability of accessing
any slot is p) and its adverse effect on the model accuracy.
With the results derived in the proposed model (and corrobo-
rated in the simulation study with the use of UWB-specified
parameters), we have made several important observations that
will help in the design of the EDCA-incorporated UWB: 1)
Traffic classes with small values of AIFS dominate channel
access, depriving traffic classes with larger AIFS values of
their channel access. 2) With the currently proposed param-
eter setting, the differentiation mechanism fails to allocate
bandwidth among stations of different classes at deterministic
QoS. That is, given the currently proposed parameter setting,
the EDCA-incorporated UWB MAC protocol does not fully
support both real-time data streams and best-effort applications
at their configured QoS. 3) The available bandwidth is under-
utilized given the proposed parameter setting.
Guided by the derived model, we then devise, in compliance
with the EDCA-incorporated UWB MAC protocol (and in
particular, the superframe structure) proposed in [18] [23]
[24], a framework, along with a set of theoretically grounded
methods for controlling medium access with deterministic
QoS for UWB networks. In particular, we derive the optimal
contention window sizes that give deterministic proportional
QoS for different traffic classes. In this enhanced UWB MAC
protocol, 1) real-time traffic is guaranteed of deterministic
bandwidth via a contention-based reservation access method;
2) best-effort traffic is provided with deterministic proportional
QoS; and moreover, 3) the bandwidth utilization is maximized.
The performance of the enhanced UWB MAC protocol is
evaluated via both analytical derivation, simulation studies, and
empirical experiments (leveraging the MADWifi (Multiband
Atheros Driver for WiFi) Linux driver for Wireless LAN
devices with the Atheros chipset).
The rest of the paper is organized as follows. After intro-
ducing the network model and stating the assumptions, we
present in Section II the analytical model that characterizes
the EDCA service differentiation mechanism. In Section II,
we carry out simulation to validate the model via simulation.
The validation process also reveals the deficiency of the
current parameter settings used in the UWB MAC protocol.
In Section IV, we devise a framework for controlling medium
access with deterministic QoS for UWB networks. We evaluate
the performance of the enhanced UWB MAC protocol both via
simulation and empirically in Sections V–VI, and conclude the
paper in Section VII.
II. AN ANALYTICAL MODEL FOR EDCA
A. Network Model and Assumptions
We envision a general single-cell UWB-operated wireless
network without any central coordinator. All stations can hear
each other, i.e., there exists no hidden terminal. We assume
that no capture technique is used and that every station
is backlogged and always has packet(s) to send (i.e., the
asymptotic condition commonly used to analyze the saturation
performance holds).
There are M priority classes, with the number of stations
in each class being Nj , j = 1, · · · ,M . (We will address
how to on-line determine Nj in the dynamic case later.)
Each class is configured with a set of QoS parameters for
distributed access contention: the inter-frame space AIFSj
(= SIFS+AIFSNj×aSlotT ime and the contention window
size CWj . Without loss of generality, we assume AIFSN1 ≤
AIFSN2 ≤ · · · ≤ AIFSNM . In particular, let m denote
the priority index such that AIFSN1 = · · · = AIFSNm =
AIFSNm+1 ≤ AIFSNm+2 . . ..
All stations share and access the channel with the use of the
enhanced distributed coordinated access (EDCA) mechanism.
That is, a random backoff interval value is uniformly chosen
in [0, ĈWi− 1] and used to initialize the backoff timer, where
ĈWi is the current contention window for traffic class i. The
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Fig. 2. The discrete Markov chain that describes the channel state transition
backoff timer is decreased as long as the channel is sensed idle,
stopped when data transmission (initiated by other stations) is
in progress, and reactivated when the channel is sensed idle
again for more than AIFS[i], where i denotes the traffic class.
The time immediately following an idle period of length short
inter-frame space (SIFS) is slotted, with each slot equal to the
time needed for any station to detect the transmission of a
packet from any other station. When the backoff timer expires,
the station attempts for frame transmission at the beginning
of the next slot time. Finally, if the data frame is successfully
received, the receiver transmits an acknowledgment frame after
a SIFS, 1 If an acknowledgment is not received, the data frame
is presumed to be lost, and a retransmission is scheduled.
The value of ĈWi is set to CWmin,i in the first transmission
attempt, and is doubled at each retransmission up to a pre-
determined value CWmax,i.
Let aj

= AIFSNj + 1. For ease of explanation, we divide
the slots subsequent to a busy period into consecutive con-
tention zones. Specifically, as illustrated in Fig. 3, contention
zone j (j = 1, · · · ,M −1) starts at the aj-th slot and ends
at (including) the (aj+1−1)-th slot. The M -th contention zone
includes the aM -th slot and all the slots beyond. An important
observation that will be used throughout the derivation is —
under EDCA, only stations of the first j classes are eligible to
transmit in the j-th contention zone. Also, as the a1-th slot is
the first slot immediately following a busy period and (as will
be shown later) plays an important role in the performance, we
term it as the post-busy slot.
B. Channel State Space
For ease of explanation, we treat a collision period or a
successful transmission as a virtual (busy) slot. The channel
state, denoted by s(t), is sampled at the end of each busy/idle
slot. There are three types of possible channel states:
1) State Ik (k = a1, a1 + 1, · · · , aM−1): the idle channel
state in the k-th slots after the busy slot. (Recall that the
first slot is the one immediately after a busy slot plus a
1The necessity of returning an acknowledgment is due to that typically
WLAN devices are equipped with half-duplex radios and therefore are unable
to simultaneously transmit and receive.
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Fig. 3. An illustration of the notions of contention zones and the post-
busy slot. In this example, there are three classes with different AIFS values.
aj = AIFSNj + 1.
SIFS.) In other words, when the channel is in Ik, it means
there are k−1 consecutive idle slots subsequent to a busy
slot and the k-th slot is still idle. In addition, IaM is the
channel state in which there are ≥ aM consecutive idle
slots.
2) State Sj : a successful transmission made by a station of
class j.
3) State Caj : either a collision subsequent to an idle slot that
is in the j-th contention zone or a collision subsequent
to such a collision. By the definition of the contention
zone, collision Caj only involves stations of the first j
classes.
The channel state space is thus defined as S = { Ik, Sj , Caj :
j = 1, · · · ,M and a1 ≤ k ≤ aM}.
C. Transitions of Channel States
We use a discrete-time Markov chain (Fig. 2) to describe
the transition of channel states. Possible transitions are:
1) Ik → { Ik+1, S1,· · · , Sj , Caj }, for aj ≤ k ≤ aj+1− 1,
j = 1, · · · ,M − 1: An idle slot state can transition to
another idle slot state, a collision state, or a successful
transmission state. Specifically, an idle slot state in
the j-th contention zone can transition to a successful
transmission (made by one of the stations of the first j
classes), or to a collision Caj (caused by two or more
stations of the first j classes attempting for transmission),
or to the next idle slot in the time order.
2) IaM → { IaM , S1,· · · , SM , CaM }: The only exception
in the transition from an idle slot state occurs when the
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idle slot is in the M -th contention zone. By the definition
of the M -th contention zone, an idle slot state in the
M -th contention zone can transition to itself. Hence, as
shown in Figure 2, instead of having an outgoing arrow
into other idle slot states, state IaM contains a self-loop
pointing to itself.
3) Sj → { Sj , Ia1 }, for j = 1, · · · ,m: As a station will
transmit immediately once its backoff timer counts down
to zero, when the backoff timer freezes upon detection
of the busy medium, the timer value is always positive
and has at least 1 slot time. Therefore, stations that
did not participate in transmission in the busy period
will not transmit in the post-busy slot (i.e., the a1-
th slot immediately after a busy period). This peculiar
access behavior to the post-busy slot is often ignored in
previous work, which assumes uniform and independent
access to any slot (a.k.a. p-persistent). Because of this
behavior, subsequent to a successful transmission, either
another successful transmission made by the same station
follows, or the channel becomes idle. This implies, for
j ≤ m, state Sj can either transition to itself or the idle
slot state Ia1 .
4) Sj → { Ia1 }, for j = m + 1, · · · ,M : As stations of
classes j >m are assigned larger AIFS values, they are
not eligible to access the post-busy slot. Hence, states
Sj , j > m, will transit exclusively to the idle slot state
Ia1 .
5) Caj → { Caj , Ia1 , S1,· · · , Sm }, for j = 1, · · · ,M :
Transitions from collision states can be similarly ex-
plained as in cases 3–4 and hence are not elaborated
on here.
D. Derivation of State Transition Probabilities
Now we are in a position to derive the transition probabilities
of all the possible transitions. We assume that stations of class
j access a slot other than an post-busy slot independently and
uniformly with probability τj . τj is termed as the attempt prob-
ability. For ease of exposition, we first consider the case that
the contention window size CWj is fixed. Then we extend the
model to accommodate that case that the contention window
size changes in compliance with the the binary exponential
backoff procedure.
Before we proceed, we define the following terms for
notational convenience:
Aj
∆=
j∏
h=1
(1− τh)Nh , Bj ∆=
j∏
h=1
(
1− τh
CWh
)Nh
. (1)
a) Transitions from the idle slot state to other states:
Recall that in the j-th contention zone, only the first j classes
are eligible to contend for channel access. Hence, we derive,
for each contention zone, transition probabilities from an idle
channel state. For notational convenience, we define aM+1 =
aM + 1.
For k ∈ [aj , aj+1), j = 1, 2, · · · ,M , and u ≤ j,
P [Ik → Ik+1] = Aj , (2)
P [Ik → Su] = Nuτu(1− τu)Nu−1
j∏
h=1,h=u
(1− τh)Nh
=
Nuτu
1− τu Aj (3)
P [Ik → Caj ] = 1− P [Ik → Ik+1]−
j∑
u=1
P [Ik → Su] (4)
b) Transitions from a successful transmission state to other
states: After a station of the first m classes finishes a
successful transmission, it may gain the channel access again
if it chooses 0 as the next backoff timer value. This occurs
with probability 1CWj , since the backoff timer value is selected
uniformly in [0, CWj − 1]. On the other hand, if the station is
of of class m+1 to M , it is not eligible to access the post-busy
slot. Moreover, all the other stations have frozen their backoff
timer with the remaining timer value at least 1 slot, and hence
will not attempt to transmit either. In this case, the post-busy
slot is idle with probability 1. We have
P [Sj → Sj ] = 1
CWj
, for j = 1, · · · ,m, (5)
P [Sj → Ia1 ] =
{
1− 1CWj , for j = 1, · · · ,m,
1 , for j = m+ 1, · · · ,M. (6)
c) Transitions from a collision state to other states:
Recall that by the definition of m, AIFSN1 = · · · =
AIFSNm, i.e., the first m contention zones is practically
the same one. Consequently, we merge the collision states
Cak , k = 1, · · · ,m, into one state, and denote it by Cam .
The transition probabilities originating from Caj , for j =
m, · · · ,M and u ≤ m are given below, with their detailed
derivation given in Lemma 1–2 in Appendix I.
For j = m, · · · ,M and u ≤ m,
P [Caj → Ia1 ] =
1
P [Ik → Su]
{
Bm −Aj
[
1 +
m∑
k=1
Nkτk
1− τk×(
1− 1
CWk
)
+
j∑
k=m+1
Nkτk
1− τk
]}
, (7)
P [Caj → Su] =
1
P [Ik → Su]Nu
τu
CWu
(
Bm
1− τu
CWu
− Aj
τu
)
,
(8)
P [Caj → Caj ] = 1− P [Caj → Ia1 ]−
m∑
u=1
P [Caj → Su]. (9)
With all the derived transition probabilities, we can compute
the stationary probabilities of channel states by solving the
equilibrium equations for the Markov chain, s = sP. Let the
equilibrium channel state be denoted by s˜.
E. Derivation of the Attempt Probability
Recall that each station attempts to transmit in a slot (other
than the post-busy slot) independently and uniformly with
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probability τj , where j is the priority class which the station
belongs to.
Given a fixed contention window size, CWj , for each class
j, τj can be simply expressed as 2CWj – the inverse of the
average waiting (backoff) time. Note that the backoff timer
is frozen when data transmission (initiated by other stations)
is in progress, and resumed when the channel is sensed idle
again for more than AIFS[i]. The expression results from
that the backoff time at the beginning of any eligible slot is
approximately uniformly distributed in [0, CWj−2], where an
eligible slot refers to any non-post-busy slot.
An iterative algorithm to derive CWj and τj: In the case
that the contention window size CWj changes in compliance
with the binary exponential backoff procedure, we develop an
iterative algorithm to derive the average contention window
size CWj .
Consider the view of a tagged station of class j. Let pcoll(j)
denote the probability that when the tagged station transmits
a frame in an eligible slot, the frame incurs a collision; and
p
(r)
coll(j) denotes this probability in the r-th iteration. The
average contention window size, CWj
(r)
, in the r-th iteration
can be computed from its probability mass function:
q(j, )

= P [CW (r)j = W (j, ) ]
= p0
(
p
(r)
coll(j)
)
for  = 0, . . . , Lj , (10)
where p0 is the normalization factor, and can be obtained by
noting
∑Lj
=0 q(j, ) = 1. Lj is the retry limit for class j and
W (j, ) = min{2CWmin(j), CWmax(j)},  = 0, · · · , Lj .
The attempt probability for the next iteration, τ (r+1)j , can be
computed from CWj
(r) by τ (r+1)j = 2CWj(r) .
The probability pcoll(j) is yet to be derived. As this proba-
bility varies in different contention zones, we will flirtly derive
the conditional probability of collision given that the system
is in the contention zone k (j ≤ k ≤ M ), and then the
probability that the system is in the contention zone k. The
former probability can be expressed as pcoll(j, k) = 1− Ak1−τj ,
i.e., the probability that at least one other station of the first
k classes transmits in the same slot. The latter probability that
the system is in the contention zone k is
∑ak+1−1
h=ak
P[s˜ = Ih].
Now pcoll(j) can be expressed as
pcoll(j) =
1
c0
M+1∑
k=j
(
1− Ak
1− τj
)(ak+1−1∑
h=ak
P[s˜ = Ih]
)
,
(11)
where c0 =
∑aM
h=ak
P[s˜ = Ih] and recall aM+1
∆= aM+1. Note
that all the stationary probabilities used here should be derived
from the perspective of of the tagged station, i.e., the number
of stations in the class which the tagged station belongs to is
reduced by 1 in all the relevant calculation.
The average attempt probabilities calculated in the iterative
algorithm will replace all the τj terms in Eqs. (5)-(9). Since af-
ter a successful transmission, a station will reset its contention
window size to the minimum value, CWj in Eqs. (2)-(9) will
be replaced by CWmin(j) after a successful transmission.
F. Derivation of the System Throughput
We compute the system throughput by calculating the av-
erage amount of successful transmission (in bits) over the
expected length of a slot (By a slot, we mean either a successful
transmission, a collision, or an idle slot). Specifically, let ts
denote the length of an idle slot (which is a PHY parameter),
and TD and TC , respectively, the average length of a successful
transmission and the average length of a collision period. With
the results derived in Sections II-C and II-E, the expected slot
time can be expressed as
t = ts
aM∑
k=a1
P[s˜ = Ik] + TD
M∑
j=1
P[s˜ = Sj ] + TC
M∑
j=1
P[s˜ = Caj ].
(12)
In the basic distributed access mechanism, i.e.,, without
the RTS-CTS floor acquisition mechanism, a successful trans-
mission contains transmission of a DATA frame and a SIFS
followed by an ACK. The second term results from that after
each successful transmission, the backoff timer of a station is
resumed only after an idle period of AIFS, and for ease of
computation, we consider AIFSmin (∆= min{AIFSNj , j =
1, · · · ,M}) as part of a successful transmission, i.e., TD =
DATA + SIFS + ACK + AIFSmin, where DATA is the
transmission time of a data frame.
A collision is detected by a sender station upon the timeout
of the sender timer, and by other stations when they receive
corrupted packets. After detecting a collision, a receiver node
resumes its backoff timer after an idle period of EIFS, where
EIFS is set to EIFS = SIFS + ACK + AIFSmin, so
that both colliding and non-colliding stations resume their
backoff timers or start to sense the channel at approximately
the same time. This gives TC = DATAmax + SIFS +
ACK + AIFSmin, where DATAmax is the largest DATA
frame incurred in the collision. In the case that the RTS-CTS
mechanism is used, TD and TC can be derived in a similar
manner.
The throughput of stations of class ηj (j = 1, · · · ,M ) can
be expressed as
ηj =
m× P[s˜ = Sj ]
t
, (13)
where m is the average payload (in bits) carried in a DATA
frame. Note that the underlying assumption in Eq. (13) is
that the size of data frames of all classes has the same
distribution. It is, however, straightforward to extend Eq. (13) to
accommodate the case that the size of data frames of different
classes has its individual distribution.
III. DEFICIENCY OF CURRENT UWB PARAMETER
SETTINGS
We have performed a simulation study to both validate
the analytic model derived in Section II and to evaluate
the performance of EDCA (in conjunction with the current
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Fig. 4. Analytical and simulation results for multiple classes (each with a different contention window size but the same AIFS value (AIFSN = 2)).
parameter setting as suggested in MBOA MAC [18], [23]).
In particular, we will study both the individual and combined
impacts of the contention window size and the AIFS value on
the performance. An empirical study leveraging the MADWifi
(Multiband Atheros Driver for WiFi) Linux driver for Wireless
LAN devices with the Atheros chipset has also be performed
(with parameters set to optimal values derived in Section IV),
the result of which will reported in Section V.
The PHY and MAC parameters, as suggested in MBOA
MAC [24] for UWB-operated WPANs, have been used in our
simulation. They are listed in Table I. Note that the UWB
PHY will support a rate set of {53.3, 80, 110, 160, 200, 320,
400, and 480 Mbps}, among which support for transmitting
and receiving at data rates of {53.3, 110 and 200 Mbps} is
mandatory. We choose the highest mandatory rate, 200 Mbps,
as the data rate. Both analytical and simulation results for other
data rates exhibit similar trends and thus are not reported. Each
simulation run lasts for 200 simulation seconds. Due to the
space limit, in what follows we present three representative
sets of simulation results in Figs. 4–7.
TABLE I
PHY AND MAC PARAMETERS AS SUGGESTED IN MBOA UWB MAC.
Channel Rate 200 Mb/s
Basic Rate 55 Mb/s
Slot Time 8 µsec
SIFS 10 µsec
ACK Time 13.125 µsec
MPDU1 + FCS2 41.25 µsec
Data Payload 1024 Bytes
1MPDU: Message Data Protocol Unit.
2FCS: Frame Check Sequence
Impact of the contention window size (CW): In the first
set of results, we use the same AIFS value for all classes and
assign different values of CW for each class. We consider
three cases: In the first two cases (Fig. 4(a) and (b)), there
are two priority classes each assigned a CW value (a) CW1 =
8, CW2 = 16, and (b) CW1 = 16, CW2 = 32. In the third
case (Fig. 4(c)), there are 3 classes, each assigned a CW range:
CW1 ∈ [8, 16], CW2 ∈ [16, 32] and CW2 ∈ [32, 64]. Several
observations are in order.
First, the analytical results agree with the simulation results
very well, being in the interval [0.9774, 1.0794] of the simu-
lation results.
Second, stations that use smaller values of CW (e.g., 8 vs. 16
and 32, 16 vs. 32) grasp a large portion of available bandwidth.
Clearly, a scheme that varies the values of CW is effective
in allocating bandwidth in a QoS-controlled manner among
different classes. (We will elaborate on how to determine the
optimal values of CW to achieve deterministic proportional
services differentiation in Section IV.)
Third, in general the throughput attained by each class
decreases as the number of stations increases. This is consistent
with our intuition, since the larger the number of stations the
more likely collisions will occur. However, as shown in Fig. 4
(a), (b) and (c), the throughput curves corresponding to class 1
exhibit a peculiar trend. Specifically, in Fig. 4 (a), instead of a
monotone decrease (as the number of stations in each class, N
increases), the throughput increases (though slowly) between
N = 10 and N = 30, before it concedes to the decreasing
trend. Similar trends are observed in Fig. 4 (b) and (c), although
when N is larger (the curves are cut off before the decreasing
trend shows).
The above phenomenon is a result of the peculiar access
behavior of the post-busy slot. Recall in the post-busy slot, only
a subset of stations are eligible to contend for channel access,
with a probability inversely proportional to their respective CW.
Therefore we observe two access patterns: one is in the post-
busy slot, and the other is in all the other slots. The later affects
the former yet the former is independent of the later. When
the collision is sparse, the probability that the post-busy slot
is accessed is also slim. However, when collisions occur more
frequently, the post-busy slot is also more likely to be accessed.
Moreover, the probability that access to the post-busy slot is
successful exhibits a similar trend as that for non- post-busy
slots, but only lags in phase. Indeed we observe that when the
number, N , of stations grows large, almost all non-post-busy
slots incur collisions, and yet it is possible for a successful
transmission or an idle period to occur in the post-busy slot.
The combination of the two trends induces the interesting,
peculiar fluctuation in the throughput. Note that as stations
of class 1 usually have the smallest contention windows, they
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Fig. 5. Ratio of the throughput attained by a class i + 1 station to that by a
class 1 station, i = 1, 2. The configuration is the same as in Fig. 4 (c).
dominate in accessing the post-busy slot. This explains why the
peculiar trend is only observed in the aggregated throughput
attained by class-1 stations.
To verify whether or not EDCA can provide deterministic
proportional QoS, we calculate, with the results shown in Fig. 4
(c), the ratio of the throughput attained by a class i+1 station
to that by a class i station, i = 1, 2. As shown in Fig. 5,
instead of being fixed at a stable level, the throughput ratio
first decreases as Ni grows and then levels off as Ni continues
to grow. This is again due to the peculiar behavior that results
from that the access patterns to the post-busy slot and other
non-post-busy slots are different. When Ni increases above
certain level, the probability that access to the post-busy slot
is successful decreases to the same level as that for non-
post-busy slots, and the throughput ratio levels off. Another
observation is that, although the throughput ratio indicates that
stations of higher-priority classes do attain more throughput
with the use of smaller CW ranges, the throughput ratio also
depends on the number of stations in the system (which usually
cannot be known a priori). Moreover, to provide deterministic
proportional QoS, one has to determine the optimal CW ranges
as a function of the number of stations of each class and the
specified, proportional QoS.
Impact of the AIFS value: Now we study the impact of
varying AIFS values on the performance of service differentia-
tion. We consider two priority classes, both configured with the
same congestion window size CW = 16 but different AIFS
values. The high-priority class has AIFSN1 = 2, and the other
has AIFSN2 = 3, 5, or 7. Fig. 6 gives both the simulation
results and the analytical results. Several observations are in
order.
First, the analytical results agree very well with the simu-
lation results. Second (and more importantly), stations of the
high-priority class (and with smaller AIFS values) almost grasp
all the available bandwidth. In particular, when the number of
stations in both classes reaches 12, 6 and 4 in three cases
(a), (b) and (c), respectively, the throughput attained by class-
2 stations is less than 1% of the bandwidth (200Mbps). This
results from the fact that stations of class 1 can make access
attempts in both contention zones 1 and 2, while stations
of class 2 can only make attempts contention zone 2. This
suggests that QoS provisioning by assigning different AIFS
values to different access categories may lead to starvation of
stations of low-priority access categories.
Combined impact of both the contention window and the
AIFS value: Lastly we study the combined impact of both
the contention window and the AIFS value on the performance
of service differentiation. Again we use the configuration of
the four access categories (AC) as defined in MBOA UWB
MAC (and in IEEE 802.11e). Fig. 7 gives both simulation
and analytical results for three different combinations of CW
and AIFS values. All the observations made in the studies of
varying either the contention window size or the AIFS value
are observed (although in a mixed manner). In particular, in
the presence of stations with the smallest AIFS (AIFSN=2),
stations of all the other classes (AC3 and AC4) attain very
little (close to zero) throughput.
IV. A FRAMEWORK FOR QOS PROVISIONING IN UWB
MAC
A. The Challenges
As mentioned in Section I, UWB MAC is expected to
fulfill the following objectives: (i) support real-time flows
(such as on-line music in the digital home environment with
fast access and small jitters; and (ii) provide different levels
of deterministic QoS to best-effort traffic of different access
categories.
Guided by our analytical/simulation study, we have the
following findings: first, objective (i) can be achieved by
assigning small AIFS values to AC1. However, there are two
drawbacks associated with this approach: (a) although stations
in the AC1 category grasp most of the bandwidth, the nature of
contention-based access cannot always guarantee small jitters;
and (b) objective (i) is achieved really at the expense of starving
stations of AC3–AC4 (Figs. 6 and 7). This suggests that if
varying the AIFS values is indeed used as a control dimension
to provide controlled access to real-time traffic, it should be
used with caution and well-thought design.
Second, although objective (ii) can be, to some extent,
achieved by assigning different CW ranges to different access
categories, the achieved throughput ratio has been shown to
depend on the number of stations in the system (which usually
cannot be known a priori) and cannot be fixed at a stable
level under the currently recommended parameter setting. As
a matter of fact, to provide deterministic proportional QoS, the
optimal CW values as a function of the number of stations
of each AC and the specified, proportional QoS is yet to
be determined. Finally, both objectives (i) and (ii) should be
realized without compromising bandwidth utilization.
To truly achieve objectives (i) and (ii) while maximizing
the bandwidth utilization, we will leverage the superframe
structure together with a beacon mechanism proposed in [18]
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Fig. 6. Analytical and simulation results for multiple classes (each with a different AIFS value but the same contention window size (CW = 16)).
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Period
Data Transfer Period Data Transfer Period
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Fig. 8. The superframe structure in the MBOA MAC protocol.
[24]. The superframe structure was originally proposed to ease
time-synchronization and certain distributed coordination. As
illustrated by Fig. 8, the time is organized in superframes, each
being divided into 1) a Beacon Period (BP) and 2) the Data
Transfer Period (DTP). The beacon period is slotted and is used
for all devices in the same UWB-operated network to register
and identify themselves. Reservation can be made either in the
beacon messages or in the data packets transmitted in the DTP.
B. Contention-based Reservation and Reservation-based
Transmission for Real-time Traffic
To leverage the superframe structure with a beacon mecha-
nism, we further divide the Data Transfer Period (DTP) into
two parts: Reservation-based Data Transfer Period (RDP) and
Contention-based Data Transfer Period (CDP), as illustrated
in Fig. 9. RDP is used for stations with real-time traffic to
transmit after the reservation has been made. CDP is used for
Reserved Data
Transfer Period
(RDP)
Beacon
Period
(BP)
Contention−based Data Transfer Period
(CDP)
Superframe
Fig. 9. Superframe structure.
stations with best effort traffic and/or real-time traffic in the
reservation phase and is governed by EDCA.
A station with real-time traffic is required to use a
contention-based reservation access method: it classifies the
first packet of a real-time stream as traffic in the AC1 category
and transmits it with the use of a small AIFS value. Sufficient
information is also contained in this packet to make reservation
in a RDP. After the reservation made is successfully confirmed
(in a beacon message), the station with the real-time stream can
then transmit in their reserved time slots in a RDP and hence
incur no contention. In this manner, the amount of traffic that
takes advantage of the aggressive bandwidth-grasping feature
in the AC1 category is constrained only to the first packet of
a real-time stream. Traffic in the other AC categories will not
starve. Also, the reservation can be made within a short time
(as traffic with a small AIFS value and small CW can access the
medium quickly), with bandwidth being reserved in a periodic
fashion in each of the subsequent RDPs.
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The lengths of the superframe and the BP have been
specified in [18] [24]. The length of the RDP may vary
dynamically depending on the amount of real-time traffic
present. The system can be configured to control the maximum
RDP duration in a superframe, thus ensuring a certain portion
of bandwidth for best-effort traffic. The bandwidth utilization
and QoS provisioning in CDPs will be largely determined by
how best-effort data traffic is governed to access slots in the
CDPs, which is our focus in the reminder of the section.
C. Deterministic Proportional QoS Provisioning for Best-effort
Traffic
As mentioned above, schemes that assign small AIFS values
to high-priority access categories risk the possibility that sta-
tions of low-priority access categories (AC3–AC4) will starve.
As such, we propose to consider only the dimension of varying
contention window sizes in provisioning deterministic QoS to
best-effort traffic.
For most applications in WPANs, the throughput attained
by stations of different classes is perhaps the major measure
of quality of service. As the available bandwidth in a wireless
environment is variable and changes as the number of stations
increases, instead of providing QoS in the form of abso-
lute bandwidth, we aim to provide deterministic proportional
QoS among best-effort traffic. We define the ratio, rj , j =
2, · · · ,M , of per-station throughput attained by a station of
class j to that attained by a station of class 1, i.e., ηjNj = rj
η1
N1
,
j = 2, · · · ,M .
As indicated in Section III, given the parameter settings
currently recommended in [18], [23], the throughput ratio
rj dynamically changes as the number of stations varies
(Fig. 5) and cannot be fixed at a stable level. Also, it is not
clear whether or not the current parameter setting renders the
maximal system throughput, although it has been proved in [5]
that the current IEEE 802.11 parameter setting cannot achieve
the maximal system throughput. In what follows, we study,
by leveraging the analytical model derived in Section II, how
the contention window sizes can be optimally set to provide
deterministic proportional QoS and to maximize the system
throughput.
d) Formulation of the throughput maximization and de-
terministic proportional QoS provisioning problem: We
consider a UWB-operated network with M classes. Stations of
all the classes are configured with the same AIFS value, but are
assigned different contention window sizes CWj , 1 ≤ j ≤ M .
Then the problem of combined throughput maximization and
deterministic proportional QoS provisioning can be formally
stated as
Problem 1: Given the throughput ratio rj , j = 2, · · · ,M ,
determine the optimal contention window sizes CWj , j =
1, · · · ,M such that
Maximize η =
M∑
j=1
ηj (14)
s.t.
ηj
Nj
= rj
η1
N1
, for j = 2, · · · ,M (15)
Proposed solution: In the model given in Section II, the
system throughput is derived as a function of the number of
class-i stations (Ni), the contention window size (CWi), the
AIFS values (ai). In principle, the optimization problem can
be solved numerically. However, a simple, closed-form solution
would be desirable so that stations can dynamically track the
parameters in the solution, and on-line calculate the optimal
solution.
Before delving into the derivation, we make the following
observation. Figure 10 depicts the system throughput as a
function of the contention window size (CW) in the case of
one traffic class (N = 5, 10, 20 and 50). As shown in Fig. 10
(and as mentioned earlier), the analytical results derived under
the proposed model agree very well with the simulation results,
but those derived under the p-persistent model (which assume
that all the stations independently access to any slot with a
fixed probability) fails to do so. Nevertheless, both models
give approximately the same optimal value of CW at which
the system throughput is maximized. This is not a coincidence,
because at the operational point where the maximal throughput
is achieved (e.g., CW = 20 when N = 5), the channel is not
overly congested and the peculiar effect of the access pattern
to the post-busy slot has not yet became significant. Similar
trends have also been observed in the case of multiple traffic
classes. This observation suggests that as far as derivation of
the optimal congestion window size is concerned, one can
leverage the p-persistent model, subject to the proportional
constraint Eq. (15). (We will further validate this conjecture
in the simulation study in Section V.)
In the p-persistent model, stations of class j transmit in a
slot independently and uniformly with probability τj . Given
the contention window size CWj , τj can be calculated as τj =
2
CWj+1
. Then the stationary probabilities of channel states, i.e.,
the idle state, the successful class-j transmission state, and the
collision state, can be readily derived as
PI =
∏
j=1
(1− τj)Nj = AM , (16)
PSj = Nj
τj
1− τj AM , (17)
PC = 1− PI −
M∑
j=1
PSj . (18)
For ease of exposition, we assume that the size of all data
frames is a constant, and thus the duration of a successful trans-
mission and a collision period are the same (i.e., TD = TC).
(The assumption can be relaxed with modest modification.)
Plugging the above stationary probabilities into Eqs. (12) and
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the optimal contention window size. The QoS specified is [r2, r3] = [0.5, 0.33].
(13), we have
ηj =
m
TD
Nj
τj
1−τjAM
1−AM
(
1− tsTD
) . (19)
Now we are in a position to derive the optimal value of CWj ,
1 ≤ j ≤ M .
Theorem 1: Given the expression for system throughput,
Eq. (19), the optimal solution to Problem 1 (defined in
Eqs. (14) and (15)) is: for j = 1, · · · M ,
CW ∗j =
√
2βT ′D
rj
+ 1, (20)
where β =
(∑M
j=1 Nj rj
)2
+
∑M
j=1 Nj r
2
j and T ′D = TD/ts,
that is, the duration of a successful transmission in the unit of
slots. r1 ≡ 1.
Proof: Refer to Appendix II.
Discussion: For a station to compute its optimal contention
window size according to Eq. (20), it has to know the number
of active stations in each class. As proposed in [24], each
station is required to register and identify itself in every beacon
period. It is thus convenient for each station to indicate in the
beacon message whether or not it has packets of certain classes.
By the end of each beacon period, a station can collect the
information and estimate the number of active stations in each
class.
Throughout the discussion, we have assumed that the basic
access method without the RTS-CTS floor acquisition mecha-
nism is used, and that all stations operate at a common data
rate. However, the results can be readily extended to accom-
modate more general scenarios in which such assumptions are
relaxed.
V. ANALYTICAL AND SIMULATION STUDIES
In this section, we present our analytical and simulation
studies. In the next section, we will report our experience of
implementing and evaluating the enhanced EDCA mechanism
on a Linux-based MADWifi driver for wireless LAN devices
with the Atheros chipset. We first evaluate the analytical
solution derived in Section IV-C with respect to its capability of
achieving the proposed optimization goal. Then we evaluate the
performance of the proposed framework for quality controlled
medium access in a UWB-operated network.
A. Evaluation of the Solution Given in Section IV-C
We consider a UWB-operated network in which there are
three classes with the requested QoS [r2, r3] = [0.5, 0.33].
The optimal solution to the congestion window size (Eq. (20))
is used to on-line calculate CWj . Fig. 11 gives the throughput
ratio among different traffic classes ((a)) and the system
throughput ((b)). The number, Ni, of class-i stations varies
from 3 to 50. As shown in Fig. 11 (a), the requested QoS and
the throughput ratios obtained via the analytical model and the
simulation agree very well, except the slight difference when
Ni is small (Ni = 3− 8).
To evaluate the capability of the proposed solution (Eq. (20))
in achieving maximal system throughput, we depict, for each
combination of Ni’s, the total system throughput as a function
of the contention window size in Fig. 11 (b). For each value of
CW1 along the x-axis, CWj is computed as CWj = CW1−1rj +
1 (j = 2, 3) (which is derived from Eq. (20)). Also, the optimal
values of the contention window size computed from Eq. (20)
are marked for comparison. As shown in Fig. 11 (b), for all
the cases (N = 5, 10, 20, 50) the optimal values calculated
from Eq. (20) and those identified in the simulation (and in
the analytical model derived in Section II) do coincide.
B. Performance of the proposed UWB MAC framework
In this set of simulation, we consider an UWB-operated
network with both real-time and best-effort traffic. The dura-
tions of a BP, RDP+CDP, MPDU+FCS are set, respectively, to
82.50 µsec, 825.0 µsec and 41.25 µsec. The other PHY/MAC
parameters are specified in Table I. Each real-time stream is
assumed to deliver 4-9 Mb/s MPEG-2 stream, and hence a
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station with real-time traffic makes reservation for at most 9
Mb/s bandwidth when the real-time stream arrives. The tunable
parameters for real-time traffic are set to [CWmin, CWmax] =
[8, 16], and AIFSN = 2. The AIFS value for best-effort
traffic of all classes is set to AIFSN = 3 and the CW values
of different classes are on-line calculated in compliance with
Eq. (20). There are two traffic classes for best-effort traffic,
with the number of class i stations being 10. (Similar trends
have been observed when the number of class i stations is set
to other values.) Each simulation run lasts for 200 simulation
seconds.
Performance in the presence of two classes of best-effort
traffic and one real-time stream: Fig. 12 depicts the total
throughput and the throughput attained by each class in the
presence of two classes of best-effort traffic and a real-time
stream. The real-time stream is active in the period of [50s,
150s]. As shown in Fig. 12, the real-time stream is allocated
most of the bandwidth in [50s, 150s], while the best-effort
traffic uses the remaining bandwidth. The bandwidth allocated
for the real-time stream is 41.25·10
−6
(82.50+825.0)·10−6 × 200 · 106 ≈
9(Mb/s). No matter whether or not the real-time stream is
active, the best-effort traffic shares the remaining bandwidth in
a deterministic proportional manner (as specified by r3/2).
Performance in the presence of two classes of best-effort
traffic and two groups of real-time streams: Fig. 13
gives the total throughput and the throughput attained by
each class in the presence of two real-time streams and two
classes of best-effort traffic. The first group of real-time streams
originates from 5 nodes, becomes active at 50s and terminates
after 100s. The second group of real-time streams originates
from another 5 nodes, becomes active at 70s and terminates
after 60 seconds.
As shown in Fig. 13, with this communication pattern, we
have five intervals in the entire simulation time. In [0, 50s], the
best-effort traffic of two different classes shares the available
bandwidth according to the specified QoS (r3/2); in [50s, 70s],
the first group of real-time streams join to acquire bandwidth,
with the best-effort traffic of two different classes sharing the
remaining bandwidth in CDPs, again according to the specified
QoS; in [70s, 130s], the second group of real-time streams
join, and together with the first group, acquire most of the
bandwidth. The best-effort traffic of two different classes is
allocated the remaining small bandwidth in a deterministic
proportional manner; in [130s, 150s], the best-effort traffic
is allocated more bandwidth since the second group of real-
time traffic streams terminates; Finally, in [150s, 200s], the
best-effort traffic is allocated the entire available bandwidth.
Even in the presence of real-time traffic, best-effort traffic of
two different classes is allocated bandwidth in a deterministic
proportional manner (as specified by r3/2).
VI. EMPIRICAL STUDY
We have developed an experimental prototype to validate the
analytical and simulation results, to demonstrate the practicality
of the enhanced EDCA algorithm, and to understand imple-
mentation issues of integrating the algorithm into the current
IEEE 802.11 protocol family. We first summarize how we
implement an experimental prototype of the enhanced EDCA
mechanism (that includes the service differentiation algorithm
described in Section IV-C) on a Linux-based MADWifi driver
for wireless LAN devices with the Atheros chipset. (Note that
as no UWB chipsets and drivers are commercially available on
the market, we can only implement our proposed framework
on a WiFi device. Fortunately the chosen chipset does not
require loading of IEEE 802.11-specific firmware, but instead
relies on a Hardware Access Layer (HAL) module that allows
changes of several device parameters through its well-defined
interface. This allows us to readily implement the enhanced
EDCA mechanism.) Then we present representative empirical
results.
A. Developing an Experimental Prototype
We have leveraged the Linux-based MADWifi (Multiband
Atheros Driver for WiFi) driver for wireless LAN devices with
the Atheros chipset, and implemented much of the functionality
of the enhanced EDCA mechanism. The major reason we chose
this chipset is that it fulfills most of the criteria necessary to
implement the proposed change. A majority of other drivers,
including those developed for Intel and Prism chipsets, require
a specific firmware. As the firmware implements much of
the device functionality, such as enforcing radio regulations,
allowing the device to act as an access point, and handling
IEEE 802.11 management [25], the use of firmware typically
restricts any modifications to operating parameters.
The Atheros hardware, on the other hand, does not require
loading of firmware, but instead relies on a Hardware Ac-
cess Layer (HAL) module that is provided in a binary-only
form. The HAL module operates between the hardware and
driver to manage much of the chip-specific operations and to
enforce the required FCC regulations. The HAL is similar
to firmware in that it ensures that users do not set invalid
operating parameters, but implements less functionality than
other firmware and actually provides an interface that allows
changes of various device parameters, including the minimum
and maximum contention windows. The only restriction that
HAL enforces on the contention windows is that their values
must be set to 2x − 1, where 1 ≤ x ≤ 11. Therefore,
the contention window value calculated from Eq. (20) in
Section IV-C must be approximated. Another advantage of the
Atheros chipset is that, because the chipset is basic, most of the
MAC functionality is handled in the driver, as opposed to the
firmware. Therefore, the IEEE 802.11 MAC protocol, including
the state machine and protocol support, can be easily modified
to support the enhanced EDCA mechanism.
How to support floating point operations: Apart from
several low-level implementation details (which the interested
reader is referred to [6]), there are two major implementation
issues that arises in the course of prototype implementation.
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Fig. 13. The total throughput and the throughput attained by each class in the presence of two real-time streams and two classes of best-effort traffic.
First, floating point operations (such as sqrt) are required
in the enhanced EDCA mechanism, but the kernel drivers
do not contain floating point operation routines. There are a
number of possible solutions, including using a lookup table
or adapting the floating point unit and emulation code in the
kernel. They were found to be not viable. In the former case
the lookup table would be extremely large in order to store all
the possible values. In the latter case, even if the floating-point
unit and emulation code are adapted correctly in the kernel,
a separate math library would have to be written because the
C runtime library cannot be used inside the kernel. Therefore,
in order to realize the necessary functionality and to ensure
that only essential, performance-critical code is implemented
in the kernel, we have divided the EDCA implementation into
kernel and user-space components such that all floating-point
operations are performed in the user-space. The practice of
splitting the implementation between kernel and user-space is
quite common in Linux.
Given that the prototype must be divided between the
kernel and user-space, the two components must be able to
communicate with each other. As described in Section IV-C,
each station has to estimate the number of active stations in
each class, and send the estimated result to the user-space. The
user-space component will then calculate the new contention
window for each class, and instrument the HAL in the kernel-
space to set the parameters accordingly. Linux provides various
methods for interprocess communication between kernel and
user-space components, such as system calls, ioctl calls, or
netlink sockets. As system calls and ioctl calls do not allow
the kernel to initiate communication with the user-space. for the
user-space component to remain synchronized with the kernel-
space component, it must continually poll the kernel, which has
been tested (in our experiment) to be inefficient. Instead, we
leverage the netlink socket facility, as it provides a full-duplex,
bi-directional link between the kernel and user-space compo-
nents, thereby allowing the kernel to initiate communication
with the user-space component whenever necessary.
How to include additional information required by EDCA
with consideration of backward compatibility: The sec-
ond implementation issue is that, to support on-line compu-
tation of optimal contention window sizes, each station must
know the number of active stations in each class in the system.
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TABLE II
RELEVANT PARAMETERS USED BY THE ATHEROS DRIVER.
tslot 20 µs
SIFS 10 µs
DIFS 50 µs
PLCP Data Rate 1 Mbps
Preamble Length 18 bytes
PLCP Header Length 6 bytes
Data Rate 11 Mbps
MAC Header Length 28 bytes
ACK Length 14 bytes
Although new fields can be introduced into the IEEE 802.11
MAC header of data and management frames, we have decided
not to do so, to ensure as few code changes as possible and
backward compatibility with stations that do not employ the
enhanced EDCA mechanism.
Instead, we will place the needed information in the body of
a beacon frame. As defined in [11], the body of a beacon frame
consists of fixed fields, which are mandatory and fixed-length,
and information elements, which are variable-length and may
be mandatory or optional. Information elements are defined to
have a common general format consisting of a 1 octet Element
ID field, a 1 octet length field, and a variable-length element-
specific information field, whose length is specified in the
length field. We decide that the Information element is ideal
for placing the additional information because it can support
a variable number of service classes, and a majority of the
element ids are not being used. Also, it is legitimate to include
optional information elements in a beacon frame body, and if
the MAC protocol does not support an information element, it
is simply ignored.
B. Empirical Results
The network topology used for the empirical study consists
of two mobile stations and one AP (Access Point) that were
within four feet of each other. Each station runs Fedora Core
2 with the Linux 2.6.9 kernel. Each station had a CBR traffic
source that generates 500-byte UDP packets and send the
packets to the AP at a rate high enough to keep its system
buffer full. The stations starts transmitting packets immediately
after they associate with the AP. Table II summarizes the
relevant parameters used by the Atheros driver.
For each experiment, the total system throughput, the
throughput attained by each station, and the throughput ratio of
the two stations are shown. In the course of collecting statistics,
we ignore the first few seconds in each experiment because
each station may not always have a packet to send while the
traffic source attempts to fill the station’s system buffer to
capacity (i.e., the asymptotic condition may not hold). Unless
otherwise stated, each set of results is the average of 20 runs
of the experiments, where each run lasts 100 seconds and each
station updates its traffic classes every 0.5 second. Although a
wide variety of scenarios have been tested, due to the space
limit, we report below two sets of representative results.
Performance in the presence of two traffic classes with
constant traffic sources: In this set of experiments, both the
class-1 and class-2 stations are active during the entire duration
of the experiment. Fig. 14 shows the throughput results when
r̂2 = 4. The total system throughput was kept high and steady
during the duration of the experiment, and the throughput ratio
between the two traffic classes was fairly close to the specified
value.
Performance in the presence of two traffic classes with
on-off traffic sources: In this set of experiments, only the
class-2 station is active during the entire experiment. The class-
1 station sends packets in an on-off manner, with the duration
of its on and off periods being set to ∼ 20 sec.
Fig. 15 shows the throughput results when r̂12 = 4. Note that
when the class-1 station is inactive, the bandwidth is allocated
to the class-2 station. The throughput ratio is kept reasonably
close to 4, and the total channel throughput remains fairly
high during the entire experiment, regardless of the changes
in the number of active stations. Note, however, that there
is a slight decrease in the total channel throughput when the
class-1 station is inactive. This is because the class-1 station is
assigned a CW value of 3 when both stations are active, and the
class-2 station is assigned a CW value of 7 when the class-1
station is inactive. As a result, during the inactive periods, even
though the class-2 station has no other station to contend with,
it cannot achieve as high a throughput because of its longer
backoff time.
Possible sources of error: Although the above results show
that the enhanced EDCA mechanism performs reasonably well
under various scenarios, the throughput ratio between the two
classes could have been closer to the specified QoS. The error
is, in part, attributed to the fact that the HAL module of the
Atheros driver places restrictions on the value of CWmin: the
value calculated by Eq. (20) must be rounded to the closest
2x − 1 value, where 1 ≤ x ≤ 11. Another possible source
of error is that these experiments were not performed in a
closed environment. As a result, nearby stations and APs also
contended for channel access. In our experiments, each station
received, on average, approximately 40-50 beacon packets per
second from nearby APs.
VII. CONCLUSION
The EDCA mechanism has been proposed by MultiBand
OFDM Alliance [18] to support service differentiation in
UWB-operated WPANs. EDCA achieves service differentiation
essentially by configuring different traffic classes with different
contention window sizes and AIFS values. In this paper, we
have conducted a rigorous, comprehensive, and theoretical
analysis of the EDCA mechanism, and have shown that with
the currently recommended parameter setting, EDCA cannot
provide deterministic proportional QoS. In particular, stations
of a high-priority class (i.e., with a small AIFS value) will dom-
inate the channel access, depriving stations of the other classes
the chance to access the channel. Also, without responding to
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Fig. 14. Throughput attained by two traffic classes with constant traffic sources. r̂12 = 4.
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Fig. 15. Throughput attained by two traffic lasses with on-off traffic source. r̂12 = 4.
the system dynamics (e.g., taking into account of the number
of active class-i stations), EDCA cannot allocate bandwidth in
a deterministic proportional manner and the system bandwidth
is under-utilized.
After identifying the deficiency of EDCA in service dif-
ferentiation, we propose, in compliance with the EDCA-
incorporated UWB MAC protocol proposed in [18] [23] [24], a
framework, along with a set of theoretically grounded methods
for controlling medium access with deterministic QoS for
UWB networks. In this framework, 1) real-time traffic is
guaranteed of deterministic bandwidth via a contention-based
reservation access method; 2) best-effort traffic is provided
with deterministic proportional QoS; and moreover, 3) the
bandwidth utilization is maximized. The performance of the
proposed framework has been validated and evaluated in ana-
lytic, simulation, and empirical studies.
As mentioned in Section IV-B, to prevent best-effort traffic
from starvation, the system should be configured to control
the maximum RDP duration in a superframe, thus ensuring a
certain portion of bandwidth for best-effort traffic. This entails
admission control of real-time traffic. As part of our future
work, we will design an auxiliary admission control protocol
that determines when and for how long real-time streams can
reserve certain amount of bandwidth. Also, we have focused
in this work service differentiation (for best-effort traffic) in
the form of deterministic proportional bandwidth allocation.
It would be interesting to extend the work to accommodate
service differentiation in the form of statistical end-to-end
delay guarantees.
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APPENDIX I
LEMMA 1 AND LEMMA 2
Lemma 1: Given the Markov chain described in Section II
(Fig. 2), the transition probability from state Caj , j =
m, · · · ,M to state Ia1 can be approximately expressed as
P [Caj → Ia1 ] =
1
P [Ik → Su]
{
Bm −Aj
[
1 +
m∑
k=1
Nkτk
1− τk
(
1− 1
CWk
)
+
j∑
k=m+1
Nkτk
1− τk
⎤⎦⎫⎬⎭ . (21)
Proof: P (Caj → Ia1) is the probability that the post-
busy slot after a collision slot Caj is idle. For notational
convenience, tag the collision slot and its post-busy slot by
slot1 and slot2, respectively. Let Ej denote the event that
(n1, n2, · · · , nj) stations transmit in slot1, where nk (nk =
0, 1, · · · , Nk) is the number of stations in class k. We have
P [Caj → Ia1 ] = P
[
slot2 is idle, given slot1 is a collision of Caj
]
=
∑
n1
∑
n2
· · ·
∑
nj︸ ︷︷ ︸∑j
k=1 nk≥2
P [slot2 is idle |Ej ] P
[
Ej | slot1 is Caj
]
.
(22)
Given the event Ej , slot2 is idle if and only if none of the
stations of the first m classes transmit in slot2. Therefore,
P [slot2 is idle |Ej ] =
m∏
k=1
(
1− 1
CWk
)nk
. (23)
To compute precisely the probability P
(
Ej |slot1 is Caj
)
it is necessary to enumerate the channel states and expand
the channel state space S into (n1, n2, · · · , nM ). Hence, we
leverage the fact that the channel state immediately following
a busy period is mostly likely to be the idle state, because
only nodes that are involved in the busy period will contend in
the post-busy slot (slot2). Based on this argument (which was
collaborated by the simulation results), we have
P
[
Ej | slot1 is Caj
]
=
1
P [Ik → Su]
j∏
k=1
(
Nk
nk
)
τk
nk (1− τk)Nk−nk .
(24)
Plugging Eqs. (23) and (24) into Eq. (22), and after performing
some algebraic operations, (21) follows.
Lemma 2: Given the Markov chain described in Section II
(Fig. 2), the transition probability from state Caj , j =
m, · · · ,M to state Su (u ≤ m) can be approximately ex-
pressed as
P
[
Caj → Su
]
=
1
P [Ik → Su] Nu
τu
CWu
(
Bm
1− τuCWu
− Aj
τu
)
.
(25)
Proof: Following the notation defined in the
proof of Lemma 1, P [Caj → Su] is the probability
P [slot2 is a successful trans. of class u|slot1 is a collision Caj ],
or simply P [slot2 is Su|slot1 is Caj ]. By conditioning on the
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event Ej , we have
P
[
Caj→Su
]
=
∑
n1
∑
n2
· · ·
∑
nj︸ ︷︷ ︸∑j
k=1 nk≥2
P [slot2 is Su|Ej ] P
[
Ej | slot2 is Caj
]
.
(26)
A successful transmission of class u follows a collision of Caj
if and only if only one station of class u chooses to transmit
in slot2 with probability 1CWu . That is,
P [slot2 is Su|Ej ]
= nu
1
CWu
(
1− 1
CWu
)nk−1 m∏
k=1,k =u
(
1− 1
CWk
)nk
=
nu
CWu − 1
m∏
k=1
(
1− 1
CWk
)nu
. (27)
The probability P
[
Ej |slot1 is Caj
]
is the same as Eq. (24). Plugging
Eqs. (27) and (24) into Eq. (26), we can derive P [Caj → Su] as
given in Eq. (25).
APPENDIX II
PROOF OF THEOREM 1
Theorem 1: Given the expression for system throughput,
Eq. (19), the optimal solution to Problem 1 (defined in
Eqs. (14) and (15)) is: for j = 1, · · · M ,
CW ∗j =
√
2βT ′D
rj
+ 1, (28)
where β =
(∑M
j=1 Nj rj
)2
+
∑M
j=1 Nj r
2
j and T ′D = TD/ts,
that is, the duration of a successful transmission in the unit of
slots. r1 ≡ 1.
Proof: The throughput by class j (Eq. (19)) is
ηj =
m
TD
Nj
τj
1−τjAM
1−AM
(
1− tsTD
) ,
where m, ts and TD are constant variables, representing the
average packet size, the length of an idle slot and the duration
of a successful transmission, respectively. AM =
∏M
h=1(1 −
τh)Nh as defined in Eq. (1).
Let x ∆= τ11−τ1 , α
∆= mTD , and θ = 1 − tsTD and A
∆= AM .
Then we can further simplify the above equation as
ηj = α
Nj
τj
1−τjA
1− θA . (29)
To fulfill the proportional bandwidth allocation requirement
Eq. (15), we have
rj =
ηj
Nj
/
η1
N1
=
τj
1− τj
1
x
⇒ τj = rj x1 + rj x. (30)
The total system throughput is the summation of the throughput
achieved by each class, i.e.,
η =
M∑
j=1
ηj = α
M∑
j=1
Nj rj
xA
1− θA
=
⎛⎝α M∑
j=1
Nj rj
⎞⎠ x
1
A − θ
. (31)
By Eq. (30), we have 1− τj = 1− rj x1+rj x = 11+rj x , and
A =
M∏
j=1
(1− τj)Nj = 1∏M
j=1 (1 + rj x)
Nj
. (32)
Using the Taylor series to approximate A, we have
(A−1)(x) = 1− d0 x+ d1 x2 + o(x2)
= 1− d0 x+ d1 x2, (33)
where
d0 = −(A−1)′(0) =
M∑
j=1
Nj rj , (34)
d1 = (A−1)′′(0) =
1
2
⎡⎢⎣
⎛⎝ 2∑
j=1
Nj rj
⎞⎠2 + M∑
j=1
Nj r
2
j
⎤⎥⎦ . (35)
The total system throughput can then be expressed in terms of
x:
η(x) = αd0
x
1− d0x+ d1x2 − θ =
αd0
1−θ
x − d0 + d1x
. (36)
Let the denominator of the above equation be defined as
y(x) ∆= 1−θx − d0 + d1x. By setting dy(x)dx = 0, we have
x∗ =
√
1−θ
d1
=
√
2
βT ′D
(where the second equality results from
1 − θ = tsTD = 1T ′D and d1 =
1
2β). Note that d
2y(x)
dx2 > 0, i.e.,
y(x) is minimized at x∗.
From the two relations, τ1 = 2CW1+1 and x =
τ1
1−τ1 , it is
easy to obtain CW1 = 2x+1. Therefore, the system throughput
η(x) is maximized at
CW ∗1 =
√
2βT ′D + 1, (37)
and the proportional bandwidth allocation is achieved at
CW ∗j =
√
2βT ′D
rj
+ 1, (38)
for j = 2, · · · ,M .
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