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Abstract
In this paper, we propose a method to decrease the number of hidden units of the re-
stricted Boltzmann machine while avoiding a decrease in the performance quantified
by the Kullback-Leibler divergence. Our algorithm is then demonstrated by numerical
simulations.
1 Introduction
The improvement of computer performance enables utilization of the exceedingly high
representational powers of neural networks. Deep neural networks have been applied
to various types of data, e.g. images, speech, and natural language, and have achieved
great success (Bengio, Courville, and Vincent (2013); Goodfellow et al. (2014); He,
Zhang, Ren, and Sun (2016); Oord et al. (2016); Vaswani et al. (2017)) both in dis-
crimination and generation tasks. To increase performance, which stems from the hi-
erarchical structures of neural networks (Hestness et al. (2017)), network size becomes
larger, and computational burdens increase. Thus, demands for decreasing the network
size are growing. In particular, various methods were proposed for compressing the
sizes of discriminative models (Cheng, Wang, Zhou, and Zhang (2017); Guo, Yao, and
Chen (2016); Han, Pool, Tran, and Dally (2015)). However, compression of generative
models (Berglund, Raiko, and Cho (2015)) has scarcely been discussed.
Discriminative models provide the probabilities that into which class the given data are
classified (Christopher (2016)), and in most cases, their learning requires a supervisor,
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namely, a dataset with classification labels attached by humans. Thus, outputs of dis-
criminative models can be intuitively interpreted by humans. However, some data are
difficult for humans to properly classify. Even if possible, hand-labeling tasks are a
troublesome labor. In such cases, generative models with unsupervised learning are ef-
fective, since they automatically find the data structure without hand-labels by learning
the joint probabilities of data and classes. Therefore, it is expected that the compres-
sion of generative models with unsupervised learning will be required in the future.
Furthermore, if the system’s performance can be preserved during compression, then
the network size can be decreased while it is in use. To approximately maintain per-
formance throughout compression, we consider removing the part of the system after
decreasing its contribution to the overall performance. Our approach differs from the
procedures in previous studies (Berglund et al. (2015); Cheng et al. (2017); Guo et al.
(2016); Han et al. (2015)) that retrain systems after removing a part that contributes
little to their performance.
In this paper, we deal with the restricted Boltzmann machine (RBM) (Fischer and Igel
(2012); Smolensky (1986)). The RBM is one of the most important generative models
with unsupervised learning, from the viewpoints of not only machine learning history
(Bengio et al. (2013)) but also its wide applications, e.g., generation of new samples,
classification of data (Larochelle and Bengio (2008)), feature extraction (Hinton and
Salakhutdinov (2006)), pretraining of deep neural networks (Hinton, Osindero, and
Teh (2006); Hinton and Salakhutdinov (2006); Salakhutdinov and Larochelle (2010)),
and solving many-body problems in physics (Carleo and Troyer (2017); Tubiana and
Monasson (2017)). The RBM consists of visible units that represent observables, e.g.,
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pixels of images, and hidden units that express correlations between visible units. An
objective of the RBM is to generate plausible data by imitating the probability distri-
bution from which true data are sampled. In this case, the performance of the RBM
is quantified by the difference between the probability distribution of data and that of
visible variables of the RBM, and it can be expressed by the Kullback-Leibler diver-
gence (KLD). The RBM can exactly reproduce any probability distribution of binary
data if it has a sufficient number of hidden units (Le Roux and Bengio (2008)). How-
ever, a smaller number of hidden units may be enough to capture the structure of the
data. Therefore, in this paper, we aim to practically decrease the number of hidden
units while avoiding an increase in the KLD between the model and data distributions
(Figure 1).
The outline of this paper is as follows. In section 2, we give a brief review of the RBM.
In section 3, we evaluate the deviation of the KLD associated with node removal and
propose a method that decreases the number of hidden units while avoiding an increase
in the KLD. Numerical simulations are demonstrated in section 4, and we summarize
this paper in section 5. The details of calculations are shown in Appendices.
2 Brief introduction of the RBM
In this section, we briefly review the RBM, which is a Markov random field that consists
of visible units, tv = (v1, . . . , vM) ∈ {0, 1}M , and hidden units, th = (h1, . . . , hN) ∈
{0, 1}N . The joint probability that a configuration (v,h) is realized, p(v,h) , is given
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Figure 1: The graphical model of the RBM is shown. While approximately preserving
the KLD, the target hidden unit and its edges (green) are removed from the main body
of the RBM (from the left to right panel).
by the energy function, E(v,h) , as follows:
E(v,h) = −tbv − tch− tvW h
= −
M∑
i=1
bi vi −
N∑
j=1
cj hj −
M∑
i=1
N∑
j=1
vi wij hj , (1)
p(v,h) =
e−E(v,h)∑
v′,h′ e
−E(v′,h′)
, (2)
where tb = (b1, . . . , bM) ∈ RM and tc = (c1, . . . , cN) ∈ RN are the biases of the visible
and hidden units, respectively, andW = (wij) ∈ RM×N is the weight matrix 1 . Below,
we abbreviate all of the RBM parameters, b , c , andW , as ξ .
By properly tuning ξ , the probability distribution of the visible variables, p(v) =∑
h p(v,h) , can approximate the unknown probability distribution that generates real
data, q(v) . The performance of the RBM can be measured by the KLD of p(v) from
1The RBM whose visible and hidden units take tv′ ∈ {−1, 1}M and th′ ∈ {−1, 1}N can be related
to the RBM that takes tv ∈ {0, 1}M and th ∈ {0, 1}N by changing the parameters, W ′ = W/4 ,
b′i = bi/2+
∑
j wij/4 and c
′
j = cj/2+
∑
iwij/4 , where b
′ , c′ andW ′ are the biases and weight matrix
of the RBM whose nodes take {−1, 1} .
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q(v) ,
DKL(q||p) =
∑
v
q(v) ln
q(v)
p(v)
. (3)
Hence, learning of the RBM is performed by updating the RBM parameters ξ so as to
decrease the KLD. The gradient descent method is often employed to decrease the KLD
as
ξs+1 = ξs − λ∇ξDKL(q||p)|ξ=ξs , (4)
where ξs and ξs+1 denote the RBM parameters at the s-th and (s + 1)-th step of
the learning process, respectively. A learning rate is represented by λ (> 0) , and
∇ξDKL(q||p)|ξ=ξs denotes the gradient of the KLD with respect to ξ at the s-th step.
The gradient with respect to bi, cj , and wij can be written as
∂D
∂bi
= −
∑
v
vi q(v) + 〈vi〉p , (5)
∂D
∂cj
= −
∑
v
q(v) p(hj = 1|v) + 〈hj〉p , (6)
∂D
∂wij
= −
∑
v
vi q(v) p(hj = 1|v) + 〈vihj〉p , (7)
where DKL(q||p) is abbreviated as D and the expectation value with respect to p(v,h)
as 〈·〉p . The conditional probability, p(hj|v) , is given by
p(hj|v) = e
(cj+
∑
i viwij)hj
1 + ecj+
∑
i viwij
. (8)
If D and ∇ξD can be obtained, then the RBM reaches some local minimum of the
KLD through a parameter update. However, neither of them can be calculated, since
they not only contain the unknown probability q(v) but also the sum with respect to the
large state space of the RBM. Thus, in Eq. (5), Eq. (6), and Eq. (7), One approximates
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q(v) by empirical distribution, or more practically, mini-batch, which are samples from
the empirical distribution. One also evaluates the expectation values with respect to
p(v,h), which are computationally expensive, by using the realizations obtained from
Gibbs sampling, e.g. contrastive divergence (CD) (Hinton (2002)), persistent CD (PCD)
(Tieleman (2008)), fast PCD (Tieleman and Hinton (2009)), and block Gibbs sam-
pling with tempered transition (Salakhutdinov (2009)) or with parallel tempering (Cho,
Raiko, and Ilin (2010); Desjardins, Courville, Bengio, Vincent, and Delalleau (2010)).
Block Gibbs sampling in the RBM effectively updates the configuration, (v,h) , by
repeatedly using the conditional probabilities,
p(h|v) =
∏
j
p(hj|v) =
∏
j
e(cj+
∑
i viwij) hj
1 + ecj+
∑
i viwij
, (9)
p(v|h) =
∏
i
p(vi|h) =
∏
i
e(bi+
∑
j hjwij) vi
1 + ebi+
∑
j hjwij
, (10)
as transition matrices. In many cases, CD and PCD employ only a few block Gibbs
sampling steps. In addition to ∇ξD , the KLD, which represents the performance of
the RBM, is also intractable. Therefore, in order to monitor the learning progress,
a different quantity is employed which can be considered to correlate to the KLD to a
certain degree, e.g. the reconstruction error (Bengio, Lamblin, Popovici, and Larochelle
(2007); Hinton (2012); Taylor, Hinton, and Roweis (2007)), the product of the two prob-
abilities ratio (Buchaca, Romero, Mazzanti, and Delgado (2013)), and the likelihood of
a validation set obtained by tracking the partition function (Desjardins, Bengio, and
Courville (2011)).
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3 Removal of hidden units
3.1 Removal cost and its gradient
The goal of this paper is not to propose a new method for optimization of the KLD, but
to decrease the number of hidden units while avoiding an increase in the KLD. Suppose
an RBM achieves, if not optimal, sufficient performance after the learning process at a
fixed number of hidden units, N . Next, we remove the k-th hidden unit of the RBM so
as not to increase the KLD. In order to compare the performances of two RBMs whose
k-th hidden unit does or does not exist, we introduce h\k as a configuration of hidden
units except for hk ,
th\k = (h1, . . . , hk−1, hk+1, . . . , hN) . The energy function and the
probability distribution of the RBM after removal are given by
E\k(v,h\k) = −
∑
i
bi vi −
∑
j 6=k
cj hj −
∑
i
∑
j 6=k
vi wij hj
= E(v,h)|hk=0 , (11)
p\k(v,h\k) =
e−E\k(v,h\k)∑
v′,h′\k
e−E\k(v
′,h′\k)
. (12)
Then, we define a removal cost, Ck , as the difference of the KLD before and after
removing the k-th hidden unit:
Ck ≡ DKL(q||p\k)−DKL(q||p)
=
∑
v
q(v) ln
q(v)
p\k(v)
−
∑
v
q(v) ln
q(v)
p(v)
= −
∑
v
q(v) ln p(hk = 0|v) + ln p(hk = 0) . (13)
The details of the calculation and removal cost for several hidden units are shown in
Appendix A. Thus, if Ck satisfies Ck ≤ 0 , then the k-th hidden unit can be removed
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without increasing the KLD.
In most cases, however, there are no hidden units with non-positive removal costs. Thus,
before removing a hidden unit, we first decrease its removal cost without increasing the
KLD 2. For this purpose, we naively determine the parameter update at the s-th step
in a removal process, ∆ξs , so that both Ck and the KLD decrease at O(|∆ξs|) (see
Appendix B):
∆ξsi = −ν · θ
(
∂D
∂ξi
∂Ck
∂ξi
)
· ∂D
∂ξi
∣∣∣∣
ξ=ξs
, (14)
θ(x) =

1 (x ≥ 0)
0 (x < 0)
, (15)
where ν (> 0) is the parameter change rate, and θ(x) is the step function. Evaluation of
∇ξD can be performed using Eq. (5), Eq. (6), and Eq. (7), and ∇ξCk can be written as
∂Ck
∂bi
= 〈vi〉p¯ − 〈vi〉p , (16)
∂Ck
∂cj
=
∑
v
q(v) p(hk = 1|v) δkj + 〈hj〉p¯ − 〈hj〉p , (17)
∂Ck
∂wij
=
∑
v
q(v) vi p(hk = 1|v) δkj + 〈vihj〉p¯ − 〈vihj〉p , (18)
where δkj is the Kronecker delta, and 〈·〉p and 〈·〉p¯ denote expectation values with re-
spect to p(v,h) and p¯ ≡ p(v,h\k|hk = 0) , respectively. If Ck ≤ 0 is satisfied after
parameter updates, then the k-th hidden unit can be removed without increasing the
KLD. When all of the RBM parameters satisfy ∂D/∂ξi · ∂Ck/∂ξi < 0 , then Ck cannot
2As explained in Appendix A, minimizing the size of the RBM is a difficult problem. Thus, in this
paper, hidden units are removed individually in a greedy fashion.
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decrease without increasing the KLD, and the parameter update is stopped (∆ξ = 0) 3
.
Note two properties of Ck . First, −Ck can be interpreted as an additional cost of a new
node. Thus, it may be employed when new nodes are added into an RBM whose per-
formance is insufficient. Secondly, Eq. (13) can be applied to the Boltzmann machine
(BM) (Ackley, Hinton, and Sejnowski (1987)), which is expressed as a complete graph
consisting of visible and hidden units, and a special case of the BM called the deep
Boltzmann machine (DBM) (Salakhutdinov and Hinton (2009)), which has hierarchi-
cal hidden layers with neighboring interlayer connections. However, in these cases,
calculation of the conditional probability, p(hk = 0|v) , and gradients with respect to
the model parameters are computationally expensive compared to the RBM.
3.2 Practical removal procedure
The removal process proposed in the previous subsection preserves the performance
when Ck , ∇ξCk , and ∇ξD can be accurately evaluated. However, in most cases, Ck
and ∇ξCk are approximated using Gibbs sampling, as with ∇ξD . Thus, in order to
reflect the variances of Gibbs sampling, we change both the parameter update rule and
removal condition, Eq. (14) and Eq. (13), into more effective forms.
3For ∇ξD = 0 , which seldom occurs in numerical simulations, we employ higher-order derivatives
ofD and seek a direction along which both Ck andD decrease. By restricting the number of parameters
to be updated, one can alleviate computational cost caused by a large number of the elements of higher-
order derivatives.
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First, we modify the parameter update rule, Eq. (14), which may increase D due to
two reasons. The first is the inaccuracy of Gibbs sampling, and the second is the con-
tribution from higher-order derivative terms of O(|∆ξ|2) . These problems also arise
in the learning process. However, even if D increases, it can decrease again through
the update rule, Eq. (4). Since the difference between Eq. (4) and Eq. (14) is solely
the existence of the step function, similar behavior is expected in the removal process.
Unfortunately, Eq. (14) frequently increases D due to the following. Since the removal
cost is defined as the change in the KLD through node removal, it can be interpreted
as the contribution of the node to the performance. Hence, when the performance in-
creases, removal costs are expected to increase. This means that in the RBM parameter
space, there are few directions along which both D and Ck decrease. However, since
the step function in Eq. (14) allows the parameter update solely along these few direc-
tions, there are few opportunities to decrease D . Therefore, once D increases, it rarely
decreases by Eq. (14). As a result, a successive increase of D occurs. In order to main-
tain the performance, we probabilistically accept updates which increase Ck . That is,
we change the step function in Eq. (14), which gives either 0 or 1 deterministically, into
a random variable, zi ∈ {0, 1} . Next, we determine the probability that zi takes 1 , that
is, the acceptance probability of updates. The modified update rule is required to re-
turn to Eq. (14) when Gibbs sampling estimates are exactly obtained. For this purpose,
we employ the ratio of the mean to the standard deviation and determine the modified
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update rule by
∆ξsi = −ν zi ∂iD |ξ=ξs , (19)
p(zi = 1) = sig
(√
S · ∂iD
σD,i
·
√
S · ∂iCk
σC,i
)
, (20)
sig(x) =
ex
1 + ex
, (21)
where S is the number of Gibbs samples, and ∂iD and ∂iCk represent sample means
of ∂D/∂ξi and ∂Ck/∂ξi, respectively. The unbiased standard deviations of ∂D/∂ξi
and ∂Ck/∂ξi are denoted by σD,i and σC,i , respectively. As the number of samples
increases, Eq. (19) returns to Eq. (14) 4.
Secondly, we modify the removal condition, Eq. (13). Since node removal irreversibly
decreases the representational power of the RBM, we carefully verify whether Ck ≤ 0
is satisfied. However, since the logarithmic function in the second term of Eq. (13)
drastically decreases in p(hk = 0) < 1 , a small sampling error in p(hk = 0) results
in a large error in ln p(hk = 0) , which makes it difficult to evaluate the removal cost
accurately by Gibbs sampling. Therefore, we employ an upper bound of Ck as an
effective removal cost, C ′k :
Ck = −
∑
v
q(v) ln p(hk = 0|v) + ln[1− p(hk = 1)]
≤ −
∑
v
q(v) ln p(hk = 0|v)− p(hk = 1)
≡ C ′k . (22)
4When zero divided by zero appears owing to rounding error, we approved this update by setting
zi = 1 in the numerical simulations in section 4.
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Then, consider the approximation of C ′k by Gibbs sampling,
C ′k ≡ −
1
S
S∑
α=1
ln p(hk = 0|vα)− 1
S
S∑
α=1
hαk , (23)
where α is the sample index. Since samplings from q(v) and p(v,h) are independent,
the first and second terms of Eq. (23) have no correlations. Thus, when the sampling
size, S , is sufficiently large, the probability distribution of C ′k can be approximated by
the normal distribution, due to the central limit theorem:
C ′k ∼ N
(
C ′k,
σ21
S
+
σ22
S
)
, (24)
σ21 =
∑
v
q(v) [ln p(hk = 1|v)]2 −
[∑
v
q(v) ln p(hk = 1|v)
]2
, (25)
σ22 = p(hk = 1)− [p(hk = 1)]2 , (26)
where N (µ, σ2) denotes the normal distribution. The unbiased standard deviation of
C ′k is given by
σC′
k
=
√
σ21 + σ
2
2
S
, (27)
where σ21 and σ
2
2 are the unbiased variances of ln p(hk|v) and hk , respectively. Using
C ′k and σC′k , we change the removal criterion fromCk ≤ 0 intoC ′k+a σC′k ≤ 0 , where a
tunes the confidence intervals of C ′k . By increasing a , we can decrease the probability
that a hidden unit is wrongly removed when its true removal cost is positive, Ck > 0 .
When σC′
k
/D is not small, this incorrect removal may harm the performance. Thus, a
large a is used to decrease the probability of an incorrect removal.
In summary, our node removal procedure is as follows (Alg. 1). First, we remove all hid-
den units that satisfy the modified removal condition. Then, at each parameter update
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step, we choose the smallest removal cost and decrease it using Eq. (19) until a hidden
unit can be removed. The source code is available on GitHub at https://github.com/snsiorssb/RBM.
Algorithm 1 Node removal procedure
1: for number of removing iterations do
2: repeat
3: obtain S realizations, (v1,h1), . . . , (vS,hS) by n-step block Gibbs sam-
pling (PCD-n).
4: evaluate C ′j for all remaining hidden units by using Eq. (23).
5: determine a node to be removed, k = arg min
j
C ′j .
6: evaluate σC′
k
by using Eq. (27).
7: if C ′k + a σC′k ≤ 0 then
8: remove the target node
9: obtain S realizations by Gibbs sampling (tempered transition, from
β0 = 1 to β1 divided by l intervals).
10: end if
11: until C ′j + a σC′j > 0 for any j .
12: evaluate ∂iD , ∂iCk , σD,i , and σC,i .
13: determine∆ξ from Eq. (19).
14: ξs+1 = ξs − ν∆ξ .
15: end for
14
4 Numerical simulation
In this section, we show that the proposed algorithm does not spoil the performance of
the RBMs by using two different datasets. First, we used the 3 × 3 Bars-and-Stripes
dataset (MacKay andMac Kay (2003)) (Fig. 2), which is small enough to allow calcula-
tion of the exact KLD during the removal processes. Next, we employedMNIST dataset
of handwritten images (LeCun and Cortes (1998)) and verified that our algorithm also
works in realistic-size RBMs.
Since parameter update after sufficient learning slightly changes p(v,h) , it can be con-
sidered that short Markov chains are enough for convergence to p(v,h) after parameter
updates. Thus, we used PCD (Tieleman (2008)) with n-step block Gibbs sampling
(PCD-n) in both learning and removal processes, except for samplings immediately af-
ter a node removal. However, a change of p(v,h) caused by node removal is expected
to be larger than that caused by parameter updates. Hence, PCD-n with small n may
not converge to p(v,h) and may fail to sample from p(v,h) immediately after node re-
movals. Thus, we carefully performed Gibbs sampling using tempered transition (Neal
(1996); Salakhutdinov (2009)) at these times. In tempered transition, we linearly di-
vided the inverse temperature from β0 = 1 to β1 = 0.9 into l = 100 intervals. We
did not use a validation set for early stopping or hyperparameter searches in both the
learning and removal processes.
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Figure 2: Examples of 3 × 3 Bars-and-Stripes images are shown, which are generated
as follows. First, a white square of A × A pixel is prepared. Next, each column of
the square is painted black with probability 1/2 . Finally, the square is rotated 90◦ with
probability 1/2 . For A = 3 , 14 different images are created.
4.1 Bars-and-Stripes
An artificial dataset called Bars-and-Stripes was used to demonstrate that our algorithm
effectively works when the data distribution is completely known. Thus, we did not
divide the dataset into training and test sets. First, we trained the RBM with M = 9
visible units and N = 30 hidden units using PCD-5 and PCD-1 with a batch size of
100 and a fixed learning rate, λ = 10−2 . After 50, 000 learning steps, we performed
removal processes starting from the same trained RBM with a batch size of 1, 000 and
a fixed parameter change rate, ν = 10−2 . During the beginning of the removal process,
the typical value of σC′
k
/D was not small, that is, σC′
k
/D ∼ 0.1 . Thus, we employed a
strict removal criterion, C ′k + 3 σC′k ≤ 0 .
The results are shown in Figures 3, 4, and 5. We stopped the removal processes after
10, 000, 000 steps in Figure 3 and after 5, 000, 000 steps in Figures 4 and 5. The removal
procedure employing PCD-5 slowly decreases N with small fluctuations of the KLD in
all five trials (Figure 3). In particular, the removal cost in Figure 3 shows that if a
hidden unit with the smallest removal cost is removed before it decreases, then the
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KLD increases approximately sevenfold. This result clearly shows that the update rule,
Eq. (19), is useful for maintaining the performance during the removal processes. The
removal procedure employing PCD-1 decreases N more rapidly while approximately
preserving the KLD in six out of eight trials (Figure 4), although some sharp peaks
appear in the change of the KLD after node removals. However, two out of eight trials
that employed PCD-1 fail to preserve the KLD (Figure 5).
First, we discuss the sharp peaks observed in Figure 4, which resulted from inaccurate
estimates of C ′k or ∆ξ . In order to distinguish among them, we enlarge peaks in the
change of the KLD (Figure 6) and find that these peaks were caused by the failure
of Gibbs sampling in parameter updates immediately after node removals rather than
node removals themselves. This behavior supports the assumption that the change of
p(v,h) caused by node removal can be large and can result in failure of Gibbs sampling.
Nevertheless, owing to the tempered transition, most of the parameter updates after node
removal produced rather small peaks in Figure 4.
Next, we discuss large fluctuations of the KLD in Figure 5. Failure of Gibbs sampling
through parameter updates is expected to occur more frequently as the removal process
continues for the same reason as in the learning process (Desjardins et al. (2010); Fis-
cher and Igel (2010)). It can be considered that the problem in the learning process
arises as follows. At the beginning of the learning process, the RBM parameters are
approximately zero, and p(v) is almost a uniform distribution. As the leaning proceeds,
each component of ξ is expected to move away from zero in order to adjust p(v) to
the data distribution, q(v) . In the removal process, components of ξ are also expected
to move away from zero in order that the remaining system compensates for the roles
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of the removed hidden units. As one can find from Eq. (9) and Eq. (10), the transition
matrices used in MCMC, p(h|v) and p(v|h) , take almost either 0 or 1 in the region
where |ξ| is large. Therefore, block Gibbs sampling behaves almost deterministically.
Hence, dependence on the initial condition remains for a long time, or equivalently,
it takes a long time to converge to p(v,h) even after a one-step parameter update in
the large |ξ| region. Thus, the model distribution after parameter update, from which
we should sample, may be quite different from the probability distribution after a few
block Gibbs sampling steps. As a result, parameters are updated using inaccurate Gibbs
samples. If these deviations are corrected by subsequent parameter updates, then the
KLD decreases again. However, if the failure of Gibbs sampling continues for a long
time, then the KLD drastically fluctuates. From Figure 5, it can be found that such a
drastic increase in the KLD can emerge not only immediately after node removal (green
line) but also later (blue line). Therefore, in order to prevent the problem resulting from
a long convergence time of the block Gibbs sampling, the removal process should be
stopped at some point in time as with the learning process.
4.2 MNIST
We used 60, 000 out of 70, 000 MNIST images for the evaluation of Ck , ∇ξCk , and
∇ξD in the learning and removal processes. Each pixel value was probabilistically set
to 1 proportional to its intensity (Salakhutdinov and Murray (2008); Tieleman (2008)).
We first trained the RBM withM = 784 visible units and N = 500 hidden units using
PCD-1 with a batch size of 1, 000 and fixed learning rate λ = 10−2 . After 200, 000
18
Figure 3: The number of hidden units N (top), KLD (middle), and smallest removal
cost (bottom) are shown as functions of the number of removal steps. The 3 × 3 Bars-
and-Stripes dataset was employed. PCD-5 was used for block Gibbs sampling. Each
color corresponds to a different trial.
learning steps, we performed the removal processes starting from the same trained RBM
with a batch size of 1, 000 and a fixed parameter change rate, ν = 10−2 . In this case,
the typical value of σC′
k
/D at the first removal step is small, that is, σC′
k
/D ∼ 10−4 .
Thus, we employed C ′k + σC′k ≤ 0 as the removal criterion in order to quickly remove
hidden units under the restriction that they do not drastically decrease the performance.
As mentioned in section 2, the KLD cannot be evaluated, owing to unknown probability
q(v) and a large state space of the RBM. Thus, we employed an alternative evaluation
criterion, namely, the KLD of p(v) from empirical distribution of samples generated
19
Figure 4: The number of hidden units N (top), and KLD (bottom) are shown as func-
tions of the number of removal steps. The 3×3 Bars-and-Stripes dataset was employed.
PCD-1 was used for block Gibbs sampling. Each color corresponds to a different trial.
from the test set, qd(v) ,
D˜ ≡ DKL(qd||p)
=
∑
v
qd(v) ln qd(v) + lnZ
+
∑
v
qd(v)
[∑
i
bi vi +
∑
j
ln
(
1 + ecj+
∑
i vi wij
)]
, (28)
where Z is the normalization constant of p(v) and was evaluated by annealed impor-
tance sampling (AIS) (Neal (2001)). In the AIS, we used 100 samples and linearly
divided the inverse temperature from β = 0 to β = 1 into 10, 000 intervals. Since
the evaluation of Z by AIS takes a long time, we calculated D˜ at every 50, 000 step.
Between the intervals of evaluations of D˜ , we employed another evaluation criterion,
the reconstruction error, for reference. The reconstruction error, R , can be easily cal-
culated and is widely used to roughly estimate the performance of the RBM (Bengio et
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Figure 5: Two trials failed to keep the KLD in case of the PCD-1. Large fluctuations of
the KLD appear immediately (green) and sufficiently (blue) after node removal.
al. (2007); Hinton (2012); Taylor et al. (2007)):
R = − 1
S
S∑
α=1
M∑
i=1
[vαi ln v˜
α
i + (1− vαi ) ln(1− v˜αi )] , (29)
v˜αi =
ebi+
∑
j wij h˜
α
j
1 + ebi+
∑
j wij h˜
α
j
, (30)
h˜αj =
ecj+
∑
i v
α
i wij
1 + ecj+
∑
i v
α
i wij
, (31)
where α denotes the index of a mini-batch, and vα is a sample from the training set.
The progress of the removal processes is shown in Figure 7, and samples of visible vari-
ables at the beginning and the end of the removal processes are presented in Figure 8.
From the behavior of N , D˜ , and R in Figure 7, it can be found that in a realistic-size
RBM, our algorithm decreases the number of hidden units while avoiding a drastic in-
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Figure 6: The peaks after the 3, 000, 000th step (blue line) and before the 4, 000, 000th
step (cyan line) in Figure 4 are enlarged. These figures show that node removal slightly
decreases the KLD, and parameter updates immediately following removal caused in-
creases in the KLD.
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crease in the KLD 5. We stopped three removal processes after 800, 000 steps, and the
RBMs were compressed to N ∼ 400 . The number of removal steps is much larger
than that of the learning steps. However, this is not a defect of our algorithm, since our
motivation is not to quickly compress the RBM but to preserve its performance during
the removal process. As a reference for the performance of the compressed RBMs, we
trained the RBM with N = 400 using the same setting employed in the learning of the
RBM with N = 500 . The performance of this RBM was D˜ = 78.0 ± 0.3 (where ±
indicates 1σ confidence interval), which is almost the same performance of the RBMs
after the removal process. This result suggests that our algorithm does not harm the
performance, although we did not highly optimize the learning process for the RBMs
with N = 400 and N = 500 . The gradual increase of the upper side of C ′k in Figure 7
supports our intuitive explanation that the contribution of the remaining hidden units to
the performance increases in order to maintain the performance. Thus, also in this case,
an extremely long removal process can increase |ξ| and may lead to failure of Gibbs
sampling. Thus, the removal process should be stopped before a successive increase in
the KLD occurs. Since the KLD cannot be evaluated in large-size RBMs, we recom-
mend monitoring the change in performance by employing some evaluation criterion
used in the learning process in previous studies, e.g. the reconstruction error (Bengio
et al. (2007); Hinton (2012); Taylor et al. (2007)), the product of the two probabilities
ratio (Buchaca et al. (2013)), and the likelihood of a validation set obtained by tracking
5Fig. 7 shows that the increase of the reconstruction error does not mean the increase of the KLD.
However, it may be used as a stopping criterion which can be easily calculated.
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the partition functions (Desjardins et al. (2011)) 6 .
Figure 7: From the top to the bottom, the number of hidden units N , the KLD of p(v)
from qd(v) , the reconstruction error R , and the effective removal cost are shown as
functions of the number of removal steps. MNIST handwritten images were employed
as the dataset. Each color corresponds to a different trial. In the second panel from
the top, the width of the KLD represents 1σ confidence intervals, and the negative log-
likelihood (NLL),−l ≡ D˜−∑v qd(v) ln qd(v) , is also shown for the evaluation of the
performance together with D˜ .
6Tracking the partition function requires the parallel tempering for Gibbs sampling instead of CD or
PCD.
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Figure 8: MNIST images are shown at the start and ends of the removal processes. (a)
Samples of visible configurations at the 0th step of the removal processes. (b, c, d)
Samples of visible configurations at the 800, 000th step of the blue, green, and red lines
in Figure 7, respectively.
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5 Summary and discussion
In this paper, we aimed to decrease the number of hidden units of the RBM without
affecting its performance. For this purpose, we have introduced the removal cost of a
hidden unit and have proposed a method to remove it while avoiding a drastic increase in
the KLD. Then, we have applied the proposed method to two different datasets and have
shown that the KLD was approximately maintained during the removal processes. The
increase in the KLD observed in the numerical simulations was caused by the failure of
Gibbs sampling, which is also a problem in the learning process. The RBM has been
facing difficulties such as accurately obtaining expectation values that are computation-
ally expensive. Several kinds of Gibbs sampling methods have been proposed (Cho
et al. (2010); Desjardins et al. (2010); Hinton (2002); Salakhutdinov (2009); Tieleman
(2008); Tieleman and Hinton (2009)), which provide precise estimates and increase the
performance of the RBM. However, more accurate Gibbs sampling methods require a
longer time for evaluations. If expectation values can be precisely evaluated, then our
algorithm is expected be more effective. We expect that physical implementation of the
RBM (Dumoulin, Goodfellow, Courville, and Bengio (2014)) becomes an accurate and
fast method for their evaluation.
Finally, we comment on another application of the removal cost. If the representational
power of the system is sufficient, then an arbitrary hidden unit can be safely removed by
decreasing its removal cost. Hence, by repeatedly adding and removing hidden units,
entire hidden units of a system can be replaced. Such a procedure may be useful for
reforming physically implemented systems that are difficult to copy and must not be
26
halted.
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A Derivation of Eq. (13)
For convenience, we introduce two unnormalized probabilities, p∗(v,h) = e−E(v,h)
and p∗\k(v,h\k) = e
−E(v,h)|hk=0 . Then, we can obtain Ck as follows:
Ck = DKL(q||p\k)−DKL(q||p)
=
∑
v
q(v) ln
q(v)∑
h\k
p\k(v,h\k)
−
∑
v
q(v) ln
q(v)∑
h p(v,h)
= −
∑
v
q(v) ln
∑
h\k
p\k(v,h\k) +
∑
v
q(v) ln
∑
h
p(v,h)
= −
∑
v
q(v) ln
∑
h\k
p∗\k(v,h\k)∑
v′,h′\k
p∗\k(v
′,h′\k)
+
∑
v
q(v) ln
∑
h p
∗(v,h)∑
v′,h′ p
∗(v′,h′)
= −
∑
v
q(v) ln
∑
h\k
p∗(v,h)|hk=0∑
v′,h′\k
p∗(v′,h′)|hk=0
+
∑
v
q(v) ln
∑
h p
∗(v,h)∑
v′,h′ p
∗(v′,h′)
= −
∑
v
q(v) ln
∑
h\k
p∗(v,h)|hk=0∑
h p
∗(v,h)
+ ln
∑
v′,h′\k
p∗(v′,h′)|hk=0∑
v′,h′ p
∗(v′,h′)
= −
∑
v
q(v) ln p(hk = 0|v) + ln p(hk = 0) . (32)
Next, consider the simultaneous removal of several hidden units. Suppose tk = (k1, . . . , kr)
denotes the indices of the hidden units to be removed and define p\k(v) as the proba-
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bility distribution after removal of these hidden units. Following a similar calculation
above, we obtain the removal cost for several hidden units:
Ck ≡ DKL(q||p\k)−DKL(q||p)
= −
∑
v
q(v) ln p(hk1 = · · · = hkr = 0|v)
+ ln p(hk1 = · · · = hkr = 0) . (33)
In the case of the RBM, the first term of Eq. (33) can be simplified as
Ck = DKL(q||p\k)−DKL(q||p)
= −
∑
v
q(v)
r∑
α=1
ln p(hkα = 0|v)
+ ln p(hk1 = · · · = hkr = 0) . (34)
This removal cost can be used to minimize the size of the RBM. Suppose D0 is the
KLD to be preserved. If some set of parameters, ξ , satisfies Ck = 0 andD = D0 , then
the hidden units whose indices are k can be removed simultaneously without changing
the KLD. Furthermore, if one can find a set ξ that can remove as many hidden units
as as possible, then the size of the RBM is minimized. However, finding such a set of
parameters is difficult problem.
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B Change ofD andCk by the naive update rule, Eq. (14)
In this Appendix, we show that the naive update rule, Eq. (14), decreases both D and
Ck at O(|∆ξ|) . The change of D and Ck by Eq. (14) at O(|∆ξ|) are given by
∂D
∂ξi
∆ξi = −ν · θ
(
∂D
∂ξi
∂Ck
∂ξi
)
·
(
∂D
∂ξi
)2
, (35)
∂Ck
∂ξi
∆ξi = −ν · θ
(
∂D
∂ξi
∂Ck
∂ξi
)
· ∂D
∂ξi
· ∂Ck
∂ξi
. (36)
In the case of ∂D/∂ξi · ∂Ck/∂ξi ≥ 0 , Eq. (35) and Eq. (36) become
∂D
∂ξi
∆ξi = −ν ·
(
∂D
∂ξi
)2
≤ 0 , (37)
∂Ck
∂ξi
∆ξi = −ν · ∂D
∂ξi
· ∂Ck
∂ξi
≤ 0 , (38)
and in the case of ∂D/∂ξi · ∂Ck/∂ξi < 0 , Eq. (35) and Eq. (36) become
∂D
∂ξi
∆ξi = 0 , (39)
∂Ck
∂ξi
∆ξi = 0 . (40)
In both cases, Eq. (35) and Eq. (36) take non-positive values. Thus, this update rule
decreases bothD and Ck at O(|∆ξ|) .
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