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Resumen 
Hoy día la mayoría de los sistemas de control 
borroso se implementan en software usa.ndo pro-
cesadores y micro controladores digitales. Los 
diseños digitales programables son capaces de re-
solver muchos problemas de control, pero en sis-
temas de tiempo real, donde los señales de con-
trol tienen que cambiar en solo unos ciclos del 
reloj, la implementación hardware es la única so-
lución posible. 
En este artículo se presenta un diseño de VL-
SI hardware, basado en 1 ... técnicas de diseño 
analógicas usando trenes de pulsos. El diseño 
implementa todas las partes de un controlador 
borroso de alta velocidad. Se ha construido un 
chip de prueba en 1.5um eMOS. 
1 Introducción 
El uso de lógica borrosa tiene una larga histo-
ria, empezando en las primeras publicaciones de 
L.A.Zadeh [1] en 1986. No obstante, el uso de 
controladores borrosos ha aparecido solamente 
en los últimos años. Hoy día pueden encontrarse 
controladoréS borrosos en muchos campos, desde 
la robótica hasta la electrónica de consumo [24J, 
presentando en todos éstos campos la lógica bo.. 
llosa presenta una solución de alta eficiencia. 
El primer chip lógico-borroso fue diseñado por 
Togai y Wata.nabe [2]-[3], WIAIldo inovadores di-
seños digitales. Después Yamakawa [4}-[5] de-
sarrolló un Controlador borroso usando circui-' 
tos analógicos. En los últimos años se han si-
do propuestos [7J-[12J diseños utilizando amb"" 
técnicas, digital y analógica. En esta trabajo se 
presenta un diseño que utiliza un híbrido de las 
técnicas digital y analógica. 
El uso de circuitos analógicos es muy atrac-
tivo para VLSI borroso, ya que sencill"" cel-
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das anal6gicas permiten la implementación de las 
funciones necesarias para un controlador bollO-
so. Los circuitos analógicos son eficientes, usan 
poco silicio y permiten, con sencillez, el proce-
samiento en paralelo. Los circuitos digitales son 
robustos ya que no sufren los efectos del ruido ni 
la dispersión de propiedades a consecuencia del 
proceso de fabricación como en el caso de circui-
tos análogos. Sin embargo, en circuitos digitales 
las operaciones del controlador borroso usan mu-
cho silicio, yel procesamiento en paralelo es muy 
complejo. 
Se proponen técnicas de trenes de pulsos [13]-
[15] con el objetivo de superar las desventajas de 
circuitos analógico, las. En las técnicas de trenes 
de pulsos, los pulsos digitales representan valores 
analógicos en su frecuencia, ancho o fase. En este 
trabajo se usa la técnica de "pulse width madu-
lation" (PWM) usando el ancho de cada pulso 
para representar valores. El uso de PWM ha .¡-
do elegido por su velocidad, y su fácil aplicaci6n 
a las funciones de un controlador borroso. 
2 Estructura del controlador 
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Figura 1: Diagrama del controlador 
En figura 1 se muestran 108 bloques del contro-
lador borroso. El controlador usa el método de 
eorrelación-producto[16] para el proceso de infe-
rencia. La operación de y borrosa se implementa 
usando la operación MÍNIMO. Entonces el pro-
ceso de implementación de la regla i es: 
Regla j: Si "'1 es AH y ••• '11 "'r es Ar. 
ENTONCES 11 es C¡ 
Donde "'1 es la. entrada i, r es el numero de en-
tradas, y Ar¡ representa el grado de pertenencia 
a un conjunto borroso. 
Esto se implementa usando la expresión: 
= W¡ X el (1) 
Las funciones de pertenencia Ari se asumen 
triangulares, y para la salida se consideran pul-
sos unitarios (singlelons) con valor el centrados 
en Po,. La salida. de defuzzificador 11 se calcula. 
usando· el método de centroide, entonces: 
_EjwiXC¡ 
y - ",n 
i..1U!¡ 
(2) 
Donde n es la. numero de reglas en el controla.-
dar. Los valores de c¡ y el tamaño y posición de 
las funciones de pertenencia son programables. 
En éste diseño, hay tres fases de procesamien-
to, cada una de 500ns; la primera es de reset, 
donde los condensadores se descargan y se eva.-
luó el valor de pertenencia de cada entrada. En la 
segunda fase se ejecuta la multiplicación y adi-
ción de las reglas, y durante la última fase, se 
calcula y almacena el resultado. 
2.1 Generaci6n de las funciones de 
pertenencia 
En la figura 2 se muestra la estructura interna del 
·circuito pa.ra generar las funciones de pertenen-
cia, en la que se usa el "current mode approach" 
[17). En la figura 2 se puede ver como la co-
rriente Ji .. se resta de la corriente J",'d usando 
espejo de corriente. La corriente I""d especifica 
el centro de la función de pertenencia. La di-
ferencia se rectifica usando el circuito propuesto 
en [18] y se amplifica. Al resultado se le resta. 
la corriente de referencia. I",.~. El valor de 1" 
corriente final muestra el valor de pertenencia.. 
La corriente Imld Y la. amplificación del espejo de 
corriente se programa. digitalmente usando inte-
rruptores analógicos. El circuito puede generar 
una función de pertenencia triangular diferente 
para cada valor de I"'id y con la ganancia del 
espejo se especifica. el ancho. Un circuito similar 
ya ha sido usado antes en [19]. 
A partir de la. salida de corriente analógica, es 
necesario convertir 11 111 forma PWM. La corriente 
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I out se usa para cargar un condensar por un tiem-
pe fijo. Así se produce un tensión propercional 
a la intensidad. En el diseño se ha aprovechado 
el tiempo de carga para reiniciar el multiplicedor 
quedando así preparado para la próxima combi-
nación de las reglas. Durante la fase de multi-
plicación, se compara la tensión que representa 
la pertenencia con una señal de dientes de sie-
rra Vre1, y se genera un pulso se genera. durante 
el tiempo que v..! está por debajo de la. ten-
sión de pertenencia. Este pulso Vw; de la regla 
i es el valor en forma de PWM de 1o.,. El es-. 
pejo de corriente se usa para generar la señal de 
sierra, y calibrar así automaticalmente la señal 
para q~e un valor de máxima pertenencia pro-
voque un pulso de máximo ancho. El uso de un 
espejo produce una alta. robustez contra los pro-
blemas de variación en temperatura o fabricación 
sin necesidad de controles externos. 
CornoJas entradas al bloque de MíNIMO son 
todas en forma PWM, sincronizadas en su flanco 
de subida., una sencilla. puerta and basta para 
ejecutar la operación de MfNIMO. 
Para calcular la salida. del controlador en for-
mato 'escalar', hay que evaluar la expresión (2). 
Para ello hace falta un circuito que pueda im-
plementar multiplicación, adición y también di-
visión. Este proceso se <\Íecuta en dos pasos. 
2.2 Multiplicación y adición 
En la figura 3, se muestra el circuito de multipli-
cación. El circuito usa un amplificador de trans-
conductancia adaptado para PWM. El tamaño 
de la corriente JI en la figura 3 es proporcional El 
la tensión Vg;, y dura el Mcho de la. entrada. en 
PWM Vwl ' La multiplicación esta representada 
por la carga. transferida.. Las tensiones VgI son 
programadas a los valores de los singletons Ve;. 
Se ha incluido el tra.nsistor M 4 de la. figura 3 para 
reducir el ruido en las líneas de alimentación. 
También puede verse el circuito de adición, en 
figura 3. Aquí se usa un amplificador de bias 
dinámico (un inversor) y un condensador de in-
tegración. Usando un amplificador tM simple se 
da estabilidad al circuito, sin los problemas de 
compensación de un amplificador de más etapas. 
Al final de la fase de adición se muestra. la. salida 
del amplificador. Esta tensión es proporcional 
al valor EgiC¡ deseado. En orden a calcular 1 .. 
adición, la capacidad de C tiene que ser constan-
te, por tanto no se puede usar la. puerta de un 
transistor como condensador. 
Este diseño propuesto eD [14] ha sido usado an-
tes en redes neuronales. Un circuito de prueba, 
hecho en 1.5 pm eMOS ha mostrado que se pue-
d~ obtener una. alta. precisión usando poco área 
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Figura 2; Generación de funciones de pertenencia 
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Figura 3: Circuito de multiplicación y adición. 
de silicio [2(}j-[21]. 
2.3 Divisi6n 
La .multiplicación y adición se puede ejecutar de 
la forma descrita anteriormente, pero en la deru:.-
zificación, es la división la que resulta más difícil. 
Es posible implementar la división analógica de 
diversas formas: completamente analógica, apro-
ximaciones sucesivas O con trenes de pulsos. En 
la primera de ellas, dos amplificadores operacio-
nales están configurados para ejecutar la divi-
sión [25J-[27], mientras que con aproximaciones 
sucesivas, se repite la multiplicación para acer-
carse ala solución de manera progresiva. Por 
último, con la. utilización de trenes de pulsos 
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se aprovechan las propiedades de la: señal para 
ejecutar la división. En el chip de prueba di-
señado, están implementadas tanto las aproxi-
maciones sucesivas como la. división por trenes 
de pulsos. Esto permite la comparación entre los 
dos métodos. Aunque las aproximaciones sucesi-
vas tienen como ventaja el producir salidas digi-
tales y analógica a la vez, resulta ser un método 
lento. La utilización de trenes de pulsos resul. 
ta ser más rápida, pero debido a que el tiempo 
de división es corto, los errores motivados por el 
ruido y el retrllSo de IIIS señales pueden derivar 
en errores en el resultado. 
Figura 4: Circuito de división usando aproximación sucesiva 
2.4 División por aproximación su-
cesivo 
La figura 4 muestra el circuito de aproximacio-
nes sucesivas usando el circuito de multiplic .... 
cíón/adición de la figura 3. En el primer ciclo de 
inferencia, los multiplicadores reciben como en-
tradas el PWM de pertenencia y las tensiones Vgi 
representativas de los singletons Ve', almacenan-
do la salida K E W¡C¡. En los próximos ciclos, 
se aplica la entrada Vy alas puertas de todos los 
transistores Ml, l.e. Vel = Vy i = 1...n, siendo 
la salida: 
V. = Ky LW¡ 
En la lógica de aproximaciones sucesivas, se 
genera la entrada Vy que en m+ 1 ciclos converge 
a la solución de 2: 
KYLWI = K LW¡C¡ 
=>y = 
Ew¡c, (3) Ew¡ 
Hay que notar que el resultado no depende de 
la constante de integración K (que depende de 
valor de condensador el. Al final de m+ 1 ciclos, 
el controlador produce una señal de validación y 
el valor del resultado se puede loor tanto eu forma 
digital como analógica. 
2.5 División usando trenes de pul-
·sos 
Para ejecutar la división usaudo trenes de pulsos 
se usa el mismo circuito de la figura 3 es usado. 
Como antes, en el primer ciclo de una inferencia 
se almacena la salida en un condelll!ador Vwc• En 
el siguiente ciclo todos los singletons están pues-
tos al mismo valor, produciéndose a un tiempo t 
una. tensión Vwet en la circuito de adición, donde 
Vwc; es: 
(4) 
Donde", es una constante de proporcionalidad. 
Después de un tiempo T se llega a la teusión V",e: 
=>T (5) 
Doude K' es una nueva COlll!tante de pro-
porcionalidad, elegida para controlar el valor 
máximo de T. El circuito genera uu pulso que 
se mantiene en alto mientras Vtuc:1 es menor que 
Vwe • Así se produce un resultado por cada dos 
ciclos de reloj, resultando ser cinco veces más 
rápido que el método de aproximaciones sucesi-
vas. Internamente, un condensador esta cargado 
__ durante el tiempo T, de esta forma al final de la 
inferencia, el valor de salida esta disponible tanto 
. en la forma de_ tensión como de trenes de pulsos. 
3 Resultados simulado 
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Figura 5: Funciones de pertenencia producidas 
En la figura 5 Se muestra la respuesta transito-
ria de las funciones de pertenencia. uaudo cinco 
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de las posiciones programables. Para la simu-
laciones, se extrae el circuito directamente del 
diseño físico. Las curvas se reducen cambiando 
la entrada rápidamente entre O y 90uA en 90us 
(lA/s). Las curvas representa el rápido cambio 
de la salida en función de las entradas y la pro-
gramabilidad de la posición de las funciones de 
pertenencia. 
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Figura 6: Ondas al salida del defuz.ificador 
La figura 6 muestra. una simulaci6n del circui-
to delu •• ificador. En esta simulación se pueden 
ver las tres fases del circuito: carga de la capaci-
dad, comparación y reset. La defuzzificación se 
ejecuta cada dos ciclos, y en la figura 6 la salida 
toma los valores 0.2, 0.3 Y 004. 
4 Conclusiones y futuras 
líneas de investigación 
En la figura 7 se muestra el chip de prueba. ac-
tualmente en fabricación. El chip tiene dos en-
tradas, dieciocho funcionas de pertenencia pro-
gramables, nueve reglas y una salida. 
Se puede ver en la parte superior derecha la es-
tructura regular que contiene la parte analógica 
del controlador en su totalidad. El resto del chip . 
contiene la lógica de aproximaciones sucesivas, 
los registros digitales programable para la con-
ftgnración de las reglas y singletons y un inter-
faz al bus de un PC/XT. El tamaño y número 
de reglas de este chip junto con un reloj mas-
ter a 660KHz conseguirá aproximadamente 100 
KFLIPS en el modo de aproximaciones sucesivas, 
y 600 KFLIPS en el modo PWM. Se aplicará el 
chip al problema del control de una fuente r ..... 
nante [23, 22]. 
Figura 7: Chip de prueba 
Como el diBeiio usa ¡;". mismos circuitos para la 
división y la multiplicación, las principales fuen-
tes de errores son del tipo "dock feed-through" 
y de los retrasos y offset. de los comparadores. 
Estos errores 8011 normalmente sistemáticoa, pu-
diendo ser eliminados por medio de compensa-
ción extema, o en un proceso de aprendizaje irui-
tu. Próximos diseños incorporarán la capacidad 
de aprender. 
También se están estudiando métodos de im-
plementar todo el controlador usando técnicas 
exclusivamente analógicas. 
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