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Abstract 
Light-induced degradation of the carrier lifetime in silicon due to the formation of boron-oxygen defects has been 
investigated using photoluminescence measurements. A finite difference simulation method has also been created to 
test theoretical models of the factors controlling defect generation. Experimental photoluminescence data is compared 
with simulated results. It is found that the maximum defect density in both p- and n-type material can be described as 
a function of the hole density during degradation. 
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1. Introduction 
The long-established [1-2] phenomenon of light-induced degradation (LID) in silicon containing 
significant levels of boron and interstitial oxygen is attributed to BOi2 complexes, due to the dependence 
of the maximum defect concentration on [B] and [Oi]2 in B-doped Cz-Si [3-4]. Studies of the kinetics of 
LID indicate that there are two separate defects, one generated rapidly on a timescale of ~10s (FRC) and 
one generated more slowly on a timescale of ~104s (SRC) [5]. Experiments on p-type Si containing both 
B and P show a dependence of the final defect concentration on p0 rather than on [B] [6-7]. Based on this, 
FRC is theorized to contain a substitutional B atom and SRC an interstitial one. It has been found that in 
n-type B/P co-doped Si, the maximum defect concentration is independent of the majority carrier 
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concentration [8]. There is therefore as yet no unified model governing LID in both p- and n-type 
material. 
 
Nomenclature 
 
t  Elapsed time in s 
z  Vertical distance from sample front surface in cm 
ni  Intrinsic carrier concentration in cm-3 
p, n  Total concentration of holes/electrons in cm-3 
p0, n0  Equilibrium (zero-excitation) concentration of holes/electrons in cm-3 
  Excess carrier concentration in cm-3 
Cmaj,min  Majority/minority carrier concentration in cm-3 
[B],[P],[Oi] Concentration of boron/phosphorus/interstitial oxygen in cm-3 
Bbb  Band-to-band radiative recombination coefficient. Value [9] at 300K = 4.73 10-15cm3s-1 
  Minority carrier lifetime in s/arbitrary units 
Nt*  Normalized boron-oxygen defect density (units vary) 
D  Ambipolar carrier diffusion coefficient in cm2s-1 
P  Laser power in W 
G  Optical electron-hole pair generation rate in cm-3s-1 
SPL  Photoluminescence signal (units vary) 
gFRC,SRC  FRC/SRC generation rate coefficients in s-1  
AFRC,SRC  Activity of FRC/SRC defect in s-1 
ASAT(FRC,SRC) Maximum activity of FRC/SRC defect in s-1 
C1, C2, C3 Coefficients controlling variation of ASAT values with different parameters 
2. Theory 
The generation of defects during LID is governed by Equation 1 [7]. The saturated defect 
concentrations ASAT(FRC) and ASAT(SRC) may be governed by different parameters depending on the model 
used. In the case of samples where B is the only dopant element so that p0~[B], both are proportional to 
[B][Oi]2 under the established model. For p-type samples under low excitation p~p0, allowing the partial 
differential equation to be solved exactly for an exponential decay function (Equation 2). 
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Under conditions where p cannot be assumed to be equal to p0 (in particular, for n-type samples), the 
excitation level must be calculated as a function of the depth-dependent electron-hole pair generation rate. 
To calculate the steady-state excitation level as a function of position, Equation 3 must be solved. We 
have created a simulation program that uses finite difference methods to achieve this and calculate the 
average lifetime or PL signal as a function of time for given illumination conditions and sample 
parameters. The simulation method is described in more detail in a separate publication [10]. 
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3. Experiment 
3.1. Samples 
Samples made from two different Czochralski-grown ingots were used in this work: one (Ingot 1) 
doped only with B, and the other (Ingot 2) doped with both B and P to produce a mixture of p- and n-type 
compensated wafers. The dopant concentrations of the considered samples (measured using a 
combination of glow discharge mass spectrometry, inductively coupled plasma mass spectrometry and 
Hall effect measurements) are shown in Fig. 1a as a function of the fractional distance along the ingot 
(where 0 denotes the first solidified part). The majority carrier concentrations of the compensated samples 
(calculated by computing the Fermi level taking into account incomplete ionization) are also shown, as 
are the values of [Oi] measured using Fourier transform infrared (FTIR) spectroscopy in both sets.  FTIR 
measurements were carried out on the wafers from which the experimental samples were made; in the 
case of Ingot 2, [Oi] was measured from samples taken from different parts of the ingot and the values in 
the experimental samples extrapolated from a fit of the Scheil equation to the results. Ingot 1 also 
contained Ge in the concentration range 7 1019-2 1020cm-3 to reduce the oxygen concentration [11]; 
however, in the samples considered [Ge] was insufficient to reduce [Oi] relative to a reference ingot. 
 
 
Fig. 1. a) Dopant and interstitial oxygen concentrations in samples taken from Ingots 1-2; b) Minority carrier lifetime values. 
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The minority carrier lifetime values measured from both sets of samples using quasi-steady-state 
photoconductance decay (QSSPCD) [12] are shown in Fig. 1b. The recorded lifetime corresponds to an 
excitation level of 3 1015cm-3. Despite the lower doping concentration, the lifetime values in Ingot 1 
were lower than in most of the samples in Ingot 2; this is attributed to Fe contamination introduced by the 
Ge feedstock. The shorter lifetimes in the Ingot 1 samples contributed to the low excitation level which 
allowed PL results from these samples to be assessed using Equation 2. 
3.2. Photoluminescence 
PL measurements were carried out using continuous illumination from a 170mW infra-red laser diode 
(wavelength 808nm) producing a spot of diameter 1mm, a Horiba-Jobin Yvon imaging monochromator 
and a liquid nitrogen cooled Horiba DSS-IGA020L InGaAs photodiode connected to an amplifier and 
data acquisition system. The illuminating power was adjusted by placing neutral density filters between 
the laser and sample; settings ranging from full power down to 5mW were used. 
 
The signal measured at a wavelength of 1140nm (corresponding to the phonon-assisted band-to-band 
emission peak) was recorded and used as a measure of the total emission; calculations showed that this 
value is directly proportional to the area under the peak. The relative sample lifetime can be calculated 
from the PL signal as shown in Equations 4a-b; the relative defect concentration can then be estimated as 
Nt*=(1/ )-(1/ 0), where 0 is the lifetime calculated from the first data point. The first data point does not 
represent a completely defect-free sample due to the rapid generation of FRC; this is taken into account in 
Section 4.1 below when matching calculations to experimental data by setting the calculated Nt* equal to 
zero at the first data point (t=5s). 
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4. Results/Discussion 
4.1. B-doped samples 
Fig. 2a shows experimental Nt* data obtained from samples from Ingot 1. Calculated Nt* data can be 
fitted to these results as shown, where Nt*=AFRC+ASRC. AFRC and ASRC are given by Equation 2, with 
ASAT(FRC)=C1[B][Oi]2 and ASAT(SRC)=C2p0[Oi]2=C2[B][Oi]2. The decay rate constant values used to 
generate this data are gFRC=1.7x10-2s-1 and gSRC=4.0x10-5s-1. C1 and C2 are related by C2=6.25C1. 
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Fig. 2. a) Relative defect concentration values extrapolated from PL data for indicated samples from Ingot 1, compared with data 
calculated from Equation 2 using best-fit values of gFRC, gSRC, C1 and C2. b) Experimental PL compared with simulated data 
(normalized using values at 500s for each sample).  gFRC=1.7x10-2s-1, gSRC=4.0x10-5s-1, C1=4.0x10-49cm-9s-1 and C2=2.5x10-48 cm-9s-1. 
These parameters can be used in the LID simulation program to generate PL signal values which 
follow the trends seen in experiment very closely. Fig. 2b shows the results for the same PL experiments 
discussed above; the simulated PL decay curves match the experimental ones to a high degree of accuracy 
when normalized using the value at 500s for each sample. If the simulated values are not normalized in 
this way, the decay curve shapes match but the relative maximum and minimum signal values do not. 
This is attributed to the effect of uncertainty in the measured starting lifetime values which were used in 
the simulation (Fig. 1b). 
4.2. Compensated samples 
PL decay data was obtained using a laser power of 34mW in p- and n-type samples from Ingot 2. Due 
to the higher excitation level and different sample properties, the assumption that p=p0 is not valid in the 
majority of samples in these experiments. As a result, the Nt* data could not be duplicated using Equation 
2. The simulation program was used to generate PL signal data using the values of gFRC and gSRC 
established in Section 4.1. Different values of C1 and C2 were tested and those giving the best overall fit 
to the experimental data were selected; the results are shown in Figs. 3a-c. For Fig. 3a and 3c, the 
simulated PL signal values were adjusted to fit on the same axes as the experimental ones using the 
values recorded after 500s for the sample at fraction 0.31 (i.e. all values were divided by the simulated 
value at 500s and multiplied by the experimental value at 500s for this sample). The simulated Nt* values 
shown were derived from these adjusted PL signal values. In Fig. 3b, the simulated PL data for each 
sample was normalized against the experimental value at 500s in the same way as in Fig. 2b. 
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Fig. 3. Results of  PL experiments on samples from Ingot 1 at a laser power of 34mW, compared with simulated data (gFRC=1.7x10-
2s-1, gSRC=4.0x10-5s-1, C1=1.8x10-50cm-9s-1 and C2=5.6x10-47 cm-9s-1; ASAT(SRC)=C2p0[Oi]2 ) . a)  PL signal values and associated Nt* 
values after 500s illumination; b) Normalized PL decay data for selected samples; c) Nt* data for selected samples.  
 The simulated data in Figs. 3a-c agrees with experimental data for some samples (producing correct 
relative signal and defect concentration values and similar decay rates) but deviates from observed trends 
in the case of the most heavily compensated p-type samples. The predicted relative defect concentration 
in the sample closest to the transition between p- and n-type material is ~4 times lower than in experiment 
(Fig. 3c), and as a result its decay curve is significantly shallower than the experimental one in Fig. 3b. 
This results in a final PL signal value that is higher than that predicted for the n-type samples (Fig. 3a), in 
contrast to experiment where the final signal value increases continuously along the length of the ingot. 
These discrepancies suggest that the model of ASAT(SRC)  being dependent on the equilibrium majority 
carrier concentration is flawed. 
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Fig. 4. Results of  PL experiments on samples from Ingot 1 at a laser power of 34mW, compared with simulated data (gFRC=1.7x10-
2s-1, gSRC=4.0x10-5s-1, C1=1.8x10-50cm-9s-1 and C3=5.6x10-47 cm-9s-1, ASAT(SRC)=C3p[Oi]2) . a)  PL signal values and associated Nt* 
values after 500s illumination; b) Normalized PL decay data for selected samples; c) Nt* data for selected samples. 
 Figs. 4a-c show the results of repeating the simulation with the same values of the LID parameters but 
with ASAT(SRC) given by C3p[Oi]2  i.e. the maximum SRC concentration used in Equation 1 depends on 
the excitation level. This model reverts to the original one when p~p0 (as in the case of the samples in the 
previous section). Simulations using the new formula give significantly more accurate results  the 
relative final defect concentration and PL signal in the majority of the samples (in particular, the highly 
compensated ones which the older model failed to predict the behaviour of) now agree closely with 
experiment, and the decay curve shapes are similar for all of the selected samples. 
 
PL results measured at a higher illuminating power (170mW) are presented in Figs. 5a-c, compared 
with simulations using the same model for ASAT(SRC) used for Figs. 4a-c. The degree of agreement between 
experiment and simulation is lower than for the results at 34mW, but the main experimental trends are 
followed, particularly the relative final signal and defect concentration in the highly compensated samples 
(Fig. 5a). (When experiments at 170mW were modelled using the original model used in Figs. 3a-c, the 
same discrepancies with experiment were seen.) The simulations predict a much faster rate of degradation 
than is seen in experiment, resulting in overly steep decay curves (Fig. 5b-c). This is attributed to effects 
of high excitation which the simulation does not account for: in particular, Auger recombination will 
reduce the sample lifetime at high excitation, whereas in the simulation the lifetime is always constant 
except for the effects of LID. This results in an excessively high carrier concentration in the simulation, 
which produces an elevated degradation rate. The lower value of C3 required to match the simulation to 
experiment for the higher laser power may also reflect this incorrectly high excitation level. 
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Fig. 5. Results of  PL experiments on samples from Ingot 1 at a laser power of 170mW, compared with simulated data (gFRC=1.7x10-
2s-1, gSRC=4.0x10-5s-1, C1=1.8x10-50cm-9s-1 and C3=1.8x10-47 cm-9s-1, ASAT(SRC)=C3p[Oi]2) . a)  PL signal values and associated Nt* 
values after 6000s illumination; b) Normalized PL decay data for selected samples; c) Nt* data for selected samples. 
In addition, the values of C1 and C2 or C3 which give the best fit to experimental data for the co-doped 
samples differ significantly from those fitted to experiment for the B-doped samples in the previous 
section. There are several possible explanations for this, including: 
 
 Differences in properties between the two sets of samples not taken into account in the simulation 
(such as variation of lifetime with excitation level).  
 Ambiguities in the simulation; it is possible to achieve a reasonable fit to experiment using a range of 
values, since the experimental data does not show the entire decay process from t=0 to total saturation 
of both defects.  
 The parameters controlling ASAT(FRC) in co-doped material are less well understood than the behaviour 
of SRC, since FRC is generated rapidly in these samples and becomes saturated within the timeframe 
of the first few data points. 
 
 It is hoped that future work will be able to determine the coefficient values governing the saturated 
defect concentration more consistently by observing the early stages of decay to gain more accurate 
information about the FRC defect and measuring lifetime more directly from PL data. 
5. Conclusions 
Photoluminescence data has been used to obtain information on the kinetics of light-induced defect 
generation in B-doped Si. Generation rate parameters derived from low-injection data on p-type samples 
were inserted into a finite difference simulation to investigate the behaviour of p- and n-type co-doped 
samples. It was found that the existing model of LID, where the maximum concentration of the slow-
generated defect SRC is dependent on the equilibrium majority carrier concentration, could duplicate PL 
data in some of these samples using the previously obtained generation rate constants. However, the 
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predicted relative defect concentration was much too low in samples in the more heavily compensated 
region of the co-doped ingot. Results which agreed more closely with experiment could be obtained via a 
model of LID where the maximum concentration of SRC depends on the total hole concentration. 
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