We investigate submanifolds M with parallel second fundamental form in a Riemannian symmetric space N . If the submanifold M is even extrinsically symmetric in N , then the situation has been investigated by many authors before and is completely understood. Our first observation is that there is an intrinsic property of the second fundamental form (called "1-fullness of M "), which distinguishes full, extrinsically symmetric submanifolds from arbitrary parallel submanifolds. For a full, extrinsically symmetric submanifold we consider the pull-back bundle T N |M and we calculate explicitely its holonomy Lie algebra; this Lie algebra measures "how much of the curvature of N lies on the submanifold M " (in the sense of the Theorem of Ambrose/Singer). We also ask under which conditions a parallel submanifold of N is extrinsically homogeneous, therefrom we derive the following result: If both M and N are irreducible symmetric spaces, where M is additionally simply connected and the connected component of the isometry group of M contains its geodesic symmetries, then a full, parallel immersion f : M → N is either curvature isotropic or f (M ) is a 2-symmetric submanifold of N and f : M → f (M ) is a covering.
Overview
A submanifold M of a simply connected Riemannian symmetric space N is called parallel if its second fundamental form is parallel; it is called extrinsically symmetric in N if for each p ∈ M there exists an isometric involution σ ⊥ p of N which leaves M invariant, satisfies σ ⊥ p (p) = p and T p σ p is the linear reflection in the normal space ⊥ p M (see Section 2.4). Extrinsically symmetric submanifolds of symmetric spaces where classified by H. Naitoh and others, see in particular [BENT] . In this case M is parallel, but the converse is not true, even if M is full in N (see Section 2.2.1). However, it is known that a parallel submanifold of N is intrinsically a locally symmetric space (see Prop. 1). Parallel submanifolds in the euclidian space R n and the sphere S n were classified by D. Ferus, see [F] . E. Backes and H. Reckziegel in [BR] and Takeuchi in [Ta] extended the classification to the ambient hyperbolic space H n . Parallel Kähler submanifolds in the complex projective space CP n were classified by H. Naitoh in [N2] , for totally real parallel submanifolds M n ⊂ CP n see [N1] and for parallel submanifolds in the complex hyperbolic space CH n see [Ko] . Parallel submanifolds in HP n and HH n were classified by K. Tsukada in [Ts4] ; for a classification in the Caley-plane OP 2 resp. in its non-compact dual OH 2 see [Ts3] . But there is not much known so far about parallel submanifolds in general, if the ambient symmetric space N is of higher rank.
It is suitable for us to view the second fundamental form h of M as a 1-form on M (then denoted by h) with values in the vector bundle so(T N |M ) (Equation (15)); because this 1-form encodes the dynamics of the tangent planes T c(t) M along a curve c (Equation (43)). Using more intrinsic properties of the curvature tensor of N along M (Proposition 2) we will see in Section 3 that for an arbitrary parallel submanifold M the first normal spaces ⊥ 1 p M are curvature invariant in N (Corollary 1). Thus if the submanifold is even 1-full (see Def. 3), then it is already extrinsically symmetric in N by a result of Strübing and Naitoh (Theorem 3) . Conversely, in Section 4 we will see from the classification of full, extrinsically symmetric submanifolds in symmetric spaces that these submanifolds are always 1-full (see Section 4.3). Hence we get our first result, which seems to be new:
Theorem 1. A submanifold M of an irreducible symmetric space N is extrinsically symmetric and full if and only if M is a complete, parallel and 1-full submanifold of N .
On knows that in an irreducible Hermitian symmetric space N there do not exist full, parallel, Kähler-submanifolds except for N = CP n (see [Ts1] ); and there do not exist totally complex, full, parallel submanifolds of Kählerian type in a quaternionic-Kähler symmetric space N of non-vanishing scalar curvature unless N = HP n (see [ADM] ).
It is an open question so far whether there exist higher dimensional examples of full, parallel submanifolds in an irreducible symmetric space N which are not 1-full and therefore not extrinsically symmetric; the main problem seems to be that it is (in general) not possible to "reduce its codimension" (in the sense of Theorem 4), since the second osculating space O p M (see (19) ) of a parallel submanifold is not always curvature-invariant.
In Section 5 we use the local properties of the second osculating bundle OM ⊂ T N |M derived in Section 3 to get a deeper insight into its geometric structure, if M is simply connected, complete and parallel in N . For an extrinsically symmetric submanifold it is quite clear that its symmetries σ ⊥ p (p ∈ M ) induce ∇ N -parallel involutions on the pull-back bundle T N |M via their differentials T σ ⊥ p . But even for a parallel submanifold M ⊂ N we will see that OM is a ∇ N -parallel vector subbundle of T N |M which always admits certain ∇ N -parallel vector bundle involutions which serve as a substitute for T σ ⊥ p (see Theorem 8 and Example 9).
These observations have implications on hol(OM ), the holonomy Lie algebra of OM with respect to the linear connection induced on OM by ∇ N and some base point o ∈ M . In Section 6 we consider the splitting hol(OM ) = hol(OM ) + ⊕ hol(OM ) − with respect to the natural Z 2 -grading on the Lie algebra so(O o M ) induced by the splitting
o M (Lemma 15). We find that for each x ∈ T o M the endomorphism h(x) belongs to the normalizer of the Lie subalgebra hol(OM ) ⊂ so(O o M ) (Lemma 16) and can describe hol(OM ) using only terms of h and the curvature tensor R N at the point o ∈ M (see Theorem 9).
As an "application" of the previus results, in Section 7 we calculate hol(T N |M ) explicitely for the full, extrinsically symmetric submanifolds * , where we distinguish between ambient spaces of rank one (Section 7.1) and of higher rank (Section 7.2). The results of my calculations are listed in Examples 10 -13. One should notice that always the Lie subalgebra hol(T N |M ) ⊂ hol(N ) (the latter denotes the holonomy Lie algebra of the ambient space N ) is surprisingly large; I tend to say: it is as large as possible (Lemma 19 shows that hol(T N |M ) = hol(N ) is not possible in general).
In Section 8 we will consider "extrinsically homogeneous submanifolds", i.e. submanifolds which are the orbit under a suitable Lie group of isometries on N . In Section 8.4 we introduce a distinguished class of extrinsically homogeneous submanifolds, called "equivariantly embedded submanifolds" (Definition 13), which have a certain relation to 2-symmetric submanifolds (Lemma 22). Given a "formal 2-jet" (o, W, b) as at the beginning of Section 8.4.1, one can decide whether there exists a full, parallel, equivariantly embedded submanifold M ⊂ N with o ∈ M , T o M = W and h o = b (Theorem 10); the same problem for arbitrary parallel submanifolds was solved in [JR] . However here a crucial role is played by the existence of a Killing vector field X (depending on x ∈ W ) whose covariant derivative at o is related to the linear map b(x, ·) (Equation (123)). This enables us to characterize those parallel immersions f : M → N by means of their 2-jet at one point, which are coverings of parallel, equivariantly embedded submanifolds of N (Theorem 11). Furthermore, Proposition 12 shows a possibility how to obtain full, parallel, equivariantly embedded submanifolds which are not extrinsically symmetric; I conjecture that this is a way to obtain new examples of parallel submanifolds.
On the base of the preceeding results, I can proof the following theorem, which also seems to be new:
Theorem 2. Let f : M → N be a full, parallel isometric immersion from a simply connected, irreducible Riemannian symmetric space M with dim(M ) > 2 into a Riemannian symmetric space N of either compact or non-compact type, whose metric is given by a multiple of the Killing form. Then exactly one of the following assertions is true: (a) f (M ) is extrinsically homogeneous in N and f : M → f (M ) is a covering.
(b) f is curvature isotropic (i.e. ∀p ∈ M, ∀x, y ∈ T p M : R N (T p f x, T p f y) = 0). Section 9 is devoted to the proof of Theorem 2; for it we use the following strategy: To be able to apply Theorem 11, it is enough to show that the image of h o is contained in hol(OM ) (Corollary 5). Provided that dim(M ) > 2, we are able to use arguments based on Schur's Lemma (and its generalization over the real numbers, see Section 9.2) which imply that the main hypothesis of Theorem 11 is true, if the holonomy Lie algebras of both M and the symmetric space M ⊤ := exp N (T o M ) act irreducible on T o M (Theorem 12). But using certain relations between these two holonomy representations we can drop our assumptions on the holonomy representation of M ⊤ provided that the sectional curvature of M ⊤ does not vanish identically (Proposition 17).
Moreover, in Case (a) there even exists a Lie group homomorphismf : I(M )
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Preliminaries 2.1 Notation
Let N be a simply connected Riemannian symmetric space, with Levi Civita connection ∇ N and cur- N (V ) ⊂ N (where exp N denote the exponential spray defined on T M ) is a totally geodesic submanifold due to a result of Cartan. Notice that if N has constant curvature, then every V is curvature invariant. Always M ⊂ N will denote a proper, connected submanifold of N and ι M : M → N the inclusion map; only to keep the notation as simple as possible I will restrict the presentation to submanifolds M ⊂ N , where this is possible without loss of generality. For M ⊂ N let ⊥M denote the normal bundle of M , h its second fundamental form and S : T M ⊕ ⊥M → T M, (x, ξ) → S ξ (x) the shape operator. On ⊥M there is induced a connection ∇ ⊥ with curvature tensor R ⊥ . The equations of Gauß and Weingarten
I(N ) will denote the Lie group of isometries on N (see [Kl] ), I(N ) 0 its connected component and i(N ) the corresponding Lie algebra. Let Ad : I(N ) → Gl(i(N )) denote the adjoint representation. Then it is known that ad : g → gl(i(N )), X → [X, · ] is its linearization. For each X ∈ i(N ) we have the corresponding one-parameter subgroup ψ X t := exp(t X) of isometries on N ; the corresponding "fundamental vector field" X * on N (in the sense of [KN] ) defined by
is a Killing vector field on N such that ψ X t (t ∈ R) is the flow of X * . By the map X → X * the vector space i(N ) is identified with the Lie algebra of Killing vector fields on N ; but one should be aware that
where the bracket on the l.h.s. is the Lie bracket for vector fields and on the r.h.s. is the bracket of i(N ).
The geodesic symmetry at p ∈ N will be denoted by σ N p . For each geodesic γ of N we have the one-parameter subgroup in I(N ) of "transvections along γ", given by
Then one knows (see [BCO] , p. 305)
and
Let o be an origin of N , K ⊂ I 0 (N ) the isotropy group and i(N ) = k ⊕ p the Cartan decomposition with respect to o. For each X ∈ i(N ) we denote by X k and X p the projections of X onto the two factors, respectively. The projection ( · ) p can also be described as follows: The linear map
hence π 1 |p induces an isomorphism p ∼ = T o N . Its inverse Γ : T o N → p can be characterized by the relation
where γ is the geodesic line of N with γ(0) = o andγ(0) = v; therefore γ will be called the "transvection map" of N at o. In order to describe geometrically also the projection map ( · ) k we introduce for each vector field X ∈ i(N ) the covariant derivative ∇X * , which is a skew-symmetric tensor field on N ; hence we may define
Then according to [KN] , p. 245 we have for each X ∈ i(N ):
In particular, for each X ∈ k the skew symmetric endomorphism π 2 (X) generates the one parameter subgroup t → T o Ψ X t ; hence π 2 |k is the linear isotropy representation of N at o. Proof for (8). Let Y ∈ i(N ) with π 1 (Y ) = u and consider the "variation" 0) ). Therefore, using the structure equation for the torsion due to Cartan,
Moreover one knows the following:
Then ad p : k → so(p) defined by ad p (X) := ad(X)|p : p → p and π 2 |k are faithful representations of the Lie algebra k describing both the same representation of k (up to the identification p ∼ = T o N ). Furthermore, according to [He] , Ch. IV §4 Theorem 4.2. , the curvature tensor R N is given at o
Moreover, according to [He] , Ch. V §4 Theorem 4.1. we have
In other words, a one-parameter subgroup t → exp(t A) ⊂ SO(T o N ) is induced by a one-parameter subgroup t → ψ X t ∈ K if and only if A belongs to l.h.s. of (12). More generally, the Theorem of Cartan/Ambrose/Hicks states that a linear isometry F : T 0 N → T pÑ between the tangent spaces of two simply connected symmetric spaces is induced by an isometry f : N →Ñ if and only if F R N (x, y)z = RÑ (F x, F y)F z for all x, y, z ∈ T o N . For more details cf. the appendix of [BCO] or [KN] .
Parallel submanifolds
On the vector bundle L 2 (T M, ⊥M ) there is an induced connection ∇ , often called Van der WaerdenBortolotti connection.
Example 1 (Extrinsic circles). A unit speed curve c : J → N is parallel if and only if it satisfies the equation
for some constant κ . For κ = 0 these curves are geodesics; otherwise, due to Nomizu and Yano in [NY] , c is called an extrinsic circle. One can show that for any pair (u, v) ∈ T p N × T p N with u = 1 there exists a unique solution c of (13) defined on the whole real line withċ(0) = u, ∇ N ∂ċ (0) = v . It is obtained as the envelopment of some straight line or some circle in T p N , see also [JR] .
(c) If M is a complete, simply connected, parallel submanifold, then M is a symmetric space.
(d) h satisfies a second order tensorial property known as "semiparallelity": For all x 1 , x 2 , y 1 , y 2 , y ∈ T p M we have
Proof. (a) follows from the Codazzi Equation.
For the proof of (b) one needs assertion (a) and the curvature equation of Gauß; for more details see [Ts1] . If M is simply connected and complete, it is even globally symmetric due to a result known as the "Theorem of Cartan/Ambrose/Hicks". The proof of Equation (14) is straightforward, see for example [Ts1] , or [F] .
Remark 1. In [JR] we have proved the following result: If M ⊂ N is a (not necessary complete) parallel submanifold, then there exists a simply connected Riemannian symmetric spaceM , a parallel isometric immersion f :M → N and an open subset U ⊂M , such that f |U : U → M is covering. As I do not want to emphasize too much on the difference between isometric immersions and submanifolds, let me loosely say that all parallel submanifolds can be "extended" to complete, parallel submanifolds; possibly with self intersections.
To give the reader a feeling for parallel submanifolds let me present Example 2. The following is a list of all complete, parallel surfaces in R 3 :
• the spheres,
• the cylinders
• and the 2-planes.
Proof. It is clear that the second fundamental form of these surfaces is parallel. In the other direction, let M ⊂ R 3 be a complete, parallel surface. I claim that for a point p ∈ M and a unit normal vector ξ of ⊥ p M the eigenvalues κ 1 , κ 2 of the shape operator S ξ are of the following form: Either κ 1 = κ 2 , or κ 1 · κ 2 = 0. To see this, suppose that κ := κ 1 ·κ 2 = 0. Then, by the curvature equation of Gauß, for a positive oriented orthonormal basis of corresponding eigenvectors z 1 , z 2 of T p M we have R M (z 1 , z 2 ) = κ · J = 0, where J denotes the rotation by π/2 on T p M . By means of Equation (14) (note that R ⊥ = 0 for a surface in R 3 ) we have ∀x, y ∈ T p M : h(Jx, y) + h(x, Jy) = 0 ;
i.e. h is invariant by the S 1 -action on T p M generated by J, hence S ξ is a multiple of the identity. Thus the possible symmetric 2-tensors that can occur as the second fundamental form of a parallel surface in R 3 correspond to the given examples. The rigidity of parallel submanifolds (see [S] or [JR] , page 62) says that a complete parallel submanifold is determined by its tangent space and its second fundamental form at one point, which finishes the proof .
The one form h
Definition 2. For each p ∈ M , x ∈ T p M let h(x) be the linear map on T p N defined by
Note that h and h are equivalent objects, as both can be reconstructed from each other. The equations (1) of Gauß and Weingarten can formally be combined to
For a parallel submanifold the curvature equations of Gauß, Codazzi and Ricci can be formally combined to
2.2 The first normal space ⊥ 1 p M and the second osculating space O p M For each p ∈ M let me introduce the first normal space
and the second osculating space
Then we have
It is straightforward to prove
Fullness and 1-fullness
The following definition is due to K. Tsukada. The only "if part" of Theorem 1 does not remain true, if we replace "1-full" by "full", as is shown by Example 3. In CP 2 there exists a full, parallel submanifold M which is not 1-full. Moreover, neither the normal spaces nor the second osculating spaces O p M are curvature invariant.
Proof. I will prove the existence of a distinguished extrinsic circle with the described property, see Example 1 . For p := (1 : 0 : 0) ∈ CP 2 let u, v ∈ T p CP 2 be two vectors with u = 1 and the property that {u, v} R is neither a totally real nor a complex linear space. Then there exists an extrinsic circle c : R → N with the initial conditionsċ (0) = u and ∇ N ∂ċ (0) = v . Suppose thatN ⊂ CP 2 is a totally geodesic submanifold such that M ⊂N . Thus T pN is a curvature invariant linear subspace with T p M ⊂ T pN . As all curvature invariant linear subspace of CP 2 are either totally real or complex, it follows that T pN = T p CP 2 by construction of M ; thus M ⊂ CP 2 is full. The last statement follows, because O p M = {u, v} R holds.
The canonical splitting of T N|M and O(M)
The following notation will turn out to be useful. For a euclidian vector space V and a subspace W ⊂ V let
Then the following is easily proved:
(c) The rules for Z/2Z graded Lie algebras hold, i.e.
For a submanifold M ⊂ N and each p ∈ M we can apply this construction with W = T p M and V = T p N resp. V = O p M ; then we obtain the induced splittings so(
Moreover, if so(O p M ) is seen as a Lie subalgebra of so(T p N ) in a natural way:
then we have
(c) ⊥ p M is a curvature invariant subspace of T p N if and only if
(d) Equation (14) is equivalent to
Proof. Statement (a) follows from Lemma 1, whereas (b) and (c) are obvious. For (29) note that both sides of this equation are elements of so(T p N ) − . Thus by Lemma 3 (b) it is enough to verify that (29) holds on T p M . For this let x ∈ T p M be given; then (17) implies:
by (17); now use (14) .
Split-parallel displacement
Definition 4 (split-parallelity). For a submanifold M ⊂ N the split connection is by definition the connection
is parallel with respect to the split connection .
For a curve c : J → M with 0 ∈ J put p := c(0) and let φ c (t) t∈J denote the family of linear isometries φ c (t) : T p N → T c(t) N characterized by the following properties:
This family is called split-parallel displacement along c . Thus a section V of T N along c is split-parallel if and only if ∀t ∈ J :
Lemma 4. If in the situation of Definition 4 M ⊂ N is parallel, then for each x, y ∈ T p M we have:
Proof. (b) follows by definition of the parallelity of the second fundamental form. For (c) note that both sides of Equation (32) are elements of so(T c(t) N ) − , because of Example 4 and since φ c (t) maps the splitting
is a consequence of (31) and Lemma 3 (b).
Extrinsically symmetric submanifolds
Definition 5. A submanifold M of a symmetric space N is called extrinsically symmetric, if for every point p ∈ M there exists an isometry σ
is unique (if it exists) and will be referred to as the extrinsic symmetries of M . Thus if the ambient space is the euclidian space V , then a submanifold is extrinsically symmetric in V if and only if it is invarinat under the affine-linear reflection in the normal spaces ⊥ p M .
Proof. Although Lemma 5 is well known, I will give a proof since I will need the same arguments later on. As σ := σ ⊥ p is an isometry of N with σ(M ) = M , it follows that for all x, y, z
and therefore∇h = 0 .
Parallel versus extrinsically symmetric
Theorem 3 (Strübing-Naitoh-Eschenburg) . For every submanifold M ⊂ N the following is equivalent:
• M is extrinsically symmetric in N .
• M is a complete parallel submanifold of N such that all normal spaces are curvature invariant.
• M is a complete, parallel submanifold of N , at one point o ∈ M the normal space ⊥ o M is curvature invariant and
Therefore in spaces of constant curvature every complete parallel submanifold is extrinsically symmetric.
For a proof see [N3] , [E1] . In particular, the last theorem shows that the full, parallel submanifold of CP 2 presented in Example 3 can not be extrinsically symmetric. Proof. A particular example for parallel submanifolds are geodesic lines, see Example 1. Suppose that all complete geodesic lines would be extrinsically symmetric. Then by Theorem 3 for each p ∈ M any linear hyperplane of T p N is curvature invariant (since it can be realized as the normal space of some geodesic through p). Due to a result of Cartan, N is a space of constant curvature, see [Ts2] .
A complete, parallel submanifold of higher dimension which is not extrinsically symmetric is given in the following Example 5. Let RP n be canonically embedded in CP n and M an extrinsically symmetric, proper submanifold of RP n . Then M is parallel in CP n , but not extrinsically symmetric in CP n .
Proof. Of course M is also parallel in CP n . On the other hand the normal spaces ⊥ p M (p ∈ M ) are neither complex nor totally real. It is well known that therefore they are not curvature invariant. Thus M is not extrinsically symmetric in CP n by Theorem 3.
2-symmetric submanifolds
Definition 6. M ⊂ N is called 2-symmetric, if for each p ∈ M there exists an involution σ p ∈ I(N ) with σ p (M ) = M and T p σ p |T p M = −Id (see [BCO] , p. 212). σ p will be denoted as an "extrinsic reflection" of M at p.
Obviously a 2-symmetric submanifold of N is intrinsically a symmetric space and every extrinsically symmetric submanifold is 2-symmetric. In general a 2-symmetric submanifold will not be parallel; see [BCO] p. 213 for an infinitesimal characterization of 2-symmetric submanifolds in a space of constant curvature.
Local properties of the second osculating bundle
For the rest of this section 3 the submanifold M ⊂ N is always assumed to be parallel. 
Proof. (a) and (b) are straightforward, (c) is proved using Part (b) of Proposition 1, (14) and (36). (d) is again straightforward, whereas (e) follows from Part (b) of Proposition 1 and (c), applying also the curvature equations of Gauß and Ricci.
The first-order ODE for the split-parallel transport
Reformulating Lemma 3 of [JR] we get for a parallel submanifold M ⊂ N Proposition 3. In the situation of Definition 4 let X denote the backward parallel transport of the velocity vector fieldċ
Then the function
solves the linear differential equation
3.1.1 An invariance property of R N Equations (37) and (38) imply for a curve c : J → M as above:
moreover by means of (26) and (43) we have
Lemma 7. In the situation of Proposition 3 for any choice of vectors
and the following two equalities hold:
Proof. By the ∇ N -parallelity of R N , (30) and (e) of Proposition 2 we have
The result follows with (44) .
3.1.2 Split-parallel transport along a broken geodesic
(b) We also can construct µ c as in Proposition 3 if we only assume that c is continuous and piecewise differentiable; but then µ c also will only be continuous and piecewise differentiable. Now let c be the broken geodesic γ (x,y) : [0, 2] → M (for some x, y ∈ T p M ) characterized by
withỹ := (
Proof. For (a): Here the function X(t) of Equation (41) is constant equal to x; therefore the solution of (43) is the one parameter subgroup given by (48). For (b): Let φ c , φ x , φỹ denote the split-parallel displacement along c = γ (x,y) , γ x , γỹ, respectively. According to Equations (42) and (32) we obtain for all t ≥ 1
One knows that for A, B ∈ so(T p N )
Lemma 8. For arbitrary p ∈ M , x, y, z, z 1 , z 2 ∈ T p M and v ∈ O p M we have:
Note that Equation (53) holds for all x, y, z, v ∈ T p N if there exists X ∈ k with π 2 (X) = h(x), see (12).
Proof. To derive Equation (53) let γ : J → M denote the geodesic withγ(0) = z. Then µ γ (t) = exp(t h(z)) holds by Equation (48); therefore (53) follows by taking the derivative
on both sides of Equation (47), according to Equations (51) and (52) (with A = h(x)).
To derive Equation (54) † let (s, r) ∈ R × R be fixed elements and c be the broken geodesic γ (sz1,rz2) : [0, 2] → M described in Equation (49). Then µ c satisfies µ c (2) = exp(s h(z 1 )) • exp(r h(z 2 )) =: f (s, r); according to (50) Equation (47) gives
(54) follows now by taking the derivatives ∂ ∂r ∂ ∂s r=s=0
on both sides of this equation.
On the curvature invariance of the first normal spaces
Proposition 4. For arbitrary p ∈ M , x, y ∈ T p M and v ∈ O p M the following equation holds:
More over for each ξ, η ∈ ⊥ 1 p M the curvature endomorphism
has the following property:
Proof. Let us first verify Equation (55) . By (54) we have on
and furthermore (using twice (51) and the symmetry h(y, x) = h(x, y)):
Equation (55) follows. For the proof of (56) it is enough to assume that there exist x, y ∈ T p M with ξ = h(x, x), η = h(y, y), since h is symmetric. Then Equations (24), (26), (39), and (55) imply Equation (56) .
To conclude also (57) let us first remark that each of the three terms on the right hand side of (55) is an element of so(T p N ) + . This follows from (26), (40) and the rules for Z 2 -graded Lie algebras. Thus r.h.s. of (55) is an element of so(T p N ) + , and so is R N (ξ, η), too . Together with (56) and (25) we get
An immediate consequence of Proposition 4 is:
This corollary will become of importance in the following and can not be found in the literature so far. ‡ Motivated by Lemma 2 of [E1] , we are now able to generalize Part (e) of Proposition 2: † It should be mentioned that this equation can not be obtained from the previous one by iteration, because h(z) (2) x ∧ y is not an element of Λ 2 TpM . ‡ When I talked about my results at Augsburg, I learned that Corollary 1 was already known by E. Heintze.
is split-parallel; which means: For a curve c :
, where X i resp. ξ i are parallel sections of T M resp. ⊥ 1 M . Thus it is enough to consider the following two cases.
First case: Exactly one of the sections V i is a section of ⊥ 1 M (resp. T M ) and the other ones are sections of T M (resp. ⊥ 1 M ). Then f (t) = 0 due to the curvature invariance of T c(t) M (resp. ⊥ 1 c(t) M ) ; see Proposition 1 (a) and the previous Lemma. Note that for this argument it was not used that the sections are split-parallel.
Second case: An even number of V 1 , V 2 , V 3 , V 4 are sections of T M , and the other ones are sections of Lemma 9. Equations (46), (47), (53) and (54) 
Proof. Repeat the proofs of (46), (47), (53) and (54), but now use Proposition 5 instead of Proposition 2 (e).
Lemma 9 (applied to (54)) will be needed for the proof of Theorem 9 in section 6.
Proof. From Lemma 9 (applied to Equation (47)) we obtain
for each curve c : R → M . If c = γ x is the geodesic considered in Example 6, then (59) follows with (48) by taking the derivative
of (60).
1-full versus extrinsically symmetric
The following theorem of "Erbacher type" will be used subsequently:
whereN is the totally geodesic submanifold exp p (V ) ⊂ N (which again is a symmetric space).
Proof. SinceN is a complete, totally geodesic submanifold of N , Theorem 4 follows from Theorem 3.4 in [D] combined with Part (d) of our Proposition 2.
Hence if M ⊂ N is full, parallel and the osculating spaces are curvature invariant, then M is a 1-full submanifold of N . However the second osculating spaces of a full, parallel submanifold are not necessary curvature invariant, as was shown by Example 3. For the following examples of parallel submanifolds the second osculating spaces are known to be curvature invariant:
• M is a parallel submanifold of a real space form N κ .
• M ⊂ CP n is totally real and dim(M ) > 1, see [N2] , Lemma 2.1.
• M is a Kählerian submanifold of a Hermitian symmetric space N , see [Ts1] .
• N is a quaternionic Kähler symmetric space whose scalar curvature does not vanish and M is a totally complex submanifold of Kählerian type (in the sense of [Ts3] 
Extrinsically symmetric submanifolds in R n
According to Theorem 3 a submanifold of the euclidian space is parallel if and only if it is extrinsically symmetric. To construct examples of parallel submanifolds in the euclidian space, we use the following "model" for it: Let N ∼ = I(N ) 0 /K be a simply connected symmetric space (hence K is connected) of compact type, o its origin and as usual i(N ) = k ⊕ p the Cartan decomposition. We will see p as a euclidian vector space such that the linear isomorphism π 1 |p : p → T o N becomes an isometry. Then K acts from the left on p by means of the linear isometric action
Lemma 10. We have the orthogonal decompositions
hence we have for all t ∈ R:
In particular, Ad(σ) is a (second) Lie algebra involution on i(N ) commuting with the Cartan involution, (61) resp. (62) is also the decomposition of k resp. of p into the +1 and −1 eigenspaces of Ad(σ)|k : k → k resp. of Ad(σ)|p : p → p and therefore
where so(p) = so(p) + ⊕ so(p) − denotes the splitting (21), (22) induced by (62).
Proof. Since the action of K on p introduced at the beginning of this section is orthogonal, ad(X) is skewsymmetric on p, hence diagonalizable over C. Moreover, the complex spectrum of ad(X) is contained in {0, i, −i}, with i := √ −1. Using also the bracket relations for the Cartan decomposition, Equations (61)- (63) follow easily. Since Ad(σ) = exp(πad(X)) and moreover i 2 = −1,we see that
is the ± 1 eigenspace of Ad(σ), respectively. Now (66) as well as the other assertions made above follows.
For X as above consider the "real flag manifold" M := K · X := Ad(K) X; cf. [BCO] , p.310.
Proposition 6. M is a 1-full, extrinsically symmetric submanifold of p. Moreover, the splitting T X M ⊕ ⊥ X M is given by p − ⊕ p + and we have
Proof. We have 
therefore (67) follows from Lemma 3 (b) and again (66). Since M is an orbit under some isometric action on p, it will follow that M is extrinsically symmetric in p, if we can show that Ad(σ)|p : p → p is an extrinsic reflection at the point X ∈ M as described in Definition 5.
For this: Obviously we have Ad(σ)X = X, and since furthermore (62) gives the decomposition T X N = T X M ⊕ ⊥ X M , we deduce from Lemma 10 that Ad(σ)|p : p → p is the reflection in the affine subspace ⊥ X M of p. On the other hand, Ad(σ)k = k and hence σKσ = K, because K is connected. Thus we have for each k ∈ K:
To see that M is 1-full in p, let ξ ∈ ⊥ X M be given. I claim that S ξ = 0 implies already ξ = 0; hence M ⊂ p is 1-full by means of Lemma 1.
For this: We identify ⊥ 1 X M ∼ = p + as before; in that sense put Z := ξ ∈ p + . We have [X, Z] = 0 by (62); let a be a maximal Abelian subspace of p with {X, Z} ⊂ a. Let the "restricted roots" of a be given by {α 1 , . . . , α k }. According to [BCO] , p.64, the set of eigenvalues for S ξ is given by
, then all the roots of N vanish on Z. Hence Z = 0, since it is known that the restricted roots span the dual space a * .
The symmetric R-spaces are completely classified, cp. the appendix of [BCO] . The importancy of the symmetric R-spaces comes from the following Theorem 5. [D. Ferus] For a proper, full extrinsically symmetric submanifold M ⊂ R n there exists a symmetric space N of compact type, a vector X ∈ p with ad(X) 3 = −ad(X) and a linear isometry
For a proof see for example [EH] .
Example 8. Considering the three-dimensional symmetric spaces S 3 and S 1 × S 2 and a principal vector X ∈ p respectively we see that (a) and (b) from Example 2 are symmetric R-spaces.
Extrinsically symmetric submanifolds associated with irreducible symmetric R-spaces
0 /K be a simply connected, irreducible symmetric space of compact type and let 0 = X ∈ p be a vector with ad(X) 3 = −ad(X); hence K · X is an irreducible symmetric R-space. We shall use subsequently the canonical projections
at the beginning of this paper. Following the ideas presented in [BENT] (there for the non-compact case), we introduce for each t ∈ R the inner automorphism ρ t given by ∀g ∈ I(N ) : ρ t (g) := exp(t X)g exp(−t X). For t ∈] − π/2, π/2[ put G t := ρ t+π/2 (K). The orbit G t · o is a compact submanifold of N which is congruent to a suitable isotropy orbit of N , for more information on the geometry of the family G t · o see [BCO] , p.263, or [B] . = Id and
Since cot(s) = − tan(t), the result follows in view of (63).
Proof. For (70): (62) is orthogonal and π 1 |p is by definition a linear isometry.
To calculate h at o, we introduce for each y ∈ T o M the skew-symmetric tensor field
Since we have already seen that for each y ∈ T o M the vector field (Γ y + tan(t) J Y ) * is tangent to M , we have by the Gauß equation
Therefore (71) follows from
To show that M is extrinsically symmetric in N , it suffices to construct an "extrinsic symmetry" at o as described in Definition 5. I claim that by σ ⊥ o (go) := (σgσ)o (cf. the previous section) is defined a suitable isometry of N .
For this: To see that σ ⊥ o is a well defined isometry on N , we use the fact that the metric on N is given by a multiple of the restriction to p of the Killing form on i(N ). Thus I(N )
is a Riemannian submersion, if the Lie group I(N ) 0 is equipped with the metric given by the same multiple of the Killing form. Furthermore we have Ad(σ)k = k according to Lemma 10, and hence σ Kσ = K because K is connected; therefore the inner automorphism induced from σ is an isometry on I(N ) 0 which "descends" to an isometry σ 
Thus Ad(σ)|k + = Id, Ad(σ)|m t = −Id; therefore Ad(σ)g = g and then also σG t σ = G t , because K and therefore also G t = ρ t (K) is connected.
By (67) h M | o coincides with the second fundamental form of the symmetric R-space K · X; hence M ⊂ N is 1-full according to Proposition 6. Definition 8. The family M c := G t · o with t := arctan(c), where c ranges over R, is called "the family of extrinsically symmetric submanifolds associated with the irreducible symmetric R-space K · X". Remark 2. Let N * be the non-compact dual to N and denote by i(N * ) = k * ⊕p * the Cartan decomposition; then the vector spaces p and p * are canonically identified. Note that X ∈ p satisfies ad(X) 3 = −ad(X) iff ad(X) 3 = ad(X), whereX is X seen as an element of p * . According to [BENT] there is also associated with the irreducible symmetric R-space K · X a familyM c ⊂ N * (c ∈ R) of 1-full, extrinsically symmetric submanifolds such that o ∈M c , T oMc ∼ = p − for each c ∈ R, and the one form h for M :=M c is given
here denote the transvection map resp. the second canonical projection for N * .
Proof of Theorem 1
It follows from Theorem 3 and Corollary 1 that a 1-full, parallel submanifold of N is extrinsically symmetric. To see that a full, extrinsically symmetric submanifold M of some simply connected symmetric space N is 1-full, we use the following result, proved by H. Naitoh and others (cf. Theorem 1.1 of [BENT] and also [Ko] , [Ts1] , [Ts4] ). • N = S n resp. N = H n .
• N = CP n , n ≥ 2 and M is a complex submanifold.
• N = CP n , n ≥ 2 and M n is a Lagrangian submanifold.
• N = HP n , n ≥ 2 and M is a totally complex submanifold of maximal possible dimension 2n.
• The rank of N is larger than one and M belongs to the family of extrinsically symmetric submanifolds in N associated with an irreducible symmetric R-space K ·X according to Definition 8 resp. according to Remark 2.
Thus we see: If N is a real, complex or quaternionic space form, then the extrinsically symmetric submanifolds of N fall into one of the categories listed in Example 7. Hence if M is full in N , then it is also 1-full in N by means of Theorem 4. Moreover there does not exist any full, extrinsically symmetric submanifold in the Caley-plane OP 2 or in its non-compact dual OH 2 , see also [Ts3] . If rank(N ) > 1, then M is 1-full in N according to Part (e) of this Theorem and Proposition 7.
The case of an arbitrary ambient space N is then understood from the following Theorem 7. [Naitoh] Let N be a simply connected symmetric space,
Global properties of OM
We suppose throughout Section 5 that M is a simply connected symmetric space (whose geodesic symmetries ares denoted by σ M p (p ∈ M )) and M ⊂ N is a parallel submanifold; however by an obvious translation all results in this section remain true if f : M → N is an isometric immersion. In order to verify the existence of certain involutions on the second osculating bundle OM , let me state some general facts on the existence of parallel sections of some vector bundle E over a simply connected Riemannian manifold M equipped with a connection. Let o ∈ M be a fixed "origin" and s 0 ∈ E o considered as "initial condition". 
Proof. Let Hol(E) denote the holonomy group of E with respect to the base point o, defined by
where (
It is known that Hol(E) is a Lie subgroup of GL(E o ), its Lie algebra, hol(E) ⊂ End(E o ), is called the holonomy Lie algebra of E. The "Theorem of Ambrose/Singer" shortly states that hol(E) is generated by the curvature of E; more exactly it is generated (as a vector space over R) by the elements
where c runs over all curves [0, 1] → M with c(0) = o and x, y ∈ T c(1) M . If R E is parallel, then we have
and therefore
Let s ∈ Γ(E) be a section with s(o) = s 0 . Then s is parallel if and only if for every curve c :
Thus, if there exists a parallel section with s(o) = s 0 , then in particular s 0 is a fix point of Hol(E). And if s 0 is a fix point of Hol(E), then one defines a section s via (74), which is then parallel with s(o) = s 0 . Since Hol(E) is connected (because M is simply connected), s 0 is a fixed point with respect to the action of Hol(E) if and only if ∀A ∈ hol(E) :
The lemma follows from (75) and (73).
On the "symmetry" of the first normal bundle
We will now apply Lemma 12 to deduce the following result from Proposition 2. 
(e) We also have for each q ∈ M :
Proof. Let o ∈ M be fixed, and put σ := σ M o . To prove the existence of I o , we will apply Lemma 12 with
, whose sections correspond in a natural way to the vector bundle homomorphisms of ⊥ 1 M along σ . To get a connection on E note that ∇ ⊥ defines a connection on ⊥ 1 M (since ⊥ 1 ⊂ ⊥M is a parallel vector subbundle). The pullback of this connection via σ * gives a connection on σ * ⊥ 1 M ; thus there is an induced connection on E such that parallel sections of E correspond to parallel vector bundle homomorphisms. Its parallel displacement of an element ℓ ∈ E p along a curve c : [0, 1] → N with c(0) = p is given by
By part (c) of Proposition 2 the curvature tensor of ⊥ 1 M (which is the restriction of R ⊥ to ⊥ 1 M ) is a parallel tensor; thus the curvature tensor of σ * ⊥ 1 M is given by
is also parallel (since σ is an isometry of M ). Therefore the induced curvature tensor of E given for all
hence Equation (72) holds. Thus there exists a unique parallel section s of L(⊥ 1 M, σ * ⊥ 1 M ) with s(o) = Id . Let I o denote the corresponding vector bundle homomorphism. To verify (76), notice that σ • γ is the inverse curve γ −1 : t → γ(−t). As we have
Equation (76) 
) . Using (b) and ∇h = 0 we see that S 1 is a parallel section. S 2 is parallel, too, because σ is an isometry of M . Furthermore S 1 (0) = S 2 (0) holds, since we have (withx := X(0),ỹ := Y (0)):
Remark 3. Even if M ⊂ N is not parallel it may happen that the involution I p described above exists. But one can easily show that (77) in addition implies the parallelity of M .
5.2 Certain parallel involutions on the second osculating bundle . . . 
We will call the family Σ p (p ∈ M ) the "symmetries" of OM . For the following remember that OM is a ∇ N -parallel vector subbundle of T N |M (see Part (d) of Proposition 2), thus ∇ N is defined on OM by restriction. 
Notice that (80) and (77) 
Hence arbitrary parallel submanifolds are (loosely spoken) only "extrinsically symmetric in OM ". 
Proof. Use that for all
x, y ∈ T p M : T σ ⊥ p (h(x, y)) = h(T σ ⊥ p (x), T σ ⊥ p (y)), hence T σ
. . . and the corresponding "transvections"
Let I(M ) denote the isometry group of M , i(M ) its Lie algebra. For a geodesic γ of M with γ(0) = p let Θ γ (t) ∈ I(M ) (t ∈ R) be the one-parameter subgroup of transvections along γ as in (3) (but now for the symmetric space M ).
Definition 10. For γ as above and each t ∈ R we define
Φ γ (t) is a ∇ N -parallel vector bundle isomorphism of OM (by Theorem 8) along the transvection Θ γ (t), i.e. the following diagram is commutative:
− −−− → M I will call the family Φ γ (t) (t ∈ R) the split-transvections along γ. This notation is justified by the following Lemma 13.
Lemma 13. We have
Proof. (82) holds according to Equations (3), (79) and (81). Then Equation (5) implies that (83) holds on T p M . Using again (79), we see for
which yields the stated result.
6 On the holonomy Lie algebra of OM Let f : M → N be a parallel immersion from a complete, locally symmetric space. Only for notational reasons, we restrict our considerations to the case when M ⊂ N is a submanifold and f = ι M is the inclusion map. However, it is not needed here that M is simply connected, see Remark 4 below.
For the following remember that OM is a ∇ N -parallel vector subbundle of T N |M according to (d) of Proposition 2. Therefore ∇ N defines a connection on OM by restriction.
the corresponding holonomy Lie algebra of T N |M resp. OM .
Remark 4. In order to calculate hol(OM ) as explicit as possible, we can assume without loss of generality that M is simply connected, for the following reason: Let τ :M → M denote the universal covering and consider the isometric immersion ι M • τ and the corresponding holonomy group Hol(OM ) with respect to some pointô ∈ τ −1 (o). Since the connected components of Hol(OM ) and Hol(OM ) are conjugate via Tôτ , their holonomy Lie algebras hol(OM ) and hol(OM ) are conjugate via Tôτ , too .
Since the curvature tensor of T N |M is given by R N (x, y)v with x, y ∈ T p M and v ∈ T p N (p ∈ M ), the Theorem of Ambrose/Singer (see also the proof of Lemma 12) hol(T N |M ) is generated (as a vector space over R) by elements of the form 
Since OM is a parallel vector subbundle of T N |M , we have
for each g ∈ Hol(T N |M ) and A ∈ hol(T N |M ). Furthermore, on the level of the holonomy groups the canonical map Hol(T N |M ) → Hol(OM ), g → g O is obviously surjective; and therefore we have the following
Note that the ∇ N -curvature tensor of OM , denoted by R O , is given by
see also (39). It is well known that
but in this case Equation (73) (with E = OM ) may not hold, because R O may not be a parallel tensor (as considered in Lemma 12).
The grading of hol(OM)
To get more information on hol(OM ) we have to make use of the theory developed in Section 5. There is the following additional structure on hol(OM ) :
Lemma 15. The holonomy Lie algebra hol(OM ) bears the structure of a Z 2 -graded Lie algebra. More precisely: Let
holds. It follows that we may decompose
where
Proof. In the sense of Remark 4, we may assume for the proof that M is simply connected. Let Σ o denote the symmetry of OM at the point o defined in (79), and let c : [0, 1] → M be a loop with c(0) = o. Theorem 8 gives
It follows from the last line and Theorem 8 (c) that the ∇ N -holonomy group of OM is invariant under group conjugation by σ ⊥ . Therefore (89) holds.
Distinguished outer derivations on hol(OM)
(remember that h(x) is considered as an element of so(O o M ), see (26)).
Proof. Again we may assume for the proof that M is simply connected. Let x ∈ T o M and γ be the geodesic of M withγ(0) = o,γ(0) = x , and let Φ γ (t) (t ∈ R) denote the family of split-transvections along γ defined in Definition 10. For each loop c : [0, 1] → M with c(0) = o and for a fixed parameter t ∈ R we have (according to Lemma 13 and with an argument as used already for (91))
and therefore (according to Equation 42) (94) is an element of Hol(OM ). Therefore we have for each t ∈ R
(where Ad means the adjoint representation of so(O o M )). Since µ γ (t)
= exp(t h(x)), Equation (92) follows by taking the derivative in (95) with respect to t at t = 0.
An easy description of hol(OM)
So far I tried to make "visible" some essential properties of hol(OM ). In fact, now we have enough information about hol(OM ) to prove the main result Theorem 2. Nevertheless the following Theorem 9 is satisfactory, as it describes hol(OM ) explicitely in expressions of the curvature tensor R N and the second fundamental form (represented by h) at o. 
Proof. Again assume for the proof that M is simply connected, moreover put for each i = 0, . . . , 3
According to (88), (56) and (26) all these objects consist of well defined endomorphisms on O o M . I will show that hol(OM ) = 3 i=0 j i = j + ⊕ j − , which together with Lemma 16 proves the theorem. The proof is divided into three steps.
First step. I will prove j + ⊕ j − ⊂ j ⊂ hol(OM ). By Lemma 16 and (88) we have
thus also j + ⊂ j 0 + j 2 and j − ⊂ j 1 + j 3 , hence
and for that it suffices to show 
which shows (99). Third step. hol(OM ) ⊂ j + ⊕ j − is finally proved as follows: For a curve c : [0, 1] → M with c(0) = o let φ c (t) be the split-parallel displacement along c (as introduced in Definition 4) choosex,ỹ ∈ T c(1) M and put
where x := φ c (1) −1 x, y := φ c (1) −1 y. I will show that for each t ∈ [0, 1]
and that
In particular, (
(1) ∈ j + ⊕ j − , which finishes the proof according to the Theorem of Ambrose/Singer and Lemma 14.
From the parallelity of OM and (39) one deduces (101). Now let µ c be the function defined in Equation (42). From Lemma 7 we get
where µ c is seen as a function [0, 1] → SO(O o M ) (according to (44)). Put
which is the Lie algebra of the Lie subgroup of SO(O o M ) given by
By the second step we have h(X(t)) ∈ n ad (j + ⊕ j − ) for each t ∈ R (where X : [0, 1] → T o M denotes the function defined in (41)), and therefore the left invariant vector field defined by ∀g ∈ SO(O o M ) :X t (g) := g • h(X(t)) is tangential to the submanifold N Ad (j + ⊕ j − ). By means of (43) µ c solves the ODĖ µ c (t) =X t (µ c (t)) with µ(0) = Id .
Thus we find that in fact µ c is a curve in N Ad (j + ⊕ j − ). In particular Ad(µ c (t))(R O (x, y)) ∈ j + ⊕ j − , which finishes the proof according to (103).
7 hol(T N |M) for a full, extrinsically symmetric submanifold M We are now interested in an explicit calculation of the ∇ N -holonomy lie algebra of T N |M for all full, extrinsically symmetric submanifolds M in a simply connected symmetric space N . In view of Theorem 7 we can restrict our calculations to the case when N is additionally irreducible.
In the following the ∇ N -holonomy Lie algebra of T N will be denoted by hol(N ). Let M ⊂ N be an extrinsically symmetric submanifold. Fix some origin o ∈ M and let σ ⊥ o ∈ I(N ) be the corresponding extrinsic symmetry at o of the submanifold M , as described in Definition 5. Let
with respect to the splitting
Lemma 17.
Proof. On the one hand we have
On the other hand we have hol(N ) = {R N (x, y) x, y ∈ T o N } R by the Theorem of Ambrose/Singer.
Proposition 9. We have OM = T N |M , and hol(N ) + coincides with the Lie algebra hol(T
Proof. M is a 1-full parallel submanifold of N according to Theorem 1, hence OM = T N |M . Comparing (96) and (108) we see that hol(T N |M ) + = hol(N ) + . Moreover, since hol(T N |M ) is a Lie algebra, we know by the rules for Z 2 -graded Lie algebras that hol(T N |M ) − is ad(hol(T N |M ) + )-invariant.
Let i(N ) = k ⊕ p denote the Cartan decomposition with respect to o. Then T o N ∼ = p and the metric at o is induced by a multiple of the Killing form. Furthermore we have the following
Proof. Since π 2 |k is a faithful representation of k on T o N , it is sufficient to show that π 2 (k) = hol(N ). By the Theorem of Ambrose/Singer, hol(N ) = {R N (x, y) x, y ∈ T o N } R . Since N is irreducible, the Lie algebra i(N ) is semisimple (cp. [He] , Ch. V §4 Prop. 4.2) and hence we can we can apply Theorem 4.1. of [He] , Ch. V §4 .
Let K denote the isotropy group in I(N )
0 at o and put σ :
Then σ is an involution and (K, σ) is a symmetric pair (in the sense of [He] ). Moreover we have
The above inclusion maps K/K + onto a totally geodesic submanifold of G m (T o N ) and it is well known that in this way K/K + becomes a symmetric space. Let k = k + ⊕ k − denote the Cartan decomposition; this splitting of k corresponds to (106) by means of the isomorphism k ∼ = hol(N ) induced by π 2 . Moreover, the metric on Proof. For (a): In this situation it is well known that k − is an irreducible k + -module and therefore hol(T N |M ) − = 0 or hol(T N |M ) − = hol(N ) − according to Proposition 9.
Lemma 19. (a) If K/K + is a locally irreducible symmetric space, then hol(T
For (b): By means of (35) in Theorem 3 we see that h(x) ∈ π 2 (k − ) = hol(N ) − for each x ∈ T o M . Furthermore, according to (97) in Theorem 9 and Proposition 9 we have hol(T N |M ) − = 0 if and only if h(x) commutes with hol(N ) + for each x ∈ T o M .
For (c): If M ⊂ N is a Lagrangian submanifold, then J| p maps the tangent space of T p M onto the normal space ⊥ p M and vice versa, in other words J| p ∈ so(T p N ) − ; whereas the curvature invariance of T p M implies that R N (x, y) ∈ so(T p N ) + (see Example 4). Hence trace(J| p • R N (x, y)) = 0 for all points p ∈ M and x, y ∈ T p M ; using the parallelity of J and the Theorem of Ambrose/Singer it follows immediately that j ∈ hol(T N |M ) ⊥ . For (d): It is known that M is (locally) of Kählerian type, see Example 7. Hence by definition, there exists locally a ∇ N -parallel section I of Q with I(T M ) = T M and I 2 = −Id. Consider the ∇ N -parallel rank-two subbundle P ⊂ Q which is locally spanned by two sections {J, K} such that I, J, K satisfy the usual quaternionic relations at each point p where I, J, K are defined. Since dim(N ) = 2 dim(M ), one knows that j(T p M ) = ⊥ p M and also j(⊥ p M ) = T p M for each j ∈ P p ; now use similar arguments as in the proof for (c).
. . . if the ambient space is of rank one
Let N be a simply connected, irreducible symmetric space of rank one and let M ⊂ N be a full, extrinsically symmetric submanifold.
Example 10. (a) If N = S n or N = H n is the n-dimensional sphere resp. the real hyperbolic space and
, which is strictly contained in hol(N ).
(d) Let N be the quaternionic projective space HP n (n ≥ 2) and M 2n a totally complex submanifold; moreover let i, j, k play the same role as in Lemma 19 (d). Then hol(T N |M ) = R · i ⊕ sp(T o N ), which is strictly contained in hol(N ) = {i, j, k} R ⊕ sp(T o N ). Other situations do not occur according to Theorem 6.
Proof. For (a): Here π 2 (k) = hol(N ) = so(T o N ) (cf. Lemma 18) and the symmetric space K/K + corresponds to the real Grassmannian G m (T o N ) (as described in the last section). Since K/K + is locally irreducible unless (n, m) = (4, 2), we can apply (a) and (b) of Lemma 19.
For (b): Here we have π 2 (k) = hol(N ) = R j ⊕ su(T o N ), where j denotes the complex structure of T o N which is contained in so(T o N ) + . Furtermore K/K + is isomorphic to the Grassmannian manifold of complex m-planes in T o N , which is a locally irreducible symmetric space; we have hol(T N |M ) = su(T o N ) by means of Lemma 19 (a), because su(T o N ) is a simple Lie algebra and moreover hol(T N |M ) − = 0 is excluded part (b) of the same lemma.
For (c): As before we have π 2 (k) = hol(N ) = R j ⊕ su(T o N ), but now with j ∈ so(T o N ) − . Here the symmetric space K/K + is reducible; it corresponds to the Grassmannian manifold of Lagrangian planes in T o N . Since su(T o N ) is a simple Lie algebra, Proposition 9 implies that hol( (d) Here π 2 (k) = hol(N ) = {i, j, k} R ⊕sp(T o N ). The symmetric space K/K + is reducible; it corresponds to the Grassmannian of totally complex 2n-planes in T o N . The result follows by means of Lemma 19 (d) and similar arguments as in the proof of (c).
. . . if the ambient space is of higher rank
In this section suppose that N ∼ = I(N ) 0 /K is simply connected, irreducible with rank(N ) > 1. If N is of compact type (resp. of non-compact type) and M ⊂ N is a full, extrinsically symmetric submanifold with o ∈ M , then according to Theorem 6 there exists some X ∈ p with ad(X) 3 = −ad(X) (resp. with ad(X) 3 = ad(X)) , such that M belongs to the family M c ⊂ N , c ∈ R (resp. to the familyM c , c ∈ R) of extrinsically symmetric submanifolds associated with the irreducible symmetric R-space Ad p (K) · X by Definition 8 (resp. by Remark 2). In the following it is convenient to supress the isomorphism k ∼ = hol(N ) stated in Lemma 18; then hol(T N |M ) is seen as a Lie subalgebra of k. 
Lemma 20. We always have h(T
Proof. According to Proposition 7 and Remark 2 we have ∀Y ∈ p − : h(Y ) = c ad p ([X, Y ])) for some real number c different from zero; using also (63) we thus see that k − = h(T o M ) and therefore hol(T N |M ) = k ⊕ [k + , k − ] according to Equation (97) and Proposition 9. The proof of the other assertions is now straightforward, using only that k, Ad(σ ⊥ o )|k, · , · is an orthogonal symmetric Lie algebra (in the sense of [He] ).
According to [BCO] (tables A.6 and A.7 in the appendix there) the following three examples exhaust all irreducible symmetric R-spaces associated with some irreducible symmetric space of compact type. Moreover, one sees that there is never more than one irreducible symmetric R-space which belongs to N . Hence we can speak about "the" family of extrinsically symmetric submanifolds in N and also about the family of extrinsically symmetric submanifolds in its non-compact dual N * .
Example 11. N = K is a simply connected, simple, compact Lie group and K · X := Ad(K) X is a symmetric R-space (i.e. a "symmetric, complex flag-manifold") from the following list:
• N = E 6 , K · X = E 6 T · Spin(10) .
•
Since k is simple, there can not exist any non trivial, Abelian ideal in k. Therefore, if M belongs to the family of extrinsically symmetric submanifolds in N , we obtain from Lemma 20 that hol(T N |M ) = k. The same is true if N is replaced by its non-compact dual.
Example 12. N is a compact Hermitian symmetric space and K · X is a symmetric R-space from the following list:
• N = Sp(n)/U (n), K · X = U(n)/SO(n), with n ≥ 3.
Here we have the splitting k = R ⊕ [k, k] into a simple Lie algebra and a one-dimensional factor, the center of k, which is spanned by the Hermitian structure of N . If M belongs to the family of extrinsically symmetric submanifolds in N , then M is a Lagrangian submanifold of N ; hence the one-dimensional factor of k is orthogonal to hol(T N |M ) according to Lemma 19 (b) . Therefore hol(T N |M ) = [k, k] according to Lemma 20. Furthermore we know from Lemma 20 that h(
The same is true if N is replaced by its non-compact dual.
Example 13. N is compact, neither of Hermitian type nor of group type, and K ·X is a symmetric R-space from the following list:.
• N = E 6 /Sp(4), K · X = G 2 (H 4 )/Z 2 .
• N = E 6 /F 4 , K · X = OP 2 .
• N = E 7 /SU(8), K · X = SU(8)/Sp(4) Z 2 .
. Here k is a direct sum of two simple Lie algebras in the last case and k is simple otherwise. Therefore, if M belongs to the family of symmetric submanifolds in N , then by Lemma 20 we have hol(T N |M ) = k. The same is true if N is replaced by its non-compact dual.
A distinguished class of parallel submanifolds
For a submanifold M ⊂ N with o ∈ M one can ask the question whether there exists a connected Lie subgroup G ⊂ I(N ) with g(M ) = M for each g ∈ G and G · o = M for some point p ∈ M . Then M will be called an extrinsically homogeneous submanifold of N , and the quotient G/H (where H ⊂ G denotes the isotropy group of o) can be equipped with a G-invariant metric such that the natural map G/H → M becomes an isometry. Note that an extrinsically homogeneous submanifold is embedded (by which I mean that it is without self-intersections), however its topology has not to be the subspace topology, for more details see [Var] , p. 17.
Example 14. Obviously every extrinsically symmetric submanifold M ⊂ N is extrinsically homogeneous. More generally, every 2-symmetric submanifold is extrinsically homogeneous in N (see Section 2.4.2).
In Section 8.4 a special type of extrinsically homogenous submanifolds will be introduced, called "equivariantly embedded" submanifolds; thereby still including the extrinsically symmetric submanifolds. Before we can introduce these objects in Definition 13, some preparations are necessary.
A uniqueness result for Killing vector fields on N
It is known that a Killing vector field X * is uniquely determined by its value and its covariant derivative at o, given by π 1 (X) and π 2 (X). If M is a full, parallel submanifold of N , then we can adapt this principle to obtain a stronger result. Proof. For (a): Since g is an isometry on N ,
= o, and therefore g = Id N since an isometry is determined by its value and differential at one point. For (b): Of course it suffices to prove hat ψ
The group generated by the transvections
Let M be a simply connected symmetric space whose geodesic symmetries are denoted by σ M p (p ∈ M ), let o ∈ M be some origin and i(M ) = k ⊕ p the Cartan decomposition. For any geodesic γ of M let Θ γ (t) ∈ I(M ) (t ∈ R) denote the one-parameter subgroup of transvections along γ, as in (3).
is a Lie subgroup of I(M ), which acts transitively on M . It has at most two connected components. (b) Its connected component G
0 is the group which is generated by the transvections Θ γ (t) (t ∈ R, γ a geodesic of M ) . Therefore we introduce Proof. For (a) and (b). Since every element of G 0 can be joined with Id M by a C ∞ -path in G by means of an analogue of (7), it follows from a result of Freudenthal (see [KN] p. 275) that G 0 is a connected Lie subgroup of I(M ) 0 , the identity component of I(M ). Since any two points p 1 , p 2 ∈ M can be joined by a geodesic γ : R → M , it follows from (3) that G 0 is generated by all products of geodesic symmetries σ (b) to prove that also p 1 ⊂ tr(M ) where i(M ) = k 1 ⊕ p 1 is the Cartan decomposition with respect to some different base pointõ ∈ M ; since then G(tr(M )) will contain all transvections Θ γ (t) for arbitrary geodesics γ of M and therefore coincides with Tr(M ). For this let γ be a geodesic of M with γ(0) = o and γ(1) =õ. Sinceõ = Θ γ (1) and Θ γ (1) ∈ G(tr(M )) it is well known that 
Homogeneous vector bundles
Let G be a connected Lie group, M a simply connected manifold and G × M → M, (g, p) → g · p be a transitive action. For an arbitrary origin o ∈ M let H ⊂ G denote the isotropy subgroup; then H is connected since M is simply connected. Let g and h denote the Lie algebras of G and H, respectively. M is called a reductive homogeneous space, if there exists a "reductive decomposition" Definition 12. In the following we will call a vector bundle E over the homogeneous space M a homogeneous vector bundle if there exists an action α of G on E by vector bundle isomorphisms such that the bundle projection of E is equivariant.
For any homogeneous vector bundle E → M there exists a distinguished connection ∇ c on E, called the canonical connection. In the framework of [KN] it can be obtained as follows:
is a principal fiber bundle,
defines a G-invariant connection H on it, where the elements of m are also considered as left-invariant vector fields on G (see [KN] , p. 239). Since E is a vector bundle associated with τ via
the connection H induces a linear connection ∇ c on E, see [KN] , p. 87 or [Po] , p. 290. One knows that ∇ c does not depend on the special choice of the base point o; therefore it is called the canonical connection. The parallel displacement with respect to ∇ c along an arbitrary curve c with c(0) = p is characterized by 
and hence by means of (5) the Levi Civita connection is the canonical connection .
Parallel submanifolds obtained from triple systems
For a submanifold M ⊂ N let τ :M → M denote the universal covering and let f denote the isometric immersion ι M • τ . A special type of extrinsically homogeneous submanifolds will be of interest:
Definition 13. I will call M "equivariantly embedded", ifM is a symmetric space and if there exists a Lie subgroup G ⊂ I(N ) and a Lie group coveringf : Tr(M ) → G (see (110)) satisfying
In particular, an equivariantly embedded submanifold is extrinsically homogeneous in N . The purpose of this definition is seen from Lemma 22. If M ⊂ N is equivariantly embedded and Tr(M ) contains the geodesic reflections ofM , then M is 2-symmetric in N .
Proof. By assumption there exists a Lie group homomorphismf satisfying (116); hence for an arbitrary point p ∈ M and some preimage q ∈ τ −1 (p) we may define σ p :=f (σM q ), where σM q denotes the geodesic symmetry ofM at q. Since moreover σM q is the geodesic symmetry ofM at q, we have σ
Id N , and σ p (M ) = M according to (120). Finally,
Motivated by [N3] , p. 229, we will "construct" an extrinsically homogeneous submanifold in N from the following data: Let a linear subspace W ⊂ T o N and a linear mapΓ : W → i(N ), x →Γ x be given, such that π 1 •Γ is the identity on W (where
. Thus Γ induces a linear isomorphism onto its image
Suppose in the following that m is a "triple system" ,
is a Lie subalgebra of i(N ); let G := G(g) denote the connected Lie subgroup of I(N ) corresponding to g, H ⊂ G the isotropy subgroup at o of the orbit G · o. Consider now the submanifold M := G · o; note that in general G will not act effectively on M . Let τ :M → M andτ :Ĝ → G denote the universal coverings, respectively; where we can assume thatĜ is a Lie group andτ a Lie group homomorphism.
Lemma 23. (a) There exists a transitive actionĜ
×M →M , (g, p) → g · p such that τ is equivariant, i.e. ∀g ∈Ĝ, p ∈M : τ (g · p) =τ (g) τ (p).(120)
Moreover TM is a homogeneous vector bundle overM by means of the induced actionĜ × TM → TM , and the Leci Civita connection is the canonical connection given by the reductive decomposition (119).
(b) The manifoldM equipped with the covering metric is a Riemannian symmetric space.
Proof. Sinceτ :Ĝ → G is a Lie group covering, the Lie algebras ofĜ and G can be identified in a natural way. For (a): LetĤ ⊂Ĝ denote the connected Lie subgroup with Lie algebra h. ThenĜ/Ĥ is simply connected (sinceĜ is simply connected andĤ is connected), moreoverM → M, g ·Ĥ →τ (g)o defines a covering map; henceM ∼ =Ĝ/Ĥ according to the uniqueness of the universal covering space. The existence of an isometric action satisfying (120) now follows. FurthermoreM =Ĝ/Ĥ equipped with the covering metric is a naturally reductive homogeneous space with vanishing torsion according to (117), (118), (119); this implies that the horizontal structure H ⊂ TĜ defined by means of (112) induces the Levi Civita connection as the canonical connection of TM (for more details cf. [KN] Ch. X. 2).
For (b): One knows that both the torsion and the curvature tensor ofM are parallel with respect to the canonical connection; thus (a) implies thatM is a simply connected, complete, locally symmetric space and thus even a symmetric space.
For (c): Let i(M ) = k ⊕ p denote the Cartan decomposition. If G acts effectively on M , thenĜ acts almost effectively onM (i.e. there exists a discrete, normal subgroupH ⊂Ĝ such that there is induced an effective action ofĜ/H onM ); hence we obtain a group homomorphismĜ → I(M ). Under the induced inclusion g ֒→ i(M ) the linear space m is mapped isomorphically onto p according to (b) and Examples 15, 16; then g is mapped onto tr(M ) which follows from Proposition 10. ThusĜ induces (in a natural way) a covering onto Tr(M ); by a straightforward calculation one verifies thatτ "descends" to a Lie group coveringf : Tr(M ) → G satisfying (116).
As before put f := ι M • τ and consider the vector bundle E := f * T N =M × f T N overM and its orthogonal splitting E = TM ⊕ ⊥f . The bundle map of E is equivariant with respect to the left action of G onM described in the lemma above and the action α :Ĝ × E → E by vector bundle isomorphisms on
then E is a homogeneous vector bundle in the sense of Definition 12. Let ∇ c denote the canonical connection on E, see Section 8.3, For the following cf. [BCO] , p. 202. Let D denote the linear connection ∇M ⊕ ∇ ⊥f and put ∆ :
Lemma 24.
• TM (seen as a vector subbundle of f * T N by means of T f ), the normal bundle ⊥f and the second osculating bundle Of are ∇ c -parallel vector subbundles of f * T N .
• Both ∆ and h f (the second fundamental form of f ) are parallel sections of L(TM, End(E)) resp. of L 2 (TM , ⊥f ) with respect to the linear connection induced from ∇ c on the two bundles, respectively.
Proof. For (a): Since G is a subgroup of I(N ) we have T g(T M ) ⊂ T M , T g(⊥M ) ⊂ ⊥M and h T g(x), T g(y)
= T g h(x, y) , hence the vector bundles listed in (a) are invariant under the action α. Thus it suffices to show that every α-invariant vector subbundle F ⊂ E is parallel with respect to ∇ c . For this: Letô ∈ τ −1 (o) be some origin ofM (defining the distribution H onĜ and hence a connection on the principal fiber bundleĜ →M , g → g · o, see (112)), let c : [0, 1] → M be a curve with c(0) = p and f ∈ F p . Then there exists g ∈ G, v ∈ Eô with gô = p and α(g, v) = f , hence v = α(g −1 , f ) ∈ Fô by the α-invariance of F. Letĉ be the horizontal lift of c withĉ(0) = g, then by Equation (114)
, again by the α-invariance of F; hence F is parallel along c.
For (b): Let us first verify the statement for h f . Because G is a subgroup of I(N ), we have for each g ∈ G:
∀x,
This implies that h f is α-invariant; thus we can use arguments similar as in (a) to show its ∇ c -parallelity. To see that also ∆ is α-invariant (and hence is ∇ c -parallel), note that α acts on E by vector bundle isomorphisms which are parallel with respect to ∇ c (by construction of the canonical connection, see also (114)) and parallel also with respect to D (because G is a subgroup of the isometries of N ). Being the difference of two α-invariant linear connections, ∆ is α-invariant, too.
To obtain parallel, extrinsically homogeneous submanifolds, one can proceed as follows:
Proposition 11. Let a linear space V ⊂ T o N with W ⊂ V be given; hence we have the orthogonal splitting V = W ⊕ W ⊥ , and the induced splitting so(V ) = so(V ) + ⊕ so(V ) − . Suppose that
Then the orbit
Proof. For the proof define for each x ∈ W the skew symmetric tensor field A x := ∇ NΓ * x . We have T o M = π 1 (g) = W , where the last equality uses (117)- (119) and (6). Since moreover for each x ∈ T o M the vector fieldΓ * x is tangent to M with π 1 (Γ x ) = x, we have by the Gauß equation
Because A x |V : V → V ∈ so(V ) − according to (121), we see from (22) and the previous that h(x)|V = A x |V and hence also that ⊥
Let τ :M → M denote the covering as above. For the parallelity of M ⊂ N it is sufficient to verify that f := ι M • τ is a parallel immersion, which is seen as follows. Since we know from Lemma 24 (b) that h f is a parallel tensor with respect to ∇ c , the parallelity of M ⊂ N will be proved if we can show that ∇ c coincides with
For this: Since also ∆ is a ∇ c -parallel tensor and Of is a ∇ c -parallel vector subbundle of f * T N , too, according to Lemma 24, it is sufficient for this to show that we have ∆(x)v = 0 for each
is an origin ofM . As before letτ :Ĝ → G denote the universal Lie group covering and exp the exponential map ofĜ; then for each v ∈ O o M the curve v(t) := α(exp(tΓ x ), v) is a section of f * T N along the curve c(t) = exp(tΓ x ) ·ô, which is ∇ c -parallel (sinceΓ x ∈ m); therefore we have (using that
and similarly (remember that we have
On the existence of full, parallel, equivariantly embedded submanifolds for prescribed 2-jet
Let a point o ∈ N , a linear subspace W ⊂ T o N , and a bilinear map b : W × W → W ⊥ be given. In [JR] we discussed the following question: Does there exists a parallel submanifold M ⊂ N with o ∈ M , T o M = W and h o = b ? The answer was given by means of a certain "helical umbrella" and "integrability conditions" which ensure that this helical umbrella is a parallel submanifold. In this chapter we restrict the considerations to full, parallel, equivariantly embedded submanifolds, and then we have the following • b is a symmetric bilinear map,
• and the linear map b : W → so(V ) − characterized by b(x)y = b(x, y) (as in (15)) lifts to the isotropy representation π 2 : k → T o N in the following way, for each x ∈ W there exists X ∈ k with
Note that (123) determines X uniquely according to Lemma 21.
Remark 5. We have π 2 (k) = so(T o N ) if and only if N a space of constant curvature; hence for arbitrary ambient symmetric spaces N the existence of X ∈ k satisfying (123) is a non-trivial problem.
Proof. For the "if-part": Similar as in [N3] , p.231, we introduce the linear subspace m ⊂ i(N ) defined according to (117) with the linear map
where Γ is the transvection map (7) of N andb : W → k is the unique linear map such that X :=b(x) is the solution to (123) for x ∈ W . Below we will prove that the triple-property (118) holds, thus m defined by (124) and (117) satisfies (118), and hence by (119) is defined a Lie algebra g; let G := G(g) ⊂ I(N ) denote the corresponding connected Lie subgroup. In order to apply Proposition 11 with the linear space V := W ⊕ {b(x, y) x, y ∈ W } R , we verify that (121) holds (since for each x ∈ W : π 2 (Γ x ) = b(x) by (9) and (123)) and therefore the orbit M := G · o is a parallel submanifold of N with
It is full according to Theorem 4, since V is not contained in any proper curvature invariant subspace of T o N ; and therefore G acts effectively on M by means of Lemma 21. Thus M is an equivariantly embedded submanifold of N according to Lemma 23. Moreover (118) will hold, provided that we have for all x, y, z ∈ W :
For (125): For the proof we use the canonical projections
moreover (126) characterizesΓ z according to Lemma 21 (b). First step. I claim that
which is seen as follows.
We have
and by the symmetry of b (11), (123) and the fact that π 2 |k : k → so(T o N ) is a representation of k on T o N we obtain from (127)
Thus
where in order to show this we may replaceΓ z withb(z), because [X, Γ z ] ∈ p and hence π 2 ([X, Γ z ]) = 0 according to Equation (10). Since π 2 |k is a representation, we have
The result follows with step 2 and step 3 from the characterizing Equation (126). For the "only if"-part: We notice that b := h o is symmetric, W := T o M is curvature invariant according to Proposition 1, and Equation (122) holds by means of (29) Gauß. According to Definition 13 there also exists a Lie group homomorphismf : Tr(M ) → I(N ) satisfying (116); its linearization tr(M ) → i(N ) will also be denoted byf . For simplicity we will assume that M is already a simply connected symmetric space and hence we havef (g)|M = g andf (X)|M = X for each g ∈ Tr(M ) and each X ∈ tr(M ) according to Lemma 21; the proof of the general case includes additionally some standard arguments for isometric coverings and is omitted here.
It remains to show that for each x ∈ T o M there exists a solution to (123). As always let i(N ) = k ⊕ p denote the Cartan decomposition. Put X :=f (Γ x ) ∈ i(N ) (whereΓ : T o M → tr(M ) denotes the transvection map for the symmetric space M ) and let X = X p + X k be its decomposition. I claim that the solution to (123) is given by X k . According to (10) we have π 2 (X p ) = 0 and thus it suffices to show
For this: We have ∀y ∈ T o M : ∇ M y (X|M ) * = 0 (by an analogue of (10) for the symmetric space M ), thus on the one hand the Gauß equation gives
On the other hand, X|M =Γ x generates the one parameter subgroup of transvections along the geodesic γ(t) = exp(t X)o by means of (7). Therefore, if x 1 , . . . , x k is a basis of
This and (130) imply (123).
Given a full, extrinsically symmetric submanifold M 1 of some symmetric space N 1 (a situation which is well understood), I see now a possibility to obtain another parallel submanifold in some different symmetric space which is not extrinsically symmetric, as follows.
Proposition 12. Suppose that there exists a second symmetric space N 2 , some point o ∈ N 2 , a linear subspace V ⊂ T o N 2 which is not contained in any proper curvature invariant subspace of T o N 2 , some point p ∈ M 1 , a linear isometry F : T p N → V and a Lie algebra homomorphismF :
where π
Ni 2 denotes the linear isotropy representation of N i , respectively. Put
Proof. Because T p M 1 is curvature invariant, (131) implies that W := F (T p M 1 ) is curvature invariant, too; moreover the symmetry of h (122) holds, too. According to Equation (35) for each x ∈ T o M 1 there exists some X ∈ k 1 with π 2 (X) = h(x); then by means of (132) a solution to (123) withx := F (x) is given by X =F (X). Now Theorem 10 exhibits the existence of an extrinsically homogeneous submanifold M 2 ⊂ N 2 with o ∈ M 2 , T o M = W and h o = b. If V is strictly contained in T o N 2 , then the submanifold M 2 is not 1-full and hence not extrinsically symmetric in N 2 according to Theorem 1 .
Corollary 3. Every one-dimensional, full, extrinsically homogeneous, parallel submanifold M of some symmetric space N is obtained from a one-dimensional extrinsically symmetric submanifold of R 2 in the way described in Proposition 12.
Proof. Let c : R → M denote the universal covering, which is an extrinsic circle in N (since we assume that M is full), parameterized by arc length. Let V be the two-dimensional linear subspace of T o N spanned by {u :=ċ(0), v := ∇ N ∂ c(0)}; put κ := v , then κ = 0. Because c is a curve and M is extrinsically homogeneous by assumption, M = c(R) is even equivariantly embedded and hence by Theorem 10 there exists X ∈ k with π 2 (X)u = v and π 2 (X) v = −κ u, (cp. Corollary 1.4 of [MT] ). On the other hand, the unique extrinsic circle x : R → R 2 with x(0) = 0 R 2 , x ′ (0) = e 1 and x ′′ (0) = κ e 2 is well known to be a covering onto an extrinsically symmetric submanifold of R 2 . To see that c(R) is obtained from x(R) in the way described in Proposition 12, let F : R 2 → T o N be the unique linear isometry with F (e 1 ) = u and F (e 1 ) = v andF the unique Lie algebra homomorphism so(R 2 ) → k withF (κJ) = X (where J is the canonical complex structure of R 2 = C). Then (131) is trivial, since the submanifolds in consideration are one-dimensional; and we have already seen that π 2 (X)|V = κJ, whereJ denotes the complex structure of the two-dimensional, oriented vector space V .
One knows that every extrinsic circle of c : R → CP n is a covering onto an extrinsically homogeneous submanifold of CP n (see [MO] ), hence one can combine Example (3) with the last Corollary. I can not see a reason why Proposition 12 should not be applicable to obtain also higher dimensional parallel submanifolds which are not extrinsically symmetric in their ambient space. This would be a possibility to obtain new examples of full, parallel submanifolds in symmetric spaces, because all examples known so far are the 1-dimensional and the extrinsically symmetric submanifolds.
A characterization of equivariantly embedded parallel submanifolds
To apply Theorem 10 in the following, consider now the "data" given by the 2-jet of some parallel isometric
(where the tangent space T o M is identified with the linear subspace Proof of Theorem 11. The fullness of f implies that V is not contained in any proper curvature invariant subspace by means of Theorem 4. In order to apply Theorem 10, we notice that b = h o is symmetric, W = T o M is curvature invariant according to Proposition 1, and Equation (122) holds by means of (29) combined with the curvature Equation of Gauß. Using this and the assumption of the Theorem, Theorem 10 shows the existence of a parallel, equivariantly embedded submanifoldM ⊂ N with
Let τ :M →M denote the universal covering andô ∈τ −1 (p) be an origin ofM . Since both f and ιM • τ are parallel immersions into N which are both defined on a complete, simply connected Riemannian manifold and have isomorphic 2-jets at o andô, respectively, a rigidity result for parallel immersions (cp. Theorem 6 of [JR] , p. 85), guarantees the existence of an isometry
Remark 6. According to the main result of [MT] N is a symmetric space of rank one if and only if every extrinsic circle c : R → N is a covering onto a one-dimensional, extrinsically homogeneous submanifold M of N (and then M = c(R) is equivariantly embedded in N , since dim(M ) = 1). Thus if for every extrinsic circle c : R → N with c(0) = o and x :=ċ(0) there exists a solution X ∈ k to (123) with the 2-jet (133) of c, then the image of every extrinsic circle is extrinsically homogeneous in N by the last theorem and hence rank(N ) = 1. Furthermore, if M ⊂ N is a 1-full submanifold of N , then (123) Proof. The "only if"-part follows immediately from Theorem 10. For the "if"-part we may assume that M is complete; since otherwise M can be extended to a complete, parallel immersion in the sense of Remark 1; hence the result follows from Theorem 11.
9 On the extrinsic homogeneity of irreducible, parallel submanifolds
In this section M is a simply connected symmetric space and M ⊂ N is a parallel submanifold (or more generally f : M → N is a parallel immersion). Let hol(N ) ⊂ so(T o N ) denote the holonomy Lie algebra of N . Then we have:
Proposition 13. For each A ∈ hol(N ) there exists X ∈ k with
Proof. By g t := exp(t A) is defined a one-parameter subgroup of the Holonomy group Hol(N ) ⊂ SO(T o N ).
Thus we have g t = ( 
Taking the derivative of the last equation, the result follows from Equation (12).
Lemma 14 together with Equation (134) and Proposition 13 implies Corollary 5. For each A ∈ hol(OM ) there exists a Killing vector field X ∈ k with
Hence (123) will hold for the 2-jet (133) of the parallel submanifold M ⊂ N and some x ∈ T o M , provided that we have h o (x) ∈ hol(OM ). Therefore, if the last relation holds for all x ∈ T o M , then M is even equivariantly embedded according to Theorem 11. However for a parallel submanifold M of the euclidian space R n we obviously have hol(T N |M ) = 0 and hence h(T o M ) ⊂ hol(OM )) does not hold here unless M is a plane in R n ; on the other hand parallel submanifolds of R n are extrinsically symmetric and hence equivariantly embedded (the last assertion follows from Theorem 11 and Equation (35)). Other examples of extrinsically symmetric submanifolds where h(T o M ) ⊂ hol(OM ) does not hold are given by an extrinsic circle in S 2 resp. H 2 and also by all the Lagrangian, extrinsically symmetric submanifolds M of some Hermitian symmetric space N of higher rank, which are listed in Example 12 in Section 7.2 (remember that we have OM = T N |M for a full, extrinsically symmetric submanifold).
Distinguished inner derivations on hol(OM)
In the following let ad resp. Ad denote the adjoint representations of so( 
It satisfies for all
In other words, ad(A) = [A, · ] is skew-symmetric for each A ∈ so(O o M ).
Example 17. Remember that σ ⊥ denotes the linear reflection in
⊥ is an orthogonal map and therefore the splittings (23) and (90) are orthogonal.
Definition 14. Let P : so(O o M ) → hol(OM ) denote the orthogonal projection with respect to the metric introduced above.
Furthermore,
Remark 7. By the above construction one can always pass from the "outer derivation" ad(h(x)) on hol(OM ) (note that h(x) ∈ hol(OM ) not does not necessarily hold) to the "inner derivation" induced by P (h(x)) on hol(OM ), see [K] .
Proof of Proposition 14. ad(h(x)) defines a linear map on hol(OM ), according to Lemma 16. Equation (138) is a consequence of the Jacobi identity. (139) is seen as follows: We can write h(
from which we see that [(h(x) ) ⊥ , A] ∈ hol(OM ). I claim that [(h(x)) ⊥ , A] = 0 (and therefore (141) yields (139)); in fact for each B ∈ hol(OM ) we have
This implies [(h(x))
⊥ , A] = 0, as is seen from taking B = [(h(x)) ⊥ , A] and using that · , · is positive definite. From (89) and Example 17 we conclude that P •Ad(σ ⊥ ) = Ad(σ ⊥ )|hol(OM )•P , which (together with Example 4 (a)) implies (140).
Lemma 25. P •h is semi parallel (like h, see Equation (29)), by which I mean that for each x, y, z
where R O is the ∇ N -curvature tensor of OM , see (87).
Proof. By (88) and (92) 
. From this and from (137) we conclude that
Therefore (142) follows from (29) (restricted to O p M ) and (87).
9.2 An application of Schur's lemma and its generalization over C Let W , U be euclidian vector spaces and let ρ W : h → so(W ), ρ U : h → so(U ) be representations of a Lie algebra h by skew-symmetric endomorphisms on W resp. U . Introduce the linear space
We will the following well known results from representation theory. 
Proof. For (a): This is Schur's Lemma. For (b): For the proof one considers the complexified representation ρ W ⊗ Id C : h → so(W ⊗ C). I could find a similar result in [GT] , p. 17.
For (c): A comparable result can be found in [La] .
In the following we will consider the Liealgebra h := hol(OM ) + (see Lemma 16 and Theorem 9) and its representations
Notice that the tangent space T o M (p ∈ M ) and the first normal space ⊥ 
From (96) and (87) we see
Hence T o M is an irreducible h-module, provided that it is an irreducible h ⊤ -module. 
⊂ ρ ⊤ (h) ⊂ sp(T o M ); because h ⊤ is the holonomy Lie algebra of M ⊤ , the orthogonal frame bundle of M ⊤ is locally reducible to a subbundle whose holonomy group is Sp(n) ⊂ SU(n). Riemannian manifolds whose holonomy group lies inside SU(n) are known to be Ricci flat (cp. the theory of "Calabi Yau manifolds"). On the other hand the universal covering of M ⊤ is an irreducible symmetric space, hence of compact or of non compact type; thus its sectional curvature is strictly positive or strictly negative according to [He] , Ch. V §3 p. 241 and therefore its Ricci tensor can not vanish. Therefore we have d ∈ {1, 2} with d = 1 unless there exists a complex structure J on
Furthermore we have the following improvement of Theorem 9:
Proof. By contradiction assume that hol(OM ) − = 0, then we see from (96)
This implies for all x, y ∈ T o M :
Multiplication of (148) with
Since A 1 is skew-symmetric, it follows that
and therefore ∀ξ, η ∈ ⊥
Hence 
In fact ℓ(x) maps T o M to ⊥ 1 o M by means of (140) and Definition 2. We have
Furthermore
is a linear subspace of T o M , which is invariant under the holonomy Lie algebra
Proof. For (152): Let A ∈ h and x ∈ T o M . Using Equation (139) we have (139) and (142) we have for all
where we finally used (29) . Thus R M (x, y)z ∈ Kern(ℓ), hence Kern(ℓ) is hol(M )-invariant.
From (153) Proof. According to Corollary 7 it suffices to show that ℓ = 0. By contradiction assume that ℓ = 0; since Kern(ℓ) is hol(M )-invariant by Lemma 27, ℓ is injective; and since dim(M ) > 2 there exist three linearly independent vectors e 1 , e 2 , e 3 of T o M ; thus λ j := ℓ(e j ) (j = 1, 2, 3) are linearly independent elements of Hom
is an irreducible h-module, too, according to Lemma 26; hence Corollary 6 implies d ≤ 2 . Put U j := λ j (T o M ), then λ j is an isomorphism onto U j according to Proposition 15 (a). It is not possible that we have U 1 = U 2 = U 3 ; since otherwise the three elements
were linearly independent, but we have d ≤ 2 . Thus we may assume that U 1 = U 2 . Then U 1 ∩ U 2 = 0, since U 1 and U 2 are irreducible h-modules. I claim that this already implies that hol(OM ) − = 0, which stands in contradiction to Proposition 16. For this let A ∈ hol(OM ) − and put A 1 := h(e 1 ) − P (h(e 1 )), A 2 := h(e 2 ) − P (h(e 2 )) which are both elements of so(O o M ) − according to (26), (140); note that ℓ(e j ) = A j |T o M according to (151) . Consider for j = 1, 2 the linear isomorphisms which gives a contradiction.
"Parallel flats" and curvature isotropic submanifolds
For a symmetric space N and an isometric immersion f : M → N let me introduce the following notation; for the sake of readibility I will again restrict my presentation to submanifolds M ⊂ N .
Definition 16. Motivated by [FP] , I will call a parallel submanifold M of N a parallel flat if the sectional curvature of N vanishes on T p M for each p ∈ M .
Let T o M = k i=0 W i be a decomposition of T o M into irreducible h ⊤ -modules W i with i ≥ 1 and the largest vector subspace W 0 on which h ⊤ acts trivially. Because h ⊤ is the holonomy Lie algebra of the totally geodesic submanifold M ⊤ (see (146)), the linear spaces W i are unique up to permutation; which a consequence of the de Rham decomposition theorem , see [BCO] , p.290.
The following Proposition reflects certain relations between the holonomy representations of the parallel submanifold M and of the totally geodesic submanifold M ⊤ ; it is motivated by Theorem 2.4. of [Ts1] .
Proposition 17. Recall that a linear subspace W ⊂ T p N is called curvature isotropic if R N (x, y) = 0 for all x, y ∈ W , and a submanifold M ⊂ N is called curvature isotropic, if T p M is a curvature isotropic linear space for each p ∈ M (see [FP] ). Remark 9. For a parallel, curvature isotropic submanifold M we have hol(T N |M ) = 0 according to the Theorem of Ambrose/Singer and hence also hol(OM ) = 0 by Lemma 14.
Extrinsic products
Definition 17. Let f : M := M 1 ×. . .×M k → N be an isometric immersion from a product of Riemannian manifolds into N . Let L i ⊂ M (i = 1, . . . , k) denote the foliations canonically induced by the product structure, then for example we have L 1 (p) = M 1 × {p 2 } × . . . × {p k }. According to [BR] , Def. 4, the immersion f is called an extrinsic product if the second fundamental form of f satisfies h f (T L i , T L j ) = 0 for i = j.
Example 18. If N = N 1 × N 2 is a product and M 1 ⊂ N 1 and M 2 ⊂ N 2 are submanifolds, then M 1 × M 2 is an extrinsic product in N . For submanifolds in the euclidian space R N the converse is also true, i.e. an extrinsic product of two submanifolds M 1 × M 2 ⊂ R n induces an orthogonal splitting of R n = R n1 × R n2 such that M i ⊂ R ni for i = 1, 2 by means of the "Lemma of Moore", see [Mo] , p. 28. ¶ It should be mentioned that there exist parallel submanifolds M ⊂ R n where M is locally a product of two Riemannian manifolds, but M is not an extrinsic product in R n : These are given exactly by the symmetric R-spaces Ad p (K) · X from Example 12 and the last item in Example 13. For a proof use [BR] , Lemma 1 on page 422. Nomizu and Yano) in N .
For this: Because π 2 |k : k → so(T o N ) is a representation, we conclude from (123) that π 2 ([ĥ(x),ĥ(y)]) = [h(x), h(y)] and therefore for all z 1 , z 2 ∈ T o M : Because of (154) there exist orthonormal bases e 1 , . . . , e m of T o M and ξ 1 , . . . , ξ m of ⊥ 1 o M and linear forms λ i ∈ T o M (i = 1, . . . , m) with h(x)e i = λ i (x)ξ i and h(x)ξ i = −λ i (x)e i for each x ∈ T o M . We have λ i (e j )ξ i = h(e j )e i = h(e i )e j = λ j (e i )ξ j ; hence if i = j then λ i (e j ) = 0 , consequently h(e i , e j ) = 0. Sincẽ M is isometric to the euclidian space, there exist "constant" vector fields E i onM corresponding to e i via τ , respectively. Since these vector fields are parallel and f is parallel, we even have h f (E i , E j ) = 0; thus f is an extrinsic product, whereM =M 1 × . . . ×M k withM i ∼ = R e i (i = 1, . . . , k). According to Lemma 29 each of the product slices is also a parallel submanifold in N ; finally take notice of Example 1.
Proof of Theorem 2
It should be noticed that the previous results from Section 9 are also applicable in this situation, where f : M → N is a full, parallel immersion from a simply connected Riemannian symmetric space M into a symmetric space N . Since moreover M is irreducible by assumption, T o M is an irreducible hol(M )-module by the "de Rham decomposition theorem".
If also T o M is an irreducible h ⊤ -module, then we can apply Theorem 12 to see that for each x ∈ T o M there exists a solution X ∈ k to (123) Otherwise f is a parallel flat according to Proposition 17 (b); then f is even curvature isotropic by means of Lemma 28 (remember that we assume that N is of compact or of non-compact type). In particular, there does not exist a third possibility apart from (a) and (b) of Theorem 2.
It remains to show (a) and (b) exclude each other. By contradiction, assume that f is additionally a curvature isotropic immersion and f : M → f (M ) is a covering onto the extrinsically homogeneous submanifold f (M ) ⊂ N ; this covering is the universal covering, since M is simply connected by assumption. As the metric on N is given by a multiple of the Killing form, we therefore can apply Proposition 18 to see that M is isometric to R n and hence is not irreducible.
Remark 10. I(M ) 0 contains the geodesic reflections exactly for the following simply connected, irreducible symmetric spaces M = G/K of compact type and their non-compact duals (for the concept of duality see [He] , Ch. V §2):
• The two-fold coverings of the real Grassmannians G k (R 2m ) and G k (R 2m+1 ) for k even resp. for arbitrary k (in particular S 2m ),
• the Grassmannians over the quaternions,
• the Hermitian symmetric spaces.
• G 2 /SO(4), E 6 /SO(16), E 8 /E 7 × SU(2), E 7 /SO(12) × SU(2), F 4 /Sp(3) × SU(2).
Proof of this remark. Let M be a simply connected, irreducible symmetric space of compact type, o ∈ M some origin and let K denote the isotropy group in I(M ) 0 at o; then K is connected since M ∼ = I(M ) 0 /K is simply connected, and hence K is the connected component of the isotropy group at o. The geodesic symmetry σ (where M * denotes the symmetric space of non-compact type which is dual to M ). One can easily verify that above there are listed exactly those irreducible symmetric spaces of compact type with rank(K) = rank(I(M ) 0 ), i.e. each maximal Abelian subalgebra of k is also a maximal Abelian subalgebra of i(M ). Because a maximal Abelian subalgebra t ⊂ k is also a maximal Abelian subalgebra of i(M ) if and only if t is a maximal Abelian subalgebra of i(M * ), the result now follows from [He] , Ch. IX §5 Corollary 5.8. (for Hermitian symmetric spaces see also [He] , Ch. VIII §4 Theorem 4.5.).
