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11 Johdanto
Monien kera¨ttyjen aineistojen havaintoihin voidaan liitta¨a¨ sijaintitieto. Esimerkiksi
murresanan ka¨ytto¨ voidaan paikallistaa johonkin kuntaan. Ta¨llaiset aineistot ovat
kuitenkin usein epa¨tarkkoja tai muulla tavalla puutteellisia. Data-analyysissa¨ on kui-
tenkin yleista¨ ja¨tta¨a¨ suuressa aineistossa esiintyva¨ epa¨varmuus huomiotta ja ka¨sitella¨
aineistoa sellaisenaan – laskennallisista syista¨. Puuttuvan datan erityinen ka¨sittely
on haasteellista, mutta silti tarpeellista, jotta aineiston laatua voitaisiin parantaa.
Jos ta¨ssa¨ onnistutaan, niin aineiston mahdollinen jatkoka¨sittely tuottaa tarkempia
tuloksia.
Sijaintitietoa sisa¨lta¨va¨n aineiston havainnot voivat riippua toisistaan: sijainniltaan
toisiaan la¨hella¨ olevat havainnot ovat usein samankaltaisia. Aineiston puutteita voi-
daan korjata havaintojen va¨lilla¨ mahdollisesti esiintyvien riippuvuuksien avulla.
Markovin satunnaiskentta¨ on matemaattinen va¨line, joka tarjoaa keinon mallintaa
aineistosta puuttuvaa dataa todenna¨ko¨isyyslaskennan avulla. Erityisesti joltakin alu-
eelta puuttuvan datan sisa¨lto¨a¨ voidaan arvioida la¨hialueiden perusteella. Markovin
satunnaiskenttia¨ ka¨yteta¨a¨n tavallisesti bayesila¨isen mallintamisen yhteydessa¨, erityi-
sesti hierarkkisen mallin osana. Yleensa¨ la¨hto¨kohtana on jokin yksinkertainen ku-
vanka¨sittelyyn tarkoitettu malli, jota sitten muokataan aineistolle sopivaksi.
Bayesila¨isten mallien ka¨sittely on laskennallisesti vaativaa. On ka¨ytetta¨va¨ Markovin
ketju Monte Carlo -menetelma¨a¨ (MCMC), jotta mallien ka¨sittely olisi ka¨yta¨nno¨ssa¨
mahdollista. MCMC-menetelma¨t ovat monipuolisia, mutta samalla laskennallisesti
vaativia. Niiden ka¨yto¨ssa¨ tulee huomioida useita tekijo¨ita¨, jotta tulosten oikeelli-
suudesta voidaan varmistua. MCMC-menetelmille onkin kehitetty lukuisia erilaisia
analyysimenetelmia¨ ja ka¨yta¨nno¨n toteutuksen ohjeita.
Markovin satunnaiskenttia¨ ja bayesila¨isia¨ malleja on ka¨ytetty myo¨s aiemmin paik-
katietoaineistojen puutteiden korjaamiseen. Ta¨ssa¨ tutkielmassa niita¨ ka¨yteta¨a¨n suo-
men kielen murresana-aineiston ja Suomen lintujen pesima¨aineiston yhteydessa¨. Ai-
neistoille kehiteta¨a¨n yksinkertaiset bayesila¨iset todenna¨ko¨isyysmallit, jotka perustu-
vat Ising-malliin (era¨s Markovin satunnaiskentta¨). Molemmat aineistot ovat suuria,
joten laskennalliseen tehokkuuteen kiinniteta¨a¨n erityista¨ huomiota.
Tutkielman tulokset osoittavat, etta¨ suurista paikkatietoaineistoista puuttuvan da-
tan ka¨sittely on aikaa vieva¨a¨, mutta laskennallisesti mahdollista. Lisa¨ksi aineistoista
2puuttuvaa dataa voi mallintaa kohtuullisen hyvin jo yksinkertaisilla Markovin sa-
tunnaiskenttia¨ hyo¨dynta¨villa¨ bayesila¨isilla¨ malleilla.
Tutkielman luvussa 2 ka¨sitella¨a¨n sellaisten aineistojen erityispiirteet, joiden havain-
toihin voidaan liitta¨a¨ sijaintitietoja. Sen ja¨lkeen luvussa 3 esitella¨a¨n Markovin satun-
naiskenttien teoriaa. Luku 4 sisa¨lta¨a¨ bayesila¨isen todenna¨ko¨isyyslaskennan ja mal-
lintamisen perusteet. Luku 5 ka¨sitta¨a¨ bayesila¨isten mallien ka¨sittelyyn tarkoitetun
MCMC-menetelma¨n ja sen analysointitekniikat. Luvussa 6 palautetaan mieleen alan
aiempaa tutkimusta ja suoritetaan lopulta testeja¨ oikeille aineistoille. Viimeinen luku
7 tarjoaa yhteenvedon tutkielman sisa¨llo¨sta¨.
2 Paikkatietoaineistot
Seuraavaksi ka¨sitella¨a¨n kera¨ttyjen aineistojen ja erityisesti paikkatietoaineistojen
ominaisuuksia. Lisa¨ksi esitella¨a¨n itsekorrelaation ka¨site, jonka avulla voidaan mal-
lintaa paikkatietoaineiston ominaisuuksia. Na¨iden ja¨lkeen pohditaan puutteellisen
aineiston ka¨sittelya¨.
2.1 Paikkatietoaineistot
Aineistolla tarkoitetaan kokoelmaa dataa, joka on kera¨tty mista¨ vain mielenkiinnon
kohteena olevasta ilmio¨sta¨. Tarkoitus on hyo¨dynta¨a¨ kera¨ttya¨ dataa ja tilastollisia
menetelmia¨ niin, etta¨ saadaan tutkittavaa ilmio¨ta¨ koskevia johtopa¨a¨to¨ksia¨. Hyva¨ssa¨
aineistossa on niin paljon dataa, etta¨ ilmio¨n ta¨rkeimma¨t erityispiirteet tulevat esiin,
eika¨ datassa ole juuri (mittaus-)virheita¨.
Monien aineistojen sisa¨lta¨ma¨ data voidaan sijoittaa johonkin tiettyyn paikkaan. Ta¨l-
laisia aineistoja kutsutaan paikkatietoaineistoiksi [Goo86], ja ne kuvaavat paikko-
jen erityispiirteita¨. Esimerkkeja¨ paikkatietoaineistojen esitysmuodoista ovat alueruu-
dukko, kartan havaintopisteet ja valtion kunnat. Paikkatietoaineistojen analyysissa¨
tutkitaan usein, milla¨ tavalla maantieteelliset ominaisuudet vaikuttavat tutkittaviin
ilmio¨ihin. Valituilta paikoilta voidaan tehda¨ havaintoja, jotka kirjataan aineistoon.
Esimerkiksi maaston fosforipitoisuuksista on mahdollista muodostaa paikkatietoai-
neisto.
3On myo¨s mahdollista ajatella datan liittyva¨n johonkin ajanhetkeen aikajanalla, jol-
loin on kyseessa¨ aikatietoaineisto. Niiden analyysissa¨ ollaan yleensa¨ erityisen kiin-
nostuneita ajan kulumisen aiheuttamista muutoksista tutkittavaan ilmio¨o¨n. Esimer-
kiksi po¨rssikurssit voivat muodostaa aikatietoaineiston. Ta¨ma¨n tutkielman painotus
on paikkatietoaineistoissa, eika¨ aikatietoaineistoja ka¨sitella¨ kovin syva¨llisesti. Aika-
tietoaineisto voidaan kuitenkin joissakin tapauksissa palauttaa yksiulotteiseksi paik-
katietoaineistoksi. Kuvassa 2.1 esitella¨a¨n erilaisia esitysmuotoja paikkatietoaineiston
paikoille ja era¨s aikatietoaineiston aikajaksoesitys.
(a) Ruudukko (b) Havaintopisteita¨
(c) Kuntia (d) Aikajaksoja
Kuva 2.1: Erilaisia tapoja jaotella havaintohetket ja -paikat.
Datan kera¨ystavat ovat eritta¨in tilannesidonnaisia. Ta¨rkeinta¨ on varmistaa, etta¨ ka¨y-
tetty kera¨ystapa ei va¨a¨rista¨ kuvaa tutkittavasta ilmio¨sta¨. Kera¨a¨minen on tapahtunut
perinteisesti ihmisvoimin. Ihmistyo¨voiman ka¨ytta¨minen on kuitenkin taloudellisesti
kallista, joten dataa ei ole aina pystytty kera¨a¨ma¨a¨n kovin paljon.
Erilaisten aineistojen kera¨a¨minen on viime vuosikymmenina¨ helpottunut huomat-
tavasti tietotekniikan ka¨yto¨n lisa¨a¨ntymisen myo¨ta¨. Joissakin tapauksissa dataa on
mahdollista kera¨ta¨ ohjelmallisesti, jolloin kera¨a¨minen on hyvin edullista. Lisa¨ksi ny-
kyinen elektroninen tallennusmuoto on huomattavasti houkuttelevampi kuin aiem-
mat paperipinot, eika¨ syytta¨: aineistojen ka¨sitteleminen on nyt paljon helpompaa
kuin aiemmin.
4Lisa¨a¨ntynyt datama¨a¨ra¨ on aiheuttanut sen, etta¨ kaikkia aineistoja ei ole ena¨a¨ mah-
dollista ka¨sitella¨ samoilla tilastollisilla menetelmilla¨ kuin ennen. Varsinkin suurten
aineistojen tilastollinen analyysi on ka¨sityo¨na¨ mahdoton urakka. Tiedon louhinta
(engl. data mining) on tietojenka¨sittelyn ala, jossa pyrita¨a¨n lo¨yta¨ma¨a¨n suurista ai-
neistoista mielenkiintoisia piirteita¨ automaattisesti. Sen tarkoituksena on automati-
soida muun muassa tilastotieteen menetelmia¨ niin, etta¨ suurtenkin aineistojen ana-
lyysi olisi tehokasta.
2.2 Itsekorrelaatio
Kun paikkatietoaineistoa tutkitaan tarkasti, siina¨ voidaan usein havaita sa¨a¨nno¨n-
mukaisuuksia. Ensivaikutelma on, etta¨ toisiaan la¨hella¨ tehdyt havainnot eiva¨t olisi
toisistaan riippumattomia: monet paikkaan liittyva¨t havainnot ovat nimitta¨in var-
sin samanlaisia kuin la¨hialueiden havainnot. Kun mitataan esimerkiksi maaston kor-
keuksia, niin tulokset voidaan osin pa¨a¨tella¨ la¨hialueiden korkeuksista. Na¨enna¨inen
riippuvuus la¨hialueista onkin yleensa¨ lukuisten vaikuttavien tekijo¨iden tulos, jotka
ovat voimakkaimmillaan lyhyilla¨ eta¨isyyksilla¨. Laskennallisista syista¨ na¨ita¨ kaikkia
todellisia tekijo¨ita¨ ei voida ottaa huomioon, joten ajatusta la¨hialueiden vaikutuksesta
on yksinkertaistettava. Paikkatietoaineistojen sa¨a¨nno¨nmukaisuudet voidaan mones-
ti selitta¨a¨ silla¨, etta¨ koko paikka-avaruus vaikuttaa havaintoihin, mutta la¨hialueet
kaikkein voimakkaimmin. Ta¨sta¨ syysta¨ oletetaan, etta¨ paikkojen va¨linen eta¨isyys
riitta¨a¨ kuvaamaan niiden va¨lisen riippuvuuden voimakkuutta.
Edella¨ kuvattua yksinkertaistusta alueiden vaikutuksesta la¨hialueisiin kutsutaan ti-
lastotieteessa¨ itsekorrelaatioksi (engl. autocorrelation) [Goo86]. Tilastotieteessa¨ on
mahdollista laskea paikkatietoaineistolle tunnuslukuja, jotka kuvaavat la¨hialueiden
vaikutuksen voimakkuutta havaintoihin – itsekorrelaation ma¨a¨ra¨a¨. Kaikille erilaisil-
le laskentatavoille on yhteista¨, etta¨ aineistossa ei ole itsekorrelaatiota, jos ja vain jos
data on riippumaton paikasta. Itsekorrelaation ma¨a¨ra¨n laskeminen tilastotieteen kei-
noilla vaatii, etta¨ aineisto ei saa olla puutteellista – ainakaan tavalla, joka va¨a¨rista¨isi
tuloksia. Valitettavasti ihmisten tuottamat aineistot ovat harvoin ta¨ydellisia¨.
Aikatietoaineistojen kohdalla pa¨a¨dyta¨a¨n samaan: havainnot muistuttavat la¨hiaikoi-
na tehtyja¨ havaintoja. Voidaan olettaa, etta¨ ta¨lla¨ yksiulotteisella aika-akselilla esiin-
tyy itsekorrelaatiota. Esimerkiksi meriveden la¨mpo¨tila on tavallisesti pa¨a¨telta¨vissa¨
edellisen pa¨iva¨n mittausten perusteella.
5Esimerkki 2.2 (Ising-mallin esittely).
Ta¨ssa¨ tutkielmassa ka¨yda¨a¨n esimerkkina¨ la¨pi yksinkertaistetun Ising-mallin muodos-
taminen ja soveltaminen todellisiin paikkatietoaineistoihin. Alun perin malli kehitet-
tiin simuloimaan metallin magnetoitumista, mutta sen ja¨lkeen mallille on lo¨ytynyt
muutakin ka¨ytto¨a¨ [KS80]. Ising-mallissa tarkasteltavana on kuvan 2.1(a) kaltainen
ruudukko, jonka ruudut voivat saada joko arvon 0 tai 1. Ruudukon koko on ta¨ssa¨
10 × 10 ja sen ruutuihin viitataan joukon I = {1, 2, . . . , 100} alkioilla. Ideana oli
alun perin, etta¨ kun metallin la¨mpo¨tilaa lasketaan, niin yha¨ suurempi osa metallis-
ta magnetoituu samalla tavalla (ruudut muistuttavat viereisia¨ ruutuja). La¨mpo¨tilan
laskeminen vastaa ruutujen va¨lisen riippuvuuden kasvamista, mika¨ johtaa voimak-
kaaseen itsekorrelaatioon.
2.3 Aineiston esika¨sittely
Monet aineistot ovat jollakin tavoin puutteellisia. Ta¨ma¨ voi johtua siita¨, etta¨ datan
kera¨a¨minen on kallista, eika¨ kaikkea tarpeellista dataa ole saatu kera¨tyksi. Toisaalta
syy voi olla epa¨tarkoissa havainnointiva¨lineissa¨. Aineiston puutteiden korjaaminen
olisi hyo¨dyllista¨, silla¨ jatkoanalyysin tuloksista saadaan tarkempia ja luotettavam-
pia. Uutta dataa ei kuitenkaan aina ole mahdollista kera¨ta¨. Yksi keino ka¨sitella¨
puuttuvaa dataa on yritta¨a¨ mallintaa sita¨ jollakin sopivalla mallilla. Parhaassa ta-
pauksessa malli kuvaa ilmio¨ta¨ niin tarkasti, etta¨ sen avulla voidaan luoda hyvia¨
arvioita puuttuvan datan sisa¨llo¨sta¨.
Puutteellisen paikkatietoaineiston ta¨ydenta¨minen uskottavalla tavalla on haasteel-
lista. Erityisesti paikkatietoaineistojen yhteydessa¨ on monesti hyo¨dyllista¨ olettaa
itsekorrelaatio: paikkojen va¨linen eta¨isyys selitta¨a¨ samankaltaisuuden. Itse asiassa
aineiston ta¨ydenta¨minen itsekorrelaatio-oletusta hyo¨dynta¨va¨lla¨ mallilla on uskotta-
vampaa kuin pelkkiin paikan ominaisuuksiin perustuva ta¨ydenta¨minen, silla¨ la¨hia-
lueidenkin tieto huomioidaan. Itsekorrelaatio-oletusta hyo¨dynta¨va¨t mallit suosivat
tavallisesti tilanteita, joissa la¨hekka¨isiin paikkoihin liittyva¨t arvot muodostavat sa¨a¨n-
no¨nmukaisuuksia.
63 Markovin satunnaiskenta¨t
Jotta paikkatietoaineistoa voitaisiin ta¨ydenta¨a¨ ja tarkentaa, tarvitaan menetelma¨
puuttuvan datan mallintamiseksi itsekorrelaatio-oletuksen avulla. Ta¨ta¨ tarkoitusta
varten esitella¨a¨n Markovin satunnaiskenta¨t. Ensiksi kuvaillaan, miten aineistoa tulee
esika¨sitella¨, jotta Markovin satunnaiskenttia¨ voidaan ka¨ytta¨a¨, ja sitten ka¨sitella¨a¨n
aihepiirin teoriaa. Annettuja ka¨sitteita¨ selvenneta¨a¨n esimerkkien avulla. Ideana on
ka¨ytta¨a¨ hyva¨ksi aineiston naapurustorakennetta: Markovin satunnaiskentissa¨ paik-
kojen ominaisuudet ovat ehdollisesti riippumattomia muiden paikkojen ominaisuuk-
sista, kun naapureiden ominaisuudet tunnetaan.
3.1 Naapuruston ma¨a¨ra¨a¨minen
Paikkatietoaineistosta puuttuvan datan mallintaminen Markovin satunnaiskenta¨n
avulla vaatii, etta¨ aineisto esika¨sitella¨a¨n ensin silla¨ tavalla, etta¨ se muodostaa suun-
taamattoman verkon. Verkon solmut vastaavat aineiston havaintopaikkoja, jotka on
yleensa¨ helppo selvitta¨a¨ aineiston perusteella. Verkon solmuja eli havaintopaikkoja
kuvataan suurilla kirjaimilla, silla¨ solmut rinnastetaan myo¨hemmin satunnaismuut-
tujiin.
Ma¨a¨ritelma¨ 3.1 (Naapurusto [Win95, luku 3.1]).
Olkoon G = (X , E) suuntaamaton verkko, jossa X = {X1, X2, . . . , Xn} on solmu-
jen joukko ja E solmujen va¨listen kaarten joukko. Solmujen indeksit ovat joukon
S = {1, 2, . . . , n} alkioita, jossa n = |X | on solmujen lukuma¨a¨ra¨. Kaaret ovat ja¨r-
jestettyja¨ pareja (Xi, Xj) joillakin i, j ∈ S. Jos Xi, Xj ∈ X ja (Xi, Xj) ∈ E , niin
solmujen Xi ja Xj sanotaan olevan naapureita (engl. neighbour) keskena¨a¨n. Olete-
taan lisa¨ksi, etta¨ mika¨a¨n solmu ei ole naapuri itsensa¨ kanssa eli (Xi, Xi) /∈ E kaikilla
i ∈ S. Silloin naapuriverkko G ma¨a¨rittelee kaikille solmuille Xi ∈ X naapuruston
(engl. neighbourhood) N (Xi), joka on solmun Xi naapurisolmujen joukko. Toisin
sanoen, N (Xi) = {Xj ∈ X | (Xi, Xj) ∈ E}. Suuntaamattomuudesta seuraa, etta¨
naapuriominaisuus on symmetrinen: Xj ∈ N (Xi), jos ja vain jos Xi ∈ N (Xj).
Aineiston esika¨sittelyvaiheessa toistensa naapureiksi tulisi valita sellaisia solmupa-
reja, joilla voidaan ajatella olevan merkitta¨via¨ keskina¨isia¨ riippuvuuksia. Solmun
naapurien lukuma¨a¨ra¨ on tavallisesti melko pieni, yleensa¨ alle kymmenen. Solmun
ominaisuudet riippuvat eniten naapureista – riippuvuus muista solmuista va¨littyy
7naapurisolmujen kautta. Jos aineistossa oletettu itsekorrelaatio on erityisen moni-
mutkainen, niin naapurien lukuma¨a¨ra¨n lisa¨a¨minen voi parantaa tuloksia [TB98].
Aikatietoaineistossa solmujen (aikajaksojen) naapureiksi voidaan asettaa edelta¨va¨a¨
ja seuraavaa aikajaksoa kuvaavat solmut. Na¨in ollen kaikilla solmuilla on kaksi naa-
puria, paitsi ensimma¨isella¨ ja viimeisella¨ solmulla (aikajaksolla), joilla on vain yksi
naapuri. Solmujen riippuvuuksia ei tulkita ta¨ssa¨ kausaalisiksi. Jos paikkatietoaineis-
to koostuu valtion kunnista, solmun naapureiksi voidaan valita kaikki ne solmuparit
(kunnat), joilla on yhteista¨ rajaa. Ta¨ma¨ soveltuu myo¨s, jos solmut vastaavat ruudu-
kon ruutuja. Kolmiulotteiset ruudukotkaan eiva¨t ole ongelma.
Pisteaineiston naapuruston ma¨a¨ra¨a¨minen on hankalampaa, mutta siina¨kin voidaan
asettaa solmut naapureiksi esimerkiksi silloin, kun niiden va¨linen eta¨isyys on va¨-
hemma¨n kuin jokin ennalta ma¨a¨ra¨tty kynnysarvo [Li01]. On myo¨s mahdollista ka¨yt-
ta¨a¨ Voronoi-ositusta [Aur91], jossa koko pisteavaruus ositetaan solukoksi. Jokaisel-
la solmulla on yksi solu. Pisteavaruuden jokaisen pisteen kohdalla selviteta¨a¨n, mi-
ka¨ solmuista on sita¨ la¨hinna¨, ja liiteta¨a¨n piste la¨hinta¨ solmua vastaavaan soluun.
Na¨in muodostunut solukko osittaa pisteavaruuden mosaiikkimaisiksi palasiksi. Sol-
mut ma¨a¨ra¨ta¨a¨n naapureiksi, jos niita¨ vastaavilla Voronoi-soluilla on yhteinen raja.
Ta¨llaista naapurustorakennetta kutsutaan Delaunay-naapurustoksi. Kuvassa 3.3 on
esimerkkeja¨ erilaisista naapurustoista.
Esimerkki 3.2 (Ising-mallin naapurusto).
On tavallista asettaa ruudukolle naapurusto, johon kuuluu joko eninta¨a¨n 4 tai enin-
ta¨a¨n 8 naapuria. Ta¨ssa¨ siis pa¨a¨teta¨a¨n, ovatko kulmittain kiinni olevat ruudut tois-
tensa naapureita. Ta¨ssa¨ pa¨a¨dyta¨a¨n yksinkertaisempaan ratkaisuun: ruuduilla on 2,
3 tai 4 naapuria (reunaruuduilla on va¨hemma¨n naapureita). Ising-mallin naapurus-
to on identtinen kuvassa 3.3(a) esitetyn kanssa muuten, paitsi etta¨ ruudukon koko
on 10 × 10.
Ma¨a¨ritelma¨n 3.1 mukaiset naapurustot ovat symmetrisia¨ ja antirefleksiivisia¨. Jatkon
kannalta on ta¨rkea¨a¨ tarkistaa, onko na¨in muodostettu naapuriverkko yhtena¨inen.
Jos verkon kaksi solmua eiva¨t ole saavutettavissa toisistaan naapurikaaria pitkin,
niita¨ vastaavien muuttujien va¨lilla¨ ei voi riippuvuuksia. Ta¨ma¨ voi olla mallinnuk-
sen kannalta toivottavaa, jos aineisto sisa¨lta¨a¨ toisistaan riippumattomia alueita tai
aikajaksoja.
8(a) Ruudukon naapurusto (b) Havaintopisteiden naapu-
rusto kynnysarvolla α
(c) Havaintopisteiden Voro-
noi-ositus ja Delaunay-naa-
purusto
(d) Kuntien naapurusto (e) Aikajaksojen naapurusto
Kuva 3.3: Erilaisia naapurustoja; naapurit on yhdistetty toisiinsa mustalla viivalla.
93.2 Markovin satunnaiskenta¨n ma¨a¨ritelma¨
Ta¨ssa¨ aliluvussa esitella¨a¨n Markovin satunnaiskentta¨, joka voidaan ajatella erityise-
na¨ joukkona satunnaismuuttujia. Jatkossa rinnastetaan satunnaismuuttuja ja naa-
puriverkon solmu toisiinsa. Toisin kuin yksitta¨isella¨ satunnaismuuttujalla, satunnais-
kenta¨n arvot ovat useiden yksitta¨isten satunnaismuuttujien arvojen yhdistelmia¨, ku-
ten pian na¨hda¨a¨n. Na¨iden satunnaismuuttujien va¨lilla¨ on (syklisia¨) riippuvuuksia,
jotka saavat aikaan itsekorrelaation esiintymisen.
Ma¨a¨ritelma¨ 3.4 (Satunnaiskentta¨ [Win95, luku 3.1]).
Olkoon G = (X , E) jokin verkko ja Ai solmun (satunnaismuuttujan) Xi ∈ X mah-
dollisten arvojen joukko kaikilla i ∈ S. Kutsutaan verkon G asetelmaksi vektoria
a = (a1, a2, . . . , an), jossa ai ∈ Ai kaikilla i ∈ S. Asetelma sisa¨lta¨a¨ arvot jokaiselle
verkon G solmulle. Kokoelma A = {a | ai ∈ Ai} sisa¨lta¨a¨ verkon G kaikki mahdolliset
asetelmat. Kokoelman A asetelmien ja niiden todenna¨ko¨isyyskuvauksen pr yhdistel-
ma¨a¨ kutsutaan satunnaiskenta¨ksi (engl. random field), jos pr on aidosti positiivinen
ja integroituu ykko¨seksi 1. Toisin sanoen, pr(a) > 0 kaikilla asetelmilla a ∈ A ja
lisa¨ksi
∫
a∈A
pr(a) da = 1. Jos satunnaismuuttujien mahdollisten arvojen joukko on
diskreetti, niin todenna¨ko¨isyyksien tulee summautua ykko¨seksi.
Oletetaan etta¨ satunnaiskenta¨n solmuja vastaavat satunnaismuuttujat antavat ku-
kin arvolleen aidosti positiivisen todenna¨ko¨isyystiheyden. Silloin ma¨a¨ritelma¨n 3.4
mukaan myo¨s todenna¨ko¨isyyskuvaus pr antaa aidosti positiivisen todenna¨ko¨isyys-
tiheyden asetelmalle, jossa solmuilla on na¨ma¨ arvot. Kuvaus pr voikin antaa toden-
na¨ko¨isyystiheydeksi nollan, jos ja vain jos satunnaiskenta¨n jonkin solmun (satun-
naismuuttujan) arvo on mahdoton.
Ma¨a¨ritelma¨ 3.5 (Markovin satunnaiskentta¨ [Win95, Bes74, KS80]).
Olkoon G = (X , E) naapuriverkko. Olkoon lisa¨ksi mahdollisten asetelmien kokoel-
ma A ja niiden todenna¨ko¨isyyskuvaus pr yhdessa¨ verkkoon liittyva¨ satunnaiskentta¨.
Ta¨ta¨ satunnaiskentta¨a¨ kutsutaan Markovin satunnaiskenta¨ksi (engl. Markov random
field, Markov network) naapuriverkolle G, jos kaikilla i ∈ S pa¨tee ns. Markovin ehto
pr(Xi | X \ {Xi}) = pr(Xi | N (Xi)).
1Diskreettien todenna¨ko¨isyyskuvausten arvot ovat aina eninta¨a¨n yksi, mutta jatkuvilla kuvauk-
silla todenna¨ko¨isyystiheydet voivat olla myo¨s ykko¨sta¨ suurempia. Esimerkiksi jatkuvan todenna¨-
ko¨isyyskuvauksen f todenna¨ko¨isyystiheydet ovat sen kertyma¨funktion F (x) = pr(X 6 x) deri-
vaattoja f(x) = ∂ F (x)
∂ x
. Jos todenna¨ko¨isyyskuvaus on diskreetti, niin ta¨ssa¨ tutkielmassa ka¨yteta¨a¨n
kuvauksesta merkinta¨a¨ Pr; jatkuvissa tapauksissa (ja oletuksena) ka¨yteta¨a¨n merkinta¨a¨ pr.
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Ma¨a¨ritelma¨ssa¨ 3.5 esiintynyt Markovin ehto tarkoittaa, etta¨ minka¨ tahansa solmun
(satunnaismuuttujan) arvon todenna¨ko¨isyystiheys ehdollistettuna kaikkien muiden
solmujen arvoilla on sama kuin todenna¨ko¨isyystiheys samalle arvolle ehdollistettuna
vain naapurisolmujen arvoilla. Edellisen voi tulkita niin, etta¨ kaikkien muiden sa-
tunnaismuuttujien arvojen vaikutus ka¨tkeytyy naapureiden arvoihin. Ta¨ma¨ on Mar-
kovin satunnaiskenttien merkitta¨vin etu laskennallisessa mielessa¨: simulointiohjelma
tutkii vain naapureiden arvoja ja ja¨tta¨a¨ muiden solmujen arvot huomiotta.
Ma¨a¨ritelma¨n 3.5 mukaisissa todenna¨ko¨isyyskuvauksissa solmujen arvojen ehdolliset
todenna¨ko¨isyystiheydet ovat syklisia¨, eiva¨tka¨ kaikki kuvaukset ta¨sta¨ syysta¨ va¨ltta¨-
ma¨tta¨ toteuta todenna¨ko¨isyyskuvauksen ma¨a¨ritelma¨a¨. Onneksi paljastuu, etta¨ Mar-
kovin satunnaiskenta¨t voidaan ilmaista myo¨s seuraavalla, usein helpommalla tavalla.
Ma¨a¨ritelma¨ 3.6 (Gibbsin satunnaiskentta¨ [Win95, Bes74, KS80]).
Olkoon G = (X , E) naapuriverkko. Epa¨tyhja¨ solmujoukko C ⊆ X on klikki (engl.
clique, simplex) tai ta¨ydellinen osaverkko, jos sen kaikki solmuparit ovat keskena¨a¨n
naapureita eli kaikilla solmupareilla Xi, Xj ∈ C pa¨tee (Xi, Xj) ∈ E , kun i 6= j.
Myo¨s yksitta¨iset solmut ovat klikkeja¨. Olkoon C naapuriverkon G kaikkien klikkien
kokoelma, C = {∅ ⊂ C ⊆ X | ∀Xi, Xj ∈ C : i 6= j ⇒ (Xi, Xj) ∈ E} (katso kuva 3.7).
Naapuriverkon G asetelmien kokoelma A ja niiden todenna¨ko¨isyyskuvaus
pr(a) =
1
Z
· exp
(∑
C∈C
ΦC (a)
)
yhdessa¨ ma¨a¨ritta¨va¨t Gibbsin satunnaiskenta¨n (engl. Gibbs random field) naapuri-
verkolle G. Todenna¨ko¨isyyskuvauksen pr termi
Z =
∫
b∈A
exp
(∑
C∈C
ΦC(b)
)
db
on normalisointivakio, joka ei riipu asetelmasta a. Jos arvojoukko on diskreetti, niin
integraali korvataan summalla. Funktiota ΦC kutsutaan klikin C naapuripotentiaa-
lifunktioksi naapuriverkossa G. Sen arvo saa riippua erityisesti klikkiin C kuuluvien
solmujen ominaisuuksista ja niiden arvoista, mutta ei mista¨a¨n muista solmuista.
Gibbsin satunnaiskenttia¨ on huomattavasti helpompi muodostaa kuin Markovin sa-
tunnaiskenttia¨. Malleihin sopivien potentiaalifunktioiden valinta ei valitettavasti ole
aivan suoraviivaista, mutta funktion suuret arvot kertovat, etta¨ klikin solmuilla on
mallintamisen kannalta uskottavat arvot, esimerkiksi kaikki arvot ovat samanlaisia.
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Kuva 3.7: Kuntien naapuriverkon klikit: pisteet, viivat ja kolmiot vastaavat yhden,
kahden ja kolmen kokoisia klikkeja¨.
Yksi potentiaalifunktioiden valintatapa voisi olla seuraava. Ma¨a¨ra¨ta¨a¨n aluksi solmu-
jen arvoille haluttuja todenna¨ko¨isyystiheyksia¨ ehdollistettuna valituilla naapuriar-
voilla. Ta¨ma¨n ja¨lkeen kehiteta¨a¨n sellaiset potentiaalifunktiot, jotka tuottavat ha-
lutut todenna¨ko¨isyystiheydet. Potentiaalifunktiot ma¨a¨ra¨a¨va¨t satunnaiskenta¨n ka¨yt-
ta¨ytymisen klikkitasolla, joten koko satunnaiskenta¨n alueelle ulottuvaa vaikutusta
on joskus hankala ennustaa pelkkien potentiaalifunktioiden avulla. Vaikka ta¨sma¨lli-
nen tulkinta puuttuukin, potentiaalifunktioiden karkea vaikutus on silti useimmiten
pa¨a¨telta¨vissa¨. Ei voida kuitenkaan sanoa, etta¨ tietyt potentiaalifunktiot aiheuttaisi-
vat juuri tietyn suuruista itsekorrelaatiota koko satunnaiskenta¨n alueella.
Ma¨a¨ritelma¨ssa¨ 3.6 esiintynytta¨ todenna¨ko¨isyyskuvausta on mahdollista yksinkertais-
taa. Jos naapuriverkko on tasoittuva (engl. planar) [Bol98] eli se voidaan piirta¨a¨ il-
man ristea¨via¨ kaaria, niin siina¨ voi olla korkeintaan nelja¨n solmun kokoisia klikkeja¨.
Potentiaalifunktioiden ma¨a¨ra¨a¨ voidaan rajoittaa myo¨s asettamalla sama potenti-
aalifunktio kaikille samankokoisille klikeille. On myo¨s tavallista ma¨a¨ra¨ta¨ niin, etta¨
suurempien kuin kahden kokoisten klikkien potentiaalifunktiot ovat identtisesti nol-
lia ja ja¨a¨va¨t huomiotta [Bes74]. Ta¨llainen suurien klikkien sivuuttaminen soveltuu
silloin, kun solmujen va¨liset riippuvuudet halutaan sa¨ilytta¨a¨ yksinkertaisena. Moni-
mutkaisempien vuorovaikutusten tapauksessa voidaan vastaavasti ja¨tta¨a¨ huomiotta
pienimma¨t klikit ja keskittya¨ vain maksimaalisiin klikkeihin [TB98]. Erilaisten po-
tentiaalifunktioiden ma¨a¨ra¨a¨ voidaan siis rajoittaa, jotta laskentatyo¨ keventyisi.
Gibbsin satunnaiskenta¨n ma¨a¨ritelma¨n 3.6 todenna¨ko¨isyyskuvauksessa esiintyva¨ nor-
malisointivakio Z on laskennallisesti hyvin ongelmallinen. Tarkastellaan varsin yk-
sinkertaista satunnaiskentta¨a¨, jossa on 100 solmua ja kaikilla solmuilla on kaksi mah-
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dollista arvoa (esimerkiksi Ising-malli). Erilaisia asetelmia on |A| = 2100 kappaletta,
joten normalisointivakion tarkan arvon laskeminen yksinkertaisilla algoritmeilla on
ka¨yta¨nno¨ssa¨ mahdotonta. Ising-mallin joidenkin erityistapauksien normalisointiva-
kio on silti onnistuttu selvitta¨ma¨a¨n polynomisessa ajassa toimivalla, joskin hanka-
lalla, algoritmilla [GLV00]. Tavallisesti kuvauksen pr tarkat todenna¨ko¨isyystiheydet
eiva¨t ole ka¨ytetta¨vissa¨. Myo¨hemmin na¨yteta¨a¨n, kuinka ta¨ma¨ ongelma voidaan kier-
ta¨a¨ laskemalla kuvauksen pr ehdollisia todenna¨ko¨isyystiheyksia¨.
Lause 3.8 (Hammersley–Clifford [Win95, luku 3.3]).
Olkoon G = (X , E) naapuriverkko. Satunnaiskentta¨ on Markovin satunnaiskentta¨
naapuriverkolle G, jos ja vain jos se on Gibbsin satunnaiskentta¨ samalle naapuri-
verkolle.
Lause 3.8 on todistettu myo¨s useissa muissa yhteyksissa¨ [Bes74, Pre74, KS80]. Sen
seurauksena jokainen Gibbsin satunnaiskentta¨ toteuttaa Markovin ehdon. Haluttu
Markovin satunnaiskentta¨ on siis mahdollista muotoilla helpommalla tavalla ma¨a¨-
ritelma¨n 3.6 mukaisesti. Jatkossa muodostetaan satunnaiskenttia¨ Gibbsin ma¨a¨ritel-
ma¨n mukaisesti ja niista¨ ka¨yteta¨a¨n nimea¨ Markovin satunnaiskentta¨.
Esimerkki 3.9 (Markovin satunnaiskentta¨ Ising-mallille).
Ising-mallin jokaisen ruudun mahdollisten arvojen joukko on Ai = {0, 1} kaikilla
i ∈ I ja asetelmien kokoelma on A = {0, 1}100. Asetetaan Ising-mallille seuraavaksi
ma¨a¨ritelma¨n 3.6 mukaiset potentiaalifunktiot. Alkupera¨isen mallin potentiaalifunk-
tiosta on ta¨ssa¨ ja¨tetty pois joitakin fysiikkaan liittyvia¨ muuttujia, jotta funktiosta tu-
lisi yksinkertaisempi. Ruudukossa, jossa ruudulla on eninta¨a¨n 4 naapuria, on vain
yhden ja kahden kokoisia klikkeja¨. Potentiaalifunktioita Φi ka¨yteta¨a¨n yhden ruudun
kokoisiin klikkeihin ja potentiaalifunktioita Φi,j kahden ruudun kokoisiin. Ma¨a¨ritel-
la¨a¨n funktiot
Φi (a) = αi · ai,
Φi,j (a) = βi,j · (ai · aj + (1− ai) · (1− aj)) = βi,j · 1ai=aj ,
jossa αi, βi,j ∈ R. Intuitiivisesti tulkittuna: Jos ruutukohtainen parametri αi on po-
sitiivinen, niin funktio Φi suosii arvoa 1 arvon 0 kustannuksella ruudussa i ∈ I.
Negatiivisella arvolla suositaankin arvoa 0. Jos βi,j on positiivinen, niin funktio Φi,j
suosii tilanteita, joissa klikin molemmilla ruuduilla i ja j on sama arvo. Jos taas
βi,j on negatiivinen, niin ruuduissa i ja j suositaan toisistaan poikkeavia arvoja.
Tapauksessa βi,j = 0 potentiaalifunktioilla Φi,j ei ole vaikutusta eli ruutujen i ja j
va¨lilla¨ ei ole suoraa riippuvuutta.
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Kun C1 ja C2 sisa¨lta¨va¨t Ising-ruudukon kaikki yhden ja kahden kokoiset klikit, niin
Markovin satunnaiskenta¨lle saadaan todenna¨ko¨isyyskuvaus
Pr (a) =
1
Z
· exp

 ∑
{Xi}∈C1
αi · ai +
∑
{Xi,Xj}∈C2
βi,j · 1ai=aj

 .
Normalisointivakion Z laskeminen todettiin jo aiemmin ka¨yta¨nno¨ssa¨ hankalaksi.
Joskus Markovin satunnaiskenta¨n satunnaismuuttujille halutaan asettaa jatkuva ar-
vojoukko. Silloin todenna¨ko¨isyyskuvauksen pr on oltava integroituva. Lisa¨ksi ma¨a¨-
ritelma¨n 3.6 potentiaalifunktiot ta¨ytyy valita niin, etta¨ normalisointivakio Z pysyy
a¨a¨rellisena¨. Kun na¨ma¨ ehdot on ta¨ytetty, niin jatkuvien arvojoukkojen ka¨ytta¨minen
on sallittua [Bes74].
Jos satunnaismuuttujilla on jatkuva arvojoukko, niin voidaan ka¨ytta¨a¨ normaalija-
kautuneita Markovin satunnaiskenttia¨ (engl. Gaussian Markov random field) [Bes75,
RH05]. Silloin Markovin satunnaiskentta¨ muodostaa moniulotteisen normaalijakau-
man ja ehdolliset jakaumat ovat nekin normaalisia. Ta¨ma¨ sopii erityisen hyvin sol-
mujen arvoissa esiintyvien mittausvirheiden mallintamiseen. Ta¨ma¨n tutkielman pa¨a¨-
paino on kuitenkin diskreetissa¨ Ising-mallissa.
Markovin satunnaiskenttien merkitta¨vin ominaisuus on, etta¨ niiden avulla on mah-
dollista muodostaa ehea¨ todenna¨ko¨isyyskuvaus (syklisten) satunnaismuuttujien ar-
voyhdistelmille. Siksi niita¨ voidaan ka¨ytta¨a¨ luontevasti mukana todenna¨ko¨isyyksiin
perustuvassa mallintamisessa. Suurin yksitta¨inen heikkous on, etta¨ sopivien potenti-
aalifunktioiden keksiminen voi olla hankalaa – ainakin silloin, kun potentiaalifunktio
kuvaa monimutkaista ilmio¨ta¨.
3.3 Sovelluksia
Markovin satunnaiskenttia¨ voidaan ka¨ytta¨a¨ lukuisiin erilaisiin tarkoituksiin, jois-
sa halutaan hyo¨dynta¨a¨ la¨hialueiden va¨lisia¨ riippuvuuksia. Naapurisolmujen va¨linen
riippuvuus ilmaistaan sopivilla potentiaalifunktioilla. Yksinkertaisetkin mallit ovat
monesti soveliaita monien aineistojen ka¨sittelyyn.
Valtaosa Markovin satunnaiskenttien sovelluksista on alun perin kehitetty kuvan-
ka¨sittelyyn, mutta samat menetelma¨t yleistyva¨t usein myo¨s muille aloille [Li01].
Tutkielmassa tullaan luvussa 6 na¨ytta¨ma¨a¨n, miten kuvanka¨sittelyyn suunnattuja
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Markovin satunnaiskenttien sovelluksia voidaan hyo¨dynta¨a¨ myo¨s todellisten paik-
katietoaineistojen puutteiden mallintamisessa. Seuraavaksi esitella¨a¨n joitakin yksin-
kertaisia Markovin satunnaiskenttien kuvanka¨sittelysovelluksia.
Kuvat koostuvat pikseleista¨, jotka ovat ja¨rjesta¨ytyneet ruudukoksi. Ta¨ma¨ tarjoaa
valmiin naapurustorakenteen Markovin satunnaiskentille. Kuvat voidaan jakaa kar-
keasti kahteen luokkaan niiden va¨rityksen perusteella. Jos kuvassa on vain muutama
eri va¨ri (tai sa¨vyero), kuvan va¨ritysta¨ kutsutaan diskreetiksi. Toinen vaihtoehto on,
etta¨ kuvan va¨rimaailma on jatkuva: kuvan va¨riarvot ilmaistaan reaalilukuarvona.
Kuvien korjaamiseksi [Li01, Win95] kutsutaan sellaista kuvan muokkaamista, jossa
vahingoittunutta kuvaa muokataan niin, etta¨ se muistuttaisi paremmin alkupera¨is-
ta¨ kuvaa. Kuvaan on esimerkiksi voitu lisa¨ta¨ satunnaista kohinaa, jolloin joidenkin
pikseleiden va¨riarvo muuttuu. Markovin satunnaiskenta¨t soveltuvat seka¨ diskreetin
etta¨ jatkuvan va¨rimaailman kuvien korjaamiseen, jos kohinaa ei ole kovin paljon.
Jatkuvan va¨rimaailman kuvia on myo¨s mahdollista silottaa (engl. smoothing). Si-
lottamisessa kuvien voimakkaita va¨rimuutoksia pyrita¨a¨n pehmenta¨ma¨a¨n lisa¨a¨ma¨lla¨
muutosalueille va¨rien sekoituksia.
Diskreetit kuvat ovat yksinkertaisia, ja siksi niille on kehitetty paljon erilaisia sovel-
luksia. Era¨s vanhimmista on rajojen tunnistaminen [GG84, Win95], jossa kuvasta
etsita¨a¨n kapeita nauhamaisia alueita, joiden eri puolien va¨rit poikkeavat toisistaan
voimakkaasti. Menetelma¨a¨ voi ka¨ytta¨a¨ esimerkiksi tunnistamaan kuvista esineiden
a¨a¨riviivoja. Kuvien lohkomisessa (engl. segmentation) [Li01] taas pyrita¨a¨n pa¨invas-
taiseen: tarkoitus on erottaa kuvasta va¨reilta¨a¨n yhtena¨isia¨ lohkoja. Na¨in lo¨ydetyt
lohkot voidaan usein tulkita esineiksi tai erillisiksi alueiksi.
4 Bayesila¨inen mallintaminen
Seuraavaksi esitella¨a¨n lyhyesti bayesila¨isen todenna¨ko¨isyyslaskennan perusteet. Nii-
den ja¨lkeen tutustutaan bayesila¨iseen mallintamiseen ja suosittuun mallintamistek-
niikkaan: hierarkkisiin malleihin. Lopuksi esitella¨a¨n erilaisia tapoja hyo¨dynta¨a¨ Mar-
kovin satunnaiskenttia¨ hierarkkisissa todenna¨ko¨isyysmalleissa.
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4.1 Bayes-pa¨a¨ttelyn perusteet
Todenna¨ko¨isyyksien tulkinnassa on kaksi erilaista koulukuntaa: frekventistinen ja
bayesila¨inen [Nea93, s. 4][GCSR04, luku 1.5]. Eri koulukuntien puolustajilla on vank-
koja ka¨sityksia¨ omien kantojensa paremmuudesta. Ta¨ssa¨ tutkielmassa esiteta¨a¨n ly-
hyesti molemmat kannat, ja jatkossa ka¨yteta¨a¨n bayesila¨ista¨ tulkintaa.
Frekventistisessa¨ (perinteisessa¨) todenna¨ko¨isyystulkinnassa todenna¨ko¨isyysarvot mit-
taavat tapahtumien esiintymistiheyksia¨, kun koetilannetta toistetaan lukuisia kerto-
ja. Nopan silma¨luvulle kaksi voidaan asettaa todenna¨ko¨isyys 1
6
, silla¨ kakkosten ma¨a¨-
ra¨ on pitka¨ssa¨ toistosarjassa kuudesosa heittojen lukuma¨a¨ra¨sta¨. Tulkinta ei sovellu
tilanteisiin, joissa tilannetta ei voida ajatella toistettavan uudelleen. Esimerkiksi jo-
kin historiallinen mennyt tapahtuma joko tapahtui tai sitten ei: jo tapahtuneeseen
ei voi ena¨a¨ liittya¨ mita¨a¨n satunnaisuutta, koska arvo on jo kiintea¨. Frekventistisen
todenna¨ko¨isyyden voikin liitta¨a¨ vain satunnaisiin ilmio¨ihin, joiden lopputulos ei ole
viela¨ kiinnitetty.
Bayesila¨isessa¨ tulkinnassa todenna¨ko¨isyys tulkitaan vapaammin subjektiivisen us-
komuksen mitaksi. Ta¨rkein ero frekventistiseen na¨kemykseen on, etta¨ tarkkailtavien
tapahtumien ei vaadita olevan aidosti satunnaisia. Oletetaan etta¨ tutkittava arvo
on tuntematon subjektiiviselle tarkkailijalle. Silloin tarkkailijan epa¨varmuus todelli-
sesta arvosta voidaan ilmaista bayesila¨isitta¨in todenna¨ko¨isyysjakauman avulla. Fre-
kventistien mielesta¨ kiinteiden arvojen kohtelu (uskomuksen) satunnaismuuttujina
on perustelematonta ja vastoin intuitiota. Frekventistisen toistokokeen sijaan ko-
rostetaankin subjektiivista todenna¨ko¨isyyden tulkintaa. Bayesila¨inen tulkinta edella¨
mainitusta nopanheitosta on, etta¨ subjektiivinen tarkkailija uskoo yhden nopanhei-
ton silma¨luvun olevan kaksi varmuudella 1
6
. Vain bayesila¨inen voi sanoa historialli-
sen menneen tapahtuman todenna¨ko¨isyyden olevan vaikkapa 0,87, jolloin ha¨n uskoo
enemma¨n tapahtumiseen kuin ei-tapahtumiseen. Bayesila¨inen todenna¨ko¨isyystulkin-
ta on siis laajempi, mutta vaatii bayesila¨isen ajattelutavan hyva¨ksymista¨.
Tarkastellaan todenna¨ko¨isyysmalliaM, ja sen sisa¨lta¨mien satunnaismuuttujien jouk-
koja Θ ja D. Jatkossa rinnastetaan mallin muuttujat ja satunnaismuuttujat. Bayesi-
la¨isessa¨ data-analyysissa¨ mallin M kaikille muuttujille ma¨a¨ritella¨a¨n yhteisjakauma
(engl. joint probability distribution) [GCSR04, luku 1.3]
pr(θ,D). (4.1)
Yhteisjakauma ma¨a¨ra¨a¨ todenna¨ko¨isyystiheydet muuttujien Θ ja D arvojen kaikille
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yhdistelmille. Muuttujien D arvot annetaan yleensa¨ datana. Kun yhteisjakauma
ehdollistetaan ta¨lla¨ datalla, niin saadaan ta¨rkea¨ Bayesin kaava:
pr(θ | D) =
pr(θ,D)
pr(D)
=
pr(θ) · pr(D | θ)
pr(D)
=
pr(θ) · pr(D | θ)∫
θ′
pr(θ′) · pr(D | θ′) dθ′
. (4.2)
Kaavassa (4.2) esiintyva¨a¨ termia¨ pr(θ) kutsutaan muuttujien arvovektorin θ prio-
ritodenna¨ko¨isyystiheydeksi, termia¨ pr(D | θ) datan D uskottavuudeksi (engl. likeli-
hood) muuttujien arvovektorilla θ ja termia¨ pr(θ | D) muuttujien arvovektorin θ
posterioritodenna¨ko¨isyystiheydeksi datallaD. Lisa¨ksi termia¨ pr(D) kutsutaan joskus
datan D reunatodenna¨ko¨isyystiheydeksi (engl. marginal probability).
Ajatuksena on, etta¨ vektorin θ muuttujista on annettu jotakin etuka¨teistietoa priori-
jakauman muodossa. Uskottavuus kertoo, kuinka todenna¨ko¨ista¨ on, etta¨ juuri muut-
tujien arvovektorin θ sisa¨lta¨ma¨t arvot olisivat tuottaneet muuttujille D datasta saa-
dut arvot. Muuttujien arvovektorin θ posterioritodenna¨ko¨isyystiheydet perustuvat
seka¨ etuka¨teistietoon etta¨ annettuun dataan. Posteriorijakauma kertoo, kuinka us-
komuksemme muuttuu na¨htya¨mme datan.2
Jos muuttujat voivat saada vain diskreetteja¨ arvoja, niin kaavan (4.2) jakajan inte-
graali yksinkertaistuu summaksi. Joka tapauksessa jakaja on riippumaton paramet-
rina annetuista arvoista θ. Usein ka¨yteta¨a¨nkin yhta¨suuruuden asemesta verrannol-
lisuutta
pr(θ | D) ∝ pr(θ) · pr(D | θ).
Verrannollisuutta ka¨ytta¨ma¨lla¨ saadaan arvoja, jotka poikkeavat todellisista poste-
rioritodenna¨ko¨isyystiheyksista¨ vakiokertoimella – tarkemmin sanottuna kaavan (4.2)
jakajan ka¨a¨nteisluvun verran.
Bayesila¨inen data-analyysi pohjautuu posterioritodenna¨ko¨isyystiheyksien selvitta¨-
miseen ja posteriorijakauman ominaisuuksien tutkimiseen. Posteriorijakauman ana-
lyyttinen johtaminen on usein ylivoimaista johtuen kaavan (4.2) jakajassa olevasta
integraalista, mutta posteriorijakaumaa on silti mahdollista approksimoida MCMC-
menetelmien avulla (esitella¨a¨n luvussa 5.4.2). Menetelma¨ perustuu siihen, etta¨ to-
denna¨ko¨isyystiheyksien suhteet ovat selvitetta¨vissa¨ verrannollisuuden avulla – ilman
hankalan jakajavakion laskemista.
2Apriorinen tieto ja aposteriorinen tieto ovat alun perin filosofisen tietoteorian ka¨sitteita¨. Im-
manuel Kant esitti, etta¨ on olemassa tietoa a priori, joka on havainnoista riippumatonta. Samaten
on olemassa tietoa a posteriori, joka saadaan havaintojen avulla. Bayesila¨isen todenna¨ko¨isyyslas-
kennan avainka¨sitteet perustuvat na¨ihin termeihin.
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On tavallista, etta¨ kaikki muuttujat sisa¨lta¨va¨n posteriorijakauman sijasta ollaan kiin-
nostuneita vain muutaman muuttujan jakaumasta. Silloin halutaan tarkastella pos-
teriorijakauman reunajakaumia (engl. marginal distribution) [GCSR04, luku 3.1],
jotka saadaan integroimalla posteriorijakaumasta loput (ei-kiinnostavat) muuttujat
pois. Jaetaan arvovektori θ kahteen osaan, jossa θ+ on kiinnostavien ja θ− on ei-
kiinnostavien muuttujien arvovektori. Silloin kiinnostavien muuttujien arvovektorille
θ+ saadaan reunatodenna¨ko¨isyystiheys
pr(θ+ | D) =
∫
θ−
pr(θ | D) dθ− =
∫
θ−
pr(θ− | D) · pr(θ+ | θ−,D) dθ−.
Kuten posteriorijakauman selvitta¨minen, myo¨s reunajakaumien selvitta¨minen on
laskennallisesti vaativaa, silla¨ se vaatii yleensa¨ moniulotteista integrointia.
Bayesila¨isella¨ todenna¨ko¨isyyslaskennalla on vahva matemaattinen pohja, mutta on-
gelmiakin on. Bayesila¨ista¨ todenna¨ko¨isyyslaskentaa ei nimitta¨in voi soveltaa ilman
priorijakaumia. Ta¨ma¨ on toisaalta vahvuus ja toisaalta heikkous. Jos muuttujien ar-
voista on jotakin etuka¨teistietoa, niin priori sallii keinon vaikuttaa lopputulokseen
eli posteriorijakaumaan. Vaikka muuttujien arvoista ei ole erityista¨ etuka¨teistietoa,
Bayesin kaava vaatii silti priorijakauman asettamista. Valitettavasti on epa¨selva¨a¨,
millainen priorijakauma kuvaisi parhaiten ta¨ydellista¨ tieta¨ma¨tto¨myytta¨ muuttujan
mahdollisista arvoista. Joka tapauksessa, kaiken kattavaa ei-informatiivista priori-
jakaumaa ei ole olemassa: ensivaikutelman vastaisesti myo¨s tasainen jakauma ottaa
kantaa muuttujan arvoihin. Priorilla on siis subjektiivinen vaikutus posteriorijakau-
maan, kuten bayesila¨isella¨ tulkinnalla todenna¨ko¨isyyksiin.
4.2 Bayesila¨inen hierarkkinen mallintaminen
Mallintamisessa on ajatuksena kuvata tarkkailtavaa ilmio¨ta¨ mahdollisimman tar-
kasti jonkin mallin avulla. Parhaassa tapauksessa malli sisa¨lta¨a¨ kaikki ta¨rkeimma¨t
ilmio¨o¨n vaikuttavat tekija¨t. Hyva¨n mallin avulla on mahdollista selvitta¨a¨ erilais-
ten tekijo¨iden vaikutusten voimakkuutta tarkkailtavaan ilmio¨o¨n ja ennustaa tulevia
tapahtumia.
On harvinaista, etta¨ tosiela¨ma¨n ilmio¨lle lo¨ytyy jokin ta¨ydellisen hyva¨ malli. Esi-
merkiksi monet fysiikan kaavat eli luonnonlakien mallit olettavat jonkin ideaalisen
ominaisuuden, esimerkiksi tyhjio¨n tai aineen tasakoosteisuuden. Onkin sanottu, etta¨
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kaikki mallit ovat virheellisia¨, mutta jotkut hyo¨dyllisia¨. Joka tapauksessa mallin va-
linta vaatii asiantuntijatietoa mallinnettavasta ilmio¨sta¨. Tavallisinta on, etta¨ asian-
tuntijat tarkentavat mallia va¨hitellen, kunnes sen ennustustarkkuus ei ena¨a¨ parane.
Malleja (esimerkiksi ta¨rkeita¨ Bayes-verkkoja) on myo¨s mahdollista oppia suoraan
datasta koneoppimisen keinoin [Hec97, MSTU02].
Toisaalta mallista halutaan mahdollisimman tarkka ja toisaalta sen parametrien ar-
voja on voitava arvioida laskennallisesti. Monimutkaiset mallit voivat olla lasken-
nallisesti kesta¨ma¨tto¨mia¨. Esimerkiksi sa¨a¨n ennustaminen tarkasti viikolla eteenpa¨in
vaatii niin monimutkaisen mallin, etteiva¨t tulokset voi milla¨a¨n valmistua ajoissa (jos
koskaan). Sa¨a¨n ennustamisessa joudutaankin tyytyma¨a¨n yksinkertaisempiin mallei-
hin, joiden antamat ennusteet ovat epa¨varmempia. Jos alan asiantuntijat voivat
hyva¨ksya¨ yksinkertaisen mallin vaatimat oletukset ja mallin ennusteet vastaavat ha-
vaintoja, niin mallia voidaan pita¨a¨ uskottavana ka¨sityksena¨ mallinnettavasta ilmio¨s-
ta¨.
Bayesila¨ista¨ mallintamista voidaan soveltaa lukuisissa erilaisissa tilanteissa [GCSR04].
Mallit kannattaa muodostaa niin, etta¨ niiden ka¨sittely on laskennallisesti tehokasta.
Kun mallin muuttujilla on vain va¨ha¨n riippuvuuksia keskena¨a¨n, niin mallin yhteisja-
kauma on rakenteeltaan yksinkertainen ja laskennallisesti helppo. Muuttujien va¨liset
riippuvuudet muodostavat silloin riippuvuushierarkian, jossa ylimma¨n hierarkiata-
son muuttujat vaikuttavat alempien hierarkiatasojen muuttujiin, jotka vuorostaan
vaikuttavat yha¨ alempien hierarkiatasojen muuttujiin. Kun muuttujaan θ suoraan
vaikuttavien muuttujien arvot on annettu, niin muuttuja θ on ehdollisesti riippuma-
ton kaikista muista muuttujista. Ta¨llaisen riippuvuushierarkian sisa¨lta¨va¨ malli on
usein laskennallisesti tehokas ja sille lo¨ytyy siisti graafinen esitys.
Bayesila¨iset mallit muodostetaan usein hierarkkisen mallintamisen [GCSR04, luku
5] avulla. Olkoon V hierarkkisen mallin M kaikkia muuttujia vastaavien solmujen
joukko. Hierarkkisessa mallissa solmut asetetaan eri hierarkiatasoille: hierarkiatason
solmut vaikuttavat alemman hierarkiatason solmuihin. Hierarkkinen malli voidaan
kuvata solmujen V ja niiden va¨listen vaikutuskaarten muodostamana suunnattuna
ja syklitto¨ma¨na¨ verkkona, jonka korkeimmalla hierarkiatasolla sijaitsevat ylimma¨n
tason muuttujat, hyperparametrit, ja pohjalla on ainakin osa sellaisista muuttujista,
joiden arvot annetaan datana. Kaaret ovat suunnattuja ja kuvaavat solmujen vaiku-
tusta alemman tason solmuihin. Solmu on toisen solmun vanhempi, jos edellisesta¨
on suunnattu kaari ja¨lkimma¨iseen. Solmun lapsi ma¨a¨ritella¨a¨n toisin pa¨in.
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Hierarkkiset mallit sisa¨lta¨va¨t aina ehdollisen riippumattomuuden: solmun arvon to-
denna¨ko¨isyystiheys ehdollistettuna vain sen vanhempien arvoilla on sama kuin sen
todenna¨ko¨isyystiheys ehdollistettuna hierarkiassa kaikkien ylempa¨na¨ olevien solmu-
jen arvoilla. Solmun vanhemmat ma¨a¨ritta¨va¨t sen arvoille prioritodenna¨ko¨isyystihey-
det ja lapset uskottavuudet. Vain solmun vanhemmilla ja lapsilla on vaikutusta sen
arvoihin – muut solmut vaikuttavat siihen vanhempien ja lasten va¨lityksella¨.
Hierarkkisten mallien solmujen va¨liset riippuvuudet (kaaret) ilmaistaan niin, etta¨
solmun vanhempien arvoilla on suora vaikutus sen arvojen todenna¨ko¨isyysjakau-
maan. Solmua vastaavalla muuttujalla on priorijakauma, jonka parametreja van-
hemmat ovat. Jokaiselle solmulle on asetettava priorijakauma. Jos solmulla on van-
hempia, niin priorijakauman parametrit ma¨a¨ra¨ytyva¨t vanhempien arvojen mukaan;
muuten priorijakauman parametrit ovat vakioita. Erikoistapauksena on malliin kuu-
luva vakioarvo, joka ei ole satunnaismuuttuja. Ta¨llaiselle solmulle voidaan asettaa
sellainen priorijakauma, jonka arvoalue koostuu yhdesta¨ vakioarvosta, ja ta¨lla¨ arvol-
la on todenna¨ko¨isyys yksi.
Olkoon V ja¨lleen mallin M kaikkia muuttujia vastaavien solmujen joukko. Mallin
yhteisjakauma on tulo mallin solmujen V arvojen todenna¨ko¨isyystiheyksista¨ ehdol-
listettuna (mahdollisten) vanhempien arvoilla. Vanhemmattomat solmut tuottavat
todenna¨ko¨isyystiheyden omasta kiintea¨sta¨ priorijakaumastaan – vakion tapauksessa
ykko¨sen. Hierarkkisen mallin M yhteisjakauma on kokonaisuudessaan
pr(V) =
∏
V ∈V
pr(V | vanhemmat(V )). (4.3)
Joillakin priorijakaumilla on sellainen ominaisuus, etta¨ sopivalla uskottavuustoden-
na¨ko¨isyystiheydella¨ kerrottuna ne kuuluvat edelleen samaan jakaumaperheeseen,
mutta eri parametreilla. Na¨ita¨ liittojakaumia (engl. conjugate distribution) [GCSR04,
s. 40][RC04, s. 30] ka¨ytta¨ma¨lla¨ posteriorijakauman laskeminen muuttuu helpom-
maksi, silla¨ uuden jakauman selvitta¨misen sijaan algoritmin tarvitsee pa¨ivitta¨a¨ vain
priorijakauman parametreja. Liittojakaumien ka¨ytta¨minen mallissa tosin edellytta¨a¨,
etta¨ ne kuvaavat mallinnettavaa ilmio¨ta¨ hyvin – pelkka¨ laskentahyo¨ty ei va¨ltta¨ma¨t-
ta¨ riita¨ perusteluksi. Liittojakauman ka¨ytta¨minen on erityisen soveliasta silloin, kun
kyseisesta¨ mallin riippuvuudesta ei ole erityista¨ asiantuntijatietoa.
Mallien parametrien estimoinnin ja erityisesti koneoppimisen perusongelma on yli-
sovittaminen (engl. overfitting), jossa oppimisalgoritmi sa¨a¨ta¨a¨ mallin parametrit ku-
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vaamaan tarkasti datan ka¨ytta¨ytymista¨. Vaarana on, etta¨ algoritmi huomioikin an-
netun datan erityispiirteet, eika¨ tutkittavan ilmio¨n yleispiirteita¨. Na¨in ka¨y varsinkin
silloin, kun mallissa on runsaasti (jopa tuhansia) muuttujia. Ylisovitetun mallin en-
nustustulokset voivat olla pahasti virheellisia¨. Hierarkkisten mallien suurin etu mal-
lintamismielessa¨ on, etta¨ ne eiva¨t juuri ylisovitu [GCSR04, s. 117]. Ta¨ma¨ johtuu
siita¨, etta¨ osalle muuttujista asetetaan yhteinen hyperparametri, jonka va¨lityksella¨
muuttujat riippuvat toisistaan. Silloin muuttujien arvot pyrkiva¨t kuvaamaan datan
yleisia¨ piirteita¨ sen erityispiirteiden sijaan, mika¨ va¨henta¨a¨ ylisovittamisen vaaraa.
Esimerkki 4.4 (Hierarkkinen malli).
Kuvassa 4.5 on esitetty bayesila¨inen hierarkkinen malliM vahingoittuneiden bina¨a¨-
risten kuvien korjaamiseen. Vektori y sisa¨lta¨a¨ datana annetut arvot vahingoittuneen
kuvan bina¨a¨risille muuttujille. Vahingoittuneen kuvan yksitta¨isten pikselien arvojen
uskotaan vastaavan todellisen kuvan pikselien arvoja x pikselikohtaisilla tarkkuuk-
silla t. Kun 20 prosenttia vahingoittuneen kuvan pikseleista¨ oletetaan olevan virheel-
lisia¨, niin tarkkuus on vakio: 80 prosenttia kaikilla pikseleilla¨. On luontevaa olettaa
muuttujien y ehdollinen riippumattomuus: kun todellisen kuvan pikselin i arvo xi on
annettu, niin vahingoittuneen kuvan pikselin i arvo yi on riippumaton todellisen ku-
van muista pikseleista¨. Oletetaan hetkeksi, etta¨ todellisen kuvan pikselien arvot ovat
riippumattomia toisistaan (mallia ta¨ydenneta¨a¨n viela¨ myo¨hemmin). Satunnaismuut-
tujien riippuvuudet ovat seuraavat:
[ti] = 0,80,
[xi] ∼ Bernoulli(0,5),
[yi | xi, ti] ∼ Bernoulli(pi), jossa pi =
{
ti , jos xi = 1
1− ti , jos xi = 0.
Kuvankorjausmallin M kaikkien solmujen V yhteisjakauma on
Pr(V) = Pr(x) ·
vakio 1︷ ︸︸ ︷
Pr(t) ·Pr(y | x, t)
= Pr(x) · Pr(y | x, t)
=
∏
i
Pr(xi) · Pr(yi | xi, ti).
4.3 Mallintaminen Markovin satunnaiskentilla¨
Markovin satunnaiskenta¨n ehka¨ merkitta¨vin ominaisuus on, etta¨ se muodostaa to-
denna¨ko¨isyysjakauman satunnaiskenta¨n solmujen eli satunnaismuuttujien arvoille.
21
Kuva 4.5: Hierarkkinen bayesila¨inen malli vahingoittuneiden bina¨a¨risten kuvien kor-
jaamiseen. Eri pikselien va¨lisia¨ riippuvuuksia ei oteta huomioon. Hierarkkisissa mal-
leissa on tapana kuvata nelio¨illa¨ kaikki vakiot ja ne muuttujat, joiden arvot annetaan
datana; kaikki muut muuttujat kuvataan ympyro¨illa¨. Lisa¨ksi ka¨sitteelliset kokonai-
suudet ympa¨ro¨ida¨a¨n suurilla suorakulmioilla.
Sen vuoksi Markovin satunnaiskenttia¨ on mahdollista hyo¨dynta¨a¨ todenna¨ko¨isyys-
laskentaan perustuvassa mallintamisessa.
Markovin satunnaiskentta¨a¨n kuuluvat muuttujat voi liitta¨a¨ hierarkkiseen malliin
niin, etta¨ na¨iden muuttujien priorijakaumiksi asetetaan Markovin satunnaiskenta¨n
antamat naapurisolmujen arvoilla ehdollistetut jakaumat. Satunnaiskentta¨a¨n kuulu-
vien muuttujien priorijakaumissa otetaan siis huomioon kaikki muut solmut, mutta
vain naapurisolmujen arvojen va¨lityksella¨. Malli muuttuu ta¨ma¨n ja¨lkeen sykliseksi,
silla¨ Markovin satunnaiskenta¨n vaikutukset ovat nimenomaan syklisia¨.
Markovin satunnaiskenta¨n muuttujiin voi liitta¨a¨ myo¨s etuka¨teistietoa niiden mah-
dollisista arvoista. Esimerkissa¨ 3.9 esiintyneiden vakioiden αi avulla on nimitta¨in
mahdollista kasvattaa tai va¨henta¨a¨ yhden kokoisten klikkien potentiaalifunktioiden
arvoja eli todenna¨ko¨isyyksia¨. Esimerkiksi jos paikkatietoaineiston jonkin datan tie-
deta¨a¨n korreloivan tutkittavien arvojen kanssa, niin ta¨ta¨ dataa voi ka¨ytta¨a¨ α-vakioi-
den laskemisessa.
Oletetaan etta¨ esimerkissa¨ 3.9 esiintyva¨t vakiot βi,j saavat kaikki saman arvon β.
Ising-malli sallii naapuririippuvuuden voimakkuuden β sa¨a¨ta¨misen ennen simuloin-
tia. Itsekorrelaation voimakkuuteen liittyy kuitenkin usein epa¨varmuutta, joka olisi
hyva¨ ottaa huomioon mallissa. Jos vuorovaikutuksen voimakkuuden β halutaan ole-
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van vakion asemesta muuttuja, sen ka¨sittelyyn ta¨ytyy kiinnitta¨a¨ ylima¨a¨ra¨ista¨ huo-
miota. Ta¨ta¨ ka¨sitella¨a¨n viela¨ luvussa 5.7.
Esimerkki 4.6 (Hierarkkinen malli Markovin satunnaiskenta¨lla¨).
Muutetaan esimerkin 4.4 kuvankorjausmallia silla¨ tavalla, etta¨ todellisen kuvan pik-
seleiden arvoja x ei ena¨a¨ oleteta riippumattomiksi. Uusi malli on esitetty kuvassa
4.7. Todellisen kuvan pikseleita¨ vastaavat muuttujat x kuuluvat Markovin satunnais-
kentta¨a¨n, joka ja¨ljittelee Ising-mallia: la¨hipikselien arvot muistuttavat toisiaan. Kun
kuvan pikseleilla¨ on eninta¨a¨n nelja¨ naapuria, niin kuva sisa¨lta¨a¨ vain yhden ja kahden
pikselin kokoisia klikkeja¨. Kahden naapuripikselin va¨lisen riippuvuuden voimakkuus
on vakio β kaikilla kahden kokoisilla klikeilla¨. Markovin satunnaiskenta¨n todenna¨-
ko¨isyyskuvaus on sama kuin Ising-mallilla esimerkissa¨ 3.9, mutta αi = 0 kaikilla
pikseleilla¨ i ja lisa¨ksi vakio β on yhteinen. Kun X on kaikkien pikselimuuttujien
joukko, niin ehdolliset todenna¨ko¨isyydet ovat silloin muotoa
[xi | β, X \ {xi}] ∼ [xi | β, N (xi)] ∼ Bernoulli(pi),
jossa logit(pi) = ln
(
pi
1− pi
)
= β ·
∑
xj∈N (xi)
(2 · xj − 1).
Ehdollinen todenna¨ko¨isyys pi ja sen logit-muunnos logit(pi) on johdettu liitteessa¨
1. Ka¨ytetty logit-muunnos kuvaa, kuinka paljon todenna¨ko¨isempi arvo 1 on arvoon
0 verrattuna. Lasketaan seuraavaksi todenna¨ko¨isyys pi sille, etta¨ kuvassa 4.8 oleva
tuntematon arvo olisi ykko¨nen:
logit(pi) = β · (1 + 1 + 1− 1) = 2 · β ⇐⇒ pi =
exp (2 · β)
1 + exp (2 · β)
.
Esimerkiksi vakion β arvoilla 0,1, 0,5, 1,0 ja 2,0 saadaan ykko¨sen todenna¨ko¨isyyk-
siksi 0,525; 0,731; 0,881 ja 0,982.
Pikselit eiva¨t ole ena¨a¨ riippumattomia, joten kuvankorjausmallin M kaikkien sol-
mujen V yhteisjakaumaksi saadaan nyt
Pr(V) =
vakio 1︷ ︸︸ ︷
Pr(β) ·Pr(x | β) ·
vakio 1︷ ︸︸ ︷
Pr(t) ·Pr(y | x, t)
= Pr(x | β) · Pr(y | x, t)
= Pr(x | β) ·
∏
i
Pr(yi | xi, ti),
jossa Pr(x | β) on mallin Markovin satunnaiskenta¨n todenna¨ko¨isyyskuvaus. Ta¨ta¨
kuvankorjausmallia sovelletaan myo¨hemmin esimerkissa¨ 5.19.
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Kuva 4.7: Hierarkkinen bayesila¨inen malli vahingoittuneiden bina¨a¨risten kuvien kor-
jaamiseen. Naapuripikselien va¨liset riippuvuudet otetaan huomioon. Joukko N (p)
sisa¨lta¨a¨ pikselin xp naapurit.
Kuva 4.8: Markovin satunnaiskenta¨n asetelma, jossa yhden pikselin arvoille laske-
taan todenna¨ko¨isyydet.
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5 Bayesila¨isten mallien laskennalliset menetelma¨t
Seuraavaksi na¨yteta¨a¨n, milla¨ tavalla bayesila¨isia¨ malleja on mahdollista ka¨sitella¨
laskennallisesti. Lopullisena pa¨a¨ma¨a¨ra¨na¨ on muodostaa approksimaatio bayesila¨isen
mallin posteriorijakaumalle, kun joidenkin muuttujien arvot annetaan datana. Mon-
te Carlo -menetelma¨n ja Markovin ketjujen esittelyn ja¨lkeen tarkastellaan MCMC-
menetelma¨a¨. Luvun lopussa ka¨yda¨a¨n viela¨ la¨pi MCMC-menetelma¨n toteuttamisen
ja analysoinnin yksityiskohtia seka¨ soveltamista bayesila¨isiin Markovin satunnais-
kenttia¨ hyo¨dynta¨viin malleihin.
5.1 MAP-estimaatti
Bayesila¨isen mallin posteriorijakauman analyyttinen johtaminen on mahdollista vain
hyvin yksinkertaisissa tilanteissa. Ennen kuin MCMC-menetelma¨t yleistyiva¨t, jou-
duttiin ka¨ytta¨ma¨a¨n muita menetelmia¨, joilla pystyttiin analysoimaan bayesila¨isia¨
malleja laskennallisesti tehokkaasti.
Yksi menetelma¨ perustuu siihen, etta¨ koko posteriorijakauman sijaan selviteta¨a¨n
vain posteriorijakauman kaikkein todenna¨ko¨isin mallin muuttujien arvoyhdistelma¨.
Ta¨lla¨ on yhteyksia¨ suurimman uskottavuuden estimaatin kanssa, mutta uskotta-
vuustiheyden pr(D | θ) sijaan maksimoidaankin posterioritodenna¨ko¨isyystiheytta¨.
Ta¨llaista posteriorijakauman maksimia kutsutaan MAP-estimaatiksi (engl. maxi-
mum a posteriori) [Hec97], ja se antaa mallin muuttujille sellaiset kiintea¨t arvot,
etta¨ vastaava posterioritodenna¨ko¨isyystiheys on suurimmillaan. MAP-estimaatti on
siis
argmax
θ
pr(θ | D) = argmax
θ
pr(θ) · pr(D | θ).
Ta¨ssa¨ ja¨teta¨a¨n Bayesin kaavan (4.2) jakaja huomiotta, silla¨ posteriorijakauman to-
denna¨ko¨isyystiheydet ovat verrannollisia keskena¨a¨n. Monesti jo yksi arvoyhdistelma¨
(MAP-estimaatti) riitta¨a¨ kuvaamaan mallin muuttujien arvoja riitta¨va¨n hyvin. On-
gelmana on, etta¨ satunnaismuuttujiin sisa¨ltyy usein epa¨varmuutta, eika¨ ole va¨ltta¨-
ma¨tta¨ ja¨rkeva¨a¨ kiinnitta¨a¨ arvoja MAP-estimaatin mukaisiksi.
MAP-estimaatti saadaan selvitettya¨ posteriorijakaumasta paikallisen etsinna¨n me-
netelmilla¨ ilman koko posteriorijakauman selvitta¨mista¨. Ehtona on, etta¨ posterio-
rijakaumasta voidaan laskea toisiinsa verrannollisia todenna¨ko¨isyystiheyksia¨ anne-
tuille arvovektoreille. Paikallisessa etsinna¨ssa¨ (engl. local search) etsinta¨algoritmi
25
la¨htee liikkeelle jostakin satunnaisesta arvovektorista ja pyrkii lo¨yta¨ma¨a¨n todenna¨-
ko¨isimma¨n arvovektorin pienten muutosten kautta. Maksimin lo¨yta¨minen on varmaa
vain erikoistapauksissa, joissa algoritmin annetaan etsia¨ maksimia riitta¨va¨n pitka¨a¨n.
Ka¨yta¨nno¨ssa¨ paikallisen etsinna¨n algoritmit lo¨yta¨va¨t hyvia¨ maksimiarvoja varsin
nopeasti. Esimerkiksi simuloitu ja¨a¨hdytys (engl. simulated annealing) [KGV83] on
suosittu keino lo¨yta¨a¨ funktion (ta¨ssa¨ posteriorijakauman tiheysfunktion) globaali
maksimikohta. Simuloidun ja¨a¨hdytyksen sijaan voidaan ka¨ytta¨a¨ geneettisia¨ algorit-
meja (engl. genetic algorithms) [SP94], joiden toiminta perustuu arvovektorin evo-
luutioon. Myo¨s muunnellun EM-algoritmin [RC04, luku 5.3.2][DLR77] ka¨ytta¨minen
on mahdollista.
5.2 Monte Carlo -menetelma¨t
Monte Carlo -menetelmilla¨ tarkoitetaan yleisesti satunnaisuuteen perustuvia algo-
ritmeja. Tarkastellaan integrointiongelmaa, jossa halutaan selvitta¨a¨ todenna¨ko¨isyys-
jakauman π mukaan jakautuneesta satunnaismuuttujasta X kuvaajan g ma¨a¨ritta¨-
ma¨n ominaisuuden odotusarvo. Olkoon {x(1), . . . ,x(n)} todenna¨ko¨isyysjakaumasta
π poimittu satunnainen n:n kokoinen otos. Kun n on riitta¨va¨n suuri, niin suurten
lukujen lain perusteella pa¨tee
E[g(X)] =
∫
s
g(s) · π(s) ds ≈
1
n
·
n∑
i=1
g(x(i)). (5.1)
Edella¨ olevaa approksimaatiota (5.1) kutsutaan Monte Carlo -integroinniksi [RC04,
luku 3.2]. Suurten lukujen lain mukaan approksimaatio on sita¨ tarkempi, mita¨ suu-
rempi satunnaisotos on ka¨ytetta¨vissa¨. Ta¨ysin riippumattomien satunnaisvektorien
poimiminen on monesti varsin hankalaa. Annettu tulos pa¨tee kuitenkin myo¨s ta-
pauksissa, jossa satunnaisvektorit korreloivat keskena¨a¨n. Ehtona on, etta¨ satunnai-
sotoksen sisa¨lta¨ma¨t vektorit esiintyva¨t otoksessa samassa suhteessa kuin jakaumassa
π. Monte Carlo -integrointi on usein ainoa keino approksimoida posteriorijakauman
kiinnostavien muuttujien reunajakaumia.
5.3 Satunnaisvektorien poiminta perinteisilla¨ tavoilla
Monte Carlo -integroinnin ka¨ytta¨minen vaatii, etta¨ todenna¨ko¨isyysjakaumasta π on
mahdollista poimia satunnaisvektoreita. Valitettavasti satunnaisvektorien poimimi-
nen todenna¨ko¨isyysjakaumasta on helppoa vain harvoissa tapauksissa.
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Halutusta jakaumasta on helppo poimia satunnaisvektoreita, jos jakauman kertyma¨-
funktion ka¨a¨nteisfunktio on selvitetta¨vissa¨ [RC04, luku 2.1.2]. Ta¨ma¨ kertyma¨funk-
tion ka¨a¨nteisfunktioon perustuva menetelma¨ on ka¨yta¨nno¨ssa¨ mahdollinen vain kaik-
kein yksinkertaisimmissa tilanteissa. Kertyma¨funktion ka¨a¨nteisfunktion laskeminen
saattaa nimitta¨in olla laskennallisesti hyvin hankalaa ja joskus sellaista ei edes voi
lausua suljetussa muodossa.
Oletetaan etta¨ halutaan tuottaa yksiulotteisen todenna¨ko¨isyysjakauman π mukaan
jakautuneita satunnaisarvoja. Hylka¨yspoiminnassa (engl. rejection sampling) [RC04,
luku 2.3.2] on ideana, etta¨ tuotetaan ensin helpomman jakauman q satunnaisarvoja
ja hyla¨ta¨a¨n na¨ista¨ sitten osa. Hylka¨yksia¨ jatketaan niin kauan, kunnes jakaumasta q
tuotettu satunnaisarvo hyva¨ksyta¨a¨n jakauman π satunnaisarvoksi. Jakaumaa q kut-
sutaan jakauman π ehdotusjakaumaksi (engl. proposal distribution). Tehokkuuden
kannalta paras tilanne on, jos ehdotusjakaumasta q on helppo poimia satunnaisar-
voja ja jakauman q muoto muistuttaa kiinnostavan jakauman π muotoa. Valitaan
ehdotusjakauma q ja jokin vakio c, joille pa¨tee π(x) 6 c · q(x) kaikilla muuttujan x
arvoilla. Vakiolla c kerrottu ehdotusjakauma q ei siis saa koskaan pienempia¨ arvo-
ja kuin jakauma π. Vakio c tulisi pita¨a¨ tehokkuussyista¨ mahdollisimman pienena¨.
Algoritmin tehokkuus riippuu siita¨, kuinka helposti ehdotusjakaumasta q voidaan
poimia satunnaisarvoja ja kuinka usein niita¨ joudutaan hylka¨a¨ma¨a¨n. Hylka¨yspoi-
minnan toiminta on esitetty algoritmissa 5.2 ja havainnollistettu kuvassa 5.3.
Algoritmi 5.2 Hylka¨yspoiminta
Syo¨te: yksiulotteiset todenna¨ko¨isyyskuvaukset π ja q seka¨ kerroin c > 0
Tulos: satunnaisarvo x todenna¨ko¨isyysjakaumasta π
1: toista
2: x← Satunnainen(q) ⊲ poimitaan satunnaisarvo ehdotusjakaumasta q
3: ymax ← c · q(x) ⊲ skaalatun ehdotusjakauman c · q arvo kohdassa x
4: y ← Satunnainen(Tas(0, ymax))
5: kunnes y 6 π(x) ⊲ ja¨a¨ko¨ koordinaattipiste (x, y) jakauman π sisa¨lle?
6: palauta x
Ka¨yda¨a¨n seuraavaksi la¨pi hylka¨yspoiminta-algoritmin aikavaativuus. Oletetaan etta¨
algoritmin hyva¨ksymistodenna¨ko¨isyys on p. Olkoon satunnaismuuttuja Y yritysten
lukuma¨a¨ra¨, kunnes hyva¨ksyminen tapahtuu. Silloin E[Y ] =
∑∞
i=1 i · (1−p)
i−1 ·p = 1
p
.
Jos ehdotusjakaumasta q voidaan poimia satunnaisarvoja vakioajassa, niin kiintea¨lla¨
hyva¨ksymistodenna¨ko¨isyydella¨ p myo¨s hylka¨yspoiminta-algoritmin odotusarvoinen
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Kuva 5.3: Hylka¨yspoiminta-algoritmin toiminta yksiulotteisella jatkuvalla todenna¨-
ko¨isyyskuvauksella π ja ehdotusjakaumalla q. Ehdotusjakaumasta q poimitaan sa-
tunnaisarvo x, joka tulkitaan x-akselin arvoksi. Sen ja¨lkeen arvotaan satunnaisluku
y tasaiselta va¨lilta¨ [0, ymax] ja tarkistetaan, jos koordinaatiston piste (x, y) olisi ja-
kauman π sisa¨lla¨. Kuvassa oleva piste (x, y) on ta¨ssa¨ tapauksessa jakauman π sisa¨lla¨
ja satunnaisarvo x hyva¨ksyta¨a¨n; jos piste olisikin harmaalla alueella, niin satunnai-
sarvo x hyla¨tta¨isiin.
aikavaativuus on vakio.
Useamman kuin yhden ulottuvuuden todenna¨ko¨isyysjakaumista poimitaankin sa-
tunnaisarvojen sijaan satunnaisvektoreita, joissa on yksi arvo jokaiselle ulottuvuu-
delle. Teoriassa aiemmin esitetyt satunnaisarvojen poimintamenetelma¨t yleistyva¨t
kaikki myo¨s korkeampiin ulottuvuuksiin, mutta ne toimivat ka¨yta¨nno¨ssa¨ vain yksin-
kertaisilla, esimerkiksi yksiulotteisilla, jakaumilla. Syyna¨ on, etta¨ kun todenna¨ko¨i-
syysjakauman ulottuvuuksien (mallin muuttujien) ma¨a¨ra¨ kasvaa useisiin tuhansiin,
niin sopivaa ehdotusjakaumaa on la¨hes mahdotonta lo¨yta¨a¨ [Nea93, luku 3.2]. Yksiu-
lotteisilla jakaumilla hyvin toimineet ehdotusjakaumat eiva¨t yleensa¨ toimi suurissa
ulottuvuuksissa, silla¨ hylka¨yspoiminnan hyva¨ksymistodenna¨ko¨isyys va¨henee ekspo-
nentiaalisesti ulottuvuuksien ma¨a¨ra¨n mukaan.
5.4 Satunnaisvektorien poiminta Markovin ketjun avulla
Aiemmin todettiin, etta¨ satunnaisvektorien poimiminen moniulotteisesta todenna¨-
ko¨isyysjakaumasta on hankalaa perinteisin menetelmin. Ratkaisuna ta¨ha¨n on kehi-
tetty Markovin ketjuja simuloivia algoritmeja, jotka poimivat satunnaisvektoreita
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tehokkaasti myo¨s moniulotteisista jakaumista. Seuraavaksi ka¨yda¨a¨n ensin la¨pi Mar-
kovin ketjujen perusteet ja esitella¨a¨n sitten ta¨rkeimma¨t Markovin ketjuja simuloivat
poiminta-algoritmit: Metropolis–Hastings- ja Gibbsin algoritmit. Lopuksi annetaan
lyhyet kuvaukset muista vaihtoehtoisista algoritmeista.
5.4.1 Markovin ketjut
Ta¨ssa¨ aliluvussa ka¨sitella¨a¨n Markovin ketjujen perusteet.
Ma¨a¨ritelma¨ 5.4 (Markovin ketju [Gam97, luku 4]).
Olkoon (X(0), X(1), X(2), . . .) a¨a¨reto¨n jono (toisistaan riippuvia) satunnaismuuttu-
jia, joilla on kaikilla sama arvoalue Ω ⊆ Rm jollakin positiivisella kokonaisluvulla m.
Olkoon pr na¨iden satunnaismuuttujien yhteisjakauma. Jonoa kutsutaan Markovin
ketjuksi (engl. Markov chain), jos kaikilla t ∈ N pa¨tee
pr(X(t+1) | X(0), X(1), . . . , X(t))
=pr(X(t+1) | X(t)).
Ma¨a¨ritelma¨ 5.4 kuvaa satunnaisprosessia. Markovin ketjun yhteisjakauma ma¨a¨ra¨a¨
todenna¨ko¨isyystiheydet kaikille jonoille, jossa satunnaismuuttujille on asetettu kiin-
tea¨t arvot. Myo¨s ta¨llaisia kiinteiden arvojen jonoja on tavallista kutsua Markovin
ketjuksi (vaikka ne eiva¨t olekaan ena¨a¨ satunnaisia), ja niin tehda¨a¨n ta¨ssa¨kin tutkiel-
massa.
Ma¨a¨ritelma¨ssa¨ 5.4 Markovin ketjun satunnaismuuttujien arvojen todenna¨ko¨isyysti-
heydet riippuvat jonon aiemmista arvoista, mutta vain juuri edelta¨va¨n arvon va¨li-
tyksella¨. Edellisen arvon tunteminen vastaa siis koko ketjun historian tuntemista.
Aiemmin esitetty Markovin satunnaiskentta¨ on itse asiassa era¨s Markovin ketjun
yleistys.
Rinnastetaan jatkossa Markovin ketjun satunnaismuuttujien arvoalueen Ω arvot ja
ketjun tilat. Voidaan ajatella, etta¨ Markovin ketju on jokaisella hetkella¨ t ∈ N jos-
sakin tilassa (eli saa arvon) X(t). Markovin ketjun satunnaismuuttujan X(t+1) arvo
kuvaa tilaa, johon ketju siirtyy seuraavaksi. Ketjussa eteneminen voidaan ajatella
tilojen va¨lisina¨ siirtymina¨.
Markovin ketju voidaan ilmaista yksika¨sitteisesti alkutilakuvauksen ja siirtyma¨ku-
vausten (engl. transition kernel) sisa¨lta¨mien todenna¨ko¨isyystiheyksien avulla [Nea93,
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luku 3.3]. Alkutilakuvaus ma¨a¨ritta¨a¨ todenna¨ko¨isyysjakauman ketjun ensimma¨iselle
tilalle X(0) ja siirtyma¨kuvaukset sita¨ seuraaville siirtymille.
Alkutilakuvaus h on todenna¨ko¨isyyskuvaus tila-avaruudelle Ω, ja se ma¨a¨ritta¨a¨ en-
simma¨isen satunnaismuuttujan X(0) kaikille arvoille j ∈ Ω todenna¨ko¨isyystiheydet
h(j) = pr(X(0) = j).
Jos tila-avaruus Ω on diskreetti, niin alkutilakuvaus voidaan ilmaista todenna¨ko¨i-
syysvektorilla h, joka sisa¨lta¨a¨ todenna¨ko¨isyyden jokaista tilaa kohti.
Hetken t ∈ N siirtyma¨kuvauksen s(t) arvot ovat todenna¨ko¨isyystiheyksia¨
s(t)(i, j) = pr(X(t+1) = j | X(t) = i),
joiden tulkinta on seuraava: jos Markovin ketju olisi hetkella¨ t tilassa i, niin milla¨
todenna¨ko¨isyystiheydella¨ se siirtyisi tilaan j hetkeksi t + 1? Jokainen s(t)(i, ·) on
todenna¨ko¨isyyskuvaus tila-avaruudelle Ω. Diskreetin tila-avaruuden Ω tapauksessa
siirtyma¨kuvaus ilmaistaan usein hetken t siirtyma¨matriisina S(t), jonka rivin i ja
sarakkeen j arvo S
(t)
i,j kertoo todenna¨ko¨isyyden siirtya¨ hetkella¨ t tilasta i tilaan j.
Usein asetetaan yksinkertaisuuden vuoksi s(t) = s kaikilla t. Silloin Markovin ket-
ju on aikahomogeeninen eli sen siirtyma¨kuvaus pysyy samana jokaisena hetkena¨ t.
Erityisesti diskreetin tila-avaruuden Ω tapauksessa siirtyma¨matriiseille pa¨tee silloin
S(t) = S kaikilla t ∈ N. Ta¨sta¨ eteenpa¨in oletetaan, etta¨ kaikki tarkkailtavat Marko-
vin ketjut ovat aikahomogeenisia.
Esimerkki 5.5 (Sa¨a¨n ennustaminen Markovin ketjulla).
Ka¨yda¨a¨n esimerkkina¨ la¨pi Markovin ketju, joka ennustaa sa¨a¨tilaa. Kyseinen leikki-
malli ottaa huomioon nykyisen sa¨a¨tilan ja ennustaa sen avulla sa¨a¨tilan tunnin pa¨a¨-
ha¨n. Yksi siirtyma¨ Markovin ketjussa vastaa siis yhden tunnin siirtyma¨a¨ tosiajassa.
Ketjun tila-avaruus on diskreetti joukko Ω = {AU, PU, PI, SA, RA}, jossa ti-
lat ovat AUrinkoinen, PUolipilvinen, PIlvinen, SAteinen ja RAnkkasateinen. Yo¨n
aikana selkea¨ sa¨a¨ tulkitaan aurinkoiseksi. Ma¨a¨ritella¨a¨n ketjulle aikahomogeeninen
siirtyma¨matriisi
S =


0,40 0,35 0,20 0,04 0,01
0,25 0,40 0,25 0,06 0,04
0,10 0,30 0,40 0,12 0,08
0,06 0,14 0,30 0,45 0,05
0,05 0,15 0,30 0,30 0,20


.
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Mallin siirtyma¨matriisin todenna¨ko¨isyydet on hahmoteltu myo¨s kuvaan 5.6. Siir-
tyma¨matriisin rivit ja sarakkeet vastaavat ja¨rjestyksessa¨ tiloja AU , PU , PI, SA
ja RA. Siirtyma¨matriisin jokainen rivi ma¨a¨ritta¨a¨ todenna¨ko¨isyysjakauman ketjun
seuraavalle tilalle. Diagonaali sisa¨lta¨a¨ todenna¨ko¨isyydet tilojen siirtymille takaisin
itseensa¨.
Markovin ketjun alku (aloitustila AUrinkoinen) voisi esimerkiksi olla:
(AU, AU, PU, AU, PI, SA, SA, SA, . . .).
Kuva 5.6: Siirtymien todenna¨ko¨isyydet Markovin ketjuihin perustuvan sa¨a¨mallin
tilojen va¨lilla¨. Tilat ylha¨a¨lta¨ myo¨ta¨pa¨iva¨a¨n lukien: AU , PU , SA, RA ja PI.
Siirtyma¨kuvaus s asettaa todenna¨ko¨isyystiheydet va¨litto¨ma¨sti seuraaville tiloille,
kun nykyinen tila tunnetaan. Ma¨a¨ritella¨a¨n n askeleen yhdistetty siirtyma¨kuvaus
jostakin hetkesta¨ t ∈ N alkaen seuraavasti:
sn(i, j) = pr(X(t+n) = j | X(t) = i).
Jos ketju on tilassa i hetkella¨ t, niin ta¨ma¨ siirtyma¨kuvaus antaa todenna¨ko¨isyysti-
heyden pa¨a¨tya¨ tilaan j yhteensa¨ n siirtyma¨n ja¨lkeen. Diskreetin tila-avaruuden Ω
aikahomogeenisen siirtyma¨matriisin n:s potenssi Sn sisa¨lta¨a¨ na¨ma¨ samat n askeleen
pa¨a¨ha¨n ulottuvat todenna¨ko¨isyydet.
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Joissakin Markovin ketjuissa on havaittavissa, etta¨ kun ketjun tiloja tutkitaan kyllin
pitka¨lle, niin tilojen esiintymistiheydet la¨hestyva¨t kohti joitakin kiinteita¨ arvoja.
Ma¨a¨ritelma¨ 5.7 (Markovin ketjun tasapainojakauma [Gam97, luku 4.7.2]).
Olkoon s Markovin ketjun siirtyma¨kuvaus ja π todenna¨ko¨isyysjakauma, joka kertoo
todenna¨ko¨isyystiheydet Markovin ketjun jokaiselle tilalle. Jos pa¨tee
π(j) =
∫
i∈Ω
π(i) · s(i, j) di
kaikilla tiloilla j ∈ Ω, niin jakaumaa π kutsutaan Markovin ketjun tasapainojakau-
maksi (engl. stationary, equilibrium, invariant distribution). Jos tila-avaruus Ω on
diskreetti, niin integraali tulkitaan summaksi. Diskreetille tapaukselle on myo¨s vaih-
toehtoinen merkinta¨tapa: todenna¨ko¨isyysvektori pi on ketjun tasapainojakauma, jos
sen siirtyma¨matriisille S pa¨tee
pi = pi · S.
Kaikilla Markovin ketjuilla ei ole tasapainojakaumaa ja joillakin on jopa useita.
Seuraavaksi tarkastellaan, milloin yksika¨sitteinen tasapainojakauma on olemassa ja
milloin ketju konvergoituu kohti sellaista.
Diskreetin tila-avaruuden Markovin ketju on jaksoton (engl. aperiodic), jos joukon
{n > 1 | Snj,j > 0} eli syklien pituuksien joukon suurin yhteinen tekija¨ on 1 jokaisella
tilalla j ∈ Ω erikseen. Ketjun jaksollisuus tarkoittaa, etta¨ siina¨ on sa¨a¨nno¨llisin va¨lein
hetkia¨, jolloin joidenkin tilojen esiintymisen todenna¨ko¨isyys on nolla. Kun Markovin
ketjun tila-avaruus on jatkuva, niin tarkastellaankin joukon {n > 1 | sn(J, J) > 0}
suurinta yhteista¨ tekija¨a¨ kaikilla Borel-joukoilla J ⊆ Ω. Borel-joukkojen esittely on
luonteeltaan turhan tekninen ta¨ha¨n esitykseen; riitta¨a¨ tieta¨a¨, etta¨ ”tavallisimmat”
osajoukot ovat Borel-joukkoja.
Muodostetaan koko tila-avaruuden Ω kattava suunnattu verkko, jossa solmujen (ti-
lojen) i ja j va¨lilla¨ on suunnattu kaari, jos tilasta i on aidosti positiivinen todenna¨-
ko¨isyystiheys siirtya¨ suoraan tilaan j eli s(i, j) > 0. Jos syntynyt verkko on vahvasti
yhtena¨inen, niin vastaava Markovin ketju on yhtena¨inen (engl. irreducible). Ta¨ma¨
tarkoittaa diskreetissa¨ tila-avaruudessa, etta¨ jokaisesta tilasta i on aidosti positiivi-
nen todenna¨ko¨isyys pa¨a¨sta¨ mihin tahansa tilaan j ainakin jollakin ma¨a¨ra¨lla¨ siirtymia¨
eli max{Sni,j | n > 1} > 0 kaikilla i, j ∈ Ω. Ketjun ensimma¨inen tila X
(0) ei siis voi
rajoittaa myo¨hemmin saavutettavia tiloja, joten aloitustilan merkitys katoaa ajan
myo¨ta¨. Jatkuvassa tila-avaruudessa tarkastellaan ehtoa max{sn(i, J) | n > 1} > 0
kaikilla tiloilla i ∈ Ω ja Borel-joukoilla J ⊆ Ω.
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Oletetaan etta¨ Markovin ketju on jaksoton ja yhtena¨inen. Jos ketjulla on tasapaino-
jakauma π, niin π on ketjun yksika¨sitteinen tasapainojakauma ja ketju konvergoituu
sita¨ kohti. Toisin sanoen
lim
n→∞
sn(i, j) = π(j)
kaikilla tiloilla j ∈ Ω ja riippumatta aloitustilasta i ∈ Ω [Tie96][Gam97, luku 4.7].
Tiloille jaettu todenna¨ko¨isyysmassa jakaantuu lopulta tasapainojakauman mukai-
sesti, riippumatta alkutilasta. Kun tasapainojakauma on kerran saavutettu (konver-
goituminen), niin ketjun jatkaminen ei ena¨a¨ muuta tilojen asymptoottisia esiinty-
mistiheyksia¨.
Ma¨a¨ritelma¨ 5.8 (Markovin ketjun ka¨a¨ntyvyysehto [Gam97, luku 4.7.2]).
Markovin ketjun siirtyma¨kuvaus s ja todenna¨ko¨isyysjakauma π toteuttavat ka¨a¨nty-
vyysehdon (engl. reversibility, detailed balance), jos kaikille tiloille i, j ∈ Ω pa¨tee
π(i) · s(i, j) = π(j) · s(j, i).
Lause 5.9.
Jos Markovin ketjun siirtyma¨kuvaus s ja todenna¨ko¨isyysjakauma π toteuttavat ka¨a¨n-
tyvyysehdon, niin silloin π on Markovin ketjun tasapainojakauma.
Todistus. Tarkastellaan mielivaltaista Markovin ketjun tilojen Borel-osajoukkoa J ⊆
Ω. Ensinna¨kin pa¨tee∫
i∈Ω
π(i) · s(i, J) di =
∫
i∈Ω
∫
j∈J
π(i) · s(i, j) dj di = (∗).
Ka¨a¨ntyvyysehdon mukaan π(i) · s(i, j) = π(j) · s(j, i), joten saadaan
(∗) =
∫
i∈Ω
∫
j∈J
π(j) · s(j, i) dj di.
Integroitavat termit ovat ei-negatiivisia, joten Fubinin lauseen mukaan integrointi-
ja¨rjestyksen saa vaihtaa. Jatketaan seuraavasti
(∗) =
∫
j∈J
∫
i∈Ω
π(j) · s(j, i) di dj
(∗) =
∫
j∈J
π(j) ·
∫
i∈Ω
s(j, i) di dj.
Koska s(j, ·) on todenna¨ko¨isyysjakauma kaikilla j ∈ Ω, niin
∫
i∈Ω
s(j, i) di = 1, ja
saadaan lopulta
(∗) =
∫
j∈J
π(j) dj.
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Koska ta¨ma¨ pa¨tee kaikille Borel-joukoille J ⊆ Ω, niin todenna¨ko¨isyyskuvaus π on
Markovin ketjun tasapainojakauma.
Jos Markovin ketju on yhtena¨inen, niin ma¨a¨ritelma¨n 5.8 mukainen tasapainojakauma
π on itse asiassa yksika¨sitteinen ja Markovin ketju konvergoituu sita¨ kohti [Gam97,
s. 107]. Ka¨a¨ntyvyysehto 5.8 ei ole va¨ltta¨ma¨to¨n ehto yksika¨sitteisen tasapainojakau-
man olemassaololle, mutta riitta¨va¨. Ka¨a¨ntyvyysehtoa ka¨yteta¨a¨n myo¨hemmin osoit-
tamaan, etta¨ tiettyjen algoritmien tuottamilla Markovin ketjuilla on tasapainoja-
kauma, jota kohti ketjut konvergoituvat.
Esimerkki 5.10 (Sa¨a¨mallin tasapainojakauma).
Jos esimerkissa¨ 5.5 esitetty leikkisa¨a¨malli kuvaisi hyvin todellisen sa¨a¨n ka¨ytta¨yty-
mista¨, niin kaikkien sa¨a¨tyyppien todelliset esiintymistiheydet vastaisivat ketjun ta-
sapainojakauman arvoja. Mallin Markovin ketju on selva¨sti jaksoton ja yhtena¨inen,
silla¨ jokaisesta tilasta on suorat siirtyma¨t kaikkiin tiloihin. Ka¨yteta¨a¨n hyva¨ksi dis-
kreetin tasapainojakauman pi (va¨ltta¨ma¨to¨nta¨) ominaisuutta
∑
i∈Ω πi = 1 ja ratkais-
taan sen avulla tasapainojakauma lineaarisesta yhta¨lo¨ryhma¨sta¨ pi = pi · S, jossa S
on aiemmin esitetty sa¨a¨tilojen siirtyma¨matriisi. Lopputuloksena saadaan tasapaino-
jakaumaksi
pi ≈ (0,197 ; 0,309 ; 0,294 ; 0,143 ; 0,056),
jonka perusteella puolipilvinen olisi niukasti yleisin sa¨a¨tyyppi. Jos matriisia S ker-
too itsella¨a¨n useita kertoja, niin matriisin rivivektorien todenna¨ko¨isyysarvot konver-
goituvat kohti ta¨ta¨ tasapainojakaumaa. Kuvattu Markovin ketju ei kuitenkaan ta¨yta¨
ka¨a¨ntyvyysehtoa 5.8, silla¨ esimerkiksi tiloilla AU ja SA pa¨tee
πAU · SAU,SA ≈ 0,197 · 0,04 = 0,00788 6= 0,00858 = 0,143 · 0,06 ≈ πSA · SSA,AU .
5.4.2 MCMC-menetelma¨
Palataan tilanteeseen, jossa kiinnostavasta todenna¨ko¨isyysjakaumasta π halutaan
poimia satunnaisvektoreita. Aiemmin todettiin, etta¨ perinteiset satunnaisarvojen
poiminta-algoritmit muuttuvat la¨hes ka¨ytto¨kelvottomiksi, jos jakaumassa π on run-
saasti ulottuvuuksia. Myo¨s moniulotteisista jakaumista on mahdollista poimia sa-
tunnaisvektoreita, jos poiminta-algoritmi perustuu Markovin ketjujen ka¨ytta¨miseen.
Jos Markovin ketju konvergoituu kohti jotakin tasapainojakaumaa, niin sen tiloja
voidaan ka¨ytta¨a¨ tasapainojakaumasta poimittuina (riippuvina) satunnaisvektoreina.
34
MCMC-menetelma¨ssa¨ onkin ideana muodostaa Markovin ketju, jolla on tasapaino-
jakaumana kiinnostava jakauma π.
Markovin ketju Monte Carlo -menetelma¨ssa¨ (engl. Markov chain Monte Carlo, MCMC)
[Gam97, luku 4.8] simuloidaan Markovin ketjua ja sovelletaan Monte Carlo -in-
tegrointia. Monte Carlo -integroinnin tarvitsemat satunnaisvektorit saadaan Mar-
kovin ketjun simulaatiosta: ketjun tilat eri hetkilla¨ tulkitaan tasapainojakauman
satunnaisvektoreiksi. Markovin ketjun simulaation avulla on mahdollista poimia sa-
tunnaisvektoreita myo¨s ilman, etta¨ Monte Carlo -integrointia ka¨yteta¨a¨n lainkaan.
Ne esiintyva¨t yhdessa¨ kuitenkin niin usein, etta¨ MCMC-menetelma¨sta¨ puhutaan
silloinkin, kun painopiste on pelka¨sta¨a¨n satunnaisvektorien poimimisessa.
MCMC-menetelmien suurin etu on, etta¨ niiden avulla on mahdollista poimia satun-
naisvektoreita myo¨s sellaisista jakaumista, joita muut menetelma¨t eiva¨t pysty ka¨-
sittelema¨a¨n. Myo¨s yleiska¨ytto¨isyys on merkitta¨va¨ etu. MCMC-menetelmien pahin
heikkous on, etta¨ niiden teoreettinen analyysi on eritta¨in vaikeata. Ei ole koskaan
ta¨ysin varmaa, ovatko tuotetut satunnaisvektorit otoksia halutusta jakaumasta. Li-
sa¨ksi MCMC-simulaatiot vieva¨t runsaasti aikaa.
5.4.3 Metropolis–Hastings-poiminta-algoritmi
Jotta Markovin ketjun simulointi tuottaisi (riippuvia) satunnaisvektoreita halutusta
todenna¨ko¨isyysjakaumasta, niin ketjun tasapainojakauman tulee vastata ta¨ta¨ jakau-
maa. Tarvitaan siis menetelma¨, jolla voidaan tuottaa annettua tasapainojakaumaa
vastaava Markovin ketju.
Metropolis–Hastings-poiminta-algoritmi [Has70][Nea93, luku 4] on yksi yleiska¨ytto¨i-
simmista¨ menetelmista¨ tuottaa Markovin ketju, jolla on haluttu tasapainojakauma.
Oletetaan etta¨ Markovin ketjulle on annettu (sallittu) alkutilaX(0). Kun seuraavaksi
esitelta¨va¨a¨ algoritmia toistetaan n kertaa, ketjulle saadaan tilat X(1), . . . , X(n).
Olkoon Markovin ketjun tila-avaruus Ω. Metropolis–Hastings-algoritmi vaatii, etta¨
todenna¨ko¨isyysjakaumasta π voidaan laskea kahden todenna¨ko¨isyystiheyden suhde
pi(z)
pi(x)
kaikilla tiloilla z,x ∈ Ω. Lisa¨ksi jokaisella tilalla x ∈ Ω on oltava ehdotusjakau-
ma (engl. proposal distribution) q(· | x) tila-avaruudessa Ω. Algoritmi 5.11 tekee
yhden siirtyma¨n Markovin ketjussa.
Oletetaan etta¨ Markovin ketju on tilassa x ∈ Ω hetkella¨ t ∈ N eli X(t) = x, ja
etta¨ kyseinen tila on mahdollinen eli π(x) > 0. Algoritmi tuottaa nykyiselle tilal-
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Algoritmi 5.11 Metropolis–Hastings-poiminta
Syo¨te: Markovin ketjun tila X(t) = x seka¨ todenna¨ko¨isyyskuvaukset π ja q(· | x)
Tulos: Markovin ketjun tila X(t+1)
1: z ← Satunnainen(q(· | x)) ⊲ poimitaan ehdotus uudeksi tilaksi
2: α← min
{
1, pi(z)·q(x|z)
pi(x)·q(z|x)
}
⊲ lasketaan hyva¨ksymistodenna¨ko¨isyys
3: rnd← Satunnainen(Tas(0, 1))
4: jos rnd 6 α niin
5: palauta z ⊲ hyva¨ksyta¨a¨n ehdotus
6: muuten
7: palauta x ⊲ hyla¨ta¨a¨n ehdotus
8: lopeta jos
le x ehdotuksen (engl. proposal) z seuraavaksi tilaksi X(t+1). Ehdotus z poimitaan
ehdotusjakaumasta q(· | x). Sen ja¨lkeen algoritmi selvitta¨a¨ tilojen z ja x todenna¨-
ko¨isyystiheyksien π(z) ja π(x) suhteen todenna¨ko¨isyysjakaumassa π seka¨ ehdotus-
jakaumien todenna¨ko¨isyystiheyksien q(x | z) ja q(z | x) suhteen. Sitten algoritmi
laskee na¨iden avulla hyva¨ksymistodenna¨ko¨isyyden sille, etta¨ nykyisesta¨ tilasta x siir-
ryta¨a¨n ehdotettuun tilaan z:
α(z | x) = min
{
1,
π(z) · q(x | z)
π(x) · q(z | x)
}
. (5.12)
Algoritmi asettaa Markovin ketjun seuraavaksi tilaksi X(t+1) ehdotetun tilan z to-
denna¨ko¨isyydella¨ α(z | x) ja nykyisen tilan x todenna¨ko¨isyydella¨ 1 − α(z | x).
Hyva¨ksymistodenna¨ko¨isyys α(z | x) korjaa ehdotusjakauman q ja tasapainojakau-
man π va¨liset eroavaisuudet. Markovin ketjun siirtyma¨kuvaus s voidaan ilmaista
Metropolis–Hastings-algoritmissa siis asettamalla s(x, z) = q(z | x) · α(z | x), kun
x, z ∈ Ω ja x 6= z. (Kuvauksen s arvon s(x,x) muoto on hankalampi.)
Lause 5.13 (Metropolis–Hastings-ketjun tasapainojakauma).
Metropolis–Hastings-algoritmilla 5.11 tuotetun Markovin ketjun tasapainojakauma
on π.
Todistus. Na¨yteta¨a¨n etta¨ algoritmilla muodostettu Markovin ketju toteuttaa ka¨a¨n-
tyvyysehdon 5.8.
Jos x = z, niin selva¨sti pa¨tee π(x) · s(x, z) = π(z) · s(z,x).
Oletetaan sitten x 6= z:
π(x) · s(x, z)
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= π(x) · q(z | x) ·min
{
1,
π(z) · q(x | z)
π(x) · q(z | x)
}
= min {π(x) · q(z | x), π(z) · q(x | z)}
= min {π(z) · q(x | z), π(x) · q(z | x)}
= π(z) · q(x | z) ·min
{
1,
π(x) · q(z | x)
π(z) · q(x | z)
}
= π(z) · s(z,x)
Lauseen 5.9 perusteella π on ketjun tasapainojakauma.
Jos Markovin ketju on yhtena¨inen, niin ka¨a¨ntyvyysehto varmistaa, etta¨ Markovin
ketju konvergoituu kohti yksika¨sitteista¨ tasapainojakaumaa π. On siis varmistetta-
va, etta¨ ehdotusjakaumien q valinta ei muuta ketjua epa¨yhtena¨iseksi. Yhtena¨isyys
on taattu, jos siirtyma¨kuvaus s mahdollistaa (usean askeleen) siirtyma¨t kaikkien
tilaparien va¨lilla¨ positiivisella todenna¨ko¨isyydella¨.
Metropolis–Hastings-algoritmilla tuotetun Markovin ketjun jokaista tilaa voidaan
pita¨a¨ satunnaisvektorina annetusta todenna¨ko¨isyysjakaumasta π, kunhan konver-
goituminen on varmistettu (katso luku 5.5.2). Ketjun pera¨kka¨iset tilat eiva¨t ole riip-
pumattomia toisistaan, mutta ta¨ma¨ oli sallittua Monte Carlo -integroinnissa. Riippu-
vuutta kannattaa silti joskus va¨henta¨a¨, kuten myo¨hemmin tehda¨a¨n ns. ohentamisen
yhteydessa¨.
Oletetaan etta¨ Markovin ketjun nykyinen tila on ilmaistavissa reaaliluvulla x. Ti-
lan ehdotusjakauma voidaan valita niin, etta¨ se on symmetrinen ja sen odotusarvo
on nykyinen tila x, esimerkiksi Normaali(x, 12). Ehdotusjakaumasta poimittu eh-
dotus on muotoa x + ∆x, jossa siirtyma¨ ∆x ei ole itseisarvoltaan kovin suuri. Jos
Metropolis–Hastings-algoritmissa ka¨yteta¨a¨n ta¨llaista ehdotusjakaumaa, niin Marko-
vin ketjun ka¨ytta¨ytymista¨ kutsutaan satunnaiskuluksi (engl. random walk).
Metropolis–Hastings-algoritmi on itse asiassa yleistys varhaisemmasta Metropolis-
algoritmista [MRR+53]. Alkupera¨isessa¨ Metropolis-algoritmissa vaadittiin aiemmin
mainittujen ehtojen lisa¨ksi, etta¨ ka¨ytetyt ehdotusjakaumat q ovat symmetrisia¨ eli
q(z | x) = q(x | z) kaikilla x, z ∈ Ω. Ta¨sta¨ seuraa, etta¨ algoritmin 5.11 hyva¨ksy-
mistodenna¨ko¨isyys (5.12) sievenee Metropolis-algoritmin tapauksessa muotoon
α(z | x) = min
{
1,
π(z)
π(x)
}
.
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Jos ehdotetun tilan z todenna¨ko¨isyystiheys π(z) on ainakin yhta¨ suuri kuin nykyisen
tilan eli π(z) > π(x), niin Metropolis-algoritmi siirtyy uuteen ehdotettuun tilaan
varmasti.
Esitetysta¨ algoritmista 5.11 on syyta¨ huomioida, etta¨ se ei ka¨yta¨ todenna¨ko¨isyys-
tiheyksia¨ π(x) suoraan, vaan niiden suhteita. Ta¨sta¨ syysta¨ algoritmi voi ka¨ytta¨a¨
tarkkojen todenna¨ko¨isyystiheyksien sijaan mita¨ tahansa toisiinsa verrannollisia ar-
voja, esimerkiksi bayesila¨isten mallien todenna¨ko¨isyyksia¨. Juuri ta¨ma¨ ominaisuus
mahdollistaa (riippuvien) satunnaisvektorien poimimisen la¨hes mielivaltaisten ulot-
tuvuuksien todenna¨ko¨isyysjakaumista.
5.4.4 Gibbsin poiminta-algoritmi
Seuraavaksi esitella¨a¨n Gibbsin poiminta-algoritmi3 [Nea93, luku 4.1][GG84], jota voi-
daan pita¨a¨ Metropolis–Hastings-algoritmin erikoistapauksena. Ehdotettava tila poi-
mitaan mielivaltaisen ehdotusjakauman sijaan tasapainojakauman π ehdollisesta ja-
kaumasta. Na¨ma¨ ehdolliset jakaumat ma¨a¨ritta¨va¨t tasapainojakauman π yksika¨sit-
teisesti.
Palautetaan mieleen, etta¨ Markovin ketjun tila voidaan kuvata m-ulotteisena vek-
torina x ∈ Rm jollakin m. Valitaan Markovin ketjun tila-avaruudelle erillisten kom-
ponenttien lukuma¨a¨ra¨ k, jossa 1 6 k 6 m. Olkoon K = {1, . . . , k} na¨iden kom-
ponenttien indeksien joukko. Erotellaan tilasta x yhteensa¨ k erillista¨ komponenttia
x = (x1,x2, . . . ,xk), jossa kullakin komponentilla i on yksi- tai moniulotteinen ar-
vovektori xi. Merkita¨a¨n viela¨ x−i = (x1, . . . , xi−1, xi+1, . . . , xk) vektoria, josta
puuttuu komponentin i arvovektori xi. Gibbsin poiminnan yksi askel on kuvat-
tu algoritmissa 5.14. Jos (sallittu) alkutila X(0) on annettu, Markovin ketjun tilat
X(1), X(2), . . . , X(n) saadaan toistamalla Gibbsin algoritmia n kertaa.
Algoritmi 5.14 alustaa tilaan z ensin samat arvot, mitka¨ ovat Markovin ketjun ny-
kyisella¨ tilalla x. Algoritmi tuottaa tilan z jokaisen komponentin i arvovektorille
zi uudet arvot muiden komponenttien arvoilla ehdollistetusta todenna¨ko¨isyysjakau-
masta π(· | x−i). Komponentin uudet arvot tallennetaan heti tilaan z, joten uudet
arvot otetaan huomioon seuraavan komponentin ehdollistetussa jakaumassa. Kun
3Gibbsin poiminta-algoritmin toiminta ei liity suoraan Gibbsin satunnaiskenttiin. Gibbsin poi-
mintaa kutsutaan usein Gibbsin otannaksi.
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Algoritmi 5.14 Gibbsin poiminta
Syo¨te: komponenttijoukko K, Markovin ketjun tila X(t) = x seka¨ todenna¨ko¨isyys-
jakauman π ehdolliset jakaumat π(· | z−i) kaikilla i ∈ K
Tulos: Markovin ketjun tila X(t+1)
1: z ← x
2: toista jokaiselle komponentille i ∈ K
3: yi ← Satunnainen(π(· | z−i)) ⊲ Poimitaan yi ehdollisesta jakaumasta
4: z ← (z1, . . . , zi−1, yi, zi+1, . . . , zk) ⊲ pa¨iviteta¨a¨n komponentti i
5: lopeta toisto
6: palauta z ⊲ hyva¨ksyta¨a¨n aina uudeksi tilaksi
kaikkiin tilan z komponentteihin on poimittu arvot, niin z on Markovin ketjun seu-
raava tila.
Lause 5.15 (Gibbsin tasapainojakauma).
Gibbsin algoritmilla 5.14 tuotetun Markovin ketjun tasapainojakauma on π.
Todistus. Osoitetaan, etta¨ Gibbsin algoritmi on Metropolis–Hastings-algoritmin eri-
koistapaus.
Komponentin i arvovektorin pa¨ivityksessa¨ ka¨ytetta¨va¨ ehdotusjakauma qi on seuraa-
va:
qi(z | x) =
{
π(zi | x−i) , jos x−i = z−i
0 muuten.
(5.16)
Olkoot x ja z sellaiset tilat, etta¨ ne poikkeavat toisistaan vain komponentin i arvojen
kohdalla eli x−i = z−i. Metropolis–Hastings-algoritmin hyva¨ksymistodenna¨ko¨isyys
(5.12) komponentin i muutokselle eli siirtyma¨lle tilasta x tilaan z on
α(z | x) = min
{
1,
π(z) · qi(x | z)
π(x) · qi(z | x)
}
.
Ehdotusjakauma qi on Gibbsin algoritmissa ehdollistettu jakauma π, joten saadaan
α(z | x) = min
{
1,
π(z) · π(xi | z−i)
π(x) · π(zi | x−i)
}
.
Tiedeta¨a¨n etta¨ pa¨tee x−i = z−i. Ka¨yteta¨a¨n lisa¨ksi ehdollisen todenna¨ko¨isyyden
ma¨a¨ritelma¨a¨, jotta saadaan
α(z | x) = min
{
1,
π(z) · π(x)/π(z−i)
π(x) · π(z)/π(x−i)
}
.
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Sievenneta¨a¨n ensin toisensa kumoavat termit pois. Kun ka¨yteta¨a¨n ja¨lleen tietoa
x−i = z−i, niin saadaan tulokseksi
α(z | x) = min
{
1,
π(x−i)
π(z−i)
}
= min{1, 1} = 1.
Komponentin i ehdotusjakaumasta qi poimitut ehdotukset hyva¨ksyta¨a¨n siis varmas-
ti. Gibbsin algoritmissa voidaan siis ka¨yda¨ kerralla kaikki komponentit la¨pi, koska jo-
kaisen yksitta¨isen komponentin ehdotus hyva¨ksyta¨a¨n. Gibbsin algoritmi voidaankin
na¨hda¨ Metropolis–Hastings-algoritmin erikoistapauksena, jossa lopullinen ehdotus
muodostetaan komponentti kerrallaan ja hyva¨ksyta¨a¨n varmasti. Gibbsin algoritmin
ehdotusjakauma q on siis yhdistelma¨ komponenttien ehdotusjakaumista qi. Koska
Metropolis–Hastings-algoritmilla tuotetulla Markovin ketjulla on tasapainojakauma
π, niin ta¨ma¨ pa¨tee myo¨s Gibbsin algoritmille.
Jotta Gibbsin algoritmilla tuotettu Markovin ketju konvergoituisi kohti tasapainoja-
kaumaa, ketjun ta¨ytyy olla yhtena¨inen ja jaksoton. Ehdollisesta jakaumasta poimittu
ehdotus voi olla sama kuin nykyinen tila, joten jaksottomuus pa¨tee aina. Yhtena¨i-
syys vaatii, etta¨ ketjun siirtyma¨kuvaus sallii siirtyma¨n mista¨ tahansa tilasta minka¨
tahansa tilajoukon johonkin tilaan. Ta¨ma¨kin ehto toteutuu, silla¨ Gibbsin algoritmi
ka¨y la¨pi kaikkien komponenttien ehdolliset jakaumat: kaikki mahdolliset tilat ovat
siis saavutettavissa.
Gibbsin algoritmi voidaan aina vaihtaa yleisempa¨a¨n Metropolis–Hastings-algorit-
miin [Nea93, luku 4]. Ta¨ma¨ tarkoittaa, etta¨ algoritmin 5.14 minka¨ tahansa kompo-
nentin i pa¨ivitys voidaan toteuttaa Metropolis–Hastings-algoritmilla. Silloin kompo-
nentin i ehdotus poimitaan jostakin vain komponenttia i muuttavasta ehdotusjakau-
masta qi ja ehdotus hyva¨ksyta¨a¨n hyva¨ksymistodenna¨ko¨isyydella¨ (5.16). Algoritmeja
on siis mahdollista ka¨ytta¨a¨ yhdessa¨. Ta¨ssa¨ on varmistettava, etta¨ ehdotusjakaumat
qi pita¨va¨t Markovin ketjun yhtena¨isena¨.
Algoritmissa 5.14 voidaan pa¨ivitta¨a¨ kaikkia komponentteja kiintea¨ssa¨ ja¨rjestyksessa¨,
mutta arvottukin ja¨rjestys toimii. Pa¨ivitetta¨va¨ komponentti voidaan myo¨s arpoa
esimerkiksi k kertaa kaikkien komponenttien joukosta, jolloin kaikkia komponentteja
ei va¨ltta¨ma¨tta¨ pa¨iviteta¨ kierroksen aikana lainkaan. On myo¨s sallittua pa¨ivitta¨a¨
joitakin komponentteja useammin kuin muita. Valinnalla voi olla merkitysta¨, silla¨
komponenttien pa¨ivitysja¨rjestys ja -tiheys vaikuttavat ketjun sekoittumiseen (lisa¨a¨
luvussa 5.5.3).
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Gibbsin algoritmi on Metropolis–Hastings-algoritmia tehokkaampi siina¨ mielessa¨, et-
ta¨ jokainen ehdotus johtaa hyva¨ksynta¨a¨n. Ongelmana on, etta¨ komponenttien ehdol-
listetut jakaumat voivat olla hyvin hankalia. Jos jollakin komponentilla on erityisen
hankala ehdollinen jakauma, niin komponentin pa¨ivitta¨misessa¨ kannattaakin ka¨yt-
ta¨a¨ Metropolis–Hastings-algoritmia. Gibbsin algoritmilla on sekin etu, etta¨ sen eh-
dotusjakaumat ma¨a¨ra¨ytyva¨t suoraan tasapainojakaumasta π, kun taas Metropolis–
Hastings-algoritmissa ohjelmoijan ta¨ytyy valita ne itse.
5.4.5 Muita poiminta-algoritmeja
Metropolis–Hastings- ja Gibbsin algoritmit ovat kaikkein suosituimpia menetelmia¨
satunnaisotosten poimimiseksi Markovin ketjun avulla. Algoritmeja on kuitenkin
olemassa monia muitakin, ja seuraavaksi esitella¨a¨n niista¨ lyhyesti kolme.
Viipalepoiminta-algoritmi (engl. slice sampling) [Nea03] on varteenotettava vaih-
toehto silloin, kun Gibbsin algoritmin soveltaminen on hankalaa. Oletetaan etta¨ tar-
koituksena on pa¨ivitta¨a¨ tilavektorista x vain yhta¨ komponenttia i. Olkoon kuvaaja f
verrannollinen tasapainojakaumaan eli f ∝ π. Arvotaan ensin reaaliluku y tasaisesti
avoimelta va¨lilta¨ ]0, f(xi | x−i)[. Sen ja¨lkeen valitaan jollakin ka¨yta¨nno¨llisella¨ me-
netelma¨lla¨ komponentin i uusi arvovektori xi joukosta {xi | f(xi | x−i) > y}. Yk-
siulotteisessa tapauksessa y-arvon voi tulkita pystyakselin arvoksi ja xi-arvon vaaka-
akselin arvoksi, joiden ma¨a¨ritta¨ma¨ piste (xi, y) pysyy kuvaajan f (ja verrannollisesti
tasapainojakauman π) alla.
Markovin ketjujen pariutuksessa (engl. coupling) [PW96] muodostetaan kaksi Mar-
kovin ketjua, joiden alkutilat ovat mielivaltaiset. Ideana on, etta¨ ajan mittaan ket-
jujen tilat alkavat muistuttaa toisiaan yha¨ enemma¨n, riippumatta alkutiloista. Kun
ketjut lopulta pariutuvat (ovat samassa tilassa samalla hetkella¨), niin ketjujen tulki-
taan konvergoituneen (konvergoitumisesta puhutaan lisa¨a¨ luvussa 5.5.2). Markovin
ketjujen pariuttaminen perustuu siihen, etta¨ ketjujen toiminta ei ole toisistaan riip-
pumatonta: molemmat ketjut ka¨ytta¨va¨t samalla hetkella¨ samoja satunnaislukuja.
Kun ketjut pa¨a¨tyva¨t lopulta samaan tilaan jollakin hetkella¨, niin ketjujen toiminta
on siita¨ eteenpa¨in identtista¨. Jotta moniulotteiset tilat saataisiin pariutettua no-
peasti samaan tilaan, niin ketjuja tulee ohjata toistensa kaltaisiksi, satunnaisuuden
silti ka¨rsima¨tta¨.
Pariutuspoiminta-algoritmi (engl. coupling from the past) [PW96] perustuu Marko-
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vin ketjujen pariuttamiselle. Tavoitteena on poimia Markovin ketjusta satunnaisvek-
toreita, jotka ovat ta¨sma¨lleen ketjun tasapainojakaumasta ilman riippuvuuksia. Ta¨s-
ta¨ syysta¨ algoritmia kutsutaankin ta¨sma¨llisen poiminnan algoritmiksi (engl. exact,
perfect sampling). Ideana on simuloida useita Markovin ketjuja jostakin menneisyy-
den hetkesta¨ −T alkaen ja tarkistaa, ovatko ketjut pariutuneet hetkeen 0 mennes-
sa¨. Jos pariutuminen on tapahtunut, niin hetken 0 tila hyva¨ksyta¨a¨n tasapainoja-
kauman satunnaisvektoriksi; muuten ketjujen simulointi toistetaan aikaisemmasta
hetkesta¨ (esimerkiksi −2T ) alkaen. Ketjujen alkutilat valitaan satunnaisesti ja me-
netelma¨ toistetaan jokaiselle poimittavalle satunnaisvektorille erikseen. Algoritmi
tuottaa ta¨sma¨lleen tasapainojakauman satunnaisvektoreita, mutta on laskennalli-
sesti eritta¨in vaativa.
Joskus on vertailtavana useita malleja, joista halutaan selvitta¨a¨ ilmio¨ta¨ parhaiten
kuvaava malli. Eri mallit voivat esimerkiksi sisa¨lta¨a¨ eri ma¨a¨ra¨n muuttujia. Na¨issa¨ ta-
pauksissa on hyo¨dyllista¨ ka¨ytta¨a¨ reversible jump -algoritmia (RJMCMC) [Gre95][RC04,
luku 11.2], joka vertailee mallin muuttujien arvojen lisa¨ksi itse malleja keskena¨a¨n.
Ta¨ssa¨ ei anneta yksityiskohtaista selvitysta¨ algoritmin toiminnasta, vaan se kuvail-
laan lyhyesti sanallisesti. Algoritmi on Metropolis–Hastings-algoritmin yleistys, jossa
tilavektorin arvojen muuttumisen lisa¨ksi myo¨s tilavektorin pituus voi muuttua. Ulot-
tuvuuksien lisa¨a¨miselle ja va¨henta¨miselle lasketaan hyva¨ksymistodenna¨ko¨isyydet ja
tarvittaessa nykyisen tila-avaruuden arvovektori kuvataan uudelle tila-avaruudelle.
Algoritmin ka¨ytta¨minen voi olla laskennallisesti eritta¨in vaativaa.
5.5 MCMC-menetelmien toteuttaminen
Jotta MCMC-menetelma¨n ka¨ytta¨minen onnistuisi, toteuttamisvaiheessa on kiinni-
tetta¨va¨ huomiota lukuisiin teknisiin yksityiskohtiin. MCMC-menetelmien toteutta-
minen vaatii suurta huolellisuutta. Seuraavissa aliluvuissa ka¨sitella¨a¨n asioita, jotka
vaikuttavat onnistumiseen.
5.5.1 Markovin ketjun sekoittuminen
Markovin ketjun sanotaan sekoittuvan (engl. mix) hyvin, jos sen pera¨tta¨isten tilo-
jen va¨liset riippuvuudet ovat pienia¨ ja tasapainojakaumaa voidaan approksimoida
tarkasti jo va¨ha¨isella¨ ma¨a¨ra¨lla¨ ketjun pera¨kka¨isia¨ tiloja. Markovin ketjun hyva¨ se-
koittuminen on ta¨rkea¨a¨, jotta ketjun tilojen voidaan katsoa poimitun halutusta tasa-
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painojakaumasta. Huonosti sekoittuvista ketjuista poimitut satunnaisvektorit voivat
nimitta¨in esiintya¨ eri tiheyksilla¨ kuin tasapainojakaumassa. Parhaassa tapauksessa
ketjun tilat ovat (la¨hes) riippumattomia satunnaisvektoreita ketjun tasapainojakau-
masta.
Kun MCMC-menetelma¨n tuottamien toisistaan riippuvien satunnaisvektorien va¨lis-
ta¨ riippuvuutta halutaan va¨henta¨a¨, niin ka¨yteta¨a¨n ohennettua (engl. thinned) Mar-
kovin ketjua. Ohennetun ketjun tilat saadaan alkupera¨isesta¨ ketjusta ja¨tta¨ma¨lla¨ osa
tiloista pois [Gam97, luku 5.3.1]. Ohennettu ketju voisi esimerkiksi sisa¨lta¨a¨ joka
kymmenennen tilan alkupera¨isesta¨ ketjusta – alkupera¨isen ketjun muut tilat ja¨te-
ta¨a¨n huomiotta. Ketjussa kaukana toisistaan olevat tilat eiva¨t ole ena¨a¨ niin riippu-
vaisia toisistaan, joten niista¨ muodostettu ketju sekoittuu na¨enna¨isesti alkupera¨ista¨
paremmin. Ohennettu ketju on sekin Markovin ketju ja silla¨ on sama tasapaino-
jakauma kuin alkupera¨isella¨ ketjulla. Ohennusparametriksi kutsutaan lukua k, kun
ohennettuun ketjuun valitaan alkupera¨isesta¨ ketjusta joka k:s tila. Menetelma¨ so-
pii kaikille Markovin ketjuille, mutta laskennallinen vaativuus kasvaa lineaarisesti
ohennusparametrin k suhteen.
Markovin ketjun sekoittuminen riippuu lukuisista eri tekijo¨ista¨. Komponenttien ja
ehdotusjakaumien valinnat ovat na¨ista¨ tekijo¨ista¨ ta¨rkeimpia¨ ja ne ka¨sitella¨a¨n myo¨-
hemmin.
5.5.2 Markovin ketjun konvergoituminen
Otosten poiminta Markovin ketjun avulla la¨htee aina liikkeelle alkutilan valitsemi-
sesta. Alkutila voidaan valita kiintea¨ksi tai sitten se arvotaan jostakin todenna¨-
ko¨isyysjakaumasta. Markovin ketjujen teoriassa on kyse siita¨, konvergoituuko ketju
kohti tasapainojakaumaa a¨a¨retto¨ma¨n mittaisessa ketjussa, riippumatta alkutilasta.
Markovin ketjujen simulaatiot ovat kuitenkin rajallisia, joten hera¨a¨ kysymys: mista¨
tiedeta¨a¨n, onko ketju jo konvergoitunut?
Oletetaan etta¨ Markovin ketjulle valitulla alkutilalla on tasapainojakaumassa hyvin
pieni todenna¨ko¨isyystiheys. Jos ketju sekoittuu huonosti, niin voi kesta¨a¨ pitka¨a¨n en-
nen kuin ketju siirtyy tiloihin, joilla on suuri todenna¨ko¨isyystiheys. Jos Markovin
ketjun simulointi keskeyteta¨a¨n liian aikaisin, niin ketjusta poimitut satunnaisvek-
torit eiva¨t siten edusta tasapainojakaumaa. Era¨a¨n Metropolis–Hastings-algoritmilla
tuotetun Markovin ketjun kulku on kuvissa 5.17(a) ja 5.17(b).
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Markovin ketjun alkutilan vaikutus on poistettava ennen satunnaisvektorien poi-
mimista. Ta¨ma¨ tapahtuu niin, etta¨ Markovin ketjun simulaatio-ohjelma ka¨y ensin
la¨pi la¨mmittelyvaiheen (engl. burn-in), jonka aikana se ei poimi satunnaisvektoreita.
La¨mmittelyvaihetta kesta¨a¨, kunnes ketjun katsotaan konvergoituneen tasapainoja-
kaumaan. Valitettavasti konvergoitumisen havaitseminen ei aina ole helppoa, kuten
pian na¨hda¨a¨n.
La¨mmittelyvaihe lisa¨a¨ laskennallista rasitetta, silla¨ simulaatio-ohjelma ei kera¨a¨ sa-
tunnaisvektoreita vaiheen aikana. La¨mmittelyvaihe voidaan pita¨a¨ lyhyena¨, jos kon-
vergoituminen tapahtuu nopeasti. Ta¨ha¨n vaikuttaa ketjun sekoittumisen lisa¨ksi myo¨s
alkutilan valinta. Tilastotiede tarjoaa keinoja lo¨yta¨a¨ estimaatteja, joiden avulla voi-
daan muodostaa sopiva alkutila. Kuvissa 5.17(a) ja 5.17(b) esiintyva¨n Markovin
ketjun hyva¨ sekoittuminen ha¨vitta¨a¨ alkuarvon merkityksen nopeasti.
Markovin ketjun konvergoitumisen varmistamiseen ei ole vuorenvarmaa menetelma¨a¨
[CC96], silla¨ tasapainojakauman muoto on useimmiten tuntematon. Konvergoitumi-
sen tutkimiseen on kehitetty lukuisia erilaisia menetelmia¨, ja konvergoitumistesteissa¨
on suotavaa ka¨ytta¨a¨ mahdollisimman monia niista¨. Analyysimenetelma¨t tarkkaile-
vat joko simuloidun Markovin ketjun tiloja tai Markovin ketjun teoreettisia omi-
naisuuksia. Esimerkiksi r-kielella¨ toteutetut paketit coda [BCV95] ja boa [Smi05]
sisa¨lta¨va¨t useita simuloidun ketjun analysointimenetelmia¨, ja ovat osoittautuneet
suosituiksi tyo¨kaluiksi Markovin ketjujen konvergoitumisen tutkimisessa. Seuraa-
vaksi kuvataan lyhyesti muutama yksinkertainen analysointimenetelma¨ ja mainitaan
vaihtoehtoisia menetelmia¨.
Helpoin menetelma¨ ketjun konvergoitumisen tutkimiseksi perustuu kuvaajien visu-
aaliseen tarkasteluun [CC96]. Ketjun tiloja vastaavien arvovektoreiden yksitta¨isille
arvoille piirreta¨a¨n jokaiselle omat kuvaajat, jossa x-akseli merkitsee ketjun hetkea¨
ja y-akseli arvoa ta¨lla¨ hetkella¨. Jonkin hetken ja¨lkeen kuvaajan ka¨ytta¨ytyminen ei
ena¨a¨ muutu, vaikka ketjua jatketaan pidemma¨lle: ta¨sta¨ voi epa¨illa¨ konvergoitumisen
tapahtuneen. Katso esimerkit kuvista 5.17(a) ja 5.17(b). Ta¨ma¨ menetelma¨ kannat-
taa toistaa useilla erilaisilla Markovin ketjun alkutiloilla. Pelkka¨ kuvaajien tarkas-
telu saattaa johtaa harhaan: Markovin ketjun pidenta¨minen saattaa osoittaa, etta¨
kuvaajan muuttumattomalta vaikuttanut ka¨ytta¨ytyminen onkin vain hidasta muu-
tosta kohti tasapainojakaumaa, kuten kuvista 5.17(c) ja 5.17(d) voi pa¨a¨tella¨.
Gelmanin–Rubinin konvergoitumisen analyysimenetelma¨ssa¨ [BG98, GR92] simuloi-
daan useita Markovin ketjuja aloittaen eri alkutiloista. Ideana on laskea varianssit
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(a) Ketjun 1 ensimma¨iset tilat (Metropolis–
Hastings-ehdotuksista hyva¨ksyttiin 6/20.)
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(b) Ketjun 1 nopea konvergoituminen havait-
tavissa (tasapainojakauman odotusarvo 1,00).
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(c) Ketju 2 na¨ytta¨a¨ (virheellisesti) konvergoi-
tuneen.
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(d) Ketju 2 vain sekoittuu hitaasti (tasapaino-
jakauman odotusarvo 0,61)
Kuva 5.17: Esimerkkeja¨ Markovin ketjuista ja niiden konvergoitumisesta.
Markovin ketjujen tiloille seka¨ yhden ketjun sisa¨lla¨ etta¨ useiden ketjujen va¨lilla¨.
Ensin valitaan jokin Markovin ketjun tasapainojakaumaa karkeasti approksimoiva
jakauma, jonka varianssi on suurempi kuin tasapainojakaumalla. Ta¨sta¨ karkeasta
jakaumasta poimitaan m > 2 kappaletta satunnaisvektoreita, jotka asetetaan Mar-
kovin ketjujen (m kappaletta) alkutiloiksi. On myo¨s mahdollista valita toisistaan
selva¨sti poikkeavat alkutilat ka¨sin. Kaikkia Markovin ketjuja simuloidaan hetkeen
2n asti. La¨mmittelyvaiheeksi ma¨a¨ra¨ta¨a¨n hetket 0, . . . , n, joten vain tilat n+1 . . . 2n
(eli n tilaa) otetaan analyysissa¨ huomioon. Seuraavat vaiheet toistetaan ketjun tilo-
jen jokaiselle ulottuvuudelle erikseen.
• Lasketaan jokaiselle simuloidulle Markovin ketjulle i sen arvojen x(n+1)i , . . . , x
(2n)
i
aritmeettinen keskiarvo x¯i.
• Otetaan keskiarvo Markovin ketjujen otoskeskiarvoista: x¯ = 1
m
·
∑m
i=1 x¯i.
• Markovin ketjujen otoskeskiarvojen va¨linen otosvarianssi 1
n
·B saadaan laske-
malla 1
n
·B = 1
m−1 ·
∑m
i=1(x¯i−x¯)
2. Ta¨ma¨ kertoo ketjujen poikkeamat toisistaan.
• Lasketaan jokaiselle Markovin ketjulle i sen sisa¨lta¨mien arvojen otosvarianssi
s2i =
1
n−1 ·
∑2n
j=n+1(x
(j)
i − x¯i)
2.
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• Ketjujen saamien arvojen sisa¨isten varianssien keskiarvoksi tulee W = 1
m
·∑m
i=1 s
2
i . Ta¨ma¨ kertoo ketjujen sisa¨isen vaihtelun suuruuden.
• Markovin ketjun tasapainojakauman varianssin estimaatti on Vˆ = n−1
n
·W +
1
n
·B, joka on hieman todellista suurempi.
• Lopulta saadaan suhdeluku
√
Rˆ =
√
Vˆ
W
· df+3
df+1
, jossa df on estimoitu vapausas-
teiden ma¨a¨ra¨.4
Suhdeluvusta
√
Rˆ voi pa¨a¨tella¨, poikkeavatko eri ketjujen va¨liset arvot toisistaan
yhta¨ paljon kuin yhden ketjun sisa¨lta¨ma¨t arvot. Ketjut la¨hteva¨t liikkeelle eri alkuti-
loista, joten ketjujen va¨liset poikkeamat ovat aluksi suuria. Jos suhdeluku on la¨hella¨
ykko¨sta¨ (esimerkiksi alle 1,10), niin kyseessa¨ olevan muuttujan konvergoitumista
hetkeen n mennessa¨ ei voida kiista¨a¨ [GCSR04, luku 11.6].
Jos tasapainojakauma on moniulotteinen, niin Gelmanin–Rubinin konvergoitumi-
sanalyysi toistetaan jokaiselle muuttujalle. Ketjun pituutta 2n tulee kasvattaa niin
suureksi, etta¨ jakauman kaikkien ulottuvuuksien kohdalla pa¨a¨dyta¨a¨n konvergoitumi-
seen. Menetelma¨ toimii parhaiten, kun tasapainojakauman yksitta¨isen ulottuvuuden
reunajakauma on jotakuinkin normaalinen, mika¨ on hyvin yleista¨. Suurin ongelma
on, etta¨ moniulotteiselle jakaumalle tulisi simuloida lukuisia ketjuja, joka on lasken-
nallisesti raskasta. Lisa¨ksi alkutilojen valitseminen voi olla ongelma, silla¨ tasapaino-
jakauman muoto on tavallisesti tuntematon ja ka¨sin valitseminen mielivaltaista.
Geweken, Rafteryn–Lewisin ja Heidelbergerin–Welchin menetelmissa¨ tutkitaan kai-
kissa vain yhden muuttujan konvergoitumista kerrallaan, kuten Gelmanin–Rubinin
menetelma¨ssa¨kin [CC96]. Erona on, etta¨ niissa¨ tarkkaillaan useiden Markovin ket-
jujen sijaan vain yhta¨ ketjua. Ta¨ha¨n asti mainitut menetelma¨t sopivat kaikkiin
MCMC-algoritmeihin, mutta jotkut muut menetelma¨t on kehitetty varta vasten
Gibbsin algoritmilla tuotetun Markovin ketjun analysointiin. Joissakin menetelmis-
sa¨ konvergoituminen voidaan tarkistaa tasapainojakauman kaikille ulottuvuuksille
kerralla, mutta ne ovat varsin monimutkaisia.
Aiemmin mainitut analysointimenetelma¨t ka¨ytta¨va¨t kaikki hyva¨kseen simuloidun
Markovin ketjun tiloja. Perimma¨isena¨ tarkoituksena on lo¨yta¨a¨ la¨mmittelyjaksolle
jokin pa¨a¨ttymishetki, jonka ja¨lkeen poimitut satunnaisvektorit ovat ketjun tasa-
painojakaumasta. Seuraavaksi esitetta¨va¨n menetelma¨n avulla la¨mmittelyjaksolle on
mahdollista lo¨yta¨a¨ jokin pituus tutkimalla suoraan Markovin ketjun ominaisuuksia.
4Alkupera¨isessa¨ artikkelissa [GR92] esiintyva¨ kerroin df
df−2 on virheellinen [BG98].
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Luvussa 5.4.5 esiteltiin Markovin ketjujen pariuttaminen. Kun kaksi eri tiloista aloit-
taneet ketjua pariutuvat, niiden voidaan ajatella molempien konvergoituneen. Mar-
kovin ketjujen pariuttamisen avulla voidaan saada arvioita la¨mmittelyvaiheen sopi-
valle pituudelle. Yksinkertaisten Markovin ketjujen tapauksessa odotusarvo pariu-
tumiseen kuluvalle ajalle (mielivaltaisilla alkutiloilla) voidaan laskea analyyttisesti.
Simuloidun ketjun tilojen sijaan ka¨yteta¨a¨n ketjun siirtyma¨todenna¨ko¨isyyksia¨. Pa-
riutumisanalyysi liioittelee la¨mmittelyjakson pituutta, ja analyysin toteuttaminen
on hankalaa monimutkaisille Markovin ketjuille.
5.5.3 Komponentit
Gibbsin poiminta-algoritmissa 5.14 oletettiin, etta¨ Markovin ketjun tila-avaruuden
ulottuvuudet oli jaettu komponentteihin. Yhdelle komponentille ehdotetaan uusia
arvoja, kun muut komponentit pideta¨a¨n ennallaan. Komponenttien valinta on hyvin
ta¨rkea¨ MCMC-simulaatiossa, silla¨ se vaikuttaa merkitta¨va¨sti Markovin ketjun simu-
loinnin tehokkuuteen ja sekoittumiseen. Seuraava selvitys komponenttien valinnasta
pa¨tee myo¨s Metropolis–Hastings-algoritmille.
Tarkastellaan tapausta, jossa on komponentti jokaista tila-avaruuden ulottuvuutta
kohden. Jokainen komponentti sisa¨lta¨a¨ silloin yksiulotteisen arvon. Ta¨ma¨n valinnan
suurin etu on, etta¨ Gibbsin algoritmin tarvitsemat ehdollistetut jakaumat ovat yk-
sinkertaisia yksiulotteisia jakaumia. Samaten Metropolis–Hastings-algoritmin kom-
ponenttikohtaiset yksiulotteiset ehdotusjakaumat on helpompi valita. Yhden kom-
ponentin pa¨ivitta¨minen onkin yleensa¨ laskennallisesti tehokasta, silla¨ satunnaisvek-
torien tuottamiseksi yksiulotteisista jakaumista on tehokkaita algoritmeja.
Jos komponentit ovat vain yksiulotteisia, niin suuren mittakaavan muutokset voivat
tapahtua hyvin hitaasti (huono sekoittuminen). Varsinkin jos joillakin ulottuvuuk-
silla on vahvoja riippuvuuksia keskena¨a¨n, niin ulottuvuudet kannattaa sisa¨llytta¨a¨
samaan komponenttiin: niille ehdotetaan muutoksia yhdessa¨. Ketjun sekoittumisen
kannalta moniulotteisen komponentin muutos on parempi kuin lukuisten yksiulot-
teisten komponenttien muutokset [Nea93, luku 4.4]. Jos komponentti on moniulot-
teinen, niin sen ehdotusjakauma tai ehdollistettu tasapainojakauma ovat myo¨s mo-
niulotteisia. Moniulotteista komponenttia kannattaa ka¨ytta¨a¨ aina, kun pa¨ivitykses-
sa¨ vaadittavaa moniulotteista jakaumaa voidaan ka¨sitella¨ tehokkaasti [Gam97, luku
5.3.5].
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Oletetaan etta¨ MCMC-simulaattori yritta¨a¨ pa¨ivitta¨a¨ jotakin moniulotteista kom-
ponenttia. Jos muilla komponenteilla ehdollistetusta (moniulotteisesta) jakaumasta
voidaan poimia satunnaisotoksia tehokkaasti, niin komponentin pa¨ivitta¨misessa¨ kan-
nattaa ka¨ytta¨a¨ Gibbsin algoritmia. Jos ta¨ma¨ on laskennallisesti liian tyo¨la¨sta¨, niin
komponentin pa¨ivitta¨misessa¨ voidaan ka¨ytta¨a¨ Metropolis–Hastings-algoritmia. Jos
Metropolis–Hastings-algoritmille ei lo¨ydy kunnollista ehdotusjakaumaa, niin kompo-
nentti on jaettava useampaan osaan. Kunnollisen ehdotusjakauman ominaisuuksia
ka¨sitella¨a¨n seuraavassa aliluvussa.
5.5.4 Ehdotusjakaumat
Kun Markovin ketjun tila-avaruuden komponentit on valittu, Gibbsin algoritmiin
5.14 ei liity muita valintoja. Jos taas ka¨yteta¨a¨n Metropolis–Hastings-algoritmia, niin
jokaiselle pa¨ivitetta¨va¨lle komponentille ta¨ytyy viela¨ valita ehdotusjakauma. Seuraa-
vaksi ka¨sitella¨a¨n komponenttikohtaisia ehdotusjakaumia, mutta samat ajatukset pa¨-
teva¨t myo¨s alkupera¨isessa¨ algoritmissa 5.11. Ehdotusjakaumien valinta tulee tehda¨
niin, etta¨ Markovin ketju sa¨ilyy yhtena¨isena¨. Sen lisa¨ksi ehdotusjakaumilla tulisi olla
seuraavia ei-va¨ltta¨ma¨tto¨mia¨, mutta toivottavia ominaisuuksia.
• (A) Komponentin i ehdotusjakauman qi muodon tulisi vastata ehdollistettua
tasapainojakaumaa π(· | x−i) mahdollisimman hyvin. Katso kuvaa 5.3.
• (B) Ehdotusjakaumasta qi pita¨isi olla helppo poimia satunnaisvektoreita –
laskennallisen tehokkuuden vuoksi.
• (C) Ehdotusten hyva¨ksymistodenna¨ko¨isyyksien tulisi olla riitta¨va¨n suuria, jot-
ta ketju sekoittuisi hyvin. Yksiulotteisilla komponenteilla esimerkiksi 40% ja
moniulotteisilla komponenteilla 20% [GCSR04, 11.10].
• (D) Ehdotetun tilan tulisi poiketa nykyisesta¨ riitta¨va¨sti, jotta ketju sekoittuisi
hyvin [Has70].
Ominaisuus (A) aiheuttaa ominaisuuksien (C) ja (D) ta¨yttymisen. Ominaisuus (B)
kuitenkin rajoittaa ehdotusjakaumien valintaa, joten ominaisuuden (A) toteuttami-
nen hankaloituu. Jos ominaisuutta (A) ei voida saavuttaa, niin ominaisuudet (C)
ja (D) kilpailevat keskena¨a¨n. Ominaisuutta (D) pideta¨a¨n hieman ta¨rkea¨mpa¨na¨ kuin
ominaisuutta (C) [Nea93, luku 4.4].
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Jos ominaisuuden (A) toteuttavan jakauman keksiminen on erityisen vaikeaa, niin
ehdotusjakauman voi valita satunnaiskuluksi [Nea93, luku 4.4]. Satunnaiskulun siir-
tymien suuruutta vaihtelemalla voi helposti sa¨a¨della¨ hyva¨ksymistodenna¨ko¨isyytta¨,
silla¨ pienet siirtyma¨t aiheuttavat suuria hyva¨ksymistodenna¨ko¨isyyksia¨. Jos ominai-
suus (D) ei toteudu, vaan siirtyma¨t ovat liian pienia¨, niin ketju sekoittuu huonosti.
Ketjun sekoittuminen huononee era¨a¨ssa¨ mielessa¨ nelio¨llisesti satunnaiskulun siirty-
ma¨n lyhenemisen suhteen [Nea93, luku 4.4].
Ehdotusjakaumasta poimittu ehdotus ei aina kuulu muuttujan arvojoukkoon. Esi-
merkiksi normaalijakaumasta poimitut ehdotukset voivat olla negatiivisia, vaikka
muuttujan arvojoukko sisa¨lta¨a¨ vain positiiviset luvut. Arvojoukon ulkopuolisen eh-
dotuksen hyva¨ksymistodenna¨ko¨isyys on Metropolis–Hastings-algoritmissa nolla. Jos
ehdotetut arvot ovat usein muuttujan arvojoukon ulkopuolella, niin ketju sekoittuu
huonosti. Sekoittumista voi joskus parantaa niin, etta¨ muuttujan arvojoukon ulko-
puoliset ehdotukset kuvataan arvojoukon ehdotuksiksi. Vanhan jakauman q pohjal-
ta luodaan siis uusi ehdotusjakauma q′. Uuden jakauman q′ todenna¨ko¨isyystiheys
arvolle z on silloin summa vanhan jakauman q niiden arvojen tiheyksista¨, jotka ku-
vautuvat uuden jakauman q′ ehdotukseksi z. Esimerkiksi negatiiviset luvut voisi ku-
vata positiivisiksi, jolloin todenna¨ko¨isyystiheys, etta¨ nykyisesta¨ tilasta x poimitaan
(positiivinen) ehdotus z, on q′(z | x) = q(z | x) + q(−z | x).
5.6 Bayesila¨isten mallien ka¨sittely
MCMC-menetelma¨n tutkimus lisa¨a¨ntyi selva¨sti, kun sen todettiin soveltuvan myo¨s
bayesila¨isten mallien analyysiin [GS90]. Nykyisin bayesila¨isten mallien analyysi on
MCMC-menetelmien suosituin ka¨ytto¨kohde.
Bayesila¨isten mallien yhteisjakaumat ovat laskettavissa tarkasti vain kaikkein yksin-
kertaisimmilla malleilla. Ennen kuin MCMC-menetelma¨ tuli yleisesti ka¨ytto¨o¨n, niin
realististen bayesila¨isten mallien analyysi oli eritta¨in vaikeaa [Nea93, luku 3.2]. Ny-
kyisilla¨ MCMC-menetelmilla¨ voi ka¨sitella¨ myo¨s monimutkaisia posteriorijakaumia.
On oikeutettua sanoa, etta¨ bayesila¨inen mallintaminen on suosittua juuri MCMC-
menetelmien vuoksi.
Hierarkkisilla bayesila¨isilla¨ malleilla oletettiin olevan ehdollinen riippumattomuus,
kuten kaavassa (4.3). Olkoon V hierarkkisen mallin solmujen joukko. Verrataan ar-
voyhdistelmien yhteistodenna¨ko¨isyystiheyksien suhdetta mallissa silloin, kun vain
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muuttujan θ arvo poikkeaa. Havaitaan
pr(θ = z, V \ {θ})
pr(θ = x, V \ {θ})
= (∗)
(∗) =
pr(θ = z | vanhemmat(θ)) ·
∏
V ∈V\{θ} pr(V | vanhemmat(V ) \ {θ}, θ = z)
pr(θ = x | vanhemmat(θ)) ·
∏
V ∈V\{θ} pr(V | vanhemmat(V ) \ {θ}, θ = x)
.
Supistetaan pois yhteiset tekija¨t. Muuttujan θ arvo vaikuttaa vain sen omaan ja sen
lapsien prioritodenna¨ko¨isyyksiin.
(∗) =
pr(θ = z | vanhemmat(θ)) ·
∏
V ∈lapset(θ) pr(V | vanhemmat(V ) \ {θ}, θ = z)
pr(θ = x | vanhemmat(θ)) ·
∏
V ∈lapset(θ) pr(V | vanhemmat(V ) \ {θ}, θ = x)
.
(5.18)
Oletetaan etta¨ muuttujan θ pa¨ivitys tehda¨a¨n Metropolis–Hastings-algoritmilla. Jos
nykyinen arvo on x ja ehdotettu arvo z, niin algoritmi ka¨ytta¨a¨ hyva¨kseen toden-
na¨ko¨isyystiheyksien suhdetta (5.18). Kun lasketaan posteriorijakaumaa, niin nor-
malisointivakiot supistuvat pois. Verrannolliset arvot riitta¨va¨t posteriorijakauman
tehokkaaseen approksimoimiseen MCMC-menetelma¨lla¨.
Jos muuttujan θ ehdollinen jakauma pr(θ | V \{θ}) on riitta¨va¨n yksinkertainen, niin
muuttujan θ pa¨ivitys voidaan toteuttaa tehokkaasti Gibbsin algoritmilla. Jakauma
saadaan erityisen yksinkertaiseksi, jos muuttujien priorit valitaan sopivien liittoja-
kaumien joukosta. Ka¨yta¨nno¨ssa¨ Gibbsin algoritmia ka¨yteta¨a¨n vain silloin, kun pa¨ivi-
tetta¨va¨lla¨ muuttujalla on pieni diskreetti arvoalue tai sen priorina on liittojakauma.
Vaikka MCMC-menetelma¨t ka¨sitteleva¨t teoriassa kuinka monimutkaista jakaumaa
tahansa, niin ka¨yta¨nno¨ssa¨ simulaation vaatima aika tulee rajoitteeksi. Kuten yleen-
sa¨ mallintamisessa, mallin realistisuudesta on luovuttava sen verran, etta¨ mallin
analysointi on laskennallisesti siedetta¨va¨a¨.
MCMC-menetelmien ohjelmoiminen on virhealtista, silla¨ sen tuloksia ei voida aina
varmentaa muilla menetelmilla¨ – joskus MCMC-menetelma¨t ovat ainoa tapa saa-
da ylipa¨a¨ta¨a¨n mita¨a¨n tuloksia. Virheiden va¨ltta¨miseksi on ja¨rkeva¨a¨ pyrkia¨ automa-
tisoimaan MCMC-menetelma¨n ka¨ytto¨. Yksi merkitta¨va¨ ohjelma on bugs (Baye-
sian inference using Gibbs sampling) [STBG96], joka on suunniteltu suorittamaan
MCMC-simulaatio bayesila¨isille hierarkkisille malleille ka¨ytta¨en Gibbsin algoritmia.
bugs-ohjelmalle annetaan syo¨tteena¨ hierarkkisen mallin kuvaus ja mallin solmujen
priorijakaumat. Koko MCMC-simulaattorin ohjelmoimisen vaiva va¨hentyy mallin
solmujen ja niiden priorijakaumien ilmaisemiseen bugs-ohjelman mallinkuvauskie-
lella¨. Erityisesti ohjelman geobugs-versio soveltuu paikkatietoaineistojen ka¨sitte-
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lyyn. Aiemmin mainittu konvergoitumisen analysoimiseen tarkoitettu coda-ohjel-
ma kehitettiin alun perin juuri bugs-ohjelman tulosteen analysoimiseen.
Toinen apuva¨line MCMC-simulaatioiden automatisointiin on bassist [TMSL98].
Se sallii myo¨s Metropolis–Hastings-algoritmin ka¨ytta¨misen, kuten bugs-ohjelman
uusimmat versiot.
Yleensa¨ vain mallien muuttujien arvot ovat epa¨varmoja, mutta joskus myo¨s mallin
muuttujien ma¨a¨ra¨a¨n liittyy epa¨varmuutta. Bayesila¨iset hierarkkiset mallit sallivat
myo¨s mallin ulottuvuuksien (muuttujien) ma¨a¨ra¨n vaihtelun. Ta¨ma¨ sopii esimerkiksi
silloin, kun selviteta¨a¨n aikatietoaineistoista ne ajanhetket, joiden ja¨lkeen aineiston
arvot poikkeavat aiemmista. Ta¨llainen ajanhetki viittaa yleensa¨ tapahtumaan, jolla
on merkitta¨va¨ vaikutus mallinnettavaan ilmio¨o¨n. Siina¨ tapauksessa MCMC-simu-
laatiossa ta¨ytyy ka¨ytta¨a¨ Metropolis–Hastings-algoritmin yleistysta¨: reversible jump
-algoritmia.
Ennen kuin MCMC-menetelma¨t yleistyiva¨t, mallin muuttujille oli tavallista laskea
MAP-estimaatti. Ta¨lla¨ tavoin saadaan posteriorijakauman sijaan yksi arvoyhdistel-
ma¨. Jos posteriorijakauma on jo selvitetty, niin voidaan ka¨ytta¨a¨ bayesila¨isen mallin
MPM-estimaattia (engl. maximum posterior mode) [Win95, luku 1.4], joka sekin
antaa mallin muuttujien arvoyhdistelma¨n. Olkoon θ mallin jonkin muuttujan arvo
ja θ− kaikkien muiden muuttujien arvovektori. MPM-estimaatissa mallin jokaisen
muuttujan arvoksi θ tulee se arvo, joka maksimoi reunajakauman todenna¨ko¨isyysti-
heyden
argmax
θ
pr(θ | D) = argmax
θ
∫
θ−
pr(θ− | D) · pr(θ | θ−,D) dθ−.
Muuttujien arvoiksi asetetaan siis niiden reunajakaumien todenna¨ko¨isimma¨t arvot.
MPM-estimaatin laskeminen vaatii posteriorijakauman reunatodenna¨ko¨isyystiheyk-
sien selvitta¨mista¨, joten sen laskeminen on tyo¨la¨a¨mpa¨a¨ kuin MAP-estimaatin laske-
minen.
5.7 Markovin satunnaiskenttien ka¨sittely
Markovin satunnaiskentta¨ muodostaa yhteisjakauman, joten se on mahdollista liitta¨a¨
mukaan bayesila¨iseen hierarkkiseen malliin. Markovin satunnaiskenta¨n muuttujille
asetetaan silloin vanhemmiksi kaikki sen naapurit satunnaiskenta¨ssa¨. Ta¨ssa¨ tulee
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ilmi Markovin ehdon laskennallinen hyo¨dyllisyys: satunnaiskenta¨n kaikkien muut-
tujien vaikutus saadaan aikaan ottamalla huomioon vain naapurit. Muuttujien ar-
vojen ehdolliset jakaumat yksinkertaistuvat, joten Gibbsin algoritmin ka¨ytta¨minen
satunnaiskenta¨n muuttujien arvojen pa¨ivitta¨misessa¨ on tehokasta. Satunnaiskenta¨n
muuttujille voidaan tarvittaessa asettaa vanhemmiksi myo¨s satunnaiskentta¨a¨n kuu-
lumattomia muuttujia, kuten ta¨ma¨n luvun lopussa na¨yteta¨a¨n.
Todelliset aineistot ovat Markovin satunnaiskenttien ta¨rkeimma¨t ka¨ytto¨kohteet. Nii-
ta¨ on silti hyo¨dyllista¨ soveltaa myo¨s keinotekoisille aineistoille, jos halutaan selvit-
ta¨a¨, miten uskottavia saadut tulokset ovat. Voidaan esimerkiksi tuottaa keinotekoi-
nen aineisto ja poistaa siita¨ hieman dataa. Ja¨lkika¨teen voidaan verrata, miten hyvin
Markovin satunnaiskenta¨n avulla saadut tulokset ja alkupera¨inen aineisto sopivat
yhteen. Seuraavaksi ka¨sitella¨a¨n yksinkertainen kuvanka¨sittelytapaus – kattavaa ver-
tailua ei ole mahdollista tehda¨ ta¨ssa¨ tutkielmassa.
Esimerkki 5.19 (Ising-mallin sovellus).
Seuraavaksi ka¨yteta¨a¨n esimerkin 4.6 mallia korjaamaan vahingoittunutta mustaval-
koista kuvaa. Vahingoittuneen kuvan pikseleiden arvot ovat vaihtuneet todenna¨ko¨i-
syydella¨ 0,20, joten pikseleiden tarkkuus on ti = 0,80 kaikilla pikseleilla¨ i. Ising-mal-
lia on ta¨smennetty niin, etta¨ potentiaalifunktioissa ei suosita kumpaakaan arvoa eli
αi = 0 kaikilla i ∈ I. Pikselien va¨lisen vuorovaikutuksen ka¨sin valittu voimakkuus
on βi,j = β = 0,80 kaikilla i, j ∈ I.
Kuvassa 5.20 on esitetty kuvasarja, jossa vahingoittuneen kuvan (b) perusteella py-
rita¨a¨n tuottamaan alkupera¨inen kuva (a). Ta¨ssa¨ on suoritettu MCMC-simulaatio
ylla¨ kuvatulle mallille. Kuvassa (c) on visualisointi pikseleita¨ vastaavien muuttu-
jien posterioritodenna¨ko¨isyyksille (eli reunajakaumien odotusarvoille). Kuvassa (d)
on MPM-estimaatti eli kuvan (c) todenna¨ko¨isyyksien luokittelu arvoiksi 0 ja 1.
Korjattu kuva muistuttaa alkupera¨ista¨ kuvaa enemma¨n kuin vahingoittunut kuva.
Koska alkupera¨inen kuva oli tuntematon, korjaus ei odotetusti pysty palauttamaan
kirjainta E ehja¨ksi.
Ka¨sitella¨a¨n seuraavaksi tapausta, jossa Ising-mallin potentiaalifunktioille on annettu
yhteinen vuorovaikutuskerroin eli βi,j = β kaikilla i, j ∈ I. Ajatus yleistyy kaikkiin
Markovin satunnaiskenttiin, joiden potentiaalifunktiot sisa¨lta¨va¨t muuttujia. Muut-
tuja β ilmaisee la¨hialueiden va¨lisen riippuvuuden voimakkuuden. Riippuvuuden voi-
makkuutta ei yleensa¨ tunneta tarkasti, joten sita¨ on syyta¨ ka¨sitella¨ mallin muuttu-
jana.
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(a) Alkupera¨inen kuva (b) Vahingoittunut ku-
va (kohinaa 20 %)
(c) Posteriorijakau-
man reunajakaumien
odotusarvot
(d) Korjattu kuva,
MPM-estimaatti
Kuva 5.20: Diskreetin kuvan korjaaminen Markovin satunnaiskenta¨n avulla (MCMC
ja Ising-malli). Valkoisen ruudun arvo on 0 ja tummanharmaan ruudun arvo 1.
Muuttujan β pa¨ivitta¨minen MCMC-simulaation aikana on laskennallisesti pulmal-
lista. Oletetaan etta¨ nykyinen arvo on b ja ehdotusjakaumasta qβ poimittu arvo on
b′. Silloin Metropolis–Hastings-algoritmin hyva¨ksymistodenna¨ko¨isyys on
α(β = b′ | β = b) = min
{
1,
pr(β = b′)
pr(β = b)
·
pr(a | β = b′)
pr(a | β = b)
·
qβ(β = b | β = b′)
qβ(β = b′ | β = b)
}
,
jossa a on Markovin satunnaiskenta¨n asetelma. Hyva¨ksymistodenna¨ko¨isyyden us-
kottavuudet pr(a | β = b′) ja pr(a | β = b) eiva¨t ole verrannollisia keskena¨a¨n,
silla¨ ma¨a¨ritelma¨n 3.6 todenna¨ko¨isyyskuvauksen normalisointivakion Z arvo riippuu
muuttujan β arvosta. Muuttujan β tavallinen pa¨ivitta¨minen Metropolis–Hastings-
algoritmilla vaatii, etta¨ normalisointivakio Z on laskettava seka¨ vanhalla etta¨ uudella
muuttujan β arvolla.
Normalisointivakion voi laskea seuraavasti. Esitella¨a¨n apumuuttuja, jonka ehdotus-
jakauma on valittu niin, etta¨ se poistaa normalisointivakion vaikutuksen [MGM06].
Ehdotusjakaumasta poimitaan satunnainen ehdotus pariutuspoiminta-algoritmilla,
ja ta¨ma¨ ehdotus hyva¨ksyta¨a¨n apumuuttujan uudeksi arvoksi Metropolis–Hastings-
algoritmin hyva¨ksymistodenna¨ko¨isyyden mukaisesti. Menetelma¨n ka¨ytta¨minen on
teoreettisesti perusteltua, mutta laskennallisesti eritta¨in vaativaa.
Laskennallisista syista¨ tavallisen uskottavuuden sijaan ka¨yteta¨a¨n usein na¨enna¨isus-
kottavuutta (engl. pseudo-likelihood) [Bes75], jossa Markovin satunnaiskenta¨n arvot
oletetaan riippumattomiksi toisistaan. Olkoot X Markovin satunnaiskentta¨a¨n kuu-
luvien muuttujien joukko, S niiden indeksien joukko ja a Markovin satunnaiskenta¨n
asetelma. Silloin muuttujan β arvon b uskottavuustiheydeksi tulkitaan ehdollisista
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todenna¨ko¨isyyksista¨ muodostettu approksimaatio
pr(a | β = b) ≈
∏
i∈S
pr(Xi = ai | β = b, X \ {Xi})
=
∏
i∈S
pr(Xi = ai | β = b, N (Xi)).
(5.21)
Ta¨lla¨ tavoin muodostettuja lukuja Pr(a | β = b′) ja Pr(a | β = b) on mahdol-
lista verrata toisiinsa. Ne tulkitaan toisiinsa verrannollisiksi uskottavuustiheyksiksi,
jolloin muuttujan β pa¨ivitta¨minen Metropolis–Hastings-algoritmilla on mahdollista,
vaikka ei erityisen tehokasta. Gibbsin algoritmin ka¨ytta¨minen ei tule ta¨ssa¨ kysy-
mykseen, silla¨ muuttujan β ehdollisen jakauman selvitta¨minen on eritta¨in hankalaa.
Na¨enna¨isuskottavuuden ka¨ytta¨minen on ka¨yta¨nno¨ssa¨ va¨ltta¨ma¨to¨nta¨, jotta pitka¨-
jaksoinen MCMC-simulaatio olisi laskennallisesti realistinen. Na¨enna¨isuskottavuus
ei ole valitettavasti teoreettisesti ta¨ysin perusteltu, mutta se tuottaa silti ja¨rkevia¨
tuloksia erityisesti Ising-mallin yhteydessa¨.
Tilastotieteessa¨ on tavallisesti tyydytty laskemaan Markovin satunnaiskentta¨a¨n kuu-
luville muuttujille MAP-estimaatti, koska se on laskennallisesti tehokas tuottaa.
MAP-estimaatti eli kaikkein todenna¨ko¨isin asetelma sisa¨lta¨a¨ kiintea¨t arvot kaikil-
le muuttujille, joten muuttujien arvoihin liittyva¨ epa¨varmuus ha¨via¨a¨. Jos tuloksia
on tarkoitus jatkoka¨sitella¨, niin epa¨varmuuden sisa¨lta¨va¨ tieto kannattaa sa¨ilytta¨a¨.
Jatkoka¨sittelya¨ varten on syyta¨ selvitta¨a¨ satunnaiskenta¨n kaikkien muuttujien reu-
najakaumat MCMC-menetelma¨n avulla.
6 Sovellukset ja testit
Markovin satunnaiskenttia¨ on ka¨ytetty aineistosta puuttuvan datan mallintamiseen
monenlaisilla paikkatietoaineistoilla, ja pian esitella¨a¨n joitakin na¨ista¨ sovelluksista.
Sen ja¨lkeen sovelletaan bayesila¨ista¨ hierarkkista mallintamista ja MCMC-menetel-
mia¨ suomen kielen murresana-aineistolle ja Suomen lintujen pesima¨aineistolle. Pai-
notus on murresana-aineistossa. Lisa¨ksi pohditaan saatujen tulosten merkitysta¨.
6.1 Aiemmat sovellukset
Markovin satunnaiskenttien sovellukset perustuvat la¨hes kaikki kuvanka¨sittelyyn ke-
hitettyihin menetelmiin. Menetelmia¨ on ka¨ytetty useisiin paikkatietoaineistoihin, ku-
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ten arkeologisiin kaivaustuloksiin [BYM91] seka¨ tautien [BYM91], lintujen [HH94]
ja kasvien [WH97] levinneisyyksien selvitta¨miseen. Samoja menetelmia¨ on ka¨ytetty
myo¨s aikatietoaineistojen esiintyma¨voimakkuuksien pa¨a¨ttelemiseen [AH97]. La¨hto¨-
kohtana on, etta¨ aineistosta todetaan puuttuvan jonkin verran dataa, jota sitten
mallinnetaan Markovin satunnaiskenttien avulla. Mainituissa esimerkeissa¨ selvite-
ta¨a¨n todelliset esiintyma¨t havaintojen perusteella bayesila¨isen pa¨a¨ttelyn avulla.
Joissakin kuvanka¨sittelysovelluksissa [GG84, Win95] on haluttu selvitta¨a¨ vain mal-
lin todenna¨ko¨isin arvojakauma eli MAP-estimaatti. Ta¨ma¨ on sopinut hyvin esimer-
kiksi maastokuvien lohkomiseen [KAV05] ja aivojen magneettikuvien parantamiseen
[ZBS01]. Tilastotieteessa¨ itsekorrelaation mallintamiseen ka¨yteta¨a¨n muitakin mene-
telmia¨ kuin Markovin satunnaiskenttia¨, mutta ne eiva¨t ole saaneet kunnolla jalansi-
jaa muualla. Erityisesti tautien levinneisyyden selvitta¨miseen on kehitetty runsaasti
muitakin menetelmia¨ [BRT05].
6.2 Murresana-aineisto
Seuraavissa aliluvuissa ka¨yda¨a¨n la¨pi tutkielmassa esiteltyjen menetelmien sovelta-
minen suomen murresana-aineistolle. Ensin esitella¨a¨n itse aineisto ja sille kehitetty
malli. Sitten kuvataan suoritetut testit ja arvioidaan tulosten merkitysta¨. Lopuksi
pohditaan vaihtoehtoja mallin parantamiseksi ja nyt saatujen tulosten hyo¨dynta¨mi-
seksi.
6.2.1 Aineiston kuvaus
Suomen murteiden sanakirjan tyo¨sta¨minen alkoi jo vuonna 1896, ja sen tarkoitukse-
na oli kattaa suomen kaikkien murteiden sanasto [Tuo89]. Suomen murteita todettiin
ka¨ytetta¨va¨n paitsi Suomen nykyisten rajojen sisa¨lla¨, myo¨s Ruotsin La¨nsipohjassa,
Vena¨ja¨lle toisessa maailmansodassa luovutetuilla Karjalan alueilla, Ja¨a¨meren ran-
nalla Ruijan alueella ja Suomenlahden pohjukassa Inkerissa¨. Epa¨realistinen suunni-
telma, taloudelliset vaikeudet ja pelko tyo¨n viiva¨stymisesta¨ (ja murteiden sekoittu-
misesta) aiheuttivat sen, etta¨ sanojen kera¨a¨misessa¨ pa¨a¨tettiin keskittya¨ noin kuu-
teenkymmeneen kuntaan5. Mukaan valittiin ne kunnat, joiden sanaston ajateltiin
edustavan eri murrealueita hyvin. Kera¨a¨mista¨ jouduttiin lopulta jatkamaan 1970-lu-
vulle asti.
5Kunnilla tarkoitetaan ta¨ssa¨ tekstissa¨ niita¨ alueita, joita 1900-luvun alussa kutsuttiin pita¨jiksi.
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Valittuihin kuuteenkymmeneen kuntaan la¨hetettiin koulutetut kera¨a¨ja¨t, joiden teh-
ta¨va¨na¨ oli selvitta¨a¨ kuntien murresanasto. Muissa kunnissa jouduttiin turvautumaan
vapaaehtoisten maallikoiden kirjeenvaihtoon. Lopputuloksena syntyi joukko sanalip-
puja, joissa lueteltiin ainakin osa sanaa ka¨ytta¨vista¨ kunnista. Erillisia¨ sanoja kertyi
lopulta n. 400 000 ja kuntakohtaisia levikkitietoja miljoonia. Aineiston muuttami-
nen elektroniseen muotoon on ka¨ynnissa¨ – nykyinen elektroninen aineisto kattaa
vain pienen osan kera¨tysta¨ datasta.
Ta¨lla¨ hetkella¨ ka¨ytetta¨vissa¨ olevassa elektronisessa aineistossa on 17100 murresa-
nan levikkitiedot vuoden 1938 kuntajaolla, johon kuului 563 kuntaa. Aineistossa on
jokaisen sana–kunta-parin kohdalla bina¨a¨rinen arvo kertomassa sanan havaitsemi-
sesta. Se, etta¨ sanaa ei ole havaittu, ei kuitenkaan tarkoita, ettei sita¨ ka¨ytetta¨isi.
Kera¨ttyjen sanojen ma¨a¨ra¨n vaihtelu kunnittain on esitetty kuvassa 6.8(a) ja liitteen
3 kuvassa 2. Suomen kunnat ovat naapureita, jos niilla¨ on yhteista¨ rajaa (ka¨ytet-
ta¨va¨ssa¨ aineistossa myo¨s kulmittain kiinni olevat kunnat ovat naapureita). Testiin
kuuluvien kuntien naapuriverkko on liitteen 3 kuvassa 1 (testiin kuulumattomat
kunnat ovat ilman naapureita).
Aineiston perusteella eniten sanoja on kera¨tty juuri niista¨ kunnista, jotka asetet-
tiin edustamaan murrealuettaan. Niista¨ kunnista, joiden sanasto on kera¨tty vapaa-
ehtoisten voimin, puuttuu oletettavasti paljon havaintoja. Ta¨ta¨ puuttuvaa dataa
mallinnetaan aiemmin esitellyilla¨ menetelmilla¨ niin, etta¨ lopputuloksena on jouk-
ko todenna¨ko¨isyyksia¨ kuvaamassa sanojen ka¨ytto¨a¨ kunnissa. Tavoittena on luoda
todenna¨ko¨isyysaineisto, jonka tarkkuus on parempi kuin alkupera¨isella¨ bina¨a¨risella¨
aineistolla.
6.2.2 Mallin kuvaus
Seuraavaksi esitella¨a¨n bayesila¨inen hierarkkinen malli murresanojen mallintamiseen,
joka hyo¨dynta¨a¨ Markovin satunnaiskenttia¨. Itse asiassa malli poikkeaa vain hieman
esimerkissa¨ 4.6 na¨hdysta¨, ja on hyvin samantyyppinen kuin era¨s malli, jota on ai-
emmin ka¨ytetty lintujen levinneisyyden selvitta¨miseen [HH94]. Malli on esitetty ku-
vassa 6.1, ja sen sisa¨lto¨ ka¨yda¨a¨n seuraavaksi la¨pi sanallisesti.
Bina¨a¨risen datamatriisin Y alkio yk,s kertoo, onko kunnassa k havaittu ka¨ytetta¨va¨n
sanaa s vai ei; bina¨a¨risen muuttujamatriisin X alkio xk,s kertoo, onko sana todelli-
suudessa ka¨yto¨ssa¨ kunnassa. Kuntakohtaisen muuttujavektorin t alkion tk arvova¨li
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Kuva 6.1: Hierarkkinen bayesila¨inen malli murresanoille.
on jatkuva [0, 1]. Muuttuja tk kertoo, milla¨ todenna¨ko¨isyydella¨ jokin ka¨yto¨ssa¨ oleva
sana havaittiin kunnassa k. Muuttujavektorin β reaaliarvoinen sanakohtainen alkio
βs sa¨a¨ta¨a¨, kuinka voimakkaasti la¨hikunnat ovat samanlaisia sanan s osalta. Mallin
kuvaus on seuraava:
[βs] ∼ Tas(0, 10),
[xk,s | βs, N (xk,s)] ∼ Bernoulli(pk,s), jossa logit(pk,s) = βs ·
∑
xj,s∈N (xk,s)
(2 · xj,s − 1),
[tk] ∼ Tas(0, 1),
[yk,s | xk,s, tk] ∼ Bernoulli(xk,s · tk).
(6.2)
Malliin sisa¨ltyy olettamus, etta¨ murresana-aineiston sanojen positiivisissa havain-
noissa ei ole virheita¨: havaittuja sanoja todella ka¨yteta¨a¨n kunnissa. Joka tapaukses-
sa virheita¨ olisi hankala tunnistaa ja niiden vaikutus voidaan olettaa merkityksetto¨-
ma¨ksi. Aiemmin datana ka¨ytetyt havaintojen tarkkuudet t ovat nyt kuntakohtaisia
muuttujia, jotka arvioivat todenna¨ko¨isyyksia¨ ka¨ytettyjen sanojen havaitsemiselle.
Muuttujia siksi, etta¨ ka¨ytetta¨vissa¨ ei ole luotettavaa tietoa havaitsemisen tarkkuu-
desta eri kunnissa. Kuntakohtaisia siksi, etta¨ joitakin kuntia on tutkittu toisia enem-
ma¨n. Kuntakohtaisista tarkkuusparametreista t ei ole tarkkaa etuka¨teistietoa, joten
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priorijakaumaksi voidaan valita tasainen jakauma Tas(0, 1). Lisa¨perusteena tasaisen
jakauman valinnalle on, etta¨ sen ka¨sittely on laskennallisesti tehokasta.
Kun todellinen ka¨ytto¨ xk,s ja havainnon tarkkuus tk ovat tunnetut, niin havainto
yk,s oletetaan ehdollisesti riippumattomaksi kaikista muista muuttujista. Ta¨ma¨ on
luonteva oletus: kuntien ominaisuudet eiva¨t vaikuta sanojen havaitsemiseen muissa
kunnissa. Samalla oletetaan, etta¨ sanojen havaitsemisessa ei ole sanakohtaisia ero-
ja – ainakaan yhta¨a¨n ilmeista¨ syyta¨ ei lo¨ydy. Todenna¨ko¨isyydet voidaan ilmaista
lausekkeella Pr(yk,s | xk,s, tk) = xk,s · tk ·(2 ·yk,s−1)+(1−yk,s), jossa muuttujat yk,s
ja xk,s ovat bina¨a¨risia¨ ja tk todenna¨ko¨isyys. Seuraava taulukko on havainnollisempi.
xk,s
Pr(yk,s | xk,s, tk) 0 1
yk,s
0 1,00 1− tk
1 0,00 tk
Tarkastellaan hetki vain yhta¨ sanaa s. Sisa¨lta¨ko¨o¨n vektori xs = (x1,s, . . . , xn,s) kaikki
sanan s ka¨ytto¨a¨ kuvaavat muuttujat. Muuttujat xs muodostavat oman Markovin
satunnaiskenta¨n, joka muistuttaa esimerkissa¨ 4.6 ka¨ytettya¨. Todenna¨ko¨isyyskuvaus
sanan s Markovin satunnaiskenta¨lle on
Pr(xs | βs) =
1
Z
· exp

βs · ∑
{xi,s, xj,s}∈C2
1xi,s=xj,s

 ,
ja sen ehdolliset todenna¨ko¨isyydet saadaan mukaillen liitetta¨ 1. Voidaan olettaa,
etta¨ murresanat levia¨va¨t pitka¨lti naapurikuntien kautta sosiaalisen kanssaka¨ymi-
sen yhteydessa¨. Samaten esimerkiksi paikallisissa lehdissa¨ ja tapahtumissa saatetaan
ka¨ytta¨a¨ paikallista kielta¨. La¨hikuntien va¨lilla¨ on siis riippuvuuksia, jotka voi ottaa
huomioon mallissa. Ta¨ssa¨ tapauksessa Ising-malli sopii hyvin riippuvuuksien mallin-
tamiseen. Suurempien kuin kahden kokoisten klikkien tarkastelu vain monimutkais-
taa Ising-mallia, eika¨ tee mallia juuri mielekka¨a¨mma¨ksi: vain kahden kokoiset klikit
huomioidaan. Yhden kokoiset klikit ja¨teta¨a¨n huomiotta (asetetaan αk,s = 0), silla¨ ai-
neisto ei sisa¨lla¨ murresanan esiintyma¨n kanssa korreloivaa dataa samasta kunnasta.
Aineiston jokaiselle sanalle asetetaan oma Markovin satunnaiskentta¨, jonka kahden
kokoisilla klikeilla¨ on yksinkertaisuuden vuoksi yhteinen parametri βs.
Ta¨ssa¨ mallissa Markovin satunnaiskenta¨n parametri βs on vakion sijaan satunnais-
muuttuja ja sanakohtainen. Satunnaisuus perustuu havaintoon, etta¨ ei ole yksinker-
taista selvitta¨a¨ sopivaa itsekorrelaation vakioma¨a¨ra¨a¨ sanan esiintymien keskuudessa.
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Sanakohtaisuus selittyy silla¨, etta¨ yksi ainoa vakio β aiheuttaa erilaisen vaikutuksen
eri sanojen mallintamisessa – on siis parempi ma¨a¨ritta¨a¨ β jokaiselle sanalle erik-
seen. Luvussa 6.2.4 kerrotaan lisa¨a¨ muuttujien β arvojen vaikutuksesta eri sanoihin.
Sanakohtaisten muuttujien βs suuruutta on hankala arvioida etuka¨teen, joten nii-
den priorijakaumaksi valitaan laskennallisesti tehokas tasainen jakauma Tas(0, 10).
Niinkin suuri muuttujan βs arvo kuin 10 on epa¨tavallisen suuri ja aiheuttaa hyvin
suuren samankaltaisuuden naapurikuntien va¨lilla¨ sanan s kohdalla.
Koska tarkkuusmuuttujien t arvot riippuvat mallissa kaikkien sanojen havainnois-
ta, erilliset sanat eiva¨t ole toisistaan riippumattomia. Kuvatulle mallille saadaan
yhteisjakaumaksi
pr(V) = pr(t, β, X, Y ) = pr(t) · pr(β) · Pr(X | β) ·Pr(Y |X, t)
=
(∏
k
pr(tk)
)
·
∏
s
pr(βs) · Pr(xs | βs) ·
∏
k
Pr(yk,s | xk,s, tk).
(6.3)
Pa¨a¨ma¨a¨ra¨na¨ on tuottaa todenna¨ko¨isyyksia¨ suomalaisten murresanojen ka¨yto¨lle eri
kunnissa. Ahvenanmaalla ja Vaasan seudulla vallitseva kieli on kuitenkin ruotsi, jo-
ten suomen kielen ka¨ytta¨misesta¨ ei juuri voida puhua. Na¨ma¨ ruotsinkieliset kunnat
eiva¨t ole kiinnostavia suomen murteiden tutkimisessa: na¨ihin kuntiin asetettiin to-
denna¨ko¨isyydeksi nolla kaikkien sanojen ka¨yto¨lle ja niita¨ koskeva data poistettiin
aineistosta. Kuntien naapurirakennetta muutettiin niin, etta¨ poistettavat kunnat ei-
va¨t ole ena¨a¨ naapureita kiinnostavien kuntien kanssa. Ta¨ta¨ ratkaisua tukee sekin,
etta¨ kyseisista¨ kunnista on vain va¨ha¨n positiivisia sanahavaintoja. Vastaavista syista¨
aineistosta poistettiin lisa¨ksi Inkerin ja Norjan alueiden kunnat.
Seuraavaksi esitella¨a¨n menetelma¨ laskennan tehostamiseksi ja mallin parantamisek-
si. Merkitta¨va¨ osa aineiston murresanoista esiintyy vain muutamissa toisiaan la¨hella¨
olevissa kunnissa. Mita¨ kauempana jokin kunta on sanan havaituista esiintymista¨,
sita¨ epa¨todenna¨ko¨isempa¨a¨ on sanan ka¨ytto¨ kunnassa. Esimerkiksi vain Karjalassa
esiintyva¨ sana tuskin esiintyy Ha¨meessa¨, joten Ha¨meeseen kuuluvat kunnat kan-
nattaa ja¨tta¨a¨ simulaatiosta pois. Jos sanan s esiintyminen kunnassa k ei ole kovin
uskottavaa, niin muuttujalle xk,s annetaan datana arvo nolla. Ta¨llaista menettelya¨
kutsutaan ta¨ssa¨ paikalliseksi simulaatioksi. Ja¨ljempa¨na¨ on kuvattu menettely sanalle
s, joka toistetaan muillekin sanoille.
Paikallisessa simulaatiossa sanan s muuttujavektori xs jaetaan kahteen osaan: pai-
kallisiin muuttujiin xs,+ ja kaukaisiin xs,−. Olkoon H = {k | yk,s = 1} kaikkien
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niiden kuntien joukko, joissa on tehty positiivinen havainto sanasta s. Kunnan k
muuttuja xk,s kuuluu sanan s paikallisiin muuttujiin, jos ja vain jos kunnasta k on
eninta¨a¨n ℓ askeleen mittainen polku (naapuriverkossa) johonkin joukon H kuntaan;
muuten xk,s kuuluu sanan s kaukaisiin muuttujiin. Lukua ℓ kutsutaan paikallisen
simulaation kattavuudeksi. Kuvassa 6.4 on esimerkki muuttujien jaosta paikallisiin
ja kaukaisiin, kun ka¨yteta¨a¨n paikallista simulaatiota kattavuudella kaksi.
Kuva 6.4: Paikallinen simulaatio (kattavuudella kaksi) jakaa kuntien muuttujat pai-
kallisiin (harmaat) ja kaukaisiin (valkoiset) yhden sanan kohdalla. Positiiviset sana-
havainnot on merkitty tumman harmaalla.
Sanan s kaukaisten muuttujien xs,− arvoiksi annetaan paikallisessa simulaatiossa
datana nollat. Paikallisten muuttujien xs,+ ja tarkkuusmuuttujien t pa¨ivitys hoituu
silloinkin tavallisesti. Voimakkuusmuuttujan βs pa¨ivityksessa¨ ka¨ytetta¨va¨ na¨enna¨i-
suskottavuus lasketaan paikallisessa simulaatiossa seka¨ paikallisten muuttujien xs,+
etta¨ kaukaisten muuttujien xs,− arvoista. Kaukaiset muuttujat xs,− ovat mallin
dataa, ja muuttujan βs pa¨ivityksen yhteydessa¨ ne tulkitaan na¨enna¨isuskottavuuden
laskuissa tavallisiksi muuttujiksi, joiden arvoina on aina nollia. Na¨enna¨isuskottavuus
on joka tapauksessa pelkka¨ approksimaatio uskottavuudelle, joten juuri esitelty ap-
proksimaatiomenettely on sallittavissa.
6.2.3 Laskennalliset yksityiskohdat
Toteutettavana on simulaatio-ohjelma, joka selvitta¨a¨ murresanamallin yksitta¨isten
sanojen ka¨yto¨n todenna¨ko¨isyydet eri kunnissa. Ohjelma approksimoi aineiston da-
talla ehdollistettua posteriorijakaumaa poimimalla sopivasta Markovin ketjusta sa-
tunnaisvektoreita, ja ka¨ytta¨a¨ Monte Carlo -menetelma¨a¨ odotusarvojen laskemiseksi.
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Sanojen ka¨yto¨n todenna¨ko¨isyydet saadaanX-muuttujien reunajakaumien odotusar-
voista.
Tavallinen toteutusratkaisu olisi kuvata malli bugs-ohjelman jonkin version mallin-
kuvauskielella¨ ja antamalla bugs-ohjelman huolehtia satunnaisvektorien poimimi-
sesta. Ta¨ma¨ ei kuitenkaan sovellu ka¨yto¨ssa¨ olevaan murresana-aineistoon, silla¨ ai-
neiston koko on hyvin suuri. bugs-ohjelman ka¨ytta¨minen olisi joko mahdotonta tai
liian hidasta. Murresanamallille nyt erikseen toteutettu ohjelma hyo¨dynta¨a¨ mallin
laskennallisia ominaisuuksia ja on riitta¨va¨n tehokas.
Kuvatulle murresanamallille toteutettiin C++ -kielella¨ erillinen MCMC-simuloin-
tiohjelma ta¨ta¨ tutkielmaa varten. Ohjelma ka¨ytta¨a¨ seka¨ Gibbsin algoritmia et-
ta¨ Metropolis–Hastings-algoritmia. Komponenteiksi valittiin yksitta¨iset muuttujat:
matriisinX seka¨ vektorien β ja t kaikki alkiot. Yksi Markovin ketjun siirtyma¨ sisa¨l-
ta¨a¨ jokaisen muuttujan arvon pa¨ivityksen aina samassa ja¨rjestyksessa¨. Jotta ohjelma
pystyisi sa¨ilytta¨ma¨a¨n laskentatarkkuuden myo¨s hyvin pienien todenna¨ko¨isyyksien
yhteydessa¨, se ka¨ytta¨a¨ laskennassa todenna¨ko¨isyyksien logaritmeja.
MuuttujamatriisinX jokainen alkio pa¨iviteta¨a¨n erikseen Gibbsin algoritmilla. Kaik-
ki tarvittavat ehdolliset todenna¨ko¨isyydet saadaan ottamalla huomioon naapuri-
muuttujien arvot kuten ehdollisessa lausekkeessa (6.2).
Muuttujavektorin t jokainen tarkkuusmuuttuja pa¨iviteta¨a¨n erikseen Metropolis–
Hastings-algoritmilla. Ta¨ma¨n Metropolis-pa¨ivitysaskeleen ehdotusjakaumana on sa-
tunnaiskulku Normaali(c, 0,072), jossa c on muuttujan nykyinen arvo. Ehdotusja-
kauman ka¨ytta¨minen tuottaa hyva¨ksymistodenna¨ko¨isyydeksi noin 16 % (hajonta
4,3).
Markovin satunnaiskenttien voimakkuuksia sa¨a¨televien vektorin β alkioiden pa¨ivi-
tys tapahtuu yksi kerrallaan Metropolis–Hastings-algoritmilla. Na¨iden muuttujien
pa¨ivityksen yhteydessa¨ joudutaan ka¨ytta¨ma¨a¨n tavallisen uskottavuuden asemesta
na¨enna¨isuskottavuutta, kuten luvussa 5.7 todettiin. Metropolis–Hastings-algoritmin
ka¨ytta¨ma¨ ehdotusjakauma on satunnaiskulku Normaali(c, 0,72), jossa c on muuttu-
jan nykyinen arvo. Hyva¨ksymistodenna¨ko¨isyys on keskima¨a¨rin 31 % (hajonta 21).
MCMC-simulaattorin annettiin tuottaaMarkovin ketjuun 110 000 tilaa, joista 10 000
ensimma¨ista¨ ma¨a¨ra¨ttiin la¨mmittelyvaiheeksi. Murremallin simulaatio kesti yhteensa¨
160 tuntia (laitteiston nopeus 3 GHz). Kun sovellettiin kattavuuden kolme paikal-
lista simulaatiota, niin simulaation kesto oli 80 tuntia. Odotusarvojen laskemiseen
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ka¨ytettiin ohennettua Markovin ketjua, jonka ohennusparametri oli 10. Muuttujien
t ja β alkuarvoiksi valittiin 0,5 ja 1,0 (ta¨lla¨ ei ollut juuri merkitysta¨).
6.2.4 Tulokset
Markovin ketjun konvergoitumista kokeiltiin nelja¨lla¨ eri ketjulla, joista jokainen
aloitti erilaisista alkutiloista. Ketjujen alkuarvot asetettiin valitsemalla, etta¨ muut-
tujilla β oli kaikilla sama alkuarvo 0,0 tai 4,0 ja muuttujilla t oli kaikilla sama
alkuarvo 0,0 tai 1,0. Kuvassa 6.5 na¨kyy tyypillisten muuttujien β39 ja t313 (luultava)
konvergoituminen. Molemmille muuttujille sovellettiin Gelmanin–Rubinin, Gewe-
ken, Heidelbergerin–Welchin ja Rafteryn–Lewisin konvergoitumisen analyysimene-
telmia¨ – yksityiskohtaiset tulokset ovat liitteessa¨ 2. Lyhyesti sanottuna muuttujan
β39 konvergoitumista ei voi kiista¨a¨, ja la¨mmittelyvaihekin voidaan pita¨a¨ lyhyena¨.
Muuttujan t313 konvergoituminen oli selva¨sti hitaampaa. Kun la¨mmittelyvaiheen
kestoksi valittiin 8 000, niin analyysit eiva¨t kiista¨neet konvergoitumista. Simulaa-
tiossa ka¨ytetty ohennusparametri 10 oli la¨hella¨ suositeltuja arvoja molempien muut-
tujien tapauksessa. Mainittujen kahden muuttujan tarkan konvergoitumisanalyysin
lisa¨ksi myo¨s muutaman muun muuttujan konvergoituminen tarkastettiin visuaali-
sesti. Vaikuttaa silta¨, etta¨ ka¨ytetty la¨mmittelyvaiheen pituus 10 000 on jopa hieman
liioiteltu.
Muuttujia β39 ja t313 vastaaville Markovin ketjun arvoille laskettiin myo¨s itsekorre-
laation ma¨a¨ra¨ sen mukaan, miten paljon ketjun arvot korreloivat saman ketjun mui-
hin arvojen kanssa eri viiveilla¨. Tulokset ovat kuvassa 6.6 ja (yksityiskohtaisemmin)
liitteessa¨ 2. Simulaatiossa ka¨ytetty ohennusparametri 10 ei viela¨ poista itsekorre-
laatiota ta¨ysin, mutta Monte Carlo -menetelma¨a¨ voi silti ka¨ytta¨a¨. Itsekorrelaation
ma¨a¨ra¨a¨ voi va¨henta¨a¨ etsima¨lla¨ parempi ehdotusjakauma.
Muuttujien reunajakaumat ovat kiinnostavia, silla¨ niiden avulla on mahdollista ke-
hitta¨a¨ parempia ehdotusjakaumia. Muuttujien β39 ja t313 reunajakaumien approksi-
maatiot ovat kuvassa 6.7. Muuttujan t313 reunajakauman approksimaatio muistuttaa
normaalijakaumaa jopa niin paljon, etta¨ se la¨pa¨isi Shapiron–Wilkin normaalisuus-
testin. Muuttujan β39 arvot eiva¨t sen sijaan la¨pa¨isseet testia¨ – testien yksityiskohdat
ovat liitteessa¨ 2. Voimakkuusmuuttujien β ehdotusjakaumiksi on silti aiemmin eh-
dotettu normaalijakaumaa [HH94]. Tarkkuusmuuttujat t ovat eritta¨in huipukkaita
ja siisteja¨. Voimakkuusmuuttujien β reunajakaumat ovat sen sijaan laakeampia ja
vaihtelevampia.
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Kuva 6.5: Kuvat muuttujien β39 ja t313 konvergoitumisesta. Kuvassa nelja¨ eri Mar-
kovin ketjua, joissa muuttujien β alkuarvot olivat 0,0 tai 4,0 seka¨ muuttujien t
alkuarvot 0,0 tai 1,0. Kuvien (b) ja (d) ketjuja on ohennettu parametrilla 200.
(a) Muuttujan β39 itsekorrelaatio. (b) Muuttujan t313 itsekorrelaatio.
Kuva 6.6: Kuvat seka¨ voimakkuusmuuttujan β39 etta¨ tarkkuusmuuttujan t313 arvois-
sa havaitusta itsekorrelaatiosta. Itsekorrelaatio on laskettu ohentamattoman Marko-
vin ketjun tiloista hetkilla¨ 10 000–12 000.
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Kuva 6.7: Esimerkkikuvat tyypillisista¨ β- ja t-muuttujien reunajakaumista. Jakau-
mat muodostettiin Markovin ketjun tiloista hetkilla¨ 10 000–17 900, ohennuspara-
metrilla 10.
Liitteessa¨ 3 on kuvat kuuden eri sanan havainnoista. Lisa¨ksi liite sisa¨lta¨a¨ kuvat X-
muuttujien reunajakaumien odotusarvoista eli sanojen ka¨yto¨n todenna¨ko¨isyyksista¨
na¨iden sanojen kohdalla. Tulokset on laskettu seka¨ tavallisen simulaation etta¨ pai-
kallisen simulaation (kattavuudella kolme) tuottamista posteriorijakaumista.
Tavallinen simulaatio tuottaa sanojen ka¨yto¨lle suurempia todenna¨ko¨isyyksia¨ naa-
puriverkon reunoilla sijaiseville kunnille kuin verkon sisa¨lla¨ oleville, kuten na¨hda¨a¨n
liitteen 3 kuvasta 4 (tavallinen simulaatio). Ta¨ma¨n syyksi paljastuu, etta¨ naapuri-
kuntien lukuma¨a¨ra¨ on reunalla va¨ha¨isempi, jolloin naapurikuntien kokonaisvaikutus
on tavallista pienempi. Ta¨ta¨ ei-toivottavaa ilmio¨ta¨ kutsutaan Ising-mallin reunava¨a¨-
ristyma¨ksi. Reunava¨a¨ristyma¨ toimii myo¨s toiseen suuntaan: reunalla olevilla kunnilla
voi olla turhan pienia¨ todenna¨ko¨isyyksia¨, vaikka naapureilla olisi suuria. Myo¨hem-
min selviteta¨a¨n, miksi reunava¨a¨ristyma¨n korjaaminen kuntien naapurien lukuma¨a¨-
ra¨n perusteella ei ole aivan yksinkertaista.
Utsjoelle (pohjoisessa), Keltolle (kaakossa) ja Merimaskulle (lounaassa) koituu liit-
teen 3 kuvassa 4 (tavallinen simulaatio) liioitellun suuret sanan ka¨yto¨n todenna¨ko¨i-
syydet verrattuna sanan havaintoihin. Ta¨ma¨ johtuu osittain siita¨, etta¨ β156-muuttuja
saa pienia¨ arvoja (odotusarvo 0,58) – va¨ha¨inen riippuvuus naapurikunnista suosii
sanalle esiintymistodenna¨ko¨isyyksia¨, jotka ovat la¨hella¨ arvoa 0,5. Toinen syy on, etta¨
na¨illa¨ kunnilla on kaikilla vain yksi naapurikunta, jolloin reunava¨a¨ristyma¨ voimis-
tuu. Kolmanneksi, mainituilla kunnilla on la¨hinaapurustossa paljon sellaisia kuntia,
joista on kera¨tty vain va¨ha¨n sanoja – epa¨varmuus johtaa na¨issa¨ tapauksissa toden-
na¨ko¨isyyksien kasvamiseen.
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Kuvassa 6.8(a) on histogrammi kuntien alkupera¨isten sanahavaintojen lukuma¨a¨ris-
ta¨. Kuvissa 6.8(b) ja 6.8(c) on histogrammit sanojen ka¨yto¨n todenna¨ko¨isyyksien
summista kunnittain seka¨ tavallisella etta¨ paikallisella simulaatiolla (kattavuudel-
la kolme). Jotkin tavallisen simulaation tuottamista todenna¨ko¨isyyssummista ovat
poikkeuksellisen suuria; paikallisesta simulaatiosta lasketut todenna¨ko¨isyysmassat
ovat la¨hella¨ parhaiten tutkittujen kuntien alkupera¨isia¨ sanama¨a¨ria¨. Tavallisen si-
mulaation suurimmat – ja luultavimmin epa¨realistisimmat – todenna¨ko¨isyysmassat
kuuluvat niille kunnille, joihin reunava¨a¨ristyma¨ vaikuttaa eniten.
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Kuva 6.8: Kunnittain havaittujen sanojen lukuma¨a¨ra¨ ja sanojen ka¨yto¨n todenna¨ko¨i-
syyksien summa simulaatioiden ja¨lkeen.
Paikallisen simulaation tuottamissa sanojen ka¨yto¨n todenna¨ko¨isyyksissa¨ ei ole ha-
vaittavissa kovin paljon reunava¨a¨ristyma¨a¨, silla¨ monien ongelmakuntien todenna¨-
ko¨isyydet (nollat) on annettu datana. Paikallisen simulaation tuloksista liitteen 3
kuvissa on havaittavissa, etta¨ muuttujien β (odotus)arvot ovat pa¨a¨sa¨a¨nto¨isesti kor-
keampia kuin tavallisen simulaation tuottamat. Ta¨ma¨ johtuu siita¨, etta¨ paikallisessa
simulaatiossa sanan esiintyma¨n arvo on ma¨a¨ra¨tty datassa nollaksi hyvin monessa
kunnassa, jolloin naapurikunnat muistuttavat toisiaan enemma¨n kuin tavallisessa
simulaatiossa. Nollien va¨linen voimakas riippuvuus aiheuttaa mallissa myo¨s voima-
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kasta ykko¨sten riippuvuutta.
Paikallisen simulaation tulokset na¨ytta¨va¨t uskottavammilta kuin tavallisen simulaa-
tion tulokset. Paikallisessa simulaatiossa on kuitenkin viela¨ yksi heikkous. Liitteen
3 kuvasta 2 na¨hda¨a¨n, etta¨ naapuriverkossa aivan lounaassa olevan kunnan (Kelt-
to) la¨hinaapuristossa on vain kuntia, joista on kera¨tty va¨ha¨n sanoja. Kattavuuden
kolme paikallinen simulaatio asettaa Keltolle useimpien sanojen ka¨yto¨lle todenna¨-
ko¨isyydeksi nollan, silla¨ Keltosta ei ole kolmen mittaista polkua hyvin tutkittui-
hin kuntiin. Keltto erottuu pienena¨ palkkina todenna¨ko¨isyyssummalla 596 kuvassa
6.8(c).
Pa¨a¨sa¨a¨nto¨isesti voidaan havaita, etta¨ sama muuttujan β arvo kasvattaa laajalle le-
vinneiden sanojen ka¨yto¨n todenna¨ko¨isyyksia¨ enemma¨n kuin niukasti levinneiden.
Esimerkiksi liitteen 3 kuvissa 4 ja 8 paikallisten simulaatioiden todenna¨ko¨isyydet
muuttuvat eri tavalla, vaikka muuttujilla β156 ja β260 on la¨hes sama odotusarvo.
Voimakkuusmuuttujien β arvot ovat suurimmillaan ryppa¨issa¨ esiintyvilla¨ va¨ha¨n ha-
vaituilla sanoilla. Ta¨lle vaihtelulle ei lo¨ytynyt helppoa selitysta¨, vaan se vaatii li-
sa¨tutkimusta. Vaihtelusta johtuen malliin ei asetettu vain yhta¨ muuttujaa β, vaan
malli sisa¨lta¨a¨ naapuririippuvuutta sa¨a¨televa¨n muuttujan jokaiselle sanalle.
Reunava¨a¨ristyma¨n va¨henta¨miseksi on aiemmin kokeiltu seuraavaa yksinkertaista
ratkaisua [Ho¨g95, s. 75]. Markovin satunnaiskenta¨n ehdollinen todenna¨ko¨isyys kun-
nan k arvoille lasketaan kunnan k naapurien lukuma¨a¨ra¨lla¨ jaetuista potentiaalifunk-
tioiden arvoista. Testit murresanamallilla osoittivat, etta¨ menetelma¨ todella va¨hen-
ta¨a¨ reunava¨a¨ristyma¨a¨. Syyna¨ on, etta¨ naapurien kokonaisvaikutus pysyy kunnille
samana riippumatta naapurien lukuma¨a¨rista¨. Jos kahdella naapurikunnalla on eri
ma¨a¨ra¨ naapureita, niin kuntien va¨lisen klikin potentiaalifunktio tuottaa na¨iden kun-
tien ehdollisiin todenna¨ko¨isyyksiin eri arvot, vaikka asetelma on sama. Ma¨a¨ritelma¨n
3.6 mukaan potentiaalifunktion arvo ei saa vaihdella na¨in. Esitetty menetelma¨ ei
va¨ltta¨ma¨tta¨ tuota ehea¨a¨ Markovin satunnaiskentta¨a¨, joten naapureiden lukuma¨a¨ra¨n
huomioiminen ja¨tettiin murresanamallissa pois. Kuitenkin, jos Markovin satunnais-
kenta¨n ehdolliset jakaumat ovat normaalisia, niin naapurien lukuma¨a¨ra¨a¨ saa silloin
ka¨ytta¨a¨ tietyin ehdoin [Bes75].
Kuvassa 6.9(a) on histogrammi tarkkuusmuuttujien t reunajakaumien odotusarvois-
ta, kun ka¨ytettiin kattavuuden kolme paikallista simulaatiota. Koska tarkkuusmuut-
tujilla on pieni varianssi, niin odotusarvo kuvaa jakaumaa hyvin. Kuvaan 6.9(b) on
piirretty kaikki kunnat niista¨ alun perin kera¨tyn sanama¨a¨ra¨n ja vastaavan tarkkuus-
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muuttujan t reunajakauman odotusarvon mukaan. Na¨illa¨ kahdella tekija¨lla¨ on suuri
korrelaatio keskena¨a¨n (laskettu arvo 0,975), vaikka kunnasta kera¨ttya¨ sanama¨a¨ra¨a¨
ei erikseen ka¨yteta¨ mallissa. Jos murremallin oletukset ja kattavuuden kolme pai-
kallisen simulaation tuottamat tulokset ovat hyva¨ksytta¨via¨, niin silloin kera¨ttyjen
murresanojen ma¨a¨rien vaihtelu selittyy silla¨, kuinka kattavasti kunta on tutkittu.
Jos kunnasta on kera¨tty vain va¨ha¨n sanoja, niin syyna¨ on ennemmin tutkimuksen
puute kuin se, ettei aineiston murresanoja ka¨ytetta¨isi kunnassa.
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Kuva 6.9: Kuvat tarkkuusmuuttujien t yhteydesta¨ kunnissa havaittujen sanojen lu-
kuma¨a¨riin. Tulokset laskettiin kattavuuden kolme paikallisesta simulaatiosta.
Testeissa¨ kokeiltiin myo¨s esimerkin 3.9 mukaista Markovin satunnaiskentta¨a¨, jossa
yhden kokoisten klikkien arvot α olivat muuttujia. Tarkoituksena oli kokeilla, mita¨
vaikutusta olisi sanojen esiintymistodenna¨ko¨isyyksien kasvattamisessa tai laskemi-
sessa koko Suomen laajuudessa. Jokaiselle sanalle asetettiin sanakohtaisen muuttu-
jan βs lisa¨ksi muuttuja αs, joka oli yhteinen kaikille yhden kokoisille klikeille. Tulok-
set eiva¨t olleet toivottavia: muuttujat α taipuivat suosimaan liikaa sanojen esiinty-
ma¨tto¨myytta¨, kuten oli suurimmassa osassa Suomen kunnissa. Kuntakohtaiset sa-
nojen ka¨yto¨n todenna¨ko¨isyydet olivat MCMC-simulaation ja¨lkeen hyvin la¨hella¨ joko
ykko¨sta¨ tai nollaa, ja suurin osa ykko¨sista¨ oli alkupera¨isia¨ havaintoja.
Muuttujien β priorijakaumiksi asetettiin myo¨s tasaisia jakaumia va¨lilta¨ [−10, +10].
Kolmen kokoisessa paikallisessa simulaatiossa 17 100:sta β-muuttujasta yhteensa¨ 54
sai reunajakauman odotusarvoksi negatiivisen arvon, joista 7 muuttujan odotusar-
vo oli itseisarvoltaan suurempi kuin 0,5. Suuri negatiivinen arvo tarkoittaa, etta¨ jos
sana esiintyy jossakin kunnassa, niin se ei luultavasti esiinny naapurikunnissa. Nega-
tiiviset arvot osuivat niiden murresanojen kohdalle, joiden havainnot muodostavat
kartalla epa¨tyypillisen kuvion. Negatiiviset odotusarvot ovat luultavasti seurausta
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mallin lieva¨sta¨ ylisovittumisesta, eika¨ β-muuttujien negatiivisia arvoja otettu mu-
kaan lopulliseen malliin. Tarkkuusmuuttujille t kokeiltiin maltillisia Beta-jakaumia
prioreina, mutta ne eiva¨t vaikuttaneet tuloksiin.
Era¨a¨ssa¨ testissa¨ kunnat jaettiin 14 tutkimusasteluokkaan sen mukaan, paljonko kun-
nissa oli sanahavaintoja. Kuntakohtaisen tarkkuusmuuttujien t sijaan ka¨ytettiin yh-
ta¨ tarkkuusmuuttujaa jokaiselle tutkimusasteluokalle, mutta tuloksissa ei na¨kynyt
merkitta¨via¨ eroja. Ta¨sta¨ voidaan pa¨a¨tella¨, etta¨ malli ei ylisovitu tarkkuusmuuttujien
kohdalla.
Paikallisen simulaation kattavuuden valinta perustui testeihin eri arvoilla. Katta-
vuuden kolme simulaation tulokset poikkesivat kattavuudesta kaksi selva¨sti, mut-
ta kattavuuteen nelja¨ ei ollut juuri eroa. Tehokkuussyista¨ kattavuudeksi valittiin
kolme. Myo¨s kaikille sanoille yhteista¨ voimakkuusmuuttujaa β kokeiltiin: tulokset
vaihtelivat hyva¨sta¨ eritta¨in huonoon sen mukaan, paljonko sanasta oli havaintoja ja
esiintyiva¨tko¨ ne la¨hekka¨in toisiaan.
6.2.5 Mallin tarkentaminen
Murresanoille ka¨ytetty malli on yksinkertainen, eika¨ se ota huomioon la¨heska¨a¨n kaik-
kia ilmio¨o¨n vaikuttavia tekijo¨ita¨. Seuraavaksi esitella¨a¨n parannusehdotuksia mallille.
Murresana-aineiston kuntien naapuriverkon valinnassa voisi ottaa paremmin huo-
mioon todellisen riippuvuusalueen, jolloin naapurustoon kuuluisi muitakin kuntia
kuin rajanaapureita. Hyva¨ liikenneyhteys kahden kunnan va¨lilla¨ voi aiheuttaa riip-
puvuutta kuntien murresanoissa, vaikka kunnilla ei olisi yhteista¨ rajaa. Rannikko-
kuntien va¨lilla¨ voi olla vilkasta vesiliikennetta¨, vaikka kunnilla ei olisikaan yhteista¨
maarajaa. Na¨ma¨ lisa¨ykset vaativat kuitenkin asiantuntijatietoa kunnista. Naapu-
rikunniksi voisi ma¨a¨ra¨ta¨ rajanaapureiden sijaan ne kunnat, joiden keskipisteiden
va¨liset maantieteelliset eta¨isyydet ovat riitta¨va¨n pienia¨.
Esitelty murresanamalli ei ota huomioon naapurien lukuma¨a¨ra¨a¨. Jos kunnalla on
vain yksi naapuri, niin kunta on oletettavasti tavallista riippuvaisempi ainoasta naa-
puristaan. Silloin na¨iden kahden kunnan va¨lisen klikin potentiaalifunktionkin tulisi
ehka¨ saada tavallista suurempia arvoja. Toisaalta riippuvuus kasvaisi myo¨s toiseen
suuntaan, mika¨ ei ole aina toivottavaa. Ylipa¨a¨ta¨a¨n on mahdollista ka¨ytta¨a¨ sanakoh-
taisten muuttujien β asemesta sana- ja klikkikohtaisia muuttujia, jolloin jokaisen
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klikin erityisominaisuudet voitaisiin ottaa huomioon. Kuntien va¨liset liikenneyhtey-
det, asutusten yhtena¨isyys ja kuntien yhteisen rajan pituus ovat kaikki esimerkkeja¨
klikkien erityisominaisuuksista. Na¨iden huomioiminen saattaa kuitenkin monimut-
kaistaa mallia liiaksi.
Murresanamalliin on mahdollista lisa¨ta¨ uusia muuttujia, joiden avulla voidaan sel-
vitta¨a¨ riippuvuuksia murresanojen esiintymisen ja eri tekijo¨iden va¨lilla¨. Esimerkiksi,
jos malliin lisa¨ta¨a¨n datana kuntien kaupunkimaisuusaste, niin sanakohtaisella muut-
tujalla voidaan tutkia, esiintyyko¨ sana todenna¨ko¨isemmin kaupunkimaisissa kunnis-
sa kuin muualla. Ta¨lla¨ tavalla ilmio¨lle voidaan lo¨yta¨a¨ selitta¨via¨ tekijo¨ita¨ ja arvioida
niiden vaikutuksen voimakkuutta.
Murresanamallin muuttujien β ja t hyva¨ksymistodenna¨ko¨isyyksia¨ Markovin ketjus-
sa voi parantaa kehitta¨ma¨lla¨ parempia ehdotusjakaumia. Muuttujien reunajakaumat
antavat vihjeita¨ sopivien jakaumien keksimiseen. Hyva¨ valinta parantaisi hyva¨ksy-
mistodenna¨ko¨isyyksia¨ ja ketjun sekoittumista, jolloin tulokset tarkentuisivat.
Paikallisessa simulaatiossa annettiin datana kaikkien muuttujien arvot, joista ei ol-
lut eninta¨a¨n kolmen mittaista polkua naapuriverkossa kyseisen sanan positiiviseen
havaintoon. Paikallisen simulaatio kattavuus voisi olla vakioarvon sijaan sanakohtai-
nen, jolloin kaikkien epa¨oleellisten muuttujien (ja vain niiden) arvot annettaisiin da-
tana. Toisaalta kattavuus voisi vaihdella eri osissa Suomea: Lounais-Suomen pienten
kuntien kohdalla voisi ka¨ytta¨a¨ suurempaa kattavuutta. Paikallinen simulaatio voisi
myo¨s perustua kuntien keskipisteiden va¨liseen maantieteelliseen eta¨isyyteen.
Murresanojen va¨listen riippuvuuksien selvitta¨minen voisi olla kiinnostava tutkimuk-
sen kohde. Sanoja on kuitenkin niin paljon, etta¨ kattava analyysi voi olla laskennal-
lisesti mahdotonta.
6.3 Lintujen pesima¨aineisto
Seuraavaksi hyo¨dynneta¨a¨n Markovin satunnaiskenttia¨ ja hierarkkista mallintamista
Suomen lintujen pesima¨aineiston tutkimisessa. Ensin tutustutaan aineistoon ja sit-
ten esitella¨a¨n sille kehitetty malli. Sitten ka¨sitella¨a¨n MCMC-simulaatiosta saatuja
tuloksia lintujen pesinna¨lle ja ehdotetaan parannuksia malliin.
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6.3.1 Aineiston kuvaus
Suomen lintujen pesima¨aineisto sisa¨lta¨a¨ 248 linnun aluekohtaiset pesima¨varmuudet
eri puolilla Suomea [VLK98]. Aineisto on syntynyt osana laajempaa projektia, jossa
on tarkoitus selvitta¨a¨ myo¨s eri lajien runsaus ja kannanvaihtelut Suomessa. Lintujen
pesima¨tietoja on ta¨ha¨n mennessa¨ kera¨tty kahteen otteeseen 1970- ja 1980-luvuilla,
ja kolmas selvitys on ka¨ynnissa¨ [Atl06].
Ela¨inlajien levinneisyyden tutkimisessa ka¨yteta¨a¨n usein atlaskartoitusta [Ho¨g95],
jossa tutkittava maasto jaetaan sopivan kokoisiin nelio¨ma¨isiin alueisiin, atlasruutui-
hin. Atlasruutuihin la¨heteta¨a¨n tarkkailijoita, jotka merkitseva¨t muistiin havaintonsa
kyseisesta¨ ruudusta. Jos atlasruudut ovat pienia¨, tutkimus vaatii paljon resursseja;
suurista atlasruuduista taas ei voi tuottaa kovin tarkkaa aineistoa. Kompromissina
on usein pa¨a¨dytty atlasruudun kokoon 10 km × 10 km.
Lintujen pesima¨aineistossa Suomi on jaettu yhtena¨iskoordinaatiston avulla 3813 at-
lasruutuun, joista jokainen on kooltaan 10 km × 10 km. Projektin aluevastaavat
ohjeistivat tuhansia lintuharrastajia ja la¨hettiva¨t harrastajia eri atlasruutuihin. Yh-
teensa¨ 248 linnun pesima¨tiedot kera¨ttiin pitka¨lti vapaaehtoisten lintuharrastajien
voimin. Aineisto sisa¨lta¨a¨ havaintoarvon jokaisen linnun pesinna¨lle jokaisessa ruu-
dussa. Havaintoarvot luokitellaan seuraavasti:
havainto ∼ merkitys
0 ∼ epa¨todenna¨ko¨inen pesinta¨ (lintu la¨pikulkumatkalla tai ei havaintoa),
1 ∼ mahdollinen pesinta¨ (lintu sopivassa pesima¨ympa¨risto¨ssa¨),
2 ∼ todenna¨ko¨inen pesinta¨ (soidinmenoja, pesa¨nrakennusta),
3 ∼ varma pesinta¨ (poikasten a¨a¨nia¨, na¨ko¨havainto).
Pesima¨aineiston laatu on yleensa¨ ottaen todettu verrattain hyva¨ksi. Silti joissakin
atlasruuduissa on ka¨ynyt vain satunnaisia tarkkailijoita, joten erityisesti na¨ista¨ ruu-
duista kera¨tty data on puutteellista [VLK98]. Havaintoarvojen varmuutta kuvataan
seuraavalla atlasruutujen selvitysasteluokittelulla:
selvitysaste ∼ merkitys
1 ∼ satunnaisia tarkkailijoita ruudussa,
2 ∼ yleisimpia¨ maastotyyppeja¨ on tutkittu,
3 ∼ yleisimma¨t maastotyypit ja hyva¨t lintupaikat tutkittu,
4 ∼ kaikki maastotyypit ja lintupaikat tutkittu (puolet koko ruudusta),
5 ∼ eri maastotyyppeja¨ ja lintupaikkoja tarkkailtu la¨pi pesima¨ajan.
Aineiston atlasruutujen selvitysasteet on esitetty kuvassa 6.10. Jatkossa atlasruutuja
kutsutaan yksinkertaisesti ruuduiksi.
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Kuva 6.10: Suomen atlasruutujen selvitysasteet: 1 (valkoinen), 2, 3, 4 ja 5 (musta).
6.3.2 Mallin kuvaus
Muodostetaan seuraavaksi lintujen pesinta¨a¨ kuvaava yksinkertainen malli. Malli on
hyvin samankaltainen era¨a¨n lintujen pesima¨aineistolle aiemmin sovelletun mallin
kanssa [HH94], eika¨ se poikkea murresana-aineistolle kehitetysta¨ mallistakaan kovin
paljon. Pesima¨aineisto on yleensa¨ ottaen murresana-aineistoa tarkempi. Pesima¨ai-
neistossa on silti selva¨sti puutteita, joten puuttuvaa dataa kannattaa mallintaa. Ta-
voitteena on selvitta¨a¨ ruutukohtaisten havaintoarvojen perusteella todenna¨ko¨isyydet
lintujen pesinna¨lle.
Ruudut luokitellaan niiden selvitysasteen 1, . . . , 5 mukaisesti viiteen selvitysluokkaan
eli ruutujen joukkoon R1, . . . , R5. Selvitysluokka Ri sisa¨lta¨a¨ siis kaikki ne ruudut,
joiden selvitysaste on i. Minka¨ tahansa selvitysluokan Ri ruutuja voidaan pita¨a¨ yhta¨
hyvin tutkittuina.
Esitella¨a¨n lyhyesti mallin sisa¨lta¨ma¨t muuttujat. Datamatriisin Y alkio yr,l ∈ {0, 1, 2, 3}
sisa¨lta¨a¨ havainnon linnun l pesinna¨sta¨ ruudussa r; bina¨a¨risen matriisin X alkio xr,l
kertoo todellisen pesima¨tilanteen. Vektorin β reaaliarvoiset lintukohtaiset muuttu-
jat sa¨a¨ta¨va¨t naapuriruutujen va¨lisen riippuvuuden voimakkuutta eli niiden saman-
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kaltaisuutta. Reaalinen muuttuja λ(0) sa¨a¨ta¨a¨ nollasta poikkeavan havainnon toden-
na¨ko¨isyytta¨ missa¨ tahansa ruudussa, kun lintu ei todellisuudessa pesi siella¨. Kun
lintu pesii ruudussa, niin havaintoarvojen todenna¨ko¨isyydet riippuvat vektorin λ(1)
selvitysluokkakohtaisista reaalisista muuttujista.
Jakauman katkaistuPoisson6 avulla voidaan muodostaa lintujen pesima¨mallin riip-
puvuudet seuraavasti:
[βl] ∼ Tas(0, 10),
[xr,l | βl, N (xr,l)] ∼ Bernoulli(pr,l), jossa logit(pr,l) = βl ·
∑
xu,l∈N (xr,l)
(2 · xu,l − 1),
[λ(0)] ∼ Tas(0, 10),
[λ
(1)
R ] ∼ Tas(0, 10),
[yr,l | xr,l = 0, λ
(0)] ∼ katkaistuPoisson{0,1,2}(λ
(0)),
[yr,l | xr,l = 1, r ∈ R, λ
(1)
R ] ∼ katkaistuPoisson{0,1,2,3}(λ
(1)
R ).
(6.11)
Lintumalli sisa¨lta¨a¨ jokaisen linnun pesinna¨lle oman Markovin satunnaiskenta¨n. Ising-
malli sopii kuvaamaan lintujen pesinta¨a¨, silla¨ lintujen voidaan olettaa levia¨va¨n enim-
ma¨kseen la¨hialueiden kautta. Ruuduille asetetaan naapureiksi kaikki (eninta¨a¨n) 8
ympa¨ro¨iva¨a¨ ruutua. Naapuruston koko 8 soveltuu oletettavasti hieman paremmin
kuin koko 4 [HH94]. Jotkut lintulajit viihtyva¨t suurissa parvissa enemma¨n kuin toi-
set, joten naapuriruutujen samankaltaisuuden voimakkuudet β asetetaan lintukoh-
taisiksi. Seuraavaksi ka¨yda¨a¨n tarkemmin la¨pi ne muuttujat, joita ei esitelty murre-
mallin yhteydessa¨.
Kun lintu ei todellisuudessa pesi ruudussa, niin havaintoarvojen todenna¨ko¨isyydet
riippuvat valehavaintomuuttujasta λ(0). Koska lintu ei pesi, havaintoarvo 3 (varma
pesinta¨) on ja¨rkeva¨a¨ hyla¨ta¨. Havaintoarvot 1 ja 2 ovat silti mahdollisia, silla¨ ne eiva¨t
tarkoita varmaa pesinta¨a¨. Yksinkertaisuuden vuoksi muuttuja λ(0) oletetaan kaikille
ruuduille ja linnuille yhteiseksi, ja riippuvuus ilmaistaan katkaistulla Poisson-jakau-
malla. Muuttujan λ(0) priorijakaumaksi asetetaan epa¨informatiivinen ja laskennalli-
sesti tehokas tasainen jakauma va¨lilta¨ [0, 10] (kattaa ta¨rkeimma¨t arvot).
6Jakauman katkaistuPoissonP (λ) ma¨a¨ritelma¨ diskreetille pistejoukolle P on
katkaistuPoissonP (k | λ) =
1k∈P · Poisson(k | λ)∑
k′∈P Poisson(k
′ | λ)
, jossa 1ehto =
{
1 , jos ehto toteutuu
0 muuten.
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Kun lintu todella pesii ruudussa, niin havaintoarvojen 0, 1, 2 ja 3 todenna¨ko¨isyydet
saadaan katkaistusta Poisson-jakaumasta. Jakauman parametrina on vektorin λ(1)
se muuttuja, joka vastaa ruudun selvitysastetta. Na¨ita¨ muuttujia nimiteta¨a¨n havain-
totarkkuusmuuttujiksi, ja ne ovat yhteisia¨ kaikille linnuille ja saman selvitysluokan
ruuduille. Havaintojen oletetaan siis jakautuneen samalla tavalla kaikissa samaan
selvitysluokkaan kuuluvissa ruuduissa. Todellisuudessa lintujen havaintojen jakau-
mat poikkeavat lajeittain, mutta koska pesima¨aineisto ei sisa¨lla¨ asiantuntijatietoa
lintujen pesinna¨n havaitsemisen helppoudesta, lintujen havaintoarvojen oletetaan
mallissa jakaantuneen samalla tavalla. Lintujen havaintojen erilaisuutta on jo py-
ritty va¨henta¨ma¨a¨n aineiston kera¨ysvaiheessa, silla¨ kaikki maastotyypit pyrittiin tut-
kimaan. Havaintotarkkuusmuuttujien priorijakaumksi asetetaan tasaiset jakaumat
va¨lilta¨ [0, 10].
Havainto yr,l on ehdollisesti riippumaton linnun l pesinna¨sta¨ muissa ruuduissa, kun
ruudun r pesima¨tieto xr,l on annettu. Havainnon yr,l priorijakaumaksi valitaan kat-
kaistu Poisson-jakauma. Perusteena on, etta¨ useiden lintujen pesinna¨sta¨ saatujen
havaintoarvojen 0, 1, 2 ja 3 jakaumat [Ho¨g95, s. 73] na¨ytta¨va¨t olevan approksimoi-
tavissa katkaistulla Poisson-jakaumalla.
Lintujen pesima¨malli on esitetty kuvassa 6.13. Kun merkita¨a¨n xl = (x1,l, x2,l, . . .)
muuttujia, jotka kuuluvat linnun l Markovin satunnaiskentta¨a¨n, niin lintujen pesi-
ma¨mallin yhteisjakauma on
pr(λ(0),λ(1),β,X,Y )
= pr(λ(0)) · pr(λ(1)) · pr(β) ·Pr(X | β) · Pr(Y |X, λ(0), λ(1))
= pr(λ(0)) ·
(∏
R
pr(λ
(1)
R )
)
·
∏
l
pr(βl) · Pr(xl | βl) ·
∏
R
∏
r∈R
Pr(yr,l | xr,l, λ
(0), λ
(1)
R ).
(6.12)
6.3.3 Tulokset
Lintumallille suoritettiin MCMC-simulaatio, joka tuotti mallin posteriorijakauman
reunajakaumista odotusarvot kaikille muuttujille. Erityisesti bina¨a¨risten pesima¨-
muuttujien X reunajakaumien odotusarvot tulkitaan pesima¨todenna¨ko¨isyyksiksi.
Markovin ketjun pituus oli 110 000, josta la¨mmittelyvaihetta oli 10 000. Ohennus-
parametriksi valittiin 10. Simulaation kesto oli 5 tuntia (laitteiston nopeus 3 GHz).
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Kuva 6.13: Hierarkkinen malli Suomen lintujen pesinna¨lle.
Konvergoitumistestit olivat samat kuin murresanamallissa – yksityiskohdat ja¨teta¨a¨n
ta¨lla¨ kertaa va¨liin. Lyhyesti sanottuna konvergoitumisanalyysit antoivat ymma¨rta¨a¨,
etta¨ ketjun konvergoitumista ei voi kiista¨a¨, kun la¨mmittelyvaiheen pituus on 1 000.
Naapuriruutujen samankaltaisuuden voimakkuutta sa¨a¨ta¨va¨t muuttujat β pa¨ivitet-
tiin Metropolis–Hastings-algoritmilla. Jokaisen muuttujan βl ehdotusjakauma oli sa-
tunnaiskulku Normaali(b, 0,152), jossa b on muuttujan βl nykyinen arvo. Valinta
tuotti suurimmalle osalle (90 %) vektorin β muuttujista hyva¨ksymistodenna¨ko¨isyyk-
sia¨ va¨lilta¨ 8–43 %. Pa¨ivityksen yhteydessa¨ uskottavuustodenna¨ko¨isyytta¨ approksi-
moitiin valeuskottavuudella.
Valehavaintomuuttujaa λ(0) pa¨ivitettiin Metropolis–Hastings-algoritmilla. Muuttu-
jan reunajakauma on eritta¨in huipukas, joten satunnaiskulkua ka¨ytta¨va¨lle ehdotus-
jakaumalle saadaan suuria hyva¨ksymistodenna¨ko¨isyyksia¨ vain lyhyilla¨ siirtymilla¨.
Ehdotusjakaumaksi valittiin satunnaiskulku Normaali(c, 0,0082), jossa c on muut-
tujan λ(0) nykyinen arvo. Muuttujan hyva¨ksymistodenna¨ko¨isyys oli lopulta 8 %.
Myo¨s havaintotarkkuusmuuttujien λ(1) pa¨ivityksessa¨ sovellettiin Metropolis–Hastings-
algoritmia. Yksitta¨isen muuttujan λ
(1)
R ehdotusjakaumaksi valittiin satunnaiskulku
Normaali(c, 0,152) (c on muuttujan λ
(1)
R nykyinen arvo), mika¨ tuotti selvitysluokkia
R1, . . . , R5 vastaaville muuttujille hyva¨ksymistodenna¨ko¨isyydet 6 %, 7 %, 11 %, 19
% ja 24%.
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Pesima¨muuttujat X pa¨ivitettiin Gibbsin algoritmilla. Markovin ketjun yhden siir-
tyma¨n aikana mallin jokaista muuttujaa pa¨ivitettiin kerran.
Kuva 6.14 sisa¨lta¨a¨ naakasta ja lapinsirkusta tehdyt havainnot seka¨ MCMC-simulaa-
tion tuottamat pesima¨todenna¨ko¨isyydet molemmille. Jos jossakin kuvan ruudussa
on havaintoarvo 1 ja ympa¨ro¨iva¨t havainnot ovat nollia, niin lintu ei luultavasti pe-
si ruudussa. Toisaalta havaintoarvo 2 on kuvien perusteella hyva¨ merkki pesinna¨lle
yksina¨a¨nkin – erityisesti selvitysasteeltaan heikoissa ruuduissa. Malli ei huomioi lain-
kaan Norjan puoleista maastoa, vaikka lapinsirkku siella¨ varmasti pesiikin. Kuvan
6.14(d) antamat todenna¨ko¨isyydet ovat silti odotusten mukaisia, ilman Norjan ruu-
tujen mallintamistakin. Kuva 6.14(b) paljastaa, etta¨ Ising-mallin reunava¨a¨ristyma¨
on la¨sna¨ myo¨s lintumallissa: naakalla on muutamassa Pohjois-Suomen ruudussa epa¨-
realistisen korkea pesima¨todenna¨ko¨isyys. Syyt reunava¨a¨ristyma¨lle ovat samat kuin
murresanojen yhteydessa¨. Kaikkiaan tulokset ovat uskottavia, vaikka mallissa on
monia yksinkertaistuksia.
Koska havaintotarkkuusmuuttujien λ(1) reunajakaumat ovat huipukkaita, jakaumia
voidaan kuvata niiden odotusarvoilla. Selvitysluokkia R1, . . . , R5 vastaavien muut-
tujien λ
(1)
R1
, . . . , λ
(1)
R5
reunajakaumien odotusarvoiksi saatiin 0,653; 1,834; 3,123; 4,768
ja 7,466. Kun lintu todella pesii ruudussa, niin havaintotarkkuusmuuttujat tuot-
tavat ruudun havainnoille havaintoasteesta riippuvia todenna¨ko¨isyyksia¨. Edellisista¨
odotusarvoista lasketut approksimaatiot selvitysluokkien ruuduista saatujen havain-
toarvojen jakaumille ovat seuraavassa taulukossa.
havaintoarvo y
katkaistuPoisson{0,1,2,3}(y | E[λ
(1)
R ]) 0 1 2 3
1 0,523 0,341 0,112 0,024
2 0,180 0,331 0,303 0,186
selvitysluokka R 3 0,071 0,222 0,346 0,361
4 0,028 0,135 0,323 0,513
5 0,009 0,071 0,264 0,656
Jos lintu todella pesii selvitysasteen 5 mukaan tutkitussa ruudussa, niin taulukon
mukaan linnusta saadaan havaintoarvoksi 2 tai 3 todenna¨ko¨isyydella¨ 0,920. Jos sel-
vitysaste onkin 1, niin pesiva¨sta¨ linnusta saadaan vain heikko havainto (0 tai 1) to-
denna¨ko¨isyydella¨ 0,864. Ta¨sta¨ voidaan pa¨a¨tella¨, etta¨ hyvin tutkituissa ruuduissa on
saatu hyvia¨ havaintoja la¨hes kaikista niissa¨ pesivista¨ linnuista. Lisa¨ksi alkupera¨isen
aineiston heikosti selvitetyista¨ ruuduista na¨ytta¨isi puuttuvan havaintoja.
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(a) Naakan havainnot. (b) Naakan pesima¨todenna¨ko¨isyy-
det.
(c) Lapinsirkun havainnot. (d) Lapinsirkun pesima¨todenna¨ko¨i-
syydet.
Kuva 6.14: Havainnot ja todenna¨ko¨isyydet naakan (lintu 217) ja lapinsirkun (lintu
241) pesinna¨lle. Valkoinen, vaaleanharmaa, tummanharmaa ja musta va¨ri vastaa-
vat havaintokuvissa (a) ja (c) havaintoarvoja 0, 1, 2 ja 3. Samat va¨rit ilmaisevat
pesima¨todenna¨ko¨isyyskuvissa (b) ja (d) todenna¨ko¨isyyksia¨ va¨lilta¨ [0, 1]. Naakan ja
lapinsirkun naapuririippuvuutta sa¨a¨ta¨vien muuttujien β217 ja β241 odotusarvot ovat
0,48 ja 0,71.
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Mallin posteriorijakaumasta lasketun valehavaintomuuttujan λ(0) reunajakauman
odotusarvoksi saatiin 0,018. Ta¨ma¨ kiintea¨ arvo tuottaisi havainnoille 0, 1 ja 2 toden-
na¨ko¨isyydet 0,98; 0,018 ja 0,0002 (havainto 3 kiellettiin). Jos lintu ei pesi ruudussa,
niin havaintoarvo on siis la¨hes varmasti 0. Ta¨sta¨ voidaan pa¨a¨tella¨ karkeasti, etta¨
suurin osa pesima¨aineiston nollasta poikkeavista havainnoista ovat merkkeja¨ pesin-
na¨sta¨. Ta¨ma¨ vahvistaa myo¨s ennakkotiedon aineiston verrattain hyva¨sta¨ laadusta.
Pesima¨todenna¨ko¨isyydet laskettiin myo¨s mallilla, jossa ruuduilla oli 8 naapurin si-
jaan 4 naapuria. Tuloksissa havaittiin pienia¨ eroja: naapuruston koko 8 vaikutti tuot-
tavan era¨a¨ssa¨ mielessa¨ yhtena¨isempia¨ pesima¨alueita. Kun naapuruston koko oli 4,
niin muuttujien β arvot olivat noin kaksinkertaisia naapuruston kokoon 8 verrattuna
– vaikutus oli la¨hes sama. Koska lintujen todellinen pesima¨tilanne on tuntematon,
naapuruston valinta ja¨a¨ intuition varaan.
Kaikille selvitysluokille yhteisen valehavaintomuuttujan λ(0) sijaan kokeiltiin myo¨s
selvitysluokkakohtaisia valehavaintomuuttujia λ(0). Silloin selvitysluokkaan R kuu-
luvan ruudun havaintojen prioritodenna¨ko¨isyydet laskettiin katkaistusta Poisson-ja-
kaumasta, jonka parametrina oli λ
(0)
R . Selvitysluokkakohtaisten muuttujien λ
(0) hui-
pukkaiden reunajakaumien odotusarvoiksi saatiin 0,000; 0,000; 0,007; 0,020 ja 0,055.
Ta¨sta¨ seuraa, etta¨ selvitysluokkien 1 ja 2 ruuduista kera¨tyt nollista poikkeavat ha-
vainnot tarkoittavat varmaa pesinta¨a¨, mika¨ ei tunnu uskottavalta. Selvitysluokkien 1
ja 2 ruuduista voi nimitta¨in intuition mukaan saada nollasta poikkeavia havaintoja,
vaikka lintu ei pesi ruudussa. Epa¨realististen odotusarvojen syntyminen saattaa olla
ylisovittamisen tulosta. Voi myo¨s olla, etta¨ pesima¨tto¨ma¨sta¨ ruudusta saatujen ha-
vaintojen jakaumaksi valittu katkaistu Poisson-jakauma ei va¨ltta¨ma¨tta¨ toimi kovin
hyvin – ta¨ma¨ vaatisi lisa¨tutkimusta. Tulokset eiva¨t olleet kovin mielekka¨ita¨, joten
ajatus selvitysastekohtaisista muuttujista hyla¨ttiin.
6.3.4 Mallin tarkentaminen
Edellisessa¨ luvussa esiteltiin yksinkertainen malli, joka tuottaa ja¨rkevia¨ lintujen pe-
sima¨todenna¨ko¨isyyksia¨. Lintuasiantuntijoiden ja ylima¨a¨ra¨isen datan avulla on kui-
tenkin mahdollista kehitta¨a¨ mallia tarkemmaksi. Ka¨yda¨a¨n seuraavaksi la¨pi joitakin
ehdotuksia mallin parantamiseksi.
Esitetyssa¨ mallissa oletettiin, etta¨ havaintoarvot jakautuvat katkaistun Poisson-ja-
kauman mukaisesti silloin, kun lintu pesii ruudussa. Havaintojen jakauma ei va¨lt-
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ta¨ma¨tta¨ ole Poisson-jakautunut. Sen tilalla voisi ka¨ytta¨a¨ jotakin diskreettia¨ jakau-
maa, joka sallii enemma¨n vaihtelua jakauman muotoon. Toisaalta linnuista saatujen
havaintojen jakauma vaihtelee linnuittain [Ho¨g95, s. 73], joten havaintotarkkuus-
muuttujat voisi asettaa lintukohtaisiksi. Ta¨llainen menettely voi kuitenkin moni-
mutkaistaa mallia liiaksi ja kasvattaa ylisovittumisen riskia¨. Valehavaintomuuttujan
λ(0) vaihtaminen huolellisemmin valittuun muuttujaan voisi myo¨s tuottaa parempia
tuloksia.
La¨hella¨ Suomen rajaa sijaitsevat Ruotsin, Norjan ja Vena¨ja¨n maaston ruudut voisi
myo¨s ottaa mukaan malliin. Viela¨ parempi, jos na¨ista¨ ruuduista on saatavilla samaa
lintujen pesima¨dataa. Rajantakaisten maa-alueiden lisa¨a¨minen malliin olisi realistis-
ta: linnut eiva¨t va¨lita¨ valtioiden rajoista.
Yksinkertainen malli ei ota kovin hyvin huomioon lintujen erityispiirteita¨. Erityises-
ti kesykyyhkyn eli pulun tiedeta¨a¨n viihtyva¨n kaupunkimaisessa ympa¨risto¨ssa¨. Jos
ruuduista olisi tietoa niiden selvitysasteen lisa¨ksi myo¨s kaupunkimaisuudesta, niin
pulun erityisominaisuudet voitaisiin ottaa huomioon. Jotkut linnut viihtyva¨t erityi-
sesti pohjoisessa, joten ruutujen pohjoisuuden voisi myo¨s huomioida. Ylipa¨a¨ta¨a¨n on
mahdollista lisa¨ta¨ ruutuihin mita¨ tahansa dataa, jonka merkitysta¨ lintujen pesinta¨a¨n
halutaan tutkia. Na¨in voidaan lo¨yta¨a¨ selitta¨via¨ tekijo¨ita¨ lintujen pesinna¨lle.
Voisi olla mielenkiintoista hyo¨dynta¨a¨ asiantuntijoiden tarjoamaa tietoa eri lintula-
jien va¨lisista¨ riippuvuuksista. Toisaalta mallin avulla voitaisiin vahvistaa vanhoja
uskomuksia tai jopa lo¨yta¨a¨ uusia riippuvuuksia lajien va¨lilla¨. Kuten murresana-ai-
neiston yhteydessa¨, laskennalliset ongelmat voivat olla ta¨ssa¨kin liian suuria.
6.4 Jatkoka¨sittely
Bayesila¨ista¨ hierarkkista mallintamista ja Markovin satunnaiskenttia¨ ka¨ytettiin mal-
lintamaan paikkatietoaineistoista puuttuvaa dataa. Seka¨ murremallissa etta¨ lintu-
mallissa ka¨ytettiin bina¨a¨risia¨ muuttujia X kuvaamaan esiintymia¨. Esiintyma¨t tar-
koittivat na¨issa¨ tapauksissa murresanojen ka¨ytta¨mista¨ kunnissa tai lintujen pesin-
ta¨a¨ atlasruuduissa. Mallien MCMC-simulaatiot tuottivat muuttujien reunajakau-
mille odotusarvot. Koska muuttujatX ovat bina¨a¨risia¨, niiden odotusarvot tulkittiin
esiintymien todenna¨ko¨isyyksiksi. Na¨ma¨ todenna¨ko¨isyydet ovat (toivottavasti) luo-
tettavampia kuin alkupera¨isen aineiston data, joten jatkoanalyysit kannattaa suun-
nata uusiin todenna¨ko¨isyyksia¨ sisa¨lta¨viin aineistoihin.
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Data-analyysissa¨ on kehitetty lukuisia algoritmeja bina¨a¨riselle datalle. Na¨ita¨ algorit-
meja ei voi kuitenkaan suoraan soveltaa todenna¨ko¨isyysarvoja sisa¨lta¨va¨lle aineistol-
le. Ta¨ha¨n esiteta¨a¨n kolme ratkaisua. Ensinna¨kin todenna¨ko¨isyysaineistosta on mah-
dollista luoda bina¨a¨risia¨ aineistoja niin, etta¨ jokaisen todenna¨ko¨isyysarvon kohdalla
arvotaan, tuleeko arvoksi ykko¨nen vai nolla. Ta¨llaisia bina¨a¨risia¨ aineistoja on syyta¨
luoda useita. Menetelma¨ssa¨ on kuitenkin heikkous: koska bina¨a¨riset arvot arvotaan
suoraan todenna¨ko¨isyyksista¨, niin aineiston itsekorrelaatio va¨henee. Toinen vaih-
toehto on luokitella todenna¨ko¨isyysmatriisin arvot MPM-estimaatin bina¨a¨risiksi ar-
voiksi. Kolmas menetelma¨ tallentaa MCMC-simulaation aikana silloin ta¨llo¨in muut-
tujien X arvot, jolloin jokainen arvoyhdistelma¨ vastaa bina¨a¨rista¨ aineistoa. Ta¨ma¨
menetelma¨ sa¨ilytta¨a¨ luultavasti aineiston itsekorrelaation edellisia¨ menetelmia¨ pa-
remmin. Joka tapauksessa, kaikilla menetelmilla¨ tuotettuja bina¨a¨risia¨ aineistoja voi
analysoida bina¨a¨riselle datalle suunnatuilla algoritmeilla.
7 Yhteenveto
Tutkielmassa ka¨siteltiin paikkatietoaineistosta puuttuvan datan mallintamista. Jos
alkupera¨isessa¨ aineistossa esiintyy epa¨varmuutta, niin jatkoanalyysinkin tulokset
ovat epa¨varmoja. Paikkatietoaineistosta puuttuvaa dataa on mahdollista mallintaa,
silla¨ esimerkiksi la¨hialueet ovat usein toistensa kaltaisia.
Markovin satunnaiskenttia¨ ka¨ytettiin mallintamaan la¨hialueiden va¨lisia¨ riippuvuuk-
sia. Niiden merkitta¨vin laskennallinen ominaisuus on ehdollinen riippumattomuus:
satunnaiskenta¨n solmut ovat riippumattomia muista solmuista, kun naapurisolmut
on annettu. Silti Markovin satunnaiskenta¨t ovat tarpeeksi ilmaisuvoimaisia moni-
mutkaistenkin riippuvuuksien esitta¨miseen. Monimutkaisten riippuvuuksien esitta¨-
minen on tyo¨la¨sta¨, mutta usein riitta¨a¨kin mallintaa yksinkertainen riippuvuus. Mar-
kovin satunnaiskenta¨t perustuvat todenna¨ko¨isyyslaskentaan, joten niita¨ voi ka¨ytta¨a¨
osana bayesila¨isia¨ todenna¨ko¨isyysmalleja.
Bayesila¨isia¨ hierarkkisia malleja voi ka¨ytta¨a¨ mallintamaan la¨hes mielivaltaisen mo-
nimutkaisia ilmio¨ita¨. Ehtona on, etta¨ ilmio¨n riippuvuudet voidaan esitta¨a¨ todenna¨-
ko¨isyyska¨sitteen avulla. Myo¨s ta¨ssa¨ on taustalla laskennallinen tehokkuus: hierark-
kisen mallin muuttujat riippuvat yleensa¨ vain joistakin muista tarkasti valituista
muuttujista.
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Bayesila¨isten mallien ka¨sittely on joka tapauksessa laskennallisesti vaativaa. Jotta
mallin posteriorijakaumaa voitaisiin approksimoida, on ka¨yta¨nno¨ssa¨ pakko soveltaa
Markovin ketju Monte Carlo -menetelma¨a¨ (MCMC). MCMC-menetelmien toteutta-
misessa on huomioitava lukuisia yksityiskohtia, jotta sen antamat tulokset olisivat
oikeita. Tulosten oikeellisuus on syyta¨ tarkastaa mahdollisimman monella analyysi-
menetelma¨lla¨. MCMC-menetelma¨n ka¨ytta¨minen on aikaa vieva¨a¨, mutta usein ainoa
tapa approksimoida posteriorijakaumaa.
Tutkielmassa esiteltyja¨ menetelmia¨ sovellettiin kahteen paikkatietoaineistoon: suo-
men murresana-aineistoon ja Suomen lintujen pesima¨aineistoon. Aineistoille kehite-
tyt mallit olivat yksinkertaisia ja sisa¨lsiva¨t era¨a¨n Markovin satunnaiskenta¨n, Ising-
mallin. Vaikka mallit olivat yksinkertaisia, niin tulokset olivat varsin uskottavia.
Merkitta¨vimma¨t heikkoudet olivat ajan ka¨ytto¨ (vuorokausia) ja tuloksissa esiinty-
nyt reunava¨a¨ristyma¨: murresanojen ka¨yto¨n ja lintujen pesinna¨n todenna¨ko¨isyydet
va¨a¨ristyva¨t reuna-alueilla. Murresanamallille sovellettiin myo¨s uutta yksinkertaista
menetelma¨a¨, paikallista simulaatiota, joka va¨hensi selva¨sti reunava¨a¨ristyma¨n tuot-
tamien epa¨realististen todenna¨ko¨isyyksien ma¨a¨ra¨a¨.
Puuttuvan datan mallintaminen on laskennallisesti mahdollista myo¨s suurille paik-
katietoaineistoille, vaikka aikaa vieva¨a¨. Tutkielmassa esitetyt tulokset rohkaisevat
ka¨ytta¨ma¨a¨n esitettyja¨ menetelmia¨ myo¨s muihin paikkatietoaineistoihin, joiden si-
sa¨lta¨ma¨a¨ epa¨varmuutta halutaan va¨henta¨a¨. Parhaassa tapauksessa epa¨varmuuden
va¨henta¨minen aineistosta poistaa epa¨varmuutta myo¨s jatkoanalyysin tuloksista.
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1Liite 1. Ising-mallin ehdolliset todenna¨ko¨isyydet
Tarkastellaan Ising-mallin todenna¨ko¨isyyskuvausta
Pr (a) =
1
Z
· exp

 ∑
{Xi}∈C1
αi · ai +
∑
{Xi,Xj}∈C2
βi,j · 1ai=aj

 .
Johdetaan ta¨sta¨ ehdollinen todenna¨ko¨isyys
Pr(Xk = ak | Xj = aj , j 6= k) = (∗)
(∗) =
1
Z
· exp
(∑
{Xi}∈C1
αi · ai +
∑
{Xi,Xj}∈C2
βi,j · 1ai=aj
)
∑
ak∈{0,1}
1
Z
· exp
(∑
{Xi}∈C1
αi · ai +
∑
{Xi,Xj}∈C2
βi,j · 1ai=aj
) .
Edellisessa¨ on viela¨ mukana kaikki klikit. Supistetaan ensin normalisointivakiot Z
pois. Jaetaan klikit kahteen osaan sen mukaan, kuuluuko ruutu k niihin. Havaitaan
etta¨ ne klikit, joihin ei kuulu ruutua k, voidaan supistaa pois. Ja¨ljelle ja¨a¨
(∗) =
exp
(
αk · ak +
∑
Xj∈N (Xk)
βk,j · 1ak=aj
)
∑
ak∈{0,1}
exp
(
αk · ak +
∑
Xj∈N (Xk)
βk,j · 1ak=aj
) .
(∗) =
exp
(
αk · ak +
∑
Xj∈N (Xk)
βk,j · 1ak=aj
)
exp
(∑
Xj∈N (Xk)
βk,j · (1− aj)
)
+ exp
(
αk +
∑
Xj∈N (Xk)
βk,j · aj
)
Supistetaan jakajan ensimma¨isella¨ termilla¨ ja sievenneta¨a¨n, niin saadaan
(∗) =
exp
(
ak · (αk +
∑
Xj∈N (Xk)
βk,j · (2 · aj − 1))
)
1 + exp
(
αk +
∑
Xj∈N (Xk)
βk,j · (2 · aj − 1)
) .
Kun ruudun k naapuriruutujen arvot tunnetaan, niin ehdolliset todenna¨ko¨isyydet
ruudun k arvoille saadaan sijoittamalla edelliseen lausekkeeseen ak = 0 tai ak = 1.
Jos pa¨tee βk,j = β kaikilla k ja j, niin saadaan yksinkertaisemmin
(∗) =
exp
(
ak · (αk + β ·
∑
Xj∈N (Xk)
(2 · aj − 1))
)
1 + exp
(
αk + β ·
∑
Xj∈N (Xk)
(2 · aj − 1)
) .
Jos merkita¨a¨n p = Pr(Xk = 1 | Xj = aj , j 6= k), niin edellinen lauseke voidaan
muotoilla seuraavasti:
logit(p) = ln
(
p
1− p
)
= αk + β ·
∑
Xj∈N (Xk)
(2 · aj − 1).
Ehdollisissa todenna¨ko¨isyyksissa¨ ei tarvitse laskea normalisointivakiota Z.
1Liite 2. Markovin ketjun analyysi
Analyysit murresanamallin tarkkuusmuuttujalle t313 ja Markovin satunnaiskenta¨n
voimakkuusmuuttujalle β39. Ensin testataan arvojen konvergoituminen Markovin
ketjussa. Sitten testataan arvojen itsekorrelaatio ketjun sisa¨lla¨ ja viela¨ muuttujien
reunajakaumien normaalisuus. Kaikki analyysit on tehty kolmen kokoisesta paikal-
lisesta simulaatiosta saaduille tuloksille. Analysoinnissa ka¨ytettiin r-kielella¨ toteu-
tettua boa-pakettia.
Analyysitulokset muuttujalle t313:
-------------------------------------------------
BROOKS, GELMAN AND RUBIN CONVERGENCE DIAGNOSTICS:
-------------------------------------------------
(Muuttujan t_313 hetkien 4 000 -- 17 900 arvoille ohennuksella 10.
Kaikilla nelja¨lla¨ ketjulla alkuarvoilla beeta=0.0 tai beeta=4.0 JA t=0.0 tai t=1.0)
Potential Scale Reduction Factor: 1.001263
Multivariate Potential Scale Reduction Factor = 1.002236
Corrected Scale Reduction Factors: Estimate 0.975
1.001368 1.004795
(JOHTOPA¨A¨TO¨S: Konvergoitumista ei voi kiista¨a¨, kun la¨mmittelyvaiheen kesto on 4000.)
-----------------------------------------------------------------
HEIDLEBERGER AND WELCH STATIONARITY AND INTERVAL HALFWIDTH TESTS:
-----------------------------------------------------------------
(Muuttujan t_313 hetkien 0 -- 17 900 arvoille ohennuksella 10.)
Halfwidth test accuracy = 0.1
ALKUARVOT
beeta t --> Stationarity Keep Discard C-von-M Halfwidth Mean Halfwidth
Test Test
0.0 0.0 passed 1432 358 0.3824808 passed 0.3998324 0.001076625
0.0 1.0 passed 1432 358 0.1772649 passed 0.4004784 0.0007564647
4.0 0.0 passed 1790 0 0.1984982 passed 0.3999095 0.0009672587
4.0 1.0 passed 1432 358 0.3930751 passed 0.4012423 0.0006631754
(JOHTOPA¨A¨TO¨S: Konvergoitumista ei voi kiista¨a¨, kun la¨mmittelyvaiheen kesto on 3580.)
------------------------------
GEWEKE CONVERGENCE DIAGNOSTIC:
------------------------------
(Muuttujan t_313 hetkien 8 000 -- 17 900 arvoille ohennuksella 10.)
Fraction in first window = 0.1
Fraction in last window = 0.5
ALKUARVOT
beeta t --> Z-Score p-value
0.0 0.0 -0.02532771 0.97979357
0.0 1.0 -0.64747060 0.51732740
24.0 0.0 -1.24018030 0.21490870
4.0 1.0 -1.31975040 0.18691840
(JOHTOPA¨A¨TO¨S: Konvergoitumista ei voi kiista¨a¨, kun la¨mmittelyvaiheen kesto on 8000.)
-----------------------------------------
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC:
-----------------------------------------
(Muuttujan t_313 hetkien 0 -- 17 900 ohentamattomille arvoille)
Quantile = 0.025
Accuracy = +/- 0.005
Probability = 0.95
ALKUARVOT
beeta t --> Thin Burn-in Total Lower Bound Dependence Factor
0.0 0.0 10 40 57300 3746 15.29632
0.0 1.0 9 27 43479 3746 11.60678
4.0 0.0 8 32 48928 3746 13.06140
4.0 1.0 8 24 39952 3746 10.66524
(JOHTOPA¨A¨TO¨S: Markovin ketjun tilojen va¨liset riippuvuudet ovat liian suuria, ja
riippuvuutta tulisi va¨henta¨a¨. Riippuvuuksista johtuen konvergoituminen on epa¨varmaa.
Simuloidun Markovin ketjun pituus 110 000 riitta¨a¨ ja ohennusparametri 10 on sopiva.)
--------------------------
LAGS AND AUTOCORRELATIONS:
--------------------------
(Muuttujan t_313 hetkien 10 000 -- 17 900 ohentamattomille arvoille)
ALKUARVOT
beeta t --> Lag 1 Lag 5 Lag 10 Lag 50
0.0 0.0 0.8081397 0.3616903 0.1688950 0.0177048800
0.0 1.0 0.8132097 0.3814483 0.1592480 0.0364686900
4.0 0.0 0.8210105 0.4123207 0.1766053 0.0334045400
4.0 1.0 0.826228 0.3925320 0.1481468 0.0008347025
---------------------------------
NORMAALISUUSTESTI (SHAPIRO-WILK):
---------------------------------
(Normaalisuustestissa¨ ka¨ytettiin muuttujan t_313 hetkien 10 000 -- 17 900 arvoja ohennuksella 30.
Testi on luotettavampi, kun arvot eiva¨t korreloi keskena¨a¨n kovin paljon.)
ALKUARVOT
beeta t --> W p-value
0.0 0.0 0.9936 0.33190
0.0 1.0 0.9896 0.05762
4.0 0.0 0.9939 0.36420
4.0 1.0 0.9920 0.16600
(JOHTOPA¨A¨TO¨S: muuttujan t_313 reunajakauman normaalisuutta ei voi hyla¨ta¨.)
Analyysitulokset muuttujalle β39:
3-------------------------------------------------
BROOKS, GELMAN AND RUBIN CONVERGENCE DIAGNOSTICS:
-------------------------------------------------
(Muuttujan beeta_39 hetkien 0 -- 17 900 arvoille ohennuksella 10.
Kaikilla nelja¨lla¨ ketjulla alkuarvoilla beeta=0.0 tai beeta=4.0 JA t=0.0 tai t=1.0)
Potential Scale Reduction Factor: 1.000209
Multivariate Potential Scale Reduction Factor = 1.000502
Corrected Scale Reduction Factors: Estimate 0.975
1.003827 1.004887
(JOHTOPA¨A¨TO¨S: Konvergoitumista ei voi kiista¨a¨, kun la¨mmittelyvaiheen kesto on 0.)
-----------------------------------------------------------------
HEIDLEBERGER AND WELCH STATIONARITY AND INTERVAL HALFWIDTH TESTS:
-----------------------------------------------------------------
(Muuttujan beeta_39 hetkien 0 -- 17 900 arvoille ohennuksella 10.)
Halfwidth test accuracy = 0.1
ALKUARVOT
beeta t --> Stationarity Keep Discard C-von-M Halfwidth Mean Halfwidth
Test Test
0.0 0.0 passed 1790 0 0.39974040 passed 1.527056 0.03760006
0.0 1.0 passed 1790 0 0.08581159 passed 1.497190 0.02308078
4.0 0.0 passed 1790 0 0.14103400 passed 1.514115 0.02225621
4.0 1.0 passed 1790 0 0.12045040 passed 1.517011 0.02424531
(JOHTOPA¨A¨TO¨S: Konvergoitumista ei voi kiista¨a¨, kun la¨mmittelyvaiheen kesto on 0.)
------------------------------
GEWEKE CONVERGENCE DIAGNOSTIC:
------------------------------
(Muuttujan beeta_39 hetkien 0 -- 17 900 arvoille ohennuksella 10.)
Fraction in first window = 0.1
Fraction in last window = 0.5
ALKUARVOT
beeta t --> Z-Score p-value
0.0 0.0 1.39836200 0.16200440
0.0 1.0 0.06925167 0.94478930
4.0 0.0 -0.15876960 0.87385040
4.0 1.0 -0.21339940 0.83101550
(JOHTOPA¨A¨TO¨S: Konvergoitumista ei voi kiista¨a¨, kun la¨mmittelyvaiheen kesto on 0.)
-----------------------------------------
RAFTERY AND LEWIS CONVERGENCE DIAGNOSTIC:
-----------------------------------------
(Muuttujan beeta_39 hetkien 0 -- 17 900 ohentamattomille arvoille)
Quantile = 0.025
Accuracy = +/- 0.005
Probability = 0.95
ALKUARVOT
beeta t --> Thin Burn-in Total Lower Bound Dependence Factor
0.0 0.0 10 30 46800 3746 12.49333
40.0 1.0 11 33 40348 3746 10.77096
4.0 0.0 8 24 37768 3746 10.08222
4.0 1.0 9 36 38448 3746 10.26375
(JOHTOPA¨A¨TO¨S: Markovin ketjun tilojen va¨liset riippuvuudet ovat liian suuria, ja
riippuvuutta tulisi va¨henta¨a¨. Riippuvuuksista johtuen konvergoituminen on epa¨varmaa.
Simuloidun Markovin ketjun pituus 110 000 riitta¨a¨ ja ohennusparametri 10 on sopiva.)
--------------------------
LAGS AND AUTOCORRELATIONS:
--------------------------
(Muuttujan t_313 hetkien 10 000 -- 17 900 ohentamattomille arvoille)
ALKUARVOT
beeta t --> Lag 1 Lag 5 Lag 10 Lag 50
0.0 0.0 0.8479455 0.4593067 0.22203300 0.005852328
0.0 1.0 0.8139375 0.3522831 0.07143616 -0.008559286
4.0 0.0 0.8345370 0.4022273 0.16521080 -0.006775480
4.0 1.0 0.8036335 0.3534283 0.14922920 0.049917350
--------------------------------
NORMAALISUUSTESTI (SHAPIRO-WILK)
--------------------------------
(Normaalisuustestissa¨ ka¨ytettiin muuttujan beeta_39 hetkien 10 000 -- 17 900 arvoja ohennuksella 30.
Testi on luotettavampi, kun arvot eiva¨t korreloi keskena¨a¨n kovin paljon.)
ALKUARVOT
beeta t --> W p-value
0.0 0.0 0.9035 6.009e-12
0.0 1.0 0.9417 1.032e-08
4.0 0.0 0.9437 1.662e-08
4.0 1.0 0.8806 1.715e-13
(JOHTOPA¨A¨TO¨S: muuttujan beeta_39 reunajakauma ei ole normaalijakautunut.)
1Liite 3. Murresana-aineisto ja sanojen ka¨yto¨n to-
denna¨ko¨isyydet
Kuva 1: Kuntien naapuriverkko, jossa solmut ovat kuntien keskipisteita¨. Nyky-Suo-
men raja on suuntaa antava ja testiin kuulumattomat kunnat on ja¨tetty naapureitta.
2Kuva 2: Kunnista kera¨ttyjen murresanojen lukuma¨a¨ra¨t.
3Kuva 3: Murresanan 136:alaa- havainnot ja ka¨yto¨n todenna¨ko¨isyydet. Ylha¨a¨lla¨ to-
denna¨ko¨isyydet kattavuuden kolme paikallisella simulaatiolla, jossa E[β136] = 2,63.
Keskella¨ todenna¨ko¨isyydet tavallisella simulaatiolla, jossa E[β136] = 2,11. Alhaalla
alkupera¨iset havainnot (9 kpl). (Sanan 136:alaa- kuvaus: ala.)
4Kuva 4: Murresanan 156:alasmaa havainnot ja ka¨yto¨n todenna¨ko¨isyydet. Ylha¨a¨l-
la¨ todenna¨ko¨isyydet kattavuuden kolme paikallisella simulaatiolla, jossa E[β156] =
0,75. Keskella¨ todenna¨ko¨isyydet tavallisella simulaatiolla, jossa E[β156] = 0,58. Al-
haalla alkupera¨iset havainnot (15 kpl). (Sanan 156:alasmaa kuvaus: alama¨ki, ka¨ytto¨:
”Peestin sen (hevosen) tota alasmaat meneme.”)
5Kuva 5: Murresanan 113:ajelus havainnot ja ka¨yto¨n todenna¨ko¨isyydet. Ylha¨a¨lla¨ to-
denna¨ko¨isyydet kattavuuden kolme paikallisella simulaatiolla, jossa E[β113] = 1,74.
Keskella¨ todenna¨ko¨isyydet tavallisella simulaatiolla, jossa E[β113] = 1,10. Alhaalla
alkupera¨iset havainnot (20 kpl). (Sanan 113:ajelus kuvaus: kulku talosta toiseen ke-
ra¨a¨ma¨ssa¨ ruoan, rehun ja vaatteen apua tms.; siten saatu anti, ka¨ytto¨: ”Ko¨yha¨t vai-
mot ka¨viva¨t laskiaist ajelemas, kera¨a¨ma¨ssa¨ taloista laskiaisena herneita¨, sianlihaa
ym.”)
6Kuva 6: Murresanan 133:akorti havainnot ja ka¨yto¨n todenna¨ko¨isyydet. Ylha¨a¨lla¨ to-
denna¨ko¨isyydet kattavuuden kolme paikallisella simulaatiolla, jossa E[β133] = 0,70.
Keskella¨ todenna¨ko¨isyydet tavallisella simulaatiolla, jossa E[β133] = 0,56. Alhaalla
alkupera¨iset havainnot (20 kpl). (Sanan 133:akorti kuvaus: (urakka-)sopimus, ka¨yt-
to¨: ”No net on kirjalisen akortin tehnee vissiin.”, ”Ma¨a¨ tein akortin, et otas ser
rakennuksen tehra¨ksen.”)
7Kuva 7: Murresanan 135:ala havainnot ja ka¨yto¨n todenna¨ko¨isyydet. Ylha¨a¨lla¨ to-
denna¨ko¨isyydet kattavuuden kolme paikallisella simulaatiolla, jossa E[β135] = 2,60.
Keskella¨ todenna¨ko¨isyydet tavallisella simulaatiolla, jossa E[β135] = 4,76. Alhaalla
alkupera¨iset havainnot (99 kpl). (Sanan 135:ala kuvaus: alle, ka¨ytto¨: ”Paa se hiiren-
pyyto¨ latinkii tuonne kuapi ala.”)
8Kuva 8: Murresanan 260:aluton havainnot ja ka¨yto¨n todenna¨ko¨isyydet. Ylha¨a¨lla¨
todenna¨ko¨isyydet kattavuuden kolme paikallisella simulaatiolla, jossa E[β260] = 0,73.
Keskella¨ todenna¨ko¨isyydet tavallisella simulaatiolla, jossa E[β260] = 0,72. Alhaalla
alkupera¨iset havainnot (54 kpl). (Sanan 260:aluton kuvaus: pera¨to¨n, valheellinen,
ka¨ytto¨: ”Se on vallan alutont, ei siin ol mitta¨a¨m perra¨a¨.”)
