The dominant practice among researchers is to treat verbal rating scales as interval in nature because of the vast array of analytical techniques that this opens up when it comes to analysis. This practice prevails despite warnings to the contrary that go back over half a century. A similar assumption seems safer when it comes to numeric rating scales. This paper revisits the issue to caution researchers to use only methods appropriate to the level of the data unless the proper rescaling is employed. The change in chi-square technique is developed to supplement rescaling using correspondence analysis, to uncover how scales are used by respondents. These techniques are applied to a sample that uses a verbal scale and three samples that use numeric rating scales. In all cases, the assumption of interval behaviour of the data proves to be a poor one. Rescaling is found to preserve the association among the variables. Strong evidence that rescaling changes the distribution of the variables leading to changes in the meaning of basic descriptive statistics is provided. Further research in this area and in the field of cross-cultural research is suggested.
Introduction
Market researchers and academics researching in the social sciences are mainly concerned with measuring attitudes, beliefs, perceptions and behaviours. As such, they are largely confined to using verbal and numeric rating and ranking scales in their survey instruments. The way in which respondents use these scales and the arithmetic properties of the scales is of critical importance when selecting the appropriate methods of analysis. Most of these scales are ordinal in nature, which severely limits the methods of analysis that may legitimately be used to analyse the data collected by their use. Stevens (1946) made the following cautionary statement on ordinal scales:
In the strictest propriety the ordinary statistics involving means and standard deviations ought not to be used with these scales, for these statistics imply a knowledge of something more than the relative rank order of data. On the other hand, for this 'illegal' statisticizing there can be invoked a kind of pragmatic sanction: In numerous instances it leads to fruitful results. While the outlawing of this procedure would probably serve no good purpose, it is proper to point out that means and standard deviations computed on an ordinal scale are in error to the extent that successive intervals are unequal in size. (p. 679) Despite these cautions, it is still common practice, and very convenient, to assume that these scales behave in an interval fashion as this opens up a wide array of analytical techniques to the researcher. However, besides convenience, the justification for such an assumption is rarely to be found. Labovitz (1970) typifies this position while contradicting Stevens' (1946) comment regarding error: '[a]lthough some small error may accompany the treatment of ordinal variables as interval, this is offset by more powerful, more sensitive, better developed, and more clearly interpretable statistics with known sampling error' (p. 515).
Reseating techniques
Ideas on the rescaling of ordinal data are not new and were initiated by Guttman (1941) . Over the years there have been several techniques developed to rescale data. These techniques range in complexity from simple renumbering, or naïve rescaling (e.g. Dawes 2008) , through the random and non-random assignment of numbers to rank orders so as to preserve the monotonie nature of categories (Labovitz 1970 (Labovitz , 1971 , to the use of alternating least squares principal components, PRINCIPALS (Young et al. 1978) and the use of item response theory (Harwell &c Gatti 2001) . A summary of key developments in rescaling is presented in Table 1 . Tourangeau et al. (2000) conceptualise four components to the cognitive process that respondents typically follow when answering a survey question: (1) comprehension, which involves 'attending to the question and accompanying instructions, assigning a meaning to the surface form of c Ci CJ the question, and inferring the question's point' (p. 9); (2) retrieval, which involves 'adopting a retrieval strategy, generating specific retrieval cues to trigger recall, recollecting individual memories, and filling in partial memories through inference' (p. 9); (3) judgement, comprising 'processes that respondents use to combine or supplement what they have retrieved' (p. 10); and (4) response, which involves 'mapping the answer onto the appropriate scale or response option and "editing" the response for consistency, acceptability, or other criteria' (p. 13).
Scale usage
It is this last process that is the concern of this research. By assuming that ordinal scales behave in an interval fashion, researchers are assuming not only that all respondents map each question identically, but also that they do so in such a way that the items on the scale are equidistant. Rescaling is a process whereby adjustments are made to correct for this naïve assumption before proceeding with any statistical analysis of the data. Thus, the purpose of this research is to explore the following three questions.
1. How do respondents use verbal and numeric rating scales (e.g. what are the results of the mapping and editing process)? 2. Is the assumption that verbal and numeric rating scales may be treated as interval data reasonable? 3. Does rescaling make a difference?
Methodological approach
This paper develops the Bendixen and Sandier (1995) approach to rescaling. Lee and Souter (2010) used this technique to check the interval properties of the Schwartz Values Survey across samples from six countries. They conclude that this 'is a simple method that allows the interval rescaling of constructs that use the same rating scale for their measurement' (p. 8).
Although unstated, this method assumes that all respondents use the scale in the same way and also that scale usage does not vary from one question to another. While these assumptions seem to simplify the situation, they are no different from those that market researchers make when they assume that ordinal scales (e.g. a 5-point Likert scale) generate interval data. These simplifying assumptions allow the use of simple rather than multiple correspondence analysis. The Bendixen and Sandier (1995) approach requires that a contingency table representing the frequency of response for each scale point for each question be compiled. This contingency table is then subject to correspondence analysis (CA) and the first two dimensions examined.
Correspondence analysis is a graphical technique whereby the rows and columns of a contingency table can be represented in low dimensional space. It is commonly used in market research for the purpose of mapping brands in attribute space (Bendixen 1995 (Bendixen , 1996 . While it is possible to interpret the axis of the correspondence analysis (Greenacre 1984 (Greenacre , 2007 Bendixen, 1996) , this is of no importance in rescaling as the analysis does not rely on the meaning of the axis but rather on the fact that the first axis accounts for the largest proportion of the variability and the second axis accounts for the second most, and so on.
When the contingency table of response frequencies to a rating scale for a number of statements is represented by correspondence analysis, the scale points are typically arranged in an arch in multidimensional space. This is known as the 'horseshoe effect' and the reason for its occurrence is explained by Greenacre (1984) . The projection of the scale points on to the first axis is the basis of dual or optimal scaling. A one-dimensional representation of multidimensional data leads to a substantial loss of information in many instances. Figure 1 (a) illustrates a situation when projecting a two-dimensional horseshoe on to one axis misrepresents the original rank order of the categories. 'This effect casts some serious doubt as to the usefulness of reciprocal averaging or dual scaling as the endpoints of the scale, where the gradients of the horseshoe are steepest, tend to be bunched on the first principal axis' (Bendixen & Sandier 1995, p. 38) . This led Bendixen and Sandier (1995) to use the first two dimensions of correspondence analysis to rescale ordinal data to interval data. A summary of the method is provided in the Appendix. However, a second circumstance arises in which the Bendixen and Sandier (1995) method does not preserve the rank order of the scale items. When respondents are unable to distinguish between two adjacent scale points in their mapping and editing process (Tourangeau et al. 2000) , these points may not appear in the logical order on a horseshoe, as illustrated in Figure 1 (b).
Bendixen and Sandier (1995) used a chi-square tree (Hirotsu 1983; Greenacre 1988; Bendixen 1995) to establish that, in fact, all scale points were distinctly different. This method requires the combination of adjacent scale points (rows in the contingency table) and the recalculation of the chi-square statistic for the reduced contingency table. The change in chi-square statistic {à.y}) can be used to assess whether the scale points (rows) are distinguishable. This method is a multiple comparisons procedure that tests for differences between any two rows or groups of rows, and the Ajj^ can be compared to the critical values of the largest root of the Wishart matrix (Hirotsu 1983) . At each step of the procedure, the 
Application to a verbal rating scale
Our experience in analysing real survey data is that it is often necessary to modify (i.e. combine) some of the scale points prior to rescaling using correspondence analysis. The following example of a verbal rating scale illustrates these modifications and the consequences. The data were collected from a sample of 327 customer service representatives (CSRs) serving a single customer and based in the UK. The CSRs completed an electronic survey anonymously. Part of the questionnaire required the CSRs to indicate how frequently they experienced stress. A 6-point verbal rating scale across 14 items related to stress was used in this assessment. Details of the questions and the scale points are described in Table 2 , and the contingency table of the frequencies of response for each item by scale point is presented in Table 3 . Applying the delta chi-square procedure suggests that scale categories // and 7/7 as well as IV and V are not statistically significantly different from each other and, thus, should be merged. It seems that in the mapping and editing process, respondents did not distinguish between once a month and a few times a month categories (scales 77 and 777j, as well as between once a week and a few times a week categories (scales IV and V). Table 4 presents a step-by-step reduction process of the table.
The reduced table had four statistically independent scale points: never (I), once or a few times a month (II-III), once or a few times a week (IV-V), and almost every day (VI). These four categories were more meaningful to respondents than the original 6-point scale. This reduction in the effective number of scale points could be the result of either semantic redundancy Table 4 Reduction of 6-point verbal rating seale
Step 1 
i-(ii-iii)
Change in x' for row combinations* 14.38** 27.89 Figure 2 The 95% confidence regions of 6 scale points of CRS data based on 1000 replications at each reduction step a month) lies close to scale point III {a few times a month)., and scale point TV {once a week) is situated close to scale point V {a few times a week) because their profiles are similar. Moreover, the approximate 95% confidence regions of these scale categories overlap, suggesting that scale categories 11 and lU as well as N and V be possibly merged. The combined scale points produced visibly tighter confidence regions located further away from one another and the other points. The à.y} procedure combines rows by maximising variation between statistically different rows or groups of rows, while simultaneously minimising within-group variation between statistically similar rows or groups of rows, and this fact is reflected in tighter confidence regions of merged scale points.
The reduction in variation due to low-dimensional representation of scale categories of the final reduced contingency table was only 1.15%, suggesting that profile points lie close to a plane, and true distances between scale categories are displayed adequately in a two-dimensional space. The rescaled values and distances between the reduced scale points are presented in Table 5 , illustrating how inappropriate it would be to assume that the original scale behaves in an interval fashion with nominal scale values of 1 through 6. While the intention of the researchers may have been to use a 6-point scale, the respondents did not use the scale in this way. Not all of the scale points were used independently and the distance between the points used was not equal. The following quotation by McDaniel and Gates (2005) rings true:
Arithmetic works on real numbers. Abraham Lincoln supposedly once asked, 'If you call a horse's tail a leg, how many legs does a horse have?' He answered his own question, correctly: 'Four. Calling the tail a leg doesn't make it one.' Similarly, labeling the positions on a scale with numbers like '5, 4, 3, 2, 1' does not endow those positions with the properties of real numbers. Successive real numbers always differ by the same amount: one. All arithmetic processes are dependent on that fact, which does not apply to the value of scale ratings in most cases, (p. 290) 
Application to numeric rating scales
Because of the known problem of assuming interval properties for verbal rating scales, many researchers use numeric rating scales instead. It is argued that presenting respondents with the numeric rating options, typically pegging the extreme points and, at times the mid-point, the resulting scale generates real numbers, which is interval in nature. This raises two important questions: first, does it make any difference how many scale points are used and, second, does the scale really generate data that behave in an interval fashion? Dawes (2008) reports the results of using 5-, 7-and 10-point numeric rating scales. Surveys were administered to three different groups of shoppers, using 1 to 5, 1 to 7, and 1 to 10 scales, respectively, and they were asked to rate their answers to eight questions regarding price consciousness (P1-P8) and an overall price consciousness statement (P9). Using the Dawes (2008) data and applying the Ax^ method resulted in the 5-point scale being reduced to four scale points including I, II, III-IV and V (where Latin numerals indicate the points of the original 5-point scale). Likewise, the 7-point scale was reduced to a 3-point scale with points I-II, III-V and W-V77, while the 10-point scale was condensed to a 4-point scale with points 7-/77, 7V-\^ V7-7X and X. The rescaled values of these various scales using correspondence analysis are reported and compared to the naïve (notional) rescaled values used by Dawes (2008) in Table 6 .
The differences in means among 5-, 7-and 10-point scales rescaled using correspondence analysis and Dawes' (2008) rescaling scheme were examined using repeated measures ANOVA. The test revealed significant Table 6 Rescaling of PCI -PC9 variables from Dawes (2008) 6.59 10 differences in means for all survey questions (p-value < 0.0005) as well as between the means of variables rescaled using Dawes (2008) and CA rescaling procedures (p-va\ue < 0.05) . The interaction between scales and rescaling method was also significant (p-value < 0.01). Moreover, both Bonferroni and Tukey-Kramer multiple-comparison tests identified no significant differences between 5-and 7-point scales. At the same time, means of variables measured on a 10-point scale and rescaled by both techniques were significantly lower than the means of both 5-and 7-point scales. This result confirms conclusions reported by Dawes (2008) as well as 'theoretical expectations' (finer scales tend to produce lower averages). In addition, the x^ test of independence was applied to the three samples to test for their equivalence in terms of the demographic variables measured (gender, age and income). At a 5% level of significance, no differences in the demographic profiles of the three samples could be found. This implies that differences in scale usage and in mean values are unlikely to be explained by the demographic variables.
These surprising results indicate that, as for verbal rating scales, the distances between distinct scale points are generally not equal. Furthermore, it would seem that, irrespective of the intention of the researcher, respondents use their own, and usually simplified, frame of reference when using non-comparative rating scales.
Discussion
We have illustrated that the assumption that either verbal or numeric rating scales behave in an interval fashion is questionable. We have also supplemented the Bendixen and Sandier (1995) method of rescaling to identify scale points that are similar and should be combined using the Ax^ method before using correspondence analysis. A burning question remains: 'Does rescaling make a difference?' While answering this question in general represents research well beyond the scope of this paper, differences in the distributions, means, variances of and correlations between the original or rescaled data were tested (Tables  7 and 8) .
In all instances, rescaling resulted in a change in the distribution of the data. This is not an unexpected result as scale points were combined in the rescaling for both the verbal and numeric rating scales. In about half of the cases, rescaling resulted in a difference in the mean and/or the variance of the data. However, in all instances, correlation was preserved. Hotelling'sT2 two-sample randomisation test (Edgington 1987) at 5% significance level and 10,000 sampleŝ Modified Levene's test for homogeneity of dispersion at 5% significance level " p value < 0.0001 based on the Mantel test for proximity of symmetric matrices using 10,000 samples. Correlation between values of the correlation matrices for the original and rescaled variables is 0.991 Table 8 CA vs naive rescaling of Dawes (2008) (2008) ' Kolmogorov-Smirnov test for equality of distributions at 5% significance level ' Hotelllng'sT2 two-sample randomisation test (Edgington 1987) at 5% significance level and 10,000 sampleŝ Modified Levene's test for homogeneity of dispersion at 5% significance level "p value < 0.0001 based on the Mantel test for proximity of symmetric matrices using 10,000 samples. Correlation between values of the correlation matrices for the rescaled variables using CA and naïve rescaling for a 10-point data was 0.961, for a 7-point data was 0.946, and for a 5-point data was 0.935, respectively
The fact that distributions, means and variances may change as a result of rescaling implies that the univariate descriptive statistics of the variables changes and that any inferential statistics applied to the data may also change. This is of major importance to market researchers as this represents the vast majority of the analysis that they perform and present to clients.
A brief analysis of the descriptive statistics for two of the Dawes (2008) questions illustrates the impact that rescaling may have. In Table 9 , descriptive statistics of variables PCI (When I am in a shop I will always check prices on alternatives before I buy) and PC3 (I usually watch ads for announcements of sales) from the Dawes (2008) data are presented. These variables were selected to illustrate right-skewed (PCI) and left-skewed (PC3) sample data distributions. Histograms of the rescaled PCI and PC3 variables are presented in Figures 3 and 4 , respectively. From these tables and figures it can be observed that the rescaling procedures produced different shapes and parameters of variable distributions. For example, no discernible differences could be observed in frequency histograms of PCI measured using 5-and 7-point scales and rescaled using CA and Dawes (2008) methods. The rescaling procedures, however, produced different shapes for PCI variable measured using a 10-point scale. Similarly, frequency histograms of PC3 variable measured using a 5-point scale were quite different, while they were alike for 7-and 10-point scaled data. Simple measures, such as mode and median, changed dramatically depending on how many scale points were used and whether naïve or CA rescaling was employed (refer to Table 9 ). Such variations in the estimated values of distributional parameters alter the basic meaning of the results. It is apparent that the parameters and the shape indicators depend on both scale format and the rescaling technique applied to the data.
The fact that rescaling preserves the association between variables is also of importance. Many multivariate analytic techniques rely on the correlation matrix, and the fact that this is not altered by rescaling implies that there would be little difference in the results obtained with or without rescaling. 
Conclusion
The results of this research provide clear evidence of the cautions necessary in analysing ordinal data (Stevens 1946) . Simply assuming that these data behave in an interval fashion can prove to be fundamentally incorrect (McDaniel &c Gates 2005) as the distance between scale points is generally not equal. Because market researchers rely heavily on univariate descriptive and inferential statistics, they are cautioned to only use methods appropriate to the level of the data (usually ordinal) unless the proper rescaling is used. Windschitl and Wells (1996) suggest that verbal measures are superior to a numeric measure as they allow for more associative and intuitive thinking rather than rules-based thinking. Rossiter (2002) , on the other hand, states: 'It does not seem to matter much whether the categories between the minimum and maximum anchoring descriptions are labeled with words, that is, adverbs of intensity, or with sequential numbers' (p. 323). We have illustrated that both numeric and verbal rating scales may not generate interval level data and the need for rescaling is evident. Rossiter (2002) cautions that the choice of measuring scales is of vital importance to proper analysis and goes as far as saying that 'it is recommended that all scale results be transformed to a 0 to 10 scale for reporting purposes, and this linear transformation does require an interval scale of the original ... because we have been so well trained to discriminate in decimal degrees' (p. 323). We concur with this argument and suggest that CA be used as a method of rescaling because of its relative simplicity (Lee & Soutar 2010) . However, we recommend that the A%^ method be used prior to rescaling so as to collapse scale points that are indistinguishable as a result of the cognitive framework used by respondents in their rating of scale items.
Using the proposed method of rescaling to ensure the interval properties of the scale items, it is now possible to study the response biases that result from the use of different scale formats, such as the study conducted by Weijters et al. (2010) . This is possible as any bias caused by the non-metric properties of the original scale is no longer present.
It seems likely that the cognitive frameworks used in rating scales may be dependent on the values and beliefs of respondents. This becomes crucially important in cross-cultural research and, thus, represents an iniportant avenue for future research to answer the question: 'What part of the difference in scores between two cultures is attributable to their different cognitive frameworks in the use of scale points and what part is attributable to their values and beliefs?' This study is limited to the analysis of one data set from the United Kingdom and three comparable data sets from Australia, thus restricting the generahsability of the findings. Another direction for future research is a more detailed exploration of differences in meaning resulting from rescaling, particularly when using multivariate analytic techniques, i.e. answering the question: 'What difference does rescaling make?' Appendix: Rescaling using two-dimensional correspondence analysis 1. Run correspondence analysis (CA) on the contingency table of scale points and scale items. 2. Calculate the Euclidian distances between scale points using the following formula:
Where: dpQ = the distance between scale points P and Q and X" = the standard coordinates of P and Q of the first axis of the CA and Y" -the standard coordinates of P and Q of the first axis of the Y"
CA
The distances between scale points are calculated from standard coordinates. The relationship between standard and principal coordinates is given by:
Where:
S. = the standard coordinate of row or column / P. = the principal coordinate of row or column i X. = the eigenvalue of axis ;.
3. Calculate the rescaled distance between points P and Q from Where:
DpQ -the rescaled distance between points ? and Q dpQ = the Euchdian distance between points P and Q L -the total length of the new scale T = the sum of the Euclidian distance between all the scale points.
