A k-covered Mobile Target Tracking in Voronoi-based Wireless Sensor Networks by Jiehui Chen et al.
Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)
Interested in publishing with us? 
Contact book.department@intechopen.com
Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com
Open access books available
Countries delivered to Contributors from top 500 universities
International  authors and editors
Our authors are among the
most cited scientists
Downloads
We are IntechOpen,
the world’s leading publisher of
Open Access books
Built by scientists, for scientists
12.2%
122,000 135M
TOP 1%154
4,800
A k-covered Mobile Target Tracking in Voronoi-based Wireless Sensor Networks 339
A k-covered Mobile Target Tracking in Voronoi-based Wireless Sensor 
Networks
Jiehui Chen, Mariam B.Salim and Mitsuji Matsumoto
X 
 
A k-covered Mobile Target Tracking in  
Voronoi-based Wireless Sensor Networks 
 
Jiehui Chen1,2, Mariam B.Salim2 and Mitsuji Matsumoto2 
1Global COE Program International Research and Education Center for Ambient SoC  
sponsored by MEXT,Japan 
2Graduate School of Global Information and Telecommunication Studies 
Waseda University, Tokyo, Japan 
 
1. Introduction 
Recent advances in micro electro mechanical systems (MEMS) and wireless communication 
technologies are responsible for the emergence of Wireless Sensor Network (WSN) that 
deploys thousands of low-cost sensors integrating sensing, processing and communication 
capabilities. It motivated the use of mobile sensor node in WSNs for many surveillance 
applications including mission-critical target tracking. One of the most attractive areas is 
exploited to be the mobile target tracking. Typical examples include establishing survivable 
military surveillance systems, environmental and industrial monitoring, personnel and 
wildlife monitoring systems requiring tracking schemes, capable of deducing kinematic 
characteristics such as position, velocity, and acceleration of single or multiple targets(J. 
Janssen, et al, 2008) of interest (T.He, et al, 2006). For the above observations, the possible 
existence of targets can be inductively described as the Fig.1 shows for simplicity.  
 
Despite the fact that sensor deployment sensitive target tracking could both be managed by 
taking full advantage of Voronoi diagram, less efforts were made so far. Generally, different 
sensor applications may pose different requirements for how good a network’s coverage 
should be. Previous research (M.Cardei, et al, 2004) has studied sensor coverage problems 
and categorized them into three types: area coverage, point coverage, and barrier coverage. The 
objective of the first, area coverage is to maximize the coverage for a region of interest. The 
objective of point coverage is similar, but it is to cover a set of points. The latter, barrier 
coverage, aims to minimize the probability of undetected penetration through a sensor 
network. The choice of using a particular coverage measurement depends on the purpose of 
a sensor network. For instance, if the purpose is to monitor moving objects in a field, barrier 
coverage is more suitable. To measure barrier coverage, we consulted the work 
(S.Meguerdichian, et al, 2005) in which the worst- and best-case coverages are defined. The 
detailed design will be given in the next section. 
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 Fig. 1. Higher-order coverage 
 
Sensor communication usually requires the data to be aggregated before being transmitted, 
which motivates the network to have an efficient clustering in a priority. In literature, 
Linked Cluster Algorithm (LCA)(D.J.Baker, et al, 1981), a sensor becomes a CH if it has the 
highest identity among all the one-hop sensors or one-hop sensors of its one-hop neighbors. 
The Max-Min d-Cluster Algorithm (A.D.Amis, et al, 2000) generates d-hop clusters with a 
run-time of O(d) round, and achieves better load balancing among the CHs, generates fewer 
clusters than (A.Ephremides, et al, 1987). (W.R.Heinzelman, et al, 2000) proposed a 
distributed algorithm for micro-WSNs where sensors elected themselves CHs with some 
probabilities and broadcast their decisions. However, this algorithm only allows one-hop 
clusters to be formed, which might lead to a large number of clusters.  
In this paper, we proposed a novel clustering algorithm to generate a multi-hop Voronoi 
diagram-based WSNs, one of the most attractive areas of sensor network called mobile 
target tracking is exploited to be performed on that base. Obviously, in Figure 1, the 
situation is getting more and more complicated as the density of network increases. Our 
motivation is to efficiently monitor the moving multi-covered mobile target in Voronoi-
based sensor networks by measuring the moved hop distance before being detected. We By 
taking full advantage of Voronoi diagram structure, we tactfully utilized trajectory 
estimation technologies to predict the potential trajectory of the moving target. 
Moreover, we designed a optimized barrier coverage and an energy-efficient clustering 
algorithm for clearing the Vonoroi architecture and better energy conservation. The 
proposed mobile target tracking scheme (CTT&MAV) was designed to take full advantage 
of Voronoi-diagram boundary to improve the detectability. we enhanced PRAM algorithm 
(H. Meyerhenke, et al, 2005) and Final simulation results verified that our proposal 
outperformances random walk(T.Camp, et al, 2002), random waypoint(B.Liang, et al, 1999), 
random direction(L.Lima, et al, 2007)and Gauss-Markov(C.Bettstetter, et al, 2003) in terms of 
reducing average hop distance that the mobile target moved before being detected and 
lower sensor death rate as well. Finally, we demonstrated that our results are robust to 
realistic sensing models and also validate the correctness through extensive simulations. 
 
The remainder of this paper is organized as follows: the next section presents the optimized 
barrier coverage design; Section 3 shows Mathematical modeling of Voronoi-based WSN 
based on energy consumption in detail; Section 4 illustrates the proposed intelligent mobile 
target tracking scheme called CTT&MAV; Section 5 conducts experiments in Matlab 
simulator under multi-covered Voronoi-based clustered sensor network. Finally, section 6 
concludes the paper with future perspective. 
 
2. Optimized barrier coverage design 
Although maintaining full sensing coverage guarantees immediate response to intrude 
targets, sometimes it is not favorable due to its high energy consumption. We investigate a 
new and more efficient approach for deploying sensors in a large scale two dimensional 
monitoring area. 
 
2.1 New approach for sensor deployment 
To monitor an area, WSN should achieve a certain level of detection performance. Due to 
the highly considerable cost in a given monitoring area, better detection capacity and 
communication coverage is critical to sequential deployment of sensors. In this paper, we 
explored a new approach for sensor deployment (see Figure 2) to improve barrier coverage.   
 
Theorem 1. Let A denotes the area and f(A) denotes barrier coverage, namely the fraction of 
the area that is in the sensing area of one or more sensors where sensors can provide a valid 
sensing measurement and � is the cartographic representation of area .Then, 
  Γ��β� �  Γ��α� in G = (V, E ) where E≠�                                            (1) 
 
  
Fig. 2. Detection capacity-based sensor deployment 
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Fig. 2. Detection capacity-based sensor deployment 
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Proof: In literature, the majority of researches prefer grid-based (see Figure 2(a)) sequential 
sensor deployment. Instinctively, we get ����� is more efficient than �����.The computational 
evidences are as follows: 
 
                 Γ��β�=�����-4(π��� ) = (4-π)�� �0.86��                                             (2)  
          Γ��α�= (√�-  π� � �� �0.1512��                                                   (3)  
We skipped the considerably simple computation procedure and directly transformed to the 
result. The unit difference is obviously given by approximately 0.71 �� . Although the 
difference is indistinctive when the value of r is small enough, for monitoring applications, 
accuracy is vital consideration. The smaller the value of  ��  is, the higher possibility that a moving object will not be detected, therefore Figure 2 (b) has better detection capacity than 
Figure 2(a). 
 
Theorem 2. let H� be a hop distance and p���, p�����and p������ denotes the possible existence of CHs at the upper, same and lower layer respectively. The Triangle-based is more suitable 
for our monitoring network in term of higher communication coverage. 
 
Proof: Figure 3 clearly shows that Triangle-based has more relay one hop neighbors (�(v)) to 
relay than Grid-based at a rate of 6:4. For multi-hops transmission, when receiving a 
message, a sensor (N�� should relay it to another sensor at a price of energy consumption. 
The sensor to relay should be one at the higher layer compared to N�.   
 Fig. 3. Communication coverage-based sensor deployment. 
Denote H���, H�����and H������represent the number of hops on the shortest routing path from N� to a sensor at the upper,  same and lower layer respectively. On the other hand, within a certain hop distance, the higher possibility of existing sensors to relay, the better. Therefore, 
the focus is to find out which one has more ����H�  between Figure 3 (a) and Figure 3 (b), 
where ����H� : a set of H� hop distance neighborhood sensors.  
Let X����H�T and X����H�G denote the total number of detectable ����H� of N� for Triangle-based 
and Grid-based respectively. According to Fig. 3, we easily get: 
  X€���H�T � ��� � H��H�                                                        (4) 
 X€���H�G � ��� � H��H�                                                        (5) 
 
Where H� �1 and get X����H�T � X����H�G  that prove Triangle-based is more suitable for G = (V, 
E) where E≠�, in terms of higher communication coverage. 
 
The above observations show evidences for proving the efficiency of the proposed 
optimized barrier coverage design. 
 
3. Mathematical modeling of Voronoi-based  
WSN based on energy consumption 
In this section, we present the mathematical modeling of Voronoi diagram for sensor node 
distribution. The proposed approaches are developed with the following assumptions: 
 
 Static Sensor Nodes are of the same capacity and functionalities. The communication is 
contention and error free. 
 Mobile Sensor Nodes are equipped with binary sensors characterized by a sensing 
radius R�� for a sensor node s�. (i�n) 
 The corresponding sensing range of  s� is a perfect disc denoted by Γ�s�, R���, and the mobile targets will be detected by s� if they are in its sensing range(see Figure 1).  
A multi-hop WSN was modeled by an undirected graph G = (V, E) where V, |V|=n, is the 
set of wireless sensor nodes and there exists an edge {s�, s�}� E, if and only if s� and s� can mutually receive each other’s transmission. Namely, two sensor nodes are considered 
neighbors if the Euclidean distance is smaller or equal to the transmission rang r. The set of 
k-hop neighbors of s� is denoted by ��s���.  
Let � be a metric space, and  � � � � � denoting the Euclidean distance on �. A set of 
sensor nodes having their coordinates in �  is denoted by χ � ��� , � � � � n� �  � . The 
Voronoi diagram associated to χ is the unique subset called Voronoi diagram related to ���, � � � � n�. In literature, many algorithms have been proposed to determine the Voronoi diagram in a 2D space. In this section, we define the k-Voronoi diagram construction model 
based on the cooperation of χ elements. Our strategy is based on the PRAM algorithm (H. 
Meyerhenke, et al, 2005). The major merit is that the algorithm is performed in a recursive 
www.intechopen.com
A k-covered Mobile Target Tracking in Voronoi-based Wireless Sensor Networks 343
Proof: In literature, the majority of researches prefer grid-based (see Figure 2(a)) sequential 
sensor deployment. Instinctively, we get ����� is more efficient than �����.The computational 
evidences are as follows: 
 
                 Γ��β�=�����-4(π��� ) = (4-π)�� �0.86��                                             (2)  
          Γ��α�= (√�-  π� � �� �0.1512��                                                   (3)  
We skipped the considerably simple computation procedure and directly transformed to the 
result. The unit difference is obviously given by approximately 0.71 �� . Although the 
difference is indistinctive when the value of r is small enough, for monitoring applications, 
accuracy is vital consideration. The smaller the value of  ��  is, the higher possibility that a moving object will not be detected, therefore Figure 2 (b) has better detection capacity than 
Figure 2(a). 
 
Theorem 2. let H� be a hop distance and p���, p�����and p������ denotes the possible existence of CHs at the upper, same and lower layer respectively. The Triangle-based is more suitable 
for our monitoring network in term of higher communication coverage. 
 
Proof: Figure 3 clearly shows that Triangle-based has more relay one hop neighbors (�(v)) to 
relay than Grid-based at a rate of 6:4. For multi-hops transmission, when receiving a 
message, a sensor (N�� should relay it to another sensor at a price of energy consumption. 
The sensor to relay should be one at the higher layer compared to N�.   
 Fig. 3. Communication coverage-based sensor deployment. 
Denote H���, H�����and H������represent the number of hops on the shortest routing path from N� to a sensor at the upper,  same and lower layer respectively. On the other hand, within a certain hop distance, the higher possibility of existing sensors to relay, the better. Therefore, 
the focus is to find out which one has more ����H�  between Figure 3 (a) and Figure 3 (b), 
where ����H� : a set of H� hop distance neighborhood sensors.  
Let X����H�T and X����H�G denote the total number of detectable ����H� of N� for Triangle-based 
and Grid-based respectively. According to Fig. 3, we easily get: 
  X€���H�T � ��� � H��H�                                                        (4) 
 X€���H�G � ��� � H��H�                                                        (5) 
 
Where H� �1 and get X����H�T � X����H�G  that prove Triangle-based is more suitable for G = (V, 
E) where E≠�, in terms of higher communication coverage. 
 
The above observations show evidences for proving the efficiency of the proposed 
optimized barrier coverage design. 
 
3. Mathematical modeling of Voronoi-based  
WSN based on energy consumption 
In this section, we present the mathematical modeling of Voronoi diagram for sensor node 
distribution. The proposed approaches are developed with the following assumptions: 
 
 Static Sensor Nodes are of the same capacity and functionalities. The communication is 
contention and error free. 
 Mobile Sensor Nodes are equipped with binary sensors characterized by a sensing 
radius R�� for a sensor node s�. (i�n) 
 The corresponding sensing range of  s� is a perfect disc denoted by Γ�s�, R���, and the mobile targets will be detected by s� if they are in its sensing range(see Figure 1).  
A multi-hop WSN was modeled by an undirected graph G = (V, E) where V, |V|=n, is the 
set of wireless sensor nodes and there exists an edge {s�, s�}� E, if and only if s� and s� can mutually receive each other’s transmission. Namely, two sensor nodes are considered 
neighbors if the Euclidean distance is smaller or equal to the transmission rang r. The set of 
k-hop neighbors of s� is denoted by ��s���.  
Let � be a metric space, and  � � � � � denoting the Euclidean distance on �. A set of 
sensor nodes having their coordinates in �  is denoted by χ � ��� , � � � � n� �  � . The 
Voronoi diagram associated to χ is the unique subset called Voronoi diagram related to ���, � � � � n�. In literature, many algorithms have been proposed to determine the Voronoi diagram in a 2D space. In this section, we define the k-Voronoi diagram construction model 
based on the cooperation of χ elements. Our strategy is based on the PRAM algorithm (H. 
Meyerhenke, et al, 2005). The major merit is that the algorithm is performed in a recursive 
www.intechopen.com
Sustainable Wireless Sensor Networks344
manner where the (k-1)-Voronoi diagram is used to collaboratively compute the k-Voronoi 
diagram. Let’s define the subsets of χ includes the nearest elements to be ψ�� which can help finding the elements closer to the most distant neighbouring. 
_________________________________________________________________________________
_______________ 
1. Input: a set of χ of sensor nodes and Voronoi of order (k-1) 
2. Divide each region by ��� � χ into subregions 
3. Merge equivalent new sub-regions who are tightly relevant to the neighboring ����� 4. Update the current edges and vertices. 
5. Output: k-Voronoi diagram 
 
To generate a single level energy-efficient clustering algorithm, suppose that a single event 
is densely happened in a square area. The number of sensors is a Poisson random variable 
with E[n] = λA. Since the probability of becoming a CH is p, the CHs and non-CHs are 
distributed as per independent homogeneous spatial Poisson processes with intensity λ� �p λ and λ� � �� � p� λ .. To generate stochastic geometry for the proposed clustering algorithm and minimize energy cost in the network without loss of generality, we present 
the mathematical model of Voronoi diagram for sensor distribution.  
 
n �� ���� ���� ����   � 
The No. of sensors  
The No. of sensors in a single cluster 
The total length of segments, all sensors �the sink 
The total length of segments, all CHs�the sink 
The total energy cost,  all CHs�the sink 
Total energy cost of data communication between 
sensors and the sink through a network hierarchy 
Table 1. Simulation parameters Setup 
 
Suppose a sensor located at (�� , ��),i=1,2,…,n. Then get  
 
E[����|� �  �] =12∑ ������  =2��� � ����� � ��                                    (6)  
Where, R is the radius of the network area. 
Since there are on an average npCHs with their locations independent, therefore,  D��� 
=pD���= 2R�R � ����R � ��p. By arguments similar to (S.G.Foss, et al, 1996), if N� is a random variable denoting the number of PP0 process points in each Voronoi diagram (e.g. Figure 4) 
and L� is the total length of segments that connect the PP0 process points to the nucleus in a Voronoi diagram.  
E [N�|N=n]�E[N�]= λ�λ�                                                   (7)   
E [L�|N=n] �E[L�]= λ��λ�� ��                                               (8)                     
 Fig. 4. Voronoi diagram based WSN 
 
Define δ� to be the total energy spent by all the sensors communicating 1 unit of data to 
their CHs, since there are on average ��R�� CHs, namely, p��R�� Voronoi diagrams. Let 
assume that there exists very small amount of isolated sensors so that ignore them without 
any bad influence to the accuracy of the algorithm. Therefore, the expected value of δ� 
conditioning on N, is given by 
 
E[��|N=n]=np � ���|������ =������ ����λ�                                                              (9) 
 
Conditioning on N, total energy spent by all the CHs communicating 1 unit of data to the 
sink is given by 
 
E[����|N=n]= ������|������ = ���������������                                           (10) Then  
 E[�|N=n]= E[��|N=n]+ E[����|N=n]=�������������   � ��������������� �                    (11)  
 
E[δ] is minimized by a value of p that is a solution of equation that gives partial derivative 
to (10) as follow: 
 
           �������������� �  ������   �  ����� �� √�   � �                                        (12)  
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Then, get 
 
                ���� ��  +  � + 1 = 0                                                          (13) 
 
Where 
 
 � � ������������� √�                                                        (14)  
The equation (13) has three roots, two of them are imaginary. The second derivative of the 
above function is positive only for the real root that is given by 
Real Root: 
 ���� - ����������������������������√� ������������+��������������√� ��������������������                            (15) 
 
Hence, if and only if the value of p is equal to the real root, the algorithm does really 
minimize the energy cost.  
 
3.1 Simulations on energy efficiency of clustering for generating Voronoi-based WSN 
In this section, we simulated the proposed algorithm with totally n distributed sensors in a 
square of 1000 sq. units. Energy dissipation follows Low Energy Adaptive Clustering 
Hierarchy (LEACH) protocol. The experiments were conducted with the communication 
range r was assigned to be 1 unit and total number of sensors n is assigned to be 400, 1600, 
2500 with R=10, 20, 25 respectively. Moreover, the processing center is assumed to be at the 
center of the network area. Don’t consider the unexpected errors and influences from 
outside circumstance. 
 
For the simulation experiments, considered a range of possible value of the probability (p) 
less than 0.1 for most of potentials. For each of possible value of p, compute the density of 
Poisson process λ for generating the network under different network conditions. The 
results are provided in Figure 5. In figure 5, the proposed algorithm was used to detect the 
boundary of the network with R=10, R=20 and R=25 respectively. Then vary the value of the 
density of Poisson process (λ) to get the willing values of p for computation on minimized 
energy cost (� δ ). However, it shows that the value of p decreases as the value of λ increases 
stably at an interval {0.03, 0.1}. To achieve p with a value of smaller than 0.03, we have to 
manage the rapidity of changing λ at a high value since clustering algorithm are well 
working in a densely deployed large scale WSNs, while to achieve p in excess of 0.1, we 
don’t need to concern too much because there are few sensors randomly distributed in such 
a large scale area with λ pretty small that indicates sensors are difficult to get communicate 
with each other, they are of great potential to be geographically separated. In this case, the 
algorithm produce huge amount of isolated sensors that is object to the assumption and 
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Then, get 
 
                ���� ��  +  � + 1 = 0                                                          (13) 
 
Where 
 
 � � ������������� √�                                                        (14)  
The equation (13) has three roots, two of them are imaginary. The second derivative of the 
above function is positive only for the real root that is given by 
Real Root: 
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Each data point in Figure 6 corresponds to the average energy cost over 100 experiments. It 
is verified that the energy spent in the network is indeed minimized at the theoretically 
optimal value of p at “0.08” under a network condition of {r=1, R=10, N=400} in a randomly 
distributed large scale Voronoi cell based WSNs. The optimal value of p here will be of more 
considerable for the future research. Now, let’s do comparative study between popular 
Max-Min D-Cluster algorithm and the proposed clustering algorithm in terms of 
minimizing energy cost. 
 
 Fig. 7. Comparison with Max-Min D-Cluster algorithm 
 
In Figure 7, the pre-obtained optimal values of all the critical parameters of the proposed 
algorithm in simulation model are used to evaluate the performance of the algorithm. At 
same time, we evaluated the Max-Min D-Cluster Algorithm with d=4. The result (e.g. Figure 
7) clearly verifies that the algorithm performances better in terms of energy cost in the 
network under this network specification.  
 
4. Mobility model for k-covered mobile target tracking 
In this section, we proposed a mobility model for k-covered target tracking applications 
based on Voronoi diagram. The following gives a condition for a Voronoi diagram partly 
uncovered. Let � be a set of sensor node physical positions. If there exists s�, such that d(s�, s�)� �R��, then s� is not fully covered in ��s�, R���.  
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For the situations described in Figure 8, a mobile target moved from one Voronoi diagram to 
another during a time interval τ.  As a result, head cannot detect it any more. To avoid such 
a sudden undetectability, two intelligent tracking strategies were proposed as follows:   
 
1) Collaborative Target Tracking (CTT):  
The network topology keeps the same. The major merit is that we adopt a target-closed 
boundary monitoring that enables the head to have a quick knowledge of the boundary line 
to which the target is current most closed. By using it, the potential mobile target trajectory 
can be easily predicted by current head. Once the mobile target disappeared suddenly from 
the monitoring area, the current head will immediately inform the head’ to be responsible 
for tracking the entered target. (see Figure 8(a)). 
 
2) Mergence of Adjacent Voronoi-diagrams (MAV):  
We keep using mobile target-closed boundary monitoring to get knowledge of the potential 
trajectory of the mobile target. The difference from CTT is that once the mobile target went 
cross the boundary line, two Voronoi diagrams divided by this boundary line will merge 
into one larger Voronoi diagram (see Figure 8(b)). Additionally, we do not need to perform 
the global re-clustering, instead just re-clustering the influenced  involved sensor nodes in 
this case.  
 
5. Simulations of k-covered mobile target tracking  
in Voronoi-based wireless sensor network 
The simulations described in this section have been performed using the Matlab 
environment. We made a comparison with random walk (T.Camp, et al, 2002), random 
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waypoint (B.Liang, et al, 1999), random direction(L.Lima, et al, 2007)and Gauss-Markov 
(C.Bettstetter, et al, 2003). The mobile target enters the network one by one continuously by 
programming. 
 
Parameter Value 
Network Area 
The sink 
No. of sensors 
Transmission range 
������ 
(50,50) 
100 
20m 
Time slots 
Initial Energy/sensor 
Message size 
Mobile target velocity ۳܍ܔ܍� ۳�� ए܉ܕܘ ۳۲ۯ 
100 (seconds) 
2J/battery 
100 Bytes 
0~10 m/sec 
50 nJ/bit 
10 pJ/bit/m2 
0.0013 pJ/bit/m4 
5 nJ/bit/signal 
Table 2. Simulation parameters 
 
For monitoring sensor network, energy conservation plays a dominated role in monitoring 
efficiency and accuracy. Figure 9 captured the energy levels of 100 sensors. Note: that the 
results represent the average performance of our proposed network over 100 times 
simulation trials. Obviously, it differs every time, but makes no distinction. 
 
Fig. 9. Energy level of sensors at different timing 
 
Sensor death rate is essential for heterogeneous sensor network. With the number of alive 
nodes decreasing, the network cannot make more contributions. Thus, the network lifetime 
should be defined as the time when enough nodes are still alive to keep the network 
operational. In Figure 10, it is no doubt that our proposed CTT&MAV outperformance 
random walk, random waypoint, random direction and Gauss-Markov mobility models in term of 
lower sensor death rate. Intuitively, CTT&MAV keeps more sensors alive at any timing. For 
the 1st half, sensors die very slowly, while for the 2nd half, since few alive nodes cannot 
fully take advantage of CTT&MAV, they die almost at the same speed as that of other 
evaluated models.  
 
Fig. 10. Sensor death rate based on different time slots (k=2) 
 
In this subsection we present the results of the simulations that have been conducted to 
assess the efficiency of the proposed CTT&MAV. It is based on estimating the average hop 
distance that mobile target can make before being detected. Figures 11 show that our 
proposed has the better performance among the tested models. Apparently, CTT& MAV 
perform significantly better with the help of Section 2 and Section 3. 
 
 Fig. 11. Average hop distance before being detected (k=2) 
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6. Conclusion 
In this chapter, we proposed two intelligent tracking strategies to monitor the moving multi-
mobile target in a k-covered Voronoi-based WSNs. The current simulations based on the 
simplified 2-covered network region with one mobile target show that CCT and MAV 
performed better than random direction in term of average distance that the target moved 
before being detected. However it is currently insufficient, we will simulate more based on 
the uncertain k and the number of mobile targets to prove our hypothesis. In a word, mobile 
target tracking using Voronoi diagram is a meaty theme. Our future work will include 
verification of precision of mobile target trajectory and invention of a new protocol that 
consider the fast mobility of each sensor as well as destructive sensors or sudden failures in 
the network connectivity during communication. 
 
7. References 
T. He, P. Vicaire, T. Yan, et al, (2006). Achieving real-time target tracking using wireless 
sensor networks, Proceedings of IEEE Real-Time and Embedded Technology and 
Applications Symposium, California , USA. 
H. Meyerhenke, et al, (2005). Constructing Higher-Order Voronoi Diagrams in Parallel, in 
Proc. of 21st European Workshop on Computational Geometry (EWCG) 2005, 
Eindhoven, Netherlands. 
L. Lima, J. Barros, (2007). Random Walks on Sensor Networks,” the 5th International 
Syposium on Modeling and Optimization in Mobile, Ad hoc, and Wireless 
Networks (WiOpt 2007), Limassol, Cyprus. 
J. Janssen, M.Ditzel, C. Lageweg, Arne Theil, (2008). Multi-target Data Aggregation and 
Tracking in Wireless Sensor Networks, Proceeding of journal of networks, VOL. 3, 
NO. 1, Miami, FL,USA. 
Cardei, M.&Wu, J.(2004).Coverage in wireless sensor networks. Handbook of sensor 
networks: Compact Wireless and Wired Sensing Systems. CRC Press LLC. 
Meguerdichian, S.; Koushanfar, F.; Potkonjak, M., & Srivastava, M. (2005). Worst and best-
case coverage in sensor networks, Proceeding of IEEE Transactions on Mobile 
Computing, 4(1), 84–92. doi: 10.1109/TMC. 
D. J. Baker & A. Ephremides.(1981). The Architectural Organization of a Mobile Radio 
Network via a Distributed Algorithm. IEEE Transactions on Communications, Vol. 
29, No. 11, pp. 1694-1701. 
A.D. Amis; R. Prakash; T.H.P. Vuong & D. T. Huynh(2000). Max-Min D-Cluster Formation 
in Wireless Ad Hoc Networks,  Proceedings of IEEE INFOCOM2000,pp.32-
41,March,2000, Tel-Aviv, Israel. 
A. Ephremides; J.E. W. & D.J.B.(1987).A Design concept for Reliable Mobile Radio Networks 
with Frequency Hopping Signaling, Proceeding of IEEE, Vol. 75, pp. 56-73, 
ISSN:0018-9219, Jan.1987. 
W.R. Heinzelman; A.C. & H. Balakrishnan(2000) “Energy-Efficient Communication Protocol 
for Wireless Microsensor Networks”, in Proceedings of IEEE HICSS,pp:3005-3014, 
print ISBN:0-7695-0493-0, Jan. 2000. Hawaii,USA. 
T. Camp; J. Boleng & V. Davies (2002). A Survey of Mobility Models for Ad Hoc Network 
Research, in Wireless Communication and Mobile Computing (WCMC): Special 
issue on Mobile Ad Hoc Networking: Research, Trends and Applications, vol. 2, no. 
5, pp. 483-502 
B. Liang & Z. J. Haas. Predictive Distance-Based Mobility Management for PCS Networks, 
in Proceedings of IEEE  information Communications Conference (INFOCOM 
1999),pp:1377-1384, print ISBN:0-7803-5417-6,Apr. 1999,New York,NY,USA. 
L. Lima & J. Barros(2007).Random Walks on Sensor Networks, Proceedings of the 5th 
International Symposium on Modeling and  optimization in Mobile, Ad hoc, and 
Wireless Networks (WiOpt 2007), pp:1-5, print ISSN:978-1-4244-0960-0, April, 2007, 
Limassol, Cyprus. 
C. Bettstetter; G. Resta & P. Santi(2003). The Node Distribution of the Random Waypoint 
Mobility Model for Wireless Ad Hoc Networks”, IEEE Transactions on Mobile 
Computing, Vol. 2, No. 3, pp. 257-269. 
S.G.Foss & S.A.Zuyev(1996).On a Voronoi Aggregative Process Related to a Bivariate 
Poisson Process, proceeding of  Advances in Applied Probability(SGSA), Vol. 28, 
no. 4, pp. 965-981. 
 
www.intechopen.com
A k-covered Mobile Target Tracking in Voronoi-based Wireless Sensor Networks 353
6. Conclusion 
In this chapter, we proposed two intelligent tracking strategies to monitor the moving multi-
mobile target in a k-covered Voronoi-based WSNs. The current simulations based on the 
simplified 2-covered network region with one mobile target show that CCT and MAV 
performed better than random direction in term of average distance that the target moved 
before being detected. However it is currently insufficient, we will simulate more based on 
the uncertain k and the number of mobile targets to prove our hypothesis. In a word, mobile 
target tracking using Voronoi diagram is a meaty theme. Our future work will include 
verification of precision of mobile target trajectory and invention of a new protocol that 
consider the fast mobility of each sensor as well as destructive sensors or sudden failures in 
the network connectivity during communication. 
 
7. References 
T. He, P. Vicaire, T. Yan, et al, (2006). Achieving real-time target tracking using wireless 
sensor networks, Proceedings of IEEE Real-Time and Embedded Technology and 
Applications Symposium, California , USA. 
H. Meyerhenke, et al, (2005). Constructing Higher-Order Voronoi Diagrams in Parallel, in 
Proc. of 21st European Workshop on Computational Geometry (EWCG) 2005, 
Eindhoven, Netherlands. 
L. Lima, J. Barros, (2007). Random Walks on Sensor Networks,” the 5th International 
Syposium on Modeling and Optimization in Mobile, Ad hoc, and Wireless 
Networks (WiOpt 2007), Limassol, Cyprus. 
J. Janssen, M.Ditzel, C. Lageweg, Arne Theil, (2008). Multi-target Data Aggregation and 
Tracking in Wireless Sensor Networks, Proceeding of journal of networks, VOL. 3, 
NO. 1, Miami, FL,USA. 
Cardei, M.&Wu, J.(2004).Coverage in wireless sensor networks. Handbook of sensor 
networks: Compact Wireless and Wired Sensing Systems. CRC Press LLC. 
Meguerdichian, S.; Koushanfar, F.; Potkonjak, M., & Srivastava, M. (2005). Worst and best-
case coverage in sensor networks, Proceeding of IEEE Transactions on Mobile 
Computing, 4(1), 84–92. doi: 10.1109/TMC. 
D. J. Baker & A. Ephremides.(1981). The Architectural Organization of a Mobile Radio 
Network via a Distributed Algorithm. IEEE Transactions on Communications, Vol. 
29, No. 11, pp. 1694-1701. 
A.D. Amis; R. Prakash; T.H.P. Vuong & D. T. Huynh(2000). Max-Min D-Cluster Formation 
in Wireless Ad Hoc Networks,  Proceedings of IEEE INFOCOM2000,pp.32-
41,March,2000, Tel-Aviv, Israel. 
A. Ephremides; J.E. W. & D.J.B.(1987).A Design concept for Reliable Mobile Radio Networks 
with Frequency Hopping Signaling, Proceeding of IEEE, Vol. 75, pp. 56-73, 
ISSN:0018-9219, Jan.1987. 
W.R. Heinzelman; A.C. & H. Balakrishnan(2000) “Energy-Efficient Communication Protocol 
for Wireless Microsensor Networks”, in Proceedings of IEEE HICSS,pp:3005-3014, 
print ISBN:0-7695-0493-0, Jan. 2000. Hawaii,USA. 
T. Camp; J. Boleng & V. Davies (2002). A Survey of Mobility Models for Ad Hoc Network 
Research, in Wireless Communication and Mobile Computing (WCMC): Special 
issue on Mobile Ad Hoc Networking: Research, Trends and Applications, vol. 2, no. 
5, pp. 483-502 
B. Liang & Z. J. Haas. Predictive Distance-Based Mobility Management for PCS Networks, 
in Proceedings of IEEE  information Communications Conference (INFOCOM 
1999),pp:1377-1384, print ISBN:0-7803-5417-6,Apr. 1999,New York,NY,USA. 
L. Lima & J. Barros(2007).Random Walks on Sensor Networks, Proceedings of the 5th 
International Symposium on Modeling and  optimization in Mobile, Ad hoc, and 
Wireless Networks (WiOpt 2007), pp:1-5, print ISSN:978-1-4244-0960-0, April, 2007, 
Limassol, Cyprus. 
C. Bettstetter; G. Resta & P. Santi(2003). The Node Distribution of the Random Waypoint 
Mobility Model for Wireless Ad Hoc Networks”, IEEE Transactions on Mobile 
Computing, Vol. 2, No. 3, pp. 257-269. 
S.G.Foss & S.A.Zuyev(1996).On a Voronoi Aggregative Process Related to a Bivariate 
Poisson Process, proceeding of  Advances in Applied Probability(SGSA), Vol. 28, 
no. 4, pp. 965-981. 
 
www.intechopen.com
www.intechopen.com
Sustainable Wireless Sensor Networks
Edited by Yen Kheng Tan
ISBN 978-953-307-297-5
Hard cover, 574 pages
Publisher InTech
Published online 14, December, 2010
Published in print edition December, 2010
InTech Europe
University Campus STeP Ri 
Slavka Krautzeka 83/A 
51000 Rijeka, Croatia 
Phone: +385 (51) 770 447 
Fax: +385 (51) 686 166
www.intechopen.com
InTech China
Unit 405, Office Block, Hotel Equatorial Shanghai 
No.65, Yan An Road (West), Shanghai, 200040, China 
Phone: +86-21-62489820 
Fax: +86-21-62489821
Wireless Sensor Networks came into prominence around the start of this millennium motivated by the
omnipresent scenario of small-sized sensors with limited power deployed in large numbers over an area to
monitor different phenomenon. The sole motivation of a large portion of research efforts has been to maximize
the lifetime of the network, where network lifetime is typically measured from the instant of deployment to the
point when one of the nodes has expended its limited power source and becomes in-operational â€“
commonly referred as first node failure. Over the years, research has increasingly adopted ideas from wireless
communications as well as embedded systems development in order to move this technology closer to realistic
deployment scenarios. In such a rich research area as wireless sensor networks, it is difficult if not impossible
to provide a comprehensive coverage of all relevant aspects. In this book, we hope to give the reader with a
snapshot of some aspects of wireless sensor networks research that provides both a high level overview as
well as detailed discussion on specific areas.
How to reference
In order to correctly reference this scholarly work, feel free to copy and paste the following:
Jiehui Chen, Mariam B. Salim and Mitsuji Matsumoto (2010). A k-covered Mobile Target Tracking in Voronoi-
based Wireless Sensor Networks, Sustainable Wireless Sensor Networks, Yen Kheng Tan (Ed.), ISBN: 978-
953-307-297-5, InTech, Available from: http://www.intechopen.com/books/sustainable-wireless-sensor-
networks/a-k-covered-mobile-target-tracking-in-voronoi-based-wireless-sensor-networks
© 2010 The Author(s). Licensee IntechOpen. This chapter is distributed
under the terms of the Creative Commons Attribution-NonCommercial-
ShareAlike-3.0 License, which permits use, distribution and reproduction for
non-commercial purposes, provided the original is properly cited and
derivative works building on this content are distributed under the same
license.
