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Abstract
Some sufficient conditions are obtained for the oscillation of forced neutral differential equations with positive and negative
coefficients
[x(t)− R(t)x(t − r)]′ + P(t)x(t − τ)− Q(t)x(t − σ) = f (t), t ≥ t0
where R(t), P(t), Q(t) ∈ C ([t0,∞),R+) , r > 0, τ ≥ 0, σ ≥ 0.
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1. Introduction
In this paper, we are dealing with the oscillatory behavior of all solutions of the following forced neutral differential
equation with positive and negative coefficients
[x(t)− R(t)x(t − r)]′ + P(t)x(t − τ)− Q(t)x(t − σ) = f (t), t ≥ t0 (1.1)
where P, Q, R ∈ C ([t0,∞),R+) , f ∈ C ([t0,∞),R) , r > 0, τ ≥ σ ≥ 0. If f (t) ≡ 0, then Eq. (1.1) becomes
[x(t)− R(t)x(t − r)]′ + P(t)x(t − τ)− Q(t)x(t − σ) = 0, t ≥ t0. (1.2)
The oscillation of every solution of Eqs. (1.1) and (1.2) has been investigated by several authors, see for example
[1–12]. In particular, in [1,2], all known oscillation results for Eq. (1.2) require the following condition:∫ ∞
t0
[P(s)− Q(s − τ + σ)] ds = ∞, (1.3)
which has played a very important role in the study of (1.2). However, Tang and Yu [10], and Luo et al. [5] obtained
some sufficient conditions for the oscillation of Eqs. (1.2) and (1.1) respectively, which do not require condition (1.3).
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They used the following known condition:
R(t)+
∫ t
t−τ+σ
Q(s)ds ≡ 1. (1.4)
Recently, in [7] O¨calan has obtained sufficient conditions for the oscillation of Eq. (1.2) without the usual condition
(1.4).
In this paper, our aim is to give some new sufficient conditions for the oscillation of Eq. (1.1) without the usual
condition (1.4). Our results improve the known results in the literature. We remark that the oscillation behaviors of
the solutions of (1.1) and (1.2) are quite different. In fact, every solution of (1.2) oscillates, while Eq. (1.1) has an
eventually positive solution (see [5]). Moreover, x(t) is an eventually positive solution of (1.2) and implies that −x(t)
is an eventually negative solution of (1.2). This property has been extensively used in the study of the oscillatory
behaviors of differential equations without forced terms. But, one can’t say that −x(t) is an eventually negative
solution of (1.1) when x(t) is an eventually positive solution of (1.2).
Let m = max{r, τ }; by a solution of Eq. (1.1), we mean a function x(t) ∈ C([t1 − m,∞),R) for some t ≥ t1
which satisfies Eq. (1.1) for t ≥ t1. We recall that a nontrivial solution of Eq. (1.1) is said to be oscillatory if it has
arbitrarily large zeros. Otherwise, the solution is called nonoscillatory.
For any real number k ∈ [0, τ − σ ], let
Zk(t) = R(t)+
∫ t
t−k
Q(s)ds +
∫ t−k+τ−σ
t
P(s)ds. (1.5)
If k = 0, then (1.5) becomes
Z0(t) = R(t)+
∫ t+τ−σ
t
P(s)ds,
and if k = τ − σ , then (1.5) becomes
Zτ−σ (t) = R(t)+
∫ t
t−τ+σ
Q(s)ds.
Throughout this paper, we let
ρk =
{
r, when Q(t) ≡ 0 and k = τ − σ
max{r, τ }, otherwise
δk =
{
r, when Q(t) ≡ 0 and k = τ − σ
min{r, σ }, otherwise
and the following condition holds:
H(t) = P(t)− Q(t − τ + σ) ≥ 0, and not identically zero,∣∣∣∣∫ ∞
t0
f (s)ds
∣∣∣∣ <∞. (C)
2. Some basic lemmas
In this section, first we shall give some basic lemmas which we will use in proofs of the theorems given in Section 3.
For t ≥ t0, we consider the following differential inequalities[
x(t)− R(t)x(t − r)+
∫ ∞
t
f (s)ds
]′
+ P(t)x(t − τ)− Q(t)x(t − σ) ≤ 0, (2.1)
and [
x(t)− R(t)x(t − r)+
∫ ∞
t
f (s)ds
]′
+ P(t)x(t − τ)− Q(t)x(t − σ) ≥ 0. (2.2)
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Lemma 1. Assume that condition (C) holds. Suppose there exists a real number k ∈ [0, τ − σ ] such that
Zk(t) = R(t)+
∫ t
t−k
Q(s)ds +
∫ t−k+τ−σ
t
P(s)ds ≤ 1 (2.3)
for large t. Let
z(t) = x(t)− R(t)x(t − r)−
∫ t
t−k
Q(s)x(s − σ)ds −
∫ t−k+τ−σ
t
P(s)x(s − τ)ds +
∫ ∞
t
f (s)ds, (2.4)
Then we have: (i) If x(t) is an eventually positive solution of (2.1), then we have
z′(t) ≤ 0 and z(t) > 0 for large t. (2.5)
(ii) If x(t) is an eventually negative solution of (2.2), then we have:
z′(t) ≥ 0 and z(t) < 0 for large t. (2.6)
Proof. (i) Let t1 > t0 such that x(t) > 0 for t ≥ t1 − t0. Then, from (2.1) and (2.4), we have
z′(t) ≤ −H(t − k + τ − σ)x(t − k − σ) ≤ 0, t ≥ t1. (2.7)
So, z(t) is non increasing for t ≥ t1. If z(t) > 0 does not hold, then eventually z(t) < 0, which implies that there
exists a constant µ > 0 and t2 ≥ t1 such that z(t) ≤ −µ for t ≥ t2. By (2.4), we have
x(t) ≤ −µ+ R(t)x(t − r)+
∫ t
t−k
Q(s)x(s − σ)ds
+
∫ t−k+τ−σ
t
P(s)x(s − τ)ds −
∫ ∞
t
f (s)ds, t ≥ t2. (2.8)
We consider two possible cases.
Case 1. x(t) is unbounded, that is lim supt→∞ x(t) = ∞. Thus, there exists a sequence of points {si }∞i=1 such that
si ≥ t2 + ρk, i = 1, 2, 3, . . . , si →∞, x(si )→∞ as i →∞ and
x(si ) = max{x(t) : t2 ≤ t ≤ si }, i = 1, 2, 3, . . . .
From (2.3) and (2.8) and the above equality, we get
x(si ) ≤ −µ+ R(si )x(si − r)+
∫ si
si−k
Q(s)x(s − σ)ds +
∫ si−k+τ−σ
si
P(s)x(s − τ)ds −
∫ ∞
si
f (s)ds,
≤ −µ+
(
R(si )+
∫ si
si−k
Q(s)ds +
∫ si−k+τ−σ
si
P(s)ds
)
x(si )−
∫ ∞
si
f (s)ds
≤ −µ+ x(si )−
∫ ∞
si
f (s)ds.
Let i →∞, and one has µ ≤ 0, which is a contradiction.
Case 2. x(t) is bounded; that is, lim supt→∞ x(t) = L ∈ [0,∞). Let {s¯i }∞i=1 be a sequence of points such that s¯i →∞
and x(s¯i )→ L as i →∞. Let ξi be such that
x(ξi ) = max{x(s) : s¯i − ρk ≤ s ≤ s¯i − δk}, s¯i − ρk ≤ ξi ≤ s¯i − δk, i = 1, 2, . . . .
Then ξi →∞ as i →∞ and lim supi→∞ x(ξi ) ≤ L . Thus, by (2.3) and (2.8), we have
x(s¯i ) ≤ −µ+ R(s¯i )x(s¯i − r)+
∫ s¯i
s¯i−k
Q(s)x(s − σ)ds +
∫ s¯i−k+τ−σ
s¯i
P(s)x(s − τ)ds −
∫ ∞
s¯i
f (s)ds
≤ −µ+ x(ξi )−
∫ ∞
s¯i
f (s)ds.
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Taking the superior limit as i →∞ on both sides, we obtain
L ≤ −µ+ lim sup
i→∞
x(ξi ) ≤ −µ+ L ,
so µ ≤ 0, which is also a contradiction. Thus, the proof of (i) is complete.
(ii) Let t1 > t0 such that x(t) < 0 for t ≥ t1 − t0. Then, from (2.2) and (2.4), we have
z′(t) ≥ −H(t − k + τ − σ)x(t − k − σ) ≥ 0, t ≥ t1. (2.9)
So, z(t) is non decreasing for t ≥ t1. If z(t) < 0 does not hold, then eventually z(t) > 0, which implies that there
exists a constant µ > 0 and t2 ≥ t1 such that z(t) ≥ µ for t ≥ t2. By (2.4), we have
x(t) ≥ −µ+ R(t)x(t − r)+
∫ t
t−k
Q(s)x(s − σ)ds
+
∫ t−k+τ−σ
t
P(s)x(s − τ)ds −
∫ ∞
t
f (s)ds, t ≥ t2. (2.10)
We further consider two possible cases.
Case 1. x(t) is unbounded; that is lim inft→∞ x(t) = −∞. Thus, there exists a sequence of points {si }∞i=1 such that
si ≥ t2 + ρk, i = 1, 2, 3, . . . , si →∞, x(si )→−∞ as i →∞ and
x(si ) = min{x(t) : t2 ≤ t ≤ si }, i = 1, 2, 3, . . . .
From (2.3) and (2.10) and above equality, we get
x(si ) ≥ µ+ R(si )x(si − r)+
∫ si
si−k
Q(s)x(s − σ)ds +
∫ si−k+τ−σ
si
P(s)x(s − τ)ds −
∫ ∞
si
f (s)ds,
≥ µ+
(
R(si )+
∫ si
si−k
Q(s)ds +
∫ si−k+τ−σ
si
P(s)ds
)
x(si )−
∫ ∞
si
f (s)ds
≥ µ+ x(si )−
∫ ∞
si
f (s)ds.
Let i →∞, one has µ ≤ 0, which is a contradiction.
Case 2. x(t) is bounded, that is lim inft→∞ x(t) = L ∈ (−∞, 0]. Let {s¯i }∞i=1 be a sequence of points such that
s¯i →∞ and x(s¯i )→ L as i →∞. Let ξi be such that
x(ξi ) = min{x(s) : s¯i − ρk ≤ s ≤ s¯i − δk}, s¯i − ρk ≤ ξi ≤ s¯i − δk, i = 1, 2, . . . .
Then ξi →∞ as i →∞ and lim infi→∞ x(ξi ) ≥ L . Thus, by (2.3) and (2.10), we have
x(s¯i ) ≥ µ+ R(s¯i )x(s¯i − r)+
∫ s¯i
s¯i−k
Q(s)x(s − σ)ds +
∫ s¯i−k+τ−σ
s¯i
P(s)x(s − τ)ds −
∫ ∞
s¯i
f (s)ds
≥ µ+ x(ξi )−
∫ ∞
s¯i
f (s)ds.
Taking the inferior limit as i →∞ on both sides, we obtain
L ≥ µ+ lim inf
i→∞ x(ξi ) ≥ µ+ L ,
So µ ≤ 0, which is also a contradiction. Thus, the proof of (ii) is complete. 
Lemma 2. Assume that condition (C) holds, and z(t) is defined by (2.4). Suppose there exists a real number k ∈
[0, τ − σ ] such that
Zk(t) = R(t)+
∫ t
t−k
Q(s)ds +
∫ t−k+τ−σ
t
P(s)ds ≥ 1 for large t, (2.11)
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and ∫ ∞
t
f (s)ds is nondecreasing and lim
t→∞
∫ ∞
t
f (s)ds = 0. (2.12)
If every solution of the following second order differential equation
y′′(t)+ 1
ρk
H(t − k + τ − σ)y(t) = 0 (2.13)
oscillates. Then we have
(i) If x(t) is an eventually positive solution of (2.1), then we have
z′(t) ≤ 0 and z(t) < 0 for large t.
(ii) If x(t) is an eventually negative solution of (2.2), then we have
z′(t) ≥ 0 and z(t) > 0 for large t.
Proof. (i). We give only the proof in the case where Q(t) ≡ 0 and k = τ − σ do not hold. For the case where
Q(t) ≡ 0 and k = τ − σ , the proof is quite similar and is omitted. Then ρk = max{r, τ }. By (2.1) and (2.4), we have
that z′(t) ≤ 0 for large t . Suppose, to the contrary that z(t) is eventually positive; then there is a constant T > ρk such
that x(t) > 0, z(t) > 0 and z′(t) ≤ 0 for any t ≥ T − ρk .
Set M = 2−1min{x(t) : T − ρk ≤ t ≤ T } > 0. From (2.4) and (2.11), we have
x(T ) = z(T )+ R(T )x(T − r)+
∫ T
T−k
Q(s)x(s − σ)ds +
∫ T−k+τ−σ
T
P(s)x(s − τ)ds −
∫ ∞
T
f (s)ds
≥ 2M
(
R(T )+
∫ T
T−k
Q(s)ds +
∫ T−k+τ−σ
T
P(s)ds
)
−
∫ ∞
T
f (s)ds ≥ 2M −
∫ ∞
T
f (s)ds.
In general, we can obtain
x(t) ≥ 2M
(
R(t)+
∫ t
t−k
Q(s)ds +
∫ t−k+τ−σ
t
P(s)ds
)
−
∫ ∞
t
f (s)ds ≥ 2M −
∫ ∞
t
f (s)ds, T ≤ t ≤ T + ρk .
By induction, we have, for T + nρk ≤ t ≤ T + (n + 1)ρk
x(t) ≥ 2M − (n + 1)
∫ ∞
t
f (s)ds, T + nρk ≤ t ≤ T + (n + 1)ρk
where n = [(t − T )/ρk] and [.] denotes the greatest integer function. It follows, from (2.12), that
lim
t→∞(n + 1)
∫ ∞
t
f (s)ds = 0.
Hence,
x(t) ≥ M for any t ≥ T − ρk . (2.14)
Let limt→∞ z(t) = α. Then there exist two possible cases.
Case 1. α = 0. Let T1 > T such that z(t) < M/2 for t ≥ T1. Then, from (2.14), we have
x(t) ≥ 1
ρk
∫ t+ρk
T1
z(s)ds, T1 ≤ t ≤ T1 + ρk .
Case 2. α > 0. Since z′(t) ≤ 0 for t ≥ T , we have z(t) ≥ α for t ≥ T . From (2.4), (2.11) and (2.14) we have
x(t) ≥ α + R(t)x(t − r)+
∫ t
t−k
Q(s)x(s − σ)ds +
∫ t−k+τ−σ
t
P(s)x(s − τ)ds −
∫ ∞
t
f (s)ds
≥ α + M −
∫ ∞
t
f (s)ds, t ≥ T1 + ρk .
1416 O¨. O¨calan / Computers and Mathematics with Applications 54 (2007) 1411–1421
In general, we have
x(t) ≥ nα + M − n
∫ ∞
t
f (s)ds, t ≥ T1 + nρk
and so limt→∞ x(t) = ∞, which implies that there is a T2 > T1 such that
x(t) ≥ 1
ρk
∫ t+ρk
T2
z(s)ds, T2 ≤ t ≤ T2 + ρk .
Combining the cases 1 and 2, we see that there exists a T ∗ > T2 such that
x(t) ≥ 1
ρk
∫ t+ρk
T ∗
z(s)ds, T ≤ t ≤ T ∗ + ρk . (2.15)
For T ∗ + ρk ≤ t ≤ T ∗ + ρk + δk , by (2.4), (2.11) and (2.15) we have
x(t) = z(t)+ R(t)x(t − r)+
∫ t
t−k
Q(s)x(s − σ)ds +
∫ t−k+τ−σ
t
P(s)x(s − τ)ds −
∫ ∞
t
f (s)ds
≥ z(t)+
(
R(t)+
∫ t
t−k
Q(s)ds +
∫ t−k+τ−σ
t
P(s)ds
)
1
ρk
∫ t
T
z(s)ds −
∫ ∞
t
f (s)ds
≥ 1
ρk
∫ t+ρk
t
z(s)ds + 1
ρk
∫ t
T
z(s)ds −
∫ ∞
t
f (s)ds
= 1
ρk
∫ t+ρk
T
z(s)ds −
∫ ∞
t
f (s)ds.
By induction, for T ∗ + ρk + (n − 1)δk ≤ t ≤ T ∗ + ρk + nδk , we can show that
x(t) ≥ 1
ρk
∫ t+ρk
T ∗
z(s)ds − n
∫ ∞
t
f (s)ds.
Since
lim
t→∞ n
∫ ∞
t
f (s)ds = 0,
we have
x(t) ≥ 1
ρk
∫ t+ρk
T ∗
z(s)ds, t ≥ T ∗. (2.16)
Let y(t) = ∫ tT ∗ z(s)ds; then y(t) > 0 for large t , and y′(t) = z(t), y′′(t) = z′(t) for t ≥ T ∗. Thus, by (2.5) and (2.16)
and ρk ≥ k + σ , we have
z′(t) ≤ −H(t − k + τ − σ)x(t − k − σ)
≤ −H(t − k + τ − σ)
ρk
∫ t−k−σ+ρk
T ∗
z(s)ds
≤ −H(t − k + τ − σ)
ρk
∫ t
T ∗
z(s)ds,
and so
y′′(t)+ 1
ρk
H(t − k + τ − σ)y(t) ≤ 0, t ≥ T ∗ + ρk . (2.17)
By a well known result, every solution of (2.13) is oscillatory if and only if the inequality (2.17) has no eventually
positive solution. Thus, (2.17) contradicts the assumption that all solutions of (2.13) oscillate. Therefore, the proof of
(i) is complete.
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(ii) Suppose that x(t) is an eventually negative solution of (2.2). Let z(t) be as in (2.4); then one has, eventually,
that z′(t) ≥ 0 for large t . Suppose, to the contrary that z(t) is eventually negative; then there is a constant T3 > ρk
such that for t ≥ T3
x(t) < R(t)x(t − r)+
∫ t
t−k
Q(s)x(s − σ)ds +
∫ t−k+τ−σ
t
P(s)x(s − τ)ds −
∫ ∞
t
f (s)ds. (2.18)
Set −M = 2−1max{x(t) : T3 − ρk ≤ t ≤ T3} < 0. From (2.4) and (2.18), we have
x(T3) = z(T3)+ R(T3)x(T3 − r)+
∫ T3
T3−k
Q(s)x(s − σ)ds +
∫ T3−k+τ−σ
T3
P(s)x(s − τ)ds −
∫ ∞
T3
f (s)ds
≤ −2M
(
R(T3)+
∫ T3
T3−k
Q(s)ds +
∫ T3−k+τ−σ
T3
P(s)ds
)
−
∫ ∞
T3
f (s)ds ≤ −M −
∫ ∞
T3
f (s)ds.
In general, we can obtain
x(t) ≤ −2M
(
R(t)+
∫ t
t−k
Q(s)ds +
∫ t−k+τ−σ
t
P(s)ds
)
−
∫ ∞
t
f (s)ds ≤ −2M
−
∫ ∞
t
f (s)ds, T ≤ t ≤ T + ρk .
By induction, we have, for T3 + nρk ≤ t ≤ T3 + (n + 1)ρk
x(t) ≤ −2M − (n + 1)
∫ ∞
t
f (s)ds, T3 + nρk ≤ t ≤ T3 + (n + 1)ρk,
Hence
x(t) ≤ −M for any t ≥ T3 − ρk .
So, similarly to the proof of (i), we can prove that there exists a T ∗ > T2 such that
x(t) ≤ 1
ρk
∫ t+ρk
T ∗
z(s)ds, t ≥ T ∗.
Let y(t) = ∫ tT ∗ z(s)ds, then y′(t) = z(t), y′′(t) = z′(t) for t ≥ T ∗. Thus we have
y′′(t)+ 1
ρk
H(t − k + τ − σ)y(t) ≥ 0, t ≥ T ∗ + ρk . (2.19)
By a well known result every solution of (2.13) is oscillatory if and only if the inequality (2.19) has no eventually
negative solution. Thus, (2.19) contradicts the assumption that every solution of (2.13) oscillates. Therefore, the proof
of (ii) is complete. 
3. Oscillation of Eq. (1.1)
In this section, we will give sufficient conditions on oscillation of every solution of (1.1).
Theorem 1. Let us assume that conditions (C) and (2.12) hold, and that there exist two real numbers k1, k ∈
[0, τ − σ ] such that
Zk1(t) = R(t)+
∫ t
t−k1
Q(s)ds +
∫ t−k1+τ−σ
t
P(s)ds ≤ 1 (3.1)
and
Zk(t) = R(t)+
∫ t
t−k
Q(s)ds +
∫ t−k+τ−σ
t
P(s)ds ≥ 1 (3.2)
for large t. Further, assume that every solution of Eq. (2.13) oscillates. Then every solution of (1.1) oscillates.
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Proof. In fact, if x(t) is a positive solution of (1.1), then the conditions of Theorem 1 and Lemma 1 imply eventually
that z(t) > 0, while Lemma 2 implies that eventually z(t) < 0. This contradiction shows that x(t) cannot eventually
be a positive solution of (1.1). On the other hand, if x(t) is a negative solution of (1.1), then Lemma 1 implies that
eventually z(t) < 0, while Lemma 2 implies that eventually z(t) > 0. This contradiction shows that x(t) cannot
eventually be a negative solution of (1.1). Therefore, every solution of (1.1) oscillates. 
Now, we will give the following results, which can be found in [13].
Let p(t) ∈ C([t0,∞),R+). If
lim inf
t→∞ t
∫ ∞
t
p(s)ds >
1
4
, (3.3)
then every solution of second order differential equation
y′′(t)+ p(t)y(t) = 0, t ≥ t0 (3.4)
oscillates.
Consequently, assume that condition (C) and (2.12) hold; if (3.1) and (3.2) hold for k1, k and large t and if
lim inf
t→∞ t
∫ ∞
t
[P(s + τ − σ)− Q(s)] ds > ρk
4
, (3.5)
then every solution of (1.1) oscillates.
Theorem 2. Assume that conditions (C), (2.12) and∫ ∞
t
H(u − k + τ − σ)
∫ ∞
u−k−σ
f (s)dsdu is nondecreasing and satisfies
lim
t→∞
∫ ∞
t
H(u − k + τ − σ)
∫ ∞
u−k−σ
f (s)dsdu = 0 (3.6)
hold and that there exists k ∈ (0, τ − σ) such that (3.2) holds for large t and
lim inf
t→∞ t
∫ ∞
t
[P(s + τ − σ)− Q(s)] ds > max{r, τ }
4
,
holds. Further, assume that {Q(t)/[P(t + τ − σ) − Q(t)]} and {P(t)/[P(t) − Q(t − τ + σ)]} are nondecreasing,
and there exist two positive numbers h1 and h2 such that
R(t − τ) [P(t)− Q(t − τ + σ)] ≤ h1 [P(t − r)− Q(t − τ + σ − r)] , (3.7)
Q(t − τ) [P(t)− Q(t − τ + σ)] ≤ h2 [P(t − σ)− Q(t − τ)] , (3.8)
P(t) [P(t + k + σ)− Q(t + k − τ + 2σ)] ≤ h2 [P(t)− Q(t − τ + σ)] (3.9)
for large t and h1 + (τ − σ)h2 = 1. Then, every solution of (1.1) oscillates.
Proof. We consider two possible cases.
Case 1. Assume that Eq. (1.1) has an eventually positive solution x(t), and let z(t) be defined by (2.4). From
Lemma 2, we have z′(t) ≤ 0 and z(t) < 0 eventually. In view of (3.7)–(3.9),
z′(t) = −H(t − k + τ − σ)x(t − k − σ)
= −H(t − k + τ − σ) (z(t − k − σ)+ R(t − k − σ)x(t − k − σ − r))
− H(t − k + τ − σ)
(∫ t−k−σ
t−2k−σ
Q(s)x(s − σ)ds +
∫ t−2k+τ−2σ
t−k−σ
P(s)x(s − τ)ds
)
+ H(t − k + τ − σ)
∫ ∞
t−k−σ
f (s)ds
≥ −H(t − k + τ − σ)z(t − k − σ)− h1H(t − k + τ − σ − r)x(t − k − σ − r)
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− H(t − k + τ − σ)
∫ t−k−σ
t−2k−σ
Q(s)H(s + τ − σ)
H(s + τ − σ) x(s − σ)ds
− H(t − k + τ − σ)
∫ t−2k+τ−2σ
t−k−σ
P(s)H(s)
H(s)
x(s − τ)ds + H(t − k + τ − σ)
∫ ∞
t−k−σ
f (s)ds
≥ −H(t − k + τ − σ)z(t − k − σ)− h1H(t − k + τ − σ − r)x(t − k − σ − r)
− Q(t − k − σ)H(t − k + τ − σ)
H(t − k + τ − 2σ)
∫ t−2k+τ−2σ
t−2k−σ
(−z′(s + k)) ds
− P(t − 2k + τ − 2σ)H(t − k + τ − σ)
H(t − 2k + τ − 2σ)
∫ t−2k+τ−2σ
t−k−σ
(−z′(s + k − τ + σ)) ds
+ H(t − k + τ − σ)
∫ ∞
t−k−σ
f (s)ds
≥ −H(t − k + τ − σ)z(t − k − σ)+ h1z′(t − r)+ h2
∫ t−k−σ
t−2k−σ
z′(s + k)ds
+ h2
∫ t−2k+τ−2σ
t−k−σ
z′(s + k − τ + σ)ds + H(t − k + τ − σ)
∫ ∞
t−k−σ
f (s)ds
= −H(t − k + τ − σ)z(t − k − σ)+ h1z′(t − r)+ h2 (z(t − σ)− z(t − k − σ))
+ h2 (z(t − k − σ)− z(t − τ))+ H(t − k + τ − σ)
∫ ∞
t−k−σ
f (s)ds
≥ −H(t − k + τ − σ)z(t − τ)+ h1z′(t − r)+ h2z(t − σ)− h2z(t − τ)
+ H(t − k + τ − σ)
∫ ∞
t−k−σ
f (s)ds
= − (H(t − k + τ − σ)+ h2) z(t − τ)+ h1z′(t − r)+ h2z(t − σ)
+ H(t − k + τ − σ)
∫ ∞
t−k−σ
f (s)ds.
Thus, [
z(t)− h1z(t − r)−
∫ ∞
t
H(u − k + τ − σ)
∫ ∞
u−k−σ
f (s)dsdu
]′
+ (H(t − k + τ − σ)+ h2) z(t − τ)− h2z(t − σ) ≥ 0, (3.10)
which implies z(t) is an eventually negative solution of the inequality[
x(t)− h1x(t − r)−
∫ ∞
t
H(u − k + τ − σ)
∫ ∞
u−k−σ
f (s)dsdu
]′
+ (H(t − k + τ − σ)+ h2) x(t − τ)− h2x(t − σ) ≥ 0. (3.11)
By (3.10) and Lemma 1, we eventually have
v(t) ≡ z(t)− h1z(t − r)−
∫ ∞
t
H(u − k + τ − σ)
∫ ∞
u−k−σ
f (s)dsdu
−
∫ t
t−k
h2z(s − σ)ds −
∫ t−k+τ−σ
t
(H(t − k + τ − σ)+ h2) z(s − τ)ds
< 0
and v′(t) ≥ 0. On the other hand, since z(t) is an eventually negative solution of (3.11), it follows, from Lemma 2,
that v(t) > 0 eventually. This is a contradiction and so (1.1) cannot have an eventually positive solution.
Case 2. One can easily show that (1.1) cannot have an eventually negative solution as in the proof of case 1, and
hence we omit it here. 
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Theorem 3. Assume that conditions (C), (2.12) and (3.6) hold, and that (3.2) holds for k = 0 and large t, and that
lim inf
t→∞ t
∫ ∞
t
[P(s + τ − σ)− Q(s)] ds > max{r, τ }
4
holds. Further, assume that {P(t)/[P(t)− Q(t − τ + σ)]} is nondecreasing and there exist two positive numbers h1
and h2 such that h3 ≥ H(t) eventually, and for large t,
R(t − τ) [P(t)− Q(t − τ + σ)] ≤ h1 [P(t − r)− Q(t − τ + σ − r)] , (3.12)
P(t) [P(t + σ)− Q(t − τ + 2σ)] ≤ h3 [P(t)− Q(t − τ + σ)] , (3.13)
and h1 + (τ − σ)h3 = 1. Then, every solution of (1.1) oscillates.
Proof. We consider two possible cases.
Case 1. Assume that Eq. (1.1) has an eventually positive solution x(t) and let z(t) be defined by (2.4). In fact, as in
the proof of Theorem 2, we obtain,
z′(t) ≥ (h3 − H(t + τ − σ)) z(t − σ)+ h1z′(t − r)− h3z(t − τ)+ H(t − k + τ − σ)
∫ ∞
t−k−σ
f (s)ds.
Hence, z(t) is an eventually negative solution of the inequality[
z(t)− h1z(t − r)−
∫ ∞
t
H(u − k + τ − σ)
∫ ∞
u−k−σ
f (s)dsdu
]′
+ h3z(t − τ)− (h3 − H(t + τ − σ)) z(t − σ) ≥ 0. (3.14)
By (3.14) and Lemma 1, we eventually have
v(t) ≡ z(t)− h1z(t − r)−
∫ ∞
t
H(u − k + τ − σ)
∫ ∞
u−k−σ
f (s)dsdu
−
∫ t
t−k
(h3 − H(t + τ − σ)) z(s − σ)ds −
∫ t−k+τ−σ
t
h3z(s − τ)ds
< 0
and v′(t) ≥ 0. On the other hand, since z(t) is an eventually negative solution of (3.14), it follows, from Lemma 2,
that v(t) > 0 eventually. This is a contradiction, and so (1.1) cannot have an eventually positive solution which yields
a contradiction by Lemmas 1 and 2.
Case 2. One can easily show that (1.1) cannot have an eventually negative solution as in the proof of case 1, and
hence we omit it here. 
Thus, we have the following result immediately.
Theorem 4. Assume that conditions (C), (2.12) and (3.6) hold and that (3.2) and (3.5) hold for k = τ − σ and for
large t. Further, assume that {Q(t)/[P(t + τ − σ)− Q(t)]} is nondecreasing and there exist two positive numbers h1
and h2 such that for large t,
R(t − τ) [P(t)− Q(t − τ + σ)] ≤ h1 [P(t − r)− Q(t − τ + σ − r)] , (3.15)
Q(t − τ) [P(t)− Q(t − τ + σ)] ≤ h2 [P(t − σ)− Q(t − τ)] , (3.16)
and h1 + (τ − σ)h2 = 1. Then every solution of (1.1) oscillates.
Example 1. Consider the differential equation[
x(t)− 1
2
x(t − 1)
]′
+ 1
2
x(t − 2)−
(
1
2
− t−β
)
x(t − 1) = −te−t , t ≥ 1 (3.17)
Let k1 = 1 and k = 0. Then, one can easily see that
Z1(t) = 12 +
∫ t
t−1
(
1
2
− s−β
)
ds = 1−
∫ t
t−1
s−βds < 1, for large t,
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and
Z0(t) = 12 +
∫ t+1
t
1
2
ds = 1 ≥ 1.
Since H(t) = 12 −
(
1
2 − (t − 1)−β
)
= (t − 1)−β , then
lim inf
t→∞ t
∫ ∞
t
(s − 1)−βds =
{∞, β ∈ (−∞, 2)
1, β = 2.
Therefore, all the conditions of Theorem 1 are satisfied when β ∈ (−∞, 2) or β = 2. So, every solution of (3.17)
oscillates. On the other hand, it seems difficult to obtain the same conclusion from the results in [5,10].
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