Abstract: This paper explores two techniques for on-line exact pattern matching in files that have been compressed using the Burrows-Wheeler transform. We investigate two approaches. The first is an application of the Boyer-Moore algorithm (Boyer & Moore 1977) to a transformed string. The second approach is based on the observation that the transform effectively contains a sorted list of all substrings of the original text, which can be exploited for very rapid searching using a variant of binary search. Both methods are faster than a decompress-and-search approach for small numbers of queries, and binary search is much faster even for large numbers of queries.
Compressed-domain pattern matching has the advantage of avoiding the time required to decompress, and is likely to be dealing with a smaller file. A recent survey by Bell, Adjeroh & Mukherjee (2001) outlines several techniques for online compressed-domain pattern matching in both text and images. Many of these techniques are based on the LZ family of compression systems (Ziv & Lempel 1977 , Ziv & Lempel 1978 , but others include methods for Huffman-coded text and run-length encoding. Little work has been done with the Burrows-Wheeler transform, although some research has been undertaken in the area of offline pattern matching (Ferragina & Manzini 2000 , Ferragina & Manzini 2001 , Sadakane & Imai 1999 , Sadakane 2000 .
Throughout this paper we will refer to the pattern matching problem in terms of searching for a pattern P of length m in a text T of length n. The input alphabet will be referred to as Σ; similarly, |Σ| will denote the size of the alphabet. All arrays are 1-based unless otherwise noted.
The Burrows-Wheeler transform
The Burrows-Wheeler transform, also called 'block-sorting' (Burrows & Wheeler 1994) sorts the characters in a block of text according to a lexical ordering of their following context. This process can be thought of in terms of sorting a matrix containing all cyclic rotations of the text. Figure 1(a) shows such a matrix, constructed for the input string mississippi. Each row is one of the eleven rotations of the input, and the rows have been sorted lexically. The first column (F ) of this matrix contains the first characters of the contexts, and the last column (L) contains the permuted characters that form the output of the BWT. It is also necessary to transmit the position of the original string in the sorted matrix (row 5 in Figure 1(a) ); therefore, the complete BWT output for the string mississippi is the pair {pssmipissii, 5}. Because only a few characters are likely to appear in any given context, the permuted text is ideal for coding with a move-to-front transform (Bentley, Sleator, Tarjan & Wei 1986) , which assigns shorter codes to more recently-seen symbols.
Given the seemingly random nature of the permuted text, it may seem almost impossible to recover the original text with no other information, but in fact the reverse transformation can be performed relatively easily given the permuted string L, the index of the first character, and the sorted matrix F , which can be recovered from the permuted text in O(n log |Σ|) time. This is due to two key observations: firstly, that the sorted matrix is constructed using cyclic rotations, so each character in L is immediately followed by the corresponding character in F , and secondly, that the instances of each distinct character appear in the same order in both arrays-for example, the third occurrence of the letter i in L corresponds to the third i in F , and so on. In the example, we know that the first character is the m at position 5 of F , and that this must correspond to the m at position 4 of L, since there is only one m in the text. The next character is the i at position 4 of F , since characters in F immediately follow the characters at the same index in L. This is the fourth i in F , and so it corresponds to the fourth i in L (at position 11), which in turn must be followed by an s. Continuing in this way, it is possible to decode the whole string in O(n log |Σ|) time.
If it is not necessary to decode the entire string at once, a transform array W can be computed in linear time with a single pass through the L and F arrays, such that
where
, and id is the index of the original text in the sorted matrix. By traversing L with W , we have a means of decoding arbitrary substrings of the text.
A Boyer-Moore-based approach
The Boyer-Moore algorithm (Boyer & Moore 1977) is considered one of the most efficient algorithms for general pattern matching applications. It is able to recognise and skip certain areas in the text where no match would be possible.
The pattern is shifted from left to right across the text, as in brute-force pattern matching, but comparison is performed from right to left on the pattern. As soon as a mismatch is detected, the pattern is shifted to the right according to one of two key heuristics: the extended bad character rule and the good suffix rule.
To illustrate the operation of these heuristics, suppose that the pattern, P , is aligned at position k of T , and that a mismatch has been detected between the character at position i of the pattern-that is,
, the mismatched character of the text, and t = P [i + 1 . . . m], the suffix of the pattern which matches the corresponding portion of the text. The extended bad character rule proposes that if there is an occurrence of c in P to the left of i, that the pattern be shifted so that the two occurrences of c are aligned. If no such shift is possible, the pattern is shifted completely past the c in the text. The good suffix rule attempts to align the matched suffix, t, with a previous occurrence of t in the pattern (for example, in the pattern reduced, the suffix ed occurs twice). If there are no other occurrences of t in the pattern, then the pattern is either shifted so that the a prefix of the pattern matches a suffix of t in the text, or, if this is not possible, shifted completely past t.
The Boyer-Moore algorithm checks both of these heuristics at each stage of the matching process; if both shifts are possible, then the maximum is chosen. In this way, Boyer-Moore achieves so-called 'sub-linear' performance for most texts.
To apply the Boyer-Moore algorithm to the permuted output of the Burrows-Wheeler transform, we define an array Hr to relate the characters in T with their position in F , such that
The Hr array can be computed efficiently with the following procedure:
where id is the index of the first character in L, obtained from the BWT output.
The Hr array introduces the possibility of accessing random characters in the permuted string. Using this technique, we have implemented a Boyer-Moore algorithm for BWT by adapting a standard Boyer-Moore routine to access character i at F [Hr [i] ] instead of at T [i] . The asymptotic complexity is the same for this approach as for Boyer-Moore on uncompressed text, although in practice it is a little slower, due to the time taken to construct Hr, and an extra dereference each time a character is needed. Details of the performance of this method are given in Section 5.
Binary searching
A useful side-effect of the Burrows-Wheeler transform is that it produces, as an artifact of the inverse transform, a list of all the substrings of the text in sorted order, making it possible to perform a binary search on any file encoded with the Burrows-Wheeler transform-an O(m log n) pattern matching algorithm! Figure 1 (b) shows the sorted list of substrings for the text mississippi, generated by the BWT process. (The substrings start with the characters in the F column; the L array is provided for reference only.) Notice that all the occurrences of the substring is are together in the list (positions 3-4). This is an important observation in the application of binary search to BWT-compressed files.
In fact, it is possible to improve even on the above O(m log n) figure, and obtain a pattern matching algorithm that runs in O(m log n |Σ| ) time, if the F array of the BurrowsWheeler transform is not stored explicitly, but the starting position and length of each run of characters in F are stored in two arrays of size O(|Σ|), as is often the case in efficient implementations of the BWT. Therefore, if the first character of the pattern is c, then the lower and upper bounds for a binary search are available with two array lookups.
The enhanced binary search algorithm obtains all the matches with a fraction of the number of comparisons needed by linear-based algorithms such as Boyer-Moore. In fact, in situations where there are multiple matches present in the text, some matches will be found without any comparisons at all. This is possible because once two matches have been found, it is known that everything between them must also be a match, due to the sorted nature of the F array.
This extremely fast performance makes the binary search approach ideal for situations where speed is of the essence. One example is the 'incremental search' found in multimedia encyclopaedias and online application help. As the user enters a word character by character, a list of possible results is displayed. This list becomes shorter as more of the word is typed and the query made more specific. For example, a search for the word compression in a dictionary would start with all the results matching c, then co, then com, and so on. By the time the prefix compr has been typed, the number of possible results is probably small enough to fit on one screen.
Saving the start and end indices of the previous searches allows an improvement in the performance of the binary search, since these indices can be used as the bounds for the next search.
Experimental results
For the purposes of experimentation, a simple Burrows-Wheeler-based compression program, bsmp, was developed. bsmp uses a four-stage compression system: 1. a Burrows-Wheeler transform, with the block size set to the size of the entire file, 2. a move-to-front coder (Bentley et al. 1986 ), which takes advantage of the high level of local repetition in the BWT output, 3. a run-length coder, to remove the long sequences of zeroes in the MTF output, and 4. an order-0 arithmetic coder.
Naturally, bsmp does not compare particularly favourably in terms of speed, since no real effort was spent in optimising this simple system, but the compression ratios achieved by bsmp are at least comparable to bzip2's. For the remainder of the experiments in this chapter, bsmp will be used as the compression system, since this allows us to work with partially decompressed files, and to treat the entire file as one block. It is intended to examine in more detail the relationship between the BWT and the compression process, and eventually to adapt the techniques in this report for use with bzip2-compressed files.
There are a number of interesting choices to be made when implementing a blocksorting compressor such as bsmp. Fenwick (1996) examines these choices in some detail, but his compression system does not use run-length coding (step 3 above). In implementing bsmp, we have chosen to use two models for the arithmetic coder. The first models the lengths of runs in the MTF output, and the second the MTF values themselves. By always outputting a run length, we effectively compose a flag denoting whether this is a run or not with the actual run length, since there will be approximately a 90% chance that the run length will be one 4 . In a system based on Huffman coding, this would be wasteful, but an arithmetic coder allows a representation that is arbitrarily close to the entropy (Witten, Moffatt & Bell 1999) , and so a probablility of 90% can be coded in − log 2 0.9 = 0.152 bits.
There is some room for fine-tuning, but we are mainly concerned here with relative speed, not compression performance.
The main result we are interested in is, of course, whether or not searching is actually faster with the Burrows-Wheeler transform. Assuming that we have a file that has been compressed as described above, we could either completely decompress the file and then use a tool like grep to do the pattern matching, or only partially decompress the file (to the BWT-permuted output) and use one of the BWT search algorithms described in this report.
In considering which method to use, we must take into account the overheads associated with each stage of the decompression process. For example, if the inverse BWT phase is particularly costly, it may be better to search on the BWT-encoded file. However, if the time taken to decompress the arithmetic coding, run-length coding and move-to-front coding together far outweighs the cost of the inverse BWT and the search on the decoded text, or the search on the BWT file, then the choice of whether or not to perform the inverse BWT in full is largely arbitrary.
To investigate the individual parts of the decompression process, the bsmp decompressor was modified to produce as output a BWT file, which could then be fed into a BWT decoder if required. This allowed us to compare the relative performance of the BWT search algorithms with a decode-and-search approach. Figure 2 shows a timeline view of the three search algorithms on the 3.86 megabyte bible.txt file from the Canterbury Corpus. The 'uncompress' phase represents the time taken to decode the arithmetic coding, run-length coding and move-to-front coding, producing a BWT file. This file is then used for each of the three search methods:
• unbwt and bm apply the inverse BWT and uses a standard Boyer-Moore algorithm to search for the pattern. Rather than use a pre-built utility like grep for the patternmatching stage, it was decided to build a pattern-matching program from scratch, for • bwt-bm is the compressed-domain Boyer-Moore algorithm, as described in Section 3.
• bwt-binary is the binary search algorithm defined in Chapter 4.
Figure 2(a) shows the time taken to search for a single pattern. In this case, the unbwt phase takes approximately twice as long as the bwt-bm and bwt-binary methods, which take approximately equal time. In this case, either of the two compressed-domain algorithms would be appropriate. The main overhead for these algorithms is the time taken to construct the various transform arrays from the BWT output, as the search time for a single pattern is almost trivial. Figure 2 (b) illustrates the behaviour of the different search algorithms when searching for more than one pattern. In this case, a hundred words were randomly selected from the file as candidate patterns, and the pattern matching algorithms searched for each one in turn. The compressed-domain Boyer Moore algorithm was dramatically slower than even the plain-text search. One possible reason for this is that although the two programs share almost identical code, the permuted nature of the BWT output means that a compressed-domain Boyer-Moore algorithm must perform several array lookups per comparison, whereas in the plain-text algorithm, these can be replaced with pointer arithmetic. It is interesting to note that there is almost no difference between searching for one pattern with the binary algorithm and searching for a hundred. This underscores the fact that most of the time taken for the binary search is in loading and processing the BWT file.
Above about twenty patterns it becomes more efficient to decode the BWT file and search on the plain text than to use the compressed-domain Boyer-Moore algorithm. However, both these methods are dramatically slower than the compressed-domain binary search, which is almost constant at around 5.9 seconds for any number of patterns. The main disadvantage of the binary search approach is its memory requirements. All the search methods use a number of arrays whose size is proportional to the length of the input file. Commonly, characters are stored in a single byte and integers take four bytes. Since integers in this context are used as indices into the file, this representation allows for files up to 2 32 = 4 GB in size. Assuming single-byte characters and four-byte integers, an array of n characters will take n bytes, and an array of integers will take 4n bytes. Both the decompress-thensearch and compressed-domain Boyer-Moore methods use one array of characters and one of integers, for a total of 5n bytes of memory (disregarding other, smaller arrays whose size is O(|Σ|)), while the binary search method uses one character array and two integer arrays, for a total of 9n bytes. For a typical file one megabyte in size, this is an additional memory requirement of four megabytes. However, we believe that this cost is justified by the performance benefits of binary search, especially in light of the increasing amount of memory available on personal computers.
The other figure of interest is the number of comparisons performed during the search phase, since this represents the amount of work done by the algorithm. Table 1 shows the mean number of comparisons required to find all occurrences of a pattern in bible.txt by pattern length. Somewhat incredibly, the binary search algorithm is able to find every instance of a particular pattern in under a hundred comparisons on average, compared to Boyer-Moore (hundreds of thousands of comparisons) and linear search (millions of comparisons).
In the above experiments we have used patterns that are known to appear in the input file. However, in practice, there is no noticeable difference when searching for patterns that do not appear in the file. Binary search may have to perform one or two extra iterations, because it has direct access to patterns starting with a given character, but terminates almost as quickly as if an occurrence of the pattern had been found, while Boyer-Moore still traverses the entire file.
Conclusion
In this paper we have demonstrated how to take advantage of the structure placed in files compressed with the Burrows-Wheeler transform, and in particular how to use this structure for pattern-matching applications, introducing two new methods for solving the pattern matching problem in the context of BWT-compressed files.
As noted in Section 5, there is almost no difference in speed between the two compresseddomain algorithms for straightforward, single-pattern searches. In this case, the BoyerMoore algorithm has the advantage of lower memory requirements, and should prove useful for applications where memory is at a premium. On the other hand, the slightly higher memory footprint of the binary search algorithm is offset by dramatic performance gains for multiple pattern searches, and by a considerable increase in the power of possible searches, including boolean and 'pseudo-boolean' queries (and, or, near) and approximate matching.
In fact, the Burrows-Wheeler transform has many more uses than simple patternmatching. There are many other uses of a sorted list of substrings, such as finding the longest repeated sequence, detecting plagiarism in collections of text or source code, constructing a keyword-in-context (KWIC) index, and simple data mining, since, for example, all substrings containing the letters 'www.' will be adjacent.
There is still considerable scope for future investigation and research. In Section 5, we showed that it is possible to search directly on the permuted text, and in this way to achieve significant reductions in search time. However, if a file has been compressed with the 'BWT → MTF → RLE → VLC' method, it is still necessary to perform three stages of decoding to obtain the permuted text. This represents a significant amount of work-up to a third of the total search time in some cases.
It is possible to obtain the F array from the move-to-front output in O(n log |Σ|) time. It may be possible to extend this to other arrays required for pattern-matching, to gain a performance increase by skipping the reverse move-to-front step altogether. It may even be possible to skip the run-length decoding process in a similar way, leaving only the arithmetic decoding stage.
A disadvantage of the compressed-domain binary search algorithm is that it requires that the entire input file be treated as a single block. This requires enough memory to load the entire file at once, which may be infeasible when decoding files that are many megabytes or even gigabytes in size, although when encoding it may be possible to perform the sorting in several phases, similar to mergesort.
Most block-sorting compressors use much smaller blocks for the sake of increased performance. It is therefore necessary to investigate the effect of 'blocked' files on the performance of the binary search algorithm. This will involve developing a method to deal with the case when an instance of a pattern overlaps a block boundary. It is expected that the modified routine will be approximately O( ), where b is the block size. So far we have only discussed exact pattern matching with the Burrows-Wheeler transform. It is possible to adapt the binary search techniques outlined here to the task of wildcard pattern matching. For example, one could rotate the pattern so that the longest substring is at the beginning and can then be used to filter the text for possible matches, which can then be verified (Witten et al. 1999) . This is similar to the approach of Bratley & Choueka (1982) , but without the significant memory overhead of storing the rotated lexicon, since this is captured by the BWT.
