We measured the longitudinal sound velocity in Mo shock compressed up to 4.4 Mbars on the Hugoniot. Its sound speed increases linearly with pressure up to 2.6 Mbars; the slope then decreases up to the melting pressure of ∼3.8 Mbars. This suggests a decrease of shear modulus before the melt. A linear extrapolation of our data to 1 bar agrees with the ambient sound speed. The results suggest that Mo remains in the bcc phase on the Hugoniot up to the melting pressure. There is no statistically significant evidence for a previously reported bcc→hcp phase transition on the Hugoniot.
I. INTRODUCTION
Interest in complete equations of state and phase diagrams for transition metals such as Ta, Fe, Cu, and Mo has recently surged. These metals have high melting temperatures at elevated pressures (P ) and are stable to high P in diamond anvil cell (DAC) experiments, making them model candidates for studies at extreme conditions. To this end, many experiments and calculations have been published that address the high P melt curves and existence of high P phases .
These findings are controversial and often contradictory. The reports of "flat" melt curves for these metals [1, 2] are several thousand degrees below those previously reported [3] [4] [5] [6] 8, 9] and disagree with melting predicted by the Lindemann criterion [24] . DAC studies show that Mo remains bcc up to 5.6 Mbars at room temperature [9] . Hixson et al. [3] reported a bcc→hcp crystal structure transition at 2.1 Mbars (≈4100 K) and hcp→liquid at 3.9 Mbars (≈10 000 K) in their measurements of longitudinal sound speed (C L ) in shock-compressed Mo. However, similar work in Fe showed that such a solid→solid transition depended on sample purity [7, 8] . No such solid→solid transition is observed in Ta [6] or Cu [25] sound speed data. Theoretical studies disagree on the relative stability of the bcc and fcc phases [17, 21] or require the experimentally observed solid→liquid transition [3, 4] to be ignored or reinterpreted [15] .
High P DAC crystallographic experiments on Mo are restricted to room temperature [9] , or to ∼1 Mbar at high temperature (T ) [1, 2] , so the Hixson et al. [3] study anchors the high P ,T work. However, extrapolation of their results to ambient conditions disagrees with the measured ambient C L by ∼2 km/s. If correct, this would suggest a phase transition at P < 1 Mbar, which has neither been predicted nor observed. This discrepancy between observed and extrapolated sound speed values may have arisen from the use of asymmetric impactors, which increases the uncertainty in C L by incorporating the uncertainties in the impactor Hugoniot and sound velocities. While the recent work by Kleiser et al. [10] appears to confirm Hixson et al.'s [3] results, the experimental design is such that it would be unable to detect faster C L that * nguyen29@llnl.gov would contradict those results. It is therefore prudent to repeat the experiment using the latest technology and symmetric impactors to confirm or reject the existence of the reported phase transitions.
II. METHODS
The longitudinal sound velocity C L is related to material properties by
where K and G are the bulk and shear moduli, respectively, and ρ is the material density. C L is sensitive to changes in crystal structure since either or both K and G change with phase. Indeed, C L measurements are used to determine melting on the Hugoniot since G ≈ 0 in the fluid [3, [6] [7] [8] .
The experiment is based on the idea that the velocity of a rarefaction wave is faster than the initial shock wave in the laboratory frame [26] [27] [28] . Since U s < C L + U p , the rarefaction wave eventually overtakes the shock front. Both mass velocity U p and shock velocity U s are known from previous experiments [4] .
We need to determine the sample thickness D required for a rarefaction wave moving at C L + U p to overtake the shock front ( Fig. 1) in Mo. Since we cannot directly observe the rarefaction wave catching up to the shock wave inside the metal, we observe this catchup in bromoform (CHBr 3 ), the analyzer fluid, in contact with the sample. In Fig. 1 CHBr 3 fills the region between the sample and window. When the shock enters the CHBr 3 , the CHBr 3 emits light at an intensity proportional to U 7.6 p,Br [29] , where U p,Br is the CHBr 3 mass velocity (Fig. 2 ). This provides a sharp increase in emission upon shock breakout and abruptly decreases when the release catches up to the shock front and weakens it. The time interval between the onset of emission and the abrupt decrease t depends upon the thickness of Mo transited. This idea was used in previous sound speed experiments [3, [6] [7] [8] 26] . Because the analyzer has a lower shock impedance (ρU s ) than the Mo sample, a backwards-going rarefaction wave is formed when the shock arrives at the sample/analyzer interface, labeled as "R" in Fig. 1 . That rarefaction wave perturbs the velocity of the overtaking wave used to determine sound velocity. The experiment is designed so that we can determine the value of D for which the catchup rarefaction and the shock arrive at the sample/analyzer interface simultaneously ( t = 0) for each experiment, and minimize its uncertainty.
From D we can determine the sound speed at the shock pressure,
where ρ o and ρ are initial and shocked densities, d is the impactor thickness, and U s is shock speed in Mo.
The main source of uncertainty in C L is the experimental determination of D. The value of t decreases linearly as the Mo sample thickness approaches D. We use a sample with varying Mo thickness, and find D by extrapolation of the measured catchup times to t = 0. To improve accuracy we use six thickness ( Fig. 3 ) and use sample plates nearly as thick as D to minimize the extrapolation distance. Using six target steps requires extensive two-dimensional hydrodynamic simulations. These were carried out at various impactor velocities to ensure one-dimensional hydrodynamic flow in the observation area prior to the catchup event.
A two-stage light-gas gun launched 0.8-mm-thick impactors at the target [30] . At impact, two shock waves are generated, one into the stepped sample, the other into the impactor (solid red lines in Fig. 1 ). The shock moves through each target step into the CHBr 3 , which emits light. Meanwhile, the reverse-launched shock into the impactor traverses the impactor thickness, where it arrives at the Mo/Lexan interface of the impactor, and launches a release wave. The head of the release wave (dashed blue line in Fig. 1 ) travels toward the CHBr 3 through the compressed Mo impactor and target at the local Mo sound speed C L .
The target and impactors were 99.99% pure Mo purchased from ESPI Metals. To achieve the highest pressure (4.4 Mbars), a Ta impactor was used instead of Mo. Targets comprise six countersunk pockets of varying thicknesses between 1.0 and 3.0 mm, depicted in Fig. 3 . The baseplate was assembled in a liquid-tight container. We filled the detector side of the baseplate with degassed CHBr 3 . A fiber optic and lens assembly collected light at two distinct ∼200 μm diameter spots behind each pocket, for a total of 12 measurements.
Onset is easily identified. To find the catchup time (Fig. 2) , the intersection of two linear segments is calculated as described in Akin and Nguyen [31] . The primary source of uncertainty in t and C L arises from this calculation. To determine this calculation's impact, we use a Monte Carlo sampling algorithm. The results are tabulated and fit to a Gaussian distribution (inset, Fig. 2 ). The mean and standard deviation of that Gaussian function are used as the catchup time and uncertainty (σ ) in finding t. Extrapolation of a σ -weighted linear fit to t's dependence on step height determines the catchup distance D (Fig. 4) . In cases where non-Gaussian character (e.g., a boxy or bimodal distribution) was seen, we chose a broader σ Gaussian fit to overestimate the σ used in extrapolation while capturing the mean sampled catchup time.
Equation (2) uses D to find C L at the experimental pressure. Previous studies of the Mo Hugoniot [4] provided a straightforward way to determine P , ρ and their uncertainties given only impactor velocities. Uncertainties in D, ρ, and the Mo Hugoniot are propagated to find the uncertainty of C L , σ C L , typically 0.5% in this study.
III. RESULTS AND DISCUSSION
We plot the new C L data with those of Hixson et al. [3] in Fig. 5 . New data are also listed in Table I . The Hixson data are further differentiated by impactor type for each shot. Over the range of 1.8 < P < 3.5 Mbars, the data agree within their respective uncertainties. The reader may observe the increased error bars above 300 GPa on shots 450, 451, 4166, and 4168. The increased error on shots 450 and 4166 are due to attenuated light signals. On shot 450 this was due to a poorer quality (i.e., darker) batch of bromoform, which attenuates light signals. Data signals on shot 4166 were attenuated due to switching filters with a location change (Caltech to LLNL). Data signals on shot 4168 were not attenuated, but 4168 used a Ta impactor, which leads to a comparable increase in uncertainty. Shot 451's larger uncertainty is due to differences between channel-tochannel times on the two thicker steps. Masking these steps leads to calculated sound speeds of 9.65-9.85 km/s.
We note three significant differences between these new C L data and Hixson et al.'s [3] . First, model statistics do not Hixson's data error bars are nominally 2% [3] , and are shown on only one data point for clarity. 1-σ prediction bands are included in a fit to our data below the melting pressure. A linear fit with Hixson's data [3] is also shown above the melting pressure. A single data point at 16 .54 g/cc was not used in either fit. support a solid→solid phase transition at 2.1 Mbars. Second, the C L vs ρ slope, for P < 2.6 Mbars is significantly lower than that of Hixson et al. [3] ; this pressure range includes the putative solid→solid transition. Third, C L ceases increasing linearly above ∼2.6 Mbars. We will examine each of these points in detail.
To address the existence of a solid→solid phase transition at 2.1 Mbars [3], we proposed eight statistical models supporting a phase transition (two solid phases) and one model debunking this same phase transition (one solid phase). The models and associated statistical analyses are included in the Appendix below. The latter model follows Birch's law, a linear approximation to the sound speed equation [32, 33] . This model agrees well with our data. The two-phase models also capture all the data. However, as argued in the Appendix, it is more likely that the two-phase models fit the noise in the data rather than the underlying physics. We therefore cannot reject a simpler model of no phase transition in favor of a two-phase system.
The discrepancy between our results and those of Hixson et al. [3] (15) a Shot 4168 was the only nonsymmetric shot in this study. Shot 4168 used a 0.8 mm Ta impactor to shock Mo well into the liquid phase. Error bars on shot 4168 are accordingly larger due to the additional uncertainties in the Ta Hugoniot. Shots 4166-4168 were done at LLNL, the rest were carried out at Caltech.
implies another solid→solid transition, and that the existing phase on the Hugoniot is not bcc at P immediately below 2.1 Mbars. Alternately, pressure-induced s → d electronic transfer was considered the cause of this anomalous behavior [3, 34] . Linear extrapolation of the new data (with the lower b) to ambient yields C L = 6.3 ± 0.15 km/s. This is consistent with the hypothesis that Mo remains in the bcc phase at P 2.6 Mbars, and does not support a flat melt curve interpretation. This result is supported by preliminary x-ray diffraction work showing Mo is bcc at ∼3 Mbars [35] . Above ∼2.9 Mbars, these data suggest a decreasing shear modulus in Mo, shown by a decrease in b from 2.9 Mbars to the melt curve. This behavior was seen in Cu sound speed experiments [25] , and is consistent with a predicted decrease of shear modulus prior to melt. Shear-wave velocity in the Earth's inner core also decreases near the melting pressuretemperature. Martorell et al. [36] attributed this decrease in elastic properties of hcp-Fe. For Mo in particular, our sound speed results are consistent with calculations by Cazorla et al. [17] showing that the bcc phase is more stable than the fcc phase up to 3.5 Mbars.
IV. CONCLUSIONS
We measured the longitudinal sound speed C L of Mo shocked to 1.3 to 4.0 Mbars using symmetric impacts. A single nonsymmetric impactor was used to shock Mo to 4.4 Mbars. The rate of change of sound speed with density is lower than that observed by Hixson et al. [3] and extrapolates to the measured ambient C L . It is consistent with a stable bcc phase to at least 3.4 Mbars. We see no evidence for a previously reported solid-solid phase transition at 2.1 Mbars [3, 10] . Instead, these data show a stable phase up to 3.4 Mbars, with decrease of the shear modulus starting as early as 2.6 Mbars.
Since previous work by Hixson et al. [3] suggested a solidsolid phase transition at 2.1 Mbars, we fitted our sound speed data from 1.26 to 2.60 Mbars to single-phase models and twophase models. The single-phase model follows Birch's law, a linear approximation to the sound speed equations derived from lattice dynamics [32, 33] ,
where a and b are constants for a phase. Similarly, the twophase model consists of two lines, one before and one after the phase transition,
Strictly speaking, the one-and two-phase models cannot be treated as nested due to their different functional forms, and so tests such as the likelihood ratio, F-test, or χ 2 -difference tests are invalid. However, we can compare the relative quality of fit for these models to the single-phase model and make some estimates regarding the value of the more complicated model. We chose to do so through the χ 2 statistic,
We also calculated the probability Q χ 2 ,ν that a larger calculated χ 2 for the fit would be observed due to chance,
where ν is the number of degrees of freedom (data points − independent variables) and (x) = ∞ 0 (t) x−1 e −t dt. We tested this model for phase transition at different densities. The resulting χ 2 and Q χ 2 ,ν values, as well as the calculated sound speed at ambient pressure C L,0 , are tabulated in Table II for each fit. One of the single-phase models is included for comparison.
All of the models adequately capture the data. We then apply both statistic and physical tests to determine the correct model for this set of data. From a statistical point of view, the additional fit parameter of the two-phase models will lead to improved χ 2 values compared to the single-phase model, as is shown in Table II . Such additional fit parameters increase the ability to fit noise in the data as well as the underlying physics. Because the single-phase model is sufficient to explain and predict the results, indicating that the physics has been adequately modeled, the additional complexity of a two-phase model is not justified. A specific case of model 5 will be discussed below. From a physics point of view, the singlephase model agrees with Birch's law best on extrapolation to ambient sound velocity C L,0 . We therefore select the singlephase model.
There is a large difference in the χ 2 value of the single-phase model and model 5 (Table II) , which corresponds to a phase transition near the putative transition at 2.1 Mbars. This model has an unusually small χ 2 statistic, which may encourage some readers to accept it as the "correct" model, and to argue that a transition exists at this pressure as a result. If we assume that model 5 were a perfect model of the actual underlying physics of the transition, and we repeated the experiment with similar levels of precision, we would obtain a χ 2 value this size less than 3% of the time. It is more likely that model 5 is fitting noise in the data, rather than underlying physics. Given the good agreement of the single-phase fit, we cannot reject the simpler hypothesis of a single phase in favor of a two-phase system. Additional sound speed data in the 14.1-14.7 g/cc density range, of better than 0.1% accuracy and precision, would be needed to further resolve these models. These authors feel that even with the improved design and analysis techniques presented here, such data would need to be taken at impractically frequent spacings, that we prefer an alternate diagnostic method.
