Hinreichende Bedingungen Für Die Analytizität Komplexwertiger Funktionen  by Ridder, J.
MATHEMATICS 
HINREICHENDE BEDINGUNGEN FUR DIE ANALYTIZITAT 
KOMPLEXWERTIGER FUNKTIONEN 
VON 
J. RIDDER 
(Communicated at the meeting of October 26, 1963) 
Verfahren entwickelt in Arbeiten von WESTERMANN [l] 1) und 
TROCHIMTCHOUK [2], [3] lassen sich anwenden zur Erhaltung des im 
Hauptsatz ( § 3) gegebenen allgemeinen Systems von Bedingungen, hin-
reichend (und notwendig) zur Analytizitat von in Bereichen von R<2> 
stetigen komplexwertigen Funktionen. 
§ l. Definition. Ein in den Punkten eines Bereiches B von R<2> 
(xOy positiv orientiertes rechtwinkliges Koordinatensystem) definierter 
Vektor ~(x, y) hat in (xo, yo) E B die Eigenschaft K, falls: ex. in (xo, yo) 
drei Jordanbogen J1(x0, yo) zusammentreffen, deren jeder verlauft in 
einem von drei bis auf den Mittelpunkt (xo, Yo) paarweise fremden, 
abgeschlossenen und in B liegenden Kreissektoren von gleichem Radius, 
und mit: J 1(x0 , yo)= [x=(pj(t}, y='lfi(t) mit fPi und 'Iff stetig in [0, l], xo= 
=cp1(0}, Yo='l/)1(0}, und (rpJ(l}, '1/)J(l}} auf dem zugehOrigen Kreisbogen] 
_,. _,. 
( ·-l 2 3)· {J 1· l~(x,y)-~(xo,yo)l dl. h · t [. l 2 3 ..,( J - , , , • 1m sup .., en 1c IS J = , , ; u x, y; 
(a:.y)->-(x,.v,l u(x, y; Xo, yo) 
("'. y) e JJ(x,.v,) 
xo, yo)= V{(x-xo)2 +(y-yo)2}]. 
Wir wenden die nachfolgenden Bezeichungen an. 
O(x, y; r) ist die abgeschlossene Kreisscheibe mit Mittelpunkt (x, y) 
und Radius r. 
{ ex1 <n>, ex2 <n>, ex3 <n>} (n= l, 2, 3, ... ) sind alle Tripel von rationalen Zahlen 
mit 0 ~ ex1 <n> < ex2<n> < exa<n> < 2n. 
Zu jedem Tripel { ex1 <n>, ex2<n>, ex3 <n>} und jeder nattirlichen Zahl m gehoren 
drei Mengen WJ[(x, y); m, n] von Punkten (x+e cos ex, y+e sin ex) mit 
O<e~lfm,ext<n>-lfm<ex<ext<n>+l/m (j=l,2,3}; wir beschranken uns 
auf solche Paare (m, n), fur die zwei abgeschlossene Hullen w1[(x, y); m, n] 
immer nur den Punkt (x, y) gemein haben. 
3 
,L w1[(x, y); m, n] wird dann die Vereinigung der drei (nicht leeren) 
i=l 
1) Nummern m eckigen Klammern weisen auf die Bibliographie am Ende 
hin. - Ich danke dr. WESTERMANN bestens fiir kritische Durchsicht des Manuskripts. 
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2 
abgeschlossenen Kreissektoren sein, deren Komplement in bezug auf 
-- 3. 
O(x, y; 1/m) mit z w1[(x, y); m, n] zusammenfallt. Bei positiver Um-
i~I 
drehung urn (x, y) sollen on, W1, w2, w2, wa, wa nacheinander durchlaufen 
werden. 
Bei Beschrankung auf die oben angegebenen Paare (m, n) fiihren wi 
ein die 
Definition: In den Punkten eines Bereiches B ist ein Vektor ~(x, y) 
definiert. T(II; m, n) ist dann ein System von Jordanbogen, welches 
einer in B liegenden perfekten Menge II und einem Zahlenpaar (m, n), 
mit korrespondierender Menge F m, n C II, zugeordnet ist, mit: 1 o Abstand 
von II zum Rande 0 von B groBer als ljm; 2° Fm,n tiberall dicht in II, 
und mit folgenden Eigenschaften fiir die Jordanbogen: 3° fiir jeden 
Punkt (x, y) E Fm,n gibt es drei zugeh6rige Bogen J 1(x, y) (j=1, 2, 3); 
dabei verlauft J 1(x, y) (definiert wie in der ersten Definition) im abge-
schlossenen Kreissektor WJ[(x, y); m, n]; 4° aus (x, y) E Fm,n, (x', y') E 
->- ->-
EJJ(X, y) folgt fiir die Vektoren ~(x, y) und ~(x', y'): 
->-
l~(x', y')- ~(x, y)i < 
15(x', y'; x, y) = m. 
Sat z . B sei ein beschrankter Bereich in R<2>, xOy ein positiv orien-
tiertes rechtwinkliges Koordinatensystem. 
->-
Vz(x, y) sei, fiir l= 1, 2, 3 oder 4, ein in B definierter Vektor mit stetigen 
->-
Komponenten P(l)(x, y), Q<Z>(x, y) parallel zur x- bzw. y-Achse; ~z(x, y) 
sei der adjungierte Vektor mit Komponenten ~<Z>(x, y) = Q(l>(x, y) und 
Q<Z>(x, y) = -P<Z>(x, y) parallel zur x- bzw. y-Achse. 
Vorausgesetzt wird: 2) 
1° ~z(x, y) hat in jedem Punkte (x, y) E B-Ez die Eigenschaft K; 
00 
dabei ist E 1 C B eine Summe z Ez<P> mit jeder Menge Ez<P> von end-
:v~I 
lichem linearen MaB und a bgeschlossen in B; 
3° ist 0 1 die (offene) Teilmenge von B, deren jeder Punkt eine in B 
liegende Umgebung .Qz(x, y) hat, mit 
(1) ~ 0 ~ fR(I) P<ndx+Q(l>dy, bei jedem Segment 1 C .Qz(x, y), R(I) ( positiv orientiert, 
und 0=01·02·0a·04, so nimmt bei jedem Punkt (xo, yo) EB-0, jede (in 
2) Die Numeriernng der (hier folgenden) Bedingnngen ist die&elbe wie die der 
korrespondierenden Bedingnngen in [1 ], § 31 (Satz D*) u. § 34 (Satz (Dbis)*); 
Bedingnng 2° fallt hier aus. - Laf3t man die E 1 nnd zugehorige E 1<:v> zusammen-
fallen in einer Menge E bzw. zugehorigen E<:v>, so andert sich der Umfang des 
Satzes nicht; der Beweis vereinfacht sich einigermaf3en. 
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x und y stetige) Funktion 
-+ -+ 
l~z(x, y)-~z(xo, Yo)l 
<5(x, y; xo, yo) 
[mit <5(x, y; xo, Yo)= V{(x-xo)2 +(y-yo)2}] in jedem k-fach zusammen-
hangenden, abgeschlossenen Teilbereich 1J von 0 (k= 1, 2, ... ) ihren 
Maximahvert in einem Randpunkt von D an. 
Gibt es nun in B einSegment 1o mit einem der Integrale fR<Io)P<l)dx+Q(lldy 
(l= 1, 2, 3 oder 4) < 0, so ist die Menge S der Punkte von B, die in jeder 
Umgebung Segmente enthalten, fur die mindestens ein solches Randintegral 
< 0 ist, nicht leer und perfekt in B. A uch enthalt S dann ein Stuck JI<4>, 
welches folgende Eigenschaften hat: 1° es gibt ein Segment u<4> mit JI<4l _ 
_ (u<4l.S); 2° fur jedes l=1, 2, 3, 4 existieren zwei Moglichkeiten: ex:. es 
gibt einen zugeh6rigen pz-Wert mit II<4l ~ Ez<Pz>, oder: {J. es gibt eine zuge-
horige positive Zahl l'z mit 
-+ -+ 
(2) ~ I ~z(x', y')- ~z(xo, yo) I .~ rz 0 <5(x', y'; Xo, Yo_) fur jeden Punkt ( . (xo, yo) E II<4l und 7eden Punkt (x', y') E u<4l. 
Dabei ist es nicht moglich, daft nur der erste Fall fur jedes l = 1, 2, 3, 4 
auftritt. 
Beweis. DaB S nicht leer und in B perfekt ist, ist evident. U sei 
ein Segment in B, das im Innern Punkte vonS enthalt; nun sei F _ (U·S). 
-+ 
Durch Anwendung von [1), § 26 (Lemma 1) in B auf ~1(x, y) und F, 
00 
mit E1 = L E1<P>, folgt die Existenz eines Stiickes JI<Il von F, bestimmt 
p=l 
durch ein Segment 11 C U 3), wobei II<1> Teilmenge einer Menge E1 <P1l 
ist, oder ein zugehi:iriges System T(JI<I>; m0<I>, n0<ll) (gemaB der letzten 
Definition) hat 3a). Im ersten Fall folgt, gemaB den Betrachtungen von 
[1), § 33 (letzter Absatz), fiir jedes Segment i ~ 11: 
(3) fR(t) P<1>dx + Q<1> dy ~fro· da = o. 
-+ 
Durch Wiederholung dieser Verfahren folgt fiir ~2(x, y) und JI<I>, mit 
00 
E2 = L E2<P>, die Existenz eines Stiickes II<2> von II<1>, bestimmt durch 
p=l 
ein Segment 12 C h, wobei Jl(2) Teilmenge einer Menge E 2 <P2l ist, oder . 
ein Zugehi:iriges System T(JI<2>; m0<2>, n0<2>) hat. 
Nach nochmals zwei Wiederholungen gelangt man zu einem Stuck 
JI<4>, bestimmt durch ein Segment 14 CU, wobei JI<4> (echte oder unechte) 
Teilmenge von l Mengen Ez<Pz> und (4-l) Mengen Jl(l), mit zugehi:irigen 
3) Also II<ll """ (It. F). 
3a) Der Diameter von 11 (und ebenso von 12, 1a, 14) ist immer genugend klein 
zu wiihlen. 
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Systemen T(Jl<l); mo(l>, no<ll) (jedes l~4). Dabei ist O~l<4; denn die 
Giiltigkeit von (3), auch mit dem Ziffer 1 ersetzt durch 2, 3 und 4 fiir aile 
Teilsegmente i von 14 ware im Widerspruch zu der Definition von S 
und O=i=Jl<4l C S. 
Fiir Jl<4> und die Indizes l= 1, 2, 3 oder 4, zu welchen im vorigen ein 
System T(Jl(ll; mo<ll, no<ll) erhalten wurde, lassen sich Betrachtungen wie 
in [1], §§ 28 u. 29 anwenden, wobei l(l> = 0 gesetzt werden soli. Daraus 
folgt dann fiir solche l-Werte die zweite, unter 2° im Satze angegebene 
Behauptung. 
Bemerkung. Gibt es eine Menge Ez<P,>(l = 1, 2, 3 oder 4) mit 
Jl<4> ~ E 1<P1>, so folgt aus der Endlichkeit des linearen MaBes von E 1<P1>, 
daB Jl<4> ein FlachenmaB Null hat. Im entgegengesetzten Fall folgt, 
_,. 
nach einem Satze von STEPANOFF [4] 4), daB ~1(x, y) [d.h. seine Kompo-
nenten ~z(x, y) und Oz(x, y)] in fast allen Punkten von Jl<4> total-differen-
zierbar ist fiir l= 1, 2, 3 und 4. Dies gilt somit allgemein fiir Jl<4>. 
§ 2. Nach Analogie von [1], § 27 (Def.) folgt hier die 
Definition: I sei definiert in einer Umgebung B von z = x+iy. 
Eine Folge {zn} von Punkten dieser Umgebung konvergiere gegen z, 
wobei fiir Zn-Z=rn·eian (rn>O; O~iXn<2n) die durch iXn festgelegten 
Richtungen gegen eine durch iX(z) angegebene Richtung konvergieren 
sollen. Eine derartige Punktlolge deuten wir durch ~[iX(z)] oder ~[iX(x, y)] an. 
Gibt es nun einen Grenzwert 
li l(zn)- l(z) 
m ' 
n--.oo Zn-Z 
so definiere dieser die zu ~[iX(x, y)] gehorende partielle Ableitung von I in z, 
Dmac.11 f(z). Bei f = u + i v, z == x + i y, Zn = Xn + i Yn laBt sich schreiben: 
Dl)'raczll l(z) = e-iaczl Dm<>CMll u(x, y) + ie-iaCz) Dl)'racz. 1111 v(x, y), 
mit 
D ( ) 1. u(xn, Yn)- u(x, y) lj[<>(X,I/)] U X, y = 1m _..:.__.:__.:;:_..:__..:._;..::..:, 
n-..oo rn 
und 
D ( ) 1. v(xn, Yn)- v(x, y) fj[a(a:,l/)] V X, Y = 1m , 
....... oo rn 
4) Dieser lautet: Ist f(x, y) in einem beschrankten Bereiche B endlichwertig, 
und stetig in den Punkten einer mel3baren Teilmenge E von B, so ist eine not-
wendige und hinreichende Bedingung dafiir, dal3 f(x, y) in fast allen Punkten von 
E total-differenzierbar sei, dal3 
L ( ) _ r Jf(x+h,y+k)-f(x,y)J 
1 x, y = un sup ''(h2 + k2) 
h->O,k-+0 r 
fast iiberall in E endlich sei. 
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Satz. Hat fin zein totales Differential, so ist die Menge aller Punkte 
Dg:[o:<z>J f(z), bei £X(z) und tj[£X(z)] variabel, ein (ev. in einen Punkt 
entarteten) Kreis imz; dabei ist immer 
mit 
und 
Dg:[<X(zll f(z) = A(z) + B(z) . e-2io:(zl, 
1 (ou ov) . (ov ou) A(z) = 2 - +- + ! ~ - - -ox oy ox oy 
B( ) _ 1 (ou ov) 1 • (ov ou) 
z - 2 ox - oy + 2 ~ ox + oy ' 
woraus folgt, daB A(z) der Mittelpunkt-, IB(z)l der Radius von imz ist 5). 
Definitionen. f hat im Punkte z des Bereiches B die Eigenschaft K', 
falls es drei Punktfolgen tj[£X<J>(z)] - { zn<i>} (j = l, 2, 3) von der oben 
angegebenen Art gibt, mit den drei von z ausgehenden und durch die 
Winkel £X<J>(z) festgelegten Halbstrahlen auf verschiedenen Geraden, und 
mit zugehorigen einander gleichen Grenzwerten: 
. f(zn<J>)-f(z) 6 lim arg <J> ). 
n-+oo Zn -z 
I hat in z E B die Eigenschaft K", falls es zu drei Punktfolgen {j[£X<J>(z)] 
wie im vorigen Absatz endliche, einander gleiche Grenzwerte 
(4) hm . 'f(zn<J>)- f(z)l 
n-+oo Zn<i>- Z 
gibt. 
I hat in z E B die Eigenschaft K'", falls es zwei Punktfolgen tj[£X<J>(z)] = 
= {zn<i>} (j = l, 2) gibt, mit den von z ausgehenden und durch die Winkel 
tx<i>(z) festgelegten Halbstrahlen auf verschiedenen Tragern, und mit 
endlichen, einander gleichen Grenzwerten Dm .. <i><z>J f(z) 7). 
Definition. f = u + i v hat in z = x + i y E B die Eigenschaft K 0'", 
falls es zwei Paare von Punktfolgen {tj[£X<J>(x, y)], {Y[,B<i>(x, y)]} (j = l, 2) 
gibt, mit den von z ausgehenden, und durch die £X<i>(x, y), ,B<i>(x, y) fest-
gelegten Halbstrahlen fiir jedes j aufverschiedenen Geraden [O<,B<i>(x,y)-
-£X<i>(x, y)<n], und mit zugehorigen partiellen Ableitungen Dmo:<i>ca:.u>J u, 
Dmp<i><a:.un v in (x, y), wobei in (x, y): 
(5a) IDm .. <I><a:.u>J u Dm .. <I><a:.un vi= 1Dmp<l><a:. 11>1 u Dg:[p<l><a:.u>J vi sin ,B<l>(x, y) cos ,B<l>(x, y) · sin £X(ll(x, y) cos £X(ll(x, y) 
5) Vergl. fiir diesen einfachen Satz etwa [2], § 2. 
6) Dies impliziert f(z,.<ll) =1= f(z). 
7) Die Eigenschaften K', K", K 111 fordern weniger als die gleichbezeichneten 
Eigenschaften bei MENCHOFF [5] und TROCHIMTCHOUK [2]. 
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und 
(5b) I D 11r .. <2><z. vll· u - Dmcx<2l(z, 1111 vI = I DIJrfJ<2l(z, vll u - DIJrfJ<2l(z, vll _vI· cos f3<2>(x, y) sin f3<2>(x, y) cos tX<2>(x, y) sin £X(2l(x, y) 
sein soil. 
Bemerkung. Man rechnet leicht nach, daB bei tX<l>(x, y)=tX<2>(x, y)= 
= tX(x, y) und (J<1>(x, y) = (J<2>(x, y) = {J(x, y), und die zugehorigen Punkt-
folgen jedesmal identisch, die Bedingungen Ko'" und Km zusammenfallen. 
Sa tz . Ist die im Bereiche B definierte Funktion I in z E B total-
differenzierbar, und hat sie in z die Eigenschaft Kom, so existiert f'(z) 
(d.h. I ist monogen in z). 
Beweis. Aus (5a) folgt in (x, y): 
DIJ[cx(ll(z,vll • · {R(l)( )- (1)( )} + • Sill p X, y lX X, y . . l [v. sin fJ<I>(x, y)- u. cos fJ<I>(x, y)J . D · [-v·sin tX<I>(x, y)+u·costX<1l(x, y)J :..._ 
+ IJrfJ<ll<z. "11 · sin {fJ<I>(x, y) -lX(l>(x, y)} - 0 · 
(6) 
Zwischen eckigen Klammern stehen die Komponenten parallel tX<I>(x, y) 
und {J(l>(x, y) des Vektors mit Komponenten v und u parallel zur x- und 
y-Achse. Da aus der Total-Differenzierbarkeit eines Vektors die Invarianz 
seiner Divergenz hervorgeht 8), folgt aus (6} in (x,_y} auch: 
~v+~u=O 
~X ~y 
~u ~v 
oder -=--. ~y ~X 
Analog ftihrt ( 5b} zu 
~u(x, y} 
~X 
~v(x, y} 
~y 
Zusammen mit der Total-Differenzierbarkeit v<;m l=u+i v liefern diese 
Differentialgleichungen die Existenz von f'(z). 
Definition. In .einem Punkte z E B mit der Eigenschaft K" fiir I 
und den zugehorigen Grenzwerten (4} #0 heiBt dieAbbildung l(z) direkt, 
-falls die Orientierung der drei von z ausgehenden Halbstrahlen z Zn <J> 
(j = 1, 2, 3) fiir aile gentigend groBen n-Werte dieselbe ist wie die der 
korrespondierenden Halbstrahlen l(z) l(zn<J>) 9). 
Satz. Ist die in einem Bereiche B definierte Funktion I in einem 
Punkte z E B total~differenzierbar, und gentigt sie in z einer der Be-
B) Siehe etwa [6], §§ 1, 2. 
B) Bei Anwendrmg der Definition von Direktheit von TRocmMTOHOU'K [2], 
S. 22 konnen die Formulierrmgen des nachfolgenden Satzes rmd des Hauptsatzes 
rmgeandert beibehalten werden. 
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dingungen: K'; K", erganzt mit Direktheit der Abbildung in z falls die 
zugehorigen Grenzwerte (4) einen Wert =1= 0 haben; K'", so existiert in z 
eine (endliche) Ableitung f'(z) (d.h. I ist monogen in z). 
Beweis 10). Wegen der Total-Differenzeirbarkeit ist die Menge der 
Punkte Dma<zll f(z) ein Kreis ID'lz. Unter einer jeden der drei zugelassenen 
Moglichkeiten ist ID'lz in einen Punkt entartet. Denn im ersten und dritten 
Fall fiihrt die Annahme B(z) =I= 0 leicht zu einem Widerspruch; im ersten 
Fall gabe es einen Halbstrahl durch den Ursprung, welcher ID'lz in drei 
voneinander verschiedenen Punkten schneiden miiBte, wahrend es im 
dritten Fall einen Halbstrahl durch den Ursprung gabe, welcher den 
Kreis in zwei voneinander verschiedenen Punkten im gleichen Abstand 
vom Ursprung schneiden miiBte. Im zweiten Fall mit den Grenzwerten (4) 
=1= 0 gabe es bei B(z) =1= 0 auf ID'lz drei voneinander verschiedene Punkte im 
gleichen Abstand vom Ursprung. Also miiBte der Mittelpunkt von ID'lz im 
Ursprung und A(z)=O sein; dann ware 
ou ov ou OV 
ox = - oy' oy = ox 
und existierte J' =1= 0 in z, was jedoch der Annahme der Direktheit der 
Abbildung in z (fiir f) widerspricht. Somit folgt B(z) = 0, und damit die 
Existenz von f' ( =1= 0) in z. Im zweiten Fall mit dem Grenzwerte ( 4) 
=0 muB wieder B(z)=O sein; somit existiert f'(z) und hat nun den 
Wert Null. 
§ 3. Definition. Eine im Bereiche B von R<2J (xOy positiv orien-
tiertes rechtwinkliges Koordinatensystem) definierte komplexwertige 
Funktion l(z) = u(x, y)+i v(x, y), mit z- x+i y, hat in zo- xo+i Yo E B 
die Eigenschaft K, falls in zo drei Jordanbogen J,(xo, yo) enden, deren 
jeder in einem von drei abgeschlossenen Kreissektoren verlauft mit 
Mittelpunkt z0 und paarweise fremd bis auf den Punkt zo, und mit den 
Grenzwerten 
li I f(z)- l(zo) I m sup 
z-+z,;uJJ z-zo 
endlich n ). 
Hauptsatz. Im beschriinkten Bereich B sei l(z) oder f(x + i y) = 
= u(x, y)+i v(x, y) stetig. Vorausgesetzt wird: 
00 
1° in jedem Punkt (xo, yo) E B-E, wobei E= 1 En mit jedem En von 
n~l 
endlichem linearen MajJ und abgeschlossen in B, hat I die Eigenschaft K; 
10) Vergleiche [2], S. 12, 13. - Der fall K"' folgt auch schon als Korollar aus 
dem vorigen Satz. ....,. ....,. 
11) Anders gesagt: Die Vektoren ~h(x, y) """{-v(x, y}, -u(x, y)} und ~Mx, y)""" 
{u(x, y}, - v(x, y)} haben in (xo, yo) die Eigenschaft K (im Sinne der Definition von 
§ 1) ; es genugt schon, daJ3 einer dieser V ektoren diese Eigenschaft K hat. 
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2° in fast allen Punkten z E B ist mindestens eine der drei folgenden 
Bedingungen erfallt: 
a. in z hat f die Eigenschaft K'; 
b. in z hat f die Eigenschaft K"; die Abbildung f(z) ist aufterdem direkt 
in z, falls der zugehOrige Grenzwert [( 4) in § 2] # 0 ist; 
c. in z hat f die Eigenschaft Ko"'. 
Dann ist f analytisch in B 12). 
Beweis. Wegen Bedingung 1° laBt sich der Satz von § 1 anwenden 
~ ~ ~ 
mit V1(x, y) = {u(x, y), -v(x, y)}, V2(x, y) = {v(x, y), u(x, y)}, Va(x, y)= 
=- t\(x, y) und V4(x, y) =- V2(x, y), wodurch ~1(x, y) und ~2(x, y) wie 
.... .... 
in FuBn. ll, und ~a(x, y)= -~1(x, y), ~4(x, y)= -~2(x, y); aile Vektoren 
~z(x, y) (l= 1, ... , 4) haben die Eigenschaft K von § 1 in den Punkten 
von B-E, wobei E1=E2=Ea=E, und 1° des Satzes von § 1 ist erfiillt. 
Auch Bedingung 3° jenes Satzes ist erfiillt, da (1) mit l= 1, 2, 3 und 4 
im hier betrachteten Fall in 
JR(I) u dx-v dy = 0, JR(I) v dx+u dy = 0, also JR(I) f(z) dz = 0 
iibergeht, und somit f(z) in 0 = 01 · 02 · Oa · 04 analytisch ist. 
Gibt es in B ein Segment lo mit JR(Io) f(z) dz # 0, so ist die MengeS der 
Punkte von B, die in jeder Umgebung Segmente mit Randintegral von 
f(z) # 0 enthalten, nicht leer und perfekt in B. Nach dem Satze von § 1 
nebst Bemerkung folgt dann bei der speziellen Art der ~z die Existenz 
eines Stiickes II<4> von S, festgelegt durch ein Segment u<4>, und mit der 
Relation (2) fiir l= 1, 2, 3 und 4, wahrend u und v dabei in fast allen 
Punkten von II<4> total-differenzierbar sind. In fast allen Punkten von 
II<4> ist f nun auch monogen wie aus den Bedingungen 2° a, b oder c mit 
dem zweiten und dritten Satz von § 2 hervorgeht. 
Nach dem LooMAN-MENCHOFFschen Satze 13) folgt, daB f in u<4l 
analytisch ist im Widerspruch zu Il<4> # 0. 
Der Hauptsatz ist damit bewiesen. 
SchluBbemerkung. Die Theoreme 9 und 12 in TRocHIMTCHOUK [2] 
sind Spezialfalle des Hauptsatzes. Die Theoreme 3 und 6 von [2] (siehe 
12) Aus einem Satz von § 2 folgt, daiJ die Bedingung Ko"' im Hauptsatz wnter 
c. durch K"' ersetzt werden darf. 
13) Dieser lautet: Ist /(z) == u(x, y)+i v(x, y) im Bereiche G stetig mit endlichen 
extremen Derivierten von u und v nach x und yin den Punkten von G-E, mit 
E abziihlbar, und ist in fast allen Punkten von G 
i)u oo oo ()v 
()x = ()y' ()y =- ()x' 
so ist f analytisch in G. 
9 
auch [3]) werden nicht umfaBt; die in heiden auftretende Ausnahme-
oo 
menge HiBt sich jedoch wieder erweitern zu einer Summe ,L E<n> mit 
n-1 
jedem E<n> abgeschlossen im betrachteten Bereich und von endlichem 
linearen MaBe. 
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