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ABSTRACT
Progress in microwave and millimeter-wave technologies 
has made possible advanced diagnostics for application to 
various fields, including radio astronomy, alien substance 
detection, plasma diagnostics, airborne and space-borne 
imaging radars called as synthetic aperture radars, and living 
body measurements. Transmission, reflection, scattering, and 
radiation processes of electromagnetic waves are utilized as 
diagnostic principles. The diagnostics are classified as active 
and passive systems. Specifically, active radar reflectometry 
has become of importance in various applications due to 
the possibility of high localization and accessibility of the 
measurements as well as the non-invasive nature of the 
systems. In this paper, recent development and application of 
radar reflectometers are described. The key words are profile 
reflectometry, fluctuation reflectometry, imaging radar (optics 
imaging and synthetic aperture imaging), and radio-optics 
fusion technology in order to improve the spatial resolution.
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Radar Reflectometer / Imaging Radar 
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for biomedical signals
Google Earth SAR Imaging
Synthetic aperture radar (SAR)
Industrial application to
- non-destructive inspection
- car collision avoidance 
- profile meter 
Imaging reflectometry 
for plasma density fluctuations
Imaging sensor
1. Introduction
Radar (radio detection and ranging) is a well-known measurement technique 
that employs electro-magnetic waves to determine the direction and position of 
unknown objects. Radar was first applied for military usage with great success. 
Application to remote sensing and in-vehicle systems for collision avoidance and 
automatic cruise control has also been extremely fruitful due to the high transmis-
sivity of microwaves under various atmospheric conditions in comparison with 
infrared and visible light. Recently, radar systems have been utilized in various 
fields because the diagnostic systems have the features of (i) good accessibility, (ii) 
non-invasive nature, as well as (iii) good spatial resolution in the range direction. 
In the present paper, we focus on the development of radar reflectometry and its 
application to fusion plasma diagnostics (Section 3), biomedical signal detection 
(Section 4), and remote sensing (Section 5), all of which make use of the above 
mentioned features. Here, the progress in microwave and millimeter-wave devices 
and circuits, such as monolithic microwave integrated circuits (MMICs), and data 
processing including computer technology has contributed to the rapid advance-
ment in radar diagnostic technology for the understanding of physics issues in 
the above-mentioned fields.
All of the above-mentioned features are extremely important for fusion plasma 
diagnostics and depend upon specific characteristics in plasmas, such as the cut-off 
density. Here, when an electromagnetic wave is launched into a plasma, the wave 
is reflected at the corresponding cut-off layer. The frequency corresponding to the 
cut-off in plasmas of fusion interest typically spans the microwave to millimeter 
wave region. Due to the high degree of localization of the measurements and 
modest requirements for diagnostic port window access, radar reflectometry has 
become a common diagnostic of high density plasmas, and it is now utilized on 
a number of magnetic fusion devices.
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Microwave/millimeter-wave reflectometry has also become of importance in 
various biomedical measurements, specifically due to its non-invasive nature. Two 
characteristics of microwave/millimeter-wave diagnostic systems combine to act 
effectively. The first is the penetration characteristics through dielectric materials. 
The second is the use of sensitive phase fluctuation measurements. These features 
are appropriate for biomedical imaging while maintaining appropriate spatial res-
olution. The use of fluctuation reflectometry can be applied to the measurement 
of periodic movements such as vital signals since the phase fluctuation can be 
detected using the Doppler effect.
As is emphasized above, microwave/millimeter-wave radar has good spatial 
resolution in the range direction although the cross-range (azimuth) resolution 
is rather poor compared to visible light and X-ray due to its wavelength. One of 
the methods developed for further improvement of the resolution is synthetic 
aperture radar (SAR) technology. In this paper, two methods are introduced, that 
is, a motion-compensated spotlight-mode SAR and a microwave-modulated laser 
radar. The limitation of the spatial resolution will be overcome by use of those 
technologies.
The subjects to be introduced in this review are only a few examples of the 
many applications of radar reflectometry, in which the authors have been engaged 
as joint programs among universities and national projects. Industry–university 
collaboration programs have also been carried out in relation to application studies 
of reflectometry. For example, from the viewpoint of consumer use, one of the 
attractive examples may be non-destructive inspection for alien substances and of 
abnormal existence in an object. In the present stage, the minimum detectable size 
is typically estimated as λ/2 (λ is the incident wavelength in the object). However, 
the detectable size can be reduced to less than the diffraction limit level by a combi-
nation of new technology such as metamaterials and metalenses. The microwave/
millimeter-wave to infrared wave reflectometry can be utilized complementarily 
with existing diagnostic methods using X-ray, visible light, and supersonic waves 
while keeping good transmission properties under various environment.
2. Radar reflectometry
The radar (radio detecting and ranging) technique has been applied as a means to 
detect the distance and the direction to an object. Three types of radar systems are 
mainly utilized, those being: frequency-modulated continuous-wave (FM-CW) 
radar, pulse radar, and fixed-frequency Doppler radar.
2.1. FM-CW radar
The basic conception of FM-CW radar is shown in Figure 1(a) [1]. The CW output 
is modulated by a chirped wave with repetition period of Tm as
 
(1)S1(t) = a1cos휙(t)
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where 휙(t) = 2휋fct + 휋
(
B∕Tm
)
t2, is the phase component, fc is the frequency 
offset, and B is the frequency sweep width. The instantaneous frequency of the 
transmitted wave is given by
 
During the time interval (0, Tm), the radar frequency linearly varies between fc 
and fc + B. When the output wave is reflected by a target located at a distance R, 
the reflected wave is given by
 
(2)F(t) =
1
2휋
⋅
d
dt
휙(t) = fc +
B
Tm
t.
(3)S2(t) = a2cos휙(t − 휏),
Figure 1. schematic of the radar system: (a) FM-cW radar, (b) pulse radar, (c) doppler radar.
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where τ = 2R/c is the round trip time of the reflected wave, and c is the speed of 
light.
The mixer output, the intermediate frequency (IF) signal between the reflected 
wave and the reference wave split from the source output using a power divider 
or a directional coupler, is given by
 
where fIF = Bτ/Tm = 2BfmR/c is the beat frequency, fm = T
−1
m  is the radar repetition 
frequency,
In FM-CW radar, the target position is evaluated by performing Fourier anal-
ysis of the mixer output signal. Using a Fourier transform with a rectangular 
window with time interval of Tm, the mixer output signal is shown as
 
where f is the analysis frequency and Pr = a32 is the power of the reflected wave. 
From the standard radar equation, the reflected wave Pr can be written as (Friis’ 
equation)
 
where Pt is the power of transmitted wave [W], σ is the radar cross-section [m2], 
λ is the wavelength of the radar [m], and Gt and Gr are the gains of transmitter 
and receiver antennas, respectively.
The target position (range distance) is evaluated by performing Fourier analysis 
of the beat frequency. Since the detectable frequency is limited by the duration 
of the repetition time. The resolution in the range direction of FM-CW radar is 
determined by the frequency change given by the time limit of fIF = fm = T
−1
m . 
Therefore, the resolution is given by
 
2.2. Pulse radar
In contrast to the FM-CW radar, the output signal transmits an intermittent 
signal with alternate on- and off-periods as shown in Figure 1(b). The waveform 
of an output wave is described by an amplitude modulated fixed frequency wave 
given by
 
(4)S3(t) = a3cos[휙(t) − 휙(t − 휏)] = a3cos
(
2휋fIFt + 2휋fc휏 −
휋B
Tm
휏2
)
,
(5)Sr = Pr
[
sin
{
휋
(
f − fIF
)
Tm
}
휋
(
f − fIF
)
Tm
]2
,
(6)Pr = Pt
휎GtGr휆
2
(4휋)3R4
,
(7)2BΔR∕c = 1, ΔR = c∕2B.
(8)S1(t) = b1(t)cos2휋fct,
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where b1(t) has the shape of the repetition pulse. The reflected wave from a target 
located at the distance R experiences a round trip delay time of휏 = 2R∕c. In order 
to resolve the distance, this delay time has to be larger than the duration time of 
the pulse Δτ. Therefore, the resolution in the range direction is given by
 
The distance to the target is evaluated from the time difference between the inci-
dent wave and the reflected wave. It is shown that the shorter the transmission 
pulse width the better the resolution is. In order to obtain comparable spatial 
resolution with an FM-CW radar, a periodic pulse with each duration time of 
Δτ~1/B is needed.
2.3. Fixed-frequency (Doppler) radar
The Doppler radar shown in Figure 1(c) utilizes a Doppler effect produced by the 
movement of a target. Compared to the transmitted wave, the frequency of the 
reflected wave becomes higher during the approach of the target and lower during 
the recession. The beat frequency between the transmitted wave and the reflected 
wave gives the information of target movement. A fixed-frequency source can be 
utilized for this purpose.
The distance to a target is given by R ± vt when the target is moving with a 
velocity of v. The reflected wave from a target is given by
 
and the frequency shift is given by
 
The reflected wave is down converted to the intermediate frequency (IF) wave 
at a mixer. It is difficult to identify the increase or decrease of phase giving the 
direction of a moving target with single detector. Two detectors with in phase (I) 
and quadrature phase (Q) which is the real part and imaginary part of complex 
wave. The unwrapped phase of this set of complex numbers gives the information 
of the instantaneous direction of the target.
When the target fluctuates periodically, we can evaluate the fluctuation fre-
quency from the radar output. This can be utilized for the measurement of 
vital signals as a non-contact method. An FM-CW radar is the most common 
in vehicle applications. However, the radar also utilizes the Doppler effect to 
determine the relative velocity between one’s own car and the oncoming car or 
the receding car.
(9)2ΔR∕c = Δ휏 , ΔR = cΔ휏∕2.
(10)
S
2
(t) = c
2
cos휙(t),
휙(t) = 2휋fct − 2k(R ± vt) = 2휋
(
fc ∓
2v
휆
)
t − 2kR
(11)fd = 2v∕휆.
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2.4. Spatial resolution in the azimuth (cross-range) direction
The spatial resolution in the range direction depends on the modulation band-
width and pulse width as described in 2.1 and 2.2, respectively. In this section, the 
resolution in the azimuth (cross-range) direction is discussed. In a real aperture 
radar, the cross-range resolution corresponds to the beam width of a transmitted 
wave at the object position. As shown in Figure 2, the radiation pattern in the 
cross-range direction at the distance R is given by
 
where k is the wavenumber of the transmitted wave (k = 2π/λ), and DA is the 
aperture size of a radiation antenna. Since the halfwidth of the main lobe (half 
distance between first zero-crossing) of the sinc function is 2휋R∕kDA = 휆R∕DA, 
the spatial resolution is evaluated as (Figure 2)
 
This value becomes relatively large in a remote sensing, for example, 
Δx = Rλ/DA = 100 m for λ = 2 cm, R = 1000 m, and DA = 20 cm. In order to 
obtain the resolution of Δx < 1 m, the required antenna size becomes larger than 
20 m, which is rather impractical.
(12)WA(x) =
|||||sinc
(
kDA
2R
x
)|||||,
(13)Δx ≅ 휆R∕DA.
Figure 2. Antenna radiation pattern in the cross-range direction at the object point. The halfwidth 
of the main lobe (half distance between first zero-crossing) of the sinc function is 2πR/kDA = λR/DA. 
The resolution of real aperture radar depends on the beamwidth.
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3. Application to plasma diagnostics
3.1. Plasma reflectometry
Reflectometry is expected to be one of the key diagnostics to measure density and 
density/magnetic-field fluctuations in large fusion devices. When an electromag-
netic wave is launched into a plasma as shown in Figure 3, the wave is reflected at 
the corresponding cut-off layer. The microwave beam in the plasma undergoes a 
phase shift with respect to the reference beam. This phase difference as a function 
of the probing frequency is given by
 
within the WKB approximation, where k and ω are the wavenumber and fre-
quency of the probing beam, N is the plasma refractive index, and a and rc(ω) are 
the plasma and the cut-off radii, respectively. The refractive index of the ordinary 
(O) mode and the extraordinary (X) mode propagations are given by
 
 
where c is the speed of light, ɛO and ɛX are the plasma permittivity, and ωpe and 
ωce are the electron plasma frequency and the electron cyclotron frequency, 
respectively.
The cut-off frequency determined from NO,NX = 0 is given by
 
(14)휙(휔) = 2k
rc(휔)
∫
a
N(r,휔)dr −
휋
2
(15)NO =
√
휀O =
�
1 −
휔2pe
휔2
�1∕2
(16)NX =
√
휀X =
�
1 −
휔2pe
휔2
⋅
휔2 − 휔2pe
휔2 − 휔2pe − 휔
2
ce
�1∕2
,
(17)휔 = 휔pe, 휔 = ±
휔pe
2
+
1
2
(
휔2ce + 4휔
2
pe
)1∕2
Figure 3. schematic of the reflectometer configuration for plasma diagnostics.
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in the cold plasma approximation. For the O-mode propagation, this integral can 
be analytically solved for the density profile using, for example, an Abel inver-
sion. For the X-mode propagation, a numerical algorithm has been developed to 
invert the data [2–7]. One of the most serious problems in density profile meas-
urement using conventional FM-CW reflectometry is caused by the existence of 
density fluctuations in plasmas, since the multi-fringe phase changes produced by 
a reflectometer are easily masked by those due to the density fluctuations. Several 
methods have been investigated to avoid this problem such as an ultrafast-sweep 
FM reflectometry, an amplitude–modulation (AM) or dual-frequency differential 
reflectometry and pulse-radar reflectometry as well as advanced data processing 
techniques based on a sliding fast Fourier transform (SFFT) algorithm, and on 
the wavelet transform or the maximum entropy method [3,8–13].
Reflectometry has also been used to study plasma fluctuations, since fluctua-
tion-induced transport is considered to be one of the major problems for magnetic 
confinement plasmas. Consider that the permittivity varies in the direction of the 
signal propagation as
 
where ?̄? is the average value of the permittivity, and δɛ is the fluctuation component 
due to density fluctuations. These fluctuations result in phase fluctuations given by
 
The phase of the received signal is strongly affected by the fluctuations near the 
cut-off layer (?̄? ≅ 0), while the amplitude remains almost the same, which corre-
sponds to the phase screen model [14].
Reflectometry has become a common diagnostic technique in fusion oriented 
magnetic confinement devices [15–20]. In fluctuation diagnostics of plasmas, the 
important issues are to obtain wavenumber resolved information as well as tem-
porally and spatially resolved ones. Due to this point of view, radial and poloidal 
correlation reflectometry [21,22] and Doppler reflectometry which uses an oblique 
microwave beam and picks up the backscattered signal [23,24] have been applied 
to the measurements. In order to perform localized fluctuation measurements over 
a wide range of radial positions, an ultrafast sweeping source [25] or a comb gen-
erator source [26] are often utilized as well as one or two fixed frequency sources, 
since the fluctuations are ‘frozen’ during the measurement time.
Fluctuation-induced transport continues to be a serious problem in magneti-
cally confined plasmas and its study is well suited to reflectometry. The dynamic 
behaviors of density/magnetic fluctuations during the L to H transition [27,28], 
the fluctuation spectra of edge localized modes (ELMs) [20,29], and fluctuations 
over the whole plasma radius from the scrape-off layer (SOL) to the core have 
been measured using various types of reflectometry [25,30].
(18)𝜀(r) = ?̄?(r) + 𝛿𝜀(r),
(19)𝛿𝜙 = k0
rc
∫
a
𝛿𝜀(r)√
?̄?(r)
dr.
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3.2. Imaging reflectometry
3.2.1. Motivation
In microwave reflectometry of plasmas, the WKB approximation is often used 
for interpretation of received signals. According to this approximation, density 
fluctuations are supposed to affect the phase of a probing signal, and do not 
change its amplitude. Therefore, near the cut-off region, the shape of the signal 
wavefront corresponds to the shape of the fluctuations. If the variation of the den-
sity fluctuations is small or the width of their wavenumber spectrum is narrow, 
the microwaves bear phase information on a large distance, and interpretation of 
the signal is straightforward. Otherwise, interference of the scattered wavefront 
destructs the shape of phase close to the cut-off position, thus making difficult 
extraction of the information from the reflectometer signal. One of the possible 
ways to solve this problem is microwave imaging reflectometry (MIR) [31–33].
There exists two-types of schemes in MIR. One is synthetic aperture imaging 
and the other is optical imaging. The synthetic aperture imaging approach consists 
of a transmitting antenna and an array of receiving antennas. The signal reflected 
at a local point arrives at each of the antennas at a different time depending on 
the direction of the source. The Fresnel–Huygens formula is utilized in order 
to reconstruct the phase changes due to fluctuations at the cut-off layer [34,35]. 
The optical imaging approach uses large aperture optics to restore the wavefront 
at the receiver position [36,37]. In this paper, we describe the latter case, that is, 
optical imaging.
3.2.2. System development
Pioneering tests of the MIR concept were conducted by Munsat et al. with a 
proof-of-principle system implemented on the TEXTOR tokamak [36]. In order to 
assess the efficacy and limitations of the MIR concept, they performed simulations, 
laboratory tests, and both plasma and test object evaluations of the TEXTOR pro-
totype system. Initial experiments on TEXTOR demonstrated the promise of MIR 
and produced a number of interesting physics results such as poloidal rotation 
reversal after neutral-beam injection is turned off. However, many features of the 
raw data bore the characteristic deleterious symptoms of standard reflectometry, 
which arose from misalignment of the MIR system. Due to the nature of the optical 
system designed to match the small circular curvature of the TEXTOR plasma, a 
problem that was significantly alleviated on the follow-on DIII-D system, optical 
alignment was extremely sensitive.
The position of transmitting and receiving point and distance between lenses/
mirrors are determined from the accessibility condition to the machine. The focus-
ing point or the wavefront at the cut-off layer is determined from the plasma 
shape. The optics design is characterized using a ray tracing code, such as, Code 
V and Zemax and FDTD (finite difference time domain) simulation code [36–39]. 
Figure 4 shows the propagation behavior of incident, reflected, and local oscillator 
waves using an FDTD code for the LHD (large helical device) plasma [38,39]. The 
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ellipsoidal or hyperboloidal surfaces of the curved aluminum alloy mirrors were 
installed in a vacuum chamber of LHD for simultaneous focusing of the compo-
nents (the illumination wave, the reflected wave, and the LO wave). The UC Davis 
Group has also investigated the utilization of electronically controlling zooming 
optics to match the wavefront with curvature of the cut-off layer corresponding 
to the multi-frequency incident sources. [40,41].
Figure 5 schematically illustrates the DIII-D MIR system [41,42], which is an 
extension to two-dimensional (2-D) with 12 vertically separated sightlines and 
four-frequency operation (corresponding to four radial channels). Features that 
distinguish the 48-channel DIII-D MIR system are: (i) illumination frequencies 
that can be tuned within 500 μs over a range of 56 to 74 GHz, (ii) an innovative 
optical design that keeps both on-axis and off-axis channels focused at the cut-off 
surface, and (iii) shared port with electron cyclotron emission imaging (ECEI), 
thereby permitting simultaneous measurements of electron temperature and 
density in the same volume of plasma. These key features permit visualization 
and quantitative diagnosis of density perturbations, including correlation length, 
wavenumber, fluctuation velocities, and dispersion.
The MIR instrument usually uses a heterodyne receiver to obtain an interme-
diate frequency (IF) signal. One of the important issues is to supply sufficient LO 
power (1–10 mW) to a mixer to achieve low conversion loss for good signal to 
noise ratio. In the conventional MIR, the LO power is also fed quasi-optically to 
a mixer together with reflected signals using focusing optics. However, it is rather 
Figure 4. The behaviors of transmitting wave (upper figure) and reflected wave (lower figure) 
calculated using FdTd simulation code. The ellipsoidal or hyperboloidal surfaces of the curved 
aluminum alloy mirrors (main mirror and sub-mirror, respectively) were installed in a vacuum 
chamber of Lhd for simultaneous focusing of the transmitting and receiving components.
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difficult to uniformly irradiate LO power on an array detector depending on the 
array size. Figure 6 shows an example of the power proﬁle of the probe beam, 
which is measured by a power monitor with a V-band pyramidal horn antenna 
[43]. The spot size of the probe beam is 20 cm vertically and 15 cm horizontally at 
z = 0 cm, and the spot size varies a few cm between z = −40 and + 40 cm. Here, z 
is the distance from the focal plane. The illumination wave is a parallel beam with 
a diameter of 20 cm in the observed region. As is readily apparent, the uniformity 
of the LO power level is not satisfied.
Both a conventional system and a new MIR system are depicted in Figure 7. 
Figure 7(a) shows that both the RF wave (reflected wave) and LO wave enter an array 
detector. In order to provide sufﬁcient LO power to each channel, the LO power 
should be very high, and this increases the cost of the system. Figure 7(b) shows 
a new system, which uses the technology to combine waveguide and microstrip 
line for heterodyne detection radiometer. This device is called the horn-antenna 
Figure 5. computer model of the diii-d MiR configuration. The transmit (Tx), receive (Rx), and local 
oscillator (LO) beam paths are shown in orange, red, and yellow, respectively. The reflected wave 
and the reference wave are combined to obtain the down-converted intermediate frequency 
wave using a beam splitter. (from Ref. [42]). copyright 2014 AiP Publishing.
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millimeter imaging device (HMID) using a local-integrated array (LIA). A sche-
matic of each HMID channel is shown in Figure 8. In the HMID, the RF wave is 
transmitted from the waveguide to the microstrip line using a ﬁnline transmit-
ter, and the LO power is delivered by coaxial cables. Since the LO optics are not 
Figure 6.  Radiation pattern of the LO beam at the detector (mixer) position. (from Ref. [39]). 
copyright 2010 The Japan society of Plasma science and nuclear Fusion Research.
Figure 7. The feeding method of LO: (a) conventional method, (b) new method (from Ref. [47]). 
copyright 2017 AiP Publishing.
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required, the imaging optics become signiﬁcantly simpliﬁed in this MIR system. 
With the incorporation of a low-noise ampliﬁer (LNA) in the front-end of the het-
erodyne detection, the signal-to-noise ratio (S/N) can be signiﬁcantly improved. 
The ﬁnline transmitter enables installation of the front-end LNA in the HMID.
Figure 9 shows an assembly drawing of a 2 channel LIA [44,45]. The LIA con-
sists of 6 important elements: horn antennas, waveguides (WG) to microstrip line 
(MSL) transmission, mixer, LO module, LO power divider, and IF transmission 
line. Horn antennas and WG to MSL transmission consist of a sandwich with a 
high-frequency printed circuit board (PCB) placed between the upper and lower 
aluminum frames, which engraved one-half of horn antennas and waveguide 
shapes. The receiving wave (RF) enters the mixer via a horn antenna and a WG 
to MSL transmission, and it converts the IF signal (110 MHz) by the use of the 
LO wave (60 GHz) generated by the quadrupler. Pre-LO signals (15 GHz) are 
supplied to each quadrupler by a power divider using a Wilkinson power divider 
method. Since the LO power divider is installed between the mixer and an output 
connecter, IF signals have to stride over a transmission line. With the incorpora-
tion of a low noise ampliﬁer (LNA) in the front-end of the heterodyne detection, 
Figure 9.  Assembly drawing of local integrated array (from Ref. [45]). copyright 2015 iOP 
Publishing.
Figure 8. schematic of the horn-antenna millimeter-wave imaging device (hMid).
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the signal-to-noise ratio can be signiﬁcantly improved. The ﬁnline transmitter 
enables installing the front-end LNA in the HMID. In the early stage of experi-
ment, reflected waves from the cut-off surfaces corresponding to each frequency 
are focused via the imaging optics onto an aperture of 2-D horn antenna array 
(HAA) with mixers. The array consists of 35 small horns aligned in toroidally 5 
by poloidally 7 channels.
3.2.3. Application to magnetically confined plasmas
In comparing MIR to other systems, it performs well as a density fluctuation diag-
nostic. Spectral features measured by other independent density diagnostics, such 
as interferometry and beam-emission spectroscopy, are also strong in the MIR 
spectrum. A high-confinement discharge on DIII-D with edge localized modes 
(ELMs) is presented here to demonstrate some of MIR’s capabilities. Inter-ELM 
density fluctuations, such as the upward sweeping modes, are clearly seen from 
interferometry as well as with the MIR instrument (compare Figure 10(a) and (d)). 
The core-localized tearing mode at 70 kHz produces a prominent magnetic fluc-
tuation (Figure 10(c)) but is not strong from the perspective of electron cyclotron 
Figure 10. spectrograms of (a) cross-power between radial and vertical interferometer chords 
(frequency sweeping mode activity is indicated), (b) cross-power between two ece channels 
located just inside the last-closed flux surface, (c) cross-power between two high-frequency 
magnetic coils located outside the plasma and near the mid-plane (core mode uniquely observed 
on magnetics is indicated), and (d) autopower of a representative MiR channel (the 110 khz mode 
uniquely observed on MiR is indicated). The region between the vertical dashed lines indicates 
times where the best focusing is achieved with MiR.
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emission (ECE), interferometry, or MIR. Each diagnostic detects a coherent fluc-
tuation at 100 kHz, but MIR also readily detects a neighboring mode at 110 kHz 
(Figure 8(d)), which is near the noise level in the other diagnostics. One possible 
explanation for the clear signature on MIR is that its high sensitivity to small 
density perturbations and its highly localized spatial measurement allows MIR 
to detect fluctuations that line-averaged measurements (such as interferometry) 
and external measurements (such as Mirnov coils) cannot.
MIR produces a local measurement so that mode amplitude and phase struc-
ture may be reconstructed across a 2-D cross-section of the tokamak plasma. 
Numerous inter-ELM modes are simultaneously imaged over the same plasma 
volume. Each ELM burst precedes a set of coherent modes that sweep upward in 
frequency (see Figure 11). The arrows indicate ELMs. Following an ELM, a set of 
coherent modes appears at 55, 65, and 75 kHz, and they sweep in frequency over 
time. A difference of approximately 10 kHz is maintained between the modes. 
The mode amplitude peaks around 1/4th the ELM period, and fades below the 
noise floor about 1/3rd the ELM period.
Images of the mode at 1778 ms and 58 kHz (boxed in Figure 11) are produced 
by Fourier transforming the measured fluctuation signal from each of the 48 
MIR channels. A time window centered at 1778 ms for each channel is Fourier-
transformed and the spectrum at 58 kHz is integrated with 1 kHz averaging win-
dow. The integrated amplitude is recorded for each channel and plotted on a 2-D 
grid corresponding to radius (R) versus elevation (z) in the tokamak plasma. The 
resulting image of the 58 kHz fluctuation is shown in Figure 10. The series of 
panels on the right represent a time sequence of the density fluctuation measured 
by MIR (top) and temperature fluctuation measured by ECEI (bottom), where 
each panel represents 1/8th of the period of the mode. In the left panel of Figure 
12, the last-closed flux surface (LCFS) of the plasma is mapped to spatial coordi-
nates using an equilibrium reconstruction constrained by external and internal 
magnetic diagnostics. The plasma region measured by MIR (region boxed in 
blue) is determined by calculating the right-hand X-mode cut-offs for the four 
Figure 11. MiR autospectrum of one representative channel showing two eLM bursts (denoted as 
vertical arrows) and inter-eLM activity. The box encircles the 58 khz mode at 1778 ms.
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probe frequencies used in this experiment (62, 63, 67, and 68 GHz). The region 
measured by ECEI is boxed in red.
Its 2-D measurement capability and high time resolution (0.5 μsec depends on 
the detector bandwidth and sampling time of a digitizer) allows MIR to quantify 
dynamic properties of density fluctuations, namely local values of the phase and 
group velocity. Complementing the frequency–time domain spectrograms (such 
as those in Figures 10 and 11), frequency–wavenumber dispersion maps offer an 
extra dimension to the data. While spectrograms illustrate the power distribution 
in frequency and time, dispersion maps reveal the power distribution in frequency 
and wavenumber, from which group and phase velocities can be inferred. A four-
panel time sequence of the density fluctuations measured by MIR from Figure 11 
is shown in the frequency–wavenumber domain in Figure 13. The data are taken 
at the 63 GHz cut-off layer located in the steep gradient region of the pedestal.
Coupled modes and broadband turbulence form a relationship in the frequen-
cy–wavenumber domain from which their group velocity can be determined. 
Oftentimes it is observed that groups of modes and turbulence form a linear 
relationship from which the group velocity is approximated.
An example of this type of analysis is applied to the data shown in Figures 
11–13. The time within the ELM period from which each dispersion map in 
Figure 13 is generated is indicated by a vertical dashed line on the spectrogram 
in Figure 11. Early in the ELM period, appreciable power grows in at least three 
distinct high-frequency spectral components (f ~ 55, 65, and 75 kHz) and from 
frame A of Figure 13, it can be seen that they form a linear relationship with a 
Figure 12. (a) Mapping of the two-dimensional coverage areas measured by MiR and ecei onto a 
poloidal-radial cross-section of the diii-d plasma. The smaller of the two boxes is the MiR window. 
The cut-off layers are calculated by the cold plasma dispersion relation including a relativistic 
correction to the electron mass. The cut-off layers corresponding to the highest and lowest MiR 
probe frequencies used for this particular discharge are overplotted, as well as the last-closed flux 
surface (LcFs). (b) Time sequence of the 58 khz density fluctuation at 1864 ms measured by MiR 
(top) and temperature fluctuation measured by ecei (bottom).
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group velocity of −16 km/s. By frame B, power grows in a number of additional 
modes, and the three high-frequency modes seen in frame A persist, sweeping 
up slightly in frequency. A linear fit to the high-frequency set of modes in frame 
B yields a group velocity of −22 km/s. About 1/3rd through the ELM period, the 
high-frequency modes disappear, and power grows substantially in a lower fre-
quency pair of modes as well as a low-frequency broadband feature. These two 
sets of fluctuations persist until the onset of the next ELM.
An O-mode MIR is applied to LHD plasmas [46,47]. The edge density fluc-
tuation is measured in L-mode and H-mode plasmas. The key parameters of 
fluctuation are the wave number (k) and the frequency (ω). In order to obtain 
the k-ω spectrum two-point cross-spectrum Sij(ω) is evaluated [46]. The wave 
numbers between two MIR channels (i, j) which have the distance of dij can be 
obtained from
Figure 13. dispersion maps of density fluctuations measured by MiR in the pedestal between the 
two eLMs shown in Figure 4. The letters of each panel correspond to the times denoted by the 
vertical lines in Figure 4.
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Figure 14.  The k-ω spectra of the fluctuations obtained by MiR during L-mode to h-mode 
transition.
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The coherence is the normalized cross-power spectrum given by
 
An example of the results is shown in Figure 14. Instability shows that a localized 
fluctuation burst is observed on the edge plasma in LHD. It is seen that a clear 
correlation is observed in the poloidal direction in the H-mode plasma.
MIR systems have been applied to various magnetically confined plasmas in the 
world such as DIII-D, LHD, KSTAR, ASDEX-U, and EAST, and produces useful 
information regarding fluctuations [48–51].
4. Application to biological signals
4.1. Fluctuation reflectometry for vital signal detection
4.1.1. Motivation
It is said that a considerable percentage of the world’s population suffers from 
chronic diseases such as asthma, diabetes, or heart diseases [52–54]. The health-
care and monitoring are becoming increasingly important. Heartbeat signal is a 
very useful parameter for such monitoring. Several methods have been developed 
such as conventional electrocardiogram (ECG), piezo-electric sensor, ultrasonic 
sensor, infrared sensor, and microwave reflectometry sensor. Microwave reflec-
tometry measures remotely the human skin and internal organs movements when 
breathing and heartbeat are present rather than the electrical impulses measured 
by ECG [55–60].
The heartbeat interval is constantly fluctuating by autonomous nerve activity 
comprised of sympathetic and parasympathetic nerve activity. The time variation 
can be regarded as the short-term time variation of the heartbeat frequency, the 
so-called heart rate variability (HRV). The HRV is obtained by interpreting the 
R–R intervals in an ECG data, where R is a point corresponding to the peak of the 
ECG, and R–R is the interval between successive Rs. In the frequency spectrum 
of the HRV, the parasympathetic nerve activity appears in the spectral region of 
0.15–0.45 Hz (the so-called HF region), and both sympathetic and parasympa-
thetic nerve activity appears in the region of 0.03–0.15 Hz (the so-called LF region) 
[61–66]. The peak ratio or area ratio of the power spectrum in the LF component 
to the HF component is used to evaluate the stress condition. The sympathetic 
nerve activity increases in a stressful state and the parasympathetic nerve activity 
increases in a relaxed state. The ratio LF/HF in a stressful state is larger than that 
in a relaxed state. The coefficient of variation of R–R intervals (CVRR) can also be 
(20)kij =
1
dij
tan
−1
(
ImSij(휔)
ReSij(휔)
)
.
(21)coh2ij(휔) =
Sij(휔)
Sii(휔)Sjj(휔)
.
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introduced as one of the indices to evaluate autonomous nerve activity. Combining 
these indices (time variation of HR, CVRR, and frequency spectra of HRV), the 
human mental and physical conditions can be evaluated with reliability [67–69].
Conventional electrocardiographic (ECG) monitoring has been a major tool 
for evaluating HRV. However, the evaluation method using the ECG seems to be 
unsuitable as a long-time monitoring subject, since several electrodes are attached 
directly to the human body to acquire the ECG data. Specifically, there is some 
concern about the practical application of the ECG system to sick persons and 
elderly persons. We propose microwave reflectometry as an HRV evaluation 
method since it is completely noninvasive and feasible even through thick cloth-
ing [70].
4.1.2. Apparatus for heart rate (HR) measurement
A heterodyne-type reflectometer as shown in Figure 15 is applied to the initial 
experiment. A microwave oscillator with frequency of 10 GHz is used as an inci-
dent wave and a local oscillator (LO) wave. One of the waves passing through a 
directional coupler is shifted by the signal from a VHF oscillator with frequency 
of 110 MHz using a single-sideband up-converter, which is irradiated onto the 
area near the human heart or the path of an artery in the thigh via a 1 × 2 ∼ 2 × 4 
element patch antenna array. The directivity of antennas is selected depending 
on the position of the HR measurement. High gain antennas are needed in the 
case of remote measurement (>1 m) irradiating the vicinity near the heart from 
the chest front. However, rather low gain antennas are preferable for the short 
distance measurement (<10  cm) such as the thigh back side. Since the phase 
fluctuation has to be analyzed rather than the amplitude of the reflected wave, 
Figure 15. schematic of the heterodyne reflectometry with an AGc amplifier.
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the optical alignment of radiation beam is not important so long as a sufficient 
signal to noise ratio is observed.
The reflected wave from the skin and the surface of the heart is picked up by 
another identical antenna, and down-converted to an intermediate frequency (IF) 
signal of 110 MHz. An automatic gain control (AGC) amplifier with frequency 
range of 100–200 MHz is utilized to control the reflected wave in both static and 
non-static environments. The quadrature phase detector provides two components 
in the mixer output, ErElcosΔφ and ErElsinΔφ, where Er and El are the amplitude 
of the reflected wave and the local oscillator wave, respectively, and Δφ is the 
phase difference between the reflected wave and the local oscillator wave. We can 
distinguish the amplitude and the phase difference of the reflectometer signals by 
detecting the above two components. The AC components of the phase difference 
include the periodic movement of the reflection layer due to the heart beat as well 
as the random movements of the human body [71]. In order to discuss the reflec-
tion layer, the skin depth of the electromagnetic waves is calculated for frequencies 
of 1, 10, and 24 GHz in Table 1. Here the complex permittivity is assumed to be 
almost constant from 1 to 24 GHz [72]. The reflected waves primarily come from 
skin layer at the frequency larger than 10 GHz.
To extract the heartbeat signal from the measured signal, for example, the res-
piration signal is removed by a high-pass filter with a cut-off frequency of 0.7 Hz. 
The spurious component of the reflected wave due to random movement of the 
human subject is difficult to remove, since it has a wide frequency spectrum. 
Additionally, the heartbeat signal is very small and has a low signal-to-noise ratio, 
because the cardiac movement appears on the body surface through the bone and 
the connective tissue. Thus, the peak positions in the heartbeat signal obtained by 
a microwave reflectometer are not as clear as those observed in the ECG signals, 
which makes it difficult to infer the heart rate correctly by interpreting the peak 
intervals of the microwave measurement signal without any data processing.
4.1.3. Signal processing for evaluation of heart rate variability (HRV)
The heart-rate measurement by a microwave reflectometer is applied to a person 
who is in a static or a non-static environment. In the non-static environment, the 
microwave reflectometer signal includes various fluctuation noise due to random 
movement of the body surface, thus making it more difficult to detect the heartbeat 
interval corresponding to the R–R interval of ECG signals. Figure 16 shows an 
Table 1. Attenuation constant and skin depth in the body tissues for various frequencies.
notes: εr: Real part of complex relative permittivity; εi: imaginary part of complex relative permittivity.
Body Tissue εr εi
Attenuation Constant α (cm−1) Skin Depth δ (cm)
24 GHz 10 GHz 1 GHz 24 GHz 10 GHz 1 GHz
Fat 4.8 1 0.92 0.38 0.038 1.1 2.6 26
heart 47 21 6.1 2.5 0.25 0.16 0.40 4.0
Muscle 40 18.5 7.2 3.0 0.30 0.14 0.33 3.3
Blood 50.4 23 7.9 3.3 0.33 0.13 0.30 3.0
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example of the measurement for a person sitting on a chair at his desk together 
with an ECG data. Microwave reflectometers measure two positions under the 
thigh. Two sets of antennas are buried in the seat pad of the chair. It is advanta-
geous to irradiate a microwave near the heart in order to obtain enough heartbeat 
signals. However, the evaluation of the HRV becomes extremely difficult since 
much bigger phase fluctuations due to respiratory movement are mixed. Note 
that the detection of peak (R–R) intervals in an ECG signal is simple. However, 
this is rather difficult in a microwave signal. Two novel methods (algorithms) are 
proposed to evaluate heartbeat intervals clearly [73,74].
4.1.3.1. Template and cross-correlation algorithm. In this algorithm, a 
template signal is formed by the arithmetic average of a reflected wave. Then, the 
cross-correlation function between the template and the measurement signal is 
calculated to obtain a clear peak waveform for evaluation of R–R intervals. The 
steps of the process are as follows:
The peak positions of the synchronized signals with the heartbeat are picked 
up and selected in the range of ±30% of an assumed peak value. The waveforms 
are picked out in the time length of the selected peak positions ±0.5 s in series. 
Figure 16. comparison between ecG signal (upper) and microwave reflectometer signals (lower).
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The extraction time length is selected appropriately depending upon the meas-
urement conditions. In the present system, the heart rate is assumed to be in the 
range of 30–120 beats per minute (bpm). It is desired that the template signal 
contains characteristics of one heartbeat waveform. If the template signal does 
not contain characteristics of one heartbeat waveform, the peak intervals of the 
cross-correlation function waveform become unclear.
A span of 30–120 bpm sufficiently covers the heart rate for a human subject, 
since it is typically in the range of 45–90 bpm, i.e. 0.75–1.5 Hz [75,76]. Then, 
cross-correlation function between the template and the measurement signal is 
calculated. If any of the peak values in the cross-correlation function fall below 
0.5, the cross-correlation functions are calculated repeatedly as the second or the 
third cross-correlation functions. This method works well for the case in which 
large noise components are mixed with the reflectometer signals which renders 
it difficult to identify the peak intervals in the first cross-correlation function. 
The HRV is obtained by interpreting the peak intervals in the cross-correlation 
function.
4.1.3.2. MEM algorithm. The time variation of the heartbeat frequency is 
evaluated by applying the maximum entropy method (MEM) repeatedly. The 
time window is shifted step by step along the temporal axis. Then, the HRV can 
be obtained since the value of the heartbeat interval is calculated by the inverse 
of the heartbeat frequency. The MEM is an effective application for estimating 
the frequency spectrum in a short data window.
In the MEM, the model order is generally unknown. If the model order is 
selected lower, the estimated spectrum is smoothed and the spectrum peak which 
should be found in a normal situation does not often appear. On the other hand, if 
the model order is selected higher, numerous spurious peaks appear finely in the 
estimated spectrum. The optimum selection of the model order is of importance 
in the MEM [77–79]. We have selected the optimum model order as 870 from 
empirically based experience.
The heartbeat frequency is estimated by finding the largest peak in the fre-
quency range of 0.7–1.55 Hz (42–98 bpm) after calculating the power spectrum 
of some data windows by the MEM. Here, the frequency 0.7–1.55  Hz covers 
sufficiently the range of heartbeat frequency for a human subject. If the analyzing 
data window is selected long, time response of the heartbeat intervals becomes 
sluggish in the HRV while the reliability of the estimation increases. This could 
exert a bad influence upon the estimation of the LF/HF. In this paper, 2.5 s is 
selected as the optimum length of the data window for the MEM analysis from 
the empirically based experiences.
In addition, 0.25 s is selected as the shift quantity of the data window. This value 
is equal to the interpolated value of the HRV reconstructed by the ECG. Unlike 
the non-stationary spectrum analysis techniques, the MEM is highly regarded as a 
reliable stationary spectrum analysis technique where the consistency of the signal 
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in the data window is achieved. As the correspondence relationship between the 
data windows is ignored, some spectrum estimation errors due to the selected data 
window appear as the fluctuation with a period of 0.25 s, which is equivalent to 
4 Hz of frequency in the HRV signal. This is not a difficulty for the evaluation of 
the stress, however, because the spectrum estimation error between data windows 
is very small and its fluctuation does not extend over the frequency region of the 
LF and the HF. For these reasons, the time variation of the heartbeat frequency 
is estimated by repeatedly applying the MEM at the 2.5 s data window which is 
then shifted by 0.25 s along the temporal axis.
4.1.4. Results of heart rate (HR) and heart rate variability (HRV)
The measurement and evaluation of HR and HRV are applied to a subject in both 
relaxed state and stressful state. Figure 17 shows an example of the measurement 
for a subject taking a flash calculation test [80,81]. In a flash calculation test a sub-
ject calculates a numerical problem displayed on a computer screen in sequence 
by mental arithmetic. During the time interval of 360–540 s, the person is tak-
ing a test. In another interval, 0–360 s and 540–900 s, the person is in a relaxed 
state. The algorithm based on the MEM made it possible to reconstruct the HRV 
correctly and automatically from low-S/N microwave reflectometer signals. The 
time–frequency spectrum of the MEM-based HRV data is obtained by the wavelet 
transform. Note that the HF components dominate in the relaxed state, while the 
LF components dominate in the stressful state.
The evaluation of LF/HF from HRV frequency spectra has been applied to 
9 subjects under various conditions. The results are shown in Figure 18(a). The 
conditions given to the subjects are the following: 1 and 19 relax state, 3–6 flash 
Figure 17. Wavelet spectrum of the hRv (upper trace), LF/hF as a function of time (lower trace).
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calculation test, 8–10 listening to various music, 12–14 watching TV news of a 
natural disaster, and 16–17 ice test (physical stress). The subjects take a break 
between the test to reset the states, such as 2, 7, 11, 15, and 18. It is noted that there 
is a scattering in the LF/HF values depending on each individual [82]. However, 
the tendency is quite similar. The LF/HF values obtained by microwave reflec-
tometry are compared with those obtained by ECG as shown in Figure 18(b). The 
agreement seems to be good (the correlation coefficient r = 0.769, the regression 
line y = 0.90504x) considering that the individual variability of LF/HF is said to 
be about ±30% [67,68].
The present system is also applied to the measurement of a driver’s heart rate. 
It is known that a driver’s physiological state is reflected by vital signals, such 
as heart rate, respiration, blood pressure, body temperature, and other factors. 
(a)
(b)
Figure 18.  (a) LF/hF obtained for various conditions applied to 9 subjects (upper trace), (b) 
comparison of Lh/hF obtained by MW and ecG (lower trace).
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Specifically, the heart rate variability can be used for the mental and physical states 
of drivers, and is considered to be useful for detecting drowsy driving and drunk 
driving. In the driving condition, the microwave measurement signal includes 
random and large body movements due to road noise and steering wheel control. 
A heterodyne-type I-Q phase detection system with an AGC amplifier as shown 
in Figure 15 is especially useful for these conditions.
The results are shown in Figure 19. The body movements due to vehicle run 
vibration often have similar periodicity to the heartbeat rhythm. It is therefore 
difficult not only to estimate the stress, but even to measure the heartbeat signal. 
We have succeeded in reducing the noise component and have extracted only the 
heartbeat signal by calculating a cross-correlation function between two meas-
urement signals obtained from two microwave reflectometers [83]. The success 
rate of the heart-rate measurement by reflectometers is 70–80%. The success rate 
means the ratio of the measurement time to the term, in which the error of time 
variations of the heart rate is kept within ±10%.
Figure 19. Wavelet spectrum of the reflectometer signal, and comparison of peak value with ecG 
during driving.
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4.1.5. Measurement using 24 GHz module
As for radar modules with frequency of 24 GHz, outdoor use is authorized as 
a movement body detection sensor when the radiation power is low. Low cost, 
commercial made 24 GHz modules are being applied to the HR measurement 
and the HRV evaluation using the above mentioned algorithm. The measure-
ments are performed for a subject working using a PC. Figure 20 shows the 
comparison of heart rate obtained by a reflectometer and an ECG for both 
instantaneous value and 30 s averaged value of peak interval (corresponding 
to R–R interval). Here, a template and cross-correlation algorithm is used to 
obtain R–R intervals from raw reflectometer signals. It is noted that the instan-
taneous values are ±15% deviation between with each other; however, the aver-
age values are in good agreement (within 1%) with each other. Figures 21 and 
22 show the real-time measurements of HR and HRV using the template and 
cross-correlation algorithm. A template is obtained by accumulating 30 s of 
data, and the analyzing window is shifted every 2 s. In Figure 21, the mental 
stress (a flash calculation test) and the physical stress (an ice test) are applied 
to a subject during the time of 75–115  ms and 40–80  ms, respectively. It is 
shown that the time evolution of HR obtained by a reflectometry is in good 
agreement with that by an ECG, also that the values of HR and LF/HF increase 
and that of CVRR decreases during the stress condition. Generally speaking, 
the LF component agrees with not only the value but also the time behavior 
(Figure 22). However, the HF component often does not agree, because the 
reflectometer signal includes numerous high-frequency fluctuations due to 
body movement. This is the reason why the absolute values of CVRR and LF/
HF disagree, that is, the values of CVRR obtained by a microwave reflectometer 
is larger than that obtained by an ECG, and LF/HF is smaller in microwave 
Figure 20.  comparison of heart rate obtained by a 24  Ghz microwave sensor and an ecG. A 
template and cross-correlation algorithm is utilized to obtain the time evolution of R-R intervals. 
(a) comparison of instantaneous R-R intervals, and (b) 30 s average of R-R intervals.
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reflectometry. However, the time behavior of CVRR and LF/HF agrees with 
each other. Therefore, the identification of human’s mental and physical state 
will be still possible.
By combining microwave reflectometry and the HRV evaluation algorithms 
mentioned above, it is seen that the time behaviors of HR, LF/HF, and CVRR are 
Figure 21.  Real-time measurement of hR and hRv during stress application to a subject. A 
template and cross-correlation algorithm is used to obtain R–R intervals from raw signals obtained 
by a 24 Ghz microwave reflectometer and an ecG. (a) The mental stress (flash calculation test) is 
applied during 75–115 ms. (b) The physical stress (ice test) is applied during 40–80 ms.
Figure 22. Real-time measurement of hR and hRv by a 24 Ghz microwave sensor and an ecG. A 
template and cross-correlation algorithm is used to obtain R–R intervals from raw signals.
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obtained, which can be utilized to find the mental and physical conditions of a 
subject. This potential will become useful for evaluation of an automobile driver’s 
state as support for autonomous operation in near future.
4.2. Microwave imaging reflectometry for breast cancer detection
4.2.1. Motivation
Breast cancer incidence increases each year although mortality remains at the 
similar level due to the progress in medical treatment and the increase of the 
inspection rate [84]. It is most important to detect early stage tumors for heal-
ing. X-ray mammography is currently used for breast cancer detection. However, 
there is a limit to detection sensitivity of mammography especially for younger 
women, since mammography images the density of the breast to find suspicious 
areas. Also, breast compression required for clear images with mammography 
often causes pain to patients. Microwave imaging utilizes contrast of dielectric 
constant between malignant and normal breast tissues.
In microwave region, the contrast of dielectric constant is said to be as large as 
10:1 [85], and the attenuation of electromagnetic wave in normal breast tissue is 
comparatively small. A burden to patients will be reduced by applying a micro-
wave tomography method or an ultra-wideband (UWB) radar to breast imaging 
since it can perform contactless inspection. Therefore, the breast imaging with 
microwave imaging has the potential to be used concomitantly with X-ray mam-
mography [86]. For a reference, the electric field distribution in the breast region 
of a human body (Japanese adult woman) is shown in Figure 23. It is calculated 
using FDTD (finite difference time domain) code. The human body model is 
offered by National Institute of Information and Communications Technology, 
Japan (NICT) [72]. It is obvious that lower frequency microwaves (5, 10 GHz) 
penetrate into the human body compared to high-frequency microwave (24 GHz). 
This result is also related to Section 3.1.
5 GHz                   10 GHz       24 GHz
x x x
Figure 23. distribution of electromagnetic waves in a human body obtained by FdTd calculation 
for various frequencies.
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4.2.2. Reconstruction method of imaging and apparatus
The optical properties of a material are generally characterized by the complex 
permittivity. A foreign object having a permittivity different from an object to be 
inspected causes wave reflection and scattering. The breast has lower dielectric 
constant and loss tangent than the other parts of the human body. In addition, 
the dielectric properties of breast tumors are much higher than the normal breast 
tissue. We assume that the dielectric property of normal breast tissue is εr = 9, 
σ = 0.4 S/m and that of the malignant breast tissue is εr = 50, σ = 4 S/m [87,88].
A schematic of a UWB radar is shown in Figure 24. A probe beam is an 8 V, 
65 ps FWHM pulse. The FFT spectrum extends to −10 GHz. The impulse is fed 
to a planar-type antenna. The reflected wave detected by an identical antenna is 
recorded by a high-speed sampling scope. The antennas attached to a rotational 
stage with a stepping motor are moved every 5 degrees around the breast model 
from 0 to 180 degrees through the top. The reflected waves from the breast model 
are received at each antenna location; thus, 37 reflected waves are provided. For 
the present experiment, we use a phantom model simulated for an actual breast 
biopsy (CRIS: model 051). This distance between the antennas and the phan-
tom provides a reasonable coverage of a model by an antenna radiation pattern. 
Dielectric materials with 6–9 mm diameter used as tumors are located at around 
10–25 mm depth from the top of the breast model. The antennas should effi-
ciently focus the microwave signal toward the target and collect the back-scattered 
power. A wideband antenna with unidirectional radiation pattern is required for 
these applications. Moreover, the antenna should be sufficiently compact for easy 
installation, integration with other electronic circuits, and ease in fabrication of 
the arrays. Microstrip antennas are compact, but they exhibit narrow bandwidth. 
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Figure 24.  experimental apparatus of the ultrashort-pulse reflectometer (from Ref. [83]). 
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This renders them unsuitable for time domain applications. The Vivaldi antenna is 
selected because it provides wideband characteristics with acceptable performance 
as the present frequency response.
4.2.3. Results and status of microwave imaging
Considering the frequency band to affect the image reconstruction, we have 
selected the results in several frequency bandwidths from 2–7 GHz to 2–10 GHz 
[88,89]. When we set the frequency bandwidth as 5–8 GHz but shift the start 
frequency from 2 to 5 GHz, the clutter increases and imaging becomes unclear 
for the start frequency of higher than 4 GHz [90].
The image reconstruction method called confocal microwave imaging (CMI) 
is based on a synthetic aperture radar (SAR) [89–92]. Before an image formation, 
the tumor response must be extracted from the measurement data efficiently. 
The data contain additional undesired signals such as the antenna coupling, the 
reflections from the skin, and the tumor response. Usually, we can subtract all 
the unwanted signals by the measured signal without the tumor. This method is 
called background subtraction. It can be considered as the ideal way of extracting 
tumor response. However, this method cannot be used with real patients. The 
phantom model is covered by a similarly shaped cover made by a material with 
similar dielectric constant. It is also important to minimize the gap between the 
cover and the phantom model. Since most of the reflected waves occur from a 
cover surface, we can subtract the component by measuring the reflected waves 
only with the cover beforehand.
The reflected waves from the surface of the breast model and the object can be 
seen in Figure 25(a). The image reconstruction is performed after removing the 
ringing components from this remaining signal. Figure 25(b) shows an example 
of the reconstructed image for the frequency band of 1–10 GHz where the per-
mittivity of the targets is at 20.
The breast cancer will be detected by the UWB radar when the tumor is sepa-
rated from the irregular mammary gland or the mammary gland is not very dense. 
Otherwise, the detection becomes even more difficult, and the reconstruction 
of the cancer shape will be impossible. The microwave tomography will be the 
candidate to resolve this problem [93–98].
5. Application to remote sensing
5.1. Synthetic aperture radar (SAR) using microwave
In Section 2 the spatial resolution of a real aperture radar is discussed in the azi-
muth (cross-range) direction as well as in the range direction. The cross-range res-
olution corresponds to the beam width in the azimuth direction Δx = W0 = Rλ/DA. 
This value becomes relatively large, for example, Δx = Rλ/DA = 100 m for λ = 2 cm, 
R = 1000 m, and DA = 20 cm. In order to obtain the resolution of Δx = 1 m, the 
required antenna size becomes 20 m, which is rather impractical.
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One of the methods to solve this problem is to use the idea of synthetic aperture 
radar (SAR) [99–103]. In a conventional SAR called stripmap-mode SAR, the 
position of the antenna remains ﬁxed relative to a platform such as an aircraft, 
illuminating a strip of terrain as it ﬂies. The processing of the returned signals 
allows the effective synthesis of a very large antenna. Since the effective antenna 
size Ds ≅ RΔ휃 = 2R휆∕DA (Δ휃 = 2휆∕DA is the radiation angle of an antenna), the 
cross-range resolution becomes Δx ≅ DA∕2. Therefore, the resolution is given by 
the half aperture size of a radiation antenna, and does not depend on the distance 
from an antenna to an object. Airborne and satellite-based SARs are capable of 
producing images of the land targets and the ground terrain in all weather condi-
tions and during the night. Thus, the SAR produces complex images that enable 
us to view sub-wavelength changes of the targets.
There exists another type SAR called spotlight-mode SAR which utilizes a 
tomographic reconstruction technique. The microwave illuminates a target area 
from different perspectives. When the longitude and the latitude of the reference 
point are provided, ‘three-dimensional earth location information of the point’ 
(a)
(b)
Figure 25. image reconstruction: (a) reflected waves at each position, (b) reconstruction of the 
object. The object’s permittivity is εr = 20 (from Ref. [83]). copyright 2012 iOP Publishing.
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can be decided from the database. The distance between the platform and the 
reference point is decided by the GPS (global position system) [104,105]. The 
spotlight mode SAR takes radar data in a way that the Fourier transform of raw 
data forms complex images. It has an advantage that the radar will be usable on 
unmanned-airplane and helicopters.
In the next section, a spotlight-mode SAR fabricated as universities project 
named ‘Live SAR’ [105] is introduced. Live SAR takes image data in wide squint 
angle ranges from −45 to 45 degrees instead of only broad-side (squint angle 
of ±90), and enables us to obtain high image resolution of 0.1 m. The images are 
formed in a few seconds after completion of synthetic aperture data taking, which 
practically makes real time monitoring practical.
5.1.1. Schematic of the Live SAR
Live SAR is a frequency-chirped radar equipped with a position sensor (com-
bination of GPS and inertia measurement unit (IMU)). It takes images around 
the motion compensation point (MCP). Total mass of Live SAR system is 25 kg, 
which is enough light for boarding on light planes and helicopters. Interferometric 
measurements are performed with the aid of the phase compensation correspond-
ing to MCP-antenna phase center distances. Live SAR consists of electronics 
assembly and an antenna system on a gimbal as shown in Figure 26. Operation 
parameters are: chirp width = 1.6 GHz at Ku-band (K-under band, the frequency 
of 12–18 GHz), microwave power = 7 W, antenna gain = 27 dB, and nominal 
range <15 km. Based on the position measurements, the antenna points MCP 
during the radar motion.
Live SAR is controlled by the user-interface software on a laptop (mobile) PC 
as well as by ground-based computers through Ethernet data link. Users can set 
Figure 26. schematic of the Live sAR system.
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the resolution and MCP by clicking any spot within two fan-shaped areas, which 
are displayed on the map. Software forms complex SAR images soon after raw IQ 
data are received by the PC. In addition to the images of static targets, images of 
moving targets and range speeds are obtained. The SAR data exploitation software 
is run on any linked computers.
5.1.2. Test experiment of the system
The test of Live SAR is performed on a helicopter. Figure 27 (right) shows an 
example of image near the Kinugawa River taken from a helicopter. The dark 
areas correspond to the river or the pond water. Figure 27 (left) shows the optical 
Google Earth image of the area where the SAR image is taken. Since both images 
are taken in different seasons, different shapes of water areas are observed.
The best expected resolution is around 10–30 cm. Since the frequency and the 
bandwidth are assigned by the Administration of Radio under the Ministry of 
Internal Affairs and Communications, the bandwidth is limited to within 1.6 GHz. 
Therefore, it is difficult to obtain a spatial resolution better than 10 cm. In order 
to attain the resolution in the range of 1–10 cm, much wider bandwidth will be 
needed.
Google Earth SAR Imaging
Figure 27.  sAR Operation using helicopter. (from Ref. [105]). copyright 2013 The institute of 
electronics, information and communication engineering.
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5.2. Microwave-modulated laser radar
5.2.1. Motivation
An ultra-wideband microwave-modulated laser radar is designed and fabricated 
for improvement of spatial resolution both in the range direction and in the azi-
muth direction. The amplitude modulation in a range of 0.01–18 GHz is applied to 
an infrared laser source of 1550 nm wavelength, which is much wider than previ-
ous microwave SAR since there is no bandwidth limitation in the infrared region.
There are several benefits in the imaging diagnostics using microwave-mod-
ulated laser. For example, speckle is one of the serious problems for obtaining 
good signal to noise ratio in the microwave region. This problem can be elimi-
nated because an IR laser output is used as a carrier wave. The drop of coherence 
length which becomes a problem in laser radar can also be neglected since the 
data processing is always performed in modulated microwave region. Compared 
to the radiation pattern of microwave antennas, there is no side lobe in laser beam 
transmission which degrades the quality of SAR image.
Recently, several research papers [106–109] have been published on frequen-
cy-modulated continuous-wave (FM-CW) lidar (laser radar) system and proof- 
of -principle experiment of imaging formation. The following section introduces 
an example of this technology. In this section, one of the present ideas is applied 
to obtain 3D imaging in good spatial resolution as less than 1 cm.
5.2.2. System description of laser radar
Figure 28 shows a schematic diagram of microwave-modulated laser radar. An 
infrared wave (1550 nm, 5–7 mW) is modulated by an output of a vector network 
analyzer (VNA). The modulated wave is amplified by a fiber amplifier and irradi-
ated by a transmitting optics (one inch diameter fiber collimator). The reflected 
wave from an object is picked up by a receiving optics and fed to the VNA via two 
fiber amplifiers and a band-pass filter with 1 nm bandwidth for improvement of 
signal to noise ratio. All of the optical fibers are the type of single mode fiber having 
Figure 28. schematic of the microwave-modulated laser radar (from Ref. [109]). copyright 2016 
international society for Optical engineering.
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a core diameter of 9–10 μm. The S21 component of the VNA is utilized to obtain 
3D images of an object. The transmitting and the receiving optics are installed 
either in a 2D rotation stage or a gimbal rotor stage. In the present experiment, 
a 2D rotation stage is utilized for 3D imaging formation. A spot-light mode SAR 
similar to the previous Ku-band system is being fabricated using a gimbal rotor 
stage with an IMU sensor.
Since the amplitude of the infrared wave is modulated by microwave, the laser 
output E0 is given by,
 
where K is the modulation degree, ωm is the total modulation frequency, and φ 
is the phase difference of microwave. The reflected wave is square-law detected 
using a wideband photo diode in an optics receiver. Therefore, the modulated 
microwave component in the reflected wave is given by,
 
and
 
where c is the speed of light, Δω/Δt is the frequency modulation rate, and z is the 
distance between a reference position and an object. Using the reference position 
Lr as an initial value, eq. (24) becomes
 
The distance z is obtained by the phase of S21. Since the (x, y) coordinate is given 
by the laser irradiation center, a 3D imaging of an object is obtained by analyzing 
the phase component.
A bistatic (separated transmission and receiver optics) arrangement is utilized 
in the present experiment. The most difficult point for the bistatic system is an 
optical alignment and its reproducibility, since the reflected wave detected by a 
lens has to be focused onto a single-mode fiber attached to a fiber collimator. If 
the position of an object is moved, that is, the distance from a transmitter to a 
receiver is changed, the alignment of the reflected wave path is shifted. Careful 
alignment is needed every time the distance is changed. As an improvement, a 
bistatic system with a beam splitter is utilized in order to minimize the shift of 
the optical axis [109].
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5.2.3 Imaging of the object
In the course of the time interval (τ), the phase of the reflected wave (S21 of VNA) 
varies as given by Equation (24). When the position of the object is changed, it 
also varies linearly. In order to check the resolution in the range direction, the 
VNA is operated in the time domain mode (TDR measurement). The measured 
spatial resolution 0.8 cm is in good agreement to the value of c/2 fm which is 
given in the TDR measurement, where fm = ωm/2π = 18 GHz is the modulation 
frequency.
A two-dimensional rotation stage is used to obtain 3D imaging of the object. 
Conventional frequency domain measurement gives a linear phase change of 
S21 at a fixed reflection point (z). The phase shift in the fixed time interval or the 
gradient Δf/Δt changes depending on the value of z. The position (x, y) can be 
determined by controlling the rotation stage. Thus, we can evaluate the point (x, y, 
z) on the three-dimensional coordinate. Figure 29 shows examples of the imaging. 
The spatial resolution in the (x, y) coordinate (azimuth direction) depends on 
the minimum accuracy of the rotation stage (10[m] × tan(0.02) = 3.5[mm]). The 
resolution in the z-direction depends on the phase resolution of present software 
program, which is shown in the bottom figure as contour (~2 mm).
The present system is being applied to a spotlight-mode SAR. In Ref. [108], syn-
thetic aperture imaging has been performed using an FM-CW ladar (the so-called 
Figure 29. examples of 3d imaging of objects.
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lidar). Bandwidth and output power of an IR laser (1.55 μm) are 3.8 GHz and 
~10 W, respectively. The spatial resolution of 4 cm is obtained at the distance of 
1 km. By a combination of a microwave SAR and a laser SAR, the range of dis-
tance, 0.1–10 km can be covered as a remote imaging system. This will be quite 
suitable for a wide range of usage such as for observation of disaster points and 
for disaster prevention.
6. Conclusions
The rapid development of microwave and millimeter-wave technologies has made 
possible advanced diagnostics for application to various fields. Specifically, active 
radar reflectometry has become important in various applications due to the 
possibility of high localization and accessibility of the measurements as well as 
the non-invasive nature of the systems. In this paper, recent developments and 
applications of radar reflectometers are described. The key words are profile reflec-
tometry, fluctuation reflectometry, imaging radar (optics imaging and synthetic 
aperture imaging), and radio-optics fusion technology in order to improve the 
spatial resolution.
It is seen that various physics issues become clear using radar reflectometry. 
The lack of spatial resolution due to long wavelength in comparison with visible 
light has been improved using ultra-wideband modulation (FM & AM) and 
synthetic aperture processing. The spatial resolution could also be improved 
in near future by use of metamaterial technologies (metalens, etc.). The radar 
(reflectometry) diagnostics using microwave/millimeter-wave to infrared wave 
will have the potential to play the role of crosslink between physics and engi-
neering, and between medicine and engineering because of the advantages of 
transmissivity, good spatial and temporal resolution, and non-invasive nature 
due to low energy.
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