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Abstract
Statistical models usually rely on the assumption that the shape of the distri-
bution is fixed and that it is only the mean and volatility that varies. Although
the fitting of heavy tail distributions has become easier due to computational ad-
vances, the fitting of the appropriate heavy tail distribution requires knowledge of
the properties of the different theoretical distributions. The selection of the appro-
priate theoretical distribution is not trivial. Therefore, this paper provides methods
for the ordering and comparison of continuous distributions by making a threefold
contribution. Firstly, it provides an ordering of the heaviness of distribution tails
of continuous distributions. The resulting classification of over 30 important dis-
tributions is given. Secondly it provides guidance on choosing the appropriate tail
for a given variable. As an example, we use the USA box-office revenues, an indus-
try characterised by extreme events affecting the supply schedule of the films, to
illustrate how the theoretical distribution could be selected. Finally, since moment
based measures may not exist or may be unreliable, the paper uses centile based
measures of skewness and kurtosis to compare distributions. The paper therefore
makes a substantial methodological contribution towards the development of con-
ditional densities for statistical model in the presence of heavy tails.
1
1 Introduction
Many observable data are usually characterized by a heavy (right-hand) tail. In recogni-
tion of ”fat tail” events, applied statisticians usually employ a distribution-free approach.
In the presence of heavy tails, nonparametric approaches can lead to very unreliable
statistical inferences as discussed by Bahadur and Savage (1956). Although statistical
models with parametric theoretical distributions can perform better in the presence of
heavy tails, they too can have problems (Davidson, 2012), particularly when the ’right’
theoretical distribution is not selected. The important point here is that the modelling
and statistics of ’heavy tail’ events are tail dependent and much different than classical
modelling of business-related data , which give primacy to central moments rather than
centile based measures.
Building along lines first proposed by Haavelmo (1943, 1944), the contribution of
this work is to provide further support for the development of conditional densities for
statistical models by providing methods for the ordering and comparison of theoretical
distributions for models of ’fat tail’ events. It is important to clarify that knowledge
of the properties of the distributions aims to support the selection of the distribution
for the statistical model to be fitted. Thus, we distinguish between methods to select
a distribution for the statistical model to be fitted and methods to assess the fitted
distribution by examining the residuals of the fitted statistical model. We provide methods
for the former rather than the latter.
Furthermore, by comparing different distributions (rather than focusing on an individ-
ual distribution), the proposed classification of theoretical distributions is a useful guide
in developing models from a list of theoretical distributions (some expert systems have
more than 80 distributions - see the gamlss package in R) with the appropriate heavy tail
distribution when flexible modelling tools are used to analyze processes and/or systems
characterized by highly skew and/or kurtic data.
The introduction of the generalised additive models for location scale and shape
(GAMLSS) framework (proposed by Rigby and Stasinopoulos, 2005) and vector gen-
eralized additive model (VGAM) framework (proposed by Yee and Wild, 1996) have
enhanced the ability of applied statisticians to develop models by selecting appropriate
distributions from an extensive list of theoretical distributions. While there are flexible
modeling frameworks to model ’fat tail’ events by selecting an appropriate theoretical dis-
tribution, guidelines on how to choose a specific distribution and why some distributions
are preferable in a certain application to others is missing. We use a dataset (derived from
industry standard data sourced by Nielsen EDI for 13 years from 1988 to 1999) of the
North American film market during the 1990s. The market for films in theatrical release
is an experimental place in which consumers quest for aesthetic novelty but ex-ante are
uncertain about the quality of the films they select to watch. For their part producers
are uncertain about how best to satisfy the not perfectly understood preferences of con-
sumers, while the task of the other two agencies in the supply triumvirate - distributors
and exhibitors - is to satisfy demand once revealed, making films that consumers wish
to see much less scarce than those films to which they are not so attracted. This is an
industry that supply adapts to demand dynamics by means of adaptive contracts (e.g.,
film rental differentials and booking periods). Thus, density forecasts of film performance
is important to dynamically manage the emerging demand for blockbusters.
The tail of the distribution of a continuous random variable Y is commonly ordered
based on the survivor function F¯ (y) = 1 − FY (y), for the right tail and the cumulative
2
distribution function of Y , FY (y) for the left tail. In Section 2 it is shown that an ordering
based on the log of the probability density function log fY (y) results in the same ordering
for the probability density function fY (y) and the same ordering of F¯ (y) for the right tail
and F (y) for the left tail. The resulting classification (type I, II and III) of important
distributions on the real and positive real line is also given. A film revenue data example
is given.
A detailed comparison of distributions on the real line based on centile measures of
skewness and kurtosis is given in Section 3. Moment based measures of skewness and
kurtosis have traditionally been used to compare distributions. However moment based
measures suffer from being affected by an extreme tail of the distribution which may have
negligible probability. In particular it has been shown by Ali (1974) that a sequence of
random variables can be constructed which converge in distribution (uniformly) to the
normal distribution, yet the moment based kurtosis tends to infinity, proving that moment
based kurtosis is not a reliable measure of the shape of the distribution. For certain famous
distributions, e.g. the Stable distribution and the t distribution with degrees of freedom
d ≤ 4, no finite moment based skewness and/or kurtosis exists. For the above reasons,
in this paper we use centile based measures of skewness and kurtosis, which exist for all
distributions, to compare distributions. Conclusions are given in Section 4.
2 Ordering heaviness of tails of continuous distribu-
tions
2.1 Types of tail
The heaviness of the tail of a continuous distribution is ordered here based on the log of the
probability density function. If random variables Y1 and Y2 have continuous probability
density functions fY1(y) and fY2(y) and lim
y→∞
fY1(y) = lim
y→∞
fY2(y) = 0 then Y2 has a heavier
right tail than Y1 ⇔ lim
y→∞
[log fY2(y)− log fY1(y)] =∞. The resulting ordering of logfY (y)
for the right tail of Y results in the same ordering for the probability density function
fY (y), [where Y2 has a heavier tail than Y1 ⇔ fY1(y) = o [fY2(y)] as y → ∞ by Lemma
B1 in Appendix B], and also the same ordering as the standard ordering for the survivor
function F¯Y (y) = 1− FY (Y ) where FY (y) is the cumulative distribution function, [where
Y2 has a heaver tail than Y1 ⇔ F¯Y1(y) = o
[
F¯Y2(y)
]
, by Lemma B2 in Appendix B].
Similarly for the left tail of Y .
There are three main forms for logfY (y) for a tail of Y , i.e. as y → ∞ (for the right
tail) or as y → −∞ (for the left tail), log fY (y) ∼
Type I: −k2 (log |y|)k1 ,
Type II: −k4 |y|k3 ,
Type III: −k6 ek5|y|,
in decreasing order of heaviness of the tail. For −k2 (log |y|)k1 , decreasing k1 results in a
heavier tail, while decreasing k2 for fixed k1 results in a heavier tail. Similarly for −k4 |y|k3
with (k3, k4) replacing (k1, k2) and −k6 ek5|y| with (k5, k6) replacing (k1, k2). Important
special cases are k1 = 1, k1 = 2, k3 = 1 and k3 = 2. To avoid unnecessary cluttering
references for the distributions considered in this paper are given in Table A1 in Appendix
A.
3
2.2 Classification Tables
Tables 1 and 2 provide a summary of many important distributions on the real line and
positive real line respectively. Many of the distributions in Tables 1 and 2 have important
special cases. For example, the generalized beta type 2 distribution, GB2(µ, σ, ν, τ), also
known as the generalized beta-prime distribution and the generalized beta of the second
kind, includes special cases the Burr III (or Dagum) distribution when τ = 1, the Burr
XII (or Singh-Maddala) when ν = 1, (Johnson et al., 1994, p 54), a form of Pearson
type VI when σ = 1, (Johnson et al., 1995, p 248), the generalized Pareto distribution
when σ = 1 and ν = 1 and the log logistic when ν = 1 and τ = 1. The skew exponential
power type 3 distribution, SEP3(µ, σ, ν, τ) includes the skew normal type 2 when τ = 2,
(Johnson et al., 1994, p 173) .
The parametrizations of the distributions (column 2 of Tables 1 and 2) are those used
by the open source R-based GAMLSS tool. This parameterization was chosen for consis-
tency with a highly flexible and open source modelling tool with extensive documentation.
The parameters for all distributions (up to four parameters) are defined as µ, σ, ν and
τ . Note that µ and σ are (usually location and scale) parameters and not, in general,
the mean and standard deviation of the distribution, while ν and τ are usually skewness
and kurtosis parameters. Some distributions are parameterized in two different ways, for
example JSU and JSUo. For many distributions the left and right tails have the same
asymptotic form for log fY (y), otherwise the relevant tail is specified in the table, see
e.g. Gumbel distribution. Some distributions have different tail forms dependent on a
condition on one (or more) parameters, see e.g. the generalized gamma distribution.
Note, for example, that all distribution tails with k1 = 1 are heavier than those with
k1 = 2. Within the k1 = 1 group a smaller k2 has the heavier tail. Note from Table 1
that the stable distribution and the skew t type 3 distribution with degrees of freedom
parameter 0 < τ < 2 have the same range for k2. Distribution tails with 0 < k3 < ∞
can be heavier than the Laplace (two sided exponential) if 0 < k3 < 1, lighter than the
Laplace but heavier than the normal if 1 < k3 < 2, or lighter than the normal if k3 > 2.
It should be noted that although the tails of two distributions with the same combination
of k1 and k2 values, are not necessarily equally heavy, a reduction in k2, no matter how
small, for either distribution will make it the heavier tail distribution. Similarly replacing
(k1, k2) by (k3, k4) or (k5, k6). Hence the important point is that the k values are dominant
in determining the heaviness of the tail of the distribution. [If it is required to distinguish
between the two distributions with the same k values the second order terms of log fY (y)
can be compared.]
Distribution tails in Tables 1 and 2 can be split into four categories: ‘non-heavy’ tails
(k3 ≥ 1 or 0 < k5 < ∞), ‘heavy’ tail (i.e. heavier than any exponential distribution)
but lighter than any ‘Paretian type’ tail (k1 > 1 and 0 < k3 < 1), ‘Paretian type’ tail
(k1 = 1 and k2 > 1), and heavier than any ‘Paretian type’ tail (k1 = 1 and k2 = 1).
These four categories correspond closely to mild, slow, wild (pre or proper) and extreme
randomness, (Mandlebrot, 1997).
Following Lemma B3 and Corollaries C1 and C2, Tables 1 and 2 also apply to the
asymptotic form of the log of the survivor function, log F¯Y (y), with the following changes:
(i) when k1 = 1 and k2 > 1 then k2 is reduced by 1
(ii) when k1 = 1 and k2 = 1 then log F¯Y (y) = o (log |y|) and specific asymptotic forms
for log F¯Y (y) for specific distributions are given in Table 3.
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Distribution Asymptotic form of log F¯Y (y)
LOGT(µ, σ, ν) −ν log(log y)
BCT(ν = 0) −τ log(log y)
LOG WEI(µ, σ) for all 0 < σ <∞ −µ−σ(log y)σ
BCPE(ν = 0) for all 0 < τ <∞ −(c1σ)−τ (log y)τ
Table 3: Asymptotic form of log F¯Y (y) as y →∞.
Note that the distributions having log survivor function upper tails in exactly the forms
−k2(log y)k1 , −k4yk3 and −k6ek5y are the log Weibull (LOGWEI), the Weibull (WEI) and
the Gumbel (GU), respectively.
2.3 Methods for choosing the appropriate tail
The substantive practical implications of ordering of distribution tails is in the devel-
opment and selection of statistical distributions with tails appropriate for observations
on a variable. An important way of distinguishing different distribution tails in practice
is the complementary cumulative distribution function (CCDF) plot given by plotting
log[F¯Y (y)] against log y. Another possible way is the complementary log log plot of the
survival function. We refer below the sample versions of those two plots as exploratory
methods 1 and 2 respectively.
2.3.1 Exploratory Method 1
Note that if the upper tail of the survivor function F¯Y (y) is asymptotically in the form
−k2(log y)k1 , −k4yk3 and −k6ek5y then the CCDF plot of log[F¯Y (y)] against t = log y
will be asymptotically in the form −k2tk1 , −k4ek3t and −k6ek5et respectively, i.e. power,
exponential and double-exponential respectively. A sample version of CCDF plot is given
by plotting log
(
1− i− 0.5
n
)
against log y(i), where y(i) is the i
th largest value of y in the
sample. The sample CCDF plot can be used to investigate the tail form of F¯Y (y).
2.3.2 Exploratory Method 2
Correspondingly the upper tail of log
{− log [F¯Y (y)]} is asymptotically as y → ∞ in
the form log k2 + k1 log [log(y)], log k4 + k3 log y and log k6 + k5y, and hence a plot of
log
{− log [F¯Y (y)]} against log [log(y)], log y and y will be asymptotically linear in each
case. The corresponding sample plot can be used to investigate the tail form of F¯Y (y)
(although a large sample size may be required especially in the first case).
2.4 Example
As discussed in the introduction, to demonstrate our approach, we use the total USA box
office film revenue (F90). This is because film revenues are highly skewed, in such a way
that a small number of large revenue films coexist alongside considerably greater numbers
of smaller revenue films. Moreover, the skewed nature of these distributions appears to
be an empirical regularity, with Pokorny and Sedgwick (2010) dating this phenomenon
back to at least the 1930s, making it an early example of a mass market long tail. This
data was analysed by Voudouris et al. (2012)
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Intercept slope Error SS
type I -28.2422 10.1806 0.12597
type II -8.91724 0.560959 0.09090
type III 0.75172 5.697e-09 2.82237
Table 4: Estimated coefficients from exploratory method 2.
Figure 1 shows the sample CCDF plot (exploratory method 1) for the largest 10%
of revenues together with fitted linear, quadratic and exponential functions. The linear
fit appears inadequate, hence k1 = 1 (e.g. a Pareto distribution) appears inappropriate.
The quadratic or exponential fits adequately suggesting k1 = 2 (e.g. lognormal tail ) or
0 < k3 <∞ (e.g. Weibull tail) respectively may be appropriate.
Figure 2 plots log
{− log [F¯Y (y)]} against log(log(y)), log y and y respectively, (ex-
ploratory method 2), with the middle graph providing the best linear fit (error sum of
squares equal 0.0909, see Table 4), with estimates kˆ3 = 0.561 and kˆ4 = exp(−8.917) =
0.000134, suggesting a Weibull tail may be appropriate.
Truncated lognormal and Weibull distributions were fitted to the largest 10% of rev-
enues leading to good fits in each case. Figure 3 provides a normal QQ plot for the
normalised quantile residuals Dunn and Smyth (1996) from the truncated Weibull fit to
the largest 10% of revenues, indicating a good fit particularly in the upper tail. The
estimated Weibull parameters were µˆ = 13467053 and σˆ = 0.6476. Sequential fits of the
truncated Weibull distribution to the largest r revenues, for r = 4, 5, 6, . . . , 403, were fol-
lowed by a plot of the parameter estimate σˆ against r indicating that the fitted parameter
σˆ is relatively stable (Figure 4) indicating that the Weibull fit to the tail is relatively
stable as r changes. This plot is analogous to the Hill plot (Hill, 1975).
Figure 1: Exploratory Method 1 applied to the 90’s film revenues data
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Figure 2: Exploratory Method 2 applied to the 90’s film revenues data
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Figure 3: QQ plot for the truncated Weibull.
Figure 4: Sequencial plot of σˆ for the truncated Weibull
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3 Centile based comparisons of distributions
3.1 Introduction
The centile based measures of skewness and kurtosis are defined using the quantile function
of the distribution of a random variable Y given by yp = F
−1
Y (p) for 0 < p < 1, where
F−1Y is the inverse cumulative distribution function of Y .
A general centile based measure of skewness is given by MacGillivray (1986):
sp =
(yp + y1−p)/2− y0.5
(y1−p − yp)/2 (1)
for 0 < p < 0.5, i.e. the midpoint of a central 100(1 − 2p)% interval for Y minus the
median, divided by the half length of the central 100(1− 2p)%. Note that −1 ≤ sp ≤ 1.
One important case is p = 0.25, giving Galton’s measure of skewness:
s0.25 =
(Q1 +Q3)/2−m
(Q3 −Q1)/2 (2)
i.e. the mid quartile (Q1 + Q3)/2 minus the median divided by the semi-quartile range
(Q3 − Q1)/2, where Q1 = y0.25 and Q3 = y0.75. This can be considered as a measure of
central skewness since it focuses on the skewness within the interquartile range for Y .
A second important case is p = 0.01, giving
s0.01 =
(y0.01 + y0.99)/2− y0.5
(y0.99 − y0.01)/2 (3)
i.e. the midpoint of a central 98% interval for Y minus the median, divided by the
half length of the central 98% interval for Y . This can be considered as a measure of
tail skewness since it focuses on skewness within a central 98% interval for Y . A third
important case is p = 0.001 which measures extreme tail skewness.
Following Balanda and MacGillivray (1988), a general centile based measure of kurtosis
is given by Andrews et al. (1972):
kp =
(y1−p − yp)
(Q3 −Q1) (4)
for 0 < p < 0.5, i.e. the ratio of the length of a central 100(1− 2p)% interval for Y to its
interquartile range. An important case is p = 0.01, i.e. k0.01 (Andrews et al., 1972). This
has been scaled relative to a normal distribution for which k0.01 = 3.49 giving
s k0.01 =
(y0.99 − y0.01)
3.49 (Q3 −Q1) , (5)
Rosenberger and Gasko (1983). Hence a normal distribution has s k0.01 = 1. To allow the
full range of kurtosis to be plotted it is transformed to
t s k0.01 =
s k0.01 − 1
s k0.01
. (6)
Note that t s k0.01 ∈ (−2.49, 1), where t s k0.01 → 1 corresponds to k0.01 → ∞ and
t s k0.01 → −2.49 corresponds to k0.01 → 1. Also t s k0.01 = 0 corresponds to s k0.01 = 1,
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e.g. a normal distribution, while t s k0.01 = −1 corresponds to s k0.01 = 0.5. See Balanda
and MacGillivray (1988) for a review of kurtosis.
In sections 3.2 and 3.3 we compare plots of transformed centile kurtosis (6) against
each of centile central skewness respectively (2) and centile tail skewness (3) for commonly
used heavy tailed distributions on the real line. The following distributions on the real
line are considered: exponential generalized beta type 2 (EGB2), Johnson’s SU (JSU),
sinh-arcsinh original (SHASHo), skew exponential power type 3 (SEP3), skew t type 3
(ST3) and stable (SB). See Table A1 in Appendix A for references.
3.2 Transformed (centile) kurtosis against (centile) central skew-
ness
Here we investigate the relationship between transformed kurtosis t s k0.01 given by (6)
against positive central skewness s0.25 ∈ (0, 1) given by (3). For each of the six distribu-
tions the boundary of central skewness is plotted against transformed kurtosis in Figure
5. The vertical line at central skewness equals zero and the horizontal line at transformed
kurtosis equals one form the outer boundaries of each of the six regions of the distribu-
tions. The corresponding plot for negative central skewness is a mirror image around the
vertical origin axis.
Note that the normal distribution is plotted at the point (0, 0) in Figure 5. Trans-
formed kurtosis below 0 can be considered as ‘platykurtic’ while above 0 can be considered
‘leptokurtic’. Clearly the EGB2, JSU and SB distributions do not allow ‘platykurtic’ dis-
tributions, while SEP3 allows the lowest kurtosis (most ‘platykurtic’) distributions for a
fixed low central skewness s0.25 < 0.05 and SHASHo allows the lowest kurtosis distribu-
tions for a fixed high central skewness s0.25 > 0.05.
The SHASHo distribution is generally the most versatile covering the largest range of
central skewness s0.25 for a given value of transformed kurtosis t s k0.01 (provided t s k0.01 >
−0.36). The SEP3 distribution is most versatile for t s k0.01 < −0.36 and second most
versatile for t s k0.01 > −0.36. The JSU and ST3 distributions have more restricted central
skewness for a given transformed kurtosis. The EGB2 distribution is more restricted in
central skewness and transformed kurtosis, with the transformed kurtosis at or moderately
above that of the normal distribution. The stable distribution is restrictive in central
skewness for a given transformed kurtosis, with the transformed kurtosis generally much
higher than the normal distribution. The range of possible central skewness increases
with the transformed kurtosis for all distributions (except EGB2) .
Figure 6 (a) and (b) show the transformed kurtosis against central skewness for the
SHASHo and SB distributions respectively, showing contours for different values of each
of the skewness and kurtosis parameters, ν and τ respectively, of the distribution, while
keeping the other parameter constant. The SHASHo was chosen because of its flexibility,
while SB was chosen because its moment based kurtosis-skewness plot is not possible.
For the SHASHo distributions in Figure 6(a) the horizontal contours correspond to τ =
0.001, 0.5, 0.75, 1, 1.5, 3 from top to bottom while the ’vertical’ contours correspond to
ν = 0, 0.1, 0.25, 0.5, 0.75, 1, 1.5, 100 from left to right. Note that τ = 0.001 and ν = 100
effectively correspond to the limits τ = 0 and ν = ∞ as no change in the contours was
observed as τ was decreased below 0.001 and ν increased above 100, respectively. Note
also that for a fixed τ , ν affects the centile skewenss only. For the stable SB distribution in
Figure 6(b) the ‘horizontal’ contours correspond to τ = 0.001, 0.75, 1, 1.25, 1.5, 1.75 while
the ‘vertical’ contours correspond to ν = 0, 0.1, 0.25, 0.5, 0.75, 1 from left to right. Note
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Figure 5: The upper boundary of centile central skewness against the transformed centile
kurtosis for six distributions on the real line.
that τ = 0.001 effectively corresponds to the limit τ = 0.
3.3 Transformed (centile) kurtosis against (centile) tail skew-
ness
Section 3.2 is amended to replace the central skewness s0.25 given by (3) with the tail
skewness s0.01 given by (4). Figures 7 and 8 correspond to Figures 5 and 6. The contour
values of ν and τ in Figure 4 are the same as used in Figure 6. Note that the range of tail
skewness for the six distributions is now more restricted to (0, 0.5) instead of (0, 1) for the
central skewness. However the general comments about the kurtosis-skewness relationship
for the six distributions still apply.
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Figure 6: Contours of centile central skewness against the transformed centile kurtosis for
constant values of ν and τ for the SHASHo and SB distributions.
14
Figure 7: The upper boundary of centile tail skewness against the transformed centile
kurtosis for six distributions on the real line.
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Figure 8: Contours of centile tail skewness against the transformed centile kurtosis for
constant values of ν and τ for the SHASHo and SB distributions.
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4 Conclusions
We argue that the selection of appropriate theoretical distributions for the development
of conditional densities for statistical models is not trivial while methods for the ordering
and comparison of theoretical distributions are missing. An ordering of the heaviness
of the tail(s) of distributions based on three main asymptotic forms of the log of the
probability density function has been shown. Tables 1 and 2 summarise the results for a
selection of distributions.
The boundary of (centile) central and tail skewness against the transformed (centile)
kurtosis is also given for six important four parameter distributions on the real line.
Overall the sinh-arcsinh (SHASHo) is the most flexible distribution in modelling the
skewness and kurtosis. However its tails are not as heavy as the stable (SB) or skew t
type 3 (ST3). Hence the SHASHo and SEP3 are flexible enough to model business-related
data which can exhibit a wide range of skewness and kurtosis, while the SB and ST3 are
more appropriate to model data with high kurtosis and low skewness. The EGB2 is only
appropriate for mild leptokurtosis and low skewness. New or different distributions can
be included in the tail comparison in Tables 1 and 2 and in the kurtosis-skewness plots
in Figures 5 and 7.
The substantive applied implications of the comparison of ‘heavy tails’ given here is
that the development of conditional densities for decision analysis need not to be founded
upon a very narrow set of distributions and distribution shapes and tails. The classifi-
cation and centile comparison presented here is a way forward in detecting the flexibility
of theoretical distributions when processes and/or systems characterized by highly skew
and/or kurtic data are analysed.
Models to explore and investigate past performance in order to drive forward-looking
planning can be extended to include distributions that are sufficiently flexible in modelling
different distribution shapes and tails. This will enable the better qualification of risks
and better evaluation of actions. Consequently when a statistical model is applied to data
some outcomes are not misclassified as ‘possible’ and others as ‘practically impossible’
under the assumptions of an inflexible (and inappropriate) distribution. When an event
misclassified as ‘practically impossible’ actually occurs, catastrophic errors are likely to
be observed.
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Appendix A
Box-Cox Cole-Green Cole and Green (1992)
Box-Cox power exponential Rigby and Stasinopoulos (2004)
Box-Cox t Rigby and Stasinopoulos (2006)
Cauchy Johnson et al. (1994)
Exponential Johnson et al. (1994)
Exponential generalized
beta type 2
McDonald and Xu (1995); McDonald (1996)
Gamma Johnson et al. (1994)
Generalized beta type 2 McDonald and Xu (1995); McDonald (1996)
Generalized gamma Lopatatzidis and Green (2000); Harter (1967)
Generalized inverse
Gaussian
Jørgensen (1997); Jørgensen (1982)
Generalized t McDonald and Newey (1988); McDonald (1991)
Gumbel Crowder et al. 1991
Inverse Gamma Johnson et al. (1994)
Johnson’s SU Johnson et al. (1994)
Johnson’s SU Original Johnson et al. (1994)
Laplace Johnson et al. (1995)
Lognormal Johnsonet al.(1994)
Normal Johnson et al. (1994)
Pareto Type 2 Johnson et al. (1994)
Power exponential Nelson (1991)
Power exponential type 2 Nelson (1991); Johnson et al. (1995)
Reverse Gumbel Johnson et al. (1995)
Sinh-arcsinh Jones (2005)
Sinh-arcsinh original Jones and Pewsey (2009)
Skew exponential power
type 3
Fernandez et al. (1995)
Skew exponential power
type 4
Jones (2005)
Skew t type 3 Fernandez and Steel (1998)
Skew t type 4 Stasinopoulos et al.(2008)
Stable Nolan (2012)
t Johnson et al. (1995)
Weibull Johnson et al. (1994)
Table 5: References for continuous distributions
Appendix B
B.1 Lemma B1
Let the random variables Y1 and Y2 have probability density functions fY1(y) and fY2(y)
respectively, then fY1(y) = o [fY2(y)] as y → ∞ ⇔ lim
y→∞
[log fY2(y)− log fY1(y)] = +∞ .
Similarly replacing y →∞ by y → −∞ for the left tail.
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Proof B1 fY1(y) = o [fY2(y)] as y →∞
⇔ lim
y→∞
[
fY1(y)
fY2(y)
]
= 0
⇔ lim
y→∞
[
log
fY2(y)
fY1(y)
]
= +∞
B.2 Lemma B2
Let random variables Y1 and Y2 have probability density functions fY1(y) and fY2(y),
cumulative distribution functions FY1(y) and FY2(y) and survivor functions F¯Y1(y) and
F¯Y2(y) respectively, then
fY1(y) = o [fY2(y)] as y →∞ ⇔ F¯Y1(y) = o
[
F¯Y2(y)
]
as y →∞
fY1(y) = o [fY2(y)] as y → −∞ ⇔ FY1(y) = o [FY2(y)] as y → −∞
provided FY1(y) and FY2(y) are differentiable and, as y →∞ and as y → −∞, lim fY1(y) =
lim fY2(y) = 0 and lim
[
fY1(y)
fY2(y)
]
exists.
Proof B2 fY1(y) = o [fY2(y)] as y →∞
⇔ lim
y→∞
fY1(y)
fY2(y)
= 0
⇔ lim
y→∞
F¯Y1(y)
F¯Y2(y)
= 0 using L’Hopital’s rule
⇔ F¯Y1(y) = o
[
F¯Y2(y)
]
The proof follows similarly for the left tail as y → −∞.
B.3 Lemma B3
Let fY (y) and FY (y) be respectively the probability density function and cumulative
distribution function of a random variable Y . Then
1
F¯Y (y)
∼
[
1
fY (y)
]′
as y →∞
provided lim
y→∞
fY (y) = 0 and lim
y→∞
f
′
Y (y)
fY (y)
exists, where ′ indicates the derivative with
respect to y and F¯Y (y) = 1− FY (y).
Proof B3 lim
y→∞
fY (y)
F¯Y (y)
= lim
y→∞
f
′
Y (y)
fY (y)
using L’Hopital’s rule
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∴ lim
y→∞
{
[fY (y)]
2
F¯Y (y)f
′
Y (y)
}
= 1
∴ 1
F¯Y (y)
∼ f
′
Y (y)
[fY (y)]2
=
[
1
fY (y)
]′
Appendix C
C.1 Corrolary C1
If log fy(y) ∼ −g(y) as y →∞ then log F¯Y (y) ∼
{ −g(y)− log g′(y) if g(y)  − log g′(y)
o [g(y)] if g(y) ∼ − log g′(y)
Proof C1 log fY (y) = −g(y)[1 + o [1]]
∴ 1
fY (y)
= eg(y)[1+o[1]]
∴
[
1
fY (y)
]′
∼ g′(y)eg(y)
since
d
dy
{g(y)[1 + o [1]]} ∼ g′(y) as d
dy
[1 + o [1]] = o(1)
∴ F¯Y (y) g
′
(y)eg(y) → 1 as y →∞ using Lemma B3
∴ log F¯Y (y) + g(y) + log g
′
(y)→ 0 as y →∞
Hence result.
C.2 Corrolary C2
As y →∞ (or y → −∞),
(a) If log fY (y) ∼ −k2(log |y|)k1 then logFY (y) ∼
 −k2(log |y|)
k1 if k1 > 1
−(k2 − 1) log |y| if k1 = 1 and k2 > 1
o(log |y|) if k1 = k2 = 1
(b) If log fY (y) ∼ −k4 |y|k3 then logFY (y) ∼ −k4 |y|k3
(c) If log fY (y) ∼ −k6e−k5|y| then logFY (y) ∼ −k6e−k5|y|
Proof C2
(a) From Corrolary C1, log F¯Y (y) ∼ −k2(log |y|)k1− log
[
k1k2
|y| (log |y|)
k1−1
]
if k ≥ 1 and
k2 > 1 and log F¯Y (y) ∼ o(log |y|) if k1 = k2 = 1.
(b) (c) From corrolary C1.
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