Resting-state networks (RSNs), which have become a main focus in neuroimaging research, can be best simulated by large-scale cortical models in which networks teeter on the edge of instability. In this state, the functional networks are in a low firing stable state while they are continuously pulled towards multiple other configurations. Small extrinsic perturbations can shape taskrelated network dynamics, whereas perturbations from intrinsic noise generate excursions reflecting the range of available functional networks. This is particularly advantageous for the efficiency and speed of network mobilization. Thus, the resting state reflects the dynamical capabilities of the brain, which emphasizes the vital interplay of time and space. In this article, we propose a new theoretical framework for RSNs that can serve as a fertile ground for empirical testing.
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The phenomenology of resting brains Interest in the interplay between the intrinsic activity of the brain and the external world has seen a revival over the past decade, especially in neuroimaging. An assumption in many of the early studies was that such intrinsic brain activity is irrelevant and sufficiently random that it averages out in statistical analysis. Hence, the use of 'activation paradigms' (see Glossary) in these studies, where experimental manipulation resulted in the activation of cerebral circuits that were necessary for performing the task [1, 2] . However, despite the most elegant experimental designs, there were consistent patterns of deactivation that often accompanied increased cognitive demands. Several researchers began to examine these deactivations based on the idea that the lowlevel baseline tasks were active states and that the patterns of activation and deactivation represented a shift in the balance from a focus on the internal state of the subject and its ruminations, to one on the external environment [3] [4] [5] . This pattern was later dubbed the 'default mode ' [6] or, more recently, the 'default mode network' (DMN) [7] .
The observation that there are relatively consistent distributed patterns of activity during rest led to the suggestion that it might be possible to characterize network dynamics without needing an explicit task to drive brain activity. This possibility has been explored in studies of RSNs in functional magnetic resonance imaging (fMRI). Probably the first demonstration of resting-state correlations using fMRI examined the cross-correlation (i.e., functional connectivity) between activity in the primary motor cortex (M1) and other brain regions independent of any overt task [8] . Spatially, the functional connectivity pattern seemed to mimic the pattern of activation seen when subjects executed an overt motor response. This observation led to a veritable explosion of work exclusively focused on the identification and characterization of these networks [7, 9, 10] . More recently, RSNs have been studied with magnetoencephalography (MEG) and electroencephalography (EEG) [11, 12] . In general, EEG and MEG studies of resting-state activity have found slow fluctuations in the power of alpha and beta-frequency oscillations, which correlate across distant brain areas. Notably, these bandlimited power (BLP) fluctuations yield large-scale spatial maps, some of which correspond quantitatively to the RSNs derived from fMRI [13] . Overall, these results indicate that resting state functional connectivity in blood oxygen-level dependence (BOLD) responses corresponds to a spatially structured modulation of BLP fluctuations.
Much of the RSN work in neuroimaging has emphasized the consistency of the spatial pattern, but that is likely a reflection of the relatively long time course over which the functional connectivity was estimated. RSNs have a rich spatiotemporal signature. The first clue to this behavior came from large-scale network simulations using anatomically realistic cortical connectivity [14] . Across a long time window, distinct functional networks formed that related to the structural connections. At shorter time steps, however, subnetworks formed and dissolved as the full network evolved. The regions within each of the broad spatial patterns would move away from their core network to form other networks, and then transition to a new set of spatial
