Abstract
Introduction
Based on the type of input, visual servoing systems can be classified to three categories [5] : position-based, imagebased, and hybrid visual servoing. Position-based visual servoing needs an estimate of the object pose with respect to the camera frame using the complete 3D model of the object. The requirements of the hybrid approaches varies from coarse to accurate estimate of the depth/model. In image based visual servoing, 2D visual information is extracted from the images and used directly in the control law along with the image Jacobian [4] to generate the control signal.
The image Jacobian needs information from the image space and an estimate of the depth of the features points. As a result, performance of the image-based visual servoing depends on the accuracy of the depth estimate. It was assumed in the literature that a rough estimate of the depth is enough to accurately compute the control signal. Malis and Rives [6] proved analytically and demonstrated that the robustness domain of the image-based visual servoing with respect to depth error is not very wide. They argued that special care should be taken to the depth estimation step for a stable control process. Usually, to avoid an online estimation, computation of the depth is done in the desired image and the Jacobian at the desired image is used for the calculation of the control signal. This does not guarantee the image points to be always in the camera field of view (FoV). Indeed, a special care is needed to keep the features in the FoV. Here, we propose a Bayesian method to estimate the depth of the current feature during visual servoing process. Bayesian techniques typically update the state vector using a tracking filter like Kalman filter [3] or particle filter [9] .
The Extended Kalman Filter (EKF) has been known as the most common approach in visual tracking applications [2] . The complexity of the EKF grows quadratically with the number of image measurements. The EKF is also very sensitive to outliers in detection of image features. Methods like EKF expect a reasonable initial estimate of the state variables. They often need special care in tuning the noise parameters. In contrast, particle filter deals with outliers better. It does not need any initialization and tuning step. It starts from uniform distribution. However, particle filter performs poorly when dimensionality of the state vector increases. Dimensionality appears as a serious problem in visual simultaneous localization and mapping (VSLAM) applications. However, in visual servoing the number of features is limited and fixed. This allows managing the dimensionality probelm satisfactorily.
In this paper, a method that employs the Gaussian particle filter to estimate the depth of the image point online is presented. Initially, we draw particles (samples) of the depth from the visible regions in the current camera frame. These samples are then propagated to the next frame with some level of uncertainty. Sample images provide a likelihood density of the drawn samples. The sample that maximize the density function of the likelihood is assigned to the estimate of the mean of the 3D model distribution. After some iteration the distribution converges to a Gaussian with a sharp peak i.e., a variance value smaller than the threshold set in [6] . Thus particle filters give an estimate of the full 3D description at the selected feature points.
Background and Review
The problem of visual servoing is that of positioning the end-effector of a robot arm such that a set of current features s reaches a desired value s * . The main objective of the visual servoing process is to minimize the error function e(s) = s − s * . For exponential convergence of the minimization process in a simple proportional control law, the required velocity of the camera can be shown to be [4] 
where e(s) is a (2N × 1) vector consisting of the errors in image coordinates (u, v) of N points. The velocity V = (ν, ω) T is the camera velocity, ν is translational velocity and ω is rotational velocity. The (2N × 6) matrix L s is called the image Jacobian matrix. Image Jacobian relates the changes in the image space to the changes in the Cartesian space [4] .
In fact, the stability of visual servoing process is subject to the robustness in image measurements and a good estimate of the depth [6] , where these two are included in the Jacobian matrix. The Jacobian matrix can be written as
where u and v are the image coordinate vector of all points. One can note that an estimate of the depth is necessary in the camera frame. Most of the recent image-based visual servoing algorithms assume the depth estimate to be available. To the best of our knowledge, there are only limited attempts [7] that takes care of the depth estimation. In [7] , an affine reconstruction method is proposed to recover the depth from a pure translation motion as an off-line step in the image-based visual servoing.
Bayesian Modeling of Dynamic Systems
Consider a camera mounted on a robot arm manipulator observing an object in the 3D world, the dynamical system is the robot arm and the 3D scene. We assume that the environment is Markovian, that is, the past and future data are conditionally independent if the current state is known.
Object Model Estimation
In object model estimation, the state vector X represent the 3D coordinates of the object points. The measurements are the image points x correspond to the 3D points X, and the control u, which is commanded to the arm controller. Bayes filters estimate the probability density function over the state space conditionally to the measurements data i.e., image points and control command. This probability is called the belief of the state vector and denoted as π(Xt).
Without loss of generality, we assume that the image measurements and the control commands arrive alternatively. In other words, the control command u t−1 is the motion during the time interval [t − 1, t] while the current image measurements at the time t is x t . Based on these assumptions, we can write the belief π(Xt) as
The belief π(Xt) is estimated recursively using Bayes filter. The initial belief π(X 0 ) represents the initial knowledge about the system state. If there is no a priori knowledge about the target model available, the initial belief is a uniform distribution over the 3D coordinate space of the object points.
To derive the recursive update equation, we use Bayes rule to write Eq. (3) as
From Markov assumptions and by integrating over the state at time t − 1, we get the update equation in Bayes filter as
Starting from the initial belief or the a priori knowledge about the system state, we have a recursive estimator for the object model that is partially observable. To implement the Eq. (5), we need to know the two density functions: (i) the probability p(Xt | Xt−1, ut−1), this is nothing but the motion model of the system, (ii) the density p(xt | Xt), that is the sensor model. One can note that these two models are time invariant and they do not depend on the specific time t. In particle filters the belief π(X) is represented by a set of M weighted samples
Here, X m t is a sample of the random variable X t , and w m t is a non-negative parameters called the importance factors, these importance factors are normalized in a such a way that they sum upto one. Restating Eq. (5) for the sample pairs, we get
Gaussian particle filter operates by approximating the desired densities as Gaussian [1] . Here, only the mean and the variance are propagated along the time to simplify the implimentation. Gaussian particle filter is a Gaussian filter in which particle filter based method is used to estimate the mean and the covariance of the concern densities recursively. Propagation of the mean and the covariance simplify the implementation of the Gaussian particle filter. 
Motion Model Estimation

Let the vector
be the state vector of the motion model, where P is the pose vector of the camera frame related to a reference frame and its derivative with respect to time. The state update and the measurements equations are
In these two equations, A is the transition matrix, w t and v t are additive noise vectors representing the uncertainty in the motion and the measurements respectively. The covariance matrix of this noise is diagonal since it represent an uncorrelated noise vector. The function F is the measurement function. Using EKF, these prediction equations can be updated recursively aŝ
where K t is the Kalman filter gain. From the pose valueŝ P t|t andP t−1|t−1 , we compute the transformation T t,t−1 . Consider the 3D point Xt in the camera frame at the instance t. The point Xt−1 is mapped to this point in the camera frame through the transformation T t,t−1 as Xt = Tt,t−1Xt−1
Depth and Object Model Estimation Using Particles
Consider the noisy image point x, corresponding to a world point X. This image point is represented by
Here the noise in the image is assumed to be Gaussian with zero mean and variance Σ x . If the image points are back-projected with the help of the presently available depth estimate, the distribution of the world points can be characterized by a mean vectorX and the covariance matrix Σ X wherē
The matrix J b is the Jacobian of the inverse of the backprojection function. The mean vector is the back-projected coordinate of the mean in the image with the help of the mean-depth. The uncertainty in the 3D configuration is enveloped by a cone that starts from the camera center and passes through the uncertainty ellipse of the image measurements. When camera moves from the pose P t−1 to the pose P t , the 3D point X t−1 will be transformed to X t using the transformation T t,t−1 . The uncertainty related to the point distribution gets transformed as
Here, Jt = in the current camera frame at the instance t, is assigned tō
The normalized weights w m t are given by
By repeating this process recursively from one visual servoing iteration to another, the estimation of the meanX becomes accurate and the variance converge to an acceptable value. Figure (1) depicts the geometrical description of the previous estimation steps. The 3D sample whose image is the nearest to the image measurements is assigned as a mean. In this way, Gaussian particle filter is employed for the estimation of not only the depth distribution but building the complete 3D model. Usually, the depth value which is substituted in the control law is obtained by drawing a sample of the estimated 3D distribution.
Practical Aspects
For the real time model estimation, a boot-strapped technique with few features was used in [2] and [8] . The number of features in visual servoing is limited and there is no significance for 3D model estimation if we can start with some a priori known features. Instead of boot-strapped, the pose can be initialized using the inverse kinematics of the robot arm and the features using the knowledge of the average distance of the object from the camera. The estimation of the 3D points can be done sequentially. One point at each visual servoing iteration can be updated. After the first iteration, the estimate of the first point can be used to initialize the remaining points. After the N th iteration, where N is the number of point, the previous estimate of each 3D point is used in the current frame to estimate the current 3D model.
Simulation Results
In the simulation experiments, we use a set of 3D points X i , i = 1, ..., N , for verifying the performance of our algorithm. These points belong to an object in the scene. The task is that the robot arm has to move from initial position to a desired position. The desired position is specified as an image. Coordinates of the image points are considered as features. Since we have N points, there are 2N features corresponding to the x and y coordinates in the image. The camera is modeled as a perspective camera with focal lengths f x = f y = 1000m.
We carried out the experiments for a positioning task using image-based visual servoing. The task is repeated for three different types of depth estimation. In the first case, we assume the depth to be a coarse estimate with noise 10% error in the depth value; In the second case, we used a bad depth estimate, that is 20% error in the depth value. Finally we also consider the depth estimate using the particle filters as discussed in the previous section. Figure ( 2) compares the error between the image point coordinates versus time in the current and desired position in the image space in the three above cases. It depicts the variation of the norm of the error using particle filters converg to zero while in case of coarse and bad estimation it converge to two fixed value depending on the amount of error in the depth estimation. Figure (3) shows the absolute percentage error in the depth estimate along the time. One can note that the error converge to around 1% and it is an accurate estimation more than enough as given in [6] .
Conclusions and Future Work
Estimating the depth distribution using particle filters gives an acceptable results. This increases the stability domain of the visual servoing system with respect to the error in the depth estimation. Estimating the depth gives the estimation of the 3D model. The availability of the depth and the 3D model gives the possibility of of performing either 3D visual servoing, 2D visual servoing, or both. As a future work, integration of 2D and 3D visual servoing to improve the performance of the visual servoing process will be considered.
