Despite the fact that deep neural networks are powerful models and achieve appealing results on many tasks, they are too gigantic to be deployed on edge devices like smart-phones or embedded sensor nodes. There has been efforts to compress these networks, and a popular method is knowledge distillation, where a large (a.k.a. teacher) pre-trained network is used to train a smaller (a.k.a. student) network. However, in this paper, we show that the student network performance degrades when the gap between student and teacher is large. Given a fixed student network, one cannot employ an arbitrarily large teacher, or in other words, a teacher can effectively transfer its knowledge to students up to a certain size, not smaller. To alleviate this shortcoming, we introduce multistep knowledge distillation which employs an intermediate-sized network (a.k.a. teacher assistant) to bridge the gap between the student and the teacher. We study the effect of teacher assistant size and extend the framework to multi-step distillation. Moreover, empirical and theoretical analysis are conducted to analyze the teacher assistant knowledge distillation framework. Extensive experiments on CIFAR-10 and CIFAR-100 datasets and plain CNN and ResNet architectures substantiate the effectiveness of our proposed approach.
Introduction
Deep neural networks have achieved state of the art results in a variety of applications such as computer vision (Huang et al., 2017; Hu et al., 2018) , speech recognition (Han et al., 2017) and natural language processing (Devlin et al., 2018) . Although it is established that introducing more layers and more parameters often improves the accuracy of a model, big models are computationally too expensive to be deployed on devices with limited computation power such as (Han et al., 2015) , low-rank factorization (Tai et al., 2015) and knowledge distillation (Hinton et al., 2015; Romero et al., 2014) . Among these approaches, knowledge distillation has proven a promising way to obtain a small model which retains the accuracy of a large one. It works by adding a term to the usual classification loss that encourages the student to mimic the teacher's behavior.
However, we argue that knowledge distillation is not always effective, especially when the gap (in size) between teacher and student is large. To illustrate, we ran experiments that show surprisingly a student model distilled from a teacher with more parameters and better accuracy performs worse than the same one distilled from a smaller teacher with a smaller capacity. Such scenarios, seem to impact the efficacy of knowledge distillation where one is given a small student network and a pre-trained large one as teacher, both fixed and (wrongly) presumed to form a perfect transfer channel.
Inspired by this observation, we propose a new distillation framework called Teacher Assistant Knowledge Distillation (TAKD) which introduces intermediate models as teacher assistants (TAs) between the teacher and the student to fill in their gap (Figure 1 ). TA models are distilled from the teacher and the student is then only distilled from the TAs. We conduct various experiments on two common datasets and two popular network architectures to validate the effectiveness of the proposed approach.
Our contributions in this paper are summarized as follows:
(1) We show that size gap (which is related to capacity gap) between teacher and student is important in knowledge arXiv:1902.03393v1 [cs. LG] 9 Feb 2019 distillation. To the best of our knowledge, we are the first to study the gap between them and verify that the distillation performance is not at its top with the largest teacher. (2) We propose a teacher assistant based knowledge distillation approach to improve the accuracy of student network in the case of extreme compression. (3) We extend this framework to include a chain of multiple TAs from teacher to student to further improve the knowledge transfer and provided some methods to find the best one. (4) Through extensive empirical evaluations and a theoretical justification, we show that introducing intermediary TA networks improves the distillation performance.
Related Work
We discuss in this section related literature in knowledge distillation and neural network compression. Model Compression. Since our goal is to train a small, yet accurate network, this work is related to model compression. There has been an interesting line of research that compresses a large network by reducing the connections based on weight magnitudes (Han et al., 2015; Li et al., 2016) or importance scores (Yu et al., 2018) . The reduced network is fine-tuned on the same dataset to retain its accuracy. Another line of research focuses on distilling the original (large) network to a smaller network (Polino et al., 2018; Wang et al., 2018a) , in which case the smaller network is more flexible in its architecture design does not have to be a sub-graph of the original network.
Knowledge Distillation. Hinton et al. (2015) proposed the knowledge distillation approach to compress the knowledge of a large and computational expensive model (often an ensemble of neural networks) to a single computational efficient neural network. The idea of knowledge distillation is to train the small model, the student, on a transfer set with soft targets provided by the large model, the teacher. Since then, knowledge distillation has been widely adopted in a variety of learning tasks (Yim et al., 2017; Yu et al., 2017; Schmitt et al., 2018; van den Oord et al., 2017; Chen et al., 2017) . Adversarial methods also have been utilized for modeling knowledge transfer between teacher and student (Heo et al., 2018; Xu et al., 2018; Wang et al., 2018b) .
There have been works studying variants of model distillation that involve multiple networks learning at the same time. Romero et al. (2014) proposed to transfer the knowledge using not only the logit layer but earlier ones too. To cope with the difference in width they suggested a regressor to connect teacher and student's intermediate layers. Unfortunately, there is not a principled way to do this. To solve this issue, Yim et al. (2017) ; Yu et al. (2017) used a shared representation of layers, however, it's not straightforward to choose the appropriate layer to be matched. Czarnecki et al. (2017) minimized the difference between teacher and student derivatives of the loss combined with the divergence from teacher predictions. Urban et al. (2016) trained a network consisting of an ensemble of 16 convolutional neural networks and compresses the learned function into shallow multilayer perceptrons. To improve the student performance, Sau & Balasubramanian (2016) injected noise into teacher logits to make the student more robust. Utilizing multiple teachers were always a way to increase robustness. Zhang et al. (2017) proposed deep mutual learning which allows an ensemble of student models to learn collaboratively and teach each other during training. KL divergences between pairs of students are added into the loss function to enforce the knowledge transfer among peers. You et al. (2017) proposed a voting strategy to unify multiple relative dissimilarity information provided by multiple teacher networks. Anil et al. (2018) introduced an efficient distributed online distillation framework called co-distillation and argue that distillation can even work when the teacher and student are made by the same network architecture. The idea is to train multiple models in parallel and use distillation loss when they are not converged, in which case the model training is faster and the model quality is also improved.
However, the effectiveness of distilling a large model to a small model has not yet been well studied. Our work differs from existing approaches in that we study how to improve the student performance given fixed student and teacher network sizes, and introduces intermediate networks with moderate capacity to improve distillation performance. Moreover, our work can be seen as a complement that can be combined with them and improve their performance. Distillation Theory. Despite its huge popularity, there are few systematic and theoretical studies on how and why knowledge distillation improves neural network training. The so called dark knowledge transferred in the process helps the student learn the finer structure of teacher network. Hinton et al. (2015) argue that the success of knowledge distillation is attributed to the logit distribution of the incorrect outputs, which provides information on the similarity between output categories. Furlanello et al. (2018) investigated the success of knowledge distillation via gradients of the loss where the soft-target part acts as an importance sampling weight based on the teacher?s confidence in its maximum value. Zhang et al. (2017) analyzed knowledge distillation from the posterior entropy viewpoint claiming that soft-targets bring robustness by regularizing a much more informed choice of alternatives than blind entropy regularization. Last but not least, Lopez-Paz et al. (2015) studied the effectiveness of knowledge distillation from the perspective of learning theory (Vapnik, 1998) by studying the estimation error in empirical risk minimization framework. In this paper, we take this last approach to support our claim on the effectiveness of introducing an intermediate network between student and teacher. Moreover, we empirically analyze it via visualizing the loss function. 3. Assistant based Knowledge Distillation
Background and Notations
The idea behind knowledge distillation is to have the student network (S) be trained not only via the information provided by true labels but also by observing how the teacher network (T) represents and works with the data. The teacher network is sometimes deeper and wider (Hinton et al., 2015) , of similar size (Anil et al., 2018; Zhang et al., 2017) , or shallower but wider (Romero et al., 2014) .
Let a t and a s be the logits (the inputs to the final softmax) of the teacher and student network, respectively. In classic supervised learning, the mismatch between output of student network softmax(a s ) and the ground-truth label y r is usually penalized using cross-entropy loss
In knowledge distillation, originally proposed by (Bucilu et al., 2006; Ba & Caruana, 2014) and popularized by (Hinton et al., 2015) , one also tries to match the softened outputs of student y s = softmax(a s /τ ) and teacher y t =softmax(a t /τ ) via a KL-divergence loss
Hyperparameter τ referred to temperature is introduced to put additional control on softening of signal arising from the output of the teacher network. The student network is then trained under the following loss function:
where λ is a second hyperparameter controlling the tradeoff between the two losses. We refer to this approach as Baseline Knowledge Distillation (BLKD) through the paper.
The Gap Between Student and Teacher
Given a fixed student network, e.g., a Convolutional Neural Network (CNN) with 2 layers to be deployed on a small embedded device, and a pool of larger pre-trained CNNs, which one should be selected as the teacher in the knowledge distillation framework? The first answer is to pick the strongest which is the biggest one. However, this is not what we observed empirically as showing in Figure 2 where a plain CNN student with 2 convolutional layers is being trained via distillation with similar but larger teachers of size 4, 6, 8, and 10 on both CIFAR-10 and CIFAR-100 datasets. By size, we mean the number of convolutional layers in the CNN. This number is roughly proportional to the actual size or number of parameters of the neural network and proxy its capacity. Note that they are usually followed by max pooling or fully connected layers too. We postpone the full details on experimental setup to Section 4. Note that large teacher's failure to train students cannot be due to over-fitting as we're reporting test accuracies here and all over the paper. Interestingly, with increasing teacher size its own (test) accuracy increases (plotted in red on the right axis), however, the trained student accuracy first increases and then decreases (depicted in blue on the left axis). To explain this phenomenon, we can name a few factors that are competing against each other when enlarging the teacher:
(1) Teacher's performance increases so it provides better supervision for the student by being a more accurate predictor.
(2) The teacher is becoming so complex that the student does not have the sufficient capacity or mechanics to mimic the teacher's behavior despite receiving hints.
(3) Teacher's certainty about data increases, thus making its logits (soft targets) less soft. This weakens the knowledge transfer which is done via matching the soft targets.
Factor 1 is in favor of increasing the distillation performance while factors 2 and 3 are against it. Initially, as the teacher size increases, factor 1 prevails; as it grows larger, factors 2 and 3 predominate.
Similarly, imagine the dual problem. We are given a large teacher network to be used for training smaller students, and we are interested in knowing for what student size this teacher is most beneficial in the sense of boosting the accuracy against the same student learned from scratch. As expected and illustrated in Figure 3 , by decreasing student size, factor 1 causes an increase in the student's performance boost while gradually factors 2 and 3 prevail and worsen the performance gain.
Teacher Assistant Knowledge Distillation (TAKD)
Imagine a real world scenario where a pre-trained large network is given and we are asked to distill its knowledge to a fixed and very small student network. The gap discussed in the previous subsection makes the knowledge distillation less effective than it could be. Note that we cannot select the teacher size or the student size to maximize the performance. Both are fixed and given.
In this paper, we propose to use intermediate-size networks to fill in the gap between them. The teacher assistant (TA) lies somewhere in between teacher and student in terms of size or capacity. First, the TA network is distilled from the teacher. Then, the TA plays the role of a teacher and trains the student via distillation. This strategy will alleviate factor 2 in the previous subsection by being closer to the student than the teacher. Therefore, the student is able to fit to TA's logit distribution more effectively than that the original teacher's. It also alleviates factor 3 by allowing softer (and maybe) less confident targets. In terms of factor 1, a TA may degrade the performance, however, as we will see in sections 5 and 6, both empirical and theoretical analyses substantiate the effectiveness (improved performance) of TAKD. This is because encouraging positively correlated factors (like 2 and 3) outweighs the performance loss due to negative ones (like 1).
It will be demonstrated in Section 5 that TA with any intermediate size always improves the knowledge distillation performance. However, one might ask what is the optimal TA size for the highest performance gain? If one TA improves the distillation result, why not also train this TA via another distilled TA? Or would a TA trained from scratch be as effective as our approach? In Sections 5 and 6, we try to study and answer these questions from both empirical and theoretical perspectives.
Experimental Setup
We describe in this section the settings of our experiments.
Datasets. We perform a set of experiments on two standard datasets CIFAR-10 and CIFAR-100. Both datasets were used in (Krizhevsky, 2009 ) which consists of 50,000 training and 10,000 testing 32 × 32 RGB images. The task for both datasets is to classify images into image categories. CIFAR-10 and CIFAR-100 contain 10 and 100 classes, respectively.
Implementation. We used PyTorch (Paszke et al., 2017) framework for the implementation 1 and as a preprocessing step on both CIFAR-10 and CIFAR-100, we transformed images to ones with zero mean and standard deviation of 0.5. For optimization, we used stochastic gradient descent with Nesterov momentum of 0.9 and learning rate of 0.1 (Bergstra et al., 2011) . Hyper-parameters include distillation trade-off λ and temperature τ explained in previous section. It's notable that, all the accuracy results reported in this paper, are the top-1 test accuracy reached by the hyper-parameter optimizer after running each experiment for 120 trials.
Network Architectures. We evaluate the performance of the proposed method on two architectures. The first one is a plain CNN consists of convolutional cells (usually followed by max pooling and/or batch normalization) ended with fully connected layer. We take the number of convolutional cells as a proxy for size or capacity of the network. Appendix A contains the full details of each plain CNN network we used. We also used ResNet as a more advanced CNN architecture with skip connections. We used the structures proposed in the original paper (He et al., 2016) . The number of blocks in the ResNet architecture is served as a proxy for the size or flexibility of the network. 
Results and Analysis
In this section we evaluate our proposed Teacher Assistant Knowledge Distillation (TAKD) and investigate several important questions related to this approach. Throughout this section, we use S=i to represent the student network of size i, T=j to represent a teacher network of size j and TA=k to represent a teacher assistant network of size k. As a reminder by size we mean the number of convolutional layers for plain CNN and ResNet blocks for the case of ResNet. These serve as a proxy for the size or the number of parameters or capacity of the network.
Will TA Improve Knowledge Distillation?
First of all, we compare the performance of our Teacher Assistant based method (TAKD) with the baseline knowledge distillation (BLKD) and with training normally without any distillation (NOKD) for both datasets and architectures. Table 1 shows the results. It is seen the proposed method outperforms both the baseline knowledge distillation and the normal training of neural networks by a reasonable margin.
What is the Best TA Size?
The benefits of having a teacher assistant as an intermediary network for transferring knowledge comes with an essential burden -selecting the proper TA size. TA size can vary all the way from the student's size to the teacher's. We evaluate the student's accuracy given varied TA sizes for plain CNN in Table 2 and for ResNet in 3, respectively.
The first observation is that having a TA (of any size) improves the result compared to BLKD and NOKD reported in Table 1 . Another observation is that for the case of CNN, TA=4 performs better than TA=6 or TA=8. One might naturally ask why 4 is the best while 6 seems to be better bridge as it is exactly lies between 2 and 10? Alternatively, we note that for both CIFAR-10 and CIFAR-100, the optimal TA size (4) is actually placed close to the middle in terms of average accuracy rather than the average of size. Figure 4 a,b depicts the accuracy of a trained neural network with no distillation in blue while the mean accuracy between S=2 and T=10 is depicted in red dashed line. The figure shows that for both of them, size 4 is closer to the mean value compared to 6 or 8. In case of ResNet in Table 3 for CIFAR-10, TA=14 is the optimum, while, for CIFAR-100, TA=20 is the best. Interestingly, Figure 4 -c,d confirms that for CIFAR-10, TA=14 is closer to the mean performance of size 8 and 110 while TA=20 is so for CIFAR-100. Incorporating a TA with size close to the average performance of teacher and student seems to be a reasonable heuristic to find the optimal TA size, however, more systematic theoretical and empirical investigation remains an interesting venue for future work.
Why Using a Distilled TA?
The next question to be answered is why the intermediate TA needs to be trained via distillation while training from scratch is a trivial option. We show in this section that the importance of the TA is not only related to its size, but also to the way it is trained and what accuracy it achieves. For brevity and clear presentation, we focus on plain CNN architecture and CIFAR-100 dataset.
We fix the network to have 6 convolutional layers and train it (without knowledge distillation) by varying the number of epochs within the set {5, 10, 15, 100}. This leads to 4 networks with increased performance that we will use as teachers in knowledge distillation. Figure 5 -a shows the results. It's seen that a better network (in terms of accuracy) is a better teacher. Moreover, we know that knowledge distillation usually leads to better networks compared to being trained from scratch and also shown theoretically in the next section. Therefore, it's justifiable to use distillation to train the intermediary networks (i.e., TAs).
Moreover, we perform an empirical investigation to validate that these distilled TAs indeed lead to better students. Figure 5-b shows the distillation performance with distilled TA (KD-TA) and with from scratch TAs (FS-TA) which are trained only from the data. It is seen that distilled TAs are more successful in training the students. A surprising observation is that the TAs trained from scratch sometimes work better than the baseline distillation if the teacher is very large. To see this look at the orange line which is the performance of baseline knowledge distillation (BLKD). This has an interesting implication. Assume we are given a very large yet accurate network to train a very small student network. It sometimes makes sense to disregard the huge teacher and train a smaller TA network from scratch. Off-course, training that smaller network via distillation and using it as TA leads to better students. This case shows how serious knowledge distillation can suffer from a large gap.
Improved Knowledge Distillation via Teacher Assistant: Bridging the Gap Between Student and Teacher

Why Limiting to 1-step TA?
We have seen that for CNN networks on CIFAR-100, incorporating a TA=4 between S=2 and T=10 improves the student. However, to train TA=4 via distillation from T=10, one may propose to put another TA (Say TA =6) in between to enhance the TA training via another distillation. Using a simplified notation we represent the above sequential distillation process by the distillation path 10 → 6 → 4 → 2. Even, one could go further and do a distillation via the path 10 → 8 → 6 → 4 → 2.
To investigate this extension we evaluate all the possible distillation paths and show their outcomes in a single graph in Figure 6 . To simplify the presentation we only include networks with even numbers of layers. The numbers in each oval are the accuracy on CIFAR-100 trained on CNN network using the corresponding distillation paths. A benefit of this visualization is not only that we can study the transfer results to S=2, but also for intermediate sizes. By studying this figure we get interesting insights. Firstly, it is clear that, for all the student sizes (S=2,4,6), TAKD works better than BLKD or NOKD. No matter how many TAs are included in the distillation path, one can obtain better students compared to BLKD and NOKD. Secondly, the column associated with size 2 reveals that all multi-step TAKD variants work comparably good and considerably better than BLKD and NOKD. Thirdly, for S=2 and S=4, a full path going through all possible intermediate TA networks performs the best. According to these observations, one can choose a distillation path based on the time and computing resources available. Without any constraint, a full distillation path is optimal (refer to Appendix B for details). However, an interesting extension is to limit the number of intermediate TA networks. Can we find the best path in that setting? Given a student and teacher is there a way to automatically find the best path given the constraints? Appendix B provides a solution for these problems.
Comparison with Other Distillation Methods
Since the rediscovery of the basic knowledge distillation method (Hinton et al., 2015) many variants of it has been proposed. In Table 4 we have compared the performance of our proposed framework via a single TA with some of the most recent state-of-the-art ones reported and evaluated by Heo et al. (2018) . The 'FITNET' (Romero et al., 2014) proposed to match the knowledge in the intermediate layers. The method denoted as 'AT' proposed spatial transfer between teacher and student (Zagoruyko & Komodakis, 2016) . In the 'FSP' method, a channel-wise correlation matrix is used as the medium of knowledge transfer (Yim et al., 2017) . The method 'BSS' (Heo et al., 2018 ) trains a student classifier based on the adversarial samples supporting the decision boundary. For these the numbers are reported from the paper (Heo et al., 2018) . To make a fair comparison, we used exactly the same setting for CIFAR-10 experiments. In addition to 50K-10K training-test division, all classifiers were trained 80 epochs. Although we found that more epochs (e.g. 160) further improves our result, we followed their setting for a fair comparison. ResNet26 is the teacher and ResNet8 and ResNet14 are the students. In addition, we compared with deep mutual learning, 'MUTUAL', with our own implementation of the proposed algorithm in (Zhang et al., 2017) where the second network is the teacher network. Also, since deep mutual learning needs an initial training phase for both networks, we did this initialization phase for 40 epochs for both networks and then, trained both networks mutually for 80 epochs, equal to other modes. For our method, we used TAs ResNet20 and ResNet14 for students ResNet14 and ResNet8, respectively. It's seen that our TA-trained student outperforms all of them. Note that our proposed framework can be combined with all these variants to improve them too.
Why Does Distillation with TA work?
In this section we try to shed some light on why and how our TA based knowledge distillation improves baseline.
Theoretical Analysis
According to the VC theory (Vapnik, 1998) one can decompose the classification error of a classifier f s as
where, the O(·) and sr terms are the estimation and approximation error, respectively. The former is related to the statistical procedure for learning given the number of data points, while the latter is characterized by the capacity of the learning machine. Here, f r ∈ F r is the real (ground truth) target function and f s ∈ F s is the student function, R is the error, | · | C is some function class capacity measure, n is the number of data point, and finally 1 2 ≤ α sr ≤ 1 is related to the learning rate acquiring small values close to 1 2 for difficult problems while being close to 1 for easier problems. Note that sr is the approximation error of the student function class F s with respect to f r ∈ F r . Building on the top of Lopez-Paz et al. (2015), we extend their result and investigate why and when introducing a TA improves knowledge distillation. In Equation (4) student learns from scratch (NOKD). Let f t ∈ F t be the teacher function, then where, α tr and tr are correspondingly defined for teacher learning from scratch. Then, we can transfer the knowledge of the teacher directly to the student and retrieve the baseline knowledge distillation (BLKD). To simplify the argument we assume the training is done via pure distillation (λ = 1):
where α st and st are associated to student learning from teacher. If we combine Equations (5) and (6) we get
to hold for BLKD to be effective. In line with our finding, but with a little different formulation, Lopez-Paz et al. (2015) pointed out |F t | C should be small, otherwise the BLKD would not outperform NOKD. We acknowledge that similar to Lopez-Paz et al. (2015), we work with the upper bounds not the actual performance and also in an asymptotic regime. Here we built on top of their result and put a (teacher) assistant between student and teacher
and, then the TA itself learns from the teacher
where, α sa , sa , α at , and at are defined accordingly. Combing Equations (5), (8), and (9) leads to the following equation that needs to be satisfied in order to TAKD outperforms BLKD and NOKD, respectively: We now discuss how (10) ≤ (11) holds which entails TAKD outperforms BLKD. To do so, first note that α st ≤ α sa and α st ≤ α at (the larger the gap means the lower rate of learning or smaller α ·· ). Figure 7 shows their differences. Student learning directly from teacher is certainly more difficult than either student learning from TA or TA learning from teacher. Therefore, asymptotically speaking, O
which in turn leads to
n α st . Moreover, according to assumption of Hinton et al. (2015) we know at + sa ≤ st . These two together establish (10) ≤ (11) which means that the upper bound of error in TAKD is smaller than its upper bound in BLKD.
Similarly, for (11) ≤ (12) one can use α sr ≤ α st and α sr ≤ α tr and tr + st ≤ sr . Note that, these are asymptotic equations and hold when n → ∞. In the finite sample regime, when |F t | C is very large, then the inequality (11) ≤ (12) may not be valid and BLKD fails. Another failure case (in finite sample regime) for BLKD happens when the student and teacher differ greatly in capacity (i.e. α st is very small and close to α sr ). In this case, the error due to transfer from real to teacher outweigh (11) in comparison to (12) and the inequality becomes invalid. In this case TAKD turns to be the key. By injecting a TA between student and teacher we break the very small α st to two larger components α sa and α at which makes the inequality (10) ≤ (11) a game changer for improving knowledge distillation.
Empirical Analysis
Whether or not a smooth (or sharp) loss landscape is related to the generalization error, is under an active debate in the general machine learning community . However, for the case of knowledge distillation it seems to have connections to better accuracy. Hinton et al. (2015) argue that softened targets provide information on the similarity between output categories. Furlanello et al. (2018) connected the knowledge distillation to a weighted/smoothed loss over classification labels. Importantly, Zhang et al. (2017) used posterior entropy and its flatness to make sense of the success of knowledge distillation. Supported by these prior works we propose to analyze the KD methods through loss landscape. In Figure 8 , using a recent state of the art landscape visualization technique ) the loss surface of plain CNN on CIFAR-100 is plotted for student in three modes: (1) no knowledge distillation (NOKD), (2) baseline knowledge distillation (BLKD) (3) the proposed method (TAKD). It's seen that our network has a flatter surface around the local minima. This translates to being robust against noisy inputs which leads to better generalization.
Summary
We studied an under-explored yet important property in Knowledge Distillation of neural networks. We showed that the gap between student and teacher networks is a key to the efficacy of knowledge distillation and the student network performance may decrease when the gap is larger. We proposed a framework based on Teacher Assistant knowledge Distillation to remedy this situation. We demonstrated the effectiveness of our approach in various scenarios and studied its properties both empirically and theoretically. Designing a fully data-driven automated TA selection is an interesting venue for future work. We also would like to make a call for research on deriving tighter theoretical bounds and rigorous analysis for knowledge distillation. Extensions to TAs with smaller size compared to student or TAs with the same size as teacher (or even larger than that) are also interesting and can shed more lights on the secret of dark knowledge.
A. Network Architectures
In this section we explain the exact architecture of the models used in experiments. In order to have a concise representation, we use the following abbreviations for different layer types:
• CB means a convolutional layer followed by a batch normalization.
• MP repreesnts a maxpooling layer.
• FC stands for a fully connected layer.
All the convolutional layers use 3 × 3 filters and maxpooling layers have stride of 2 and kernel size of 3. Finally, the number after each layer type, is the number of output channels if the layer is convolutional or output units if it is fully connected. For example, CB32 represents a convolutional layer with 32 output channels followed by a batch normalization layer. Networks used in CIFAR-10 and CIFAR-100 experiments are described in Table 5 and Table 6 , respectively. One of the trending challenges for machine learning is moving towards a real automatic machine learning (AutoML) where the algorithms run with minimum human supervision. Our proposed framework, Teacher Assistant based Knowledge Distillation (TAKD), can also be adapted and deployed to that by automatically finding the best TA sequence. Given a fixed expert neural network (T) and a small student neural network (S), when there is no resource or time constraint the best sequence to use T in training S is to sequentially use every TA possible in between in a decreasing order of capacity. To see why let's proceed with a more formal language. The aim of this part is mostly to encourage systematic study of knowledge distillation and to lay some language for further advances.
Principle 1 (Knowledge Distillation (Hinton et al., 2015) ). Knowledge distillation improves the accuracy of the student network compared to student learning alone using classification loss only.
Principle 2 (Knowledge Distillation Performance (Subsection 5.3)). Given teacher networks of the same capacity/complexity, the one with higher accuracy is a better teacher for a student in knowledge distillation framework.
Principle 3 (Teacher Assistant based Knowledge Distillation (Sections 5 and 6)). Introducing a teacher assistant between student and teacher improves over the baseline knowledge distillation.
The reason that we have not put the above statements as theorems or lemmas but principles is that, even though, there are a few papers (such as the current work or (Lopez-Paz et al., 2015) ) which tried to build the initial steps towards a theoretical understanding of knowledge distillation, most of the works in this area are only empirically validated. For example, in our work, Principle 2 is verified in Section 5.3 that among the teachers of the same size the one with better performance is seen to be a better trainer for the student. In this section, we take these principles for granted and don't argue their correctness and build the rest on their top. A rigorous mathematical understanding of the mechanics of knowledge distillation and yet more extensive empirical validation could be an interesting future work.
Lemma 1. The optimal sequence for TAKD with multiple TAs consists of all available intermediate TA Networks.
Proof. This lemma can be verified by a simple proof by contradiction. Assume you order available networks by their capacity (aka flexibility or size) as Q = (q 0 , q 1 , q 2 , . . . , q n ) where T = q 0 is teacher size and S = q n is the student size. If the optimal sequence among the possible 2 n−1 ones, C = (c 0 = T, c 1 , c 2 , . . . , . . . , c m−1 , c m = S) is not equal to Q, then get the first i such that q i > c i . This means network q i is missing from C. If you add q i between c i−1 and c i+1 as a TA according to principle 3 the network c i+1 improves. Then, according to principle 2 a better c i+1 leads to better c i+2 and so on until S. Not only q i should be added but according to principle 1 it's always better to train it using knowledge distillation. In summary, by this replacement we will get a better sequence which contradicts C being optimal. Therefore, Q is an optimal distillation path.
The above result is obtained as expected. But, now one could ask a more interesting question: What is the best sequence when the number of TAs is constrained? It is of practical implication when there is a limit in resource or time.
For example, what are the best two TAs to distill a vanilla CNN-10 to a CNN-2? What are the best length-3 TA path to transfer knowledge from ResNet-110 to ResNet-8? Given the exponential number of sequences it can be undesirable to do an exhaustive search as we did in subsection 5.4 and depicted in Figure 6 . Fortunately, we can show that this problem satisfies the principle of optimality and an efficient dynamic programming solution exists (Bertsekas et al., 2005) .
