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Left-definite regular self-adjoint Sturm–Liouville problems, with either separated
or coupled boundary conditions, are studied. We give an elementary proof of the
existence of eigenvalues for these problems. For any fixed equation, we establish a
sequence of inequalities among the eigenvalues for different boundary conditions
and estimate the range of each eigenvalue as a function on the space of boundary
conditions. Some of our results here yield an algorithm for numerically computing
the eigenvalues of a left-definite problem with an arbitrary coupled boundary con-
dition. Our inequalities imply that the well-known asymptotic formula for the
eigenvalues in the separated case also holds in the coupled case. Moreover, we
study the continuous and differentiable dependence of the eigenvalues of the
general left-definite problem on all the parameters in its differential equation and
boundary condition. © 2001 Elsevier Science
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1. INTRODUCTION
In this paper, we study Sturm–Liouville problems (SLP’s) associated
with the regular differential equation (DE)
−(pyŒ)Œ+qy=lwy on J=(a, b), (1.1)
where p, q and w satisfy the conditions
1/p, q, w ¥ L1(J, R), p > 0 a.e. on J, w changes sign on J. (1.2)
Here L1(J, R) denotes the space of real-valued Lebesgue integrable func-
tions on J. The boundary conditions (BC’s) used in these problems will
always be self-adjoint, see (2.4) and (2.5).
In 1918, Richardson [24] stated that even the SLP consisting of (1.1)
and the Dirichlet BC can have non-real eigenvalues. However, there is an
important class of SLP’s associated with (1.1), the so-called ‘‘left-definite’’
problems, whose eigenvalues are all real. This class is studied here. There is
an extensive literature on right-indefinite problems, including the left-
definite problems; see, for example, Atkinson and Jabon [2], Atkinson and
Mingarelli [3], Bennewitz and Everitt [7], Binding and Browne [4],
Binding and Huang [5], Binding and Volkmer [6], Curgus and Langer
[8], Daho and Langer [10], Haupt [15], Hilbert [16], Ince [17], Kamke
[18], Mingarelli [23], Richardson [24] and the references cited there.
Nevertheless, compared to the right-definite case, much less is known for
the left-definite problems.
We first clarify the following characterization of the left-definite
problems in terms of right-definite ones: the SLP consisting of the DE (1.1)
and either a separated BC or a coupled BC is left-definite if and only if the
lowest eigenvalue of the right-definite problem consisting of
−(pyŒ)Œ+qy=l |w| y on J (1.3)
and the same BC is positive. Actually, left-definiteness does not depend on
the weight function w in (1.1), since the weight function |w| in (1.3) can be
replaced by any positive and integrable function on J (see also Proposi-
tion 2.6 in [8]). This characterization makes clear the dependence of left-
definiteness on the coefficients p, q, the endpoints a, b, and the BC. Note,
in particular, that although p is assumed to be positive, there is no sign
restriction on q. We also note that the interval J of the regular Sturm–
Liouville equation (1.1) is allowed to be infinite.
It has been shown (see, for example, [17]) that the eigenvalues of certain
left-definite problems with separated BC’s can be numbered by the index
set
Zg={..., −2, −1, −0, 0, 1, 2, ...} (1.4)
such that
· · · < l−2 < l−1 < l−0 < 0 < l0 < l1 < l2 < · · · (1.5)
and for each n ¥ Zg, the eigenfunctions (which are unique up to constant
multiples) for ln have exactly |n| zeros in the open interval (a, b). We give
elementary proofs of the above facts for the general left-definite problem
with a separated BC and of the following facts: any left-definite problem
with a coupled BC has countably infinitely many eigenvalues, and they
have neither upper bound nor lower bound and can be indexed to satisfy
· · · [ l−2 [ l−1 [ l−0 < 0 < l0 [ l1 [ l2 [ · · · (1.6)
with only geometrically double eigenvalues appearing twice.
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According to a well-known classical result [25], the following inequali-
ties hold in the positive right-definite case
lN0 [ lP0 < lS0 [ {lD0 , lN1 } [ lS1 < lP1 [ {lD1 , lN2 }
[ lP2 < lS2 [ {lD2 , lN3 } [ lS3 < lD3 [ {lD3 , lN4 } [ · · · , (1.7)
where {lNn }, {l
P
n }, {l
S
n} and {l
D
n } denote the Neumann, periodic, semi-
periodic and Dirichlet eigenvalues, respectively, and the notation {lD0 , l
N
1 }
with bold faced braces means each of lD0 and l
N
1 . In the right-definite case,
these inequalities have been extended in [11] to cover an arbitrary coupled
BC. Recently, analogues of the inequalities in (1.7) have been found by
Constantin [9] for the left-definite case when p=1.
In this paper, similar inequalities are established in the general left-
definite case to cover an arbitrary coupled BC. These inequalities are
comparable to those in [11] for the right-definite case, yield the above
mentioned elementary proof of the existence of eigenvalues of left-definite
problems with coupled BC’s, and can be used to construct an algorithm for
numerically computing the eigenvalues of a left-definite problem with any
coupled BC. We also find the maximum and a lower bound of each posi-
tive eigenvalue as a function of the boundary condition, and obtain the
minimum and an upper bound of each negative eigenvalue. Moreover, our
inequalities imply that the asymptotic formula of [3] for the eigenvalues in
the separated case also holds in the coupled case.
The continuous and differentiable dependence of ln on (all parameters
of) the problem is studied. Analogues of the results recently established in
[11, 19, 20, 22] for the right-definite case are found. Even though the space
of left-definite problems is not open in the space of right-indefinite SLP’s,
each ln is a continuous function on the space of left-definite problems and,
hence, depends continuously on each parameter, i.e., on each of a, b, 1/p,
q, w and the BC. Formulas for the derivatives, when they exist, of ln with
respect to all parameters are found. We also give some comparison results
on ln implied by these derivative formulas.
Our approach is based only on the basic theory of linear ordinary DE’s
and recent results for the right-definite case from the papers cited above.
Motivated by [4, 6, 9, 17, 23], etc., we use the two-parameter equation
−(pyŒ)Œ+qy−lwy=t |w| y on J (1.8)
as a key feature in our approach. With this equation, the eigenvalues of the
left-definite problems are connected to those of right-definite problems by
‘‘eigenvalue curves’’. This idea makes it possible for us to apply our
recently established results for eigenvalues of right-definite problems to
analyze the left-definite case.
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The organization of the paper is as follows. Following this Introduction,
we give in Section 2 the details on the characterization of the left-definite
problems mentioned above. In Section 3, we establish inequalities among
eigenvalues of left-definite problems, present some consequences of these
inequalities, and comment on a generalization of left-definite problems. We
study in Section 4 the dependence of the eigenvalues of the general left-
definite problem on its parameters.
2. CHARACTERIZATION OF LEFT-DEFINITE PROBLEMS
We consider the SLP consisting of the DE
−(pyŒ)Œ+qy=lwy on J=(a, b) (2.1)
and the self-adjoint BC
AY(a)+BY(b)=0, (2.2)
where
−. [ a < b [., 1/p, q, w ¥ L1(J, R), p > 0 and w ] 0 a.e. on J,
Y=1 y
y[1]
2 with y[1]=pyŒ, (2.3)
while A and B are 2×2 complex-valued matrices such that
the 2×4 matrix (A | B) has full rank (2.4)
and
A 10 −1
1 0
2 Ag=B 10 −1
1 0
2 Bg. (2.5)
Here Ag is the complex conjugate transpose of A.
If we abbreviate the SLP consisting of (2.1) and (2.2) as (a, b, 1/p, q,
w, A, B), then the space of the SLP’s studied here is
W={(a, b, 1/p, q, w, A, B): (2.3)–(2.5) hold}. (2.6)
A natural topology on W is the product topology induced from the usual
topology on R and on L1(R, R). More precisely, given e > 0 and w0=
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(a0, b0, 1/p0, q0, w0, A0, B0) ¥W, the e-neighborhood of w0 is defined to be
the set of w=(a, b, 1/p, q, w, A, B) ¥W satisfying
|a−a0 |+|b−b0 |+F
R
(|1/p6−1/p06 |+|q˜−q06 |+|w˜−w06 |)
+||A−A0 ||+||B−B0 || < e, (2.7)
where || · || is any fixed matrix norm, and f˜ is the extension of f ¥
L((a, b), R) to R which equals 0 on R0(a, b). It is with respect to this
topology that we study the dependence of the eigenvalues of an SLP on its
parameters.
The self-adjoint BC’s are classified into two disjoint classes: separated
and coupled. The separated self-adjoint BC’s have the canonical represen-
tation
cos a y(a)+sin a y[1](a)=0,
cos b y(b)+sin b y[1](b)=0,
(2.8)
where
0 < a [ p, 0 [ b < p.
We sometimes use (a, b, 1/p, q, w, a, b) to denote the SLP consisting of
(2.1) and (2.8). Each coupled self-adjoint BC can be written as
Y(b)=e ihKY(a), (2.9)
where
i=`−1, −p < h [ p, K ¥ SL(2, R) (2.10)
with
SL(2, R)=3K=1k11 k12
k21 k22
2 ¥ R2×2 : det K=14 .
Let Dmax and D be the linear subspaces of the Hilbert space H=
L2(J; |w|) given by
Dmax={f ¥H : f, pfŒ ¥ ACloc(J), [−(pfŒ)Œ+qf]/|w| ¥H},
D=3f ¥Dmax : A 1 f(a)pfŒ(a)2+B 1 f(b)pfŒ(b)2=04 . (2.11)
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Then, we define two functionals R and L on D as follows:
Rf=F b
a
|f|2 w, Lf=F b
a
[−(pfŒ)Œ f¯+q |f|2]. (2.12)
Remark 2.1. In (2.2), (2.8) and (2.9), y(a) and y[1](a)=(pyŒ)(a) are
defined by limits:
y(a)= lim
tQ a+
y(t), (pyŒ)(a)= lim
tQ a+
(pyŒ)(t). (2.13)
By Theorem 3.4 in [27], given (2.3), these limits exist and are finite for any
solution y of (2.1). Similarly, these limits exist and are finite for any
maximal domain function, i.e., for any f ¥Dmax : let g=−(pfŒ)Œ+qf, then
F b
a
|g|=F b
a
|g|
|w|1/2
· |w|1/2 [ 1F b
a
|g|2
|w|
21/2 1F b
a
|w|21/2 <+.,
i.e., g ¥ L1(J); thus, f and pfŒ have finite limit at a, since f is a solution of
−(pyŒ)Œ+qy=g. We have similar statements at the endpoint b. So, D is
well-defined. Moreover, the well-definedness of L can be justified via the
triangle inequality in H: for any f ¥Dmax,
F b
a
[−(pfŒ)Œ f¯+q |f|2]=F b
a
5−(pfŒ)Œ+qf
|w|
· f¯6 |w|
[ > −(pfŒ)Œ+qf
|w|
> ||f|| < +.,
where || · || is the norm on H.
Definition 2.1. The SLP consisting of (2.1) and (2.2) is said to be right-
definite (RD) if R is definite on D, i.e., either Rf > 0 for all f – 0 in D or
Rf < 0 for all f – 0 in D; otherwise, the problem will be said to be right-
indefinite (RID).
The SLP consisting of (2.1) and (2.2) is said to be left-definite (LD) if L
is definite on D, i.e., either Lf > 0 for all f – 0 in D or Lf < 0 for all
f – 0 in D.
It is clear that the SLP consisting of (2.1) and (2.2) is RD if and only if
either w > 0 a.e. on J (positive RD) or w < 0 a.e. on J (negative RD). So,
the SLP consisting of (2.1) and (2.2) is RID if and only if w changes sign
on J, i.e., both sets {t ¥ J: w(t) > 0} and {t ¥ J: w(t) < 0} have positive
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Lebesgue measure. To clarify the meaning of left-definiteness we consider
the RD problem consisting of the DE
−(pyŒ)Œ+qy=t |w| y on J (2.14)
and the same BC (2.2). This problem will be called the RD problem corre-
sponding to the original SLP consisting of (2.1) and (2.2).
Theorem 2.1. The following three statements are equivalent:
(i) the Sturm–Liouville problem consisting of (2.1) and (2.2) is left-
definite;
(ii) the functional L is positive definite on D, i.e., Lf > 0 for all
f – 0 in D;
(iii) the eigenvalues of the right-definite problem consisting of (2.14)
and (2.2) are all positive.
Proof. (i)2 (ii). To reach a contradiction, suppose that Lf < 0 for
all f – 0 in D. Let tn be the (n+1)-th eigenvalue of the RD problem con-
sisting of (2.14) and (2.2) and yn an eigenfunction for tn, where n ¥N0=
{0, 1, 2, ...}. Then, yn ¥D and
tn F
b
a
|yn |2 |w|=F
b
a
[−(py −n)Œ+qyn] y¯n=Lyn < 0.
Hence, tn < 0 for all n ¥N0. This contradicts the well-known fact that
tn Q+. as nQ+. in the RD case. Thus, the conclusion follows from
the definition of left-definiteness.
(ii)2 (i) by definition.
(ii)2 (iii). Suppose that Lf > 0 for all f – 0 in D. Let t0 be the
least eigenvalue of the RD problem consisting of (2.14) and (2.2) and y0 an
eigenfunction for t0. Then, as in the above, we have that y0 ¥D and
t0 F
b
a
|y0 |2 |w|=Ly0 > 0.
Hence, t0 > 0.
(iii)2 (ii). Suppose that t0 > 0. From the variational characteriza-
tion of the least eigenvalue in the RD case we have that
inf
Lf
>ba |f|2 |w|
=t0 > 0, (2.15)
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where the infimum is taken over all f – 0 in D. Hence, Lf > 0 for all
f – 0 in D. L
The next result exhibits some subclasses of LD problems.
Corollary 2.1. Assume q \ 0 and q – 0 a.e. on J. Then,
(i) the Sturm–Liouville problem consisting of (2.1) and (2.8) is left-
definite if p/2 [ a [ p and 0 [ b [ p/2;
(ii) the Sturm–Liouville problem consisting of (2.1) and (2.9) is left-
definite if K=( c0
0
1/c) for some real number c ] 0.
Proof. For both cases, we let t0 be the least eigenvalue of the corre-
sponding RD problem and y an eigenfunction for t0. Then, from (2.14)
and by integration by parts we have that
t0 F
b
a
|y|2 |w|=y[1](a) y¯(a)−y[1](b) y¯(b)+F b
a
[p |yŒ|2+q |y|2]
> y[1](a) y¯(a)−y[1](b) y¯(b). (2.16)
(i) To prove the case for p/2 < a [ p and 0 [ b < p/2, we may
assume that y is real-valued and note that by (2.8),
y[1](a) y¯(a)−y[1](b) y¯(b)=−|y[1](a)|2 tan a+|y[1](b)|2 tan b \ 0.
(2.17)
The combination of (2.16) and (2.17) implies that t0 > 0 and, hence, the
SLP consisting of (2.1) and (2.8) is LD by Theorem 2.1. The subcases with
a=p/2 or b=p/2 can be proven similarly.
(ii) In this case we have that
y(b)=ce ihy(a) and y[1](b)=1c e
ihy[1](a).
Hence,
y[1](a) y¯(a)−y[1](b) y¯(b)=0.
This together with (2.16) imply that t0 > 0. Therefore, the SLP consisting
of (2.1) and (2.9) is LD by Theorem 2.1 again. L
In Corollary 2.1, as in much of the literature on LD problems, it is
assumed that q \ 0. The next result shows not only that this assumption is
not needed in general but also that q can even be unbounded from below.
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Also, for each fixed BC and for any given p and w, there is a potential q
yielding a LD problem. Moreover, Corollary 2.2 gives an explicit con-
struction of such q’s.
Corollary 2.2. Denote by t0 the least eigenvalue of the right-definite
Sturm–Liouville problem consisting of (2.14) and (2.2). Then for any e > 0,
the Sturm–Liouville problem consisting of the differential equation
−(pyŒ)Œ+[q−(t0− e) |w|] y=lwy on J (2.18)
and the same boundary condition (2.2) is left-definite.
Proof. By Theorem 2.1, the SLP consisting of (2.18) and (2.2) is LD if
and only if the RD problem consisting of the DE
−(pyŒ)Œ+[q−(t0− e) |w|] y=t |w| y on J (2.19)
and the BC (2.2) has only positive eigenvalues. From the definition of t0 it
follows that e is the least eigenvalue of the latter. Therefore, the former
is LD. L
Remark 2.2. When w > 0 a.e. on J, L2(J; w) is a Hilbert space with the
inner product (f, g)=>ba fg¯w. This space is widely used to study the spec-
trum of the RD problems. When w changes sign on J, but w ] 0 a.e. on J,
L2(J; w) is a Krein space and the theory of operators in Krein spaces can
be applied to study the RID problems, see [8] and [10]. In the LD case,
Hilbert space operator theory has also been applied with a Hilbert space Hl
constructed as follows: since Lf is actually positive definite on the linear
subspace D of L2(J; |w|), the inner product
Of, gP=F b
a
[−(pfŒ)Œ+qf] g¯
induces a norm || · ||l on D. The Hilbert space Hl is the completion of D
with respect to this norm.
Remark 2.3. By the following proposition, |w| in (2.14) can be replaced
by any positive (and integrable) weight function on J, i.e., left-definiteness
does not depend on the weight function w in the DE. Hence, when J is
finite, |w| in (2.14) can be replaced by the constant function 1; when J is
infinite, |w| in (2.14) can be replaced by functions such as 1/(1+t2), but
not by the constant function 1.
Proposition 2.1 (see also [8, Proposition 2.6]). Consider the first
eigenvaluel0=l0(w) of a right-definite and self-adjoint regularSturm–Liouville
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problem (a0, b0, 1/p0, q0, w, A0, B0) as a function of w on L1((a0, b0), R+).
Then, either l0(w) is always positive or l0(w) is always non-positive.
Proof. Assume that l0(w0) > 0 for some w0 ¥ L1((a0, b0), R+), then
0 is not an eigenvalue of the SLP (a0, b0, 1/p0, q0, w0, A0, B0), i.e.,
det(A0+B0F(b0, w0, 0)) ] 0, where F( · , w, l) is the matrix fundamental
solution satisfying F(a, w, l)=I to the regular equation (a0, b0, 1/p0,
q0, w) with spectral parameter l. Since F(b0, w, 0) does not depend on
w ¥ L1((a0, b0), R+), we deduce that det(A0+B0F(b0, w, 0)) is independent
of w ¥ L1((a0, b0), R+). Thus, det(A0+B0F(b0, w, 0)) ] 0 for any w ¥
L1((a0, b0), R+), i.e., 0 is not an eigenvalue of the SLP (a0, b0, 1/p0, q0, w,
A0, B0) for any w ¥ L1((a0, b0), R+). On the other hand, Theorem 2.1 in
[20] implies that l0(w) is continuous in w on L1((a0, b0), R+). Therefore,
l0(w) is always positive on L1((a0, b0), R+), because L1((a0, b0), R+) is
connected. L
3. EIGENVALUES OF LEFT-DEFINITE PROBLEMS
As for the RD case, the reality of the eigenvalues of a LD problem has
an elementary proof, see, for example, [26]. Here we state the result for the
convenience of the reader.
Lemma 3.1. If the Sturm–Liouville problem consisting of (2.1) and (2.2)
is left-definite, then its eigenvalues are all real.
The existence of eigenvalues for certain LD problems, some with
separated BC’s and some with coupled BC’s, has also been proven (see, for
example, [16–18]). In this section, we give an elementary proof of the exis-
tence of eigenvalues for the general LD problem and study the properties
of these eigenvalues. For this purpose, we introduce the following DE with
two parameters:
−(pyŒ)Œ+qy−lwy=t |w| y on J, (3.1)
in which t is the spectral parameter.
Remark 3.1. (i) For each fixed l ¥ R, the SLP consisting of (3.1) and
(2.2) is RD and, hence, has a countably infinite number of eigenvalues
{tn(l): n ¥N0}, which are all real, bounded from below and unbounded
from above and can be indexed to satisfy
t0(l) [ t1(l) [ t2(l) [ · · ·
with only the double eigenvalues appearing twice, and
tn(l)Q+. as nQ+..
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The RD problem consisting of (3.1) and (2.2) will be called the two-
parameter RD problem corresponding to the SLP consisting of (2.1) and
(2.2).
(ii) By Theorem 2.1 in [20], for each n ¥N0, tn(l) is a continuous
function of l in R.
(iii) Any given lg ¥ R is an eigenvalue of the SLP consisting of (2.1)
and (2.2) if and only if tn(lg)=0 for some n ¥N0, i.e., if and only if 0 is an
eigenvalue of the problem consisting of (3.1) with l=lg and (2.2). More-
over, in this case, the two corresponding eigenspaces are equal.
(iv) By Theorem 2.1, the SLP consisting of (2.1) and (2.2) is LD if
and only if t0(0) > 0.
(v) If the SLP consisting of (2.1) and (2.2) is LD, then each of its
eigenvalues is a root of tn(l)=0 for some n ¥N0.
Lemma 3.2. Let n ¥N0 and h ¥ R. Assume that tn(h) < t0(0) and yn is
an eigenfunction for the eigenvalue tn(h) of the Sturm–Liouville problem
consisting of (3.1) with l=h and (2.2). Then,
h F b
a
|yn |2 w > 0. (3.2)
Proof. Let k=tn(h) and set t=k+t˜. Then, (3.1) becomes
−(pyŒ)Œ+(q−k |w|) y−lwy=t˜ |w| y on J. (3.3)
Hence, the eigenvalues of the RD problem consisting of (3.3) and (2.2) are
{t˜m(l)=tm(l)−k : m ¥N0}, and t˜n(h)=0. Therefore, h is an eigenvalue
of the SLP consisting of the equation
−(pyŒ)Œ+(q−k |w|) y=lwy on J (3.4)
and the BC (2.2). By assumption,
t˜0(0)=t0(0)−k > 0.
Note that the linear subspace D defined for (2.14) is equal to the corre-
sponding linear subspace for (3.3) and the functional on D for (3.3) with
l=0 corresponding to the functional L on D for (2.14) is given by
L(k) f=F b
a
[−(pfŒ)Œ f¯+(q−k |w|) |f|2], f ¥D.
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Similar to (2.15) we have for (3.3) with l=0 that
inf
L(k) f
>ba |f|2 |w|
\ t˜0(0) > 0, (3.5)
where the infimum is over all f – 0 in D. Since yn ¥D, (3.5) implies that
L(k) yn > 0, i.e.,
F b
a
[−(py −n)Œ y¯n+(q−k |w|) |yn |2] > 0.
Note that yn is also an eigenfunction for the eigenvalue h of the SLP con-
sisting of (3.4) and (2.2). From the above inequality and (3.4) we obtain
(3.2). L
Lemma 3.3. For n ¥N0 and h ¥ R, assume that either tn(h) is simple or
tn(l) is double for all l in an open interval containing h. Then, tn(l) is con-
tinuously differentiable at h. Furthermore, if tn(h) < t0(0), then h t
−
n(h) < 0.
Proof. The continuous differentiability follows from Remark 3.1(ii) and
the method for proving differentiability of continuous eigenvalue branches
in [22]. To show the furthermore part, let yn be defined as in Lemma 3.2,
and set un=cyn for some constant c > 0 such that >ba |un |2 |w|=1. From
Lemma 3.2 we have
h F b
a
|un |2 w > 0. (3.6)
By definition, tn(l) is an eigenvalue of the RD problem consisting of (3.1)
and (2.2). By applying the derivative formula (3.10) in [22] and the chain
rule for differentiation, we obtain that
t −n(h)=−F
b
a
|un |2 w. (3.7)
Combining (3.6) and (3.7) yields that h t −n(h) < 0. L
Corollary 3.1. For each n ¥N0, the function t=tn(l) is strictly
decreasing in the region
E1={(l, t): l > 0, t < t0(0)}
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and strictly increasing in the region
E2={(l, t): l < 0, t < t0(0)}.
Therefore, if tn(h) < t0(0) for some h > 0, then tn(l) is strictly decreasing
for l > h; if tn(h) < t0(0) for some h < 0, then tn(l) is strictly increasing for
l < h.
Proof. Corollary 3.1 is not a direct consequence of Lemma 3.3 since
tn(l) does not need to be differentiable everywhere. However, the Dini
derivatives of tn(l), say Dgtn(l), exist everywhere. By an argument similar
to that given in the proof of Theorem 6.1 in [19], one can show that
Dgtn(l) < 0 on E1 and Dgtn(l) > 0 on E2. Then, the conclusion of
Corollary 3.1 follows. We omit the details of the proof. L
After the above discussion on eigenvalue curves, we are now ready to
prove the existence of eigenvalues for an arbitrary LD problem. First, we
deal with LD problems with separated BC’s. We remind the reader that the
notation Zg is defined by (1.4).
Theorem 3.1. Assume that the Sturm–Liouville problem consisting of
(2.1) and (2.8) is left-definite and right-indefinite. Then, all its eigenvalues
are real, there exist countably infinitely many positive and negative eigen-
values, and they are unbounded from below and from above, have no finite
cluster point, and can be indexed to satisfy the inequalities
· · · < l−n < · · · < l−1 < l−0 < 0 < l0 < l1 < · · · < ln < · · · .
Moreover, for each n ¥ Zg, any eigenfunction for ln has exactly |n| zeros in
the open interval J.
Proof. The assumptions and Theorem 2.1 imply that in this case, the
eigenvalue curves satisfy that t0(0) > 0 and
t0(l) < t1(l) < t2(l) < · · · , -l ¥ R.
It has been shown in [4] that
lim
lQ ±.
tn(l)=−., -n ¥N0.
The continuity of tn(l) then implies that for each n ¥N0, there exist
l±n ¥ R satisfying l−n < 0 < ln and tn(l±n)=0. The latter identity means
that l±n are eigenvalues of the SLP consisting of (2.1) and (2.8).
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Next, we show that such l±n are unique. If not, without loss of general-
ity, assume that 0 < lg < lg are the first two consecutive positive numbers
such that tn(lg)=tn(lg)=0. Note that tn(lg) < t0(0) since t0(0) > 0.
Thus, by Corollary 3.1, tn is strictly decreasing for l \ lg. This is impos-
sible. Therefore, tn yields exactly two eigenvalues of the problem in ques-
tion and the inequalities given in the theorem include all the eigenvalues of
the problem. Note that the ordering of the eigenvalues is based on the
inequalities in the last paragraph.
Finally, let n ¥ Zg. Then, any eigenfunction for ln is also an eigenfunc-
tion for t|n|(ln)=0 as an eigenvalue of the RD SLP consisting of (3.1) with
l=ln and (2.8) and hence has exactly |n| zeros in the open interval J. L
Next, we consider LD problems with coupled BC’s. Fix h ¥ (−p, p] and
K ¥ SL(2, R). Let {tn(l): n ¥N0} be the eigenvalues of the RD problem
consisting of (3.1) and (2.9). Denote by {gn(l): n ¥N0} and {zn(l): n ¥N0}
the eigenvalues of (3.1) together with
y(a)=0, k22 y(b)−k12 y[1](b)=0 (3.8)
and
y[1](a)=0, k21 y(b)−k11 y[1](b)=0, (3.9)
respectively; and by {mn : n ¥ Zg} and {nn : n ¥ Zg} the eigenvalues of (2.1)
together with (3.8) and (3.9), respectively, whenever they exist. If the SLP
consisting of (2.1) and (3.8) is LD and RID, then by Theorem 3.1, mn exists
for all n ¥ Zg, and gn(l)=0 if and only if l=m±n (see also the last two
paragraphs of the proof of the next theorem). Similar results are true for
zn(l) and nn. We now show the existence of eigenvalues for the LD
problems with coupled BC’s.
Theorem 3.2. Suppose that the Sturm–Liouville problem consisting of
(2.1) and (2.9) is left-definite and right-indefinite. Then,
(i) for each n ¥N0, the function tn(l) has exactly one positive root, to
be denoted by ln, and exactly one negative root, to be given the notation l−n;
(ii) the problem has a countably infinite number of eigenvalues, i.e.,
{ln : n ¥ Zg}, and they satisfy the inequalities
· · · [ l−n [ · · · [ l−1 [ l−0 < 0 < l0 [ l1 [ · · · [ ln [ · · · (3.10)
with only geometrically double eigenvalues appearing twice.
Proof. Without loss of generality we only consider the case where either
k11 > 0 and k12 [ 0 or k11 [ 0 and k12 < 0.
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Since the SLP consisting of (2.1) and (2.9) is LD, we have t0(0) > 0.
Applying Theorem 3.2 in [11] to (3.1) yields that gn(l) \ tn(l) for all l ¥ R
and n ¥N0. In particular, g0(0) \ t0(0) > 0, which means that the RID
problem consisting of (2.1) and (3.8) is LD. Thus, for each n ¥N0,
gn(l)=0 if and only if l=m±n. Since tn(0) > 0 and tn(m±n) [ gn(m±n)=0,
the continuity of tn(l) implies that there exist l±n ¥ R satisfying
l−n < 0 < ln and tn(l±n)=0. The latter identity means that l±n are eigen-
values of the SLP consisting of (2.1) and (2.9). As in the proof of Theorem
3.1, we can show that such l±n are unique.
Finally, the ordering of {ln : n ¥ Zg} in (3.10) stems from the fact that
tn+1(l) \ tn(l) for any l ¥ R and n ¥N0. For any n ¥N0, ln=ln+1 if and
only if 0=tn(ln)=tn+1(ln+1) is a double eigenvalue of the RD problem
consisting of (3.1) with l=ln=ln+1 and (2.9). Thus, by Remark 3.1(iii),
ln=ln+1 for some n ¥N0 if and only ln=ln+1 has geometric multiplicity 2.
Moreover, in this case, ln−1 ] ln if n \ 1, and ln+1 ] ln+2, since the mul-
tiplicity of 0=tn(ln)=tn+1(ln+1) as an eigenvalue of the RD problem
consisting of (3.1) with l=ln=ln+1 and (2.9) cannot be \ 3. Therefore,
the positive eigenvalues in (3.10) are listed according to their geometric
multiplicities. A similar statement is true for the negative eigenvalues in
(3.10). L
Remark 3.2. Theorems 3.1 and 3.2 together imply that if the SLP con-
sisting of (2.1) and (2.2) is LD and RID, then it has a countably infinite
number of eigenvalues; the eigenvalues are all real, are unbounded from
below and from above, and have no finite cluster point; and 0 is never an
eigenvalue.
We use the graph on the next page to indicate the relations among the
functions {tn(l): n ¥N0} and the eigenvalues {ln : n ¥ Zg}.
We will adopt the indexing scheme given by Theorems 3.1 and 3.2 for
the eigenvalues of a LD problem that is RID. It is with respect to this
indexing scheme that we study the continuity of ln with respect to the
parameters of the problem and also the relationships of the eigenvalues for
different BC’s.
Next, we establish some inequalities among the eigenvalues of a LD and
RID problem with a coupled BC and those for two corresponding
separated BC’s.
Theorem 3.3. Fix a K ¥ SL(2, R).
(a) Assume that k11 > 0, k12 [ 0, and the Sturm–Liouville problem
consisting of (2.1) and (3.9) is left-definite and right-indefinite. Then, both
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FIG. 1. The eigenvalues l±n as the zeros of the functions tn(l).
the problem consisting of (2.1) and (2.9) with any h ¥ (−p, p] and that con-
sisting of (2.1) and (3.8) are left-definite and right-indefinite. Furthermore,
l±0(K) are geometrically simple, and for each h ¥ (−p, p), h ] 0, we have
n0 [ l0(K) < l0(e ihK) < l0(−K) [ {m0, n1}
[ l1(−K) < l1(e ihK) < l1(K) [ {m1, n2}
[ l2(K) < l2(e ihK) < l2(−K) [ {m2, n3}
[ l3(−K) < l3(e ihK) < l3(K) [ {m3, n4} [ · · · (3.11)
and another set of inequalities obtained by replacing ln, mn, nn, < and [ in
(3.11) by l−n, m−n, n−n, > and \ , respectively.
(b) Assume that k11 [ 0, k12 < 0, and the Sturm–Liouville problem
consisting of (2.1) and (2.9) with h=0 is left-definite and right-indefinite.
Then, the problem consisting of (2.1) and (2.9) with any other h ¥ (−p, p],
the problem consisting of (2.1) and (3.8) and the problem consisting of (2.1)
and (3.9) are all left-definite and right-indefinite. Furthermore, l±0(K) are
geometrically simple, and for each h ¥ (−p, p), h ] 0, we have
l0(K) < l0(e ihK) < l0(−K) [ {m0, n0} [
l1(−K) < l1(e ihK) < l1(K) [ {m1, n1} [
l2(K) < l2(e ihK) < l2(−K) [ {m2, n2} [
l3(−K) < l3(e ihK) < l3(K) [ {m3, n3} [ · · ·
(3.12)
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and another set of inequalities obtained by replacing ln, mn, nn, < and [ in
(3.12) by l−n, m−n, n−n, > and \ , respectively.
(c) If neither case (a) nor case (b) applies to K, then either case (a) or
case (b) applies to −K.
Proof. (a) For each fixed l ¥ R, applying Theorem 3.2 (a) in [11] to
the RD problem consisting of (3.1) and (2.9) yields that
z0(l) [ t0(l, K) < t0(l, e ihK) < t0(l, −K) [ {g0(l), z1(l)}
[ t1(l, −K) < t1(l, e ihK) < t1(l, K) [ {g1(l), z2(l)}
[ t2(l, K) < t2(l, e ihK) < t2(l, −K) [ {g2(l), z3(l)}
[ t3(l, −K) < t3(l, e ihK) < t3(l, K) [ {g4(l), z4(l)} [ · · · . (3.13)
In particular, z0(0) > 0 implies that t0(0) > 0 and g0(0) > 0. Hence, by
Theorem 2.1, the SLP consisting of (2.1) and (2.9) and that consisting of
(2.1) and (3.8) are LD (and RID). Note that for n ¥N0, l±n, m±n and n±n
are the positive and negative roots of tn(l), gn(l) and zn(l), respectively.
Since each of tn(l), gn(l) and zn(l) is continuous in l and increasing in n,
(3.13) implies (3.11) and the other set of similar inequalities.
Parts (b) and (c) can be proved in a similar way. L
Remark 3.3. It is well-known that the eigenvalues of a LD problem
with a separated BC can be computed by using their characterization in
terms of the Prüfer transformation. The inequalities of Theorem 3.3 can be
used to construct an algorithm for computing the eigenvalues of a LD
problem with an arbitrary coupled BC. Note that t0(0, e ihK) > 0 implies
g0(0) > 0. Thus, if the SLP consisting of (2.1) and (2.9) is LD and RID,
then so is the SLP consisting of (2.1) and (3.8). In this case, one computes
the mn’s first, then uses the inequalities of Theorem 3.3 with the nn’s
removed to bound each eigenvalue for (2.9) between 0 or mn and mn+1 for
some n ¥N0. The key point here is that there is exactly one eigenvalue for
(2.9) in such an interval. Now, one applies a root finder to locate this one
and only one root of the characteristic function in the interval. Such an
algorithm is implemented in the new release of SLEIGN2 for the RD case.
Theorem 3.4. Assume that the Sturm–Liouville problem consisting of
(2.1) and (2.2) is left-definite and right-indefinite. Then, the eigenvalues of
the problem satisfy
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l±n ’ ±
n2p2
5F b
a
1w(t)
p(t)
2
±
dt62 as nQ+.,
where f− and f+ denote the positive and negative parts of a function f,
respectively.
Proof. When the BC in the problem is a separated one, the result has
been proved in [3]; when the BC is a coupled one, the result then follows
from the separated case, Remark 3.3 and the inequalities among l±n and
m±n in Theorem 3.3. L
In the following we denote by {tDn (l): n ¥N0} the eigenvalues of the SLP
consisting of the equation (3.1) and the Dirichlet BC
y(a)=y(b)=0. (3.14)
If the SLP consisting of (2.1) and (3.14) is LD and RID, we denote its
eigenvalues by {lDn : n ¥ Zg}.
Theorem 3.5 (cf. [13, p. 258]). Assume that the Sturm–Liouville
problem consisting of (2.1) and (2.2) is left-definite and right-indefinite.
Then, the problem consisting of (2.1) and (3.14) is left-definite and right-
indefinite, and
ln ¥ (0, lDn ], l−n ¥ [lD−n, 0) for n=0, 1,
ln ¥ (lDn−2, lDn ], l−n ¥ [lD−n, lD−n+2) for n=2, 3, 4, ... .
Proof. Since the SLP consisting of (2.1) and (2.2) is LD, we have that
t0(0) > 0. Applying Theorem 4.1 in [20] to (3.1) yields that
tD0 (l) \ t0(l) for l ¥ R. (3.15)
In particular, tD0 (0) \ t0(0) > 0. Thus, the SLP consisting of (2.1) and
(3.14) is LD. From (3.15) we also get that t0(l
D
0 ) [ tD0 (lD0 )=0. This shows
that l0 ¥ (0, lD0 ] since l0 is the only positive root of t0(l)=0. The rest can
be proved similarly. L
To end this section, we comment on a class of RID problems which have
essentially the same properties as those of the LD problems. This is the
class of SLP’s that can be transformed into LD problems by a translation.
See also [1] and [5].
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Definition 3.1. Let s ¥ R, and define a functional Ls on the linear
subspace D of L2(J, |w|) given in (2.11) as follows:
Lsf=F
b
a
[−(pfŒ)Œ f¯+(q−sw) |f|2].
Then, the SLP consisting of (2.1) and (2.2) is said to be s-left-definite
(s-LD) if Lsf > 0 for all f – 0 in D.
Remark 3.4. From this definition it is easy to see the following:
(i) the SLP consisting of (2.1) and (2.2) is LD if and only if it is 0-LD;
(ii) the SLP consisting of (2.1) and (2.2) is s-LD for some s ¥ R if
and only if the problem consisting of the equation
−(pyŒ)Œ+(q−s w) y=lwy on (a, b) (3.16)
and the BC (2.2) is LD;
(iii) every s-LD problem that is RID has countably infinitely many
eigenvalues, they are all real, have neither upper bound nor lower bound
and can be indexed to satisfy
· · · [ l−2 [ l−1 [ l−0 < s < l0 [ l1 [ l2 [ · · · (3.17)
with only geometrically double eigenvalues appearing twice;
(iv) with the relation between (2.1) and (3.16), we see that all the
results above in this section hold for the s-LD problems if we replace the
condition LD by s-LD and the number 0 by s.
Moreover, the next theorem gives two simple characterizations of the
s-LD problems and its proof will be omitted.
Theorem 3.6. Assume that the Sturm–Liouville problem consisting of
(2.1) and (2.2) is right-indefinite. Then, the following statements are equiva-
lent:
(i) the problem is s-left-definite for some s ¥ R;
(ii) the corresponding function t0(l) has a positive value on R;
(iii) the corresponding function t0(l) has two distinct zeros in R.
Corollary 3.2. If the Sturm–Liouville problem consisting of (2.1) and
(2.8) has two eigenvalues lg and lg such that each of them has an eigenfunc-
tion without any zero on (a, b), then the problem is s-left-definite for any
s ¥ (lg, lg).
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Remark 3.5. There are results for the so-called semi-LD problems and
s-semi-LD problems similar to the ones in this paper for LD problems and
s-LD problems. We omit the details.
4. DEPENDENCE OF EIGENVALUES ON THE PROBLEM
In this section, we consider the continuous and differentiable dependence
of the nth eigenvalue ln of the SLP consisting of (2.1) and (2.2) on the
problem. We will use W defined in (2.6) for the space of the SLP’s con-
sidered, the topology on W induced by the e-neighborhoods given in (2.7)
and the jump set (see [20])
JC={(A | B)=(e ihK | −I); K ¥ SL(2, R), k12=0, h ¥ [0, p)}
2 3(A | B)=1a1 a2 0 0
0 0 b1 b2
2 ¥ R2×4;
a21+a
2
2 ] 0, b21+b22 ] 0, a2b2=04 .
Theorem 4.1. If a Sturm–Liouville problem w0 ¥W is left-definite and
right-indefinite and its boundary condition is not on the jump set JC, then
there is a neighborhood N of w0 in W such that each problem in N is also
left-definite and right-indefinite, and for any n ¥ Zg, ln(w) is a continuous
function of w on N.
Proof. For l ¥ R and w ¥W, let {tm(l, w): m ¥N0} be the eigenvalues
of the 2-parameter RD problem corresponding to w, i.e., the SLP consist-
ing of the corresponding equation (3.1) and the BC in w. From the
assumption, Theorem 2.1, and Theorem 2.1 in [20] we know that
t0(0, w0) > 0 and {tm(l, w): m ¥N0} are continuous on R×N for some
neighborhood N of w0 in W. Thus, replacing N by a smaller neigh-
borhood if necessary, we have that w is RID and t0(0, w) > 0, i.e., w is LD,
for all w ¥N. Since ln(w) is the only positive or negative root of t|n|(l, w)
for w ¥N, the continuity of t|n|(l, w) on R×N implies that ln(w) is a
continuous function of w on N. L
To see the importance of the assumption in Theorem 4.1 that the BC in
w0 is not on the jump set JC, we give the following example.
20 KONG, WU, AND ZETTL
Example. The SLP consisting of the equation
−yœ=l(sgn t) y on (−1, 1) (4.1)
and the Dirichlet BC
y(−1)=0=y(1) (4.2)
is LD (and RID) since the least eigenvalue of the SLP consisting of the
Fourier equation
−yœ=ly on (−1, 1) (4.3)
and the BC (4.2) is positive. Now, in any neighborhood of the SLP con-
sisting of (4.1) and (4.2), there is an SLP consisting of (4.1) and the BC
y(−1)−cy[1](−1)=0, y(1)=0 (4.4)
for sufficiently small c > 0. However, this SLP is not LD for all sufficiently
small c > 0 since the lowest eigenvalue of the SLP consisting of (4.3) and
(4.4) approaches −. as cQ 0+, see [12] or [20].
Corollary 4.1. If a Sturm–Liouville problem w=(a, b, 1/p, q, w,
A, B) ¥W is left-definite and right-indefinite, then it remains so under any
sufficiently small change of its differential equation, and each ln(w) depends
continuously on the differential equation, i.e., on a, b, 1/p, q and w.
Proof. The proof is similar to that of Theorem 4.1, the difference is that
here we use solely Theorem 2.1 in [20] in stead of both Theorem 2.1 in
[20] and the concept of continuous eigenvalue branches. L
Remark 4.1. In Theorem 4.1 and Corollary 4.1 above, we left the
following question unanswered: if the SLP consisting of (2.1) and (2.2) is
LD and (2.2) is on the jump set JC given above, then for which BC’s
nearby (2.2) is the SLP still LD? Using the complete characterization in
[20] of the discontinuity of the first eigenvalue in the RD case, we can
show that the SLP consisting of (2.1) and a BC sufficiently close to (2.2) is
LD if and only if the BC is on the ‘‘continuity’’ side of the jump set. This
implies that the space of LD problems is not open in the space of RID
SLP’s, the part of its boundary contained in itself is in the jump set JC,
and for each n ¥ Zg, ln is continuous on the space of LD problems that are
RID. Thus, Theorem 4.1 establishes the continuity of each ln(w) at the
LEFT-DEFINITE STURM–LIOUVILLE PROBLEMS 21
interior points of this space. For more information about this space, see the
forthcoming paper [14].
In the next theorem, for each n ¥N0, u±n denote normalized eigenfunc-
tions for the eigenvalues l±n of the SLP consisting of (2.1) and (2.2), i.e.,
they satisfy
F b
a
|u±n |2 w=±1. (4.5)
Such eigenfunctions exist since from Lemma 3.2 we have that for each
n ¥ Zg and any eigenfunction yn for ln,
ln F
b
a
|yn |2 w > 0. (4.6)
Moreover, in this theorem, the derivative l −n is the Frechet derivative in the
appropriate Banach space. Recall that a map T from a Banach space X
into a Banach space Y is differentiable at a point x ¥X if there exists a
bounded linear map TŒ: XQ Y satisfying
|T(x+h)−T(x)−TŒ(x) h|=o(h) as hQ 0 in X.
Theorem 4.2. Suppose that the Sturm–Liouville problem w0=(a0, b0,
1/p0, q0, w0, A0, B0) ¥W is left-definite and right-indefinite, and its boundary
condition is not on the jump set JC. Let n ¥N0.
(i) Fix all components of w0 except a0 and consider l±n as a function
of a. Assume that l±n(a0) is geometrically simple or l±n(a) is geometrically
double in some neighborhood of a0. Then, l±n(a) is differentiable a.e. in some
neighborhood Na0 of a0 and
l −±n(a)=±31p (a) |pu −±n |2 (a)− |u±n(a)|2 [q(a)−l±n(a) w(a)]4
a.e. inNa0 . (4.7)
Furthermore, if p, q, w are continuous at a0 and p(a0) ] 0, then (4.7)) holds
at the point a0.
(ii) Fix all components of w0 except b0 and consider l±n as a function
of b. Assume that l±n(b0) is geometrically simple or l±n(b) is geometrically
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double in some neighborhood of b0. Then, l±n(b) is differentiable a.e. in some
neighborhood Nb0 of b0 and
l −±n(b)=±3−1p (b) |pu −±n |2 (b)+|u±n(b)|2 [q(b)−l±n(b) w(b)]4
a.e. inNb0 . (4.8)
Furthermore, if p, q, w are continuous at b0 and p(b0) ] 0, then (4.8) holds at
the point b0.
(iii) Fix all components of w0 except 1/p0 and consider l±n as a func-
tion of 1/p. Assume that l±n(1/p0) is simple. Then, l±n(1/p) is continuously
differentiable in some neighborhood N1/p0 of 1/p0 and for any 1/p ¥N1/p0 ,
l −±n(1/p) h=±3−F b0
a0
|pu −±n |
2 h4 , h ¥ L1(J, R). (4.9)
(iv) Fix all components of w0 except q0 and consider l±n as a function
of q. Assume that l±n(q0) is simple. Then, l±n(q) is continuously differen-
tiable in some neighborhood Nq0 of q0 and for any q ¥Nq0 ,
l −±n(q) h=±3F b0
a0
|u±n |2 h4 , h ¥ L1(J, R). (4.10)
(v) Fix all components of w0 except w0 and consider l±n as a function
of w. Assume that l±n(w0) is simple. Then, l±n(w) is continuously differen-
tiable in some neighborhood Nw0 of w0 and for any w ¥Nw0 ,
l −±n(w) h=±3−l±n(w) F b0
a0
|u±n |2 h4 , h ¥ L1(J, R). (4.11)
(vi) Assume that the boundary condition in w0 is separable and is
written as the canonical form (2.8); in this case, A0, B0 in w0 are replaced by
a0, b0. Fix all components of w0 except a0 and consider l±n as a function of a,
then l±n is differentiable and
l −±n(a)=±{−|u±n |
2 (a0)− |pu
−
±n |
2 (a0)}; (4.12)
fix all components of w0 except b0 and consider l±n as a function of b, then
l±n is differentiable and
l −±n(b)=±{|u±n |
2 (b0)+|pu
−
±n |
2 (b0)}. (4.13)
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(vii) Assume that the boundary condition in w0 is coupled and is
written in the canonical form (2.9); in this case, A0, B0 in w0 are replaced by
h0, K0. Fix all components of w0 except h0 and consider l±n as a function of
h, then l±n is a differentiable function of h and
l −±n(h)=±[−2 Im(u±n(b0)(pu¯
−
±n)(b0))], (4.14)
where Im z denotes the imaginary part of z. Fix all components of w0 except
K0 and consider l±n as a function of K ¥ SL(2, R). Assume further that
l±n(K0) is simple. Then, l±n(K) is differentiable in some neighborhood NK0
of K0 in SL(2, R) and for any K ¥NK0 ,
l −±n(K) KH=±3(pu¯ −±n(b0) − u¯±n(b0)) KH 1 u(b0)(puŒ)(b0)24,
H ¥ R2×2, trH=0. (4.15)
Proof. The proof of this theorem is similar to the proofs of the corre-
sponding results for the RD case ([19–22]) and, therefore, is omitted. Here
we just mention that for any K ¥ SL(2, R) … R2×2, the tangent space of
SL(2, R) at K is {KH; H ¥ R2×2, trH=0} … R2×2. L
The derivative formulas (4.7)–(4.13) imply the following comparison
results on the eigenvalues {ln; n ¥ Zg}, in which D will denote the Dirichlet
BC.
Theorem 4.3. (i) Assume that wk=(ak, bk, 1/p, q, w, D) ¥W for
k=0, 1 satisfy
a0 [ a1, b0 \ b1. (4.16)
If w1 is left-definite and right-indefinite, then so is w0, and
ln(w0) [ ln(w1), l−n(w0) \ l−n(w1) (4.17)
for any n ¥N0.
(ii) Assume that wk=(a, b, 1/pk, qk, w, A, B) ¥W for k=0, 1 satisfy
1/p0 \ 1/p1, q0 [ q1 (4.18)
a.e. on J, or wk=(a, b, 1/p, q, w, ak, bk) ¥W for k=0, 1 satisfy
p > a0 \ a1 \ 0, 0 < b0 [ b1 [ p. (4.19)
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If w0 is left-definite and right-indefinite, then so is w1, and (4.17) holds for
any n ¥N0.
(iii) Let wk=(a, b, 1/p, q, wk, A, B) ¥W be right-indefinite for
k=0, 1. If one of w0 and w1 is left-definite, then so is the other one.
Moreover, in this case, if we also have
w0 \ w1 (4.20)
a.e. on J, then
ln(w0) [ ln(w1) (4.21)
for any n ¥ Zg.
Proof. The proofs are similar to those of the corresponding results
(Theorem 4.1 in [21]) in the RD case and, hence, are omitted. L
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