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Abstract
Laplace’s method is one of the best-known techniques in the asymptotic approximation of integrals. The salient step in the
technique’s historical development was Erdélyi’s use of Watson’s Lemma to obtain an inﬁnite asymptotic expansion valid for any
Laplace-type integral, published in 1956. Erdélyi’s expansion contains coefﬁcients cs that must be calculated in each application of
Laplace’s method, a tedious process that has traditionally involved the reversion of a series. This paper shows that the coefﬁcients
cs in fact have a very simple general form. In effect, we extend Erdélyi’s theorem. Our results greatly simplify calculation of the
cs in any particular application and clarify the theoretical basis of Erdélyi’s expansion: it turns out that Faà di Bruno’s formula has
always played a central role in it.
We prove or derive the following:
• The correct dimensionless groups. Erdélyi’s expansion is properly expressed in terms of scaled coefﬁcients c∗s .
• Two explicit expressions for c∗s in terms of combinatorial objects called partial ordinaryBell polynomials. This form is probably
computationally optimal and makes checking for correctness a relatively straightforward process.
• A recursive expression for c∗s .
• Each coefﬁcient c∗s can be expressed as a polynomial in (+ s)/, where  and  are quantities in Erdélyi’s formulation.
The main insight that emerges is that the traditional approach to Laplace’s method, involving reversion of a series, is less efﬁcient
and need only be invoked if one is interested in the role of the reversion coefﬁcients in Erdélyi’s expansion—a point which Erdélyi
himself alluded to.
We consider as an example an integral that occurs in a variational approach to ﬁnding the binding energy of helium dimers. We
also present a three-line computer code to generate the coefﬁcients c∗s exactly in the general case. In a sequel paper (to be published
in SIAM Review), a new representation for the gamma function is obtained, and the link with Faà di Bruno’s formula is explained.
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1. Overview and statement of extended Erdélyi theorem
In order to obtain an asymptotic approximation of an integral, one needs to identify some feature of the integrand
(e.g., singularity or sharp maximum) such that a neighbourhood of this feature provides the overwhelming contribution
to the integral. An integrand may possess a variety of such features, or one feature may repeat itself many times, in
which case the contribution from each occurrence must be summed. For example, for large n, the major contribution
to the integral
In =
∫ x1
x0
(x)[f (x)]n dx, (1.1)
where () and f () are continuous functions deﬁned on the ﬁnite or inﬁnite real interval of integration, with f ()
being positive there, comes from the neighbourhoods of the points where f () attains its maximum value. In particular,
if f () has its maximum value only at the point  in (a, b), and f ′() = 0 and f ′′()< 0, then
In ∼ ()[f ()]n + 1/2
[ −2
nf ′′()
]1/2
(1.2)
as n → ∞. This result for the integral In was discovered by Laplace [15] in 1820 and is known as the Laplace
approximation. This result is perhaps better known in its alternative form, obtained by putting f (x) = eh(x) in (1.1)
and assuming that h(x) attains its maximum only at x = , with h′() = 0 and h′′()< 0; namely,∫ x1
x0
(x)enh(x) dx ∼ ()enh()
[ −2
nh′′()
]1/2
, (1.3)
as n → ∞. Laplace thereby became the ﬁrst mathematician to understand the importance of sharp maxima in the
approximation of integrals. The method named after him is one of the best known asymptotic methods.
The modern version of Laplace’s method came on the heels of numerous incremental advances over the ﬁrst half of
the 20th century. The modern method was formulated in 1956 by Erdélyi [5], who applied Watson’s Lemma [20] to
obtain an inﬁnite asymptotic expansion of the integral
I () =
∫ x1
x0
(x)e−h(x) dx, (1.4)
where x ∈ R,  is a “large” positive real parameter, x0, x1, h(x) and (x) are independent of  (or very weakly
dependent on ), and the interval of integration can be ﬁnite or inﬁnite.
Erdélyi’s formulation begins as follows. Without loss of generality, assume h(x) has only one minimum in [x0, x1],
at x=x0. Otherwise one could always subdivide the interval of integration at the maxima and minima of h(x), reversing
the sign of x whenever necessary. The aim is to ensure that h(x) is an increasing function in a right-hand neighbourhood
of the left-hand endpoint of integration. Next, assume that both h(x) and (x) can be expanded in a neighbourhood of
x0 in series of ascending powers—it makes no difference to the theorem if the powers are integer or fractional—and
each series may be either convergent or merely asymptotic. Thus, as x → x+0 ,
h(x) ∼ h(x0) +
∞∑
s=0
as(x − x0)s+, (1.5)
and
(x) ∼
∞∑
s=0
bs(x − x0)s+−1, (1.6)
where  ∈ R+,  ∈ C s.t. Re()> 0, and a0, b0 = 0.
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There are two ways to proceed from here. In his monograph, Erdélyi proved rigorously the “reversion coefﬁcient”
approach, then outlined without proof another approach [5, p. 39] in which the need to ﬁnd the reversion coefﬁcients
is circumvented. The former necessitates the assumption that the expansion (1.5) can be termwise differentiated, in the
sense that
h′(x) ∼
∞∑
s=0
as(s + )(x − x0)s+−1 (1.7)
as x → x+0 , while the latter—at least, in Erdélyi’s outline—requires that the expansion (1.6) for (x) can be termwise
integrated, in the sense that for some x∗ ∈ (x0, x1),
(x) :=
∫ x
x∗
() d ∼
∞∑
s=0
bs(x − x0)s+
s +  + constant. (1.8)
It will be shown in this paper that the latter approach is superior for ﬁnding an asymptotic expansion for I () because
the coefﬁcients that arise from it have a simpler form. It should be emphasized that one can use Erdélyi’s proof as a point
of departure for the alternative approach, too—it is not necessary to formulate an entirely new proof. The “reversion
coefﬁcient” (or “t-basis”) approach need only be invoked if one is interested in the role of the reversion coefﬁcients in
Erdélyi’s asymptotic expansion, and this knowledge is usually not directly relevant to the problem at hand.
Let us now state and later prove an extended version of Erdélyi’s theorem, in which we include explicit expressions
for the coefﬁcients that arise in the asymptotic expansion for I (). This is the main purpose of the present paper.
Essential to the extended theorem are extremely useful combinatorial objects Ci,j (A1, . . .) and Ĉi,j (̂2, . . .) called
“partial ordinary Bell polynomials”, which we deﬁne later.
Theorem 1.1 (Extended Erdélyi theorem for Laplace’s method). For the integral
I () =
∫ x1
x0
(x)e−h(x) dx, (1.9)
where x ∈ R,  ∈ R+, and x0, x1, h(x) and (x) are independent of  (or very weakly dependent on ), we assume
that (i) h(x)>h(x0) for all x ∈ (x0, x1), and for every 	> 0 the inﬁmum of h(x) − h(x0) in [x0 + 	, x1) is positive;
(ii) (x) is continuous in a neighbourhood of x = x0 though perhaps not at x0; (iii) the expansions (1.5)–(1.7) hold;
and (iv) the integral I () converges absolutely for all sufﬁciently large . Then
I () ∼ e−h(x0)
∞∑
s=0


(
+ s

)
cs
(+s)/
, (1.10)
as  → ∞, where the coefﬁcients cs are expressible in terms of two dimensionless groups of quantities from the
expansions (1.5) and (1.6),
Ai := ai
a0
and Bi := bi
b0
, (1.11)
as well as the constants
1 = 1
a
1/
0
and c0 = b0
a/0
. (1.12)
The coefﬁcients cs are given explicitly in scaled form,
c∗s :=
1
s1
cs
c0
, (1.13)
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by either of the expressions,
c∗s =
s∑
i=0
Bs−i
i∑
j=0
(
−+ s

j
)
Ci,j (A1, A2, . . . , Ai−j+1), (1.14)
or
c∗s =
s∑
i=0
Bs−i
+ s
+ s − i
i∑
j=0
(
+ s − i
j
)
Ĉi,j (̂2, ̂3, . . . , ̂i−j+2), (1.15)
or recursively by
c∗0 = 1, (1.16)
c∗s = Bs −
s∑
j=1
c∗s−j d
(s)
j , (1.17)
where
d
(s)
j =
+ s
+ s − j
j∑
k=1
( + s − j

k
)
Cj,k(A1, A2, . . . , Aj−k+1). (1.18)
Each quantity ̂s in (1.15) is a scaled “reversion coefﬁcient”, related to the original reversion coefﬁcient s by
̂s := s
s1
, (1.19)
and given explicitly for s1 by
̂s = 1
s
s−1∑
i=0
(
− s

i
)
Cs−1,i (A1, A2, . . . , As−i ). (1.20)
To obtain (1.14) and (1.17)–(1.18), we make the additional assumption that the expansion (1.8) holds.
We remark that the form (1.10) of the expansion for I () is traditional. However, the essential quantities in the
problem are the dimensionless groups (1.11), the constants (1.12), the ratio (s) (deﬁned presently), and the scaled
coefﬁcients c∗s (1.13). Therefore, the expansion for I () is more properly expressed as
I () ∼ e−h(x0)
∞∑
s=0

((s))
s1c0c
∗
s
(s)
, (1.21)
where
(s) := (+ s)/. (1.22)
The traditional form is nevertheless useful for its notational brevity, and we persist with it when convenient. The
simplicity of (1.21) becomes clear after considering a body of examples. For instance, in many cases of interest, the
integrand in (1.9) has amaximum in the interior of the interval of integration.Then the combination 22s1 c0=b0/(a(2s)0 )
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appears in the numerator in (1.21). Quite often, in this case, the constants ,  and b0 conspire to give the resulting
expansion a particularly simple form. This can be seen in the example in Section 5.1, and particularly well in the
expressions for the gamma function obtained in the forthcoming sequel paper [21].
Let us now state two corollaries to Theorem 1.1.
Corollary 1.2. Each scaled coefﬁcient c∗s is a polynomial in (s) := ( + s)/, and can be expressed in polynomial
form as
c∗s =
s∑
i=0
F
(s)
i (s)
i
, (1.23)
where
F
(s)
i :=
s∑
j=i
(−1)j
j ! s(j, i)
s−j∑
k=0
BkCs−k,j (A1, . . . , As−k−j+1), (1.24)
where s(n, k) is the signless Stirling number of the ﬁrst kind.
The surprising polynomial form (1.23) of the scaled coefﬁcients c∗s tempts one to hope that a convergence condition
is close at hand. Indeed, a formal convergence condition that takes the above results into account can be easily written
down. However, although Temme’s asymptotic estimates of Stirling’s numbers [19] are indispensible, it is otherwises
difﬁcult to make general—and useful—statements about the object F (s)i (1.24) as s → ∞.
Finally, the following corollary applies to a large class of integrands in I () (1.4). The proof is now very simple.
Corollary 1.3. Suppose in (1.5) and (1.6) the following hold: (i)  = 1 and  is arbitrary; (ii) ∀i0, ai is arbitrary;
(iii) b0 is arbitrary, and bi = 0 ∀i > 0. Then ∀s0, the coefﬁcients cs are related to the reversion coefﬁcients s by
cs = (s + 1)b0

s+1. (1.25)
Proof. From condition (iii), Bi = 0 ∀i > 0, so only the i = s term appears in the summation in (1.14). Since both
Ai and  are arbitrary, each scaled reversion coefﬁcient ̂s is given simply by (1.20) as it is written. Therefore, with
= B0 = 1, the scaled coefﬁcient c∗s , ∀s0, takes the form
c∗s =
s∑
j=0
(
− s + 1

j
)
Cs,j (A1, A2, . . . , As−j+1) = (s + 1)̂s+1. (1.26)
The result follows by substituting deﬁnitions (1.13) and (1.19) of the scaled quantities c∗s and ̂s in terms of unscaled
ones into (1.26) and using (1.12). 
1.1. Organization of this paper
The rest of this paper is organized as follows. In order to provide a foundation for establishing the extensions to
Erdélyi’s theorem, we begin Section 2 with a brief sketch proof of the well-known expansion (1.10), and acquaint
the reader with the traditional approach for calculating the coefﬁcients cs . The point is to focus momentarily on
Erdélyi’s technical insight (implemented by his change of variables): As discussed in the sequel paper [21], Erdélyi’s
theorem has been generalized by a number of prominent mathematicians to many types of integrals, including the
Laplace transform, complex Fourier transform, Hankel transform, generalized Stieltjes transform, and so on, as well
as other useful integrals over ﬁnite or inﬁnite real intervals or complex contours. It is also essential in the method of
steepest descent. Therefore, in analogy with the work of the present paper, explicit formulae for the coefﬁcients in the
asymptotic expansions resulting from those integrals—probably involving a variety of combinatorial objects—should
be obtainable.
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Next in Section 2, the dimensionless quantities (1.11), constants (1.12) and scaled form (1.13) are identiﬁed, and the
explicit expression (1.14) for c∗s is derived. We envisage this to be the most useful form for c∗s , so we explain at this
point one simple method for calculating the ordinary partial Bell polynomials Cp,q(A1, . . .), and present a three-line
computer code, based on the derived theory, to generate the coefﬁcients c∗s exactly in the general case.
We then derive the polynomial form (1.23) for c∗s . The recursive form (1.17) is obtained next; though not as compu-
tationally efﬁcient, it is nevertheless of interest because it shows that each c∗s+1 is a combination of all the c∗1, . . . , c∗s
that came before it.
In Section 3, we focus on the traditional approach: since it has been the standard implementation of Laplace’s method
for nearly 50 years, it is of interest to formulate it in the formalism introduced in the present paper. We begin Section 3
by reformulating the traditional approach—which involves reversion of a series—in terms of the basis ̂ = (t/a0)1/.
This basis is more natural than the t-basis. Next, we use Lagrange’s reversion formula to deduce the explicit expression
(1.20) for the scaled reversion coefﬁcients ̂s . A recursive form for ̂s , which is not as computationally efﬁcient as (1.20)
but is nevertheless useful in certain situations, is then derived in the present setting using a combination of Lagrange’s
reversion formula and Euler’s formula for the power of a power series. This ties in with the work of Henrici [10], who
considered Laplace’s method for the simpler case of (x)=1, with x0 =0 and x1 =∞. In this case, the same recursive
algorithm for generating the reversion coefﬁcients s may be used to generate the coefﬁcients arising from Laplace’s
method. In other words, Henrici proved a limited form of Corollary 1.3.
The most important result in this section, the explicit ̂-basis expression (1.15) for c∗s—which is, in a sense, dual to
the expression (1.14)—is obtained next. We bring Section 3 to a close by remarking on the sense in which we speak of
a “basis”.
In Section 4, simple bounds for the ordinary partial Bell polynomialsCp,q(A1, . . .) are obtained. Thismight constitute
the rudimentary beginnings of an asymptotic theory of these combinatorial objects as they appear in Laplace’s method
(i.e., under the condition that the relations (1.5) and (1.6) are asymptotic in the Poincarè sense). This is meant only
as an introduction to these combinatorial objects. A deeper exposition would highlight their genesis in Faà di Bruno’s
formula for the nth repeated derivative of a composite function; however, this is left to the sequel paper [21]. This
means Faà di Bruno’s formula is the second pillar of Laplace’s method and all the related methods, alongside Watson’s
Lemma.
The various representations in the literature of Faà di Bruno’s formula each lead to a distinct representation of the
Cp,q(A1, . . .), which, by way of the explicit expressions derived in the present paper, automatically implies a distinct
representation of the scaled coefﬁcients c∗s , aswell as of the scaled reversion coefﬁcients ̂s . Bruno’s formula thus uniﬁes
a diverse collection of expressions, many of themwell-known, some presented for the ﬁrst time here. For example, using
the best-known formulation of Bruno’s formula (Eq. (1.1) in [12] or (5.1) in [21]) to represent the Bell polynomials,
together with the present expressions (1.19) and (1.20), yields a very clear and simple form for the reversion coefﬁcients
s , which contrasts with the closely related but overblown representation in the great book by Morse and Feshbach
[16, Eq. (4.5.12), p. 412] (the ﬁrst few s are listed explicitly, also without catching the pattern, in [1, p. 16]). It seems
extraordinary that these great mathematicians and physicists did not spot the simple form. Other more recent examples
abound (e.g., [9], [17, pp. 21–22]). Moreover, this seems to indicate that although the connection between partial Bell
polynomials and reversion coefﬁcients was well-understood at least in the combinatorics community decades ago (see,
for example, the classic book by Comtet [3, pp. 148–153]), the connection between partial Bell polynomials and the
coefﬁcients arising from Laplace’s method appears to be new.
Finally, in Section 5, the results for the scaled coefﬁcients c∗s are applied to an integral that occurs in a variational
approach to ﬁnding the binding energy of helium dimers. In a further example in the sequel paper [21], a new represen-
tation of the gamma function is obtained. The main point is to provide a means of checking for correctness. Once the
Bell polynomials are written out explicitly, the expressions for the coefﬁcients c∗1, . . . , c∗s become large very quickly;
therefore a database could be established where the intensive computational work has already been performed and
users can simply download the coefﬁcients they need. Supposing you download the explicit coefﬁcients c∗1, . . . , c∗s
from such a database, how do you know what you downloaded is correct? Answer: Test the downloaded coefﬁcients
with the gamma function!
In Section 5.2, we ask whether an extended version of Erdélyi’s theorem can be stated without the integrability
condition (1.8), and we formulate the open problem. One interesting point here is that the main results of the present
paper imply an indirect proof for extraordinary identities between potential polynomials. Alas, we have not succeeded
in obtaining a direct proof, and they remain an astonishing mystery.
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2. Proof of extended Erdélyi theorem in the x-basis
Here (in Section 2.1) we sketch the well-known proof of Erdélyi’s expansion (1.10); obtain the explicit expression
(1.14) for the scaled coefﬁcients c∗s in the x-basis (Section 2.2); show that the c∗s are polynomials in (s) (Section 2.3);
describe how to calculate the ordinary partial Bell polynomialsCp,q(A1, . . .) (Section 2.4); and derive a recursive form
for the c∗s (Section 2.5).
2.1. Erdélyi’s expansion for I ()
The proof of (1.10) is standard and may be found in many books on asymptotic analysis (e.g., Erdélyi’s original
monograph [5, pp. 36–39]; for a more modern treatment, see [22, pp. 58–60]). We continue our recapitulation of
Erdélyi’s formulation, which we began following Eq. (1.4) in Section 1.
With the only minimum of h(x) having been placed at the left-hand endpoint of integration x0, h(x) is an increasing
function in a right-hand neighbourhood, say (x0, x†), of x0, and is therefore invertible there. For x ∈ (x0, x†), deﬁne
the change of variables
t := h(x) − h(x0) ∼
∞∑
s=0
as(x − x0)s+ (2.1)
as x → x+0 , so that t ∈ (0, T ), where T =h(x†)−h(x0). The original variable of integration x is recovered by reverting
series (2.1),
x − x0 = t−1 ∼
∞∑
s=1
s t
s/ (2.2)
as t → 0+, for reversion coefﬁcients 1, 2, 3, . . . . The integrand in I () then contains the product
(x(t))
dx
dt
:= f (t), (2.3)
which we denote by f (t). Note that by differentiating (2.1) with respect to x, one could also write
f (t) = (x(t))
h′(x(t))
. (2.4)
By virtue of expansion (1.6) and the reverted series (2.2), f (t) must be asymptotic to a series with increasing powers
t (+s)/−1, which has unknown coefﬁcients cs (say),
f (t) ∼
∞∑
s=0
cst
(+s)/−1 (2.5)
as t → 0+. On the interval (x0, x†) ⊂ (x0, x1), the integral I () takes the form of a Laplace transform,
eh(x0)
∫ x†
x0
(x)e−h(x) dx =
∫ T
0
f (t)e−t dt . (2.6)
Since, by virtue of (2.5), f (t) is asymptotic to an expansion in powers of t , we can apply Watson’s Lemma to (2.6).
This gives∫ x†
x0
(x)e−h(x) dx ∼ e−h(x0)
∞∑
s=0


(
+ s

)
cs
(+s)/
, (2.7)
as  → ∞.
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To complete the proof, the value of the integral on the remaining range (x†, x1) must be shown to be very small. The
remainder can be shown to be bounded above (see [22, pp. 59–60]),∣∣∣∣eh(x0) ∫ x1
x†
(x)e−h(x) dx
∣∣∣∣ Me− → 0, (2.8)
as  → ∞, where  and M are independent of . Therefore the remainder tends to zero as the parameter  tends to
inﬁnity, and one is justiﬁed in using the symbol “∼” in (1.10), in the Poincarè sense.
Remark 2.1 (Traditional approach). The traditional procedure for calculating the coefﬁcients cs has been:
(1) Determine ai , bi ,  and  in expansions (1.5) and (1.6) for h(x) and (x), respectively.
(2) Revert (2.1) to get (2.2); i.e., ﬁnd the reversion coefﬁcients 1, 2, 3, . . . that construct (2.2).
(3) Substitute x(t) into (2.3), replace each function by its asymptotic form, and equate powers of t .
However, this paper shows that the coefﬁcients cs can be calculated directly by an explicit formula, given the results
of Step (1).
Remark 2.2. It should be clear from the context of (2.3) that when determining the coefﬁcients cs , it makes no
difference whether one inserts x(t) or t (x) into (2.3). In his proof, Erdélyi chose the former.
2.2. c∗s in the x-basis
It will become clear that (1.14) is the most direct and computationally amenable form of the scaled coefﬁcients c∗s .
To establish this expression, we treat all expansions as formal series, replacing “∼” with “=”. This is justiﬁed because
the expansions we are dealing with satisfy the conditions of Erdélyi’s theorem and are therefore “well-behaved”.
Furthermore, without loss of generality, let x0 = 0, so that the condition x → x+0 becomes x → 0+ (i.e., x is positive).
We begin by rewriting the relevant asymptotic equivalences in formal notation. Since a0 = 0, expansion (2.1) for
t (x) may be rewritten as
t (x) =
∞∑
s=0
asx
s+ = a0x + a1x+1 + a2x+2 + · · ·
= a0x
(
1 + a1
a0
x + a2
a0
x2 + · · ·
)
= a0xg(x), (2.9)
where g(x) is a unitary series (because g(0) = 1). Deﬁning the dimensionless ratio
Ai := ai
a0
, (2.10)
the series g(x) takes the form
g(x) = 1 + A1x + A2x2 + · · · . (2.11)
Moreover, since b0 = 0, expansion (1.6) for (x) may be rewritten as
(x) = b0x−1 + b1x + b2x+1 + · · · = b0(x−1 + B1x + B2x+1 + · · ·), (2.12)
where we have deﬁned the dimensionless ratio
Bi := bi
b0
. (2.13)
The formal series corresponding to (2.2) is
x(t) = 1t1/ + 2t2/ + 3t3/ + · · · , (2.14)
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which is the inverse of (2.9). Finally, from (2.5), the formal series for f (t) is
f (t) = c0t/−1 + c1t (+1)/−1 + c2t (+2)/−1 + · · · . (2.15)
Now, from deﬁnition (2.3) of f (t) we have
f (t) dt = (x) dx. (2.16)
Let (x) denote the integral of the right-hand side of (2.16) for some x∗ ∈ (0, x1), and let F(t) denote the integral of
the left-hand side for some t∗ ∈ (0, t (x1)); that is,
F(t) :=
∫ t
t∗
f () d=
∫ x
x∗
() d := (x). (2.17)
Term-by-term integration of the formal series (2.15) for f (t) results in
F(t) = c0t/
(
1

+ c1
c0
1
+ 1 t
1/ + c2
c0
1
+ 2 t
2/ + · · ·
)
, (2.18)
while term-by-term integration of the formal series (2.12) for (x) results in
(x) = b0x
∞∑
i=0
Bi
+ i x
i
. (2.19)
Note that the overall constant of integration in (2.17)–(2.19) has been put to zero. This shall be justiﬁed in Section 5.2
immediately followingEq. (5.23). In this section, the coefﬁcients cs shall be obtained in the x-basis. This is accomplished
in principle by substituting the formal series (2.9) for t (x) into the formal series (2.18) for F(t), giving
F(t (x)) = a/0 x
∞∑
i=0
ci
xi
+ i [g(x)]
(+i)/ai/0 , (2.20)
and equating powers of x in the equation
F(x) = (x), (2.21)
where F(x) is given by (2.20) and (x) is the formal series (2.19).
The zeroth coefﬁcient c0 is particularly easy to determine and we do so now. In (2.21), we equate only the coefﬁcients
of x (i.e., keep only i = 0 terms in the summations on either side of the equation). Now, g(x) is a unitary series, so
the ﬁrst term in the expansion of any complex power of g(x) is unity. Thus
[g(x)](+i)/ = 1 + · · · . (2.22)
One then easily ﬁnds that
c0 = b0
a/0
, (2.23)
which is the second equation in (1.12) in Theorem 1.1.
It is also convenient to ﬁnd the ﬁrst reversion coefﬁcient 1 now. By deﬁnition of inverse functions, t (x(t)) = t .
Substituting the formal series (2.14) for x(t) into the formal series (2.9) for t (x) and keeping terms to zeroth order, one
easily obtains the equation for 1 in (1.12), Theorem 1.1.
Substituting expressions (2.23) for c0 and (1.12) for 1 into (2.21), another useful group of quantities emerges, which
may be termed the scaled coefﬁcients c∗s ,
c∗s :=
1
s1
cs
c0
. (2.24)
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Using the groups of quantities c0, 1 and c∗s , which emerge naturally in this problem, and noting that in this formal
approach x is positive, the deﬁning equation (2.21) in the x-basis now takes the form
∞∑
i=0
c∗i
xi
+ i [g(x)]
(+i)/ =
∞∑
i=0
Bi
+ i x
i
. (2.25)
The summation on the left-hand side contains a complex power of a unitary series. We deal with it as follows.
Deﬁnition 2.3 (Ordinary potential polynomials P (r)n ). Let f be a formal unitary power series
f (t) = 1 + 1t + 2t2 + · · · (0 = 1). (2.26)
Then ∀r ∈ C,
[f (t)]r =
∞∑
n=0
P (r)n t
n
, (2.27)
where P (r)0 = 1. That is,
P (r)n = P (r)n (1, 2, . . . , n) := tn [f (t)]r , (2.28)
where the notation tn [f (t)]r denotes “the coefﬁcient of tn in the expansion of [f (t)]r”.
Remark 2.4. The potential polynomial P (r)n is an expression of the nth repeated derivative of [f (t)]r in the point t =0.
Theorem 2.5.
P (r)n =
n∑
k=1
(
r
k
)
Cn,k(1, 2, . . . , n−k+1), (2.29)
where the Cn,k(1, . . .) are partial ordinary Bell polynomials, deﬁned by
Cn,k(1, . . .) := tn [f (t) − 1]k . (2.30)
Proof. The proof is obtained by a trivial modiﬁcation of the proof in the book by Comtet [3, Theorem B, p. 141].
Essentially, one applies the Faà di Bruno Formula [3, Theorem A, p. 137] to ﬁnd the nth repeated derivative of the
composite function G = f r , taking f = f (t) to be the formal unitary power series deﬁned by (2.26).
The complex powers [g(x)](+i)/ in the summation on the left-hand side of (2.25) can now be expanded in terms
of the potential polynomials P (r)n . For notational convenience, deﬁne
i :=
+ i

. (2.31)
Then
[g(x)]i = 1 + P (i )1 x + P (i )2 x2 + P (i )3 x3 + · · · , (2.32)
where
P
(i )
j = P (i )j (A1, . . . , Aj ) (2.33)
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because successive coefﬁcients of the formal unitary series (g(x) − 1) comprise the set {A1, . . .}. (Following Comtet,
we shall often leave the cardinality of this set implicit—see the remark following Eq. (2.45).) Let
c∗i = Bi + P ()1 Bi−1 + P ()2 Bi−2 + · · · + P ()i−1B1 + P ()i :=
i∑
, (2.34)
where  ∈ C is to be determined. Substituting (2.34) into the left-hand side of (2.25), collecting terms in Bi , and ﬁnally
equating only the coefﬁcients of xs on both sides of (2.25), gives
s∑
+P (s )1
s−1∑
+P (s )2
s−2∑
+ · · · + P (s )s−1
1∑
+P (s )s
= Bs + (P (s )1 + P ()1 )Bs−1 + (P (s )2 + P (s )1 P ()1 + P ()2 )Bs−2
+ · · · +
(
k∑
i=1
P
(s )
i P
()
k−i
)
Bs−k + · · · +
s∑
i=1
P
(s )
i P
()
s−i
= Bs . (2.35)
Since in general Bk = 0, this equation holds if and only if
k∑
i=1
P
(s )
i P
()
k−i = 0 ∀k = 1, . . . , s. (2.36)
But by deﬁnition of the product of two formal series, and using deﬁnition (2.27) of potential polynomials,
k∑
i=1
P
(s )
i P
()
k−i = xk ([g(x)]s [g(x)]) (2.37)
= xk ([g(x)]s+) = 0 ∀k > 0, (2.38)
and this holds iff =−s . Therefore, in terms of the potential polynomials P (−s )n (A1, . . . , An), and using P (−s )0 =1,
the scaled coefﬁcients c∗s take the simple form
c∗s =
s∑
i=0
P
(−s )
i Bs−i . (2.39)
Alternatively, using deﬁnition (2.28) of potential polynomials, the scaled coefﬁcients c∗s may be written in terms of
coefﬁcients of complex powers of the formal unitary series (2.11) for g(x),
c∗s =
s∑
i=0
xi [g(x)]−sBs−i . (2.40)
Using Theorem 2.5, one obtains
P
(−s )
i = xi [g(x)]−s =
i∑
j=1
(−s
j
)
Ci,j (A1, . . . , Ai−j+1), (2.41)
which, upon substitution into (2.39), gives expression (1.14) in Theorem 1.1. 
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2.3. c∗s as polynomials in (s)
We shall now show the surprising fact that the scaled coefﬁcients c∗s in (1.14) can be written as polynomials in the
quantity (s) := (+ s)/. First, the binomial coefﬁcient(−(s)
i
)
= (−1)
i
i!
i−1∏
k=0
((s) + k). (2.42)
The product in (2.42) can be expanded as a polynomial in (s). Let us keep the expansion process under strict control
by using a combinatorial argument. In this polynomial, the coefﬁcient of (s)1 is simply (i − 1)!, which is the product
of the elements of the only subset of {1, 2, . . . , i − 1} that has cardinality i − 1. The coefﬁcient of (s)2 is the sum
of
(
i−1
1
)
products; namely, the products of the elements in each of the
(
i−1
1
)
subsets of {1, 2, . . . , i − 1} that have
cardinality i − 2. And so on. But these numbers are very familiar: Each coefﬁcient of (s)k is the signless Stirling
number of the ﬁrst kind s(i, k). Hence, comparing with [3, p. 214, Eq. (5j)], the binomial coefﬁcient on the left-hand
side of (2.42) can be expanded as a polynomial in (s),(−(s)
i
)
= (−1)
i
i!
i∑
k=1
s(i, k)(s)k , (2.43)
for i1, with
(−(s)
0
)
= 1.
Now, changing the order of summation in (1.14), the scaled coefﬁcients c∗s may be rewritten as
c∗s =
s∑
i=0
(−(s)
i
)
F̂
(s)
i , (2.44)
where
F̂
(s)
i :=
s−i∑
j=0
BjCs−j,i (A1, . . .). (2.45)
Remark. Each Cs−j,i (A1, . . .) in the summation here is a function of only the ﬁrst s − j − i + 1 dimensionless ratios
Ak; i.e., of the set {A1, . . . , As−j−i+1}. In this paper, we follow Comtet and often leave the varying ﬁnite cardinality
of this set implicit by writing Cp,q(A1, . . .), or simply Cp,q(·).
Substituting (2.43) into (2.44) and changing the order of summation once more, one obtains the scaled coefﬁcients
c∗s in the form of a polynomial in the quantity (s),
c∗s =
s∑
i=0
F
(s)
i (s)
i
, (2.46)
where
F
(s)
i :=
s∑
j=i
(−1)j
j ! s(j, i)F̂
(s)
j , (2.47)
and s(n, k) is the signless Stirling number of the ﬁrst kind. This completes the proof of Corollary 1.2.
2.4. How to calculate the ordinary partial Bell polynomials Cp,q(A1, . . .)
In order to exploit the utility of the expressions for the scaled coefﬁcients c∗s—particularly (1.14)—a means of
computing the partial Bell polynomials Cp,q(A1, . . .) is required. We now show how to do this.
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Quite simply, the partial Bell polynomials can be generated by whichever method suits best. For example, if all the
dimensionless ratios Ak are known numerically, then the working deﬁnition
Cp,q(1, . . .) := tp [f (t) − 1]q (2.48)
may be used, utilizing any suitable algorithm for ﬁnding the power of a power series. If q is large (∼ 40), the fast
Fourier transform is the fastest known method. Exactly which algorithm is fastest depends on a number of factors; an
extensive recent survey may be found in [11].
If the ratios Ak are known either symbolically or numerically, one may also use the following, which appears in [18,
p. 190].
Theorem 2.6. For 1qp,
Cp,q(A1, . . .) =
p−1∑
m=q−1
Ap−mCm,q−1(A1, . . .). (2.49)
The proof follows simply bymanipulating deﬁnition (2.48).Amore instructive proof, however, uses the determinantal
form of Faà di Bruno’s formula (see, for example, [12]) for the nth derivative of a composite function. After expressing
the ordinary Bell polynomials in determinantal form (see Eq. (4.14)), one adds a row, expands across the top row, and
proceeds by induction. We leave the details as an exercise.
Theorem 2.6 gives a recursive formula for the partial Bell polynomials. We may display the ﬁrst few of these in a
matrix,
C(A1, . . .) :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 · · ·
0 A1 0 · · ·
0 A2 A21 0 · · ·
0 A3
(
2
1
)
A1A2 A
3
1 0 · · ·
0 A4 A22 +
(
2
1
)
A1A3
(
3
1
)
A21A2 A
4
1 0 · · ·
...
...
...
...
...
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.50)
Note that C0,0(A1, . . .) = 1, while Cp,0(A1, . . .) = C0,q(A1, . . .) = 0 for all p, q > 0. Each term in each Cp,q(·) has
degree q, and the sum of the indices (with repetition) appearing in each term is p. The factor multiplying each term is
the number of permutations of q possibly repeated coefﬁcientsAi appearing in the term (e.g., 3!A1A2A3 and
(
3
1
)
A21A4
are terms in C6,3(A1, . . .)). These three simple properties of the Cp,q(·) mean that one can easily write down the ﬁrst
dozen or so terms of Erdélyi’s expansion (1.10) for Laplace’s method in the general case by hand. (However, when the
maximum of the integrand in I () (1.4) occurs in the interior of the interval of integration, this is reduced to six or so,
depending on one’s patience.)
In some situations, it might be advantageous to generate each Cp,q(A1, . . .) by raising a lower-triangular matrix to
the power of (q − 2). Starting with (2.49), it is easy to show that for all 2qp,
Cp,q(A1, . . .) = ŷT
⎡⎢⎢⎢⎢⎢⎣
A1 0 · · ·
A2 A1 0 · · ·
A3 A2 A1
. . .
...
. . .
. . .
. . . 0
Ap−(q−1) · · · A3 A2 A1
⎤⎥⎥⎥⎥⎥⎦
q−2
y, (2.51)
where the vectors y and ŷ are given by
yT = (A1, A2, A3, . . . , Ap−(q−1)) (2.52)
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and
ŷT = (Ap−(q−1), Ap−(q−2), Ap−(q−3), . . . , A1), (2.53)
respectively.
2.5. Computer code to generate the coefﬁcients c∗s
The recursive formula (2.49) for the partial Bell polynomials may be applied to give a recursive formula for the
explicit expression (1.14) for the scaled coefﬁcients c∗s . The following Mathematica code generates the coefﬁcients
c∗s exactly in the general case. (The asterisk has been omitted.) It ought to be surprising that Laplace’s method yields
such a simple structure. For the case of an interior maximum, the code must be modiﬁed to deal properly with the
subscripts 2s.
Cp_,0 := 0; C0,q_ := 0; C0,0 := 1; C1,1 := A1; c0 = 1; B0 = 1;
Cp_,q_ := Cp,q =
p−1∑
m=q−1
Ap−mCm,q−1;
cs_ :=
s∑
p=0
Bs−p
p∑
q=0
Binomial[−(+ s)/, q]Cp, q .
The scaled coefﬁcient c∗20, for example, is then produced by typing in
c20
and pressing “Enter”.
2.6. A recursive form for c∗s
A recursive form for the scaled coefﬁcients c∗s follows from (2.25), using the potential polynomial expansion (2.32).
Equating positive powers of x in (2.25) and multiplying by , we obtain the system of equations
c∗1

+ 1 + P
(0)
1 =

+ 1B1,
c∗2

+ 2 + c
∗
1

+ 1P
(1)
1 + P (0)2 =

+ 2B2,
c∗3

+ 3 + c
∗
2

+ 2P
(2)
1 + c∗1

+ 1P
(1)
2 + P (0)3 =

+ 3B3,
...
...
...
...
... = ... (2.54)
which may be rearranged to give a recursive expression for the scaled coefﬁcients c∗s in terms of potential polynomials,
c∗0 = 1,
c∗s = Bs −
s∑
j=1
c∗s−j d
(s)
j , (2.55)
where
d
(s)
j =
+ s
+ s − j P
(s−j )
j . (2.56)
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The last equation (2.56) can be written in terms of ordinary partial Bell polynomials by invoking Theorem 2.5,
Eq. (2.29), thus giving Eqs. (1.16)–(1.18) in Theorem 1.1. It is clear from (2.54) or (2.55) that for s1, c∗s+1 can be
constructed from all the c∗1, . . . , c∗s that came before it.
3. Proof of “t-basis” expressions in extended Erdélyi theorem
The traditional approach based on Erdélyi’s t-basis proof has been a standard implementation of Laplace’s method
for nearly 50 years, therefore it is of interest to formulate it in the formalism introduced in the present paper. Here (in
Section 3.1) we deﬁne the proper variables for the traditional approach; obtain the explicit expression (1.20) for the
scaled reversion coefﬁcients ̂s (Section 3.2); derive a recursive formula for the ̂s (Section 3.3); obtain the explicit
expression (1.15) for the scaled coefﬁcients c∗s in the ̂-basis (Section 3.4); and explain the sense in which the terms
“x-basis” or “̂-basis” are used in this paper (Section 3.5).
3.1. Reformulation with respect to the ̂-basis
We begin by rewriting the relevant asymptotic equivalences in formal notation, and deﬁning appropriate variables.
In Erdélyi’s proof of the inﬁnite expansion (1.10) for I (), the change of variables
t := h(x) − h(x0) ∼
∞∑
s=0
as(x − x0)s+, (3.1)
as x → x+0 , facilitates the application of Watson’s Lemma. The formal series corresponding to (3.1) is, from (2.9),
t (x) = a0xg(x), (3.2)
where g(x) is the unitary series given by (2.11).When determining the scaled coefﬁcients c∗s according to the traditional
method (which is outlined in Remark 2.1), it is more natural to deﬁne
̂ := 1, (3.3)
where
 := t1/. (3.4)
Raising both sides of (3.2) to the power of 1/ gives
̂= xg(x)1/, (3.5)
where g(x)1/ has the formal expansion in terms of potential polynomials (deﬁned by (2.27), with P (r)0 = 1 for all
r ∈ C)
g(x)1/ =
∞∑
n=0
P
(1/)
n x
n
, (3.6)
with
P
(1/)
n = P (1/)n (A1, . . .), (3.7)
because successive coefﬁcients of the series (g(x) − 1) comprise the set {A1, . . .}. Thus Eq. (3.5) may be regarded
as representing a formal series for ̂. With (3.3) and (3.4), series (3.5) for ̂(x) has the inverse series x(̂), which is
represented by
x(̂) = ̂1̂+ ̂2̂2 + ̂3̂3 + · · · , (3.8)
where ̂s are the scaled reversion coefﬁcients deﬁned for s1 by Eq. (1.19).
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3.2. Scaled reversion coefﬁcients ̂s
The ﬁrst reversion coefﬁcient 1 has already been calculated in Section 2 and is given by (1.12). The general
expression (1.20) for all the scaled reversion coefﬁcients ̂s is obtained by seeking the inverse of ̂(x) (3.5). This gives
the reverted series ̂−1 := x(̂), represented by (3.8). To achieve this, we invoke the following famous theorem by
Lagrange [14].
Theorem 3.1 (Lagrange’s reversion formula). Let f =∑n0 antn be a formal series, and let f−1 denote the inverse
series of f. With the notation introduced in (2.28), for all integers k, 1kn, we have
tn (f−1)k = k
n
tn−k
(
f (t)
t
)−n
. (3.9)
Numerous algebraic proofs—Lagrange’s original being one of them—of Theorem 3.1 exist (see, for example, [3,
pp. 148–149] and the references therein). A number of proofs using contour integration and residue theory, which only
appeared in the early 19th century, are also well-known (see, for example, [4, pp. 123–125]).
Applying Lagrange’s reversion formula (3.9) to the formal series represented by (3.5), one obtains the reversion
coefﬁcients ̂s for the inverse series x(̂),
̂s = ̂s (̂−1) =
1
s
xs−1
(
xg(x)1/
x
)−s
(3.10)
= 1
s
xs−1(g(x)−s/) (3.11)
= 1
s
P
(−s/)
s−1 , (3.12)
where the last equation follows by deﬁnition (2.28) of the potential polynomials. In the light of (2.29) from Theorem
2.5, Eq. (3.12) for the scaled reversion coefﬁcients ̂s may be recast in terms of ordinary partial Bell polynomials,
̂s = 1
s
s−1∑
i=0
(
− s

i
)
Cs−1,i (A1, A2, . . . , As−i ),
thus giving (1.20) in Theorem 1.1. This expression may be used to compute the ̂s , and is therefore extremely useful
for calculating the inverse of a series.
3.3. A recursive formula for ̂s
Lagrange’s reversion formula (3.9) can be combined with Euler’s method (see Euler [7, Section 76] or, for instance,
Knuth [13, p. 526]) for calculating the coefﬁcients of the power of a power series to obtain a recursive formula for the
coefﬁcients of an inverse series. As mentioned in Section 1, Henrici [10] applied this idea to a limited case of Laplace’s
method, and proved essentially Corollary 1.3. It is therefore of interest to obtain the recursive form of the reversion
coefﬁcients in the present setting.
Euler’s method may be stated as follows:
Theorem 3.2 (Euler’s formula for the power of a power series). Let f = 1 +∑n1antn be a formal unitary series.
Then for any r ∈ C and n1,
tn (f r ) := Vn =
n∑
k=1
(
(r + 1) k
n
− 1
)
akVn−k . (3.13)
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Proof. See Knuth [13, p. 526]. 
Although Euler was obviously aware of the proof using differential calculus, he did not include it in [7].
Let us now use the Euler–Lagrange method to ﬁnd a recursive formula for the scaled reversion coefﬁcients ̂s . This
will be done in two steps. From Section 3.1, Eq. (3.5) and Section 2.2, Eq. (2.11),
̂= x(1 + A1x + A2x2 + · · · )1/ (3.14)
= x(1 + V1x + V2x2 + · · ·), (3.15)
where the coefﬁcients Vn are to be determined. Since the series in parentheses in (3.14) is unitary, Euler’s formula
(3.13) may be invoked to write down a recursive expression for the coefﬁcients Vn,
Vn =
n∑
k=1
((
1 + 1

)
k
n
− 1
)
AkVn−k . (3.16)
Next, applying Lagrange’s reversion formula (3.9) to (3.15) yields x(̂) in the form of the power series (3.8), with
reversion coefﬁcients given by
̂s = 1
s
xs−1(1 + V1x + V2x2 + · · · )−s . (3.17)
Applying Euler’s method once more, this time to the unitary series in parentheses here, yields the recursive expression
̂s = −1
s
s−1∑
n=1
(n + 1)Vn̂s−1−n, (3.18)
where the Vn are given recursively by (3.16).
3.4. c∗s in the ̂-basis: a proper formulation of the traditional approach to Laplace’s method
Let us write the reverted series x(̂) in the form
x(̂) = ̂(1 + ̂2̂+ ̂3̂2 + ̂4̂3 + · · ·) := ̂ĝ(̂), (3.19)
where ĝ(̂) is a unitary series. The coefﬁcients cs arising from Laplace’s method shall be obtained in the ̂-basis. This
is accomplished by substituting the formal series (3.19) for x(̂) into the formal series (2.19) for (x), then equating
powers of ̂ in the equation
F (̂) = (̂), (3.20)
where F (̂) is obtained simply from (2.20) by use of (3.3)–(3.4) for ̂ and (2.34) for c∗s . Using (1.12) for 1 and c0 and
the fact that ̂> 0 (which follows because t > 0), we then have the equation
1

+ c∗1
1
+ 1 ̂+ c
∗
2
1
+ 2 ̂
2 + · · · =
∞∑
i=0
Bi
+ i [̂g(̂)]
+i
, (3.21)
in which the overall constant of integration arising from (2.17) has been put to zero (with the same justiﬁcation as
before). The complex powers [̂g(̂)]+i on the right-hand side here can be expanded in terms of potential
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polynomials P̂ (+i)n ,
[̂g(̂)]+i = 1 + P̂ (+i)1 ̂+ P̂ (+i)2 ̂2 + · · · , (3.22)
where
P̂
(+i)
j = P̂ (+i)j (̂2, ̂3, . . . , ̂j+1), (3.23)
because successive coefﬁcients of the series (ĝ(̂) − 1) comprise the set {̂2, . . .}. Hence, after collecting powers of ̂
on the right-hand side of (3.21), we have
1

+ c∗1
1
+ 1 ̂+ c
∗
2
1
+ 2 ̂
2 + · · · =
∞∑
i=0
̂i
i∑
j=0
Bj
+ j P̂
(+j)
i−j . (3.24)
Equating coefﬁcients of only the power ̂s in (3.24), and rearranging, yields an expression for the scaled coefﬁcients
c∗s in terms of potential polynomials P̂ (+i)n ,
c∗s =
s∑
j=0
Bj
+ s
+ j P̂
(+j)
s−j . (3.25)
Using (2.29) from Theorem 2.5, this can be written in terms of the partial ordinary Bell polynomials Ĉi,j (̂2, ̂3, . . .),
c∗s =
s∑
j=0
Bi
+ s
+ j
j∑
k=0
(
+ j
k
)
Ĉs−j,k (̂2, . . .), (3.26)
from which (1.15) in Theorem 1.1 follows by changing the index of summation.
It turns out that when determining the scaled coefﬁcients c∗s in the traditional way, Eq. (3.24) is salient, because the
appearance of all the c∗i on the left-hand side forces the appearance of ̂ together with the scaled reversion coefﬁcients
̂s . Hence the proper basis for the traditional method is the ̂-basis, not the t-basis, and this is why we rewrite the
original form (3.2) for t (x) in terms of the new variable ̂.
3.5. Why “basis”?
We now explain why, in the context of Laplace’s method, we have been speaking of two distinct bases. The transfor-
mations between these bases, together with the fact that t (x) and x(t) are inverses of each other, offer a further means
by which the scaled reversion coefﬁcients ̂s may be obtained.
In the formal treatment, expansions (2.1) for t (x) and (2.2) for x(t) take the form
̂(x) = xg(x)1/ (3.27)
and
x(̂) = ̂ĝ(̂), (3.28)
respectively, where ĝ(̂) is a unitary series, and g(x)1/ is expandable as the unitary series (3.6). In the linear algebra
picture, series (3.6) has the basis {1, x, x2, . . .}, while the series ĝ(̂), given by (3.19), has the basis {1, ̂, ̂2, . . .};
whence “x-basis” and “ ̂-basis”.
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The linear algebra view is useful at least in the following way. Deﬁne the vectors x := (1, x, x2, . . . )T and ̂ :=
(1, ̂, ̂2, . . . )T. Let the transformation from the x-basis to the ̂-basis be effected by the matrix C(A); i.e.,
̂= C(A)x. (3.29)
Using Eqs. (2.27) and (3.27), one can easily show that
C(A) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 P (1/)1 P
(1/)
2 P
(1/)
3 · · ·
0 1 P (2/)1 P
(2/)
2 · · ·
... 0 1 P (3/)1 · · ·
... 0
. . .
. . .
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (3.30)
where P (k/)n = P (k/)n (A1, . . .) are potential polynomials. On the other hand, let the transformation from the ̂-basis
to the x-basis be effected by the matrix C(∗),
x = C(∗ )̂. (3.31)
Using Eqs. (2.27) and (3.28), one can easily show that this matrix is given by
C(
∗) =
⎡⎢⎢⎢⎢⎢⎢⎣
1 ̂2 ̂3 ̂4 · · ·
0 1 2̂2 2̂3 + ̂22 · · ·
... 0 1 3̂2 · · ·
... 0
. . .
. . .
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.32)
where the (i, j)th element is the partial Bell polynomial
Ĉj,i (1, ̂2, ̂3, . . .) = ̂j−1(ĝ(̂) − 1)i , i, j1. (3.33)
Transforming back to the x-basis, we have
x = C(∗)C(A)x 
⇒ C(∗)C(A) = I . (3.34)
In this matrix product, multiplying just the top row of C(∗) yields the identity
s∑
k=1
̂kP
(k/)
s−k = 0. (3.35)
The system of equations given by (3.35), for s=1, 2, 3, . . . , determines the scaled reversion coefﬁcients ̂s recursively.
A corresponding set of equations can be derived by considering the identityC(A)C(∗)=I . Finally, we note that inserting
(3.12) (with index k in place of s) into (3.35) gives an identity involving potential polynomials that may prove useful
in solving the open problem formulated in Section 5.2.
4. Partial Bell polynomials: lower and upper bounds; determinantal form
Theorem 2.5, Eq. (2.29), shows that the ordinary partial Bell polynomials Cp,q(A1, . . .) are a practical means of
computing the potential polynomials P (r)n , which enter into the present paper via Eqs. (2.32) and (3.6) as a way of
dealing with the complex power of a unitary series. As mentioned previously, a good—and at times computationally
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useful—working deﬁnition of the Cp,q(·) is
Cp,q(1, . . .) := tp [f (t) − 1]q , (4.1)
where f is a formal unitary power series,
f (t) = 1 + 1t + 2t2 + · · · , (4.2)
with 0 = 1. Given this deﬁnition, the connection between complex powers of f and potential polynomials of complex
argument can be established as follows. Observe that ∀r ∈ C,
[f (t)]r = [1 + (f (t) − 1)]r = 1 +
∞∑
p=1
(
r
p
)
(f (t) − 1)p (4.3)
= 1 +
∞∑
p=1
tp
p∑
q=1
(
r
q
)
Cp,q(1, . . .) (4.4)
= 1 +
∞∑
p=1
P (r)p t
p
. (4.5)
If r ∈ Z+, then the binomial coefﬁcient
(
r
q
)
= 0 when q > r , and the summations in (4.3) and (4.4) terminate.
A deeper and more rewarding approach is to derive (4.1) by expanding the power under the summation in (4.3) and
collecting like powers of t . The best way to do this involves repeated differentiation with respect to t , and therefore Faà
di Bruno’s formula. This is left to the sequel paper [21]. Faà di Bruno’s formula forms the foundation of the present
work, explaining, among other things, the surprisingly predictable form of the Cp,q(·).
Let us now obtain a simple, general estimate for the ordinary partial Bell polynomials. First, it is useful to introduce
the ordinary Bell polynomial Cp(1, . . . , p), deﬁned by
Cp(1, . . . , p) :=
p∑
q=1
Cp,q(1, . . .). (4.6)
Next, from [21], we quote the Faà di Bruno form of Cp,q(1, . . .):
Cp,q(1, . . .) =
∑ q!
b1!b2! · · · bp!
b1
1 
b2
2 · · · 
bp
p , (4.7)
where the sum is over all different solutions in nonnegative integers b1, . . . , bp of
b1 + 2b2 + · · · + pbp = p, (4.8)
subject to the constraint
b1 + · · · + bp = q. (4.9)
Now, if in (4.6) we set every i = 1, then conditions (4.8) and (4.9) imply that in the summation on the right-hand
side of (4.7), we are counting the number of partitions of the set {1, 2, . . . , p} into q blocks—which is a guise for the
Stirling number of the second kind S(p, q).
Moreover, if we set every i = y ∈ C, then we have the complex-valued function
Cp(y) =
p∑
q=1
S(p, q)yq , (4.10)
which is known as the (ordinary) single-variable Bell polynomial. Since each partial Bell polynomial Cp,q(1, . . .)
has terms only of degree q, there is a one-to-one correspondence between the kth term S(p, k)yk , k = 1, . . . , p in the
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summation in (4.10) and the partial Bell polynomial Cp,k(1, . . .), k = 1, . . . , p. In anticipation of the usefulness of
this observation, let us deﬁne the partial single-variable Bell polynomial,
C(k)p (y) := S(p, k)yk . (4.11)
Now, recall that the coefﬁcients Ai := ai/a0 originate in expansion (1.5), which is at worst asymptotic. Therefore we
have the ordering A1 >A2 > · · ·>Ap. Using (4.10), we thus obtain a lower and an upper bound on the partial Bell
polynomial Cp,q(A1, . . .), namely,
C
(q)
p (Ap−q+1) = S(p, q)Aqp−q+1Cp,q(A1, . . . , Ap−q+1)C(q)p (A1) = S(p, q)Aq1 . (4.12)
Remark. Historically, the ordinary partial Bell polynomials have been denoted B̂p,q(1, . . . , p−q+1); however, in
this paper, we use the circumﬂex to denote dual-basis quantities, so we have opted for entirely new notation. Also,
note that in this paper we exclusively refer to partial Bell polynomials of the ordinary type, as opposed to exponential
partial Bell polynomials (historically denoted Bp,q(1, . . . , p−q+1)). The two are related by
Cp,q(1, . . . , p−q+1) = 1
p!Bp,q(1!1, 2!2, . . .), (4.13)
which may be deduced by comparing Eqs. [3a] and [3o] in [3, pp. 133, 136]. With this correspondence, one can deduce
identities involving ordinary partial Bell polynomials from tables such as that on p. 136 in Comtet’s book.
Finally, the following useful determinantal representation of the ordinary Bell polynomials is not difﬁcult to prove:
Cp(1, . . . , p) =
p∑
q=1
Cp,q(1, . . .) =
∣∣∣∣∣∣∣∣∣∣∣∣
1 2 3 · · · p
−1 1 2 . . . p−1
0 −1 1 . . .
...
...
. . .
. . .
. . . 2
0 · · · 0 −1 1
∣∣∣∣∣∣∣∣∣∣∣∣
, (4.14)
where the subdiagonal entries are −1, and all other entries below the diagonal are 0. This is obtained by starting
with (5.6) in [21] and using Faà di Bruno’s formula in determinantal form [12, p. 222]. Determinants are a powerful
means of encoding sophisticated combinations of quantities, and have theoretical utility—particularly in proofs by
induction—because of their amenability to manipulation.
5. An example and an open problem
The following example occurs in the physics of weakly attracting particles. The treatment is based on Wong’s book
[22, pp. 62–66], to which the reader is referred for the omitted details. The example is extended in the sequel paper
[21]. Also in that paper, a new representation of the gamma function is obtained whose primary utility is a means of
checking the coefﬁcients c∗s for correctness, in the sense outlined in Section 1 of the present paper.
5.1. Example
Consider the integral
I (, , , ) =
∫ ∞
0
−1e−−− d, (5.1)
where , , > 0 and  is arbitrary. An asymptotic approximation for this integral was ﬁrst obtained by Erdélyi [6]
in 1961. The integral also occurs in a variational approach to ﬁnding the binding energy of helium dimers (whose
formation via a Cooper pairing-like process in quasi-one dimension causes a dilute Fermi gas of helium-3 impurities in
a superﬂuid helium-4 background to condense into a Bose superﬂuid—for a pseudopotential theory of this dimerization
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process, see [2]). Here, we apply the theory of the present paper to ﬁnd a computationally optimal representation of
the asymptotic expansion.
One ﬁxes the maximum of the integrand and simultaneously extracts the large parameter through the substitution
=
(

)1/(+1)
x. (5.2)
Thus
I (, ; ) =
(

)/(+1) ∫ ∞
0
x−1e−(x+(1/) x−) dx, (5.3)
where
 = ()1/(+1), (5.4)
and the maximum is ﬁxed at x = 1. The parameters , ,  have been collected into the parameter group , leaving the
rest of the integrand independent of  and . From (5.3), we have (x) = x−1 and h(x) = x + (1/)x−. Expanding
these about the maximum point and comparing to (1.5) and (1.6), we see that = 1, = 2, b0 = 1 and
a0 = 12 (+ 1), (5.5)
ai = (−1)
i
i + 2
(
+ i + 1

)
, (5.6)
bi =
(
− 1
i
)
, (5.7)
whence we have 1 = √2/(+ 1), c0 = 1/2, Bi = bi , and
Ai = 2(−1)
i
(i + 2)!
i−1∏
j=0
(+ 2 + j) = 2(−1)
i
(i + 2)!
i∑
j=1
s(i, j)(+ 2)j , (5.8)
where s(i, j) is the signless Stirling number of the ﬁrst kind. Since the maximum of the integrand in (5.3) occurs in
the interior of the interval of integration, this integral must be split at the maximum into two integrals, I1(, ; ) and
I2(, ; ), reversing the sign of x in the ﬁrst, resulting in integrals over (−1, 0) and (1,∞). We have
I (, ; ) =
(

)/(+1)
(I1(, ; ) + I2(, ; )), (5.9)
and an expansion of the form (1.10) arises for each integral. Adding these expansions, the odd terms s = 1, 3, 5, . . .
cancel, leaving an expansion containing only even terms s = 0, 2, 4, . . . , a fact that turns out to be generally true for
interior maxima. The overall result (see the details in [22, pp. 63–64]) is
I (, ; ) ∼
(

)/(+1)
e−(1+1/)
∞∑
s=0


(
s + 1
2
)
2c2s
s+1/2
, (5.10)
where we have used
+ 2s

= s + 1
2
. (5.11)
Introducing scaled variables, we have 2c2s = 22s1 c0c∗2s , in which
22s1 c0 =
(
2
(1 + )
)s+(1/2)
. (5.12)
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Using Eq. (1.14) from Theorem 1.1 then yields the asymptotic expansion
I (, ; ) ∼
(

)/(+1)
e−(1+1/)
∞∑
s=0


(
s + 1
2
)(
2
(1 + )
)s+(1/2)
hs , (5.13)
where
hs := c∗2s =
2s∑
i=0
(
− 1
2s − i
) i∑
j=0
(−(s + 12 )
j
)
Ci,j (A1, . . .). (5.14)
The computer code listed in Section 2.5 can be easily adapted to this expansion.
Alternatively, one could use the polynomial form (1.23) of c∗s to obtain
I (, ; ) ∼
(

)/(+1)
e−(1+1/)
∞∑
s=0


(
s + 1
2
)(
2
(1 + )
)s+(1/2)
hPOLYs , (5.15)
where
hPOLYs := c∗2s =
2s∑
i=0
F
(2s)
i
(
s + 1
2
)i
, (5.16)
in which
F
(2s)
i =
2s∑
j=i
(−1)j
j ! s(j, i)
2s−j∑
k=0
(
− 1
k
)
C2s−k,j (A1, . . .), (5.17)
where s(i, j) is the signless Stirling number of the ﬁrst kind.
Note that when  = 1, the conditions for Corollary 1.3 are satisﬁed, and relation (1.25) between the coefﬁcients cs
and the reversion coefﬁcients s holds, as it does with the expansion for the Gamma function. Note also that the way
in which the parameter  appears in (5.14) and (5.17) implies that for large enough  and ﬁxed , expansions (5.13)
and (5.15) cease to be asymptotic.
5.2. On discarding the integrability condition
It is still an open question whether the potential polynomial method in the x-basis can be used to obtain expression
(1.14) for the scaled coefﬁcients c∗s without the integrability condition (1.8). In other words, we askwhether an extended
version of Erdélyi’s theorem can be stated with no extra conditions. The open problem may be formulated as follows:
The change of variables (2.1) in Erdélyi’s proof implies the existence of a function f (t), deﬁned by
f (t) := (x(t))dx
dt
, (5.18)
that is asymptotic to a series with increasing powers t (+s)/−1 and unknown coefﬁcients cs (say),
f (t) ∼
∞∑
s=0
cst
(+s)/−1 (5.19)
as t → 0+. Rather than integrating equation (5.18), we can follow the traditional approach and use this equation as the
master equation for determining the coefﬁcients cs. Here, there are at least two computational options: (1) ﬁnd dx/dt
by differentiating (2.2) and multiply the result by (x(t)); or, (2) differentiate (2.1) with respect to (x − x0), expand
1/h′(x(t)) and multiply the result by (x(t)); i.e., use the equation
f (t) = (x(t))
h′(x(t))
. (5.20)
In both cases, one ends up equating coefﬁcients of t (+s)/−1 (or the scaled equivalent).We choose the former approach.
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Thus, once again we treat all expansions as formal series. Using (1.12), (1.13), (3.3), (3.4) and (3.19), we ﬁnd
dx
dt
= dx
d̂
d̂
dt
= 

1

̂−
∞∑
k=1
k̂k ̂
k
, (5.21)
and
f (̂) = c0−+1 ̂−
∞∑
k=0
c∗k ̂+k . (5.22)
Moreover, inserting x(̂) = ̂ĝ(̂) into (2.12) gives also
(̂) = b0
∞∑
k=0
Bk [̂ĝ(̂)]−1+k . (5.23)
It is nowconvenient to digress verybrieﬂy and justify setting the constant of integration inSection2.2,Eqs. (2.17)–(2.19),
to zero. Inserting (5.21)–(5.23) into deﬁnition (5.18) of the function f , multiplying out the summations and keeping
only terms to order ̂, then using the fact that ̂1 = 1 (from (1.19)) and 1 = 1/a1/0 , one recovers Eq. (2.23) for c0.
Returning to the present discussion, our aim is to obtain an intermediate expression for c∗s without integrating (5.18).
Inserting (5.21)–(5.23) into (5.18), and noting that ̂> 0, the master equation (5.18) in the present basis takes the form
∞∑
k=0
c∗k ̂+k =
∞∑
k=0
Bk [̂ĝ(̂)]−1+k ·
∞∑
k=1
k̂k ̂
k
. (5.24)
The complex power [̂g(̂)]r in (5.24) can be expanded in terms of potential polynomials P̂ (r)n ,
[̂g(̂)]−1+k = 1 + P̂ (−1+k)1 ̂+ P̂ (−1+k)2 ̂2 + P̂ (−1+k)3 ̂3 + · · · , (5.25)
where
P̂
(−1+k)
j = P̂ (−1+k)j (̂2, ̂3, . . . , ̂j+1) (5.26)
because the coefﬁcients of the series (ĝ(̂)−1) comprise the set {̂2, ̂3, . . .}. Substituting (5.25) into (5.24), multiplying
the two series on the right-hand side of the resulting equation, and equating only the coefﬁcient of c∗s , yields
c∗s =
s∑
i=0
(i + 1)̂i+1
s−i∑
j=0
Bj P̂
(−1+j)
s−i−j . (5.27)
Inserting (3.12) and changing the order of summation gives
c∗s =
s∑
i=0
Bs−i
i∑
j=0
P
(−(j+1)/)
j P̂
(+s−1−i)
i−j . (5.28)
Proceeding from here to Eq. (1.14) is an open problem. Comparing (5.28) with (2.39), we see that the identity to be
proved is
P
(−s )
i =
i∑
j=0
P
(−(j+1)/)
j P̂
(+s−1−i)
i−j , (5.29)
where s := (+ s)/ from (2.31). The identity mentioned in the discussion following (3.35) might prove handy.
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As a ﬁnal remark, the main results of the present paper imply an indirect proof for extraordinary identities between
potential polynomials. Comparing the x-basis expression (2.39) for c∗s to the corresponding ̂-basis expression (3.25),
after changing the summation index in the latter, one immediately deduces the identity,
P
(−s )
i =
+ s
+ s − i P̂
(s−i )
i , (5.30)
for 0 is. In particular,
+ s

P̂ ()s = P (−s )s (5.31)
for arbitrary s1. For any ﬁxed s, seemingly astonishing identities between sums and products of binomial coefﬁcients
arise because powers of ordinary partial Bell polynomials often reduce to simpler expressions also involving ordinary
partial Bell polynomials (e.g. (C1,1(·))2 = C2,2(·); and (C2,1(·))2 = C4,2(·) − 2C1,1(·)C3,1(·)). John Riordan might
well have been very excited!
6. Conclusion
Given the quantities , , Ai and Bi in either numerical or symbolic form as inputs into our theory, Theorem 1.1
together with any means (such as the recursive formula (2.49)) for calculating the ordinary partial Bell polynomials
Cp,q(A1, . . .) provides a way of automating the computation of the coefﬁcients c∗s . Indeed, determination of the input
quantities themselves can also be automated, given the functions (x) and h(x)—see [8]. However, this by no means
represents a triumph of automation over classical analysis: It would be wrong to believe that all that is now necessary is
to wheel out the machinery and crank the handle; for Laplace’s method has many subtleties that can only be dealt with
by careful thought. Some of these are pointed out in the sequel paper [21]. The signiﬁcance of the present paper is that
if one has the luck and the patience to get to the point where implementation becomes automatic, Laplace’s method can
now be implemented cleanly and relatively quickly. Since the expansion is symbolic, one can be sure that the numbers
one obtains are not numerical artefacts, even in situations where numerical methods are hopelessly inadequate. Thus,
despite the appearance of modernism in the guise of combinatorial theory, Laplace’s method is still a classical tool for
combating numerical vagaries, as well as for extracting physical sense from seemingly inscrutable integrals.
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