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Abstract
We propose new continuous-time formulations for first-order stochastic optimiza-
tion algorithms such as mini-batch gradient descent and variance-reduced methods.
We exploit these continuous-time models, together with simple Lyapunov analysis
as well as tools from stochastic calculus, in order to derive convergence bounds
for various types of non-convex functions. Guided by such analysis, we show that
the same Lyapunov arguments hold in discrete-time, leading to matching rates.
In addition, we use these models and Itô calculus to infer novel insights on the
dynamics of SGD, proving that a decreasing learning rate acts as time warping or,
equivalently, as landscape stretching.
1 Introduction
We consider the problem of finding the minimizer of a smooth non-convex function f : Rd → R:
x∗ := arg minx∈Rd f(x). We are here specifically interested in a finite-sum setting which is
commonly encountered in machine learning and where f(·) can be written as a sum of individual
functions over datapoints. In such settings, the optimization method of choice is mini-batch Stochastic
Gradient Descent (MB-SGD) which simply iteratively computes stochastic gradients based on
averaging from sampled datapoints. The advantage of this approach is its cheap per-iteration
complexity which is independent of the size of the dataset. This is of course especially relevant
given the rapid growth in the size of the datasets commonly used in machine learning applications.
However, the steps of MB-SGD have a high variance, which can significantly slow down the
speed of convergence [20, 34]. In the case where f(·) is a strongly-convex function, SGD with a
decreasing learning rate achieves a sublinear rate of convergence in the number of iterations, while
its deterministic counterpart (i.e. full Gradient Descent, GD) exhibits a linear rate of convergence.
There are various ways to improve this rate. The first obvious alternative is to systematically increase
the size of the mini-batch at each iteration: [18] showed that a controlled increase of the mini-batch
size yields faster rates of convergence. An alternative, that has become popular recently, is to use
variance reduction (VR) techniques such as SAG [52], SVRG [30], SAGA [15], etc. The high-level
idea behind such algorithms is to re-use past gradients on top of MB-SGD in order to reduce the
variance of the stochastic gradients. This idea leads to faster rates: for general L-smooth objectives,
both SVRG and SAGA find an -approximate stationary point2 in O (Ln2/3/) stochastic gradient
computations [3, 49], compared to the O (Ln/) needed for GD [43] and the O (1/2) needed for
MB-SGD [20]. As a consequence, most modern state-of-the-art optimizers designed for general
smooth objectives (Natasha [2], SCSG [35], Katyusha [1], etc) are based on such methods.
The optimization algorithms discussed above are typically analyzed in their discrete form. One
alternative that has recently become popular in machine learning is to view these methods as
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2A point x where ‖∇f(x)‖ ≤ .
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continuous-time processes. By doing so, one can take advantage of numerous tools from the field
of differential equations and stochastic calculus. This has led to new insights about non-trivial
phenomena in non-convex optimization [38, 29, 56] and has allowed for more compact proofs of
convergence for gradient methods [53, 40, 32]. This perspective appears to be very fruitful, since it
also has led to the development of new discrete algorithms [64, 8, 60, 61]. Finally, this connection
goes beyond the study of algorithms, and can be used for neural network architecture design [13, 11].
This success is in fact not surprising given the impact of continuous-time models in various scientific
fields including, e.g., in mathematical finance, where these models are often used to get closed-form
solutions for derivative prices that are not available in discrete models (see e.g. the celebrated
Black-Scholes formula [9], which is derived from Itô’s lemma [28]). Many other success stories
come from statistical physics [17], biology [22] and engineering. Nonetheless, an important question,
which has encouraged numerous debates (see e.g. [58]), is about the reason behind the effectiveness
of continuous-time models. In optimization, this question is partially addressed for deterministic
accelerated methods by the works of [59, 8, 53] that provide a link between continuous and discrete
time. However, we found that this problem has received less attention in the context of stochastic
non-convex optimization and does not cover recent developments such as [30]. We therefore focus
on the latter setting for which we provide detailed comparisons and analysis of continuous- and
discrete-time methods. The paper is organized as follows:
1. In Sec. 2 we build new continuous-time models for SVRG and mini-batch SGD — which
include the effect of decaying learning rates and increasing batch-sizes. We show existence and
uniqueness of the solution to the corresponding stochastic differential equations.
2. In Sec. 3.1 we derive novel and interpretable non-asymptotic convergence rates for our models,
using the elegant machinery provided by stochastic calculus. We focus on various classes of
non-convex functions relevant for machine learning (see list in Sec. 3).
3. In Sec. 3.2 we complement each of the rates in continuous-time with a result for the algorithmic
counterpart, using the same Lyapunov function — showing algebraic equivalence between the
proofs in continuous and discrete time and proving the effectiveness of our modeling technique.
To the best of our knowledge, most of these rates (written in full generality) are novel 3.
4. In Sec. 4.1 we provide a new interpretation for the distribution induced by SGD with decreasing
stepsizes based on the Øksendal’s time change formula — which reveals an underlying time
warping phenomenon that can be used for designing Lyapunov functions.
5. In Sec. 4.2 we provide a dual interpretation of this last phenomenon as landscape stretching.
At a deeper level, our work proves that continuous-time models can adequately guide the analysis of
stochastic gradient methods and provide new thought-provoking perspectives on their dynamics.
2 Unified models of stochastic gradient methods
Let {fi}Ni=1 be a collection of functions s.t. fi : Rd → R for any i ∈ [N ] and f(·) := 1N
∑N
i=1 fi(·).
In order to minimize f(·), first-order stochastic optimization algorithms rely on some noisy (but
usually unbiased) estimator G(·) of the gradient ∇f(·). In its full generality, Stochastic Gradient
Descent (SGD) builds a sequence of estimates of the solution x∗ in a recursive way:
xk+1 = xk − ηkG ({xi}0≤i≤k, k) , (SGD)
where (ηk)k≥0 is a non-increasing deterministic sequence of positive numbers called the learning
rates sequence. Since G(xk, k) is stochastic, {xk}k≥0 is a stochastic process on some countable
probability space (Ω,F ,P). Throughout this paper, we denote by {Fk}k≥0 the natural filtration
induced by {xk}k≥0; by E the expectation over all the information F∞ and by EFk the conditional
expectation given the information at step k. We consider the two following popular designs for G(·).
i) MB gradient estimator. The mini-batch gradient estimator at iteration k is GMB(xk, k) :=
1
bk
∑
ik∈Ωk ∇fik(xk), where bk := |Ωk| and the elements of Ωk (the mini-batch) are sampled at each
iteration k independently, uniformly and with replacement from [N ]. Since Ωk is random, GMB(x) is
a random variable with conditional (i.e. taking out randomness in xk) mean and covariance
EFk−1 [GMB(xk, k)] = ∇f(xk), CovFk−1 [GMB(xk, k)] =
ΣMB(xk)
bk
, (1)
3We derive these rates in App.E and summarize them in Tb. 2.
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where ΣMB(x) := 1N
∑N
i=1 (∇f(x)−∇fi(x)) (∇f(x)−∇fi(x))T is the one-sample covariance.
ii) VR gradient estimator. The basic idea of the original SVRG algorithm introduced in [30] is
to compute the full gradient at some chosen pivot point and combine it with stochastic gradients
computed at subsequent iterations. Combined with mini-batching [49], this gradient estimator is:
GVR(xk, x˜k, k) := 1
bk
∑
ik∈Ωk
∇fik(xk)−∇fik(x˜k) +∇f(x˜k),
where x˜k ∈ {x0, x1, . . . , xk−1} is the pivot used at iteration k. This estimator is unbiased, i.e.
EFk−1 [GVR(xk, x˜k, k)] = ∇f(xk). Its covariance is CovFk−1 [GVR(xk, x˜k, k)] = ΣVR(xk,x˜k)bk with
ΣVR(x, y) :=
1
N
∑N
i=1 (∇fi(x)−∇fi(y) +∇f(y)−∇f(x)) (∇fi(x)−∇fi(y) +∇f(y)−∇f(x))T .
2.1 Building the perturbed gradient flow model
We take inspiration from [36] and [25] and build continuous-time models for SGD with either the
MB or the SVRG gradient estimators. The procedure has three steps.
(S1) We first define the discretization stepsize h := η0 — this variable is essential to provide a link
between continuous and discrete time. We assume it to be fixed for the rest of this subsection.
Next, we define the adjustment-factors sequence (ψk)k≥0 s.t. ψk = ηk/h (cf. Eq. 9 in [37]). In
this way — we decouple the two information contained in ηk: h controls the overall size of the
learning rate and ψk handles its variation4 during training.
(S2) Second, we write SGD as xk+1 = xk − ηk(∇f(xk) + Vk), where the error Vk has mean zero
and covariance Σk. Next, let Σ
1/2
k be the principal square root
5 of Σk, we can write SGD as
xk+1 = xk − ηk∇f(xk)− ηkΣ1/2k Zk, (PGD)
where Zk is a random variable with zero mean and unit covariance6. In order to build simple
continuous-time models, we assume that each Zk is Gaussian distributed: Zk ∼ N (0d, Id). To
highlight this assumption, we will refer to the last recursion as Perturbed Gradient Descent
(PGD) [14]. In Sec. 2.1 we motivate why this assumption, which is commonly used in the
literature [36], is not restrictive for our purposes. By plugging in either Σk = ΣMB(xk)/bk
or Σk = ΣVR(xk, x˜k)/bk, we get a discrete model for SGD with the MB or VR gradient
estimators.
(S3) Finally, we lift these PGD models to continuous time. The first step is to rewrite them using ψk:
xk+1 = xk − ψk∇f(xk)︸ ︷︷ ︸
adjusted gradient drift
h+ ψk
√
h/bk σMB(xk)︸ ︷︷ ︸
adjusted mini-batch volatility
√
hZk (MB-PGD)
xk+1 = xk − ψk∇f(xk)︸ ︷︷ ︸
adjusted gradient drift
h+ ψk
√
h/bk σVR(xk, xk−ξk)︸ ︷︷ ︸
adjusted variance-reduced volatility
√
hZk (VR-PGD)
where σMB(x) := Σ1/2(x), σVR(x, y) := Σ
1/2
VR (x, y) and ξk ∈ [k] quantifies the pivot staleness.
Readers familiar with stochastic analysis might recognize that MB-PGD and VR-PGD are the
steps of a numerical integrator (with stepsize h) of an SDE and of an SDDE, respectively. For
convenience of the reader, we give an hands-on introduction to these objects in Appendix B.
The resulting continuous-time models, which we analyse in this paper, are
dX(t) = −ψ(t)∇f(X(t)) dt+ ψ(t)
√
h/b(t) σMB(X(t)) dB(t) (MB-PGF)
dX(t) = −ψ(t)∇f(X(t)) dt+ ψ(t)
√
h/b(t) σVR(X(t), X(t− ξ(t))) dB(t) (VR-PGF)
where
4A popular choice (see e.g. [41]) is ηk = Ck−α, α ∈ [0, 1]. Here, h = C and ψk = k−α ∈ [0, 1].
5The unique positive semidefinite matrix such that Σk = Σ
1/2
k Σ
1/2
k .
6Because Σ1/2k Zk has the same distribution as Vk, conditioned on xk.
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• ξ : R+ → [0,T], the staleness function, is s.t. ξ(hk) = ξk for all k ≥ 0;
• ψ(·) ∈ C1(R+, [0, 1]), the adjustment function, is s.t. ψ(hk) = ψk for all k ≥ 0 and dψ(t)dt ≤ 0;
• b(·) ∈ C1(R+,R+), the mini-batch size function is s.t. b(hk) = bk for all k ≥ 0 and b(t) ≥ 1;
• {B(t)}t≥0 is a d−dimensional Brownian Motion on some filtered probability space.
We conclude this subsection with some important remarks and clarifications on the procedure above.
On the Gaussian assumption. In (S2) we assumed that Zk is Gaussian distributed. If the mini-
batch size bk is large enough and the gradients are sampled from a distribution with finite variance,
then the assumption is sound: indeed, by the Berry–Esseen Theorem (see e.g. [16]), Zk approaches
N (0d, Id) in distribution with a rate O
(
1/
√
bk
)
. However, if bk is small or the underlying variance
is unbounded, the distribution of Zk has heavy tails [54]. Nonetheless, in the large-scale optimization
literature, the gradient variance is generally assumed to be bounded (see e.g. [20], [10]) — hence, we
keep this assumption, which is practical and reasonable for many problems (likewise assumed in the
related literature [47, 40, 32, 36, 37]). Also, taking a different yet enlightening perspective, it is easy
to see that (see Sec. 4 of [10]), if one cares only about expected convergence guarantees — only the
first and the second moments of the stochastic gradients have a quantitative effect on the rate.
Approximation guarantees. Recently, [26, 37] showed that for a special case of MB-PGF (ψk = 1,
and bk constant), its solution {X(t)}0≤t≤T compares to SGD as follows: letK = bT/hc and consider
the iterates {xk}k∈[K] of mini-batch SGD (i.e. without Gaussian assumption) with fixed learning
rate h. Under mild assumptions on f(·), there exists a constant C (independent of h) such that
‖E[xk]− E[X(kh)]‖ ≤ Ch for all k ∈ [K]. Their proof argument relies on semi-group expansions
of the solution to the Kolmogorov backward equation, and can be adapted to provide a similar result
for our (more general) equations. However, this approach to motivate the continuous-time formulation
is very limited — as C depends exponentially on T (see also [53]). In this paper, we take a different
approach and provide instead matching convergence rates in continuous and in discrete time using the
same Lyapunov function. We note that this is a stronger indication of the effectiveness of our model
to study SGD, since it shows an algebraic equivalence between the continuous and the discrete case.
Comparison to the "ODE method". A powerful technique in stochastic approximation [34] is to
study SGD through the deterministic ODE X˙ = −∇f(X). A key result is that SGD, with decreasing
learning rate under the Robbins Monro [51] conditions, behaves like this ODE in the limit. Hence
the ODE can be used to characterize the asymptotic behaviour of SGD. In this work we instead take
inspiration from more recent literature [37] and build stochastic models which include the effect
of a decreasing learning rate into the drift and the volatility coefficients through the adjustment
function ψ(·). This allows, in contrast to the ODE method7, to provide non-asymptotic arguments
and convergence rates.
Local minima width. Our models confirm, as noted in [29], that the ratio of (initial) learning rate
h to batch size b(t) is a determinant factor of SGD dynamics. Compared to [29], our model is more
general: indeed, we will see in Sec.4.2 that the adjustment function also plays a fundamental role in
determining the width of the final minima — since it acts like a "function stretcher".
2.2 Existence and uniqueness
Prior works that take an approach similar to ours [33, 25, 40], assume the one-sample volatility
σ(·) to be Lipschitz continuous. This makes the proof of existence and uniqueness straightforward
(cf. a textbook like [39]), but we claim such assumption is not trivial in our setting where σ is
data-dependent. Indeed, σ(·) is the result of a square root operation on the gradient covariance — and
the square root function is not Lipschitz around zero. Appendix C is dedicated to a rigorous proof of
existence and uniqueness, which is verified under the following condition:
(H) Each fi is C3, with bounded third derivative and L-smooth.
This hypothesis is arguably not restrictive as it is usually satisfied by many loss functions encountered
in machine learning. As a result, under (H), with probability 1 the realizations of the stochastic
processes {f(X(t))}t>0 and {X(t)}t>0 are continuous functions of time.
7This method is instead suitable to assess almost sure convergence and convergence in probability, which are
not considered in this paper for the sake of delivering convergence rates for population quantities.
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3 Matching convergence rates in continuous and discrete time
Even though in optimization, convex functions are central objects of study, many interesting objectives
found in machine learning are non-convex. However, most of the time, such functions still exhibit
some regularity. For instance, [23] showed that linear LSTMs induce weakly-quasi-convex objectives.
(HWQC) f(·) is C1 and exists τ > 0 and x? s.t. 〈∇f(x), x− x?〉 ≥ τ(f(x)− f(x?)) for all x ∈ Rd.
Intuitively, (HWQC) requires the negative gradient to be always aligned with the direction of a global
minimum x?. Convex differentiable functions are weakly-quasi-convex (with τ = 1), but the WQC
class is richer and actually allows functions to be locally concave. Another important class of
problems (e.g., under some assumptions, matrix completion [57]) satisfy the Polyak-Łojasiewicz
property, which is the weakest known sufficient condition for GD to achieve linear convergence [46].
(HPŁ) f(·) is C1 and there exists µ > 0 s.t. ‖∇f(x)‖2 ≥ 2µ(f(x)− f(x?)) for all x ∈ Rd.
One can verify that if f(·) is strongly-convex, then it is PŁ. However, PŁ functions are not necessarily
convex. What’s more, a broad class of problems (dictionary learning [6], phase retrieval [12],
two-layer MLPs [37]) are related to a stronger condition: the restricted-secant-inequality [62].
(HRSI) f(·) is C1 and there exists µ > 0 s.t. 〈∇f(x), x− x∗〉 ≥ µ2 ‖x− x∗‖2 for all x ∈ Rd.
In [31] the authors prove strong-convexity⇒ (HRSI)⇒ (HPŁ) (with different constants).
3.1 Continuous-time analysis
First, we derive non-asymptotic rates for MB-PGF. For convenience, we define ϕ(t) :=
∫ t
0
ψ(s)ds,
which plays a fundamental role (see Sec. 4.1). As [40, 32], we introduce a bound on the volatility.
(Hσ) σ2∗ := supx∈Rd ‖σMB(x)σMB(x)T ‖s <∞, where ‖ · ‖s denotes the spectral norm.
Theorem 1 Assume (H), (Hσ). Let t > 0 and t˜ ∈ [0, t] be a random time point with distribution
ψ(t˜)
ϕ(t) for t˜ ∈ [0, t] (and 0 otherwise). The solution to MB-PGF is s.t.
E
[‖∇f(X(t˜))‖2] ≤ f(x0)− f(x?)
ϕ(t)
+
h d L σ2∗
2 ϕ(t)
∫ t
0
ψ(s)2
b(s)
ds.
Proof : We use the energy function E(x, t) := f(x)− f(x?). Details in App. D.2. 
Theorem 2 Assume (H), (Hσ), (HWQC). Let t˜ be as in Thm. 1. The solution to MB-PGF is s.t.
E
[
f(X(t˜))− f(x?)] ≤ ‖x0 − x?‖2
2 τ ϕ(t)
+
h d σ2∗
2 τ ϕ(t)
∫ t
0
ψ(s)2
b(s)
ds (W1)
E [(f(X(t))− f(x?))] ≤ ‖x0 − x
?‖2
2 τ ϕ(t)
+
h d σ2∗
2 τ ϕ(t)
∫ t
0
(L τ ϕ(s) + 1)
ψ(s)2
b(s)
ds. (W2)
Proof : We use the energy functions E1, E2 s.t. E1(x) := 12‖x− x?‖2 and E2(x, t) := τϕ(t)(f(x))−
f(x?)) + 12‖x− x?‖2 for (W1) and (W2), respectively. Details in App. D.2. 
Theorem 3 Assume (H), (Hσ), (HPŁ). The solution to MB-PGF is s.t.
E[f(X(t))− f(x?)] ≤ e−2µϕ(t)(f(x0)− f(x?)) + h d L σ
2
∗
2
∫ t
0
ψ(s)2
b(s)
e−2µ(ϕ(t)−ϕ(s))ds.
Proof : We use the energy function E(x, t) := e2µϕ(t)(f(x)− f(x?)). Details in App. D.2. 
Decreasing mini-batch size. From Thm.1,2,3, it is clear that, as it is well known [10, 7], a simple
way to converge to a local minimizer is to pick b(·) increasing as a function of time. However,
this corresponds to dramatically increasing the complexity in terms of gradient computations. In
continuous-time, we can account for this by introducing β(t) =
∫ t
0
b(s)ds, proportional to the number
5
Table 1: Asymptotic rates for MB-PGF under ψ(t) = O(t−a) in the form O(t−β). β shown in the
table as a function of a. "∼" indicates randomization of the result. Rates match with Tb. 1 in [41].
a (H), (Hσ), (HPŁ) (H), (Hσ), (HWQC) (∼), (H), (Hσ), (HWQC) (∼), (H), (Hσ)
Cor. 3 Cor. 2 Cor. 2 Cor. 1
(0 , 1/2) a × a a
(1/2 , 2/3) a 2a− 1 1− a 1− a
(2/3 , 1) a 1− a 1− a 1− a
of computed gradients at time t. The complexity in number of gradient computations can be derived
by substituting into the final rate the new time variable β−1(t) instead of t. As we will see in Thm. 5,
this concept extends to a more general setting and leads to valuable insights.
Asymptotic rates. Another way to guarantee convergence to a local minimizer is to decrease ψ(·).
In App. D.3 we derive asymptotic rates for ψ(t) = O(t−a) and report the results in Tb. 1. The results
match exactly the corresponding know rates for SGD, stated under stronger assumptions in [41]. As
for increasing b(·), decreasing ψ(·) can also be seen as performing a time warp (see Thm. 5).
Ball of convergence. For ψ(t) = 1, the sub-optimality gap derived in App.D.3.1 matches [10].
In contrast to GMB(·), [3, 4] have shown that significant speed-ups are hard to obtain from parallelism
using GVR(·) 8. Our results for MB-PGF as well as prior work [63, 3, 4, 49] suggest that linear rates
can only get this by choosing ψ(t) = 1. Hence, for our analysis of VR-PGF, we focus on the case
b(t) = 1. The following result, in the spirit of [30, 4], relates to the so-called Option II of SVRG.
Theorem 4 Assume (H), (HRSI) and choose ξ(t) = t−∑∞j=1 δ(t−jT) (sawtooth wave), where
δ(·) is the Dirac delta. Let {X(t)}t≥0 be the solution to VR-PGF with additional jumps at times
(jT)j∈N: we pick X(jT+ T) uniformly in {X(s)}jT≤s<(j+1)T. Then,
E[‖X(jT)− x?‖2] =
(
2hL2T+ 1
T(µ− 2hL2)
)j
‖x0 − x∗‖2.
Previous Literature (SDEs for MB-PGF). [40] studied dual averaging using a similar SDE model
in the convex setting, under vanishing and persistent volatility. Part of their results are similar, yet
less general and not directly comparable. [47] studied a specific case of our equations, under constant
volatility (see also [48] and references therein). [32, 61, 60] studied extentions to [40] including
acceleration [43] and AC-SA [19]. To the best of our knowledge, there hasn’t been yet any analysis
of SVRG in continuous-time in the literature.
3.2 Discrete-time analysis and algebraic equivalence
We provide matching algorithmic counterparts (using the same Lyapunov function) for all our non-
asymptotic rates in App. D, along with Tb. 2 to summarize the results. We stress that the rates we
derive in discrete-time (i.e. for SGD with gradient estimators GMB or GVR) hold without Gaussian
noise assumption. This is a key result of this paper, which indicates that the tools of Itô calculus [28]
—which are able to provide more compact proofs [40, 48] — yield calculations which are equivalent
to the ones used to analyze standard SGD. We invite the curious reader to go through the proofs to
appreciate this correspondence as well as by inspecting Tb. 2 in the appendix, comparing the rates
with Thm. 1, 2, 3 and 4. Now we ask the simple question: why is this the case? Using the concept
of derivation from abstract algebra, in App. A.2 we show that the discrete difference operator and
the derivative operator enjoy similar algebraic properties. Crucially, this is due to the smoothness
of the underlying objective — which implies a chain-rule9 for the difference operator. Hence, this
equivalence is tightly linked with optimization and might lead to numerous insights. We leave the
exploration of this fascinating direction to future work.
8See e.g. Thm. 7 in [49] for a counterexample.
9This is a key formula in the continuous-time analysis to compute the derivative of a Lyapunov function.
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Literature comparison (algorithms). Even though partial10 results have been derived for the
function classes described above in [23, 50], an in-depth non-asymptotic analysis was still missing.
Rates in Tb. 2 (stated above in continuous-time as theorems) provide a generalization to the results of
[41] to the weaker function classes we considered (we never assume convexity). Regarding SVRG,
the rate we report uses a proof similar11 to [4, 49] and is comparable to [30] (under convexity).
4 Insights provided by continuous-time models
Building on the tools we used so far, we provide novel insights on the dynamics of SGD. First, in
order to consider both MB-PGF and VR-PGF at the same time, we introduce a stochastic12 matrix
process {σ(t)}t≥0 adapted to the Brownian motion:
dX(t) = −ψ(t)∇f(X(t)) dt+ ψ(t)
√
h/b(t)σ(t) dB(t). (PGF)
We show that annealing the learning rate through a decreasing ψ(·) can be viewed as performing a
time dilation or, alternatively, as directly stretching the objective function. This view was originally
motivated by the use of Girsanov theorem [21] in finance: a deep result in stochastic analysis which
is the formal concept underlying the change of measure from real world to "risk-neutral" world.
4.1 Time stretching through Øksendal’s formula
We notice that, in Thm. 1,2,3, the time variable t is always filtered through the map ϕ(·). Hence, ϕ(·)
seems to act as a new time variable. We show this rigorously using Øksendal’s time change formula.
Theorem 5 Let {X(t)}t≥0 satisfy PGF and define τ(·) = ϕ−1(·), where ϕ(t) =
∫ t
0
ψ(s)ds.
For all t ≥ 0, X (τ(t)) = Y (t) in distribution, where {Y (t)}t≥0 has the stochastic differential
dY (t) = −∇f(Y (t))dt+
√
h ψ(τ(t))/b(τ(t))σ(τ(t)) dB(t).
Proof : We use the substitution formula for deterministic integrals combined with Øksendal’s formula
for time change in stochastic integrals — a key result in SDE theory. Details in App. F. 
Figure 1: Simulation for
Thm. 5 : X(t) d= Y (ϕ(t)).
Example. We consider b(t) = 1, σ(s) = σId and ψ(t) = 1/(t + 1)
(popular annealing procedure [10]); we have ϕ(t) = log(t + 1) and
τ(t) = et − 1. dX(t) = − 1t+1∇f(X(t))dt −
√
hσ
t+1 dB(t) is s.t. the
sped-up solution Y (t) = X(et − 1) satisfies
dY (t) = −∇f(X(t))dt+
√
hσe−tdB(t). (2)
In the example, Eq. 2 is the model for SGD with constant learning rates
but rapidly vanishing noise — which is arguably easier to study com-
pared to the original equation, that also includes time-varying learning
rates. Hence, this result draws a connection to SGLD [48] and to prior
work on SDE models [40], which only considered ψ(t) = 1. But, most
importantly — Thm. 5 allows for more flexibility in the analysis: to
derive convergence rates13 one could work with either X(as we did in
Sec.2) or with Y (and slow-down the rates afterwords).
We verify this result on a one dimensional quadratic, under the choice of parameters in our example,
using Euler-Maruyama simulation (i.e. PGD) with h = 10−3, σ = 5. In Fig. 1 we show the mean
and standard deviation relative to 20 realization of the Gaussian noise.
10The convergence under weak-quasi-convexity using a learning rate C/
√
k and a randomized output is
studied in [23] (Prop. 2.3 under Eq. 2.2 of their paper). On the same line, [31] studied the convergence for
PŁusing a learning rate C/
√
k and assuming bounded stochastic gradients. These results are strictly contained
in our rates.
11In particular, the lack of convexity causes the factor L2 in the linear rate.
12For MB-PGF, {σ(t)}t≥0 := {σ(X(t))}t≥0. For VR-PGF, {σ(t)}t≥0 := {σ(X(t), X(t− ξ(t)))}t≥0.
13The design of the Lyapunov function might be easier if we change time variable. This is the case in our
setting, where ϕ(t) comes directly into the Lyapunov functions and would be simply t for the transformed SDE.
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Note that in the case of variance reduction, the volatility is decreasing as a function of time [3], even
with ψ(t) = 1. Hence one gets a similar result without the change of variable.
4.2 Landspace stretching via solution feedback
Consider the (potentially non-convex) quadratic f(x) = 〈x− x?, H(x− x?)〉. WLOG we assume
x? = 0d and that H is diagonal. For simplicity, consider again the case b(t) = 1, σ(s) = σId and
ψ(t) = 1/(t+ 1).
Figure 2: Landscape stretching for
an isotropic paraboloid.
PGF reduces to a linear stochastic system: dX(t) =
− 1t+1HX(t)dt + hσt+1dB(t). By the variation-of-constants for-
mula [39], the expectation evolves without bias: dE[X(t)] =
− 1t+1HE[X(t)]dt. If we denote by ui(t) the i-th coordinate of
E[X(t)] we have ddtu
i(t) = − λit+1ui(t), where λi is the eigen-
value relative to the i-th direction. Using separation of variables,
we find
ui(t) = (t+ 1)−λiui0.
Moreover, we can invert space and time: t =
(
ui0/u
i(t)
)1/λi − 1.
Feeding back this equation into the original differential — the
system becomes autonomous:
d
dt
ui(t) = −λi(ui0)−
1
λi ui(t)
1+ 1λi .
From this simple derivation we get two important insights on the dynamics of PGF:
1. Comparing the solution ui(t) = (t+ 1)−λiui0 with the solution one would obtain with ψ(t) = 1,
that is e−λitui0 — we notice that the dynamics in the first case is much slower: we get polynomial
convergence and divergence (when λi ≤ 0) as opposed to exponential. This quantitatively shows
that decreasing the learning rate could slow down (from exponential to polynomial) the dynamics
of SGD around saddle points. However, note that, even though the speed is different, ui(·) and
vi(·) move along the same path14 by Thm 5.
2. Inspecting the equivalent formulation ddtu
i(t) = −λi(ui0)−
1
λi ui(t)
1+ 1λi , we notice with surprise
— that this is a gradient system. Indeed the RHS can be written as C(λi, ui0)∇gi(ui(t)), where
gi(x) = x
2+ 1λi is the equivalent landscape in the i-th direction. In particular, PGF on the
simple quadratic 12‖x‖2 with learning rate decreasing as 1/t behaves in expectation like PGF with
constant learning rate on a cubic. This shines new light on the fact that, as it is well known from
the literature [42], by decreasing the learning rate we can only achieve sublinear convergence rates
on strongly convex stochastic problems. From our perspective, this happens simply because the
equivalent stretched landscape has vanishing curvature — hence, it is not strongly convex. We
illustrate this last example in Fig. 2 and note that the stretching effect is tangent to the expected
solution (in solid line).
5 Conclusion
We provided detailed comparisons and analysis of continuous- and discrete-time methods in the
context of stochastic non-convex optimization. Notably our analysis covers the variance-reduced
method introduced in [30]. The continuous-time perspective allowed us to deliver new insights about
how decreasing step-sizes lead to time and landscape stretching. There are many potential interesting
directions for future research such as extending our analysis to mirror-descent or accelerated gradient-
descent [33, 56], or to study state-of-the-art stochastic non-convex optimizers such as [2] that are
based on variance-reduced methods.
14One is the time-changed version of the other (consider Thm.5 with σ(t) = 0), see also Fig. 1.
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Appendix
A Summary of the rates
Cond. Rate (Continuous-time) Thm.
(∼),(H-),(Hσ) f(x0)− f(x
?)
ϕ(t)
+
h d L σ2∗
2 ϕ(t)
∫ t
0
ψ(s)2
b(s)
ds 1
(∼),(H-),(Hσ),(HWQC) ‖x0 − x
?‖2
2 τ ϕ(t)
+
h d σ2∗
2 τ ϕ(t)
∫ t
0
ψ(s)2
b(s)
ds 2
(H-),(Hσ),(HWQC)
‖x0 − x?‖2
2 τ ϕ(t)
+
h d σ2∗
2 τ ϕ(t)
∫ t
0
(L τ ϕ(s) + 1)
ψ(s)2
b(s)
ds 2
(H-),(Hσ),(HPŁ) e−2µϕ(t)(f(x0)− f(x?)) + h d L σ
2
∗
2
∫ t
0
ψ(s)2
b(s)
e−2µ(ϕ(t)−ϕ(s))ds 3
(H-),(HRSI)
(
1 + 2hL2T
T(µ− 2hL2)
)j
‖x0 − x∗‖2 (with variance reduction) 4
Cond. Rate (Discrete-time, no Gaussian assumption) Thm.
(∼),(H-),(Hσ) 2 (f(x0)− f(x
?))
(hϕk+1)
+
h d L σ2∗
(hϕk+1)
k∑
i=0
ψ2i
bi
h E.1
(∼),(H-),(Hσ),(HWQC) ‖x0 − x
?‖2
τ (hϕk+1)
+
d h σ2∗
τ (hϕk+1)
k∑
i=0
ψ2i
bi
h E.2
(H-),(Hσ),(HWQC)
‖x0 − x?‖2
2 τ (hϕk+1)
+
h d σ2∗
2 τ (hϕk+1)
k∑
i=0
(1 + τϕi+1L)
ψ2i
bi
h E.2
(H-),(Hσ),(HPŁ)
k∏
i=0
(1− µ hψi)(f(x0)− f(x?)) + h d L σ
2
∗
2
k∑
i=0
∏k
`=0(1− µ hψ`)∏i
j=0(1− µ hψl)
ψ2i
bi
h E.3
(H-),(HRSI)
(
1 + 2L2h2m
hm(µ− 2L2h)
)j
‖x0 − x∗‖2 (with variance reduction) E.4
Table 2: Summary of the main convergence results for MB-PGF and VR-PGF compared to SGD
with mini-batch or variance reduced gradient estimators. (∼) indicates a randomized output. For the
definition of the quantities in the rates, check App. D and App. E.
A.1 Correspondences between continuous and discrete-time
First, we note the following simple correspondences:
1. h corresponds to dt. The rates are not simplified to show the equivalence.
2. hϕk+1 corresponds to ϕ(t). Indeed, ϕ(t) =
∫ t
0
ψ(s)ds '∑ki=0 ψkh = ϕk+1h.
3. The same argument holds for the exponential and the power, since eat ' (1 + ah)k.
4. The rates for variance reduction match since by definition T = m h.
5. The difference only comes into a few constants which do not depend on the parameters of
the problem nor on the algorithm. Those differences are due to higher order terms in the
algorithm.
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A.2 Algebraic equivalence
In this section we motivate the equivalence outlined in Tb. 2 in the deterministic setting, although
a similar derivation can easily be performed in the stochastic setting using the diffusion operator
instead of the derivative (we introduce these concept in App. B). We take inspiration from a concept
in abstract algebra and we combine it with smoothness — a common assumption in optimization.
Definition A.1 Let A be an algebra over a field F . A derivation is a linear map D : A → A that
satisfies Leibniz’s law: D(ab) = aD(b) +D(a)b.
Consider the vector space of d-dimensional sequences over N equipped with pointwise and element-
wise product and sum, which we denote as Rd×∞; this is trivially an algebra. Next, let us define the
sequence Dh(x) (i.e. in the algebra) pointwise: for all k ∈ N
[Dh(x)]k =: Dh(x, k) =
xk+1 − xk
h
.
Notice that GD can be written as Dh(x, k) = −∇f(xk), which resembles the gradient flow equation
d
dtX(t) = −∇f(X(t)). The crucial question is whether the continuous time derivative ddt and
the operator Dh have the same properties. This would motivate an algebraic equivalence between
continuous and discrete time in optimization.
To start, we notice that Dh is almost a derivation. We denote by x+ the one-step-ahead x sequence:
x+k = xk+1 for all k ∈ N.
1. Let x, y ∈ Rd×∞ and k ∈ N, Dh(x+ y, k) = Dh(x, k) +Dh(y, k).
2. Let x ∈ Rd×∞ , a ∈ R and k ∈ N, Dh(ax, k) = aDh(x, k).
3. Let x, y ∈ Rd×∞; for all k ∈ N,
Dh(xy, k) =
1
h
(yk+1xk+1 − ykxk) =
1
h
((yk+1 − yk)xk+1 + ykxk+1 − ykxk) = yk+1 − yk
h
xk+1 + yk
xk+1 − xk
h
.
Therefore D(xy) = x+Dh(y) +Dh(x)y.
Since we will only care about the value of Dh(x) at iteration k, we are going to deal with the
pointwise map Dh(x, k) and deviate from the algebraic definition.
We still need a chain rule. For this, we need a bit more flexibility in the definition of Dh:
let g : Rd → R be L-smooth, we define
Dh(g ◦ x, k) := g(xk+1)− g(xk)
h
.
Smoothness gives us a chain rule: we have
g(xk+1) ≤ g(xk) + 〈∇g(xk), xk+1 − xk〉+ L
2
‖xk+1 − xk‖2;
hence
Dh(g◦x, k) ≤ 〈∇g(xk), xk+1 − xk
h
〉+ L
2h
‖xk+1−xk‖2 = 〈∇g(xk), Dh(x, k)〉+Lh
2
‖Dh(x, k)‖2.
We condense our findings in the box below
Let {xk}k∈N and {yk}k∈N be sequences of Rd vectors and let g : Rd → R be L-smooth.
• Linearity : Dh(x+ y, k) = Dh(x, k) +Dh(y, k), a ∈ R and Dh(ax, k) = aDh(x, k).
• Product rule: Dh(xy, k) = Dh(x, k)yk + xk+1Dh(y, k).
• Chain rule: Dh(g(x), k) ≤ 〈∇g(xk), Dh(x, k)〉+ Lh2 ‖Dh(x, k)‖2.
This shows that the operations in continuous time and in discrete time are algebraically very similar,
motivating the success behind the matching rates summarized in Tb. 2. Indeed, taking h → 0 we
recover the normal derivation rules from calculus.
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B Stochastic Calculus
In this appendix we summarize some important results in the analysis of Stochastic Differential
equations [39, 44]. The notation and the results in this section will be used extensively in all proofs
in this paper. We assume the reader to have some familiarity with Brownian motion and with the
definition of stochastic integral (Chapter 1.4 and 1.5 in [39]).
B.1 Itô’s lemma and Dynkin’s formula
We start with some notation: let (Ω,F , {F(t)}t≥0,P) be a filtered probability space. We say that an
event E ∈ F holds almost surely (a.s.) in this space if P(E) = 1. We call Lp([a, b],Rd), with p > 0,
the family of Rd-valued F(t)-adapted processes {f(t)}a≤t≤b such that∫ b
a
‖f(t)‖pdt ≤ ∞.
Moreover, we denote byMp([a, b],Rd), with p > 0, the family of Rd-valued processes {f(t)}a≤t≤b
in L([a, b],Rd) such that E
[∫ b
a
‖f(t)‖pdt
]
≤ ∞. We will write h ∈ Lp (R+,Rd), with p > 0, if
h ∈ Lp ([0, T ],Rd) for every T > 0. Same definitions holds for matrix valued functions using the
Frobenius norm ‖A‖ :=
√∑
ij |Aij |2.
Let B = {B(t)}t≥0 be a one dimensional Brownian motion defined on our probability space and let
X = {X(t)}t≥0 be an F(t)-adapted process taking values on Rd.
Definition B.1 Let b ∈ L1 (R+,Rd) (the drift) and σ ∈ L2 (R+,Rd×m) (the volatility). X is an
Itô process if it takes the form
X(t) = x0 +
∫ t
0
f(s)ds+
∫ t
0
σ(s)dB(s).
We shall say that X has the stochastic differential
dX(t) = f(t)dt+ σ(t)dB(t). (3)
In this paper we indicate as ∂xf(x, t) the d-dimensional vector of partial derivatives of a scalar
function f : Rd × [0,∞) → R w.r.t. each component of x. Moreover, we call ∂xxf(x, t) the
d× d-matrix of partial derivatives of each component of ∂xf(x, t) w.r.t each component of x. We
now state the celebrated Itô’s lemma.
Theorem B.1 (Itô’s lemma) Let X be an Itô process with stochastic differential dX(t) =
f(t)dt + σ(t)dB(t). Let E (x, t) be twice continuously differentiable in x and continuously
differentiable in t, taking values in R. Then E(X(t), t) is again an Itô process with stochastic
differential
dE(X(t), t) = ∂tE(X(t), t))dt+ 〈∂xE(X(t), t), f(t)〉dt
+
1
2
Tr
(
σ(t)σ(t)T∂xxE(X(t), t)
)
dt+ 〈∂xE(x(t), t), σ(t)〉dB(t), (4)
which we sometimes write as
dE = ∂tEdt+ 〈∂xE , dX〉+ 1
2
Tr
(
σσT∂xxE
)
dt
Following [39], we introduce the Itô diffusion differential operator A :
A (·) = ∂t(·) + 〈∂x(·), b(t)〉+ 1
2
Tr
(
σ(t)σ(t)T∂xx(·)
)
. (5)
It is then clear that, thanks to Itô’s lemma,
dE(X(t), t) = A E(X(t), t)dt+ 〈EX(X(t), t), σ(t)dB(t)〉.
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Moreover, by the definition of an Itô process, we know that at any time t > 0,
E(X(t), t) = E(x0, 0) +
∫ t
0
A E(X(s), s)ds+
∫ t
0
〈∂xE(X(s), s), σ(s)dB(s)〉. a.s.
Taking the expectation the stochastic integral vanishes 15 and we have
E[E(X(t), t)]− E(x0, 0) = E
[∫ t
0
A E(X(t), t)dt
]
. (6)
This result can be generalized for stopping times and is known as Dynkin’s formula.
B.2 Stochastic differential equations
Stochastic Differential Equations (SDEs) are equations of the form
dX = b(X, t)dt+ σ(X, t)dB(t).
Notice that this equation is different from Eq.3, since X also appears on the RHS. Hence, we need to
define what it means for a stochastic process X = {X(t)}t≥0 with values in Rd to solve an SDE.
Definition B.2 Let X be as above with deterministic initial condition X(0) = x0. Assume b :
Rd × [0, T ]→ Rd and σ : Rd × [0, T ]→ Rd×m are Borel measurable; X is called a solution to the
corresponding SDE if
1. X is continuous and F(t)-adapted;
2. b ∈ L1 ([0, T ],Rd);
3. σ ∈ L2 ([0, T ],Rd×m);
4. For every t ∈ [0, T ]
X(t) = x0 +
∫ t
0
b(X(s), s)ds+
∫ t
0
σ(X(s), s)dB(s) a.s.
Moreover, the solution X(t) is said to be unique if any other solution X?(t) is such that
P {X(t) = X?(t), for all 0 ≤ t ≤ T} = 1.
Notice that the solution to a SDE is an Itô process; hence we can use Itô’s Formula (Theorem B.1).
The following theorem gives a sufficient condition on b and σ for the existence of a solution to the
corresponding SDE.
Theorem B.2 Assume that there exist two positive constants K¯ and K such that
1. (Global Lipschitz condition) for all x, y ∈ Rd and t ∈ [0, T ]
max{‖b(x, t)− b(y, t)‖, ‖σ(x, t)− σ(y, t)‖} ≤ K¯‖x− y‖2;
2. (Linear growth condition) for all x ∈ Rd and t ∈ [0, T ]
max{‖b(x, t)‖, ‖σ(x, t)‖} ≤ K(1 + ‖x‖).
Then, there exists a unique solution X to the corresponding SDE , and X ∈M2([0, T ],Rd).
Numerical approximation. Often, SDEs are solved numerically. The simplest algorithm to provide
a sample path (xˆk)k≥0 forX , so thatX(k∆t) u xk for some small ∆t and for all k∆t ≤M , is called
Euler-Maruyama (Algorithm 1). For more details on this integration method and its approximation
properties, the reader can check [39].
15Because 〈∂xE(X(t), t), σ(t)〉 ∈ M2([0, T ],R), see e.g. Theorem 1.5.8 [39]
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Algorithm 1 Euler-Maruyama integration method for a SDE
input The drift b and the volatility σ; the initial condition x0
fix a stepsize ∆t;
initialize xˆ0 = x0;
k = 0;
while k ≤ ⌊ T∆t⌋ do
sample some d-dimensional Gaussian noise Zk ∼ N (0, Id);
compute xˆk+1 = xˆk + ∆t b(xˆk, k∆t) +
√
∆t σ(xˆk, k∆t)Zk;
k = k + 1;
end while
output the approximated sample path (xˆk)0≤k≤b T∆tc
B.3 Functional SDEs
SDEs describe Markovian (also know as memoryless) processes: a Markovian process is a system
where the current state completely determines the future evolution. Indeed, in an SDE, the RHS only
depends on X(t) and on t. To model variance-reduction methods such as SVRG [30], we will need a
continuous time model which also retains some information about the past. This was also noted in
[25].
First, we introduce Functional Stochastic Differential Equations (FSDEs) which are equations of the
form
dX = b(X(0,t], t)dt+ σ(X(0,t], t)dB(t),
where X(0,t] is the past history of X up to time t. Here we focus on a particular type of FSDE,
namely Stochastic Differential Delay Equations (SDDEs):
dX(t) = b(X(t), X(t− ξ(t)), t)dt+ σ(X(t), X(t− ξ(t)), t)dB(t),
where ξ(t) ∈ [0, τ ] is the delay at time t. As we did in the last subsection for SDEs, we need to define
what it means for a stochastic process X = {X(t)}t≥−τ with values in Rd to solve an SDDE
Definition B.3 Let X be as above with deterministic initial condition X(s) = x0 for −τ ≤ s ≤ 0.
Assume b : Rd × Rd × [0, T ]→ Rd, ξ : R+ → [0, τ ] and σ : Rd × Rd × [0, T ]→ Rd×m are Borel
measurable; X is called a solution to the corresponding SDDE if
1. X is continuous and F(t)-adapted;
2. b ∈ L1 ([0, T ],Rd);
3. σ ∈ L2 ([0, T ],Rd×m);
4. For every t ∈ [0, T ]
X(t) = x0 +
∫ t
0
b(X(s), X(s− ξ(s)), s)ds+
∫ t
0
σ(X(s), X(s− ξ(s)), s)dB(s) a.s.
Moreover, a solution X(t) is said to be unique if any other solution X?(t) is such that
P {X(t) = X?(t), for all − τ ≤ t ≤ T} = 1.
We state now one existence and uniqueness theorem for SDDEs, which is adapted from equations 5.2
and 5.3 in [39].
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Theorem B.3 Assume that there exist two positive constants K¯ and K such that for all
x, x¯, y, y¯ ∈ Rd and for all t ∈ [0, T ]
1. (Lipschitz condition)
max{‖b(x, y, t)− b(x¯, y¯, t)‖, ‖σ(x, y, t)− σ(x¯, y¯, t)‖} ≤ K¯(‖x− x¯‖+ ‖y − y¯‖);
2. (Linear growth condition)
max{‖b(x, y, t)‖, ‖σ(x, y, t)‖} ≤ K(1 + ‖x‖+ ‖y‖).
Then there exists a unique solution X to the corresponding SDDE and X ∈M2([−τ, T ],Rd).
Numerical approximation. Often, SDSEs are solved numerically. Algorithm 1 can easily be
modified to work with SDDEs (see (Algorithm 2)). For more details on approximation error SDDEs,
we refer the reader to Chapter 5 in [39].
Algorithm 2 Euler-Maruyama integration method for a SDDE
input The drift b and the volatility σ; the initial condition x0
fix a stepsize ∆t
compute q =
⌊
τ
∆t
⌋
;
initialize xˆk = x0 for −q ≤ k ≤ 0;
k = 0;
while k ≤ ⌊ T∆t⌋ do
sample some d-dimensional Gaussian noise Zk ∼ N (0, Id);
compute xˆk+1 = xˆk + ∆t b(xˆk, xˆk−q, k∆t) +
√
∆t σ(xˆk, xˆk−q, k∆t)Zk;
k = k + 1;
end while
output the approximated sample path (xˆk)−q≤k≤b T∆tc
B.4 Time change in stochastic analysis
We conclude this appendix with a useful formula from [45], which is the equivalent to a chain rule
for stochastic processes. We use this formula in Sec. 4.1.
Theorem B.4 (Time change formula for Itô integrals) Let c : R+ → R+ be a strictly posi-
tive continuous function and β(t) =
∫ t
0
c(s)ds. Denote by α(·) the inverse of β(·) and suppose
it is continuous. Let {B(t)}t≥0 be an m-dimensional Brownian Motion and let the stochastic
process {v(s)}s≥0 with v(s) ∈ Rn×m be Borel measurable in time, adapted to the natural
filtration of B andM2(R+,Rd). Define
B˜(t) =
∫ t
0
√
c(s)dB(s).
Then {B˜(t)}t≥0 is a Brownian Motion and we have∫ α(t)
0
v(s)dB(s) =
∫ t
0
√
α′(s)v(α(s))dB˜(s), a.s.
C Existence and Uniqueness of the solution of MB-PGF and VR-PGF
Let A be a positive semidefinite matrix; by the spectral theorem, A can be diagonalized as A =
V DV T , with V an orthogonal matrix and D a diagonal matrix with non-negative diagonal elements
(the eigenvalues ofA). We can define the principal square rootA1/2 := V D1/2V T , whereD1/2 is the
elementwise square root of D. It is clear that A1/2 is also positive semidefinite and A = A1/2A1/2.
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In this paper we analyze MB-PGF and VR-PGF, which we report below (see discussion and derivation
in Sec. 2).
dX(t) = −ψ(t)∇f(X(t)) dt+ ψ(t)
√
h/b(t) σMB(X(t)) dB(t) (MB-PGF)
dX(t) = −ψ(t)∇f(X(t)) dt+ ψ(t)
√
h/b(t) σVR(X(t), X(t− ξ(t))) dB(t) (VR-PGF)
The volatility of MB-SDE is defined as
σMB(x) =
(
1
N
N∑
i=1
(∇f(x)−∇fi(x)) (∇f(x)−∇fi(x))T
)1/2
,
and a similar formula holds for the σVR(·). From Thm. B.2 and Thm. B.3, we know that existence
and uniqueness of the solution to the equations above requires this matrix valued function of x to be
Lipschitz continuous. Previous literature [48, 47, 40, 32], put this condition as a requirement at the
beginning of their analysis. However, since in our case we want to draw a direct connection to the
algorithm, we shall prove that Lipschitzianity is indeed verified.
To start, we remind again to the reader that in this paper we indicate as Crb (Rd,Rm) the family of
r times continuously differentiable functions from Rd to Rm, with bounded r-th derivative. If b is
omitted, it means we just require f to be r times continuously differentiable.
A crucial lemma which can be found as Proposition 6.2 in [27] or as Theorem 5.2.3 in [55].
Lemma 1 Let Σ : Rn → Rn×n be a n × n real positive semidefinite matrix function of an
input vector x ∈ Rn. Assume each component Σij : Rn → R be in C2b (Rn,R). Then, Σ(x)1/2
is globally Lipschitz w.r.t. the Frobenius norm, meaning that there exists a constant K such that
for every q, p ∈ Rn ∥∥∥Σ(q)1/2 − Σ(p)1/2∥∥∥ ≤ K‖q − p‖.
We proceed with the proofs of existence and uniqueness, which require the following assumption:
(H) Each fi is in C3b (Rd,R) and is L-smooth.
Theorem C.1 (Existence and Uniqueness for MB-PGF) Assume (H). For all initial condi-
tions X(0) = x0 ∈ Rd, MB-PGF has a unique solution (in the sense of Definitions B.2 in
Appendix B) on [0, T ], for any T <∞. Let the stochastic process X = {X(t)}0≤t≤T be such
solution; almost all (i.e. with probability 1) realizations of X are continuous functions and
E
[∫ T
0
‖X(t)‖2dt
]
<∞.
Proof : We basically need to check the conditions of Thm. B.2. First, we notice that ∇f and σMB are
both Borel measurable because they are continuous.
Drift : We now verify the Lipschitz condition for the drift term. For every t ≤ 0 we trivially have
that, since ψ(t) ≤ 1 and f is L-smooth,
‖ψ(t)∇f(x)− ψ(t)∇f(y)‖ ≤ ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖.
Next, we verify the linear growth condition. For every t ≥ 0, using the reverse triangle inequality
and the fact that ψ(t) ∈ (0, 1] and ψ(0) = 1,
L‖x‖ ≥ ‖ψ(t)∇f(x)− ψ(t)∇f(0d)‖ ≥ (|‖ψ(t)∇f(x)‖ − ‖∇f(0)‖|) .
Thus, we have linear growth with constant K := max {‖∇f(0)‖, L}: for every t ∈ [0, T ] and
x ∈ Rd,
‖ψ(t)∇f(x)‖ ≤ K(1 + ‖x‖).
Volatility : We need to verify the same conditions for the volatility matrix σMB. Let us define
gi(x) := ∇f(x)−∇fi(x). Using the definition of Frobenius norm, the linearity of E, the cyclicity
of the trace functional, and the fact that ψ(t) ∈ (0, 1] for all t ≥ 0, we get
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‖ψ(t)
√
h/b(t) σMB(x)‖2 = ψ(t)2 h
b(t)
Tr
(
E
[
gi(x)gi(x)
T
])
= ψ(t)2
h
b(t)
E
[
Tr(gi(x)
T gi(x))
]
= ψ(t)2
h
b(t)
E‖gi(x)‖2.
Since gi(x) is L-Lipschitz, by the same argument used above for the drift term, we have ‖gi(x)‖2 ≤
C(1 + ‖x‖2) for some C > 0 and all i ∈ [N ]. Plugging this in, since b(t) ≥ 1
‖ψ(t)
√
h/b(t) σMB(x)‖2 =≤ D(1 + ‖x‖2),
for some finite positive D. To conclude the proof of linear growth, we notice that for any p ∈ R,√
1 + p2 ≤ 2(1 + |p|). Thus for B := 2D, we have
‖ψ(t)
√
h/b(t) σMB(x)‖ ≤ B(1 + ‖x‖).
Last, the global Lipschitzianity of σMB follows directly from Lemma 1 using the fact that f is
C3b (Rd,R) and each fi is C3b (Rd,R), because then the gradients are of class C2 and σMB is a smooth
function of these gradients. 
Theorem C.2 (Existence and Uniqueness for VR-PGF) Assume (H). For any initial condi-
tion x0, such that X(s) = x0 for all t ∈ [−τ, 0], VR-PGF has a unique solution (in
the sense of Definition B.3 in Appendix B) on [−τ, T ], for any T < ∞. Moreover, let
X = {X(t)}0≤t≤T be such solution; almost all realizations of X are continuous functions and
E
[∫ T
0
‖X(t)‖2dt
]
<∞.
Proof : This time we need to check the conditions of Theorem B.3. The requirements on the drift
term are satisfied, as already shown in the proof for MB-PGF, since there is no delay in the drift.
To verify the conditions on σVR : Rd × Rd → Rd×d we proceed again as in the proof for MB-PGF,
using Lemma 1 but this time on the joint vector (x, x˜) ∈ Rd × Rd (n in the lemma is 2d), using the
norm subadditivity. 
D Convergence proofs in continuous-time
Fon convenience of the reader, we report here again the equations we are about to analyze continuous-
time models, which we analyse in this paper, are
dX(t) = −ψ(t)∇f(X(t)) dt+ ψ(t)
√
h/b(t) σMB(X(t)) dB(t) (MB-PGF)
dX(t) = −ψ(t)∇f(X(t)) dt+ ψ(t)
√
h/b(t) σVR(X(t), X(t− ξ(t))) dB(t) (VR-PGF)
where
• ξ : R+ → [0,T], the staleness function, is s.t. ξ(hk) = ξk for all k ≥ 0;
• ψ(·) ∈ C1(R+, [0, 1]), the adjustment function, is s.t. ψ(hk) = ψk for all k ≥ 0 and dψ(t)dt ≤ 0;
• b(·) ∈ C1(R+,R+), the mini-batch size function is s.t. b(hk) = bk for all k ≥ 0 and b(t) ≥ 1;
• {B(t)}t≥0 is a d−dimensional Brownian Motion on some filtered probability space.
For existence and uniqueness we need to assume the following:
(H) Each fi(·) is in C3 with bounded third derivative and L-smooth.
We also recall some of assumptions introduced in the main paper.
(HWQC) f(·) is C1 and exists τ > 0 and x? s.t. 〈∇f(x), x− x?〉 ≥ τ(f(x)− f(x?)) for all x ∈ Rd.
(HPŁ) f(·) is C1 and there exists µ > 0 s.t. ‖∇f(x)‖2 ≥ 2µ(f(x)− f(x?)) for all x ∈ Rd.
(HRSI) f(·) is C1 and there exists µ > 0 s.t. 〈∇f(x), x− x?〉 ≥ µ2 ‖x− x?‖2 for all x ∈ Rd.
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D.1 Supporting lemmas
The following bound on the spectral norm also be found in [40, 32]. We report the proof for
completeness.
Lemma 2 Consider two symmetric d−dimensional square matrices P and Q. We have
Tr(PQ) ≤ d · ‖P‖S · ‖Q‖S .
Proof : Let Pj and Qj be the j-th row(column) of P and Q, respectively.
Tr(PQ) =
d∑
j=1
PTj Qj ≤
d∑
j=1
‖Pj‖ · ‖Qj‖ ≤
d∑
j=1
‖P‖S · ‖Q‖S = d · ‖P‖S · ‖Q‖S ,
where we first used the Cauchy-Schwarz inequality, and then the following inequality:
‖A‖S = sup
‖z‖≤1
‖Az‖ ≥ ‖Aej‖ = ‖Aj‖,
where ej is the j-th vector of the canonical basis of Rd. 
We use the previous lemma to derive another key result below.
Lemma 3 Assume (H). For any volatility matrix σ(·) such that ‖σσT ‖S is upper bounded by
σ2∗, we have
Tr
(
σσT
) ≤ dσ2∗, Tr (σσT∇2f(x)) ≤ Ldσ2∗.
Proof : We will just prove the first inequality, since the proof for the second is very similar.
Tr
(
σσT∇2f(x)) ≤ d‖∇2f(x)‖S‖σσT ‖S ≤ Ldσ2∗,
where in the equality we used the cyclicity of the trace, in the first inequality we used Lemma 2 and
in the last inequality we used and smoothness. 
D.2 Analysis of MB-PGF
We provide a non-asymptotic analysis and then derive asymptotic rates.
D.2.1 Non-asymptotic rates
These rates for MB-PGF are sketched in Section 3. We define ϕ(t) :=
∫ t
0
ψ(s)ds. As [40, 32], we
introduce a bound on the volatility in order to use Lemma 3.
(Hσ) σ2∗ := supx∈Rd ‖σMB(x)σMB(x)T ‖S <∞, where ‖ · ‖S denotes the spectral norm.
Theorem D.1 (Restated Thm. 1) Assume (H), (Hσ). Let t > 0 and t˜ ∈ [0, t] be a random
time point with distribution ψ(t˜)ϕ(t) for t˜ ∈ [0, t] (and 0 otherwise). The solution to MB-PGF is s.t.
E
[‖∇f(X(t˜))‖2] ≤ f(x0)− f(x?)
ϕ(t)
+
L d σ2∗h
2 ϕ(t)
∫ t
0
ψ(s)2
b(s)
ds.
Proof : Define the energy E ∈ C2(Rd,R+) such that E(x) := f(x)− f(x?). First, we find a bound
on the infinitesimal diffusion generator of the stochastic process {E(X(t))}t≥0, which generalizes
the concept of derivative for stochastic systems and is formally defined in Appendix B.1.
A E(X(t)) = hψ(t)
2
2b(t)
Tr
(
σMB(X(t))σMB(X(t))
T∂xxE(X(t))
)
+ 〈∂xE(X(t)),−ψ(t)∇f(X(t))〉
≤ h L d ψ(t)
2
2b(t)
σ2∗ − ψ(t)‖∇f(X(t))‖2,
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where in the inequality we used Lemma 3.
Note that the definition of A E(X(t)) in Eq. 5 does not include the term 〈∂xE , σ(t)dB(t)〉 that
vanishes when taking the expectation of the stochastic integral in Eq. 6. Therefore, integrating the
bound above yields
E[E(X(t), t)]− E(x0, 0) ≤ hLdσ
2
∗
2
∫ t
0
ψ(s)2
b(s)
ds− E
[∫ t
0
ψ(s)‖∇f(X(s))‖2ds
]
. (7)
Next, notice that, since
∫ t
0
ψ(s)
ϕ(t) dt = 1, the function s 7→ ψ(s)ϕ(t) defines a probability distribution. Let
t˜ ∈ [0, t] have such distribution; using the law of the unconscious statistician
E[‖∇f(X(t˜)‖2] = 1
ϕ(t)
∫ t
0
ψ(s)‖∇f(X(s))‖2ds.
This trick was also used in the original SVRG paper [30]. To conclude, we plug in the last formula
into Eq. 7:
E[E(X(t), t)]− E(x0, 0) ≤ hLdσ
2
∗
2
∫ t
0
ψ(s)2
b(s)
ds− ϕ(t)E [‖∇f(X(t˜)‖2] .
The result follows after dividing both sides by ϕ(t), which is always positive for t > 0. 
Theorem D.2 (Restated Thm. 2) Assume (H), (Hσ), (HWQC). Let t˜ be as in Thm. 1. The
solution to MB-PGF is s.t.
E
[
f(X(t˜))− f(x?)] ≤ ‖x0 − x?‖2
2 τ ϕ(t)
+
h d σ2∗
2 τ ϕ(t)
∫ t
0
ψ(s)2
b(s)
ds (W1)
E [(f(X(t))− f(x?))] ≤ ‖x0 − x
?‖2
2 τ ϕ(t)
+
h d σ2∗
2 τ ϕ(t)
∫ t
0
(L τ ϕ(s) + 1)
ψ(s)2
b(s)
ds. (W2)
Proof : We prove the two formulas separately.
First formula. Define the energy E ∈ C2(Rd,R+) such that E(x) := 12‖x − x?‖2. First, we find a
bound on the infinitesimal diffusion generator of the stochastic process {E(X(t))}t≥0.
A E(X(t)) =
=
h ψ(t)2
2b(t)
Tr
(
σMB(X(t))σMB(X(t))
T∂xxE(X(t))
)
+ 〈∂xE(X(t)),−ψ(t)∇f(X(t))〉
≤ h d ψ(t)
2
2b(t)
σ2∗ − ψ(t)〈∇f(X(t)), X(t)− x?〉
≤ h d ψ(t)
2
2b(t)
σ2∗ − τψ(t)(f(X(t))− f(x?)),
where in the first inequality we used Lemma 3 and in the second inequality we used weak-quasi-
convexity. Integrating this bound (see Eq. 6), we get
E[E(X(t), t)]− E(x0, 0) ≤ hdσ
2
∗
2
∫ t
0
ψ(s)2
b(s)
ds− τE
[∫ t
0
ψ(s)(f(X(s))− f(x?))ds
]
.
Proceeding again as in the proof of Thm. 1 (above), we get the desired result.
Second formula : Define the energy E ∈ C2(Rd × R,R+) such that E(x, t) := τϕ(t)(f(x) −
f(x?)) + 12‖x−x?‖2. First, we find a bound on the infinitesimal diffusion generator of the stochastic
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process {E(X(t), t)}t≥0.
A E(X(t), t) =
= ∂tE(X(t), t) + h ψ(t)
2
2b(t)
Tr
(
σMB(X(t))σMB(X(t))
T∂xxE(X(t), t)
)
+ 〈∂xE(X(t), t),−ψ(t)∇f(X(t))〉
≤ τψ(t)(f(X(t))− f(x?)) + h d ψ(t)
2
2b(t)
(Lτϕ(t) + 1)σ2∗
+ 〈τϕ(t)∇f(X(t)) +X(t)− x?,−ψ(t)∇f(X(t))〉
≤ τψ(t)(f(X(t))− f(x?))− ψ(t)〈∇f(X(t)), X(t)− x?〉+ h d ψ(t)
2
2b(t)
(Lτϕ(t) + 1)σ2∗
≤ h d σ
2
∗
2
(Lτϕ(t) + 1)ψ(t)2
b(t)
,
where in the first inequality we used the fact that ϕ˙(t) = ψ(t) and Lemma 3; in the second inequality
we discarded a negative term; in the third inequality we used weak-quasi-convexity. Next, after
integration (see Dynkin formula Eq. 6), plugging in the definition of E , we get
τϕ(t)E [f(X(t))− f(x?)]+ 1
2
E
[‖X(t)− x?‖2] ≤ 1
2
‖x0−x?‖2+ dhσ
2
∗
2
∫ t
0
(Lτϕ(s) + 1)ψ(s)2
b(s)
.
Discarding the positive term 12E
[‖X(t)− x?‖2] on the LHS and dividing16 everything by τϕ(t) we
get the result. 
Theorem 6 (Restated Thm. 3) Assume (H), (Hσ), (HPŁ). The solution to MB-PGF is s.t.
E[f(X(t))− f(x?)] ≤ e−2µϕ(t)(f(x0)− f(x?)) + h L d σ
2
∗
2
∫ t
0
ψ(s)2
b(s)
e−2µ(ϕ(t)−ϕ(s))ds.
Proof : Define the energy E ∈ C2(Rd × R,R+) such that E(x, t) := e2µϕ(t)(f(x) − f(x?)). First,
we find a bound on the infinitesimal diffusion generator of the stochastic process {E(X(t), t)}t≥0.
A E(X(t), t) =
= ∂tE(X(t), t) + h ψ(t)
2
2b(t)
Tr
(
σMB(X(t))σMB(X(t))
T∂xxE(X(t), t)
)
+ 〈∂xE(X(t), t),−ψ(t)∇f(X(t))〉
≤ 2µ ψ(t) e2µϕ(t)(f(X(t))− f(x?)) + h d L ψ(t)
2
2b(t)
σ2∗e
2µϕ(t) − ψ(t) e2µϕ(t)‖∇f(X(t))‖2
≤ h d L ψ(t)
2
2b(t)
σ2∗e
2µϕ(t),
where in the first inequality we used the fact that ϕ˙(t) = ψ(t) and Lemma 3 and in the second
inequality we used the PŁ assumption.
Finally, after integration (see Eq. 6), plugging in the definition of E , we get
e2µϕ(t)E[f(X(t))− f(x?)] ≤ f(x0)− f(x?) + h d L σ
2
∗
2
∫ t
0
ψ(s)2
2b(s)
e2µϕ(s)ds.
The statement follows once we divide everything by e2µϕ(t). 
D.3 Asymptotic rates for decreasing adjustment function
16ϕ(t) is the integral of ψ(t), which starts positive, so it is positive for t > 0.
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Corollary 1 Assume (H), (Hσ). Let t > 0 and t˜ ∈ [0, t] be a random time point with dis-
tribution ψ(t˜)ϕ(t) for t˜ ∈ [0, t] (and 0 otherwise). If ψ(·) has the form ψ(t) = 1/(t + 1)a and
b(t) = b ≥ 1 then MB-PGF is s.t.
E
[‖∇f(X(t˜))‖2] ≤

O ( 1ta ) 0 < a < 12
O
(
log(t)√
t
)
a = 12
O ( 1t1−a ) 12 < a < 1
O
(
1
log(t)
)
a = 1
.
Proof : Thanks to Proposition 1, we have
E
[‖∇f(X(t˜))‖2] ≤ f(x0)− f(x?)
ϕ(t)
+
L d σ2∗h
2 b ϕ(t)
∫ t
0
ψ(s)2ds.
First, notice that if a > 1, limt→∞ ϕ(t) < ∞ and we cannot retrieve convergence. Else, for
0 < a < 1, the deterministic term f(x0)−f(x
?)
ϕ(t) is O
(
t1−a
)
and O (log−1(t)) for a = 1. The
stochastic term 1ϕ(t)
∫ t
0
ψ(s)2ds is O (t−a) for a ∈ (0, 1/2) ∪ (1/2, 1), O
(
log(t)√
t
)
for a = 12 and
O(1) for a = 1. The assertion follows combining asymptotic rates just derived for the deterministic
and the stochastic term. 
Corollary 2 Assume (H), (Hσ), (HWQC). Let t˜ be as in Thm. 1. If ψ(·) has the form ψ(t) =
1/(t+ 1)a and b(t) = b ≥ 1, then the solution to MB-PGF is s.t.
E
[
f(X(t˜))− f(x?)] ≤

O ( 1ta ) 0 < a < 12
O
(
log(t)√
t
)
a = 12
O ( 1t1−a ) 12 < a < 1
O
(
1
log(t)
)
a = 1
.
Moreover, for 12 ≤ a ≤ 1 we can avoid taking a randomized time point:
E [f(X(t))− f(x?)] ≤

O ( 1t2a−1 ) 12 < a < 23
O
(
log(t)
t1/3
)
a = 23
O ( 1t1−a ) 23 < a < 1
O
(
1
log(t)
)
a = 1
.
Proof : The first part is identical to Corollary 1 using this time Proposition 2. Regarding the second
part, again from Proposition 2 we have
E
[
f(X(t˜))− f(x?)] ≤ ‖x0 − x?‖2
2 τ ϕ(t)
+
h d σ2∗
2 τ b ϕ(t)
∫ t
0
ψ(s)2ds.
The deterministic term 12τϕ(t)‖x0− x?‖2 isO
(
1
t1−a
)
for 0 < a < 1, O
(
1
log(t)
)
for a = 1 andO(1)
(i.e. does not converge to 0) for a > 1.
The stochastic term h d σ
2
∗
2 τ ϕ(t)
∫ t
0
ψ(s)2ds requires a more careful analysis : first of all notice that
(Lτϕ(t) + 1)ψ(t)2 is O (max{t1−3a, t−2a}). Hence its integral is O (max{t2−3a, t1−2a}) for
1
2 < a <
2
3 , is O(1) for a > 23 and has a more complicated asymptotic behavior for a 6= 12 , 23 . First,
it is clear that, since the integral is bounded for 23 < a, the asymptotic convergence rate in this case is
O
(
1
ϕ(t)
)
= O ( 1t1−a ) for 23 < a < 1 and O ( 1log(t)) for a = 1. Next, we get the two pathological
cases out of our way:
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• For a = 12 we do not have converge, since the partial integral term dσ
2
∗
2τϕ(t)
∫ t
0
Lτϕ(s)ψ(s)2ds
is of the same order as ϕ(t).
• For a = 23 , dσ
2
∗
2τϕ(t)
∫ t
0
(Lτϕ(s) + 1)ψ(s)2ds is O (log(t)). Hence, the resulting asymptotic
bound is O
(
log(t)
ϕ(t)
)
= O
(
log(t)
t1/3
)
.
Last, since for 12 < a <
2
3 the integral term isO
(
max
{
t2−3a, t1−2a
})
= O(t2−3a), the convergence
rate is O
(
t2−3a
ϕ(t)
)
= O(t1−2a). This completes the proof of the assertion. 
Remark D.1 The best achievable rate in the context of the previous corollary is corresponding to
ψ(t) = 1√
t
if we look at the infimum, but is instead corresponding to ψ(t) = 1
t2/3
if we just look at
the final point.
Corollary 3 Assume (H), (Hσ), (HPŁ). If ψ(·) has the form ψ(t) = 1/(t+1)a and b(t) = b ≥ 1,
then he solution to MB-PGF is s.t.
E [f(X(t))− f(x?)] ≤ O
(
1
ta
)
.
Proof : We start from Proposition 3:
E[f(X(t))− f(x?)] ≤ e−2µϕ(t)(f(x0)− f(x?)) + h L d σ
2
∗
2b
∫ t
0
ψ(s)2e−2µ(ϕ(t)−ϕ(s))ds.
For 0 < a < 1, the term e−2µϕ(t) goes down exponentially fast. Thus, we just need to consider the
second addend. Let tˆ ∈ [0, t], then
∫ t
0
ψ(s)2e−2µ(ϕ(t)−ϕ(s))ds ≤
∫ tˆ
0
ψ(s)2e−2µ(ϕ(t)−ϕ(s))ds+
∫ t
tˆ
ψ(s)2e−2µ(ϕ(t)−ϕ(s))ds
≤ e−2µ(ϕ(t)−ϕ(tˆ))
∫ tˆ
0
ψ(s)2ds+
ψ(tˆ)
2µ
∫ t
tˆ
2µψ(s)e−2µ(ϕ(t)−ϕ(s))ds.
Pick tˆ = t/2, notice that, since for ψ(t) = 1(1+t)a ,
∫ t/2
0
ψ(s)2ds grows at most polynomially in t.
Hence, first addend in the last formula decays exponentially fast. Then again we just need to consider
the second addend of the last formula; in particular notice that∫ t
tˆ
2µψ(s)e−2µ(ϕ(t)−ϕ(s))ds = e−2µϕ(t)
∫ t
tˆ
2µψ(s)e2µϕ(s))ds
= e−2µϕ(t)
(
e2µϕ(t) − e2µϕ(t/2)
)
= 1− e−2µ(ϕ(t)−ϕ(t/2)).
Hence, for t big enough, the considered integral will be less than 1. All in all, we asymptotically have
E[f(X(t))− f(x?)] ≤ O(ψ(t)), which gives the desired result.

Remark D.2 We retrieve in continuous time the bound in [42]: the rate is always Ω
(
1
t
)
.
D.3.1 Limit sub-optimality under constant adjustment function
In this paragraph we pick ψ(t) = 1. The results can be found in Table 3. The only non-obvious limit
is the one for PŁ functions. By direct calculation,
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Figure 3: Simulation of MB-PGF for f(x) =
1
2µ‖x‖2 with x ∈ R2, σ2∗ = 0.1 and µ = 2.
Simulation with Euler-Maruyama (stepzize =
10−4).
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Figure 4: Simulation of MB-PGF for f(x) =
1
2µ‖x‖2 with x ∈ R100, σ2∗ = 0.1 and µ = 2.
Simulation with Euler-Maruyama (stepzize =
10−4).
Condition Limit Bound
(H), (Hσ) limt→∞ E
[‖∇f(X(t˜))‖2] Ldσ2∗2b
(H), (Hσ), (HWQC) limt→∞ E
[
f(X(t˜))− f(x?)] Ldσ2∗2τb
(H), (Hσ), (HPŁ) limt→∞ E [f(X(t))− f(x?)] Ldσ
2
#
4µb
Table 3: Ball of convergence of MB-PGF under constant ψ(t) = 1, b(t) = b. For t > 0, t˜ ∈ [0, t] has
probability distribution ψ(s)ϕ(t) for s ∈ [0, t] (and 0 otherwise).
E[f(X(t))− f(x?)] ≤ e−2µϕ(t)(f(x0)− f(x?)) + h d L
2b
∫ t
0
σ2∗e
−2µ(t−s)ds
= e−2µϕ(t)(f(x0)− f(x?)) + h d L σ
2
∗
2
1− e−2µt
2 b µ
.
The result follows taking the limit.
Example D.1 We can verify the results in Table 3 using the quadratic function f(x) = µ2 ‖x‖2, which
is PŁ. This function is isotropic, so µ = L. Under persistent noise σ2∗Id, where Id is the identity matrix,
the MB-PGF is dX(t) = −µX(t)dt+hσ∗dB(t). This has solutionE[f(X(t)] = f(x0)e−2µt+ hdσ
2
∗
4 ,
which perfectly matches the bound in Tb. 3. In Fig. 3 and 4 one can see a simulation for d = 1 and
d = 100, keeping the noise constant at σ2∗ = 0.1 and µ = 2. One can clearly see that the bound is
increasing with the number of dimensions. Moreover, by the law of large numbers, the variance in
f(X) is decreasing with the number of dimensions (it is a sum of χ2 distributions).
D.4 Analysis of VR-PGF
We remind the reader that the SVRG gradient estimate (see Section 2), with mini-batch size b(t) = 1
(always assumed here) is defined as
GVR(xk) := ∇fik(xk)−∇fik(x˜k) +∇f(x˜k),
where f(x) = 1N
∑N
i=1 fi(x), with {fi}Ni=1 a collection of functions s.t. fi : Rd → R for any
i ∈ {1, · · · , N}. We call x? the unique global minimum of f . The stochastic gradient index ik is
sampled uniformly from {1, . . . , N} and x˜k ∈ {x0, x1, . . . , xk−1} is the pivot used at iteration k.
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SVRG builds a sequence (xk)k≥0 of estimates of the solution x? in a recursive way:
xk+1 = xk − hGVR(xk, x˜k−ξk), (SVRG)
where h ≥ 0. ξk is picked to be the sawtooth wave function with period m ∈ N+. Also, after m
iterations, the standard discrete-time SVRG analysis [30, 49, 50, 3, 4] requires "jumping" and set
xk = xrˆk , where rˆk is picked at random from {k −m, . . . , k − 1}. This is known as Option II [30],
as opposed to Option I which performs no jumps. The latter variant is widely used in practice [24],
but, unfortunately, is not typically analyzed in the discrete-time literature.
As in App. E.1.1, we denote by {Fk}k≥0 the natural filtration induced by the stochastic process with
jumps {xk}k≥0. The conditional mean and covariance matrix of GVR are
EFk−1 [GVR(xk)] = ∇f(xk), (8)
ΣVR(xk, x˜k) := CovFk−1 [GVR(xk)] (9)
= EFk−1
[
(GVR(xk)−∇f(xk)) (GVR(xk)−∇f(xk))T
]
.
We start with a lemma and a corollary, which will be used both in continuous and in discrete time and
that are partially derived in [30] and [4].
Lemma 4 We have
Tr (ΣVR(xk, x˜k)) ≤ EFk−1
[‖GVR(xk)‖2)
≤ 2EFk−1‖∇fi(xk)−∇fi(x?)‖2 + 2EFk−1‖∇fi(x˜k)−∇fi(x?))‖2.
Proof : Let us define VR(xk, x˜k) := GVR(xk, x˜k)−∇f(xk). First notice that, VR(xk, x˜k) has zero
mean, and
Tr (ΣVR(xk, x˜k)) = Tr
(
EFk−1 [VR(xk, x˜k)VR(xk, x˜k)T ]
)
=
= EFk−1
[
Tr(VR(xk, x˜k)VR(xk, x˜k)
T
]
= EFk−1
[
Tr(VR(xk, x˜k)
T VR(xk, x˜k))
]
= EFk−1‖VR(xk, x˜k)‖2, (10)
where the second equality is given by the linearity of the trace and third equality by the cyclic
property of the trace. Notice that, since for any random variable ζ we have EFk−1 [‖ζ −EFk−1ζ‖2] =
EFk−1 [‖ζ‖2]− ‖EFk−1 [ζ]‖2 ≤ EFk−1 [‖ζ‖2], then
EFk−1 [‖VR(xk, x˜k)‖2] ≤ EFk−1 [‖GVR(xk, x˜k)‖2].
Hence, we found that Tr (ΣVR(xk, x˜k)) ≤ EFk−1 [‖GVR(x)‖2]. We further bound this term with a
simple calculation
EFk−1‖GVR(x)‖2 = EFk−1‖∇fi(xk)−∇fi(x˜k) +∇f(x˜k)‖2
= EFk−1‖∇fi(xk)−∇fi(x?)− [∇fi(x˜k)−∇fi(x?)−∇f(x˜k)]‖2
≤ 2EFk−1‖∇fi(xk)−∇fi(x?)‖2 + 2E‖∇fi(x˜k)−∇fi(x?)−∇f(x˜k)‖2
= 2EFk−1‖∇fi(xk)−∇fi(x?)‖2
+ 2EFk−1‖∇fi(x˜k)−∇fi(x?)− EFk−1 [∇f(x˜k)−∇fi(x?)]‖2
≤ 2EFk−1‖∇fi(xk)−∇fi(x?)‖2 + 2EFk−1‖∇fi(x˜k)−∇fi(x?))‖2,
(11)
where in the first inequality we used the parallelogram law; in the third equality we used
EFk−1 [∇fi(x?)] = 0 and in the second inequality we used again the fact that for any random
variable ζ, EFk−1‖ζ − EFk−1ζ‖2 = EFk−1‖ζ‖2 − ‖EFk−1ζ‖2 ≤ EFk−1‖ζ‖2. 
Using the previous lemma, we can derive the following result.
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Corollary 4 Assume (H). Then
Tr (ΣVR(xk, x˜k)) ≤ EFk−1
[‖GVR(xk)‖2]
≤ 2L2EFk−1
[‖xk − x?‖2]+ 2L2EFk−1 [‖x˜k − x?‖2] .
Proof :Using first smoothness we have, starting from Lemma 4
Tr (ΣVR(xk, x˜k)) ≤ EFk−1
[‖GVR(xk)‖2)
≤ 2EFk−1‖∇fi(xk)−∇fi(x?)‖2 + 2EFk−1‖∇fi(x˜k)−∇fi(x?))‖2
≤ 2L2EFk−1
[‖xk − x?‖2]+ 2L2EFk−1 [‖x˜k − x?‖2] .

Next, we provide a convergence rate for Option II.
D.4.1 Convergence rate under Option II
We consider, the case b(t) = ψ(t) = 1. Therefore, VR-PGF reads
dX(t) = −∇f(X(t)) dt+
√
h σVR(X(t), X(t− ξ(t))) dB(t).
As for standard SVRG with Option II, every T seconds we perform a jump.
Theorem 7 (Restated Thm. 4) Assume (H), (HRSI) and choose ξ(t) = t − ∑∞j=1 δ(t −
jT) (sawtooth wave), where δ(·) is the Dirac delta. Let {X(t)}t≥0 be the solution to VR-PGF
with additional jumps at times (jT)j∈N: we pick X(jT+T) uniformly in {X(s)}jT≤s<(j+1)T.
Then,
E[‖X(jT)− x?‖2] =
(
2hL2T+ 1
T(µ− 2hL2)
)j
‖x0 − x∗‖2.
Proof : Define the energy E ∈ C2(Rd,R+) such that E(x) := 12 ||x− x?||2. First, we find a bound on
the infinitesimal diffusion generator of the stochastic process {E(X(s))}jT≤s≤(j+1)T:
A E(X(s)) = −〈∇f(X(s)), X(s)− x?〉ds+ h
2
Tr(ΣVR(X(s), X(s− ξ(s))))ds
≤ −µ
2
‖X(s)− x?‖2ds+ hL2 (‖X(s)− x?‖2 + ‖X(s− ξ(s))− x?‖2) ds
where in the first inequality we used Lemma 4 and the RSI. Using Dynkin’s formula (Eq. 6), since
X(s− ξ(s)) = X(jT) for s ∈ [jT, jT+ T] by our choice of ξ(·),
1
2
E
[‖X(jT+ T)− x?‖2]− 1
2
E
[‖X(jT)− x?‖2]
≤ −T
2
(µ− 2hL2)
∫ jT+T
jT
E[‖X(s)− x?‖2]ds
T
+ hL2TE[‖X(jT)− x?‖2],
which gives
∫ jT+T
jT
E[‖X(s)− x?‖2]ds
T
≤ 2hL
2T+ 1
T(µ− 2hL2)E[‖X(jT)− x
?‖2].
By redefining (jumping to)X(jT+T) uniformly from {X(s)}jT≤s≤jT+T, E[‖X(jT+T)−x?‖2] =∫ jT+T
jT
E[‖X(s)− x?‖2]dsT and therefore, for all j ∈ N
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E[‖X(jT+ T)− x?‖2] ≤ 2hL
2T+ 1
T(µ− 2hL2)E[‖X(jT)− x
?‖2].

E Analysis in discrete-time
For ease of consultation of this appendix, we briefly describe here again our setting: {fi}Ni=1 is a col-
lection of L-smooth17 functions s.t. fi : Rd → R for any i ∈ {1, . . . , N} and f(·) := 1N
∑N
i=1 fi(·).
Trivially, f(·) is also L-smooth; our task is to find a minimizer x? = arg minx∈Rd f(x).
(H-) Each fi(·) is L-smooth.
Mini-Batch SGD builds a sequence of estimates of the solution x? in a recursive way, using the
stochastic gradient estimate GMB:
xk+1 = xk − ηkG ({xi}0≤i≤k, k) , (SGD)
where (ηk)k≥0 is a non-increasing deterministic sequence of positive numbers called the learning
rate sequence. We define, as in Sec. 2,
• h := η0.
• adjustment factor sequence (ψk)k≥0 s.t. for all k ≥ 0, ψk = ηk/h.
• {Fk}k≥0 the natural filtration induced by the stochastic process {xk}k≥0.
• E the expectation operator over all the information F∞.
• EFk the conditional expectation given the information at step k.
We also report from the main paper some assumptions we might use
(HWQC) f(·) is C1 and exists τ > 0 and x? s.t. 〈∇f(x), x− x?〉 ≥ τ(f(x)− f(x?)) for all x ∈ Rd.
(HPŁ) f(·) is C1 and there exists µ > 0 s.t. ‖∇f(x)‖2 ≥ 2µ(f(x)− f(x?)) for all x ∈ Rd.
(HRSI) f(·) is C1 and there exists µ > 0 s.t. 〈∇f(x), x− x?〉 ≥ µ2 ‖x− x?‖2 for all x ∈ Rd.
E.1 Analysis of MB-SGD
E.1.1 Non-asymptotic rates
In Sec. 2, we defined ΣMB(x) to be the one-sample conditional covariance matrix. So that
CovFk−1 [GMB(xk, k)] = ΣMB(xk)bk , where bk is the mini-batch size. As commonly done in the
literature [20] and to match the continuous time analysis, we make the following assumption.
(Hσ) σ2∗ := supx∈Rd ‖σMB(x)σMB(x)T ‖S <∞, where ‖ · ‖S denotes the spectral norm.
Last, we define — to match existing proofs of related results [10, 20, 41], k := GMB(xk, k)−∇f(xk).
It follows that E[‖k‖2] = dσ
2
∗
bk
.
Moreover for k ≥ 0 we define ϕk+1 =
∑k
i=0 ψi. We are now ready to show the non-asymptotic
results. But first, we need two (well-known) classic lemmas.
Lemma 5 Assume (H-), then
E[f(xk+1)− f(xk)] ≤
(
Lη2k
2
− ηk
)
E
[‖∇f(xk)‖2]+ L d σ2∗ η2k
2 bk
.
17As already mentioned in the main paper, we say a function f ∈ C1(Rd,Rm) is L-smooth if, for all
x, y ∈ Rd, we have ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖
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Proof : Thanks to the L-smoothness assumption, we have the classic result (see e.g. [43])
f(xk+1)− f(xk) ≤ 〈∇f(xk), xk+1 − xk〉+ L
2
‖xk+1 − xk‖2 a.s. (12)
After plugging the definition of mini-batch SGD, taking the expectation and using Fubini’s Theorem,
E[f(xk+1)− f(xk)]
≤ −ηkE
[
EFk−1 [〈∇f(xk),GMB(xk, k)〉]
]
+
Lη2k
2
E[‖GMB(xk, k)‖2]
≤ −ηkE[〈∇f(xk),EFk−1 [GMB(xk, k)]〉] +
Lη2k
2
E[‖∇f(xk) + k‖2]
≤ −ηkE
[‖∇f(xk)‖2]+ Lη2k
2
E
[‖∇f(xk)‖2 + ‖k‖2 + 2〈k,∇f(xk)〉]
≤
(
Lη2k
2
− ηk
)
E
[‖∇f(xk)‖2]+ Lη2k
2
EFk−1
[‖k‖2]+ Lη2kE [〈EFk−1 [k],∇f(xk)〉]
≤
(
Lη2k
2
− ηk
)
E
[‖∇f(xk)‖2]+ Ldσ2∗η2k
2bk
.

Lemma 6 Assume (H-), then
E
[‖∇f(xk)‖2] ≤ 2LE[f(xk)− f(x?)].
Proof : We have that
E[f(x?)− f(xk)] ≤ E
[
f
(
xk − 1
L
∇f(xk)
)
− f(xk)
]
≤ − 1
2L
E
[‖∇f(xk)‖2] ,
where the first inequality holds since x? is the minimum and the last inequality uses Lemma 5 in the
special case σ2∗ = 0. 
The following theorem (statement and proof technique) has to be compared to Thm. 1 for MB-PGF.
Theorem E.1 Assume (H-), (Hσ). For k ≥ 0 let k˜ ∈ [0, k] be a random index picked with
probability ψj/ϕj+1 for j ∈ {0, . . . , k} (and 0 otherwise). If h ≤ 1L , then we have:
E
[‖∇f(xk˜)‖2] ≤ 2 (f(x0)− f(x?))(hϕk+1) + h d L σ
2
∗
(hϕk+1)
k∑
i=0
ψ2i
bi
h.
Proof : Consider the continuous-time inspired (see Thm. 1) Lyapunov function E(k) := f(xk)−f(x?).
We have, directly from Lemma 5 and using the fact that ηk ≤ 1L (therefore Lη
2
k
2 − ηk ≤ −ηk2 ),
E[E(k + 1)− E(k)] = E[f(xk+1)− f(xk)]
≤
(
Lη2k
2
− ηk
)
E
[‖∇f(xk)‖2]+ Ldσ2∗η2k
2bk
≤ −ηk
2
E
[‖∇f(xk)‖2]+ Ldσ2∗η2k
2bk
Finally, by linearity of integration,
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E[E(k + 1)− E(0)] = E
[
k∑
i=0
E(i+ 1)− E(i)
]
=
k∑
i=0
E[E(i+ 1)− E(i)]
= −1
2
k∑
i=0
ηiE
[‖∇f(xi)‖2]+ L d σ2∗
2
k∑
i=0
η2i
bi
= −h
2
E
[
k∑
i=0
ψi‖∇f(xi)‖2
]
+
L d h σ2∗
2
k∑
i=0
ψ2i
bi
(13)
Next, notice that, since
∑k
i=0
ψi
ϕk+1
= 1, the function i 7→ ψiϕk+1 defines a probability distribution.
Let k˜ ∈ {0, . . . , k} have this distribution; then conditioning on all the past iterations {x0, . . . , xk}
and using the law of the unconscious statistician
EFk−1 [‖∇f(xk˜)‖2] =
1
ϕk+1
k∑
i=0
ψ(i)‖∇f(xi)‖2ds,
which, once plugged in Eq. 13, gives
hϕk+1E[‖∇f(xk˜)‖2] ≤ 2E(0) +
L d h2 σ2∗
2
k∑
i=0
ψ2i
bi
.
The proof ends by using the definition of E .  The following proposition has to be compared to
Thm. 2 for MB-PGF.
Theorem E.2 Assume (H-), (Hσ), (HWQC) and let k˜ be defined as in Thm. E.1. If 0 < h ≤ τ2L ,
then we have:
E
[
f(xk˜)− f(x?)]
] ≤ ‖x0 − x?‖2
τ (hϕk+1)
+
d h σ2∗
τ (hϕk+1)
k∑
i=0
ψ2i
bi
h.
Moreover, if 0 ≤ h ≤ ( 2L − 1τL), then for all k ≥ 0 we have:
E [f(xk+1)− f(x?)] ≤ ‖x0 − x
?‖2
2 τ (hϕk+1)
+
h d σ2∗
2 τ (hϕk+1)
k∑
i=0
(1 + τϕi+1L)
ψ2i
bi
h.
Proof : We prove the two rates separately.
Proof of the first formula : consider the continuous-time inspired (see Thm. 2) Lyapunov function
E(k) := 12‖xk − x?‖2. We have
E[E(k + 1)− E(k)] =
=
1
2
E
[‖xk − x? − ηkGMB(xk, k)‖2]− 1
2
E
[‖xk − x?‖2]
= −ηkE
[
EFk−1 [〈GMB(xk, k), xk − x?〉]
]
+
η2k
2
E
[‖GMB(xk, k)‖2]
= −ηkE
[〈
EFk−1 [GMB(xk, k)], xk − x?
〉]
+
η2k
2
E
[‖∇f(xk)‖2]+ η2k
2
EFk−1
[‖k‖2]
= −ηkE [〈∇f(xk), xk − x?〉] + η
2
k
2
E
[‖∇f(xk)‖2]+ dη2kσ2∗
2bk
,
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where in the second equality we used Fubini’s Theorem. We proceed using weak-quasi-convexity
and Lemma 6:
E[E(k + 1)− E(k)] ≤ −ηkτE [f(xk)− f(x?)] + η
2
k
2
E
[‖∇f(xk)‖2]+ dη2kσ2∗
2bk
≤ −ηkτE [f(xk)− f(x?)] + η2kLE[f(xk)− f(x?)] +
dη2kσ
2
∗
2bk
≤ (Lη2k − τηk)E [f(xk)− f(x?)] +
dη2kσ
2
∗
2bk
.
Next, using the fact that −τηk + Lη2k ≤ −τ ηk2 for ηk ≤ τ2L we get
E[E(k + 1)− E(k)] ≤ −ηkτ
2
E[f(xk)− f(x?)] + η
2
kσ
2
∗d
2bk
(14)
Finally, by linearity of integration,
E[E(k + 1)− E(0)] = E
[
k∑
i=0
E(i+ 1)− E(i)
]
=
k∑
i=0
E[E(i+ 1)− E(i)]
≤ −τ
2
k∑
i=0
ηiE [(f(xi)− f(x?))] + dσ
2
∗
2
k∑
i=0
η2i
bi
= −τ
2
E
[
k∑
i=0
ηi(f(xi)− f(x?))
]
+
dσ2∗
2
k∑
i=0
η2i
bi
.
Proceeding again as in Thm. E.1, we get the desired result.
Proof of the second formula : consider the continuous-time inspired (see Thm. 2) Lyapunov function
E(k) := τhϕk(f(xk)− f(x?)) + 1
2
‖xk − x?‖2.
Then, with probability one,
E(k + 1)− E(k)
= τhϕk+1(f(xk+1)− f(x?)) + 1
2
‖xk+1 − x?‖2 − τhϕk(f(xk)− f(x?))− 1
2
‖xk − x?‖2
= τhϕk+1(f(xk+1)− f(xk)) + τηk(f(xk)− f(x?))
+
1
2
‖xk − x? − ηkGMB(xk, k)‖2 − 1
2
‖xk − x?‖2
= τϕk+1(f(xk+1)− f(xk)) + τηk(f(xk)− f(x?))
+
η2k
2
‖GMB(xk, k)‖2 − ηk〈GMB(xk, k), xk − x?〉.
≤ τη0ϕk+1(f(xk+1)− f(xk)) + τhηk(f(xk)− f(x?))
+
η2k
2
‖∇f(xk) + k‖2 − ηk〈∇f(xk), xk − x?〉 − ηk〈k, xk − x?〉.
≤ τhϕk+1(f(xk+1)− f(xk)) + η
2
k
2
‖∇f(xk) + k‖2 − ηk〈k, xk − x?〉,
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where in the second equality we added and subtracted τηk(f(xk) − f(x?)) (recall that for k ≥ 0,
hϕk+1 =
∑k
i=0 ηi) and in the second inequality the weak-quasi-convexity assumption. Next, thanks
to Lemma 5,
E[E(k + 1)− E(k)] =
≤ τhϕk+1E[f(xk+1)− f(xk)] + η
2
k
2
E[‖∇f(xk)‖2] + η
2
k
2
E[‖k‖2]
= τhϕk+1E[f(xk+1)− f(xk)] + η
2
k
2
E[‖∇f(xk)‖2] + η
2
k
2
EFk−1 [‖k‖2]
≤ τhϕk+1E[f(xk+1)− f(xk)] + η
2
k
2
E‖∇f(xk)‖2 + η
2
kdσ
2
∗
2bk
≤ τhϕk+1
((
Lη2k
2
− ηk
)
E
[‖∇f(xk)‖2]+ Ldσ2∗η2k
2bk
)
+
η2k
2
E[‖∇f(xk)‖2] + η
2
kdσ
2
∗
2
≤
(
η2k
2
+ τη0ϕk+1
(
Lη2k
2
− ηk
))
E
[‖∇f(xk)‖2]+ η2kdσ2∗(1 + Lτϕk+1)
2bk
.
If h ≤ 2/L, then Lη2k2 − ηk ≤ 0. Moreover, under this condition, since for all k ≥ 0 we have
ϕk+1 ≥ ηk, it is clear that ϕk+1
(
Lη2k
2 − ηk
)
≤ ηk
(
Lη2k
2 − ηk
)
. Hence
E[E(k + 1)− E(k)] ≤
(
η2k
2
+ τηk
(
Lη2k
2
− ηk
))
E
[‖∇f(xk)‖2]+ η2kdσ2∗(1 + Lτϕk+1)
2bk
.
It is easy to see that η
2
k
2 + τηk
(
Lη2k
2 − ηk
)
≤ 0 if and only if h ≤ 2τ−1τL . Under this condition, since
E
[‖∇f(xk)‖2] ≥ 0,
E[E(k + 1)− E(k)] ≤ η
2
kdσ
2
∗(1 + Lτϕk+1)
2bk
.
Finally, by linearity of integration,
E[E(k + 1)− E(0)] = E
[
k∑
i=0
E(i+ 1)− E(i)
]
=
k∑
i=0
E[E(i+ 1)− E(i)] = dσ
2h2
2
k∑
i=0
ψ2i (1 + Lτϕi+1)
bi
.
The result then follows from the definition of E . 
The following proposition has to be compared to Thm. 3 for MB-PGF.
Theorem E.3 Assume (H), (Hσ), (HPŁ). If h ≤ 1/L, then for all k ≥ 0 we have:
E [(f(xk+1)− f(x?))] ≤(
k∏
i=0
(1− µ hψi)
)
(f(x0)− f(x?)) + h d L σ
2
∗
2
k∑
i=0
∏k
`=0(1− µ hψ`)∏i
j=0(1− µ hψl)
ψ2i
bi
h.
Proof : Starting from Lemma 5 we apply the PŁ property. If Lη
2
k
2 − ηk ≤ 0, that is ηk ≤ 2/L for all
k, then
E[f(xk+1)− f(xk)] ≤
(
Lη2k
2
− ηk
)
E
[‖∇f(xk)‖2]+ Ldσ2∗η2k
2
≤ 2µ
(
Lη2k
2
− ηk
)
E[f(xk)− f(x?))] + Ldσ
2
∗η
2
k
2
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Furthermore, if ηk ≤ 1/L for all k then Lη
2
k
2 − ηk ≤ − ηk2bk :
E[f(xk+1)− f(xk)] ≤ −µηkE[f(xk)− f(x?)] + Ldσ
2
∗η
2
k
2bk
. (15)
Consider now the Lyapunov function inspired by the continuous time prospective (see Thm. 3):
E(k) :=
{∏k−1
i=0 (1− ηiµ)−1(f(xk)− f(x?)) k > 0
(f(xk)− f(x?)) k = 0 .
We have, for k ≥ 0,
E[E(k + 1)− E(0)]
= E
[
k∑
i=0
E(i+ 1)− E(i)
]
=
k∑
i=0
E[E(i+ 1)− E(i)]
=
k∑
i=0
 i∏
j=0
(1− ηjµ)−1
E [f(xi+1)− f(x?)− (1− ηiµ)(f(xi)− f(x?))]
=
k∑
i=0
 i∏
j=0
(1− ηjµ)−1
E [f(xi+1)− f(xi) + ηiµ(f(xi)− f(x?))] .
Using Lemma 5,
E[E(k + 1)− E(0)]
≤
k∑
i=0
 i∏
j=0
(1− ηjµ)−1
(−µηiE[f(xi)− f(x?)] + Ldσ2∗η2i
2bi
+ ηiµE[f(xk)− f(x?)]
)
≤
k∑
i=0
 i∏
j=0
(1− ηjµ)−1
 Ldσ2∗η2i
2bi
,
where in the first inequality we used Equation 15 . By plugging in the definition of E ,
k∏
i=0
(1− ηiµ)−1EFk [(f(xk+1)− f(x?))] ≤ f(x0)− f(x?) +
k∑
i=0
 i∏
j=0
(1− ηjµ)−1
 Ldσ2∗η2i
2bi
which gives the desired result. 
E.1.2 Asymptotic rates under decreasing adjustment factor
Can be derived easily using the same arguments as in App. D.3, with the same final results.
E.1.3 Limit sub-optimality under constant adjustment factor
In this paragraph we pick ψk = 1 and bk = b for all k and study the ball of convergence of SGD. The
results can be found in Table 4. The only non-trivial limit is the one for PŁ functions.
By direct calculation.
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Condition Limit Bound
(H-), (Hσ) limk→∞ E
[‖∇f(xk˜)‖2] L d σ2∗ hb
(H-), (Hσ), (HWQC) limk→∞ E
[
f(xk˜)− f(x?)
] L d σ2∗ h
τ b
(H-), (Hσ), (HPŁ) limk→∞ E [f(xk)− f(x?)] L d σ
2
∗h
2 µ b
Table 4: Ball of convergence of MB-PGF under constant ψk = 1 and bk = b. For k ≥ 0, ϕk+1 =∑k
i=0 ψi and k˜ ∈ [0, k] is a random index picked with distribution ψj/ϕj+1 for j ∈ {0, . . . , k} and
0 otherwise.
E [(f(xk+1)− f(x?))] ≤ (1− hµ)k+1(f(x0)− f(x?)) + Ldσ
2
∗h
2
2b
k∑
i=0
(1− hµ)i
≤ (1− hµ)k+1(f(x0)− f(x?)) + Ldσ
2
∗h
2
2b
k∑
i=0
(1− hµ)i
≤ (1− hµ)k+1(f(x0)− f(x?)) + Ldσ
2
∗h
2
2b
∞∑
i=0
(1− hµ)i
= (1− hµ)k+1(f(x0)− f(x?)) + Ldσ
2
∗h
2
2hbµ
.
Where we used the fact that for any ρ < 1,
∑∞
i=0 ρi =
1
1−ρ . The result then follows taking the limit.
E.1.4 Convergence rates for VR-SGD (SVRG)
Theorem E.4 Assume (H-), (HRSI) and choose ξk = k−
∑∞
j=1 δk−jm (sawtooth wave), where
δ is the Kronecker delta. Let {xk}k≥0 be the solution to SGD with VR with additional jumps at
times (jm)j∈N: we jump picking x(j+1)m uniformly in {xk}jm≤k<(j+1)m. Then,
E[‖xjm − x?‖2] =
(
1 + 2L2h2m
hm(µ− 3L2h)
)j
‖x0 − x∗‖2.
Proof : Start by computing
1
2
E
[‖xk+1 − x?‖2]
=
1
2
E
[‖xk − x? − hGVR(k)‖2]
= −hE [〈∇f(xk), xk − x?〉] + L2h2E[‖GVR(k)‖2]
where we used the fact that GVR is unbiased. Consider iterations jm ≤ k ≤ j(m+ 1). Our choice of
ξ fixes the pivot to xjm. Using smoothness, Corollary 4 and the restricted-secant-inequality, we get,
1
2
E
[‖xk+1 − x?‖2]− 1
2
E
[‖xk − x?‖2]
≤ −hE [〈∇f(xk), xk − x?〉] + L2h2E
[‖xk − x?‖2]+ L2h2E [‖xjm − x?‖2]
≤ −hµ
2
E
[‖xk − x?‖2]+ 2L2h2E [‖xk − x?‖2]+ L2h2E [‖xjm − x?‖2]
= −h
2
(
µ− 2L2h)E [‖xk − x?‖2]+ L2h2E [‖xjm − x?‖2] .
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Finally, summing from jm to j(m+ 1), we have
1
2
E
[‖xj(m+1) − x?‖2]− 1
2
E
[‖xjm − x?‖2]
≤ −hm
2
(
µ− 2L2h) 1
m
jm+m−1∑
k=jm
E
[‖xk − x?‖2]+ L2h2mE [‖xjm − x?‖2] .
Therefore, dropping the first term,
E
[‖x(j+1)m − x?‖2] = 1
m
jm+m−1∑
k=jm
E
[‖xk − x?‖2] .
Redefining (jumping to) xj(m+1) ∼ U({xk}jm≤k≤(j+1)m), we get
E[‖xj(m+1) − x?‖2] ≤ 1 + 2L
2h2m
hm(µ− 2L2h)E
[‖xjm − x?‖2] .

F Time stretching
Theorem F.1 (Restated Thm. 5) Let {X(t)}t≥0 satisfy PGF and define τ(·) = ϕ−1(·), where
ϕ(t) =
∫ t
0
ψ(s)ds. For all t ≥ 0, X (τ(t)) = Y (t) in distribution, where {Y (t)}t≥0 satisfies
dY (t) = −∇f(Y (t))dt+
√
h ψ(τ(t))
m(τ(t))
σ(τ(t)) dB˜(t),
where {B˜(t)}t≥0 is a Brownian Motion.
Proof : By definition, X(t) is such that
X(t) = −
∫ t
0
ψ(r)∇f(X(r)) dr +
∫ t
0
ψ(r)
√
h
m(r)
σ(r) dB(r).
Therefore
X(τ(t)) = −
∫ τ(t)
0
ψ(r)∇f(X(r)) dr︸ ︷︷ ︸
:=A
+
∫ τ(t)
0
ψ(r)
√
h
m(r)
σ(r) dB(r)︸ ︷︷ ︸
:=B
.
Using the change of variable formula for Riemann integrals, we get
A =
∫ τ(t)
0
ψ(r)∇f(X(r))dr = −
∫ t
0
τ ′(r) · ψ(τ(r)) · ∇f(X(τ(r)))dr =
=
∫ t
0

ψ(τ(r))

ψ(τ(r))
∇f(X(τ(r)))dr.
Using the time change formula (Thm. B.4) for stochastic integrals, with v(r) := ψ(r)
√
h
m(r)σ(r),
B =
∫ τ(t)
0
ψ(r)
√
h
m(r)
σ(r) dB(r) =
∫ t
0
ψ(τ(r))√
τ ′(r)
√
h
m(τ(r))
σ(τ(r)) dB˜(r) =
=
∫ t
0
√
h ψ(τ(r))
m(τ(r))
σ(τ(r)) dB˜(r).
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Figure 5: Empirical validation of the convergence rates for the PŁ non-convex function described in
Section G. Learning rate is fixed and equal to 10−2. Option I is used for SVRG. Averaged runs are
shown with a thick line.
All in all, we have found that
X(τ(t)) = −
∫ t
0
∇f(X(τ(r)))dr +
∫ t
0
√
h ψ(τ(r))
m(τ(r))
σ(τ(r)) dB˜(r).
By Definition B.1, this is equivalent to saying that Y := X ◦ τ satisfies the differential in the theorem
statement. 
G Experimental results
We validate our rates on a least squares linear regression problem with non-convex regularization. In
particular, we consider an objective function with a sum-structure: f(x) = 1N
∑N
i=1 fi(x), N = 5000
with fi(x) = (aTi x− yi)2, where the coordinates of the column vector ai ∈ R10 are taken at random
from a standard Gaussian distribution and yi = aTi xtrue +  with  ∼ N (0, 0.1). The averaged
objective has the form f(x) = 1N ‖Ax − y‖2, where A ∈ R5000×10 is the matrix that contains the
stacked aTi vectors as rows. It is well known (see e.g. [31]) that this function is convex and PŁ. To
make f non-convex (but still RSI) we add a non-convex regularizer of the form g(x) = 1−e−‖x‖2 [5].
The function g(x) penalizes solutions x with a large norm, but only up to a certain quantity (i.e. the
penalty saturates). We center this regularizer around the solution x? := arg minx f(x) and show the
convergence results in Figure 5. As predicted by Thm. E.4, the penalty in the (linear) convergence
rate is heavily influenced by the pivot update frequency m. Moreover, we point the reader to the
interesting transition at iteration ' 180, when we enter the "good" parameter region selected by the
regularizer. We note that such transition (from a slow to a fast region) cannot happen in a convex
objective.
A similar plot can be derived by considering the number of gradient computations instead of number
of iterations — which is more realistic. For these type of plots, the interested reader can check [30].
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