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The quantum Cramér-Rao bound is a cornerstone of modern quantum metrology, as it provides the
ultimate precision in parameter estimation. In the multiparameter scenario, this bound becomes a matrix
inequality, which can be cast to a scalar form with a properly chosen weight matrix. Multiparameter
estimation thus elicits trade-offs in the precision with which each parameter can be estimated. We show
that, if the information is encoded in a unitary transformation, we can naturally choose the weight matrix as
the metric tensor linked to the geometry of the underlying algebra suðnÞ, with applications in numerous
fields. This ensures an intrinsic bound that is independent of the choice of parametrization.
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Introduction.—A central challenge in quantum metrol-
ogy is to develop strategies for enhancing the precision of
parameter estimation. The quantum Fisher information
(QFI), and the associated quantum Cramér-Rao bound
(QCRB), are invaluable tools for this task [1,2], as they
characterize the ultimate precision attainable for different
classes of probe states. This is crucial to identifying
quantum resources that lead to an enhancement in sensi-
tivity versus classical strategies.
It is well established that the maximal sensitivities
achievable for the estimation of a single parameter using
particle-separable and arbitrary quantum probe states are
the shot-noise and Heisenberg limits, respectively [3].
However, much less is known about the corresponding
bounds for the simultaneous estimation of multiple para-
meters. Multiparameter quantum metrology finds many
important applications in fields as diverse as imaging [4–6],
field sensing [7–9], sensor networks [10–12], and remote
sensing [13] to cite but a few examples. In this case, the
QCRB is a matrix inequality, and the ultimate bound is
generally not saturable for all parameters. This is because
the corresponding optimal observables may be incompat-
ible [14–16], and one cannot simultaneously achieve the
optimal precision for each individual parameter. Several
comprehensive reviews highlight recent progress in this
subject area [17–22].
These difficulties have fueled the search for tighter
bounds, which prove to be handy for practical implemen-
tations. The Holevo Cramér-Rao bound (HCRB) [2]
epitomizes the conundrums associated with incompatible
observables: its main tenet is to map the matrix QCRB onto
a scalar inequality by using a positive-definite weight
matrix and then optimize this scalar bound over all
physically viable measurement procedures for a given
probe state. In this manner, one obtains a weighted mean
square error that has to be minimized. This is considered
hard to evaluate, even numerically, because it is defined
through a constrained minimization over a set of operators.
Closed results are known only for very simple models [23–
25], and the numerical tractability of calculating the HCRB
for finite-dimensional systems has been recently consid-
ered [26,27].
Surprisingly, little attention has been paid to the proper-
ties of the weight matrix: its only role is to give relative
weights to the different parameter estimate variances, so
different choices lead to different optimal probe states and
experimental designs. This entails a significant ambiguity
in real-world problems that inherently involve numerous
parameters. One idea is to always choose the weight matrix
that gives the worst possible total error for an optimal
measurement strategy [28]. In this Letter, we discuss
whether that matrix can be chosen in a natural way.
To provide a proper answer, we first assume that the
parameters are imprinted onto the probe state via a unitary
transformation; i.e., we assume that the parameters belong
to the group SUðnÞ. From a geometrical viewpoint, the
associated Lie algebra suðnÞ can be endowed with a metric
tensor, the Killing-Cartan form, with all the desirable
properties [29]. When this metric is used as our weight
matrix, we obtain a QCRB with intrinsic properties,
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independent of the choice of parametrization. Such a
QCRB can significantly facilitate finding the correspond-
ing optimal states for estimating all of the parameters with
these intrinsic weights. We demonstrate the power of this
bound for the broad scenario of estimating all of the
parameters of an SUðnÞ operation, which generalizes
known multiparameter estimation results for rotation [9]
and multiphase [30] estimation problems. Because of the
ubiquity of unitary transformations, this paves the way for
solving new problems, such as determining the limits
of 3D polarimetry [31–33]; measuring systems of qudits
[34–37]; characterizing multiport interferometers [38–41],
which have found recent applications in boson sampling
[42–44]; and beyond.
Setting the scenario.—We are interested in estimating
multiple parameters simultaneously. The typical scheme
requires some d-dimensional vector of parameters
θ ¼ ðθ1;…; θdÞ⊤ ∈ Rd to be imprinted on a (pure) probe
state jψi, which is shifted by applying a corresponding
unitary transformation UðθÞ ∈ SUðnÞ that encodes the
parameters θ (the superscript ⊤ denotes the transpose).
The output state jψθi ¼ UðθÞjψi is then detected via a set
of measurements, represented by a positive operator-
valued measure (POVM) [1] fΠxg, where the POVM
elements are labeled by an index x that represents the
possible outcomes (discrete or continuous) according to
Born’s rule pðxjθÞ ¼ hψθjΠxjψθi.
Often, the protocol is repeated N times using
identical copies of the state. From the output results
x ¼ ðx1;…; xNÞ⊤, which we assume to be independent
and identically distributed, one can construct a joint
probability distribution pðxjθÞ ¼ QNj¼1 pðxjjθÞ and then
infer the vector parameter via an estimator θ̂. In the
following, we restrict our attention to locally unbiased
estimators, for which hθ̂ji ¼ θj and dhθ̂ji=dθk ¼ δjk, and
we compute average values h·i using the probability
distribution pðxjθÞ [1].
The performance of the estimator can be properly
assessed in terms of the covariance matrix Cψðθ̂Þ,
defined as
½Cψðθ̂Þjk ¼ hðθ̂j − θjÞðθ̂k − θkÞi; ð1Þ
where j; k ¼ 1;…; d. The diagonal elements are the
variances of the different parameters, whereas the non-
diagonal elements characterize the possible correlations
between various parameters.
To guide the design of real experiments, it is possible to
calculate theoretical lower bounds for Cψðθ̂Þ. The ultimate
limit for any possible POVM is given by the time-honored
QCRB, which stipulates that
Cψ ðθ̂Þ ≽ Q−1ψ ðθÞ; ð2Þ
where the matrix inequality A ≽ B means that A − B
is a positive semidefinite matrix. Here, the quantum
Fisher information matrix (QFIM) for pure states
and unitary evolution takes the particularly simple
form [18]
½Qψ ðθÞjk ¼ 4CψðHj;HkÞ: ð3Þ
The operators Hj are the generators of the transformation,
determined through Hj ¼ iU†ðθÞ∂θjUðθÞ, and we define
the symmetrized covariance between two operators as
Cψ ðA;BÞ ¼ 12 hABþ BAi − hAihBi and expectation val-
ues with respect to jψi.
How can we optimize a probe state jψi given a matrix
figure of merit? Starting from a covariance matrix,
we can balance the precision of the various parameters
by using a weight matrix W ≻ 0; this leads to the scalar
inequality
wMSEðθ̂Þ≡ Tr½WCψðθ̂Þ ≥ Tr½WQ−1ψ ðθÞ≡ CSðθÞ: ð4Þ
The left-hand side is the so-called weighted mean square
error of the estimator wMSE, whereas CSðθÞ is a
scalar cost function, much in the same spirit as the risk
functions used in Bayesian estimation [45]. For a given
W, the standard approach is to minimize CSðθÞ to derive
better parameter estimates. In contradistinction, we
address here whether there is an intrinsic choice for the
matrix W.
Intrinsic bound.—Let us assume that the unitary process
can be represented as UðθÞ ¼ exp½iΩðθÞ ·X, where the
vector ΩðθÞ encodes the pertinent set of parameters θ and
fXig are the generators of SUðnÞ; that is, fXig comprise a
basis of the Lie algebra suðnÞ, which consists of traceless
Hermitian n × n complex matrices with i½·; · as their Lie
bracket [46] (½·; · denoting the regular commutator). This
form is especially advantageous because it includes all
metrological applications in which the parameters are
related to either components of a Hamiltonian or an
interaction time. For our final results to hold, we require
that the vector ΩðθÞ is a smooth injective function of the
parameters θ.
A straightforward method for calculating ∂θjUðθÞ is







exp½ð1 − βÞA ∂A∂λ expðβAÞdβ: ð5Þ
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Since U−1XU ∈ suðnÞ, we conclude that Hj can be
generically expressed as a linear combination of the
generators fXig through
Hj ¼ hj ·X; ð7Þ
where the real vectors of coefficients hjðθÞ are computed
from Eq. (6) and depend onΩθ. The far-reaching result that
the generators Hj of the transformation are equal to linear
combinations of the generators fXig is essential to finding
an intrinsic QCRB that is independent of parametrization.
Moreover, this relation will always hold for the same
vectors hj regardless of the particular representation of the
group that we use.
In this way, we can immediately work out a compact
expression for the QFIM:
Qψ ðθÞ ¼ 4H⊤ðθÞCψ ðXÞHðθÞ ð8Þ





The remarkable property of these expressions is that
we have separated the parameter dependence HðθÞ ¼
ðh1;…;hdÞ⊤ from the state dependence that is embodied
in ½CψðXÞjk ¼ CψðXj; XkÞ. This form allows us to easily
identify when the QFIM becomes singular, which implies
that all d parameters cannot be simultaneously estimated
for some probe state and parametrization. For example,
whenCψ ðXÞ is singular, the probe state will never be useful
for estimating all d parameters, while, when H is singular,
the coordinate system defined by the parametrization is
singular at that specific set of parameters θ regardless of the
probe state. As discussed in Ref. [48], singularities in one
coordinate system can be alleviated for specific parameters
by switching to a new coordinate system; here, we show
how a proper choice of weight matrix W removes all
ambiguities that can arise from the choice of coordinate
system.
To proceed, we note that the parameters θ are coordinates
of the group manifold (the parameters ΩðθÞ form an
alternative set of coordinates of the manifold), which is
compact and simply connected [46]. One can define therein
a local metric tensor and through that covariant operations
and invariant quantities. As suðnÞ is compact and semi-
simple, the Killing form BðX; YÞ ¼ 2nTrðX†YÞ is non-
degenerate and defines a scalar product ðX; YÞ ¼ BðX; YÞ
that, in turn, induces a natural metric ds2 ¼ ðdU; dUÞ,






and computing dU ¼ −iUPj Hjdθj, we find that the
metric explicitly depends on the generators from Eq. (7)
through gjk ¼ TrðHjHkÞ. We can then use the orthonor-
mality of the generators ðXj; XkÞ ¼ δij to determine the
components of the metric tensor to be (up to an inessential
global constant)
gjk ¼ hj · hk; ð11Þ
or, in vector form, g ¼ H⊤H. It follows that, if we choose
the Cartan metric as the weight matrix W ¼ g, all of the






The only remaining ingredients are the covariances of the
generators of suðnÞwith respect to the original state, or any
state along the unitary orbit, as Tr½C−1ψ ðXÞ ¼ Tr½C−1ψ 0 ðXÞ,
with jψ 0i ¼ Ujψi. This is exactly what one requires
physically and seems quite elegant. It nicely complements
the single-parameter scenario in which the QFI for unitary
operations takes the same value anywhere along the unitary
orbit, which previously presented peculiar challenges to the
estimation of multiple parameters.
Discussion.—To see how our new result works,
let us first consider the simplest case of SU(2), which
describes rotations, the type of unitary transformation
being estimated in standard polarimetry and magnetometry,
among other examples. A general element is characterized
by the Euler angle parametrization UðΦ;Θ;ΨÞ ¼
e−iΦJze−iΘJye−iΨJz , where we have used the standard
angular momentum notation J for the generators.
Derivatives with respect to the parameters lead us to
hΦ ¼ ð− sinΘ cosΨ; sinΘ sinΨ; cosΘÞ⊤;
hΘ ¼ ðsinΨ; cosΨ; 0Þ⊤;
hΨ ¼ ð0; 0; 1Þ⊤; ð13Þ
which makes the matrix H singular when, for example,
Θ ¼ 0. The metric for this parametrization is
ds2 ¼ dΦ2 þ 2 cosΘdΦdΨþ dΘ2 þ dΨ2; ð14Þ
which directly cancels the singularities in H through
H−1⊤gH−1 ¼ 1, as promised.
It is straightforward to show that in this case CψðJÞ is
singular if and only if the probe state is an eigenstate of
some angular momentum projection, that is, proportional to
UðθÞjJmi. States with any definite angular momentum
projection cannot be used for simultaneously estimating all
three parameters of a rotation.
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To find the most sensitive states we have to minimize
Tr½C−1ψ ðJÞ. This is straightforward to optimize because, for
any symmetric, positive-semidefinite, invertible matrix M,
Trð1Þ2 ¼ TrðM1=2M−1=2Þ2 ≤ TrðMÞTrðM−1Þ, with equal-
ity if and only if M is proportional to the identity matrix.





JðJ þ 1Þ ; ð15Þ
with the trace of the inverse achieving the minimum only
when the state is first-order unpolarized [49] (that is,
hJi ¼ 0), and when CψðJÞ ∝ 1, as is the case for the so-
called Kings of Quantumness [50–52]. We see that having
isotropic angular momentum up until second order makes a
state most sensitive to arbitrary rotations about arbitrary
axes. Our minimum intrinsic QCRB is given by the square
of the number of parameters divided by the quadratic
Casimir invariant C2 ¼ J2x þ J2y þ J2z ¼ JðJ þ 1Þ1.
The conditions guaranteeing the saturation of the QCRB
constitute a touchy business [53]. Fortunately, for the case
of pure states, a sufficient condition is h½Hj;Hki ¼
0; ∀ j; k. These expectation values will vanish for all
states with hJi ¼ 0, so the optimal state will have a
saturable QCRB in this case.
These results can be directly extended to the case of a full
SUðnÞ estimation. A large number of applications across
photonics require the capability of implementing arbitrary
linear unitary transformations on a set of optical modes.
The control and estimation of all of the free parameters of a
general modal unitary transformation is thus of paramount
importance for many experiments. This includes spatial
multiplexing [54,55], neural networks [56], novel imaging
techniques [57], quantum circuits [58], and programmable
simulators [59]. Sampling the output probability when
photons traverse such networks is hard to simulate in a
classical computer, and hence it may be a path to achieve
quantum supremacy [60].
Using the same trick, we get that Tr½CψðXÞ is bounded
by the quadratic Casimir invariant C2 ¼
P
jk gjkXjXk ≡
C̃21 of SUðnÞ and, therefore, the second-order unpolarized
states




saturate the optimal QCRB for the simultaneous estimation
of all d intrinsically weighted parameters. This yields a
minimum total variance 1
4
d2=C̃2, generalizing Eq. (15). All
of the parameters should be simultaneously estimable with





, which corresponds to physical
quantities such as the number of particles, is quadratic in
the labels of the irreducible representation.
Such a protocol outperforms strategies where the param-
eters are being sequentially estimated with uncorrelated
measurements [61–63] by a factor on the order of d.
Uncorrelated sequential estimation protocols require split-




Þ into d parts, then at





Þ2, so that the total variance scales as
Oðd3=C̃2Þ. This has been seen for the specific examples
of multiphase estimation [30], which satisfies Uð1Þ⊗n ⊂
SUðnÞ up to a global phase (i.e., modulo the centre of the
group), and rotation estimation [9], which satisfies
SUð2Þ ⊂ SUðnÞ. Estimating the components of any subset
of SUðnÞ can now be similarly optimized using our results.
When estimating the d ¼ n2 − 1 free parameters of
SUðnÞ transformations among qudits, states satisfying
Eq. (16) are again optimal and achieve the Heisenberg
limit for simultaneously estimating all d parameters. The
relative advantage of such states over Greenberger-Horne-
Zeilinger (GHZ) states [64], which have been deemed as of
optimal sensitivity [65], is depicted in Fig. 1 for various
values of n; GHZ states only achieve shot-noise scaling in
this context. This is because GHZ states are optimized for
estimating only a subset of the parameters of an SUðnÞ
transformation, while the intrinsic weight matrix includes
all of the parameters.
The tools developed here are expeditious to apply.
Consider, for example, SU(3) metrology, which governs
physical systems such as symmetric states of N qutrits.
SU(3) transformations are parametrized by eight variables,
making the choice of weight matrix W cumbersome
and potentially arbitrary: fixing W to correspond to
FIG. 1. Minimum total uncertainty CS for estimating all of the
parameters of an SUðnÞ transformation for our ideal states
satisfying Eq. (16) (dashed curves) and GHZ states (solid curves)
versus number of particles (photons, qudits, etc.), using our
intrinsic weighting of the parameters. While GHZ states, like
their two-mode versions known as NOON states, exhibit Heisen-
berg-scaling precision for estimating some parameters, they con-
vey overall minimum uncertainties exhibiting shot-noise-scaling
precision. The ideal states triumph with Heisenberg-scaling
precision for the simultaneous estimation of all of the parameters.
PHYSICAL REVIEW LETTERS 127, 110501 (2021)
110501-4
SU(3)’s metric dramatically simplifies the problem, yield-
ing Eq. (12).
One immediate application is to polarimetry: while
standard polarimetry estimates the polarization components
of a transverse electric field [66], a general beam may have
3D polarization structure, which requires the knowledge of
the 3D Stokes vectors [67–70]. The latter’s eight degrees of
freedom are exactly the parameters imprinted by SU(3)
operations and constitute the basis of 3D polarimetry,
which has plenty of applications in different areas. Our
result uniquely simplifies the choice of relative weights for
the variances and covariances between all eight parameters.
Equation (16) can readily be used to find ideal states for
estimating all eight parameters in three-dimensional polar-
imetry, without any qualms about how to choose the
relative weights of these eight parameters. The former
leads to conditions among the coefficients of the states in




p ðjk − l; k; kþ li þ jk; kþ l; k − li
þ jkþ l; k − l; kiÞ; ð17Þ
for pairs of nonzero integers k ¼ N =3 and l satisfying
4l2 ¼ 3kðkþ 1Þ. Here, the state jn1; n2; n3i denotes a
Fock state with n1, n2, and n3 excitations in three respective
bosonic modes or a symmetric superposition of n1, n2, and
n3 copies of three respective states. The relative merit
of using such states versus GHZ states ðjN ; 0; 0i þ
j0;N ; 0i þ j0; 0;N iÞ= ffiffiffi3p can be appreciated again in
Fig. 1.
Two final comments pertain. First, it is easy to realize
that the elegant form (8) for the QFIM also holds for mixed







dsTr½ðϱX −XϱÞe−ϱsðX⊤ϱ − ϱX⊤Þe−ϱs;
ð18Þ
so the parameter dependencies factor out in terms of HðθÞ
and will always disappear in the QCRB if we weight the
covariances using the metric. This means that even noisy
measurements with imperfect probe states can benefit from
our prescription to choose the weight matrixW to coincide
with the metric describing the transformation by using
Eq. (12) with the replacement of Eq. (18). Second, the
treatment can be repeated much in the same way when the
information is encoded either in any of the subgroups of
SUðnÞ or in channels with symmetries beyond SUðnÞ. This
lets the results take into account scenarios in which not all
of the parameters are physically relevant, such as recov-
ering the optimality of NOON states when estimating a
single relative phase as a subset of SU(2).
Concluding remarks.—We have used geometric argu-
ments to show how to obtain an intrinsic QCRB for unitary
processes. This directly generalizes many earlier results for
multiparameter estimation, notably generalizing the single-
parameter estimation result that estimation precision is
unchanged along a unitary orbit, and is easily applicable to
variegated metrological scenarios. An important advantage
of these geometric arguments is that they provide deep
connections between quantum estimation and general
quantum information tasks.
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