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Classical relativistic Monte Carlo simulations of petawatt laser acceleration of electrons bound
initially in hydrogen-like, highly-charged ions show that both the angles and energies of the laseraccelerated electrons depend on the initial ion positions with respect to the laser focus. Electrons
bound in ions located after the laser focus generally acquire higher (GeV) energies and are
ejected at smaller angles with respect to the laser beam. Our simulations assume a tightly-focused
linearly-polarized laser pulse with intensity approaching 1022 W/cm2. Up to fifth order corrections
to the paraxial approximation of the laser field in the focal region are taken into account. In addition to the laser intensity, the Rayleigh length in the focal region is shown to play a significant role
in maximizing the final energy of the accelerated electrons. Results are presented for both Ne9þ
C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4930218]
and Ar17þ target ions. V

I. INTRODUCTION

Recent advances in laser technologies have led to the
development of petawatt-class lasers, making possible laser
intensities of the order of 1022 W/cm2.1,2 The electric field
strengths for these laser intensities are about three orders of
magnitude greater than the Coulomb field experienced by a
ground state electron in atomic hydrogen. These advances
open the regime of highly relativistic light-matter interactions, raising interest in both experimental and theoretical
studies of the new phenomena that become possible in this
regime. One of these novel phenomena is the acceleration of
electrons to GeV energies. Laser-driven plasma-based electron acceleration is one of the promising methods for obtaining high energy electron beams of good quality.3–7 Recently,
multi-GeV electron beams have been produced using laser
wakefield8,9 and plasma waveguide10,11 accelerators.
Vacuum acceleration is another means for producing high
energy electrons. Free electrons can be injected into the focal
region of an intense laser beam, where they experience the
strong electromagnetic field and are accelerated to MeV or
even GeV energies.12–18 Different schemes have been developed to transfer more energy to the electrons, as well as to
reduce the angular divergence of the electron beams, such as
those employing radially-polarized laser fields,19–25 chirped
pulses,26–33 an additional magnetic field,34–36 or a linearlypolarized Laguerre-Gaussian (“twisted”) laser pulse.37 In
vacuum acceleration, it has been shown theoretically that the
angular divergence of the accelerated electron beam can be
narrowed by using either a radially-polarized laser pulse24,25
or a linearly-polarized Laguerre-Gaussian laser pulse with
orbital angular momentum l ¼ 62.37
Hu and Starace38,39 proposed the use of highly-charged
ions interacting with an intense laser field as a new scheme
for laser acceleration of electrons in vacuum. The ion species
are chosen according to the laser intensity so as to ensure
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that the innermost bound electrons in highly-charged ions
are only ionized when the laser field in the pulse approaches
its peak intensity. The ionized electrons are then quickly
accelerated to nearly the speed of light, surfing on the laser
pulse to GeV energies. In order to better describe actual experimental conditions, realistic laser focusing effects must
be included in the theoretical calculations. The most significant one is the relativistic effect induced by an intense external laser field if the electron’s ponderomotive energy
Up ¼ e2 E20 =ð4mx2 Þ is greater than the electron rest mass
energy mc2, i.e., if the parameter q ¼ Up =ðmc2 Þ is unity or
larger, where E0 and x are the laser’s electric field amplitude
and angular frequency, respectively. In the present simulations for an 800 nm Ti:sapphire laser with peak intensity
I  1022 W/cm2, q is about 1166, which corresponds to the
highly relativistic regime. In addition, the widely-used
paraxial Gaussian beam is strictly applicable only for nonrelativistic or weakly relativistic laser-driven electron acceleration. For tightly-focused intense laser fields, however,
higher-order corrections to the paraxial approximation are
necessary.40–50
In this paper, we consider the interaction of an intense
linearly-polarized laser pulse with hydrogen-like highlycharged ions (as in Refs. 38 and 39) with an emphasis on the
dependence of the accelerated electron energies and angular
distributions on the initial positions of the target ions relative
to the laser focus. Two prior studies have investigated the dependence of final electron energies on initial electron positions in the laser focal region for both linearly-polarized51
and radially-polarized52 laser pulses. In each case the electrons are considered to be initially at rest (“test particle
approach”) and the laser beam is tightly-focused by a parabolic mirror. (For the case of a linearly-polarized pulse,51 the
parabolic mirror produces laser fields in the focal region that
are very different from those we investigate here.) For our
case of hydrogen-like highly-charged ions, we investigate
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fields produced by petawatt-class lasers available today and
in the near future, where 1 PW ¼ 1015 Watts. The fields of
such lasers can be focused to a small spot size on the order
of a wavelength, thereby achieving high intensity of the
order of 1022 W/cm2 in the focal region. The relativistic classical trajectory Monte Carlo (CTMC) method is employed to
simulate the intense laser ionization and acceleration of electrons in hydrogenlike highly-charged ions. For each laser
power level considered, the beam waist in the focus is varied
from one to ten times the laser wavelength in our simulations. Our principal result is the demonstration that the final
energies and ejection angles of the ionized electrons depend
significantly on the initial positions of their parent ions relative to the laser focus. The findings of this paper are different
from those in Refs. 51 and 52, as discussed in Section IV.
This paper is organized as follows. In Sec. II, we
describe briefly the relativistic quantum mechanical description of an intense laser field interacting with an electron in a
highly-charged ion, noting, in particular, its practical limitations in numerical applications. Then, the relativistic classical approach used in our simulations is outlined, including
the dynamical equations, the preparation of the ensemble of
initial conditions, and the description of the tightly-focused
laser beam. In Sec. III, we present the results of our numerical simulations beyond the paraxial approximation and
explain qualitatively the key features of the results of our
simulations. Finally, in Sec. IV, we summarize our results
and present our conclusions. Throughout this paper, we use
SI-based atomic units: e ¼ me ¼ h ¼ 1=ð4p0 Þ ¼ 1.
II. RELATIVISTIC SIMULATION METHODS

Laser acceleration of electrons in highly charged ions
can be treated as a two-step process: The first step is the ionization of the deeply bound electrons to the continuum; the
second step is the acceleration of the ionized electrons by
the intense laser field. In the second step, the acceleration of
the electrons away from the ion is so rapid that the nuclear
Coulomb field can be ignored without loss of accuracy; i.e.,
the ionized electrons can be treated as free electrons. In the
non-relativistic dipole regime, the motion of an electron in a
laser field is usually associated with an oscillation along the
polarization direction. When the laser intensity increases to
the weakly relativistic regime, non-dipole effects (such as
the typical figure eight trajectory) caused by the magnetic
components of the laser field become important. In the
highly relativistic regime, the electron drifts mainly along
the laser propagation direction, and the momentum gain is
mainly in that direction. In the following, we first discuss in
Sec. II A the difficulty of carrying out a relativistic quantum
description of the ionization and subsequent acceleration of electrons in highly-charged ions by an intense laser field. We then
focus in Secs. II B–II E on various aspects of the approach we
employ: the relativistic classical trajectory Monte Carlo method.
A. Challenges of a relativistic quantum mechanical
description

The motion of a free electron in a plane wave laser field
is governed by the time-dependent Dirac equation or, if the
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spin of the electron is not considered, by the Klein-Gordon
equation. Although both equations admit negative energy
solutions, these are not considered in this work because the
intensity used in our simulations is far below the Schwinger
limit of 1029 W/cm2. For a plane wave electromagnetic field,
the Dirac equation can be solved exactly and the solutions
are called relativistic Volkov states. Since the Volkov states
are a complete plane wave basis of free electron solutions of
the Dirac equation, they can be used to represent electron
wave packets and study their evolution.53,54
For ionization of highly-charged ions interacting with a
tightly-focused intense laser field, however, exact analytical
solutions for either the Dirac or the Klein-Gordon equation
do not exist. One must solve either of those equations
numerically. Due to the huge excursion amplitude of an ionized electron, a numerical solution of either the Dirac or the
Klein-Gordon equation for the Coulomb potential in threedimensional space is beyond the capabilities of today’s
computers. Therefore, in order to obtain numerical solutions,
certain restrictions and approximations are necessary. For
example, Ref. 55 treats the case of a hydrogen-like ion interacting with a linearly-polarized laser in two-dimensions and
approximates the Coulomb field of the nucleus by a soft
Coulomb potential.
Besides direct numerical solutions of the Dirac and
Klein-Gordon equations, theorists have also developed relativistic generalizations56,57 of both the semiclassical theory
of ionization of atoms and ions in an intense laser field and
the strong field approximation (SFA). In Ref. 56, the semiclassical theory of ionization by an intense laser field is
treated for the cases of linear, circular, or elliptical polarization. In Ref. 57, a Coulomb-corrected SFA is generalized for
the relativistic regime (based on the Dirac equation) for the
case of ionization of hydrogen-like systems in an intense
laser field, treating the laser field exactly and treating the
Coulomb field perturbatively by eikonal-Volkov states. In
both cases, the laser field is described as a plane electromagnetic wave. Thus, despite these theoretical advances, the
quantum description of ionization of an atom or ion in a
tightly-focused intense laser field remains a challenge.
B. Relativistic classical trajectory Monte Carlo method

While existing numerical approaches for solving the relativistic quantum mechanical equations are restricted to twodimensional approximations and soft Coulomb potentials,55
the classical relativistic approach is capable of treating the
actual Coulomb potential as well as laser-focusing effects in
three dimensions.39 Although the classical simulations cannot describe the quantum ionization process, they can
describe the laser acceleration of electrons after ionization
with quantitative accuracy. For the simple case of free electrons interacting with a plane wave laser field, explicit exact
analytic expressions for relativistic electron trajectories are
presented in Ref. 58 for arbitrary initial positions and velocities. For a focused laser pulse, approximations and numerical integrations are necessary. The classical trajectory Monte
Carlo method not only offers a less computationallydemanding alternative to the numerical integration of either

093111-3

Pi, Hu, and Starace

Phys. Plasmas 22, 093111 (2015)

the Dirac or the Klein-Gordon equations but also provides
physical insight into tight-focusing effects, which can significantly change the energy and angle of ionized electrons.
We consider the interaction of an ultraintense laser pulse
with a hydrogen-like, highly-charged ion. The laser pulse is
assumed to be linearly-polarized along the x-axis and to
propagate along the z-axis. The relativistic classical dynamics of an electron in both a laser field and a Coulomb field is
described by the relativistic dynamical equations

collective motions nor plasma effects (such as refractive
defocusing and laser wakefield plasma waves) need to be
included.62–64 Therefore, the integration of Eq. (1) for each
electron trajectory is independent, which is ideal for parallel
computing. The initial conditions for each electron trajectory
are sampled randomly from the prepared relativistic microcanonical ensemble, which is described next.

dr=dt ¼ p=c;

Classical trajectory Monte Carlo methods have been
used extensively to study collision and ionization processes
of atoms and highly-charged ions.65–70 The stationary ground
state of a target atom or ion is modeled by a microcanonical
ensemble in the phase space of the active electron. The distribution function of the microcanonical ensemble is
qðr; pÞ / dðeg  eðr; pÞÞ, in which eg is the relativistic quantum ground state energy of a hydrogen-like ion and eðr; pÞ is
the relativistic energy of an electron in a Coulomb potential
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
eðr; pÞ ¼ c2 1 þ p2r =c2 þ L2 =r 2 c2  Z=r;
(2)

(1a)

(1b)
dp=dt ¼ ðEC þ EL þ p  BL =cÞ;
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
where c  1 þ p2 =c2 is the usual relativistic factor; r and
p are the coordinate and mechanical momentum vectors of
the electron, respectively; EL and BL are the laser electric
and magnetic fields; and EC is the Coulomb electric field.
Equation (1) is a coupled system of six first-order differential
equations for the six components of the electron’s position
and momentum vectors. In the absence of an electromagnetic
field, solutions of Eq. (1) are relativistic Kepler orbits, which
are not closed owing to perihelion shifts. For a plane-wave
laser field, analytic solutions have been given for free electrons (i.e., EC ¼ 0) with arbitrary initial position and
momentum.58
In general, when both the electromagnetic and Coulomb
fields are present, these equations are integrated numerically
using the Runge-Kutta method with self-adaptive steps. In
classical mechanics, if some electrons move too close to the
nucleus, they will very likely fall into the nucleus owing to
the Coulomb singularity at r ¼ 0. This situation can cause
numerical difficulties, because the step size will approach
zero. On the other hand, the electron does not fall into the
nucleus in reality owing to quantum mechanics. In practice,
very few trajectories collapse and for these few, the calculation is stopped whenever the angular momentum of the electron is smaller than 1=c; i.e., we neglect these collapsing
trajectories.59
In our simulations based upon Eq. (1), effects of radiation reaction1,60,61 are not treated since the radiative energy
loss of the electrons is negligible for the laser parameters
used in our simulations. For a 31 PW laser focused to 10 lm,
the radiative energy loss has been estimated in Ref. 39 using
the relativistic Larmor formula for the instantaneous radiated
power and then integrating it over time along the electron
trajectory. It was found that the radiative energy loss is about
105 times smaller than the total energy gain of the electron.
The most powerful laser used in our simulations is a 25 PW
laser, which is less powerful than that of the laser simulated
in Ref. 39, although the peak intensities of the focused laser
field are of the same order of magnitude, i.e., 1022 W/cm2.
Thus, we expect radiation reaction effects to be negligible in
our simulations. Moreover, the radiation reaction force is
much smaller than the Lorentz force if the wavelength of the
laser field is much larger than the Compton wavelength
(3:9  104 nm) and the laser intensity is much smaller than
the Schwinger limit (4:6  1029 W/cm2), both of which criteria are met in our simulations. We also assume that the gasphase ions are dilute enough (1023 m3 or less) that neither

C. Relativistic microcanonical ensemble

where r is the radial position of the electron, pr is its radial
momentum, and L is its angular momentum. Since the relativistic Kepler problem is analytically solvable,71 one obtains
the following equation for the electron orbit:
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2 L2 e2g  c4 ðc2 L2  Z 2 Þ
1
¼
c2 L 2  Z 2
r
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 
Zeg
 cos
1  Z 2 =c2 L2 / þ 2 2
;
(3)
c L  Z2
where polar coordinates ðr; /Þ are used since the angular momentum L is a constant and since the electron’s motion in
the Coulomb potential is planar.
To prepare this initial ensemble numerically in a computer simulation, each point in phase space needs to be determined from a set of initial parameters. The first parameter,
eðr; pÞ, is set equal to the relativistic ground state energy, eg ,
of the hydrogen-like ion. The second parameter, the squared
angular momentum L2, is randomly chosen between Z 2 =c2
and Z 2 =ðc2  e2g =c2 Þ, within which range L2 is uniformly distributed.59 With specified ground state energy eg and angular
momentum L, the relativistic Kepler orbit is determined
using Eq. (3), which can be assumed without loss of generality to lie in the xy plane (in Cartesian coordinates). The initial position (r0, /0 ) of a trajectory can be randomly sampled
along the Kepler orbit.59 Then, the corresponding radial momentum pr of the electron can be determined from the total
energy eðr; pÞ. So far, we have obtained the initial position
coordinates and momenta (r0, pr, /0 ; L), which can be easily
converted to Cartesian coordinates (x0, px0 , y0, py0 ) in the xy
plane. The last step is to rotate this single phase space point
in the xy plane into three dimensions using an arbitrary set of
Euler angles. In this way, one obtains a set of initial position
and momentum coordinates (representing a single point in
phase space) for a single electron trajectory. One then
repeats this procedure to prepare a relativistic microcanonical ensemble containing 500 000 points in phase space.
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Having prescribed the initial conditions for the active electron, we require next an accurate description of the electromagnetic field in order to integrate Eq. (1).

focus, i.e., the Gaussian beam waist, w0, and the Rayleigh
length, zR  12 kw20 , as follows:
n¼

D. Nonparaxial Gaussian beams

When analyzing and modeling experiments, it is important to describe both the temporal profile and the spatial distribution of the laser fields in the focal area correctly, i.e.,
they must satisfy Maxwell’s equations. In many applications,
the Gaussian beam description is often used to represent the
fields of a focused laser beam propagating along the z-axis.
When the beam divergence angle is small, i.e., the Gaussian
beam waist w0 is much greater than the laser wavelength k,
the beam is generally well-described by the paraxial approximation, which assumes the laser beam is a transverse electromagnetic wave. In order to attain ultra-intense laser
intensities for accelerating electrons, however, the laser
beam is typically focused to the diffraction limit, which
means the beam waist w0 is of the order of the laser wavelength k. Under such a “tight-focusing” condition, both longitudinal electric and magnetic fields appear as well as other
non-paraxial field components in all three dimensions. The
laser beam is thus no longer a transverse wave; higher-order
corrections to the paraxial approximation must be introduced
to ensure that Maxwell’s equations are satisfied. Fields of a
Gaussian beam beyond the paraxial approximation have
been discussed in a number of references.12,40–50 Here, we
give only a brief overview of the theory we have adopted for
our simulations, and mainly follow the work and notations of
Ref. 43, but using SI-based atomic units.
Consider a monochromatic beam with frequency x and
wave number k ¼ x=c (where c ’ 137 a.u. is the speed of
light in vacuum) that is linearly-polarized along the x-axis
and propagating along the z-axis. Its electric and magnetic
fields can be derived from a linearly-polarized vector potential A, which satisfies the wave equation
r2 A 

1 @2A
¼ 0;
c2 @t2

1 @U
¼ 0:
c2 @t

(6)

where ex is the polarization unit vector along the x-axis, A0 is
a constant amplitude, u0 is the initial phase, and wðx; y; zÞ is
the spatial profile that must be determined. Inserting (6) into
(4) gives the Helmholtz equation,
r2 A þ k2 A ¼ 0:

f¼

z
:
2zR

(8)

(9)

where the diffraction parameter, s, is defined as
s

w0
1
1 k
¼
¼
:
2zR kw0 2p w0

(10)

If the Gaussian beam waist w0 is assumed larger than the
wavelength k (which is the case in our simulations), then the
dimensionless parameter s is small and may be used to
expand w in Eq. (9) perturbatively, as follows:
w¼

1
X

s2n w2n :

(11)

n¼0

Inserting (11) into (9) and equating the coefficients of each
power of s2 on both sides, one obtains the following equations for the coefficients w2n :
!
@2
@2
@
w ¼ 0;
þ
 2i
(12a)
@f 0
@n2 @g2
!
@2
@2
@
@ 2 w2n2
ðn  1Þ: (12b)
w2n ¼ 
þ 2  2i
2
@f
@g
@n
@f2
Equation (12a) gives the familiar paraxial approximation for
the fields. Solutions of the two-term recursion relation (12b)
have been obtained for n ¼ 1 and 2, corresponding to the following 2nd-order and 4th-order corrections:42,43
w0 ¼ iQ expðiq2 QÞ;

(13a)

w2 ¼ ð2iQ þ iq4 Q3 Þw0 ;

(13b)

w4 ¼ ð6Q2  3q4 Q4  2iq6 Q5  0:5q8 Q6 Þw0 ;

(13c)

where

We assume the linearly-polarized vector potential has the
form
A ¼ ex A0 wðx; y; zÞeiðxtkzþu0 Þ ;

y
;
w0

!
2
@2
@2
@
2@ w
w
¼
s
þ

2i
;
@f
@n2 @g2
@f2

(4)

(5)

g¼

In these scaled coordinates, the Helmholtz equation becomes

and a scalar potential U, which is related to the vector potential A by the Lorentz condition
rAþ

x
;
w0

(7)

To facilitate the derivations, we normalize the spatial
coordinates relative to the characteristic lengths of the beam

q ¼ n2 þ g2 ;

and

Q¼

1
:
i þ 2f

(14)

Substituting the results in (13) into Eqs (11) and (6), the
vector potential takes the form
A  ex A0 ðw0 þ s2 w2 þ s4 w4 Þeiðxtkzþu0 Þ ;

(15)

which satisfies the Helmholtz equation up to fifth-order in s.
Expressing the scalar potential in terms of the vector potential (15) using Eq. (5), the electric and magnetic fields are
obtained from the vector potential as follows:
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E ¼ ðic2 =xÞrðr  AÞ  ixA; B ¼ r  A:

(16)

The electromagnetic fields obtained by this procedure
were given in Ref. 49 up to the eleventh-order correction
(n ¼ 5). The fields in Ref. 49 are not symmetric, since the
vector potential A is assumed parallel to the x-axis, leading
to Bx ¼ 0 at all times. In order to obtain a more symmetrical
set of equations for higher order field components, in Ref.
43, the derivation was repeated assuming that the vector
potential A is polarized along the y axis, and then the electric
and magnetic fields derived from the two procedures were
averaged (A similar symmetrization procedure was used in
Ref. 12.) Except for an overall phase factor i, the unsymmetrized electromagnetic fields in Ref. 49 and the symmetrized fields in Ref. 43 are the same up to order s1
iu
Eð0Þ
x ¼ E0 w0 e ;

(17a)

E0
w eiu ;
c 0

(17b)

Bðy0Þ ¼

iu
Eð1Þ
z ¼ 2sQnE0 w0 e ;

(17c)

E0
w eiu :
c 0

(17d)

Bðz1Þ ¼ 2sQg

ð0Þ

In Eq. (17), the transverse components Eð0Þ
x and By are the
and
paraxial fields, and the longitudinal components Eð1Þ
z
are
the
lowest-order
non-paraxial
fields,
where
u

xt
Bð1Þ
z
kz þ u0 is the phase and E0  xA0 is the amplitude of the
electric field at the center of the laser beam focus (i.e., at
x ¼ y ¼ z ¼ 0). For more details on higher order corrections,
please see Refs. 43 and 49.
Although the two sets of formulas for the non-paraxial
fields in Refs. 43 and 49 differ for terms of order s2 and
higher, for the largest value of the parameter s employed in
the present work (i.e., s ¼ 0.127, corresponding to a beam
waist w0 ¼ 1 lm), both sets of formulas give essentially
identical numerical results for the ionized electron trajectories. Specifically, for both individual ionized electron trajectories and the statistical distribution of final electron energies
and angles, we employed the unsymmetrized formulas of
Ref. 49 up to eleventh-order and compared the calculated
results with those obtained using the symmetrized formulas
of Ref. 43 up to fifth-order. The results of the two calculations were nearly identical, with only minor differences
occurring for the uninteresting cases of large scattering
angles and small final energies. Based on these test results,
we calculated all other cases employing the formulas of Ref.
43 with corrections to the paraxial approximation up to the
fifth-order.
Using the real parts of the laser fields in Ref. 43, the
power of the laser beam is calculated by integrating the longitudinal component of the Poynting vector over the transverse plane through the focus at z ¼ 0 and averaging it over
time. The resulting average beam power (containing higherorder corrections due to tight-focusing effects) is:
P¼

pw20
pw2
I0 ¼ 0 ce0 E20 ð1 þ s2 þ 1:5s4 Þ;
2
4

(18)

where I0 is the peak intensity at the center of the laser focus
and e0 ¼ 1=4p a.u. is the vacuum permittivity.
So far, the electric and magnetic fields have been
derived under the assumption that the laser beam is a continuous wave instead of a pulse. For long laser pulses, this
assumption should be a good approximation, as has been discussed in Refs. 12 and 72. In this work, we consider a
linearly-polarized laser pulse propagating along the z-axis,
having an electric field envelope described by the Gaussian
function


ðt  z=cÞ2
Fðt  z=cÞ ¼ exp 4 ln 2
;
(19)
s2
where s is the duration (i.e., the full width at half maximum)
of the electric field of the laser pulse. For the laser beams we
consider in Sec. III, s is about 10  2p=x, i.e., about 10
cycles. The time t ¼ 0 is the moment when the peak of the
laser pulse reaches the center of the focal region, z ¼ 0. In
our simulations, the electric and magnetic fields actually
used are the real parts of the laser fields in Ref. 43 multiplied
by the Gaussian envelope (19).
E. Tests for validity of our simulations

With a properly-prepared microcanonical ensemble and
an accurate description of the laser beam, the over-the-barrier ionization rate for hydrogen-like ions can be calculated
by determining the percentage of the initial electrons having
a total energy exceeding their rest energy mc2 at the end of
the laser pulse. Typically, one has to calculate at least a few
thousand trajectories until the ionization rates and the final
electron energy distributions become statistically stable. The
ionization fractions for a wide range of hydrogen-like ions,
exposed to intense laser fields with intensities ranging from
1018 W/cm2 to 1026 W/cm2, were calculated using relativistic
classical Monte Carlo simulations.69 In fact, this procedure
is useful for determining ultrastrong laser field intensities in
experiments, since the measurement of the ionization fraction is a well-established experimental technique and the ionization fraction has a monotonic dependence on laser
intensity. In order to check the validity and accuracy of our
simulations, we calculated the ionization fractions for
hydrogen-like ions with Z ¼ 18, 20, 25, and 26 as functions
of laser intensity, as shown in Fig. 1. Our results for
hydrogen-like ions with Z ¼ 20 and 25 agree very well with
those shown in Fig. 1 of Ref. 69.
III. RESULTS AND DISCUSSION

After confirming the validity of our methods, we investigated laser acceleration of electrons in hydrogen-like,
highly-charged ions for different laser powers and focus
beam waists, with the goal of demonstrating the dependence
of the final energy and angular distributions of the accelerated electrons on the initial locations of their parent ions.
The laser fields of the pulses in our simulations have a wavelength of 800 nm and a Gaussian temporal envelope [see Eq.
(19)] with FWHM, s, of 10 T (about 27 fs for an 800 nm
laser), where T ¼ k=c ¼ 2p=x is the laser period. Taking
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The above simulation criteria are repeated until at least
a few thousand ionized electron trajectories have been
obtained in order that the energy and angular distributions
are converged.
A. Timing of ionization

FIG. 1. Over-the-barrier ionization fraction as a function of peak laser intensity at the center of the laser focus for hydrogen-like ions with nuclear
charges Z ¼ 18, 20, 25, and 26. The ionization fractions are calculated at the
end of a single-cycle Gaussian-shaped laser pulse of wavelength
k ¼ 1054 nm and beam waist w0 ¼ 10 lm. Symbols indicate the calculated
results; solid lines are added to guide the eye.

note of the laser powers available today and in the near
future, our simulations were carried out for three different
average powers of 1 PW, 5 PW, and 25 PW. Laser peak
intensities ranging from 1020 W/cm2 to 1022 W/cm2 may be
achieved by focusing the laser beam to a beam waist from
10 lm to 1 lm. The relation between the average laser
power, the peak intensity, and the Gaussian beam waist is
given by Eq. (18). The hydrogen-like ions are assumed to be
distributed uniformly within a cylindrical volume (having a
radius of the Gaussian beam waist, w0, and a length twice
that of the Rayleigh length, zR, oriented along the z axis and
centered about the origin). The distribution of initial electron
positions and momenta inside each ion are given by a microcanonical ensemble, mimicking the quantum ground state of
a hydrogen-like ion.
Each individual electron trajectory begins to evolve
when the laser pulse just reaches the initial location of its
parent ion, which is randomly chosen within the cylindrical
volume mentioned above. The evolution of each trajectory
ends under any of the following three circumstances:
(1) At any moment (before the laser pulse passes the ion
location) at which the angular momentum of the electron
is smaller than 1=c, in which case the electron is considered as falling into the nucleus.59
(2) When the laser pulse has passed the ion location and the
total energy of the electron is still less than its rest mass
energy, in which case the electron no longer has any possibility to be ionized.
(3) At any moment (before the laser pulse passes the ion
location) that the total energy of the electron is greater
than its rest mass energy, in which case the electron is
considered to have been ionized. Its trajectory is then
computed until it falls behind the laser pulse and its momentum becomes constant. The time (in the lab frame)
for this to occur is typically of the order of ten thousand
laser cycles.

Most literature in the field of vacuum acceleration deals
with the scheme of injecting free electrons into the focus of a
laser beam. These electrons will be reflected from, transmitted through, or “captured” by the laser beam, but only those
captured can experience higher intensity and thereby have a
good chance of being accelerated to higher energy.14,15 The
idea of using highly charged ions38,39 is to keep the electrons
bound through the turn-on stage of the laser pulse so that the
electrons become ionized near the peak of the laser pulse,
thus experiencing the highest laser intensity. Reflection and
transmission in this scheme are no longer a problem.
We illustrate this idea in Fig. 2 by recording the number
of electrons ionized in each laser cycle for hydrogenlike
Ar17þ ions interacting with a 1 PW, 800 nm laser beam
focused to 2 lm. The laser fields in our simulations include
up to fifth-order corrections in the focal region, given in Ref.
43, in which the initial phase u0 is set to zero in all our simulations, since the laser pulse is fairly long and hence the initial phase is not important. One can see in Fig. 2 that
ionization occurs most probably in the 12th cycle, whereas
the peak intensity occurs in the 13th cycle. Electrons ionized
during the 9th to 16th cycles account for 91% of the ionization events.
Figure 2 also indicates how to choose a suitable target
ion according to the laser parameters. If one chooses an ion
with nuclear charge smaller than 18, most electrons are ionized long before the laser peak arrives. On the other hand, if
one chooses an ion with nuclear charge larger than 18, most
ionization will occur near the peak intensity, but the overall
ionization rate may be too low to be efficient. The most

FIG. 2. Electron ionization as a function of laser cycle within the laser pulse
envelope. Solid line (black): Real part of the temporal dependence of the
laser fields (17), i.e., cosðxt  kz þ u0 Þ multiplied by the Gaussian envelope
(19). The initial phase u0 is zero and the FWHM, s, is 10 laser cycles.
Circles connected by the dashed line (blue): Each circle represents the fraction of ionized electrons during one laser cycle for hydrogen-like Ar17þ ions
interacting with a 1 PW, 800 nm, Gaussian-shaped laser beam focused to
2 lm, resulting in a peak intensity of 1:59  1022 W/cm2.
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suitable target ion is best found by trail and error, keeping
these points in mind.
B. Final energy and ejection angle distributions

In this section, we show simulation results for highlycharged ions interacting with an intense laser beam having
various intensities and focal beam waists. We find that the
final energies and ejection angles of the ionized electrons
depend on their initial locations relative to the laser focus.
Electrons ionized from ions initially located after the focus
(z0 > 0) are accelerated to higher energies and ejected at
smaller angles than those located before the focus (z0 < 0).
We also present qualitative explanations for the underlying
physics of these findings.
The contour plots in Fig. 3 show the dependence of the
distribution of the final electron energies and ejection angles
on target ion locations relative to the laser focus for two laser
beam waists. Our calculations of these results include electromagnetic field corrections up to fifth-order in the parameter s
(cf. Eq. (10)). The ejection angle h is defined as
h ¼ arccosðpz =jpjÞ, where pz and p are the z component and
total momentum at the end of the electron trajectory, respectively. The final kinetic energy of an ionized electron is
e ¼ ðc  1Þmc2 . In their interactions with a 1 PW laser beam
focused to a beam waist of 1 lm, electrons initially located
before the focus (z0 < 0) are most likely accelerated to
0.05 GeV and ejected at 9 [Fig. 3(a)], while electrons initially located after the focus (z0 > 0) are most likely accelerated to 0.15 GeV and ejected at 6 [Fig. 3(b)]. A similar

FIG. 3. Final energy and ejection angle distributions of electrons ionized
from hydrogenlike Ar17þ ions interacting with a 1 PW, 800 nm, Gaussianshaped laser beam. The FWHM s is 10 laser cycles. The top and bottom
rows correspond to beam waists of 1lm and 2lm, respectively, while the
left and right columns correspond to ions initially located either before
(z0 < 0) or after (z0 > 0) the laser focus. The peak intensities are 6.37 and
1:59  1022 W/cm2 for the beam waists 1 and 2 lm, respectively. The color
scale gives the percentage of ionized electrons.
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dependence on initial location is found for a beam waist of
2 lm [Figs. 3(c) and 3(d)], in which the electrons initially
located after the focus are accelerated to higher energy and
ejected at smaller angles than those located before the focus.
Comparing Figs. 3(b) and 3(d), we observe that the highest energy gains in Fig. 3(d) are lower than those in Fig. 3(b),
which is not surprising since the peak intensity in the former
is four times smaller than in the latter. On the other hand, the
most probable energy gain [0.22 GeV, indicated by the dark
(red) area] in Fig. 3(d) is actually higher than that (0.15 GeV)
in Fig. 3(b). The reason for this is the longer Rayleigh length
for the laser field in Fig. 3(d), so that electrons can be accelerated for a longer time, thus acquiring more energy. Clearly,
the final electron energy gain depends on both the peak intensity and the Rayleigh length of the laser field, both of which
are determined by the laser beam waist.
The maximum energy gain of electrons in Fig. 3 is only
about 0.4 GeV, despite peak intensities of the order of
1022 W/cm2. More intense laser fields are thus needed to
increase the energy gain of the accelerated electrons to
1 GeV. Simulation results for Ar17þ ions in a 5 PW laser
beam focused to 4 and 5 lm are shown in Fig. 4. The advantages of placing the ion targets after the focus rather than
before the focus are even more clearly visible.
Comparing Figs. 3 and 4, we draw the following
conclusions:
(1) Both the final energies and the ejection angles of the
accelerated electrons depend on the initial positions of the
parent ions, with those located after the focus preferred
for higher energy gains and smaller ejection angles.
(2) The maximum energy gain of the accelerated electrons
for the 5 PW laser in Fig. 4 approaches 0.8 GeV, which

FIG. 4. Final energy and ejection angle distributions for electrons ionized
from hydrogen-like Ar17þ ions interacting with a 5 PW laser beam having
the same parameters as in Fig. 3 but focused to different beam waists. The
peak intensities are 2 and 1:27  1022 W/cm2 for beam waists of 4 lm and
5 lm, respectively.
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is twice that of the maximum energy for the 1 PW laser
in Fig. 3, even through the peak intensity in Fig. 3 is
higher than that in Fig. 4. This may be explained by the
different beam waists used: a larger beam waist means a
longer Rayleigh length, so that electrons can be accelerated for a longer time, thus acquiring more energy.
(3) Comparing the energy and angle distributions for different beam waists [Figs. 4(a) and 4(b) versus Figs. 4(c)
and 4(d)], we find that the initial position dependence is
less significant for the greater beam waist, i.e., for a
smaller diffraction parameter s.
Figure 5 shows the final energy and ejection angle distributions for electrons ionized from Ar17þ ions interacting
with a 25 PW laser beam. In Fig. 5(b), one sees that the most
probable energy [i.e., the dark (red) area] of the accelerated
electrons reaches 1 GeV, and the highest energy gain even
approaches 2 GeV. The three conclusions above summarizing the results in Figs. 3 and 4 are valid also for the results in
Fig. 5. In brief, the highest energies and smallest scattering
angles for the accelerated electrons are obtained by locating
the target ions after the focus.

FIG. 5. Final energy and ejection angle distributions for electrons ionized
from hydrogen-like Ar17þ ions interacting with a 25 PW laser beam having
the same parameters as in Fig. 3 but focused to different beam waists. The
peak intensities are 6.37, 3.25, and 1:97  1022 W/cm2 for beam waists of 5,
7, and 9 lm, respectively.
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C. Longitudinal components of the electromagnetic
field

For an electron born at rest in a plane wave laser field,
the energy absorbed from the field as a function of ejection
angle can be simply described by the equation
e¼

2mc2
;
tan2 h

(20)

which is derived in Ref. 73 from the relativistic momentum
and energy conservation law. Laser acceleration of electrons
located in highly-charged ions by a paraxial Gaussian beam
can also be characterized by this equation.38,44 For a tightlyfocused laser beam, however, non-paraxial effects must be
taken into account, i.e., the longitudinal components [cf.
Eqs. (17c) and (17d)] of the field will suppress the overall
energy gain of the electrons, and also replace the monotonic
energy-angle relationship by a broadened distribution.44
In contrast to the tightly-focused, intense laser beam
results shown in Figs. 3–5, in Fig. 6, we present final energy
and ejection angle distributions for electrons ionized from
hydrogen-like Ne9þ ions interacting with a 1 PW looselyfocused laser beam. In this case, the energy and angle distributions are narrow bands lying along the curve defined by
Eq. (20), and are not significantly different for target ions initially located either before or after the laser focus. The reason is that the results in Fig. 6 are for a laser beam with
lower peak intensity and larger beam waist (i.e., smaller s),
thus leading to weaker longitudinal electromagnetic fields in
Eqs. (17c) and (17d). Thus, the energy and angle distributions look more like those for a paraxial laser field.
The dependence of the ionized electron energy and angular distributions on the positions of the target ions relative to

FIG. 6. Final energy and ejection angle distributions for electrons ionized
from hydrogen-like Ne9þ ions interacting with a 1 PW laser beam having
the same parameters as in Fig. 3 but focused to different beam waists. The
peak intensities are 1.3 and 0:64  1021 W/cm2 for beam waists of 7 and
10 lm, respectively.
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the laser focus is a consequence of the longitudinal components of the laser fields in the focal region. Plots of the real
ð1Þ
fields in the xzpart of the spatial profiles of Eð0Þ
x and Ez
plane centered on the laser focus at the origin are presented in
Fig. 7. One sees that Eð0Þ
x , the zero-order component of the
laser electric field, is symmetric with respect to the laser
focus and has a uniform direction. On the other hand, the
direction of the lowest order longitudinal field component,
Eð1Þ
z , flips its sign from quadrant to quadrant in the xz-plane.
For sufficiently strong laser magnetic field components, it is
well known that a charged particle in the field will drift along
the propagation direction of the laser beam. The drift velocity
vdr is proportional to E  B. Under the influence of the magð0Þ
netic field By , the electric fields plotted in Fig. 7 will give a
ð0Þ

ð0Þ
dominant drift along the þz direction, vð0Þ
z  Ex By , and a
ð0Þ

ð1Þ
minor drift along the x direction, vð1Þ
x  Ez By , as shown
ð1Þ
in Fig. 8. The direction of vx depends on the direction of
ð1Þ
Eð1Þ
z in different quadrants. Also, vx vanishes along both the
x-axis and the z-axis. Most important, one sees that vð1Þ
x points

FIG. 8. The spatial profiles of the drift velocities in the xz-plane: (a) along the
2
ð0Þ ð0Þ
propagation direction, vð0Þ
z  Ex By  ½Reðw0 Þ , and (b) along the polarizað0Þ

ð1Þ
ð1Þ
tion direction, vð1Þ
is smaller than
x  Ez By  Reð2sQnw0 ÞReðw0 Þ. vx
ð0Þ
vz by one order of s. The color scales give the relative amplitudes and directions of each drift velocity.

towards the z-axis for z > 0, and points away from the z-axis
for z < 0. The direction of vð1Þ
x implies that electrons ionized
before the focus will be pushed away from the laser focus,
while those ionized after the laser focus will be pushed toward the z-axis. This explains qualitatively why electrons ionized before the focus are scattered to lower energies and
larger angles, while electrons ionized in the region beyond
the focus will drift towards the propagation axis, and hence
experience stronger intensity, thus leading to greater energy
gains and smaller ejection angles.
IV. CONCLUSIONS

FIG. 7. The real part of the spatial profiles of the laser electric field compoð1Þ
nents Eð0Þ
x and Ez in the xz-plane: (a) spatial profile of the zero-order field
Reðw0 Þ [cf. Eq. (17a)], and (b) spatial profile of the 1st-order longitudinal
is smaller
field Reð2sQnw0 Þ [cf. Eq. (17c)]. The longitudinal field Eð1Þ
z
than the main component Eð0Þ
x by one order of s. The color scales give the
relative amplitudes and directions of each field.

In this paper, relativistic classical trajectory Monte
Carlo methods have been used to simulate electron ionization and acceleration from hydrogen-like highly-charged
ions interacting with an intense, tightly-focused laser field. A
relativistic microcanonical ensemble is prepared corresponding to the ground states of both Ar17þ and Ne9þ hydrogenlike ions, and non-paraxial Gaussian beams are employed for
an accurate description of a tightly-focused laser beam,
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including corrections up to fifth-order in the diffraction parameter s. Numerical simulations have been carried out for
petawatt lasers currently or soon-to-be available. It is found
that the final energy and ejection angle distributions of the
ionized electrons depend on the initial positions of their parent ions relative to the laser focus. The electrons initially
located after the focus generally acquire more energy and are
ejected to smaller angles. The energy and angle dependence
on the initial target ion positions decreases as the diffraction
parameter s becomes smaller. In contrast, the authors of
Refs. 51 and 52 found that the electrons initially located
before the focus acquire more energy. These seemingly contradictory conclusions originate from the fact that the laser
fields investigated in Refs. 51 and 52 are tightly-focused by
a parabolic mirror and are different from the laser fields
employed in this paper. As shown in Fig. 11 of Ref. 51, the
longitudinal electric field is responsible for the acceleration
of electrons and is several times larger than the transverse
electric field in their simulations. On the other hand, as has
been shown in Fig. 7 above, the transverse electric field is
the dominant field component in our simulations.
We also find that the peak intensity of the laser field is
not the only parameter that affects the energy gain of the
accelerated electrons. The Rayleigh length also plays an important role: the longer the Rayleigh length, the longer the
time the electrons experience the intense laser field, and
thus, the greater the energy gain. Moreover, examination of
the spatial distribution of the longitudinal electric field Eð1Þ
z
(i.e., the lowest-order non-paraxial field) reveals an asymmetric drift along the polarization direction, which explains
qualitatively the dependence of the final energy and angle
distributions on the initial positions of the target ions from
which the electrons are ionized.
Note, finally, that relativistic classical trajectory Monte
Carlo methods are not able to take into account either multiphoton or tunneling ionization processes, which are quantum
effects. Ionization in our calculations occurs by over-the-barrier ionization. Nevertheless, the precise ionization mechanism does not change the physics of laser acceleration
treated in this work. By whatever mechanism electrons are
placed in the continuum in the presence of an intense,
tightly-focused laser field, their subsequent trajectories and
final energy and angular distributions will be as presented
here. The main consequence for experiments will be that ionization by multiphoton and tunneling processes will occur at
lower intensities than for over-the-barrier ionization. This
should thus be taken into account in planning experiments.
Specifically, one must choose hydrogen-like ions such that
when ionization is most likely, the laser field is at its peak intensity. We expect that the findings presented here will serve
as a useful guide for experiments aimed at optimizing the
energy gain resulting from laser acceleration of electrons.
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