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Abstract
Analysis of observations of the X-ray emission produced by accreting neutron stars with millisecond spin
periods can provide important information about the masses M and radii R of neutron stars, thereby yielding
uniquely valuable information about the still uncertain properties of cold matter at several times the density
of nuclear matter; about the evolution of neutron star magnetic fields and spin rates; and about the physics of
accretion onto these stars, which are found in close, low-mass binary star systems. Avenues for obtaining this
information include modeling the accretion- and nuclear-powered millisecond X-ray brightness oscillations
produced by some of these stars and the spectra of their nuclear-powered emission, and then comparing
these models with high-quality X-ray data.
In this thesis, I explore the so-called “nearly aligned moving spot model” that has been proposed to
explain many of the observed properties of the accretion-powered millisecond X-ray brightness oscillations
produced by some accreting neutron stars in close, low-mass binary star systems and compare the properties
this model predicts with the observed properties of these stars. I also study the accuracy and precision
with which M and R can be determined by analyzing energy-resolved waveforms of the X-ray brightness
oscillations seen during some of the thermonuclear X-ray bursts produced by some of these neutron stars.
Finally, I describe how comparison of high-precision measurements of X-ray burst spectra with the spectra
predicted by high-precision model atmosphere calculations can be used to constrain M and R.
I find that many observed properties of the accretion-powered millisecond X-ray oscillations can be
successfully explained by a model in which the X-ray emitting areas on the neutron star surface are close to
the star’s rotation pole but wander. I find that M and R can be tightly constrained by analyzing energy-
resolved X-ray burst oscillation waveform data measured by a future X-ray satellite instrument having 2–30
keV energy coverage and an effective area of 10 m2, such as the proposed LOFT or AXTAR missions,
provided the hot spots that produce these oscillations are not too far from the star’s rotation equator.
The precision of these M and R measurements can be increased substantially by independent knowledge
of the inclination and other properties of the system. Finally, I find that the detailed model atmosphere
spectra computed by Suleimanov et al. (2012) provide excellent descriptions of the most precise spectra of
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X-ray bursts that are currently available, verifying these models and potentially allowing M and R to be
constrained using them. I explain the methodology used, describe the results, and discuss their implications.
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Chapter 1
Introduction
Low-mass X-ray binary star systems (LMXBs) are close binary systems in which an ordinary star with
a mass . 1M is transferring matter from its envelope to a neutron star or black hole companion (see
King, 1995, for a review). The X-ray emission of neutron stars in LMXBs is powered by the release of
(1) the gravitational binding energy of matter accreting from their low-mass companion star (accretion-
powered X-ray emission) or (2) nuclear binding energy during unstable thermonuclear burning of matter
that has accreted onto the neutron star (thermonuclear X-ray bursts). Accreting neutron stars in LMXBs
are believed to be an evolutionary link between ordinary radio pulsars (with spin periods of 0.1—3 s and
magnetic fields ∼ 1012 gauss) and millisecond radio pulsars (with millisecond spin periods and magnetic
fields with dipole components ∼ 109 gauss) (see Wijnands & van der Klis, 1998). They are expected to be
spun up to millisecond spin periods by accretion from their low-mass companions (Ghosh & Lamb, 1979a,b;
Alpar et al., 1982; Radhakrishnan & Srinivasan, 1982).
If the accretion- or nuclear-powered X-ray emission from the star is not axisymmetric about the spin axis
and its location on the star is sufficiently stable, we should observe a millisecond brightness oscillation with
a period approximately equal to the stellar spin period. Observations of such “accreting millisecond X-ray
pulsars” can provide important information about the masses and radii of neutron stars in these systems,
and the evolution of their spins and magnetic fields over hundreds of millions of years. To date, however,
accreting millisecond X-ray pulsars have been discovered in only 23 LMXBs. This is a remarkably small
number, given that & 100 LMXBs with accreting neutron stars are known (Bhattacharyya, 2010). Searches
for millisecond X-ray oscillations from neutron stars in LMXBs were unsuccessful until the launch of the
Rossi X-ray Timing Explorer (RXTE) satellite in 1995, because previous instruments did not have adequate
collecting area or timing resolution. Within a few weeks after RXTE began observing, a nuclear-powered
millisecond X-ray oscillation was discovered during a thermonuclear (type I) X-ray burst from a neutron star
in an LMXB (Strohmayer et al., 1996). An accretion-powered millisecond X-ray oscillation was discovered
in the X-ray transient J1808.4−3658 two years later, in 1998 (Wijnands & van der Klis, 1998; Chakrabarty
& Morgan, 1998). These discoveries opened a new window for studying accretion physics, general relativity,
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and dense matter.
In addition to the information that can be obtained from their X-ray oscillations, further information
about these systems can be obtained by measuring their X-ray spectra. X-ray burst spectra have long been
known to be fairly well described by Planck functions (Swank et al., 1977; Hoffman et al., 1977; Galloway
et al., 2008b). The thermal nature of the burst spectra provided strong support for the thermonuclear
flash model of this phenomenon proposed by Lamb & Lamb (1978). However, burst atmospheres are not
blackbodies, and hence burst spectra are not actually Planck spectra (Ebisuzaki et al., 1984; London et al.,
1984). Considerable efforts were made over three decades to model burst spectra accurately (e.g., Madej
et al., 2004; Majczyna et al., 2005; Suleimanov et al., 2011; Suleimanov et al., 2012), but until RXTE began
operating, the observational data were not adequate to distinguish between even qualitatively different
spectral models.
Accretion-powered millisecond X-ray oscillations. The accretion-powered X-ray oscillations produced by
neutron stars with millisecond periods show a variety of common properties (see Patruno & Watts, 2012,
for a recent review): (1) the oscillations of all these accretion-powered millisecond X-ray pulsars (APMXPs)
are nearly sinusoidal, have low fractional rms amplitudes (often . 5%), and vary in time by factors of ∼ 2
to ∼ 10 (Markwardt et al., 2002; Galloway et al., 2005; Zhang et al., 2006; Galloway et al., 2007; Gavriil
et al., 2007; Krimm et al., 2007; Altamirano et al., 2008; Casella et al., 2008; Hartman et al., 2008; Patruno,
2008); (2) the pulse phases of several APMXPs have been seen to vary rapidly by as much as ∼ 0.3 cycles
(Morgan et al., 2003; Hartman et al., 2008; Markwardt, 2004).; (3) in several APMXPs, the changes in
pulse phase are correlated with changes in the fractional rms amplitude (Patruno, 2008); (4) three APMXPs
produce only intermittent oscillations, which appear and disappear on timescales ranging from months to
as short as ∼ 150 s (Galloway et al., 2007; Gavriil et al., 2007; Altamirano et al., 2008; Casella et al., 2008;
Patruno, 2008). In Chapters 2 and 3, I explain and compare with observations the so-called “nearly aligned
moving spot model” that our group has proposed to explain these phenomena. This is the only model so
far proposed that appears able to account successfully for these properties of APMXPs. It also provides a
natural explanation for the absence of detected oscillations in the X-ray emission of most neutron stars in
LMXBs (Lamb et al., 2009a,b).
Nuclear-powered millisecond X-ray oscillations. Analysis of observations of oscillations during thermonu-
clear X-ray bursts can be used to measure M and R. These nuclear-powered oscillations are thought to be
produced by X-ray emission from hot regions on the surface of the star that are rotating at or near the spin
frequency of the star. In Chapter 4, I describe our analysis of how well M and R could be determined by
analyzing energy-resolved X-ray data obtained using a future space mission having 2–30 keV energy coverage
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and an effective area of 10 m2, such as the proposed LOFT or AXTAR missions. We do this by generating
energy-dependent synthetic observed waveforms for a variety of neutron star and hot spot properties and
then using a Bayesian approach and Markov chain Monte Carlo sampling methods to determine the joint
posterior probability distributions of the parameters in our waveform model, given each synthetic waveform.
We use the resulting posterior distributions to determine Bayesian confidence regions in the M -R plane by
marginalizing the other parameters in our model. We assume that about 106 counts are collected from the
hot spot.
We find that the uncertainties in the measured values of M and R depend strongly on the inclination
of the hot spot relative to the star’s rotation axis. If the hot spot is within 10◦ of the rotation equator,
both M and R can usually be determined with an uncertainty of about 10%. If instead the spot is within
20◦ of the rotation pole, the uncertainties are so large that waveform measurements alone provide no useful
constraints on M and R. Observation of an identifiable atomic line in the hot-spot emission always tightly
constrains M/R; it can also tightly constrain M and R individually if the spot is within about 30◦ of the
rotation equator. These constraints can usually be achieved even if the burst oscillations vary with time and
if data from multiple bursts must be used to obtain 106 counts from the hot spot. Independent knowledge
of the observer’s inclination can greatly reduce the uncertainties, as can independent information about the
background. Knowledge of the star’s distance can also help, but not as much. Modest deviations of the actual
spectrum from that assumed in the waveform model have little effect on the accuracies or uncertainties of M
and R estimates. Large deviations of the actual shape of the hot spot or the radiation beaming pattern from
those assumed can sometimes increase the uncertainties significantly, and can in some cases bias M and R
estimates by moderate amounts. Our results show that if a sufficient number of burst oscillations produced
by hot spots at high inclinations are observed using the next generation of X-ray timing satellites, one can
constrain M and R tightly enough to discriminate strongly between competing models of cold, high-density
matter.
Measurements and modeling of X-ray burst spectra. High-precision measurements of X-ray burst spectra
can be made using data from the RXTE satellite. Using RXTE data, Boutloukos et al. (2010) measured
the spectra of a superburst in 4U 1820−30 and a long burst in GX 17+2 with a much higher precision than
any previous measurements. They achieved this by using long stretches of data that contain a large number
of photon counts. The goal was to find out which, if any, existing spectral models provide an adequate
description of high-precision spectral measurements such as these. They found that existing models (Madej
et al., 2004; Majczyna et al., 2005) appear strongly inconsistent with the data. On the other hand, Bose-
Einstein functions with small chemical potentials (|µ| < kT ) provide an excellent description of data segments
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up to 64 seconds in length. Planck functions also provide adequate fits, although Bose-Einstein functions
are slightly preferred.
Although Bose-Einstein functions provide an excellent fit to short enough segments of data, such a fit
cannot provide any constraints on M and R, because the effects on the spectrum of changing the redshift
can be completely compensated by changing the temperature and the chemical potential. Therefore, to seek
constraints on M and R, one must use spectra from accurate atmospheric models that deviate from Bose-
Einstein functions (although, given that Bose-Einstein functions already provide a good fit, such accurate
spectra are necessarily similar to Bose-Einstein functions). To this end, we have been working with Valery
Suleimanov and Juri Poutanen to fit spectra from their recent atmospheric model calculations (Suleimanov
et al., 2011; Suleimanov et al., 2012) to the 4U 1820−30 superburst data. Our preliminary work has shown
that their models provide excellent fits to these data; the goodness of the fit is comparable to that of Bose-
Einstein functions for a single segment, but is clearly superior to that of Bose-Einstein functions when a joint
fit to 102 contiguous segments of burst data is performed. This result is highly encouraging. A complete
description of this work is beyond the scope of this thesis, but a summary is provided in Chapter 5.
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Chapter 2
A model for the waveform behavior of
accreting millisecond pulsars: Nearly
aligned magnetic fields and moving
emission regions
2.1 Introduction
Highly periodic millisecond X-ray oscillations have been detected with high confidence in 22 accreting neu-
tron stars in low-mass X-ray binary systems (LMXBs), using the Rossi X-ray Timing Explorer (RXTE )
satellite (see Lamb & Boutloukos 2008). We refer to these stars as accreting millisecond X-ray pulsars
(AMXPs). Accretion-powered millisecond oscillations have so far been detected in 10 AMXPs. They are
always observable in seven AMXPs, but are only intermittently detected in three others. Nuclear-powered
millisecond oscillations have been detected with high confidence during thermonuclear X-ray bursts in 16
AMXPs. Persistent accretion-powered millisecond oscillations have been detected in two AMXPs that pro-
duce nuclear-powered millisecond oscillations; intermittent accretion-powered millisecond oscillations have
been detected in two others.
The AMXPs have several important properties:
Low oscillation amplitudes. The fractional amplitudes of the accretion-powered oscillations of most
AMXPs are often only ∼ 1%–2%.1 Persistent accretion-powered oscillations with amplitudes . 1% are often
detected with high confidence in IGR J00291+5934 (Galloway et al. 2005; Patruno 2008) and XTE J1751−305
(Markwardt et al. 2002; Patruno 2008). Persistent accretion-powered oscillations with amplitudes as low as
2% are regularly seen in XTE J1807−294 (Zhang et al. 2006; Chou et al. 2008; Patruno 2008), XTE J0929−314
(Galloway et al. 2002), and XTE J1814−338 (Chung et al. 2008; Patruno 2008). The amplitude of the
This chapter has been previously published in Lamb et al. (2009a). Reproduced by permission of the AAS.
1We characterize the strengths of oscillations by their rms amplitudes, because the rms amplitude can be defined for any
waveform, is usually relatively stable, and is closely related to the power. We convert reported semi-amplitudes of purely
sinusoidal oscillations or Fourier components to rms amplitudes by dividing by
√
2.
5
accretion-powered oscillation seen in SWIFT 1756.9−2508 was ∼ 6% (Krimm et al. 2007). The intermit-
tent accretion-powered oscillations detected in SAX J1748.9−2021 (Gavriil et al. 2007; Altamirano et al.
2008; Patruno 2008), HETE J1900.1−2455 (Galloway et al. 2007), and Aql X-1 (Casella et al. 2008) have
amplitudes ∼ 0.5%–3%.
Nearly sinusoidal waveforms. The waveforms (light curves) of the accretion-powered oscillations of most
AMXPs are nearly sinusoidal (see Wijnands 2006 and the references in the preceding paragraph). The
amplitude of the first harmonic (fundamental) component is usually & 10 times the amplitude of the second
harmonic (first overtone) component, although the ratio can be as small as ∼ 3.5, as is sometimes the case
in XTE J1807−294 (Zhang et al. 2006), or even & 1, as is sometimes the case in SAX J1808.4−3658 (see,
e.g., Hartman et al. 2008).
Highly variable oscillation amplitudes. The fractional amplitudes of the accretion-powered oscillations
of most AMXPs vary in time by factors ranging from ∼ 2 to ∼ 10. Observed fractional amplitudes vary
from 0.7% to 1.7% in SAX J1748.9−2021, from 0.7% to 3.7% in XTE J1751−305, from 3% to 7% in
XTE J0929−314, from 1% to 9% in IGR J00291+5934, from 2% to 11% in XTE J1814−338, from 1% to
14% in XTE J1808−338, and from 2% to 19% in XTE J1807−294 (see the references above).
Highly variable pulse phases. The phases of accretion-powered pulses have been seen to vary rapidly by
as much as ∼ 0.3 cycles in several AMXPs, including SAX J1808.4−3658 (Morgan et al., 2003; Hartman
et al., 2008) and XTE J1807−294 (Markwardt, 2004). Wild changes in the apparent pulse frequency have
been observed with both signs at the same accretion rate in XTE J1807−294 (see Markwardt 2004). If
interpreted as caused by changes in the stellar spin rate, these phase variations would be more than a factor
of 10 larger than expected for the largest accretion torques and smallest inertial moments thought possible
for these systems (see Ghosh & Lamb 1979b; Lattimer & Prakash 2001).
Undetected accretion-powered oscillations. More than 80 accreting neutron stars in LMXBs are known
(Chakrabarty 2005; Liu et al. 2007), but accretion-powered millisecond X-ray oscillations have so far been
detected in only 10 of them. Accretion-powered oscillations have not yet been detected even in 13 AMXPs
that produce periodic nuclear-powered millisecond oscillations, indicating that they have millisecond spin
periods (Lamb & Boutloukos 2008); eight of these also produce kilohertz quasi-periodic oscillations (QPOs)
with frequency separations that indicate that they not only have millisecond spin periods but also have
dynamically important magnetic fields (Boutloukos & Lamb 2008).
Intermittent accretion-powered oscillations. Accretion-powered millisecond X-ray pulsations have been
detected only occasionally in SAX J1748.9−2021 (Gavriil et al. 2007; Altamirano et al. 2008; Patruno 2008),
HETE J1900.1−2455 (Galloway et al. 2007), and Aql X-1 (Casella et al. 2008). When oscillations are not
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detected, the upper limits are typically . 0.5%.
Correlated pulse arrival times and amplitudes. The phase residuals of the accretion-powered pulses
of several AMXPs appear to be anti-correlated with their fractional amplitudes, at least over some of
the amplitude ranges observed. AMXPs that show this type of behavior include XTE J1807−294 and
XTE J1814−338 (Patruno 2008).
Similar accretion- and nuclear-powered pulses. The shapes and phases of the nuclear-powered X-ray
pulses of the AMXPs SAX J1808.4−3658 (Chakrabarty et al. 2003) and XTE J1814−338 (Strohmayer et al.
2003) are very similar to the shapes and phases of their accretion-powered X-ray pulses.
Concentration in transient systems of AMXPs with accretion-powered oscillations. The AMXPs in which
accretion-powered oscillations have been detected tend to be found in binary systems that have outbursts last-
ing about a month (but see Galloway et al. 2008a) separated by quiescent intervals lasting years (Chakrabarty
2005; Riggio et al. 2008). The accretion rates of these neutron stars are very low.
In this paper we investigate further the “nearly aligned moving spot” model of AMXP X-ray emission
that we proposed previously (Lamb et al., 2006, 2007, 2008). This model has three main features:
1. The strongest poles of the magnetic fields of neutron stars with millisecond spin periods are located
near—and sometimes very near—the stellar spin axis. This behavior is expected for several magnetic
field evolution mechanisms.
2. The star’s magnetic field channels accreting gas close to its spin axis, creating X-ray emitting areas
there and depositing nuclear fuel there.2
3. The X-ray emitting areas on the stellar surface move, as changes in the accretion rate and the structure
of the inner disk cause accreting gas to be channeled along different field lines to different locations on
the stellar surface. (The magnetic field of the neutron star is fixed in the stellar crust on the timescales
relevant to the phenomena considered here.)
These features provide the basic ingredients needed to understand the AMXP properties discussed above.
This is the subject of the sections that follow. As a guide to these sections, we summarize our results here.
1. Emission from near the spin axis naturally produces weak modulation, regardless of the viewing direc-
tion. The reason is that uniform emission from a spot centered on the spin axis is axisymmetric about
the spin axis and therefore produces no modulation. Emission from a spot close to the spin axis has
only a small asymmetry and therefore produces only weak modulation.
2Muno et al. (2002) considered a single bright spot near the spin axis as well as a uniformly bright hemisphere and antipodal
spots near the spin equator as possible reasons for the nearly sinusoidal waveforms of some X-ray burst oscillations, but did
not consider accretion-powered oscillations or other consequences of emission from near the spin axis.
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2. Emission from near the spin axis also naturally produces a nearly sinusoidal waveform, because the
asymmetry of the emission is weak and broad.
3. If the emitting area is close to the spin axis, even a small movement in latitude can change the oscillation
amplitude by a substantial factor.
4. If the emitting area is close to the spin axis, movement in the longitudinal direction by a small distance
can change the phase of the oscillation by a large amount.
Changes in the latitude and longitude of the emitting area are expected on timescales at least as
short as the ∼ 0.1 ms dynamical time at the stellar surface and as long as the ∼ 10 d timescale of the
variations observed in the mass accretion rate.
5. If the emitting area is very close to the spin axis and remains there, the oscillation amplitude may
be so low that it is undetectable. The effects of rapid changes in the position of the emitting area—
possibly in combination with other effects, such as reduction of the modulation fraction by scattering in
circumstellar gas—may also play a role in reducing the detectability of accretion-powered oscillations in
neutron stars with millisecond spin periods. These effects may explain the fact that accretion-powered
X-ray oscillations have not yet been detected in many accreting neutron stars that are thought to have
millisecond spin periods and dynamically important magnetic fields.
6. If the emitting area is very close to the spin axis, a small change in the accretion flow can suddenly
channel gas farther from the spin axis, causing the emitting area to move away from the axis. This can
make a previously undetectable oscillation become detectable. Temporary motion of the emitting area
away from the spin axis may explain the intermittent accretion-powered oscillations of some AMXPs
(Lamb et al. 2009b).
7. If the pulse amplitude and phase variations observed in AMXPs are caused by motion of the emitting
area, they should be correlated. In particular, the pulse phase should be much more scattered when
the pulse amplitude is very low. The reason is that changes in the longitudinal position of the emitting
area by a given distance produce much larger phase changes when the emitting area is very close to
the spin axis, which is also when the oscillation amplitude is very low.
The observational consequences discussed so far depend only on features (2) and (3) of the model, i.e.,
that the accretion-powered X-ray emission of AMXPs comes from areas near their spin axes and that
these areas move significantly on timescales of hours to days.
8
8. The picture of AMXP X-ray emission outlined here suggests that the shapes and phases of the nuclear-
and accretion-powered pulses are similar to one another in some AMXPs because the nuclear- and
accretion powered X-ray emission comes from approximately the same area on the stellar surface.
The reason for this is that in some cases, the mechanism that concentrates the magnetic flux of the
accreting neutron star near its spin axis, as it is spun up, will naturally produce magnetic fields strong
enough to confine accreting nuclear fuel near the magnetic poles at least partially, even though the
dipole component of the magnetic field is weak.
9. The picture of neutron star magnetic field evolution and AMXP X-ray emission outlined here also
suggests a possible explanation for why the AMXPs in which accretion-powered oscillations have been
detected are in transient systems. If most neutron stars in LMXBs were spun up by accretion from a
low spin rate to a high spin rate, their magnetic poles were forced very close to their spin axes, making
accretion-powered oscillations difficult or impossible to detect. However, those stars that are now in
compact transient systems now experience infrequent episodes of mass accretion and the accretion rate
is very low. By now they have been spun down from their maximum spin rates, a process that could
force their magnetic poles away from their spin axes enough to produce detectable accretion-powered
oscillations.
These last two observational consequences depend on feature (1) of the model, i.e., on how the magnetic
fields of neutron stars evolve as they are spun up and down by accretion and electromagnetic torques.
In the remainder of this paper we discuss in detail the features of the model and its observational
implications. In Section 2.2, we outline our approach, discussing our modeling of X-ray emission from the
stellar surface, our computational and the code verification methods, and the pulse profile representation we
use.
We present our results in Sections 2.3 and 2.4. These results are based on our computations of several
hundred million waveforms for different emitting regions, beaming patterns, stellar models, and viewing
directions. In Section 2.3, we consider the shape and amplitude of X-ray pulses as a function of the size and
inclination of the emitting areas, the compactness of the star, and the stellar spin rate. In Section 2.4, we
consider the changes in the pulse amplitude and phase produced by various motions of the emitting regions
on the stellar surface and explore the origins of correlated changes in the pulse amplitude and phase and
the effects of rapid movement of the emitting areas. We also discuss why oscillations have not yet been
detected in many accreting neutron stars in LMXBs and why accretion-powered oscillations are detected
only intermittently in some AMXPs.
In Section 2.5, we summarize the results of our model calculations. We also discuss how the magnetic
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poles of most AMXPs can be forced close to their spin axes, how such mechanisms may explain why the
AMXPs that produce accretion-powered millisecond oscillations are transient pulsars, the consistency of the
model with the observed properties of rotation-powered millisecond pulsars, and possible observational tests
of the model discussed here.
2.2 X-ray waveform modeling
2.2.1 Modeling the X-ray emission
In the radiating spot model of AMXP X-ray emission, the waveform seen by a distant observer depends
on the sizes, shapes, and positions of the emitting regions on the stellar surface; the beaming pattern of
the radiation; the compactness, radius, and spin rate of the star; and the direction from which the star is
observed. The properties of the X-ray emitting regions are determined by the strength and geometry of
the star’s magnetic field, the locations where plasma from the accretion disk enters the magnetosphere, the
extent to which the accreting plasma becomes threaded and channeled by the stellar magnetic field, and the
resulting plasma flow pattern onto the stellar surface.
In principle, accreting plasma can reach the stellar surface in two basic ways: (1) by becoming threaded
by the stellar magnetic field and then guided along stellar field lines to the vicinity of a stellar magnetic
pole (Lamb et al. 1973; Basko & Sunyaev 1975; Elsner & Lamb 1976; Ghosh et al. 1977; Ghosh & Lamb
1979a,b) or (2) by penetrating between lines of the stellar magnetic field via the magnetic version of the
Rayleigh–Taylor instability (Lamb 1975a,b; Elsner & Lamb 1976, 1977; Arons & Lea 1976; Lamb 1977) and
then spiraling inward to the stellar surface.
If a centered dipole component is the strongest component of the star’s magnetic field, plasma in the
accretion disk that becomes threaded and then channeled to the vicinity of a magnetic pole is expected
to impact the star in a partial or complete annulus around the pole, producing a crescent- or ring-shaped
emitting area near the pole. If the axis of the dipole field is significantly tilted relative to the spin axis and
the spin axis is aligned with the axis of the accretion disk, a crescent-shaped emitting region is expected
(see, e.g., Basko & Sunyaev 1975, 1976; Ghosh et al. 1977; Daumerie et al. 1996; Miller 1996; Miller et al.
1998; Romanova et al. 2003). If instead the dipole axis is very close to the spin axis, as in the model of
AMXP X-ray emission proposed here, the emitting region may completely encircle the spin axis (see, e.g.,
Ghosh & Lamb 1979a,b; Romanova et al. 2003).
The north and south magnetic poles of some AMXPs may be very close to the same spin pole, producing
a very off-center dipole moment orthogonal to the spin axis (see Chen & Ruderman 1993; Chen et al. 1998;
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and Section 2.5.1). If so, accreting matter will be channeled close to the spin axis, but may be channeled
preferentially toward one magnetic pole, producing an emitting region with approximately one-fold symmetry
about the spin axis, or about equally toward both poles, producing an emitting region with approximately
two-fold symmetry about the spin axis. In the first case the first harmonic of the spin frequency is likely be
the dominant harmonic in the X-ray waveform whereas in the second case the second harmonic is likely to
dominate. Which case occurs will depend on the accretion flow through the inner disk. In either case, the
X-ray emission will come from close to the spin axis.
The neutron stars that are AMXPs may well have even more complicated magnetic fields, with significant
quadrupole and octopole components. Higher multipole components are likely to play a more important
role in the AMXPs than in the classic strong-field accretion-powered pulsars, because the magnetic fields
of the AMXPs are much weaker. As a result, accreting plasma can penetrate closer to the stellar surface,
where the higher multipole moments of the star’s magnetic field have a greater influence on the channeling of
accreting plasma (Elsner & Lamb 1976). In this case, plasma will still tend to be channeled toward regions
on the surface where the magnetic field is strongest and will tend to impact the surface in rings or annuli,
but the emission pattern may be spatially complex and vary rapidly in time (Long et al. 2008).
Disk plasma that penetrates between lines of the stellar magnetic field will continue to drift inward as it
loses its angular momentum, probably predominantly via its interaction with the star’s magnetic field (Lamb
& Miller 2001). Cold plasma will remain in the disk plane and impact the star in an annulus where the disk
plane intersects the stellar surface (Miller et al. 1998; Lamb & Miller 2001). If some of the accreting plasma
were to become hot, the forces exerted on it by the stellar magnetic field would tend to drive it toward the
star’s magnetic equator (Michel 1977), causing it to impact the stellar surface in an annulus around the
star’s magnetic equator. However, emission and inverse Compton scattering of radiation is likely to keep
the accreting plasma cold (Elsner & Lamb 1984), so that it remains in the disk plane as it drifts inward.
Plasma that penetrates to the stellar surface via the magnetic Rayleigh–Taylor instability is likely to impact
the stellar surface in rapidly fluctuating, irregular patterns (see Romanova et al. 2006, 2008).
Whether accreting plasma reaches the stellar surface predominantly via channeled flow along field lines
or via unstable flow between field lines depends on the accretion rate and the spin frequency of the star
(see Lamb 1989; Romanova et al. 2008; Kulkarni & Romanova 2008). Under some conditions, plasma may
accrete in both ways simultaneously (see Miller et al. 1998; Romanova et al. 2008; Kulkarni & Romanova
2008).
The sizes, shapes, and locations of the emitting areas on the surface of an accreting magnetic neutron
star and the properties of the emission from these areas are expected to change on timescales at least as
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short as the ∼ 1 ms dynamical timescale near the star. This expectation is supported by recent simulations
of accretion onto weakly magnetic neutron stars (see Romanova et al. 2003, 2004, 2006; Long et al. 2008;
Romanova et al. 2008; Kulkarni & Romanova 2008). However, changes in AMXP X-ray fluxes can be
measured accurately using current instruments only by combining ∼ 100–1,000 s of data and hence only
variations in waveforms on timescales longer than this can be measured directly. Consequently, the emitting
areas and beaming patterns that are relevant for comparisons with current observations of waveforms are
the averages of the actual areas and beaming patterns over these relatively long times. The emitting areas
and beaming patterns that we use in our computations should therefore be interpreted as averages of the
actual areas and beaming patterns over these times.
We have computed the X-ray waveforms produced by emitting regions with various sizes, shapes, and
positions, for several different X-ray beaming patterns and a range of stellar masses, compactnesses, and
spin rates. We find that in many cases these waveforms can be approximated by the waveforms generated
by a circular, uniformly emitting spot located at the centroid of the emitting region. The main reason for
this is that an observer sees half the star’s surface at a time (or more, when gravitational light deflection
is included), which diminishes the influence of the size and detailed shape of the emitting region on the
waveform. Consequently, we focus here on the waveforms produced by uniformly emitting circular spots.
In addition to studying the X-ray waveforms produced by emitting areas with fixed sizes, shapes, po-
sitions, and radiation-beaming patterns, we are also interested in the changes in waveforms produced by
changes in the these properties of the emitting areas. The changes we investigate should be understood as
occurring on the timescales & 100 s that can be studied using current instruments. It is not yet possible
to compute from first principles the accretion flows and X-ray emission of AMXPs on these timescales, so
simplified models must be used. (The simulations referred to earlier follow the accretion flow for a few dozen
spin periods or dynamical times, intervals that are orders of magnitude shorter than the intervals that are
relevant).
In the following sections, we consider radiation from a single spot, from two antipodal spots, and from
two spots in the same rotational hemisphere, near the star’s spin axis. Although many uncertainties remain,
recent magnetohydrodynamic simulations of accretion onto weakly magnetic neutron stars have found that
gas impacts 1%–20% of the stellar surface (Romanova et al., 2004), equivalent to the areas of circular spots
with angular radii of 10◦–53◦. These radii are consistent with analytical estimates of the sizes of the emission
regions of accreting neutron stars with weak magnetic fields (Miller et al., 1998; Psaltis & Chakrabarty, 1999).
Consequently, we focus on spot sizes in this range.
An observer may see radiation from a single spot either because the accretion flow pattern strongly
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favors one pole of a dipolar stellar magnetic field over the other, or because the observer’s view of one pole
is blocked by the inner disk or by accreting plasma in the star’s magnetosphere (see McCray & Lamb 1976;
Basko & Sunyaev 1976). An observer may see radiation from two antipodal spots if emission from both
magnetic poles is visible. Finally, an observer may see radiation from two spots near the same rotation pole
if neutron vortex motion drives both of the star’s dipolar magnetic poles toward the same rotation pole (see
Chen et al. 1998).
To make it easier for the reader to compare cases, we usually report results for our “reference” star,
which is a 1.4M star with a radius of 5M in units where G = c = 1 (10.3 km for M = 1.4M), spinning
at 400 Hz as measured at infinity, but we also discuss other stellar models. For the same reason, we usually
consider spots with angular radii of 25◦. This is not an important limitation, because the observed waveform
depends only weakly on the size of the emitting spots, as discussed in Section 2.3.2. We describe how the
results change if the spot is larger or smaller.
2.2.2 Computing X-ray waveforms
The X-ray waveforms calculated here assume that radiation propagating from emitting areas on the stellar
surface reaches the observer without interacting with any intervening matter. The bolometric X-ray wave-
forms that would be seen by a distant observer were calculated using the Schwarzschild plus Doppler (S+D)
approximation introduced by Miller & Lamb (1998). The S+D approximation treats exactly the special rel-
ativistic Doppler effects (such as aberrations and energy shifts) associated with the rotational motion of the
stellar surface, but treats the star as spherical and uses the Schwarzschild spacetime to compute the general
relativistic redshift, trace the propagation of light from the stellar surface to the observer, and calculate light
travel-time effects. For the stars considered here, and indeed for any stars that do not both rotate rapidly
and have very low compactness, the effects of stellar oblateness and frame dragging are minimal and are
negligible compared to uncertainties in the X-ray emission (see Cadeau et al. 2007).
We describe the emission from the stellar surface using coordinates centered on the star. When con-
sidering emission from a single spot, we denote the angle between its centroid and the star’s spin axis by
is and its azimuth in the stellar coordinate system by φs. When considering emission from two spots, we
somewhat arbitrarily identify one as the primary spot and the other as the secondary spot. We denote the
inclination and azimuth of the centroid of the primary spot by is1 and φs1 and the inclination and azimuth
of the centroid of the secondary spot by is2 and φs2. We denote the inclination of the observer relative to
the stellar spin axis by i.
In computing the waveforms seen by distant observers, we use as our global coordinate system Schwarzschild
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coordinates (r, θ, ϕ, t) centered on the star with θ = 0 aligned with the star’s spin axis and ϕ = 0 in the
plane containing the spin axis and the observer. We choose the zero of the Schwarzschild time coordinate
t so that a light pulse that propagates radially from a point on the stellar surface immediately below the
observer (i.e., at θ = i and ϕ = 0) arrives at the observer at t = 0.
We carried out many calculations to test and verify the computer code used to obtain the results we
report here. We determined that the code was giving sufficiently accurate results by varying the spatial and
angular resolutions used. For most of the cases considered in this paper, the emitting spots were sampled by
a grid of 250 points in latitude and 250 points in longitude, the radiation-beaming pattern was specified at
104 angles, and the flux seen by a distant observer was computed at 104 equally spaced values of the star’s
rotational phase. In some cases, finer grids were used.
We verified the code used here by comparing its results with analytical and numerical results for several
test cases:
1. We tested our code’s representation of emitting areas and ray tracing in flat space by comparing the
results given by our code with exact analytical results for the absolute flux seen by an observer directly
above uniform, isotropically emitting circular spots of various sizes. The numerical results agreed with
the analytical results.
2. We tested our code’s computation of special relativistic Doppler boosts, aberrations, and propagation
time effects in several ways. We compared the results given by our code with exact analytical results
for the waveforms produced by emission in (a) a pencil beam normal to the surface and (b) a thin fan
beam tangent to the surface of a rapidly rotating star. We also compared the results given by our code
with analytical results for the waveforms produced by a small spot on the surface of a slowly rotating
star in flat space emitting (a) isotropically and (b) in a beaming pattern representing Comptonized
emission (see Poutanen & Gierlin´ski 2003). The numerical results agreed with the analytical results.
3. We tested our code’s computation of the general relativistic redshift and light deflection for nonrotating
stars by (a) comparing the deflection of a fan beam tangent to the stellar surface given by our code
for a variety of stellar compactnesses with the analytical expressions for the light deflection given by
Pechenick et al. (1983) and Page (1995); (b) comparing the absolute flux given by our code for an
observer directly above isotropically emitting uniform circular spots of various sizes with independent
semi-analytical results for these cases; (c) comparing the symmetries of the waveform and the phase
of the waveform maximum given by our code with exact analytical results for these quantities; and
(d) comparing the shape of the waveforms given by our code with the shapes reported by Pechenick
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et al. (1983) and Strohmayer (1992). Our numerical results agreed satisfactorily with the comparison
results in all cases.3
4. We tested our code’s computation of the waveforms produced by emission from slowly rotating stars
in general relativity by comparing the rms oscillation amplitudes it gives with the amplitudes given by
the approximate analytical formulae of Viironen & Poutanen (2004). Where the results of Viironen &
Poutanen are expected to be accurate, the two sets of rms amplitudes agreed to better than 1%; in
many cases the agreement was much better. We also compared the waveform given by our code for
an isotropically emitting spot inclined 45◦ from the spin axis of a 1.4M star with a Schwarzschild
coordinate radius of 5M spinning at 600 Hz seen by an observer at an inclination of 45◦ with the
waveform reported by Poutanen & Beloborodov (2006) for this case; the two waveforms agreed to
better than 1%.
Further details of these tests and comparisons are given in Lo et al. (2013).
2.2.3 Constructing pulse profiles
The X-ray flux seen by a given observer will evolve continuously in time as the star rotates and the emission
from the stellar surface changes, generating the observed waveform W (t). As noted in Section 2.2.1, the
accretion flow from the inner disk to the stellar surface is expected to vary on timescales at least as short
as the ∼ 1 ms dynamical timescale near the neutron star, which will cause the sizes, shapes, and positions
of the emitting regions, and therefore the observed waveform, to vary on these timescales.
The sensitivity of current instruments is too low to measure the waveform of an AMXP on timescales
as short as 1 ms. However, nearly periodic waveforms with periods this short can be partially characterized
by folding segments of flux data centered at a sequence of clock times ti (see, e.g., Hartman et al. 2008;
Patruno 2008). If the data are folded with a period Pf that is chosen to agree as closely as possible with
the local, approximate repetition period P (ti) of the waveform, one can construct a time sequence of pulse
profiles WP (φ, ti); here φ is the pulse phase over one cycle.
The pulse profiles WP (φ, ti) constructed by folding flux data are averages of the actual pulse profiles over
the time interval required to construct a stable profile, which can be hundreds or even thousands of seconds,
105–106 times longer than the ∼ 1 ms dynamical timescale near the neutron star. The folded pulse profiles
3The waveforms reported by Pechenick et al. (1983) for two antipodal spots are slightly inaccurate, as shown by the following
two tests. The waveform seen by an observer in the star’s rotation equator viewing two identical antipodal spots in the rotation
equator should be the same at 180◦ as at 0◦, but this is not the case for their waveform for this geometry (see their Figure 7).
More generally, the flux from a uniform, isotropically emitting, circular spot on a spherical, nonrotating star should depend
only on the angle between the radius through the center of the spot and the radius to the observer. This is not quite true for
the waveforms reported by Pechenick et al. (1983). The waveforms given by our code pass these tests (for details, see Lo et al.
(2013)).
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are therefore likely to vary more slowly and have less detail than the X-ray waveform, a point to which we
will return in Section 2.4.
The waveforms of AMXPs can be modeled even on the dynamical timescale near the stellar surface,
but such waveforms would contain much more information than can be studied using current observations.
Consequently, we focus here on modeling folded pulse profiles. We define a computed pulse profile as the
waveform seen by a given observer when a star with a constant emission pattern makes one rotation. It is
customary and useful to describe pulse profiles by the amplitudes and phases of their Fourier components.
We describe our computed profiles using the representation
WP (t) = A0 +
∞∑
k=1
Ak cos[2pik(νst− φk)] . (2.1)
Here t is the time measured at infinity, A0 is the average of the flux over one rotation period, Ak and φk
are the amplitude and phase of the kth harmonic component of the pulse, and νs is the stellar rotation
frequency. For harmonic k, the range of unique phases is 0 to 1/k. We sometimes also refer to the phase φp
of the peak of the pulse profile, defined in a similar way. With these definitions, shifting the arrival time of
a given pulse by an amount δt shifts the phases of its Fourier components and the phase of the pulse peak
by νs δt cycles.
We define the arrival time tk of the kth harmonic component of the pulse profile to be zero if the first
maximum of the sinusoid associated with this component reaches the observer at the same time as would
a light pulse coming from a point on the stellar surface immediately below the observer (see Section 2.2.2).
The arrival time tk is affected by the sizes, shapes, and locations of the emitting areas, the beaming pattern
of the emitted radiation, and the aberration and Doppler shifts produced by the spin of the star and usually
is not zero. We define the arrival phase of the kth harmonic component by φk = νs tk. The arrival time
tp and arrival phase φp of the peak of the pulse profile are defined similarly. We refer to tk and tp as time
residuals and to φk and φp as phase residuals. An increase in a time or phase residual indicates that the
harmonic component or the peak is arriving later.
2.3 Oscillation amplitudes
As discussed in Section 2.1, the fractional amplitudes of the accretion-powered oscillations of most AMXPs
are typically ∼ 1%–2%, but the amplitudes of several AMXPs are sometimes as large as ∼ 10%–20%. A
successful model of the accretion-powered oscillations of the AMXPs should therefore be able to explain
oscillation amplitudes as low as ∼ 1%–2% without requiring a special viewing angle or stellar structure and
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should also be able to explain the higher amplitudes sometimes seen.
As was also discussed in Section 2.1, the accretion-powered oscillations of the AMXPs are often nearly
sinusoidal. The second harmonic of the fundamental oscillation frequency has been detected in seven of the
ten known AMXPs, but it is typically & 10 times weaker than the fundamental, although in a few cases it
is not this weak and in one case, SAX J1808.4−3658, it is sometimes stronger than the fundamental. Upper
limits ∼ 0.1%–0.2% have been placed on the amplitude of any second harmonic in three AMXPs.
Upper limits ∼ 0.5%–1% have been placed on the fractional amplitudes of accretion-powered millisecond
oscillations in several AMXPs that produce nuclear-powered millisecond oscillations, for frequencies close to
the frequencies of the nuclear-powered oscillations. A model that can explain these nondetections as well as
the observed properties of the detected accretion-powered oscillations would be very attractive.
In this section, we show that emitting regions on or near the stellar surface can produce oscillation
amplitudes as low as ∼ 1%–2% for a substantial range of viewing directions only if they are located within
a few degrees of the stellar spin axis. Regions near the spin axis also naturally produce nearly sinusoidal
pulse profiles. If they are very close to the spin axis and remain there, the amplitudes of the oscillations they
produce can be ∼ 0.5% or less. Thus, emission from very close to the spin axis, in combination with other
effects, such as rapid phase and amplitude fluctuations and suppression of X-ray modulation by scattering of
photons in circumstellar gas (see Lamb et al., 1985; Miller, 2000), may explain the nondetection of accretion-
powered oscillations in accreting neutron stars in which nuclear-powered oscillations have been detected.
We show further that although the fractional oscillation amplitudes produced by large regions tend to be
smaller, this is a weak effect. Unless almost the entire surface of the star is uniformly emitting, amplitudes
as small as those observed are possible even for large spots only if they are located near the stellar spin
axis. We also show that although the fractional amplitudes produced by very compact neutron stars tend to
be smaller than the amplitudes produced by less compact stars, this effect is too weak to explain the small
amplitudes of the AMXPs. Furthermore, it cannot explain why the fractional amplitudes of several AMXPs
are ∼ 1%–2% at some times but ∼ 15%–25% a few hours or days later, since the stellar compactness cannot
change on such short timescales. Finally, we note that the fractional amplitudes produced by spinning
neutron stars depend only weakly on their spin rates.
Measured oscillation amplitudes are likely to be smaller than those shown in the figures in this section,
which are for stable spots fixed on the stellar surface. The reason is that the pulse shape is expected to vary
on timescales shorter than the time needed to construct a pulse waveform. Such rapid pulse shape variations
will appear as increased background noise, reducing the apparent amplitude of the oscillations (see Lamb
et al. 1985). As discussed below, this effect tends to be more important when the emitting area is near the
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Figure 2.1 Top panels (left to right): contour plots of the fractional rms amplitudes of the first harmonic
(fundamental) and second harmonic (first overtone) components of the pulse profiles and the total fractional
rms amplitude produced by a single stable spot, as a function of the observer’s inclination and the inclination
of the primary spot relative to the spin axis. Bottom panels (left to right): corresponding contour plots
for the pulse profiles produced by two stable antipodal spots. All plots assume spot radii of 25◦ and a
1.4M star with a radius of 5M spinning at 400 Hz. The heavier lines highlight the contours where the
fractional flux variation is 2%. This figure shows that emitting regions on or near the stellar surface can
produce oscillation amplitudes as low as ∼ 1%–2% for a substantial range of viewing directions only if they
are located within a few degrees of the stellar spin axis.
spin axis, and it will therefore tend to reduce further the apparent amplitude of the oscillations produced
by spots at small inclinations.
In Section 2.4, we show that the variations of the oscillation amplitudes seen in all AMXPs and the larger
fractional amplitudes ∼ 15%–20% occasionally seen in several of them can be explained by modest increases
in the inclinations of their emitting regions, if these regions are close to the star’s spin axis.
2.3.1 Dependence on spot inclination
The precise distance emitting regions can be from the spin axis and still produce oscillation amplitudes
as low as the ∼ 1%–2% amplitudes often observed in the AMXPs depends on the beaming pattern of the
emission. The angular pattern of the radiation flux produced by Thomson scattering is strongly peaked
in the direction normal to the stellar surface, whereas the flux patterns produced by fan-shaped radiation
beams like those proposed by Poutanen & Gierlin´ski (2003) to describe Comptonized emission from near
the stellar surface are peaked much less (if at all) in the direction normal to the stellar surface. The angular
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pattern of the radiation flux produced by isotropic emission is intermediate between these two cases, being
peaked normal to the surface less than the pattern produced by Thomson scattering but more than the
pattern produced by fan-beam emission. We first discuss the waveforms produced by isotropic emission and
then the waveforms produced by other beaming patterns.
Figure 2.1 shows the fractional rms amplitudes of the first harmonic (fundamental) and second harmonic
(first overtone) components of the pulse profile and the total fractional rms amplitude produced by isotropic
emission from a single stable spot and from two stable antipodal spots, as a function of the observer’s
inclination and the inclination of the primary spot relative to the spin axis. The curves are for spots with
angular radii of 25◦ on our reference star (a 1.4M star with a radius of 5M spinning at 400 Hz). As
expected, all amplitudes are zero when the star is viewed along its spin axis (i = 0◦) or the emitting spots
are centered on the rotation pole (is = 0
◦ or is1 = 0◦ and is2 = 180◦). In addition, the amplitude of the
first harmonic variation produced by two stable antipodal spots vanishes if either the observer or the spots
are in the rotation equator (is = 90
◦ or is1 = is2 = 90◦), whereas the amplitude of the second harmonic is
highest for these geometries.
The top panels in Figure 2.1 show that if the observer sees radiation only from a single spot, the total
fractional amplitude can be as low as ∼ 1%–2% for a range of viewing angles only if the spot is within a few
degrees of the spin axis. These panels also show that for radiation from a single spot, the second harmonic
is ∼ 5–10 times smaller that the first harmonic for most observer and spot inclinations.
The bottom panels in Figure 2.1 show that if the observer sees radiation from two antipodal spots, the
total fractional amplitude can be as low as ∼ 2% for a substantial range of viewing angles only if the spots
are within about 5◦ of the spin axis. These panels also show that for radiation from two antipodal spots,
the second harmonic is smaller than the first harmonic for observer or spot inclinations less than about 60◦.
The amplitude of the second harmonic is . 2% for all observers only if the spots are within 15◦ of the spin
axis.
Two emitting spots centered near the same rotation pole are expected if the inward motion of neutron
vortices in the stellar core drives both of the star’s magnetic poles toward the same rotation pole (see
Section 2.5.1). The fractional modulation produced by two spots with this geometry is typically somewhat
larger than the modulation produced by two antipodal spots if the observer and spot inclinations are both
large, but is typically smaller than the modulation produced by two antipodal spots if the observer inclination
or the spot inclination is small. Even so, the total fractional amplitude can be as low as ∼ 1%–2% for a range
of viewing angles only if the spots are within a few degrees of the stellar spin axis. For example, for our
reference star the fractional modulation produced by two spots at the same inclination but separated by 160◦
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in longitude is larger than the modulation produced by two antipodal spots if i & 70◦ and is1 = is2 & 70◦
but is smaller if i . 60◦ and is1 = is2 . 60◦. The total fractional amplitude can appear as low as ∼ 1%–2%
over half the sky (i ≥ 60◦) only if the two spots are within ∼ 10◦ of the spin axis.
The intensity distribution produced by a Thomson scattering atmosphere is described by a linear com-
bination of Hopf functions (see Chandrasekhar 1960, Section 68) and peaks in the direction normal to the
stellar surface. The radiation flux from such an atmosphere is given by the product of this intensity distri-
bution and the projected area of the surface, which is proportional to the cosine of the angle to the normal.
Consequently, the radiation flux from a Thomson scattering surface is strongly peaked in the direction nor-
mal to the surface. For this reason, emission from a Thomson scattering region typically produces a higher
modulation fraction than would isotropic emission from the same region. Hence if Thomson scattering is
important, the emitting regions must be closer to the star’s spin axis than if the emission is isotropic.
Fan-shaped intensity distributions like those proposed by Poutanen & Gierlin´ski (2003) to describe Comp-
tonized emission from near the stellar surface can partially compensate for the decrease of the projected area
as the angle from the normal to the surface increases, producing a radiation flux distribution that is more
isotropic than that produced by an isotropic intensity distribution. For this reason, fan-shaped emission from
a single spot can produce modulation at the first harmonic of the spin frequency that is smaller than would
be produced by isotropic emission from the same spot. A spot producing this emission pattern must still
be close to the spin axis in order for the amplitude of the first harmonic to be . 2%. Fan-shaped emission
from a single spot tends to increase the amplitude of the second harmonic relative to the first. Fan-like
emission from two antipodal spots produces waveforms similar to those produced by isotropic emission, but
the modulation fraction can be up to a factor of 2 larger.
In SAX J1808.4−3658, the second harmonic is usually weak but is occasionally as strong as or even
stronger than the first harmonic (see Hartman et al. 2008). The strengthening of the second harmonic could
be caused by development of a two-fold asymmetry of one spot, by more fan-beam emission from a single
spot, or by increased visibility a second, antipodal spot.
Our computations show that modulation fractions are below typical current detection limits if the emit-
ting regions are within 1◦ of the spin axis and remain there. As discussed in Section 2.4, rapid fluctuations in
the amplitude and phase of the oscillations would not be directly detectable in time-averaged observations,
but would raise the background noise level and further reduce the detectability of the oscillations. These
effects, possibly in combination with others, such as reduction of the modulation fraction by scattering
in circumstellar gas (Lamb et al., 1985; Miller, 2000), may explain the nondetection of accretion-powered
oscillations in accreting neutron stars in which nuclear-powered oscillations have been detected.
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Figure 2.2 Contour plots of the total fractional rms amplitude produced by isotropic emission from a single
stable spot (left-hand panel) and from two stable antipodal spots (right-hand panel), as a function of the
spot radius and the inclination of the primary spot relative to the spin axis, for a 1.4M star with a radius
of 5M spinning at 400 Hz observed at an inclination of 45◦. The heavier lines highlight the contours where
the total flux modulation is 2%. This figure demonstrates that even very large spots must be centered close
to the stellar spin axis in order to explain the low oscillation amplitudes observed in the AMXPs, unless
almost the entire stellar surface is uniformly emitting.
2.3.2 Dependence on spot size
Larger emitting spots tend to produce lower oscillation amplitudes than smaller spots, but even very large
spots must be centered close to the stellar spin axis in order to explain the low oscillation amplitudes observed
in the AMXPs, unless almost the entire stellar surface is uniformly emitting. This is illustrated in Figure 2.2,
which shows the total fractional amplitude produced by isotropic emission from a single spot and from two
antipodal spots, as a function of the radius of the spots and the inclination of the primary spot relative to
the spin axis. All the curves in this figure are for our reference star, viewed at an inclination of 45◦.
The left-hand panel of Figure 2.2 shows that even a single spot that covers half of the star (a spot with
a radius of 90◦) can produce a total fractional modulation as small as 2% only if its inclination is . 5◦.
The modulation fraction depends only weakly on the size of the spot, especially for small-to-moderate spot
inclinations. For example, the amplitude of the oscillation produced by a single spot inclined 45◦ from the
spin axis decreases by only ∼ 10% as the spot radius increases from 5◦ to 45◦. Even for a spot inclined
90◦ from the spin axis, the fractional flux modulation depends only weakly on the size of the spot for spot
radii . 50◦, decreasing from 70% to 35% as the spot radius increases from 30◦ to 90◦. The reason for this
insensitivity is that the angular width of the stellar radiation pattern produced even by spots with radii
∼ 50◦ is governed mostly by the beaming pattern of the radiation from the stellar surface and the magnitude
of the gravitational light deflection, not by the radius of the spot. A single spot at an inclination of 70◦ can
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produce a fractional modulation . 2% only if the entire surface of the star is uniformly emitting except for
a dark area of radius 20◦ on the opposite side of the star from the center of the spot (i.e., if the spot radius
is & 160◦).
The right-hand panel of Figure 2.2 shows that two uniformly emitting antipodal spots of a given radius
produce a smaller fractional modulation than a single spot of the same radius, because the antipodal spots
cover twice as much of the stellar surface. Even so, the antipodal spots must be very large in order to produce
fractional modulations as small as those observed. For example, two antipodal spots on our reference star
can produce a fractional modulation as low as ∼ 2% for most observing directions only if they have radii
& 75◦, which means that all of the stellar surface is uniformly emitting except for a band around the star
with a total width . 30◦. The fractional modulation for most observing directions doubles to ∼ 4% if the
spot radius decreases from 75◦ to 65◦.
These results show that the low fractional amplitudes often observed in the AMXPs cannot be explained
by large emitting regions, unless the emitting regions are uniform and cover almost the entire stellar surface,
which is not expected. Another difficulty with attributing the low fractional amplitudes often observed to
large emitting areas is that a substantial number of AMXPs that are observed to have fractional amplitudes
∼ 1%–2% at some times are observed to have much larger fractional amplitudes ∼ 15%–20% at other times.
Hence attributing their small amplitudes at some times to large emitting areas would require their emitting
areas to shrink by a large factor at other times, which is not expected.
2.3.3 Dependence on stellar compactness
The fractional modulation produced by a given emission pattern is generally smaller for more a compact
star (see, e.g. Pechenick et al. 1983; Strohmayer 1992). The reason is that gravitational focusing allows the
observer to see a larger fraction of the surface of such a star, averaging the contributions of its bright and
dark areas and reducing the flux variation seen as the star turns. Strong gravitational focusing can increase
the fractional modulation seen by some observers if the star is very compact (R . 3.5M).
Even if all AMXPs are relatively compact (R ∼ 4M), which is not expected, they would produce fractional
modulations larger than the ∼ 1%–2% fractional modulations often observed (see Section 2.1) unless their
emitting regions are close to their stellar spin axes. Nor can the failure so far to detect accretion-powered
oscillations in some nuclear-powered AMXPs be explained unless the accretion-powered emission comes from
areas very close to the stellar spin axis. These points are illustrated by Figure 2.3, which shows the fractional
amplitudes produced by isotropic emission from a single spot (left-hand panel) and from two antipodal spots
(right-hand panel) as a function of R/M and the inclination of the primary spot relative to the spin axis,
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Figure 2.3 Contour plots of the total fractional rms amplitude produced by isotropic emission from a single
stable spot (left-hand panel) and from two stable antipodal spots (right-hand panel), as a function of the
stellar radius and the inclination of the primary spot relative to the spin axis, for a 1.4M star with a radius
of 5M spinning at 400 Hz observed at an inclination of 45◦. The heavier lines highlight the contours where
the fractional flux modulation is 2%. This figure demonstrates that compactness alone cannot explain the
low-amplitude oscillations of the AMXPs.
for a 1.4M star spinning at 400 Hz observed at an inclination of 45◦.
The left-hand panel of Figure 2.3 shows that even if all the AMXPs had radii as small as 4M , their
fractional modulations could be as small as ∼ 2% for emission from a single spot only if the spot is within
3◦ of the spin axis. If instead the spot is at a moderate-to-high inclination, their fractional modulations
would be much larger. For example, if the spot is 45◦ from the spin axis, the fractional modulation would
be ∼ 25%.
The right-hand panel of Figure 2.3 shows that although the fractional modulation produced by two
antipodal spots is generally smaller than the modulation produced by a single spot, antipodal spots would
have to be within 10◦ of the spin axis to produce a fractional modulation as small as ∼ 2%, even for a star as
compact as 4M . If instead the spots are 45◦, from the spin axis, the fractional modulation would be ∼ 7%,
much larger than the lowest modulations observed in most AMXPs.
As another example (not plotted here), consider a relatively massive 2.2M star with one or two spots
that are not close to the spin axis, observed at an inclination of 45◦. If there is a single, isotropically emitting
spot of radius of 25◦ at an inclination of 45◦, the fractional modulation would be ∼ 30% if the star has a
radius of 4M and 22% if the star has a radius of 3.2M . If instead there are two antipodal, isotropically
emitting spots at inclinations of 45◦ and 135◦, the fractional modulation would be ∼ 11% if the star has a
radius of 4M and 9% if the star has a radius of 3.2M . These fractional modulations are much larger than
the lowest modulations observed in most AMXPs. The fractional modulation is typically even larger for
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Figure 2.4 Fractional rms amplitudes of the full bolometric pulse profile (left) and the second harmonic (first
overtone) component of the pulse profile (right) produced by isotropic emission from a single stable spot
and from two stable antipodal spots, as functions of the inclination of the primary spot relative to the spin
axis, for spot radii of 25◦, a 1.4M star with a radius of 5M spinning at 400 Hz, and the indicated observer
inclinations i. This figure shows that if the inclination of the emitting region is small, modest changes in its
inclination can produce large changes in the observed amplitude of the oscillation.
stars that are still more compact, because of the strong gravitational focusing effect discussed above.
These results show that even if the AMXPs are compact neutron stars, their fractional modulation will
be much larger than the low fractional modulations they often produce, unless their emitting areas are within
a few degrees of the spin axis. Hence the low fractional modulations often observed in the AMXPs cannot
be attributed to high stellar compactness.
A further difficulty in attributing the generally low fractional modulations of the AMXPs to high stellar
compactness is that several of the AMXPs that exhibit fractional modulations ∼ 1%–2% at some times
exhibit fractional modulations ∼ 15%–25% only a few hours or days later. The compactness of the neutron
star cannot change significantly on such short timescales, and hence some mechanism other than high
compactness must be responsible for the low fractional modulations seen at many times in most AMXPs.
Our results also show that high stellar compactness cannot be the main factor responsible for the nonde-
tection of accretion-powered oscillations in many accreting neutron stars in low-mass X-ray binary systems,
including many stars in which nuclear-powered oscillations have been detected. The upper limits on the frac-
tional amplitude of any accretion-powered oscillation produced by these stars are . 0.5% (see Section 2.1),
much less than could be explained by the effects of high stellar compactness.
2.3.4 Dependence on stellar spin rate
Most of the results discussed in this section are for stars spinning at 400 Hz. Other things being equal,
stars spinning more rapidly will produce oscillations with larger fractional amplitudes, because their higher
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surface velocities will produce larger Doppler boosts and greater aberration, making their radiation patterns
more asymmetric (Miller & Lamb 1998; Braje et al. 2000). Conversely, stars spinning more slowly tend to
produce oscillations with smaller fractional amplitudes. However, the dependence of the fractional amplitude
on the stellar spin rate is weak. Consequently, the basic conclusions reached in this section are valid for the
full range of AMXP spin rates observed.
2.4 Pulse amplitude and phase variations
As discussed in Section 2.1, the fractional amplitudes of the accretion-powered oscillations of the AMXPs
vary by factors ranging from ∼ 2 to ∼ 10 on timescales of hours to days. As was also discussed in Section 2.1,
the phases of the Fourier components of these oscillations vary by ∼ 0.1–0.4 cycles on similar timescales. If
interpreted as caused by changes in the stellar spin rate, the observed phase variations would imply frequency
variations more than a factor of 10 larger than expected for the largest accretion torques and the smallest
inertial moments thought possible for these stars. In several AMXPs, the phase variations are correlated
with the amplitude variations, for some amplitude ranges. A successful model of the accretion-powered
oscillations of the AMXPs should provide a consistent explanation of these properties of the oscillations.
As noted in Section 2.1, changes in the latitude and longitude of the emitting area are expected on a
wide range of timescales, from the ∼ 0.1 ms dynamical time at the stellar surface to the ∼ 10 d timescales of
the variations observed in the mass accretion rates of the AMXPs. Changes in the latitude (inclination) of
the emitting area primarily affect the amplitudes of the harmonic components of the pulse profile but also
affect their phases. Modest changes in the latitude of the emitting area can produce large changes in the
oscillation amplitude if the emitting region is close to the stellar spin axis. Changes in the longitude (stellar
azimuth) of the emitting area shift the phases of the harmonic components of the pulse but do not affect
their amplitudes.
In this section we show that if the emitting area is close to the spin axis, the fractional amplitude
variations seen in all AMXPs and the larger fractional amplitudes ∼ 15%–20% occasionally seen in several
of them can be explained by modest variations of the inclinations of their emitting areas. We show further
that if the emitting area is close to the spin axis and moves in the azimuthal direction by even a small
distance, the phases of the Fourier components of the pulse will shift by a large amount. These shifts can
easily be as large as ∼ 0.1–0.4 cycles. Indeed, if the emitting area loops the spin axis, the phases of the
Fourier components will shift by more than one cycle. We show that changes in the latitude and longitude
of the emitting area by modest amounts can produce substantial correlated changes in the amplitudes and
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phases of the Fourier components of the oscillation.
2.4.1 Pulse amplitude variations
Figure 2.4 shows the total fractional rms amplitude and the fractional rms amplitude of the second harmonic
(first overtone) of the spin frequency for pulses produced by isotropic emission from a single stable spot and
from two stable antipodal spots, as functions of the inclination of the primary spot relative to the spin axis.
These curves are for spots with angular radii of 25◦ on our reference star.
The results shown in Figure 2.4 support our conclusion in Section 2.3 that the oscillation amplitudes
seen by most observers can be as small as ∼ 1%–2% only if the emitting regions are within a few degrees
of the spin axis. If instead the emitting regions were & 45◦ from the spin axis, most observers would see
modulation fractions & 15%.
Whether the observer sees emission from a single area or from two antipodal areas, the total fractional
amplitude of the oscillation will increase if the inclination of an emitting region initially at a low inclination
increases. The reason is that the star’s radiation pattern becomes steadily more asymmetric about the spin
axis as the emitting region moves farther from the spin axis, partly because the emitting region becomes
more asymmetric and partly because the surface velocity becomes higher.
If the emitting area is initially close to the spin axis, a modest increase or decrease in its latitude can
change the amplitude of the observed flux oscillation by a substantial factor. For emission from a single
spot, the amplitude increase is steepest for observers at high inclinations, whereas for emission from two
antipodal spots, the amplitude increase is steepest for observers at moderate inclinations.
These effects are illustrated by the left-hand panel of Figure 2.4. It shows that for a single spot initially
at is = 10
◦, an increase of the spot inclination by as little as ∼ 5◦ can increase the fractional amplitude of the
oscillations seen by an observer at 45◦ by a factor of 2. For observers at higher inclinations, the oscillation
amplitude increases even more.
A single spot at a high inclination produces oscillations with a high fractional amplitude for observers
at inclinations & 60◦ and the amplitude increase only slightly as the inclination increases further. As an
example, for the parameter values assumed in Figure 2.4, the total fractional amplitude seen by an observer
at i = 45◦ increases steadily with increasing spot inclination, reaching ∼ 70% when is = 90◦. In contrast,
the fractional amplitude seen by an observer at i ≈ 90◦ (i.e., close to the spin equator) is ∼ 85% for is = 70◦
and ∼ 90% for is = 90◦.
If instead the observer sees radiation from two antipodal spots, the total fractional amplitude increases
with spot inclination for spot inclinations . 50◦, though not as steeply as for a single spot. The fractional
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Figure 2.5 Left: angles relevant to the path of the emitting spot considered here. The observer’s inclination
i is measured from the stellar spin axis Ω. The path on the stellar surface along which the emitting spot
moves is described in a coordinate system anchored in the star. The center of the circular path considered
here is at colatitude θp and azimuth φp ≡ 0 in this coordinate system. The angular radius of the path is
ηs. The azimuth ξs of the spot around the center of the path is measured from its lowest latitude. Right:
phase and time residuals of the peak, first harmonic (fundamental), and second harmonic (first overtone)
of the observed waveform as functions of the azimuth ξs of a circular spot with a radius of 25
◦ moving
along a circular path like that shown in the left-hand panel. The phase and time residuals are defined in
Section 2.2.3. In this example, the emission from the spot is assumed to be isotropic, θp = 12
◦, ηs = 10◦,
i = 45◦, the star has a mass of 1.4 M and a radius of 5M , and the star’s spin rate is 400 Hz measured at
infinity.
amplitude eventually decreases with increasing spot inclination, unless the observer is located in the spin
equator. A change in the inclination of two antipodal spots by 10◦ can change the total fractional amplitude
seen by an observer at 45◦ by a factor of 2.
The right-hand panel of Figure 2.4 shows that the fractional amplitude of the second harmonic is almost
the same for radiation from one spot or from two antipodal spots, independent of the inclinations of the
observer and the spot(s). Comparison of the right-hand panel of Figure 2.4 with the left-hand panel shows
that the second harmonic dominates the pulse profile for spot inclinations . 80◦.
The accretion-powered oscillations observed in XTE J1814−338 and XTE J1807−294 occasionally have
fractional amplitudes as large as 11% and 19%, respectively, although they are usually much smaller (Chung
et al. 2008; Patruno 2008; Zhang et al. 2006; Chou et al. 2008). Figure 2.4 shows that amplitudes this large
are possible for isotropic emission from a single spot even for relatively small spot inclinations, provided the
observer’s line of sight is not too close to the star’s spin axis. For example, amplitudes this large are possible
for spot inclinations ∼ 5◦–15◦ if the observer’s inclination is & 50◦. A decrease in the spot inclination to
∼ 1◦–3◦ would then reduce the fractional amplitude to ∼ 1%–3%, the lowest values observed in these AMXPs.
If the emitting areas of the AMXPs are typically located at high stellar latitudes, as in the model discussed
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here, their pulse amplitudes are expected to depend on the accretion rate and structure of the inner disk.
These may vary on timescales as short or shorter than the ∼ 0.1 ms dynamical time at the stellar surface
up to timescales as long as the ∼ 10 d observed variations of the mass accretion rate. Consequently, the
harmonic amplitudes of AMXP pulses are expected to vary on these timescales.
This model can be tested on timescales longer than the ∼ 102–103 s integration times required to construct
pulse profiles by searching for correlations between the amplitudes of the harmonic components of the pulse
profile or the variance of the pulse amplitude and the pulsar’s X-ray flux or spectrum. Indeed, the rms
fractional amplitudes of the pulses of XTE J1814−338 appear to be positively correlated with its mean
X-ray flux (Chung et al. 2008). Methods for testing the model on timescales shorter than the time required
to construct a pulse profile are discussed in Section 2.4.5.
2.4.2 Pulse phase variations
A change in the longitude (stellar azimuth) of the emitting region alters the arrival time of the pulse. This
shifts the measured phases of all the Fourier components by the same amount, relative to their phases if the
pulse were produced by an emitting area fixed on the surface of a star rotating at a constant rate. Obviously,
the phase of the pulse peak is also shifted by this amount. If the emitting area is close to the spin axis, a
displacement in the azimuthal direction by even a small distance can produce large phase shifts.
A change in the latitude (inclination) of the emitting area not only alters the amplitudes of the Fourier
components of the pulse but also their arrival times (phases). These alterations change the shape and arrival
time of the pulse in a complex way. They occur because a change in the latitude of the emitting area changes
the velocity of the emitting surface, altering the aberration, Doppler shift, and propagation time of each
photon. The resulting changes in the pulse shape and arrival time depend on the beaming pattern of the
radiation, the properties of the star, and the inclination of the observer. The phase shifts caused by changes
in the latitude of the emitting area are expected to be modest, because the surface velocities of neutron star
models with spin frequencies . 600 Hz are typically a small fraction of the speed of light.
Figure 2.5 shows how the phases of the peak of the pulse and its first and second harmonic components
vary as the emitting spot moves along a circular path on the stellar surface. Motion along this path changes
both the latitude and the longitude of the spot. Motion in either direction along all or part of such a path
may occur if the main impact area of the accreting matter moves around the magnetic pole as a result of
changes in the structure of the inner disk, changes that could be caused by variations of the accretion rate
onto the star (see Section 2.2.1).
The left-hand panel of Figure 2.5 introduces the angles used to describe the motion of the spot around the
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path. The right-hand panel shows the changes in the arrival times and phases of the peak of the pulse and
its Fourier components that occur as the spot moves around the path shown in the left-hand panel. In this
example, the phases of the peak and the first and second harmonic components vary by ∼ 0.35 cycles, which
is comparable to the phase variations seen in XTE J1807−294 (Markwardt, 2004) and SAX J1808.4−3658
(Morgan et al., 2003; Hartman et al., 2008) on timescales of hours to days. If the path of the emitting
region approaches or loops the spin axis, even a very small displacement can shift the phases by more than
one cycle. The phase shifts shown in Figure 2.5 are typical for isotropic emission. The phase shifts for
Comptonized-emission-beaming patterns like those proposed by Poutanen & Gierlin´ski (2003) are similar,
but differ in detail.
The phase and time residuals shown in Figure 2.5 are not zero when the spot is in the plane defined by
the spin axis and the observer (ξs = 0) for two reasons. First, when ξs = 0 the spot is not directly beneath
the observer in this example, so a photon emitted at this moment will reach the observer later than would
a photon emitted from the point directly beneath the observer, which is the emission point that defines the
zero of the arrival time at the observer (see Section 2.2.3). Second, the spinning motion of the stellar surface
produces aberrations, time delays, and Doppler energy shifts that distort the pulse, causing its harmonic
components to reach the observer at times different from their arrival times from a nonrotating star. In this
particular example these effects cause the peak of the pulse and its harmonic components to arrive earlier
than they would if the star were not rotating. The phase advance produced by these effects more than offsets
the backward phase shift produced by the extra travel time.
As the emitting spot moves around the path shown in Figure 2.5, its inclination increases from 2◦ to 22◦.
This causes the amplitude of the oscillation to increase from ∼ 1% when the spot is closest to the rotation
pole to ∼ 15% when it is farthest from the pole. This variation is comparable to the amplitude variations
observed in XTE J1814−338 and XTE J1807−294 (Chung et al. 2008; Patruno 2008; Zhang et al. 2006;
Chou et al. 2008).
As described above, the change in the inclination of the spot as it moves around the path shown in
Figure 2.5 also contributes to the phase shifts. In general, an increase in the inclination of an emitting spot
by 20◦ can by itself shift the phases of the Fourier components of the pulse by amounts ranging from ∼ 0.05
to ∼ 0.20 cycles, depending on the beaming pattern, stellar properties, and viewing direction, and can shift
the phases of different harmonic components by different amounts. These effects are included in the phase
shifts shown in Figure 2.5.
These results show that if the emitting areas of the AMXPs are usually near their spin axes, as in the
model discussed here, movement of the emitting area by modest distances can cause the arrival times of pulse
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Fourier components to vary by the large amounts observed, even if the AMXPs spin at a nearly constant
rate.
Emitting areas occur where accreting plasma impacts the stellar surface. As discussed in Section 2.2.1,
the position of these areas depends on how accreting plasma enters the magnetosphere and hence on the
accretion rate and the structure of the inner disk. Consequently, pulse phase variations produced by changes
in the location of the emitting areas should be correlated with changes in the luminosity and spectrum of
the pulsar. The properties of the accretion flow are expected to vary on timescales ranging from as short as
∼ 0.1 ms to as long as ∼ 10 d, and the arrival times of pulse Fourier components should therefore vary on
these timescales also.
This model of pulse phase variations can be tested on timescales longer than the ∼ 102–103 s times
required to construct a pulse profile by searching for and studying correlations between the measured phases
of the harmonic components of pulses or the variance of these phases and the pulsar’s X-ray flux or spectrum.
The phase residuals of the first and second harmonic components of the pulses of XTE J1814−338 appear
to be anticorrelated with its X-ray flux (Chung et al. 2008; Papitto et al. 2007), making it a good candidate
for this kind of study. Riggio et al. (2008) have reported a strong anticorrelation between the X-ray flux
of XTE J1807−294 and the phase residual of the second harmonic component of its pulse profile. Methods
for testing this model of phase variations on timescales shorter than the time required to construct a pulse
profile are discussed in Section 2.4.5.
2.4.3 Correlated pulse amplitude and phase variations
If the emitting areas of the AMXPs are near their spin axes and move around with time, the amplitudes
and phases of their pulses should show two types of correlated behavior.
A strong expectation in this model is that the scatter of the pulse arrival times (i.e., the scatter of the
time or phase residuals) should decrease steeply with increasing pulse amplitude. The reason for this is that,
as shown previously, a given variation in the azimuthal position of the emitting area produces a much larger
phase shift when the emitting area is very close to the spin axis than when it is farther away; in contrast,
the oscillation amplitude is much smaller when the emitting area is very close to the spin axis than when it
is farther away.
This effect is illustrated in Figure 2.6, which shows the expected distribution of pulses in the arrival
time versus amplitude plane if they are produced by emission from an area close to the star’s spin axis that
wanders over time. In the example shown, the phase residuals vary by ∼ 0.3 cycles when the fractional
amplitude is ∼ 0.02 but by only ∼ 0.03 cycles when the fractional amplitude is ∼ 0.1. The pulse phase
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Figure 2.6 Distribution of pulse arrival times as a function of the pulse amplitude expected for pulses
produced by an emitting area that is close to the star’s spin axis and wanders. In this example the emitting
area is assumed to wander in stellar longitude by the same distance d` at all latitudes. The dotted and solid
curves show the expected scatter of pulse arrival times (right vertical axis) and arrival phases (left vertical
axis) as a function of the pulse amplitude, assuming f ≡ d`/2piR = ±0.001. The dashed curve shows the
relation between the arrival time and amplitude of pulses produced by a spot that remains at the same
longitude as its latitude changes. Here the arrival time of a pulse is taken to be the arrival time of its peak.
The phase and time residuals are defined in Section 2.2.3. These results are for a spot with a radius of 25◦
on a 1.4M star with a radius of 5M spinning at 400 Hz, observed at an inclination of 45◦. The amplitude
range plotted on the horizontal axis corresponds to spot inclinations from 2◦ to 45◦ (compare Figure 2.4).
This figure illustrates the large scatter expected when the fractional amplitude is small.
residuals seen in several AMXPs (see, e.g., XTE J1807−294: Patruno 2008; SAX J1748.9-2021: Patruno
2008; and IGR J00291+5934: Patruno 2008) have distributions similar to that shown in Figure 2.6. These
distributions are consistent with the model discussed here if the emitting areas of these AMXPs wander in
the azimuthal direction by distances equal to ∼ 10−2–10−3 of the stellar circumference.
A second expectation in the moving spot model discussed here is that the pulse arrival time or phase
residuals are likely to form a track in the phase-residual versus pulse-amplitude plane, especially if the
change in the pulse amplitude is large. Such a track will be formed if the emitting areas where the accreting
matter impacts the stellar surface tend to move along a favored path in stellar latitude and longitude as
the accretion rate and the structure of the inner disk change. This is expected because models of the
flow of accreting matter from the inner disk to the stellar surface predict that matter will be guided along
particular but different magnetic flux tubes as the accretion rate and the structure of the inner disk vary
(see Section 2.2.1).
Our computations show that motion of the emitting area along a path that changes its latitude but not
its longitude can shift the phases of the first and second harmonics by at least 0.15 cycles and by different
amounts. Motion of the emitting area along a path that instead changes its longitude but not its latitude can
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shift the phases of the first and second harmonics and the pulse peak by much larger amounts, if the emitting
area is near the spin axis, but in this case the phase shifts will be the same for all Fourier components. Only
if the shift in pulse phase produced by the change in the longitude of the emitting area exactly compensates
for the shift produced by the change in the latitude of the emitting area will there be no trend in the pulse
phase residuals with increasing pulse amplitude.
No track may be discernible in the phase-residual versus pulse-amplitude plane when the pulse amplitude
is small because, as has just been discussed, the pulse phase is very sensitive to the position of the emitting
area when the area is near the spin axis, which is where it is expected to be when the pulse amplitude is
small. If, however, the emitting area moves well away from the spin axis, which in the moving spot model
produces a substantial increase in the pulse amplitude, a track may become apparent. Tracks are observed
in the data on several AMXPs when the pulse amplitude is & 3% (Patruno 2008). The phase of the first
harmonic component of the pulse is correlated with the amplitude of the pulse in IGR J00291+5934 and
XTE J1751−305 but anticorrelated in XTE J1807−294 and XTE J1814−338.
The path on the stellar surface along which the emitting area moves as the accretion rate changes depends
on the details of the accretion flow from the inner disk to the stellar surface that cannot yet be determined
from first principles. However, the path along which the emitting area moves in the moving spot model can
be inferred from simultaneous measurements of the phases and amplitudes of pulses.
Similar shifts in the phases of all Fourier components are consistent with movement of an emitting area
of roughly fixed size, shape, and radiation-beaming pattern along a path that causes a substantial change
in its longitude as its latitude decreases. This behavior is observed in XTE J1814−338 (Papitto et al. 2007;
Chung et al. 2008; Patruno 2008). If instead the phase residuals of different Fourier components of the pulse
evolve very differently with increasing pulse amplitude, this is an indication that the emitting area is moving
along a path that produces very little change in the area’s longitude and/or a substantial change in its shape
or the radiation-beaming pattern. This behavior is observed in XTE J1807−294 (Patruno 2008).
2.4.4 Accretion- and nuclear-powered oscillations
The close agreement of the pulse profiles and phases of the accretion- and nuclear-powered (X-ray burst)
oscillations observed in SAX J1808.4−3658 (Chakrabarty et al., 2003) and XTE J1814−338 (Strohmayer
et al., 2003) strongly suggests that in these stars, both types of oscillation are produced by X-ray emission
from nearly the same area on the stellar surface. If this is so, it implies that in these AMXPs thermonuclear
burning is concentrated near the magnetic poles onto which accreting matter is falling. It also implies that
long-term variations in the phase residuals of the two types of oscillations should track one another in these
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pulsars and should also be correlated with variations in the X-ray flux and spectrum, because both types of
variations are produced by changes in the accretion flow through the inner disk.
This interpretation can be tested by comparing the observed variations of the amplitudes and phases of
the Fourier components of the accretion- and nuclear-powered oscillations with the variations predicted by
this model. If this interpretation proves correct, the locations and movements of the emitting areas can be
determined from the observed phase and amplitude variations.
In Section 2.5.1, we emphasize that a mechanism that drives a star’s magnetic poles toward its spin
axis can greatly reduce the dipole component of the star’s magnetic field without reducing significantly
its strength. The final configuration of the magnetic field produced by this mechanism could have a total
strength ∼ 1011–1012G, but a dipole component ∼ 108 G, consistent with the dipole moments inferred from
the X-ray emission and spin evolution of AMXPs and millisecond radio pulsars (Lamb & Boutloukos 2008).
Surface magnetic fields ∼ 1011–1012 G are strong enough to laterally confine accreting matter within
the surface layers of the neutron star, creating an accumulation point for fuel for thermonuclear bursts and
causing thermonuclear burning to be concentrated near the star’s magnetic poles (Woosley & Wallace 1982;
see also Melatos & Phinney 2001 and references therein). They are also strong enough to produce strong-
magnetic-field features in the keV X-ray spectra of AMXPs (see Me´sza´ros 1992). If this picture is correct,
such features are more likely to be detected in AMXPs such as SAX J1808.4−3658 and XTE J1814−338
that produce nuclear-powered oscillations that are phase-synchronized (or nearly synchronized) with their
accretion-powered oscillations than in other AMXPs.
2.4.5 Effects of rapid spot movements
Our results show that motion of the emitting area on the stellar surface generally changes both the amplitudes
and the phases of the Fourier components of the pulse profile. As noted in Section 2.2.1, the position of
the emitting area is expected to reflect the accretion rate and structure of the inner disk, and is therefore
expected to change on timescales at least as short as the ∼ 0.1 ms dynamical time near the neutron star.
Pulse phase and shape variations are therefore expected on this timescale.
The observable effects of changes in the position of the emitting area on timescales longer than the
∼ 102–103 s integration times required to construct a pulse profile have been discussed in previous sections.
Here we discuss the expected effects of fluctuations in the position of the emitting area on timescales shorter
than the time required to construct a pulse profile.
Changes in the position of the emitting area on timescales shorter than the time required to construct
a pulse profile will appear as unresolved amplitude and phase noise (see Lamb et al. 1985). This noise will
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reduce the apparent fractional amplitudes of the oscillations at the spin frequency and its harmonics, making
them appear weaker than in the plots presented in this paper, which assume stable emitting spots fixed on
the stellar surface. These pulse phase and amplitude fluctuations are likely to be greater when the emitting
area is near the spin axis, because there a displacement by a given distance produces a larger change in the
pulse phase and, for many geometries, in the pulse amplitude. This trend will tend to reduce further the
apparent pulse amplitude when the emitting area is close to the spin axis, making it appear even smaller
relative to the pulse amplitude when the emitting area is further from the spin axis than is shown in the
plots presented earlier in this section.
Pulse shape fluctuations caused by rapid changes in the position of the emitting region will appear as
background noise in excess of the Poisson counting noise. This noise can in principle be detected, especially
because its strength is expected to be anticorrelated with the pulse amplitude and to depend in a systematic
way on the X-ray flux and spectrum of the pulsar. Detection of more excess noise when the apparent pulse
amplitude is smaller would support the moving spot model of pulse phase and amplitude variations.
2.4.6 Undetected and intermittent pulsations
The results presented in Section 2.3 show that if the emitting area is very close to the spin axis and remains
there, the amplitude of X-ray oscillations at the stellar spin frequency or its overtones may be so low that they
are undetectable. In addition, rapid variations in the shape and phase of pulses are expected to be stronger
when the emitting area is very close to the spin axis. The noise produced by these fluctuations may—in
combination with other effects, such as reduction of the modulation fraction by scattering in circumstellar
gas—further reduce the detectability of accretion-powered oscillations in neutron stars with millisecond spin
periods (Lamb et al. 1985; Miller 2000). Taken together, these effects may help explain the nondetection
of accretion-powered oscillations in some accreting neutron stars in which nuclear-powered oscillations have
been detected.
Location of the X-ray emitting areas close to the spin axis also suggests a natural explanation for the sud-
den appearance and disappearance of accretion-powered oscillations observed in the “intermittent” AMXPs
(see Lamb et al. 2008; Boutloukos et al. 2008). A change in the accretion flow within the magnetosphere can
suddenly channel gas to the stellar surface farther from the spin axis, causing the centroid of the emitting
area to move away from the axis. This will increase the amplitude of the oscillation, potentially making
a previously undetectable oscillation detectable. Conversely, a change in the accretion flow that suddenly
channels accreting gas closer to the spin axis could make a detectable oscillation undetectable. As noted
by Lamb et al. (2008), this idea can be tested by studying short-term variations in the amplitudes and phases
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of the harmonic components of the pulses.
2.5 Discussion
The results presented in previous sections show that a model of AMXPs in which the X-ray–emitting areas
are close to the spin axis and move around on the stellar surface can explain many of their properties.
Emitting areas close to the spin axis are to be expected if the magnetic poles of the AMXPs are close to
their spin axes, causing accreting gas to be channeled there. In this section, we first discuss mechanisms that
may cause the magnetic poles of AMXPs to be close to their spin axes. We then point out that this picture
of magnetic field evolution may also explain why AMXPs in which accretion-powered oscillations have been
detected are transient X-ray sources. We also discuss several observational tests of this model.
2.5.1 Movement of magnetic poles toward the spin axis
The neutron vortices in the fluid core of a spinning neutron star are expected to move radially inward if
the star is spun up. This inward vortex motion is expected to drag the magnetic flux tubes in the fluid
core of the star toward the star’s spin axis (Srinivasan et al. 1990; Ruderman 1991).4 Some of the relevant
physics is not well understood and many details remain to be explored, but this process is expected to
squeeze the magnetic flux of accreting pulsars toward their spin axes as they are spun up to short periods
(recycled). As a result, the magnetic poles of recycled millisecond pulsars are expected to be very close to
their spin axes (Chen & Ruderman 1993; Chen et al. 1998). The magnetic poles of recycled pulsars could
also end up close to their spin axes if the accretion spin-up torque has a component that tends to align the
star’s magnetic field with its spin axis as it spins up. Motion of the magnetic poles toward the spin axis
will be facilitated by diffusion of magnetic flux through the crust and/or fracture and fragmentation of the
crust (Ruderman 1991).
If the star’s north and south magnetic poles are in opposite rotation hemispheres when spin-up begins,
the inward motion of vortices will drag them toward opposite spin poles. If instead both poles are in the
same rotation hemisphere when spin-up begins, they will be dragged toward the same spin pole. In either
case, the strength of the magnetic field at the stellar surface will be orders of magnitude larger than the
strength of its dipole component, as we now explain.
An initial magnetic field M1 that is approximately uniform over a stellar hemisphere of radius R has a
magnetic moment µ1 ≈M1R3. The magnetic flux threading the fluid core is conserved as the magnetic field
4It has also been argued (Srinivasan et al., 1990) that a neutron star’s magnetic field will be greatly reduced earlier in its
evolution if it is spun down by a large factor, causing outward moving neutron vortices to force its magnetic field into the crust
near the rotation equator, where it can be dissipated.
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is squeezed. Suppose the inward moving vortices squeeze the flux into a tube of radius a ≈ R/30. This will
produce a squeezed magnetic field of strength M2 ≈ (R/a)2M1 ≈ 103M1.
If the star’s north and south magnetic poles are forced toward opposite spin poles, the dipole moment
of the squeezed magnetic field will be aligned with the star’s spin axis and will have a magnitude µ2 ≈
M2Ra
2 ≈ µ1, corresponding to a surface magnetic field with a dipole component M2(dipole) ≈M1. The full
strength M2 of the surface magnetic field will therefore be ≈ (R/a)2 ≈ 103 times larger than the strength
M2(dipole) of its dipole component.
If instead the star’s north and south magnetic poles are both forced toward the same spin pole, the
dipole moment of the squeezed magnetic field will be orthogonal to the spin axis and hence the star will be
an “orthogonal rotator”, even though both magnetic poles are near a spin pole rather than near the spin
equator. In this case the dipole moment will have a magnitude µ2 ≈ M2La2 ≈ (L/R)µ1, where L is the
final separation between the north and south magnetic poles, corresponding to a surface magnetic field with
a dipole component M2(dipole) ≈ (L/R)M1. Thus if L ≈ 0.1R, the dipole moment of the squeezed field
will be about 10 times smaller than the dipole moment of the original field and the full strength M2 of the
surface magnetic field will be ≈ (R/L)(R/a)2 ≈ 104 times larger than the strength M2(dipole) of its dipole
component.
Regardless of whether the star’s north and south magnetic poles are forced toward opposite spin poles,
creating an aligned rotator, or toward the same spin pole, creating an orthogonal rotator, both magnetic
poles will end up very close to the spin axis. Accreting gas that is channeled along magnetic field lines will
therefore impact the stellar surface close to the spin axis and accretion-powered X-ray emission will come
primarily from regions near the spin axis.
Note that if a pulsar’s north and south magnetic poles have both been forced close to the same spin axis,
the flow of accreting matter could impact the surface in a pattern with predominantly either one-fold or
two-fold symmetry relative to the spin axis. In this accretion geometry, even a small change in the properties
of the flow through the inner disk could change the dominant symmetry of the emitting area from one-fold
to two-fold or vice versa, thereby changing the relative strengths of the first and second harmonics in the
pulse profile.
Another consequence of this picture of magnetic field evolution is that both accretion-powered (X-ray) and
rotation-powered (radio) millisecond pulsars may have surface magnetic fields ∼ 1011–1012 G. This is ∼ 103–
104 times stronger than the∼ 108–109 G dipole components inferred from the magnetospheric radii of AMXPs
(see, e.g., Psaltis & Chakrabarty 1999; Lamb & Boutloukos 2008), the spin-down of SAX J1808.4−3658 in
quiescence (Hartman et al. 2008), and the spin-down rates of the rotation-powered millisecond radio pulsars
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(see Lamb & Boutloukos 2008). Magnetic fields this strong are strong enough to create an accumulation
point for fuel for thermonuclear bursts and produce strong-magnetic-field features in the keV X-ray spectra
of AMXPs (see Section 2.4.4).
2.5.2 Why AMXPs are transients
The picture of the X-ray emission and magnetic field evolution of AMXPs that we have outlined here suggests
a possible explanation for why all AMXPs found so far are transients. These systems have very low long-term
average mass transfer rates, but binary modeling suggests that the mass transfer rates were higher in the
past (see, e.g., Bildsten & Chakrabarty 2001 for a discussion in the context of SAX J1808.4−3658). If stars
such as these are initially spun up to high spin rates, so that their magnetic poles are forced very close to
their spin axes, they would appear similar to the accreting neutron stars in low-mass X-ray binary systems
in which accretion-powered oscillations have not been detected. When their accretion rates later decrease,
and magnetic dipole and other braking torques cause them to spin down, their magnetic poles will be forced
away from the rotation axis, and their accretion-powered oscillations will become detectable.
If this explanation of the transient nature of the AMXPs is correct, they should be spinning down on
long timescales, as seems to be the case (see, e.g., Hartman et al. 2008), and the amplitudes and phases the
harmonic components of their waveforms should evolve in a correlated way as their magnetic poles move
away from their spin axes (see Section 2.4).
2.5.3 Comparison with the properties of MRPs
Rotation-powered millisecond radio pulsars (MRPs) are thought to be the offspring of AMXPs and therefore
should have magnetic field geometries similar to those of the AMXPs, except that the low rate of accretion
at the end of the accretion phase and magnetic dipole braking toward the end of the accretion phase and
afterward will tend to spin them back down, forcing their magnetic poles away from their spin axes.
Although the radio emission properties of most MRPs provide little clear evidence about the locations of
their magnetic poles (see Manchester & Han, 2004), there are indications from their radio emission that the
dipole moments of a substantial number of the most rapidly spinning MRPs in the galactic disk are nearly
aligned or nearly orthogonal to their spin axes (Chen et al. 1998; see also Chen & Ruderman 1993). As
explained above, either orientation is consistent with their magnetic poles being driven close to their spin
axes by neutron vortex motion during spin-up as AMXPs.
Analysis and modeling of the waveforms of the thermal X-ray emission from MRPs may provide better
constraints on their magnetic field geometries. Recent modeling of the high (30% to 50% rms) amplitude
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X-ray oscillations observed in three nearby MRPs using Comptonized emission and two antipodal or nearly
antipodal hot spots is consistent with their emitting regions being far from their spin axes (Bogdanov et al.,
2007, 2008). We note that all three pulsars have relatively low (∼ 150 Hz–200 Hz) spin rates and may
therefore have been spun down by a factor ∼ 3 from their maximum spin frequencies after spin-up. If so,
their magnetic poles may have been forced away from their spin axes by a similar factor. This could allow
consistency between the ∼ 40◦–60◦ inclinations inferred by Bogdanov et al. for these three MRPs and the
. 20◦ inclinations typically required in the model of AMXPs described here. We also note that only MRPs
that produce high-amplitude X-ray oscillations are currently detectable as oscillators, so the ones that are
detected may have magnetic inclinations larger than is typical. More investigation is needed.
2.5.4 Other observational tests
In the nearly aligned moving spot model of AMXP X-ray emission, the properties of X-ray pulses (e.g.,
their amplitudes, harmonic content, and arrival times) should be functions of the pulsar’s X-ray luminosity
and spectrum. The reason is that the properties of pulses are determined by the location of the emitting
area, which depends on the rate and structure of the accretion flow through the inner disk. The X-ray
luminosity and spectrum of the pulsar will also depend on the accretion flow through the inner disk. Hence
the properties of pulses should be correlated with the X-ray luminosity and spectrum.
Changes in the location of the emitting area on the stellar surface on timescales longer than the ∼ 102–
103 s intervals required to construct stable pulse profiles will produce correlated changes in the amplitudes,
harmonic content, and arrival times of these profiles.
In the nearly aligned moving spot model, the arrival times of pulses with low amplitudes are expected
to fluctuate much more than the arrival times of pulses with high amplitudes (see Figure 2.6). The reason
is that pulse amplitudes are lower when the emitting area is closer to the spin axis, where small variations
in the position of the emitting area can produce large variations in the pulse arrival time.
A second expectation is that pulse phase residuals will form a track in the phase-residual versus pulse-
amplitude plane. This will be the case if the area where accreting matter impacts the stellar surface and
X-rays are emitted tends to move along a favored path on the stellar surface as the accretion flow through
the inner disk changes. The location of the emitting area on its favored path will depend on the accretion
flow through the inner disk and will in turn determine the position of pulses in the phase-residual versus
pulse-amplitude plane. Changes in the accretion flow through the inner disk will therefore cause correlated
changes in the phases and amplitudes of pulses, producing a track when these are plotted in the phase-
residual versus pulse-amplitude plane. Such tracks are likely to be more evident if the range of the pulse
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amplitude variation is large.
The pulses of IGR J00291+5934, XTE J1751−305, XTE J1807−294, and XTE J1814−338 seem to form
track-like patterns in the phase-residual versus pulse-amplitude plane when the pulse amplitude is & 5% (see
Section 2.4.3). An important expectation of the moving spot model is that the position of pulses along such
a track should be correlated with the X-ray luminosity and spectrum of the pulsar.
Another check of the moving spot model is possible if the nearly identical pulse profiles and phases of the
accretion- and nuclear-powered X-ray oscillations of XTE J1814−338 and SAX J1808.4−3658 are produced
by emission from the same area on the stellar surface, as suggested in Section 2.4.4. If this is the case,
the model predicts that longer-term (days–weeks) variations of the phase residuals of the accretion- and
nuclear-powered oscillations should be correlated with one another and with longer-term variations of the
pulsar’s X-ray luminosity and spectrum, because all three variations are expected to be related to changes in
the accretion flow through the inner disk. Evidence of this behavior would support the moving spot model.
The location of the emitting area on the stellar surface is likely to change on timescales as short as the
∼ 1 ms dynamical timescale in the inner disk. These rapid movements of the emitting area will cause rapid
variations of the observed X-ray flux. Flux variations on timescales shorter than the ∼ 102–103 s intervals
required to construct stable pulse profiles are observable as noise in excess of the photon counting noise.
In the moving spot model, the motion of the emitting area that produces this excess noise also affects the
amplitudes, harmonic content, and arrival times of the X-ray pulses, and is related to the X-ray luminosity
and spectrum. Hence the strength of the excess noise produced by motion of the emitting area should be
correlated with these other properties of the AMXP.
A strong expectation in the nearly aligned moving spot model is that the component of the excess noise
produced by motion of the emitting area should be stronger when the pulse amplitude is smaller and weaker
when the pulse amplitude is larger (see Section 2.4.3).
One way to focus on the strength of the noise produced by movement of the emitting area would be to
filter the X-ray flux data to remove variations on timescales shorter than, say, 0.05 s. This would remove
the variability associated with oscillations at the pulsar spin frequency and any high-frequency QPOs. The
remaining total variability would then be correlated with the other properties of the AMXP listed above.
Detection of greater variability when the observed pulse amplitude is smaller would support the nearly
aligned moving spot model.
If AMXPs do have surface magnetic fields as strong as ∼ 1011–1012 G, as suggested in Section 2.5.1, their
keV spectra may show strong-magnetic-field features. Such features may include increased flux below the
fundamental cyclotron resonance energy, where the magnetic field suppresses the opacity of surface layers
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(see, e.g., Pavlov & Kaminker 1975); resonance scattering features produced by the fundamental cyclotron
resonance and its overtones (see, e.g., Meszaros & Nagel 1985); and changes in the spectrum at the higher
energies where the cyclotron scattering becomes unimportant.
Another implication of the existence of AMXPs with surface magnetic fields as strong as ∼ 1011–1012 G
is that the rotation-powered millisecond pulsars that are their progeny should have surface magnetic fields
this strong, even though their dipole fields are ∼ 108–109 G. Magnetic fields this strong can be expected to
affect particle acceleration and γ-ray emission by these pulsars.
2.6 Conclusion
In previous sections we have explored in some detail the nearly aligned moving spot model of AMXP X-ray
emission. In this model the X-ray emitting regions are close to the stellar spin axis and move around on the
stellar surface with time. Here we list our principal conclusions.
Pulse amplitudes and shapes. In Section 2.3.1, we investigated the amplitudes and shapes of the pulses
produced by emitting spots on the stellar surface as a function of their inclination to the spin axis, for
several X-ray beaming patterns and a range of stellar masses, compactnesses, and spin rates. We found that
emitting areas on or near the stellar surface can produce fractional amplitudes as low as the 1%–2% values
often observed only if they are located within a few degrees of the stellar spin axis. Regions near the spin
axis also naturally produce nearly sinusoidal pulse profiles.
We explored effect of spot size on pulse amplitude in Section 2.3.2. We found that although the pulse
amplitudes produced by large emitting areas tend to be smaller, this effect is weak. Unless almost the
entire surface of the star is uniformly emitting, even large spots produce pulse amplitudes greater than those
observed in the AMXPs, unless the spots are centered close to the spin axis.
In Section 2.3.3, we studied the effect of stellar compactness on pulse amplitudes. Although the pulse
amplitudes produced by very compact neutron stars tend to be smaller than the amplitudes produced by
less compact stars, we found that this effect is too weak to explain by itself pulse amplitudes as small as
those observed in the AMXPs. Stellar compactness clearly cannot explain why the fractional amplitudes of
several AMXPs are ∼ 1%–2% at some times but ∼ 15%–25% a few hours or days later, because the stellar
compactness cannot change on such short timescales.
These results show that emission from the stellar surface can explain the low amplitudes and nearly
sinusoidal waveforms typically observed in AMXPs only if the emitting areas are located close to the stellar
spin axis.
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Variability of pulse amplitudes, shapes, and arrival times. In Section 2.4.1, we investigated the amplitude
changes that can be produced by motion of the emitting area on the stellar surface. We found that if the
emitting area is close to the spin axis, even a small change in the latitude of the area can change the
oscillation amplitude by a substantial factor. For example, changes in the inclination of the emitting area by
. 10◦ can explain the amplitude variations seen in the AMXPs and the relatively large fractional amplitudes
∼ 15%–20% occasionally seen in some of them.
In Section 2.4.2, we studied the changes in the arrival times (phases) of the harmonic components of the
pulse caused when the emitting area moves around on the stellar surface. We found that changes in the
latitude of the emitting area can shift the phases of the first and second harmonics by at least 0.15 cycles
and by different amounts. We showed that if the emitting area is close to the spin axis and moves in the
azimuthal direction by even a small distance, the phases of the first and second harmonics can easily shift by
as much as ∼ 0.1–0.4 cycles. If the emitting area loops the spin axis, the phases of the Fourier components
will shift by more than one cycle.
Motion of the emitting area on the stellar surface generally produces both amplitude and phase variations.
As discussed in Section 2.2, the position of the emitting area is expected to reflect the accretion rate and
structure of the inner disk, and is therefore expected to change on timescales at least as short as the ∼ 0.1 ms
dynamical time at the stellar surface and as long as the ∼ 10 d timescale of the variations observed in the
mass accretion rate. Changes in the position of the emitting area on timescales longer than the ∼ 102–103 s
integration times required to construct a pulse profile will produce changes in the apparent pulse amplitude
and phase.
These results show that if the emitting area is close to the spin axis, modest changes in its location can
explain the rapidly varying harmonic amplitudes and phases of the AMXPs.
Correlated amplitude and phase variations. We showed in Section 2.4.3 that changes in the latitude
and longitude of the emitting area tend to produce correlated changes in the amplitudes and phases of the
harmonic components of the pulse. A strong expectation in the nearly aligned moving spot model is that
the scatter in the pulse arrival times (i.e., the pulse time or phase residuals) should decrease steeply with
increasing pulse amplitude. The residuals of several AMXPs, including XTE J1807−294, SAX J1748.9-
2021, and IGR J00291+5934, behave in this way. The magnitudes of the phase residuals of these AMXPs
are consistent with the nearly aligned moving spot model if the emitting areas wander in the azimuthal
direction by distances ∼ 10−2–10−3 times the stellar circumference.
A second expectation in the nearly aligned moving spot model is that the arrival times of pulses will form
a track in the phase-residual versus pulse-amplitude plane, especially if the change in the pulse amplitude
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is large. Such a track will be formed if the emitting areas where the accreting matter impacts the stellar
surface move repeatedly along a particular path in stellar latitude and longitude as the accretion rate and
the structure of the inner disk change. This is expected because models of the flow of accreting matter from
the inner disk to the stellar surface predict that matter will be guided along particular but different magnetic
flux tubes as the accretion rate and the structure of the inner disk vary (see Section 2.2.1). As discussed
in Section 2.4.3, tracks of this type are observed in plots of pulse arrival time versus pulse amplitude for
XTE J1814−338 and XTE J1807−294.
Accretion- and nuclear-powered oscillations. The success of the emitting spot model discussed here
supports magnetic field evolution models in which the magnetic flux of the accreting neutron star becomes
concentrated near its spin axis as it is spun up. As discussed in Sections 2.4.4 and 2.5.1, these evolutionary
models can produce magnetic fields strong enough to partially confine accreting nuclear fuel near the star’s
magnetic poles, even though the dipole component of the magnetic field is very weak. This picture of
magnetic field evolution in turn suggests that the shapes and phases of the nuclear- and accretion-powered
pulses are similar to one another in some AMXPs because the nuclear- and accretion powered X-ray emission
comes from approximately the same area on the stellar surface.
Effects of rapid spot motions. In Section 2.4.5, we discussed the effects of spot movements on timescales
shorter than the time required to construct a pulse profile. Such effects are expected, because emitting spots
are likely to move on the stellar surface on timescales at least as short as the ∼ 0.1 ms dynamical time there
whereas constructing a pulse profile usually requires folding ∼ 102–103 s of X-ray flux data. Rapid spot
motions will produce X-ray flux variations on these same timescales. Our computations show that motion
of the emitting area on the stellar surface on timescales longer than the spin period usually changes the
amplitudes and the phases of the harmonic components of the theoretical pulse profile.
Variations of the X-ray flux on any timescales shorter than the time required to construct a pulse profile
will appear in the analysis as noise in excess of the normal counting noise. This noise will reduce the measured
amplitude of the oscillations at the spin frequency and its overtones for all spot locations, but its effect is
likely to be stronger when the emitting area is near the spin axis because displacement of the emitting area
by a given distance there produces a larger change in the pulse phase and, for many geometries, in the pulse
amplitude. This effect will therefore tend to reduce the apparent pulse amplitude even further when the
emitting area is close to the spin axis.
Undetectable and intermittent pulsations. In Section 2.3.1, we showed that if the emitting areas of
some AMXPs are very close to the spin axis and remain there, the amplitudes of the oscillations they
would produce can be ∼ 0.5% or less, making them undetectable with current instruments. Rapid X-
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ray flux variations will make accretion-powered oscillations at the spin frequency more difficult to detect.
Other effects, such as scattering of X-ray photons in circumstellar gas, may also play a role in reducing
the detectability of such oscillations. These results show that the nearly aligned moving spot model may,
possibly in combination with other effects, explain the nondetection of accretion-powered oscillations at the
millisecond spin frequencies of some accreting neutron stars in which nuclear-powered oscillations have been
detected. In Section 2.4.1, we showed that if the emitting area is within a few degrees of the spin axis and
moves toward the rotation equator by ∼ 10◦, oscillations that were undetectable can become detectable.
This may explain why accretion-powered oscillations appear only intermittently in some AMXPs (Lamb &
Boutloukos, 2008). The model suggests that oscillations may also disappear intermittently in some AMXPs.
Evolution of AMXP magnetic fields. In Section 2.5.1, we explained why the magnetic poles of most
AMXPs are expected to be very close to their spin axes. One consequence is that their magnetic fields will
channel accreting gas to the stellar surface near the spin axis. Hence the star’s accretion-powered X-ray
emission will come from areas near the spin poles. A second consequence is that many AMXPs may have
surface magnetic fields as strong as ∼ 1011–1012 G, even though the dipole components of these fields are
only ∼ 108–109 G. If so, many MRPs may also have surface magnetic fields as strong as ∼ 1011–1012 G, even
though the dipole components inferred from their spin-down rates are only ∼ 108–109 G.
Transient nature of AMXPs. In Section 2.5.2, we noted that the picture of AMXP magnetic field evolution
just described suggests why the AMXPs in which accretion-powered oscillations have been detected are in
transient systems. If the magnetic poles of most neutron stars in LMXBs were forced very close to their
spin axes during the initial, persistent phase of mass transfer, accretion-powered X-ray oscillations would be
difficult or impossible to detect. Later, when mass transfer is transient, the stars will spin down, causing
their magnetic poles to move away from their spin axes and making accretion-powered X-ray oscillations
detectable.
Tests of the model. The nearly aligned moving spot model leads to a number of expectations about
AMXP X-ray emission that can be tested (see Section 2.5 for details):
1. The amplitudes, harmonic content, and arrival times of pulses should be functions of the X-ray lumi-
nosity and spectrum of the pulsar.
2. The amplitudes, harmonic content, and arrival times of pulses should be correlated with one another.
3. The arrival times of pulses with low amplitudes should fluctuate much more than the arrival times of
pulses with high amplitudes.
4. Pulse phase residuals are likely to form a track in the phase-residual versus pulse-amplitude plane.
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Such tracks are likely to be more evident if the range of the pulse amplitude variation is large. The
position of pulses along such a track should be correlated with the X-ray luminosity and spectrum of
the pulsar.
5. If the accretion- and nuclear-powered pulses of an AMXP appear nearly identical, long-term (days-to-
weeks) variations in the phase residuals of the two types of pulses should track one another.
6. The strength of the excess background noise produced by pulse shape fluctuations should be correlated
with the amplitudes, harmonic content, and arrival times of pulses and the X-ray luminosity and
spectrum of the pulsar.
7. The excess noise produced by motion of the emitting area should be stronger when the pulse amplitude
is smaller and weaker when the pulse amplitude is larger.
8. If AMXPs do have surface magnetic fields as strong as ∼ 1011–1012 G, their keV X-ray spectra may
show strong-magnetic-field features. Such features are more likely in AMXPs that show evidence of
nuclear fuel confinement, such as SAX J1808.4−3658 and XTE J1814−338.
9. If AMXPs have surface magnetic fields ∼ 1011–1012 G, their offspring should have millisecond spin
periods and total magnetic fields of similar strength, but dipole fields ∼ 108–109 G. This should affect
particle acceleration and γ-ray emission by these neutron stars.
10. If the explanation of the transient nature of the AMXPs suggested here is correct, they should be
spinning down on long timescales.
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Chapter 3
Origin of intermittent
accretion-powered X-ray oscillations
in neutron stars with millisecond spin
periods
3.1 Introduction
Observations made using the Rossi X-ray Timing Explorer (RXTE ) have led to the discovery of nine neu-
tron stars in low-mass X-ray binary systems (LMXBs) that produce persistent accretion-powered X-ray
oscillations with periods equal to their millisecond spin periods. These accretion-powered millisecond X-ray
pulsars (APMXPs) are thought to be weakly magnetic stars that have been spun up by accreting angular
momentum (see Lamb & Boutloukos 2008 and references therein). Recently, three other neutron stars in
LMXBs have been found to produce accretion-powered millisecond X-ray oscillations intermittently. These
intermittent APMXPs are the focus of this chapter.
An intermittent accretion-powered X-ray oscillation was first detected in HETE J1900.1−2455 (Galloway
et al., 2007). The 377-Hz oscillation disappeared about two months after it was discovered, even though the
star was still bright. Oscillations at ∼ 376 Hz have recently been discovered in X-ray bursts from this star
(Watts et al. 2009). A 442-Hz accretion-powered X-ray oscillation was serendipitously detected in a ∼ 500 s
interval during a longer RXTE observation of SAX J1748.9−2021 (Gavriil et al., 2007). An independent
analysis of all the currently available RXTE data on this X-ray star detected a 442-Hz oscillation in 11
intervals during its 2001 and 2005 outbursts (Altamirano et al., 2008; Patruno et al., 2009). The oscillation
appeared and disappeared on a timescale of several hundred seconds. A search of the 1.3 Ms of RXTE data
available on Aql X-1 discovered an accretion-powered X-ray oscillation at its 550-Hz spin frequency for 150 s
during the peak of its 1998 outburst (Casella et al., 2008). The spin frequency of Aql X-1 was previously
known from its X-ray burst oscillations (Zhang et al., 1998). Due to the poor temporal coverage of most
This chapter has been previously published in Lamb et al. (2009b). Reproduced by permission of the AAS.
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Figure 3.1 Fractional rms amplitudes of the full bolometric waveform (left) and its second harmonic com-
ponent (right) as a function of the observer’s inclination, for the spot inclinations shown. These waveforms
are for two stable, isotropically emitting, 25◦-radius antipodal spots on the surface of a 1.4M star with a
radius of 5GM/c2, spinning at 400 Hz.
LMXBs and the sparseness of the intermittent oscillations discovered so far, the total number of intermittent
APMXPs in the Galaxy is unknown.
The accretion-powered oscillations of the known intermittent APMXPs share several common charac-
teristics. All have nearly sinusoidal waveforms and fractional rms amplitudes . 3%. The second harmonic
(first overtone) of the spin frequency was rarely detected in HETE J1900.1−2455; when it was, its amplitude
was . 0.4% (Galloway et al. 2007). No second harmonic has been detected in the other two intermittent
APMXPs, with upper limits ∼ 0.4%–0.9% (Patruno et al. 2009; Casella et al. 2008). The amplitudes of the
accretion-powered oscillations produced by HETE J1900.1−2455 and SAX J1748.9−2021 seem to increase
shortly before or after their X-ray bursts (Galloway et al. 2007; Gavriil et al. 2007; Altamirano et al. 2008).
The nearly aligned moving spot model was originally proposed to explain the properties of the persistent
APMXPs (see Lamb et al. 2006, 2007, 2008; Lamb et al. 2009a, hereafter P1). In this model, the X-ray
emitting areas are close to the spin axis but move around as the accretion rate and structure of the inner
disk vary. As explained in P1, the model also has implications for the nuclear-powered oscillations observed
in most of these pulsars during their thermonuclear X-ray bursts. Here we show that the model can also
explain the properties of the intermittent APMXPs. The reason is that small changes in the latitude of the
emitting area can cause oscillations to appear and disappear if the emitting area is very close to the star’s
spin axis (see also Lamb et al. 2008; Boutloukos et al. 2008). In contrast to P1, which presented results for
a wide range of spot inclinations, this paper focuses on spot inclinations . 15◦.
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3.2 Modeling and results
It is not yet possible to compute the accretion flows and X-ray emission of accreting millisecond pulsars from
first principles, so simplified models must be used, but even these models typically have a dozen or more
parameters. Despite this complexity, it is possible to identify trends and determine whether the parameter
values needed to explain the observations are plausible. This is the approach we follow here. Our findings
are based on the results of several hundred million waveform computations. This survey greatly extends
previous work. To summarize these findings concisely, we present examples, describe trends, and discuss the
parameter ranges consistent with the observations.
To illustrate our findings, we discuss the bolometric waveforms produced by isotropic or Comptonized
emission like that proposed by Poutanen & Gierlin´ski (2003) from a single circular spot, two antipodal spots,
or two spots in the same rotational hemisphere on opposite sides of the spin axis, as may occur if the stellar
magnetic field evolves as described by Chen et al. (1998). These models represent the emission from the
stellar surface after it has been averaged over the time needed to construct a pulse profile, which is typically
∼ 105–106 times the ∼ 1 ms dynamical timescale near the neutron star.
For conciseness, we feature the representative case of spots with radii of 25◦ on the surface of a 1.4M
star with a radius of 5GM/c2 (10.3 km) spinning at 400 Hz, but we also describe how the results vary when
these parameters are changed. We assume radiation from the stellar surface reaches the observer without
interacting with any intervening matter.
We used the ray-tracing code described in P1 to calculate the waveforms produced by emitting spots
at various rotational latitudes when viewed at different inclinations. This code uses the Schwarzschild plus
Doppler (S+D) approximation (Miller & Lamb, 1998), which treats the special relativistic Doppler effects
(such as aberrations and energy shifts) associated with the rotational motion of the stellar surface exactly,
but treats the star as spherical and uses the Schwarzschild spacetime to compute the general relativistic
redshift, trace the propagation of light from the stellar surface to the observer, and calculate light travel-
time effects. The code has been validated by comparing its results with analytical results for special cases
and with previously reported numerical results (see P1). For the stellar models we consider, rotational
distortion of the star and frame dragging can be neglected (Cadeau et al., 2007).
As discussed in P1, pulse amplitudes are continually as small as observed only if the emitting areas are
near the spin axis, so we concentrate on this geometry. Guided by the observations cited in Section 3.1, we
assume that pulsing is detectable if its fractional rms amplitude exceeds 0.5% and that the second harmonic
(first overtone) component of the pulse is detectable if its amplitude exceeds 0.5%.
Figure 3.1 shows some typical features of the oscillations produced by spots located within 20◦ of the spin
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axis (see also Figures 1 and 4 of P1). The fractional amplitudes are small (. 8% in these examples) and the
second harmonic is much smaller than the first, except for observer inclinations near 90◦. The amplitude of
the first harmonic increases linearly with spot inclination for inclinations this small; it also increases linearly
with observer inclination up to inclinations ∼ 20◦, but then flattens and decreases for observer inclinations
& 20◦. The amplitude of the second harmonic increases monotonically as the spot and observer inclinations
increase.
Effect of spot geometry. Insights into the effect of the spot geometry on the detectability of oscillations can
be obtained by comparing the waveforms produced by isotropic emission from a single spot, two antipodal
spots, and two spots in the same rotational hemisphere (spots with the last geometry are expected if neutron
vortex motion drives both of the star’s magnetic poles toward the same rotation pole; see Chen et al. 1998).
The oscillation produced by a single spot centered within 1◦ of the spin axis is undetectable by observers
with inclinations . 35◦ but becomes easily detectable by almost all observers if the spot moves & 4◦ toward
the spin equator; the second harmonic is undetectable by all observers for spot inclinations . 8◦ (see Figure 1
of P1).
The oscillation produced by antipodal spots is undetectable for any observer if the spots are within 1◦
of the spin axis but becomes detectable by almost all observers if the spots are ∼ 12◦ from the spin axis
(see Figure 1). For this inclination, almost all observers will see amplitudes & 2% while observers with
inclinations of 20◦–70◦ will see amplitudes of 3%–5%. For this spot inclination, the second harmonic is
. 0.4% and hence undetectable for observers with inclinations . 40◦ (again see Figure 1).
The oscillation produced by two spots near the same rotation pole can also change from being unde-
tectable to being easily detectable if the spots move a short distance. For example, spots at the same
latitude but separated in longitude by 160◦ will produce oscillations that are undetectable by all observers
if they are within ∼ 1◦ of the spin axis but will produce oscillations that are easily detectable (amplitudes
∼ 2%–4%) by most observers (those with inclinations & 60◦) if they move ∼ 10◦ further from the spin axis.
Their oscillations will also be highly sinusoidal (second harmonic amplitudes . 1% for all observers and less
than 0.5% for observers with inclinations . 65◦).
These results illustrate two important general points. First, oscillations can change from being unde-
tectable to being easily detectable if the emitting area is near the spin axis and moves a small distance away
from it. Second, emission from two spots near the spin axis can produce highly sinusoidal oscillations even if
both are visible. These conclusions are not significantly affected by variations in the spot size and beaming
pattern or the stellar mass, compactness, and spin rate, for the expected ranges of these properties, as we
now illustrate (see also Figures 2 and 3 of P1).
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Effect of spot size. As discussed in P1, the dependence of the fractional modulation on the spot size is
relatively weak for spots with radii . 45◦. The reason for this is that the width of the radiation pattern
produced by spots this small is determined primarily by gravitational light deflection and the beaming pattern
from the stellar surface. For example, for an observer at an inclination of 60◦, the fractional amplitude of
the waveform produced by two 5◦ antipodal spots is only 1.7 times greater than the amplitude produced by
two 45◦ spots. The dependence of the fractional modulation on the spot size is even weaker for single spots,
increasing by at most 10% as the spot radius decreases from 45◦ to 5◦.
Effect of stellar compactness. As also discussed in P1, stars that are more compact tend to produce a
lower fractional modulation, because the stronger light deflection averages the flux over a larger fraction of
the stellar surface, reducing the observed flux variation. For example, a 1.4M star spinning at 400 Hz with
two 25◦ antipodal spots 8◦ from the spin axis will produce a 5% modulation when viewed at an inclination
of 60◦ if its radius is 5GM/c2 but a 1.5% modulation if its radius is 4GM/c2. As another example, a star
with the values of the other parameters listed above but a radius of 10.5 km will produce a 4.2% modulation
if its mass is 1.2 M but only a 1.6% modulation if its mass is 1.8 M. However, this reduction is not in
itself sufficient to explain the rare detection of accretion-powered oscillations in neutron stars in LMXBs,
because the lowest detectable modulation is much lower than these values. Compactness is not a plausible
explanation of intermittency because it changes only very slowly.
Effect of spin. Stars that are spinning more rapidly tend to produce stronger oscillations because their
higher surface velocities cause larger Doppler boosts and aberrations, making the radiation pattern more
asymmetric. Fractional amplitudes also tend to increase more steeply with spot inclination for stars that
are spinning more rapidly. The shapes of these curves depend on the spin rate and whether the observer
sees the spot occulted by the star during its rotation. For example, an observer at 60◦ sees the fractional
modulation from two antipodal spots inclined at 8◦ increase nearly linearly from 1.0% at 100 Hz to 4.2% at
600 Hz, whereas an observer at 25◦ sees the fractional modulation from the same two spots increase from
2.5% to 3.5% in a nonlinear fashion, because the spots are occulted for the latter observer. The fractional
modulation from one or two spots increases fairly linearly for spot inclinations . 10◦, with a slope that
increases with the spin rate. (See Poutanen & Beloborodov 2006 for an analytical approximation valid when
the emitting area is not occulted.)
Effect of the beaming pattern. The radiation beaming pattern can affect the amplitude and harmonic
content of oscillations more than the spot size or stellar compactness and spin rate, but these effects do
not change the basic conclusions. To illustrate this, we discuss here the waveforms produced by the fan-like
Comptonized emission beaming pattern proposed by Poutanen & Gierlin´ski (2003), which differ somewhat
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from the waveforms produced by isotropic emission. We again consider a single spot, two antipodal spots,
and two spots in the same rotation hemisphere.
The oscillation produced by Comptonized emission from a single spot is undetectable by all observers
with inclinations less than 70◦ if the spot is within 1◦ of the spin axis. If the spot moves to a position 12◦
from the spin axis, the oscillation amplitude increases to 4%, making it easily detectable.
The modulation produced by Comptonized emission from two antipodal spots can be up to twice as large
as that produced by isotropic emission from the same spots. As before, movement of the emitting area in
latitude by a few degrees will cause the oscillation to change from being undetectable to being detectable
with an amplitude of a few percent, for most viewing directions.
The oscillation produced by Comptonized emission from two spots equidistant from the spin axis and
160◦ apart in azimuth is undetectable by all observers if they are both within 2◦ of the spin axis and is
undetectable by observers with inclinations less than 45◦ if they are within 8◦ of the spin axis. Spots with
this beaming pattern can produce modulation fractions as large as the largest observed in the APMXPs
when they are & 12◦ from the spin axis.
The amplitudes and harmonic content of the waveforms produced by these emission geometries and
beaming patterns are similar to those observed in the intermittent APMXPs. The fractional amplitude of
the second harmonic is less than 1% for spot inclinations ≤ 12◦ and observer inclinations ≤ 70◦, except
when there are two spots near the same spin pole, in which case the amplitude of the second harmonic can
be comparable to that of the fundamental.
Effect of rapid spot movements. In a more realistic model that includes the expected movement of the
emitting area on the surface of the star on timescales as short as the ∼ 1 ms dynamical time there, the range
of inclinations that produce undetectable oscillations is likely to be larger than the range discussed above.
The reason is that when the emitting area is near the spin axis, its azimuthal motion tends to produce
large phase variations that, after averaging by the waveform reconstruction process, will reduce its apparent
amplitude (see P1). This effect may help to explain the difficulty of detecting accretion-powered oscillations
in accreting neutron stars with millisecond spin periods. It also means that the emitting area may have to
move further from the spin axis for oscillations to become detectable.
As the emitting area moves away from the spin axis, the emission pattern becomes less axisymmetric and
fluctuations in its azimuthal position produce smaller phase variations. Both effects increase the fractional
modulation.
Motion of the emitting area on timescales shorter than the intervals of data used to construct a pulse
profile will appear as excess background noise (Lamb et al. 1985; P1). In the physical picture proposed
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here, the strength of this excess noise should be correlated with the amplitude and harmonic content of the
pulse profile (see P1). Motion of the emitting area on timescales longer than the intervals of data used to
construct a pulse profile will produce correlated changes in the amplitude and harmonic content of the pulse
profile that can be measured (again see P1).
3.3 Discussion
As explained in P1, the magnetic poles of accreting neutron stars are expected to move close to the spin axis
as the stars spin up to millisecond periods. The resulting magnetic field will channel accreting gas toward
the axis, causing the X-ray emitting area to be close to the spin axis. In this Letter we have shown that
if the emitting area is centered within a few degrees of the spin axis, the observed flux modulation at the
spin frequency will often be so small for a wide range of viewing angles that it will be undetectable using
current instruments. Rapid fluctuations in the position of the emitting area will contribute to making the
oscillation at the spin frequency undetectable. These effects may explain why accretion-powered oscillations
have have been detected in so few accreting neutron stars with millisecond spin periods (see also P1).
We have shown further that if the emitting area wanders toward the spin equator by ∼ 10◦, the oscillation
can change from being undetectable to being easily detectable, with amplitudes comparable to those observed
in the intermittent APMXPs. In most cases, the amplitudes of the second and higher harmonics would be
detectable only when the amplitude of the fundamental exceeds several percent.
Our computations show that this behavior occurs for a variety of spot geometries and radiation beaming
patterns, and a wide range of spot radii, stellar masses and radii, and observer inclinations. Infrequent
episodes of detectable accretion-powered oscillations at the spin frequency are more likely for stars that are
more compact, because such oscillations will generally have lower amplitudes in these stars and are therefore
less likely to be detectable.
In addition to providing a possible explanation for the sudden appearance of accretion-powered oscil-
lations at the spin frequency, our model predicts that otherwise persistent oscillations may occasionally
disappear if the center of the emitting area moves too close to the spin axis. Such oscillation dropouts, which
could occur on a variety of timescales, have not yet been reported, but may be present in the existing data
on known APMXPs or found in data on APMXPs discovered in the future. We encourage searches for such
dropouts.
The basic physical picture of accreting millisecond X-ray pulsars proposed here and in P1 may also
explain the observed pattern of millisecond oscillation detections in the X-ray bursts of different types of
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neutron stars.
Assume for the sake of argument that the magnetic poles of most weak-field accreting neutron stars in
LMXBs are so closely aligned with their spin axes and the accretion flow so symmetric around the rotation
pole that accretion-powered X-ray oscillations are undetectable (see P1). If the surface magnetic field is
strong enough to create a symmetric pattern of nuclear burning around the spin axis (again see P1), X-ray
burst oscillations will also be undetectable.
In P1 we conjectured that the magnetic fields of the persistent APMXPs SAX J1808.4−3658 and
XTE J1814−338 are slightly asymmetric and strong enough to confine nuclear fuel, causing their nuclear
burst oscillations to be locked or nearly locked to their accretion-powered oscillations, whereas the magnetic
fields of other persistent APMXPs are too weak to force this.
The model of the intermittent APMXPs proposed here also suggests why accretion-powered oscillations
and X-ray bursts may be associated in time, as appears to be the case in SAX J1748.9−2021 (Altamirano
et al., 2008; Patruno et al., 2009). The appearance of accretion-powered oscillations signals a shift in the
impact point of the accreting matter. On the one hand, such a shift could be due to a change in the accretion
flow through the inner disk. This is likely to change the thermal structure and fuel loading in the outer layers
of the neutron star, which might trigger a nuclear burst. On the other hand, a nuclear burst is expected
to temporarily change the accretion flow in the inner disk (see, e.g., Miller & Lamb 1996 and references
therein), changing the impact point of the accreting matter and thereby possibly causing accretion-powered
oscillations to become detectable.
3.4 Conclusion
We have shown previously that many of the properties of persistent accretion-powered millisecond pulsars
can be understood if their X-ray emitting areas are near their spin axes and move as the accretion rate and
structure of the inner disk vary. Here we show that this “nearly aligned moving spot model” may also explain
the intermittent accretion-powered pulsations that have been detected in three weakly magnetic accreting
neutron stars. We show that movement of the emitting area from very close to the spin axis to ∼ 10◦ away can
increase the fractional rms amplitude from . 0.5%, which is usually undetectable with current instruments,
to a few percent, which is easily detectable. The second harmonic of the spin frequency usually would
not be detected, in agreement with observations. The model produces intermittently detectable oscillations
for a range of emitting area sizes and beaming patterns, stellar masses and radii, and viewing directions.
Intermittent oscillations are more likely in stars that are more compact. In addition to explaining the
52
sudden appearance of accretion-powered millisecond oscillations in some neutron stars with millisecond spin
periods, the model explains why accretion-powered millisecond oscillations are relatively rare and predicts
that the persistent accretion-powered millisecond oscillations of other stars may become undetectable for
brief intervals. It suggests why millisecond oscillations are frequently detected during the X-ray bursts of
some neutron stars but not others and suggests mechanisms that could explain the occasional temporal
association of intermittent accretion-powered oscillations with thermonuclear X-ray bursts.
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Chapter 4
Determining neutron star masses and
radii using energy-resolved waveforms
of X-ray burst oscillations
4.1 Introduction
The properties of matter at extremely high densities are among the most important currently unresolved
questions in physics and astronomy. Neutron stars contain large quantities of cold matter at densities that
are otherwise inaccessible. Studies of these stars can therefore help determine the properties of such matter.
In particular, simultaneous measurements of the mass M and radius R of neutron stars could provide tight
constraints on the equation of state of ultradense matter (see, e.g. Lattimer, 2007; Lattimer & Prakash,
2007; Read et al., 2009; O¨zel & Psaltis, 2009; Hebeler et al., 2010).
Following the discovery of thermonuclear X-ray bursts from neutron stars in the mid-1970s (Grindlay
et al. 1976; Lewin et al. 1976; for a review, see Lewin et al. 1993) and the discovery two decades later that
some of these bursts produce X-ray flux oscillations at or near the star’s spin frequency (Strohmayer et al.
1996; for a review, see Watts 2012), several approaches have been proposed for using observations of X-ray
bursts to determine M and R.
The first attempts to constrain neutron star properties using X-ray bursts used their apparent peak
luminosity and spectral temperature (van Paradijs, 1979; Goldman, 1979; Hoshi, 1981; Marshall, 1982).
With improved understanding of the complexities of burst emission, this approach was developed into a
method for measuring M and R (see Lewin et al., 1993). This method relies on five assumptions: (1) that
the radius of the photosphere at “touchdown” (defined as the moment after the photosphere has reached its
maximum inferred radius when the temperature Tbb derived from fitting a Planck spectrum to the observed
spectrum is highest) is the stellar radius; (2) that the emitting area at “touchdown” is the entire surface
of the star; (3) that the flux seen at Earth at touchdown is the Eddington flux diluted by the distance to
the burst source; (4) that the distance to the source is known; and (5) that the ratio of Tbb to the effective
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temperature Teff is known.
This first method has been widely used to constrain M and R (see, e.g., van Paradijs, 1982; Paczyn´ski &
Anderson, 1986; van Paradijs et al., 1990). Tight constraints on M and R have recently been derived by using
this method to analyze X-ray burst data obtained using the Rossi X-ray Timing Explorer (RXTE ) (O¨zel,
2006; O¨zel et al., 2009, 2010; Gu¨ver et al., 2010a,b). The derived constraints on M and R are substantially
smaller than the uncertainties in the observed values of the input parameters because most of the observed
values are discarded, since they would produce values of M and R that are complex numbers (O¨zel et al.
2010; see also Steiner et al. 2010). When this inconsistency is addressed and systematic errors are fully
included, the uncertainties in M and R are likely to be substantially larger (see, e.g., Steiner et al., 2010).
A second approach to measuring M and R using X-ray burst observations is to fit detailed spectral models
to high-precision measurements of X-ray burst spectra (Majczyna et al., 2005; Miller et al., 2011; Miller et al.,
2013). This approach assumes that the spectrum predicted by the atmospheric model is an accurate physical
description of the observed spectrum. If it is, fitting a grid of spectral models to the observed X-ray spectra
yields the radiation temperature Tco in the locally comoving frame at the stellar surface as well as M , R,
and the composition (Miller et al., 2011; Suleimanov et al., 2012). This approach can only be used if high-
precision spectral data and accurate, high-precision spectral models are both available. At present, adequate
data are available only for the 4U 1820−30 superburst (Miller et al., 2011; Miller et al., 2013).
A third approach for determining M and R using X-ray burst observations is to fit models of burst
oscillation waveforms to observations of these waveforms (Strohmayer et al. 1997; Miller & Lamb 1998;
see also Weinberg et al. 2001). As Miller & Lamb (1998) demonstrated, fitting energy-resolved waveform
data can improve the constraints. Burst oscillations are thought to be produced by X-ray emission from a
region on the surface of the star that is hotter than the rest of the surface and is rotating at or near the
spin frequency of the star (Strohmayer et al. 1996; for a review, see Watts 2012). Such a hotter region
could be present either because a part of the stellar surface has retained more heat than other parts after
thermonuclear burning has occurred or because a disturbance in the outer layers of the star, such as a surface
normal mode, has made a localized region hotter. The observed amplitude of the waveform constrains the
inclination of the hot spot relative to the spin axis, the observer’s inclination, and the compactness (M/R)
of the star, the last primarily via general relativistic light-bending effects. The observed asymmetry and
harmonic content of the waveform constrain the component of the velocity of the emitting region in the
observer’s direction, primarily via special relativistic Doppler boosts and aberration. Because the rotation
frequency of the emitting region is accurately known from the oscillation frequency, knowing the surface
velocity constrains the stellar radius.
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Nath et al. (2002) explored the constraints that could be derived on the compactness of 4U 1636−536
and 4U 1728−34 by analyzing RXTE observations of the bolometric flux oscillations that occur during the
rise of X-ray bursts from these two neutron stars. They modeled the bolometric waveforms during the
burst rise using small hot spots that expand linearly with time, neglected the relativistic Doppler shifts
and aberration produced by the rotational motion of the hot spots, and assumed that the background was
known. They found that they could not determine whether the oscillations are produced by a single spot or
two antipodal spots, or constrain the hot spot and viewing geometry assuming either of these alternatives,
using bolometric RXTE waveform data. The primary reason is that the changes in the waveform produced
by changes in different parameters of the model are very similar. As a result of this degeneracy, they were
unable to constrain the stellar compactness for models with a single hot spot, even if they assumed that the
spot and the observer were known from other information to be in the rotation equator. They were able to
obtain interesting upper bounds on the compactness for models with two antipodal hot spots and argued
that it would be possible to simultaneously constrain the stellar compactness and the hot spot and viewing
geometries with a count rate ∼ 10–20 times higher than the RXTE rate. However, the 290 Hz subharmonic
in the 4U 1636−536 waveform that appeared significant in one burst (Miller, 1999; Strohmayer, 2001), and
suggested consideration of two antipodal spots, was subsequently found not to be significant in a more
detailed analysis of additional data (Strohmayer, 2001).
Bhattacharyya et al. (2005) investigated the constraints on the stellar compactness, hot spot properties,
and system geometry that could be obtained by fitting model pulse profiles to an average energy-resolved
oscillation profile produced by folding and stacking RXTE observations of 22 burst oscillations in three groups
of bursts from XTE J1814−338. Stable oscillations occur throughout the bursts produced by this neutron
star (Strohmayer et al., 2003). In generating their energy-resolved oscillation profile models, Bhattacharyya
et al. assumed a single hot spot and an oscillation-phase-independent background chosen so that the model
produces the observed total number of counts in each energy channel, when summed over oscillation phase.
They included the relativistic Doppler shifts, aberration, and frame dragging produced by the rotation
of the star, as well as gravitational redshift and light bending effects. In order to include frame dragging,
Bhattacharyya et al. had to construct general relativistic stellar models numerically and therefore considered
just two illustrative equations of state. They were able to achieve acceptable fits to the average oscillation
profile using these equations of state, but obtained only weak constraints on the stellar compactness, hot
spot properties, and system geometry.
Strohmayer (2004) explored the constraints on M and R that might be achieved by analyzing burst
oscillation observations with much higher count rates than were achieved using RXTE. He did this by
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analyzing a synthetic bolometric waveform similar to a waveform seen in 4U 1636−536. Strohmayer generated
his synthetic and model waveforms using a code that is similar to the one used by Nath et al. (2002) but
included the relativistic Doppler shifts and aberration produced by the rotational motion of the hot spots.
The synthetic observed waveform did not include a background of any kind. Strohmayer then assumed that
the absence of any background is known to the observer by means other than fitting the waveform.1 He
also assumed that the spot and the observer are both in the rotation equator, which is the most favorable
possible geometry, and made the strong assumptions that the hot spot size and location, the radiation
spectrum and beaming pattern, and the observer’s inclination are known independently of the waveform, so
that only M and R have to be estimated using the waveform data. These assumptions eliminate the strong
degeneracies between M , R, and the other model parameters that greatly increase the uncertainties in more
realistic situations. Based on these assumptions, Strohmayer concluded that an X-ray timing mission with a
collecting area ∼10 times larger than RXTE would be able to determine M and R to within a few percent,
thereby placing interesting constraints on the equation of state of neutron star matter.
Muno et al. (2003) examined averages of the energy-resolved flux oscillations observed from several X-
ray burst sources using RXTE. They found that folded oscillations observed in their higher energy bands
arrived later than those in their lower energy bands, although the energy dependence varied significantly
with epoch and source. Their analysis of folded and averaged 4U 1636−536 oscillation profiles showed the
clearest evidence for such a trend, which would be inconsistent with a simple rotating spot model of burst
oscillations. Recently, Artigue et al. (2013) have analyzed the same 4U 1636−536 data in much more detail
and find that the data are entirely consistent with a simple rotating spot model, although the parameters
of such models are poorly constrained by these data.
New mission concepts are now being proposed that would provide much larger count rates than previous
missions. Plans for the proposed Large Observatory for X-ray Timing (LOFT) include a detector with an
effective area ∼ 10 m2 at 8 keV and 2–30 keV energy coverage (Feroci et al., 2010; Mignani et al., 2012;
Del Monte et al., 2012), more than an order of magnitude larger than the area of the RXTE Proportional
Counter Array (PCA). The Advanced X-ray Timing Array (AXTAR) concept includes a detector with an
effective area greater than 3 m2 and 2–50 keV energy coverage (Chakrabarty et al., 2008; Ray et al., 2011).
One of the main motivations for these missions is to determine the properties of neutron stars with much
1We note that attempting to remove the background by subtracting the pre-burst count rate assumes that the pre-burst
background, which is presumably produced at least in part by accretion onto the star, persists unchanged throughout the
burst. This introduces possible systematic errors, because luminous bursts are expected to alter the accretion flow significantly
(see, e.g., Miller & Lamb, 1996; Worpel et al., 2013). Even if the pre-burst background persists unchanged throughout the
burst, subtracting it from the count rate during the burst, rather than including the background as a component of the model,
incorrectly neglects the fluctuation in the number of counts produced by the background and the corresponding uncertainties
in the model parameters. This conceptual error is built into the current version of the XSPEC analysis package, so all data
analysis done using XSPEC makes this error.
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higher precision than has been possible previously, by analyzing high-precision observations of the waveforms
of burst oscillations. Although we focus here on exploring the constraints on M and R that can be obtained
by analyzing the waveforms of X-ray burst oscillations, our results are equally relevant for measuring M and
R using the waveforms produced by X-ray emission from the heated polar caps of isolated rotation-powered
millisecond pulsars (see, e.g. Bogdanov et al., 2007, 2008), which is the goal of the proposed NICER mission
(Gendreau et al., 2012). Using methods similar to ours, Bogdanov (2013) has recently derived a lower limit
of 11.1 km on the radius of the isolated pulsar PSR J0437−4715, assuming its mass is 1.76 M and that
systematic errors can be neglected.
In this paper we explore the constraints on M and R that could be derived by analyzing energy-resolved
burst oscillation waveforms obtained using a future, satellite-borne detector with 2–30 keV energy coverage
and an effective area 10 to 20 times larger than the RXTE PCA. We do this by first generating energy-
dependent synthetic observed waveforms for a variety of neutron star and hot spot properties. We then
use a Bayesian approach and Markov chain Monte Carlo (MCMC) sampling methods to determine the
constraints on M and R that can be obtained by analyzing these synthetic observed waveforms. Specifically,
we determine the joint posterior probability distribution of the parameters in our waveform model, given
the synthetic waveform of interest, use this distribution to determine the joint posterior distribution of M
and R by marginalizing the other parameters in the waveform model, and then use the joint distribution of
M and R to determine the most probable values of M and R and Bayesian confidence regions in the M -R
plane.
Our analysis applies to any waveforms produced by emission from a single region of hotter gas that is
rotating about the star. Such a region could be present either because a part of the stellar surface has
retained more heat than other parts after thermonuclear burning has occurred or because a disturbance in
the outer layers of the star, such as a surface normal mode, has made a localized region hotter (see Watts,
2012). Oscillations with the amplitudes ∼ 10% that are required to obtain significant constraints on M and
R are very probably produced by a single hotter region (see Lamb et al., 2009a).
We explore how the sizes and positions of these confidence regions depend on the inclinations of the
hot spot and the observer and the background count rate. We also explore the effect on the confidence
regions if the distance to the star or the inclination of the observer are known from other measurements, if a
resonance scattering line is observed in the burst oscillation spectrum, or if the properties of the background
are independently known. Finally, we explore the effects of deviations in the actual shape of the hot spot,
radiation beaming pattern, and spectrum from those assumed in the fitted model. We assume that about
106 counts are collected from the hot spot and that all sources of background contribute about 0.3 × 106,
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106, or 9× 106 counts. Our treatment of the background is very conservative, in the sense that we usually
make no assumptions about the magnitude or spectrum of the background. We do not even assume that the
background is constant, only that it does not vary at frequencies commensurate with the burst oscillation
frequency.
We find that the uncertainties in the measured values of M and R depend strongly on the inclination of
the hot spot relative to the stellar rotation axis. If the hot spot is within 10◦ of the rotation equator, both M
and R can usually be determined with an uncertainty of about 10%. If instead the spot is within 20◦ of the
rotation pole, the uncertainties are so large that waveform measurements alone provide no useful constraints
on M and R. The uncertainties in M and R are affected little by background count rates less than or
comparable to the count rate from the hot spot, but become significantly larger for higher background count
rates. The precisions we report here can usually be achieved even if the burst oscillations vary with time
and data from multiple bursts must be combined to obtain 106 counts from the hot spot.
Observation of an identifiable atomic line in the hot-spot emission always tightly constrains M/R; it
can also tightly constrain M and R individually, if the spot is within about 30◦ of the rotation equator.
Independent knowledge of the observer’s inclination can greatly reduce the uncertainties, as can independent
information about the background. Knowledge of the star’s distance can also help, but not as much.
Modest deviations of the actual spectrum from that assumed in the fitted model have little effect on the
accuracy or uncertainty of M and R estimates. Large deviations of the actual radiation beaming pattern
from the pattern assumed in the waveform model can increase the uncertainties of M and R measurements
substantially. In some cases, but not always, large deviations of the actual shape of the hot spot from the
circular shape assumed in the waveform model can increase the uncertainties of M and R estimates and bias
them by moderate amounts. The physical conditions that produce tight constraints on M and R (relatively
small spots far from the rotation pole) are the conditions in which the shape of the spot is unimportant.
Our results show that if a sufficient number of burst oscillations produced by hot spots at high inclinations
are observed using the next generation of X-ray timing satellites, one can constrain M and R tightly enough
to discriminate strongly between competing models of cold, high-density matter.
The remainder of this paper is organized as follows. In Section 4.2, we outline our approach to generating
synthetic observed waveforms and producing the model waveforms that we fit to the synthetic waveform
data. In Section 4.3, we describe the computational methods we used to produce synthetic waveform data
and construct model waveforms, and the MCMC computational methods we used to determine the posterior
probability distributions of the parameters in the model, given a synthetic waveform. In Section 4.4, we
describe our results and in Section 4.5, we summarize our conclusions. In Appendix A, we summarize the
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suite of test problems and solutions that we use to validate our waveform and MCMC codes. In Appendix B,
we discuss the constraints on system parameters that can be obtained by jointly fitting many segments of
waveform data, from a single burst or from multiple bursts.
4.2 Approach
4.2.1 Generation of “observed” and model waveforms
In the present work we fit energy-resolved model waveforms to energy-resolved synthetic “observed” wave-
forms, using a Bayesian approach. For both waveforms, we assume that the oscillation is produced by
emission from a single, uniformly emitting, hotter region on the stellar surface. Such a region could be
present either because a part of the stellar surface has retained more heat than other parts after thermonu-
clear burning occurred or because a disturbance in the outer layers of the star has made a localized region
hotter (see Watts, 2012).
We consider synthetic observed waveforms generated by circular and elongated hot spots (see Sec-
tion 4.4.1), but to reduce the number of fitted parameters our model waveforms assume the hot spot is
circular (see Section 4.4.1). For simplicity, we usually assume the hotter region emits radiation with a
Planck spectrum and 100% efficiency but with the beaming pattern appropriate for an electron scattering
atmosphere, assumptions that are mutually inconsistent. This inconsistency can be avoided when fitting
real data by including an appropriate color factor in the emission model used to construct fitted waveforms.
We also assume that the radiation propagating from the emitting area on the stellar surface reaches the
observer without interacting with any ambient or intervening matter, but we do include background counts
to illustrate the effects of possible background emission from the stellar surface, an accretion disk, and other
sources in the field, as well as the instrumental background.
In generating synthetic and model waveforms, we assume that the hotter region has a constant size and
shape, is located at a fixed stellar rotational latitude, and rotates at a constant frequency. These assumptions
are not as restrictive as they might at first appear. The reason is that constraints on M and R similar to those
obtained for waveforms that satisfy these assumptions can usually be obtained by appropriately analyzing
data from a single burst or from multiple bursts, provided the data contains the same number of counts as
assumed in our analysis. In particular, constraints on M and R similar to those found here can usually be
achieved even if the oscillation frequency and other physical parameters vary during the burst or from burst
to burst (see Section 4.4.2 and Appendix B).
In constructing the synthetic waveforms, we include a constant background component. This compo-
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nent is a catch-all for all counts not produced by radiation from the hot spot. These counts could be
produced by emission from unassociated sources in the field, the accretion disk, the non-spot portion of
the star, instrumental backgrounds, or any combination of these. For simplicity, we model this background
by adding emission from the entire stellar surface with the beaming pattern expected for an electron scat-
tering atmosphere and a spectrum having the shape of a Planck spectrum with a temperature lower than
the temperature of the hot spot. We normalize the background spectrum to achieve the desired number of
background counts. The number of counts contributed by this emission is important, but not their detailed
properties.
In fitting model waveforms to the synthetic waveform, we treat the background component in the model
waveform very conservatively, in the sense that we usually make no assumptions about its magnitude or
spectrum. We do not even assume that the background is constant, only that it does not vary at frequencies
commensurate with the hot spot rotation frequency. Any prior knowledge of the properties of the background
can be used to restrict the background model and usually tighten the constraints on the values of the system
parameters that can be derived from waveform observations.
We compute the time- and energy-resolved waveforms that would be seen by a distant observer using
the Schwarzschild plus Doppler (S+D) approximation introduced by Miller & Lamb (1998). The S+D
approximation treats exactly all special relativistic effects (such as relativistic Doppler boosts and aberration)
produced by the rotational motion of the hot spot, but treats the star as spherical and uses the Schwarzschild
spacetime to compute the general relativistic redshift, trace the propagation of light from the stellar surface
to the observer, and calculate light travel-time effects. The S+D approximation does not include the effects
of stellar oblateness or frame dragging. However, for the stars considered here, and indeed for any stars
that do not both rotate rapidly and have very low compactness, the effects of stellar oblateness and frame
dragging are minimal and are negligible compared to the uncertainties in the X-ray emission (see Cadeau
et al., 2007).
The S+D approximation allows us to exploit the spherical symmetry of the spacetime to reduce substan-
tially the number of integrations needed to trace rays from the emitting area to the observer. As a result,
this code is much faster than codes that take into account the oblateness of the star, approximate the star’s
exterior spacetime using the Kerr spacetime, or use numerically computed stars and exterior spacetimes.
This speed is essential, because finding the high-probability region of the parameter space of the waveform
model and then determining the posterior probability density in this region with some precision requires
accurate computation of the likelihood at a large number of points in a high-dimensional parameter space,
and therefore requires many ray tracings.
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The waveform code we use is based on the code used and validated in the analysis of accretion-powered
millisecond X-ray pulsar waveforms by Lamb et al. (2009a,b). We report the results of further code validation
tests in Appendix A.
To determine the constraints on M and R that can be derived from burst oscillation waveforms, we
compute the posterior probability distribution of all the parameters in the waveform model, for each of a
variety of synthetic observed waveform data sets, using a standard Bayesian approach. We use an MCMC
algorithm to sample the parameters of the waveform model and compute the likelihood of each set of
parameters, given the synthetic waveform being considered.
We construct each synthetic observed waveform data set by Poisson sampling the counts in each phase
and energy bin of each synthetic observed waveform that we computed using the S+D approximation, to
mimic the statistical fluctuations that would be present in actual data.
We generate the model waveforms that we compare with the synthetic waveform data using the same
code that we use to generate the synthetic waveforms. The model waveforms include a possible background
component with an arbitrary energy spectrum.
4.2.2 Burst rise or burst tail?
Previous interest in using X-ray burst oscillations to determine the masses and radii of neutron stars has fo-
cused largely on using oscillations observed during the rise of bursts (see, e.g., Nath et al., 2002; Strohmayer,
2004), primarily because of the large fractional modulation observed during the rise of some bursts and
the evidence that emission early in the burst rise comes from a small, hotter region on the stellar surface.
Although the oscillations observed during burst tails usually have smaller fractional amplitudes, tail oscilla-
tions usually last much longer than the oscillations during burst rises. We therefore consider the merits of
using oscillations observed during burst tails as well as burst rises.
Key factors to consider in evaluating the relative merits of using burst rise oscillations and burst tail
oscillations include (a) the total number of oscillating counts, (b) the total number of counts collected
during the observation, (c) the information contained in these counts, including any information encoded
in the constant X-ray flux from the star, (d) the variation of the oscillation waveform with time during the
measurement interval, and (e) the complexity of the emission pattern.
We show here that for a next-generation timing instrument with a collecting area 20 times that of the
RXTE PCA, the uncertainties in M and R estimates obtained by analyzing oscillations during the tails
of bursts are likely to be as small or smaller than the uncertainties derived by analyzing the oscillations
observed during the rise of bursts. Hence burst tail oscillations are likely to provide results that are equally
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good or even superior to the results obtained from burst rise oscillations.
Statistical uncertainties in parameter estimates
Consider first the uncertainties in M and R estimates produced by the fluctuations in the observed waveform
caused by photon counting noise. We expect the fractional uncertainties in M and R estimates to decrease
as the ratio R of the number of modulated counts to the fluctuation in the number of counts increases. For
the burst oscillation waveforms, we use as a figure of merit the quantity
R ≡ Nosc/
√
Ntot = 1.4 frmsNtot , (4.1)
where Nosc is the number of counts in the oscillating component of the waveform, defined as the integral of
the semi-amplitude of the oscillating count rate over the duration of the data segment; Ntot is the integral
of the total count rate, including the background count rate, over the duration of the data segment; and
frms is the fractional rms amplitude of the oscillation during the data segment. Our Bayesian analysis (see
Section 4.4.2) shows that the fractional sizes of the confidence regions in the M–R plane decrease with
increasing R, approximately as R−1. The value of R is therefore a useful figure of merit when comparing
different data sets.
We illustrate the implications of this result for the relative merits of analyzing oscillations during burst
rises and tails by scaling from the count rates observed during the rise and tail of a well-observed X-ray burst
from 4U 1636−536 (oscillations were detected using RXTE in the rise of this burst but not in the tail). We
first summarize the observed RXTE PCA count rates (Strohmayer et al. 1998; see also Nath et al. 2002)
and then use these count rates to estimate the count rates that might be observed using a next-generation
large-area X-ray timing instrument like those mentioned in Section 4.1.
Oscillations during the burst rise. During the first 1/16 s of the burst, the average total count rate (includ-
ing a background assumed equal to the ∼2, 000 counts s−1 pre-burst background) was ∼4, 500 counts s−1,
while the average oscillation semi-amplitude was∼2, 000 counts s−1. Thus, during the first 1/16 s of the burst
a total of ∼ 280 counts was collected, including ∼ 125 modulated counts. Our postulated next-generation
X-ray timing instrument would therefore collect ∼5, 600 total counts, including ∼2, 500 modulated counts,
yielding an R-value ∼33 when data from this part of the burst rise is used.
During the first 1/4 s of the burst, which includes most of the burst rise, the average total count rate
(including the assumed background) was ∼8, 000 counts s−1, while the average oscillation semi-amplitude
was ∼2, 000 counts s−1. Thus, during the first 1/4 s of the burst a total of ∼ 2, 000 counts was collected,
including ∼500 modulated counts. Our postulated next-generation X-ray timing instrument would therefore
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collect ∼40, 000 total counts, including ∼10, 000 modulated counts, yielding an R-value ∼50 when all the
data from the burst rise is used.
These results indicate that the 1/4 s data set would provide constraints similar to or even better than
the 1/16 s data set, even though the average fractional amplitude of the oscillation was much smaller during
the longer interval, because the total number of counts during the longer interval was much greater.
Oscillations during the burst tail. During the last 5 s of the burst, the RXTE PCA collected a total of
∼80, 000 counts. According to Galloway et al. (2008b), the mean fractional rms amplitude of a typical burst
oscillation in the RXTE sample is ∼10%, implying a semi-amplitude ∼14% for a sinusoidal waveform. Our
postulated next-generation X-ray timing instrument would therefore collect ∼1.6× 106 total counts during
the last 5 s of a similar burst, including ∼200, 000 modulated counts if an oscillation with an rms amplitude
of ∼10% is present, yielding an R-value ∼160.
R scales as the square root of the number of counts, so combining data from the early part of 25 bursts
like this example could yield an R-value ∼250, while combining data from the tails could yield an R-value
∼800.
These results suggest that analyses of data from X-ray burst tails may provide more precise constraints
than analyses of data from burst rises. Even if the tail oscillations last somewhat less than 5 s or the rms
amplitude is somewhat less than ∼10%, this example suggests that analyses of burst tail data may provide
results comparable to those obtained by analyzing data from burst rises.
In these estimates we have assumed that the unmodulated (constant in time) component of the X-ray
flux time series contains no information about M and R, i.e., that only the modulated component of the
waveform contains such information. If instead the unmodulated component contains some information
about the system (such as the compactness of the star, which tends to increase the unmodulated count rate
due to increased gravitational lensing) and one can extract this information, then using the data collected
during the burst tail could be more useful than suggested by the preceding estimates.
To see this, suppose first that the X-ray waveform is constant in time (i.e., unmodulated) and that the
magnitude of this constant count rate is important. Then the fractional uncertainties in estimates of M and
R will depend only on the total number of counts. Now suppose that in addition to this same unmodulated
component there is an infinitesimal modulated component. Clearly, this modulated component will not add
much extra information about the system. This case may, in fact, apply to observations of the tails of some
bursts. In this case, considering only the oscillations would underestimate our ability to constrain the model
parameters using data from the burst tail compared to using data from the burst rise.
These considerations suggest that using oscillations observed during the burst tail to estimate M and
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R is likely to be at least as effective as using oscillations observed during the burst rise, other things being
equal.
Other considerations
In addition to the figure of merit R of the data set, other important considerations for assessing the relative
merits of burst rise and burst tail oscillations include the time-dependence of the waveform and the size and
possibly complicated shape of the emitting region that produces the oscillations. Here we consider these two
factors.
Time-dependence of the waveform. The frequencies and amplitudes of tail oscillations usually change
relatively slowly (see Watts, 2012). In contrast, the oscillations seen during the rise of bursts often show large
and rapid changes in amplitude and often in frequency, including substantial deviations from the stellar spin
frequency (again see Watts, 2012). Hence, waveform models and procedures for fitting oscillations during
the onset of bursts must be able to handle much more rapid and greater changes in the size, inclination, and
longitude of the emitting region than are encountered in fitting tail oscillations.
We have investigated the problem of analyzing burst oscillation waveforms that change with time (see
Section 4.4.2 and Appendix B). If the oscillation frequency is changing but the change can be modeled
accurately enough to maintain the correct oscillation phase when folding successive periods of the oscillation,
then the constraints on M and R that can be obtained by analyzing the resulting folded waveform will be
nearly the same as those that could be obtained by analyzing a similar waveform with a fixed oscillation
frequency and the same number of counts. If the oscillation frequency varies too rapidly or irregularly during
the burst rise or tail to be described accurately by a simple frequency model, the full burst oscillation data set
can be divided into smaller time segments and analyzed using standard Bayesian techniques. This approach
can also be used if other physical properties of the system, such as the size and inclination of the emitting
region, vary significantly. The computational burden of this kind of analysis increases only linearly with the
number of segments. Consequently, variations of the burst oscillation waveform on timescales shorter than
the burst rise or burst tail (but substantially longer than the burst oscillation period) do not appear to pose
an insurmountable analysis problem.
Complexity of the emission pattern. Previous modeling of the waveforms of accretion-powered millisecond
X-ray pulsars (Lamb et al., 2009a,b) showed that the size and shape of the emitting region have only a weak
effect on the amplitude and shape of the waveform, unless the emitting region is very large (angular radius
& 50◦ for inclinations & 60◦). The hotter emitting regions that produce oscillations early in the rise of a burst
are thought to cover a small fraction of the stellar surface (Watts, 2012). In this case the detailed shape of
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the emitting region does not significantly affect the properties of the waveform. Oscillations observed late in
the rise of a burst or in burst tails are thought to be produced by larger emitting regions (Watts, 2012), but
these regions may still be small enough that their detailed shape does not significantly affect the properties
of the waveform. Our fits of waveform models that assume a circular emitting region to synthetic observed
waveforms produced by large regions elongated in the east-west and north-south directions suggest that if the
emitting region is large and distorted, this will increase the uncertainties in estimates of M and R, although
not necessarily by a very large amount, but will not bias these estimates significantly (see Section 4.4.2).
Our experience in fitting waveforms suggests that results similar to those we report here are likely to be
achievable, even if there are moderate temperature variations across the hot spot.
4.3 Computational methods
In this section we describe the computational methods we use to determine the accuracy and precision with
which M and R could be determined using the energy- and time-resolved burst oscillation waveform data that
could be obtained by future large-area X-ray timing missions. We apply standard Bayesian inference methods
to compute the best-fit values and confidence intervals for the parameters M and R in our waveform model,
for a variety of synthetic observed waveforms of interest. We first explain how we compute the oscillation
waveforms that we use. We then discuss our Bayesian analysis and sampling methods. Finally, we describe
how we integrate over uninteresting parameters to determine the joint posterior distribution of M and R
and determine their best-fit values and confidence regions.
4.3.1 Waveform computation
The burst oscillation waveform model that we use here has eight parameters. The neutron star is described
by its gravitational mass M and circumferential radius R. We represent the emitting area as a circular,
uniformly radiating hot spot on the stellar surface, with an angular radius ∆θspot. We assume that the
center of the spot is inclined at an angle θspot relative to the star’s spin axis and that the spot rotates
uniformly around the spin axis of the star with a frequency νrot. We also assume that the spot emits
radiation that has a blackbody spectrum with a temperature Tco when measured in an inertial frame at the
stellar surface that is momentarily comoving with the surface. We assume that the values of these parameters
are constant in time; the waveform is then perfectly periodic. Finally, we assume that the observer views
the system from a distance d, at an inclination θobs relative to the star’s spin axis.
We use as our global coordinate system Schwarzschild coordinates (r, θ, ϕ, t) centered on the star, with
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θ = 0 aligned with the spin axis and ϕ = 0 in the plane containing the spin axis and the observer. We choose
the zero of the Schwarzschild time coordinate t so that a light pulse that propagates radially from a point
on the stellar surface immediately below the observer (i.e., at θ = θobs and ϕ = 0) arrives at the observer at
t = 0.
We use our waveform code to compute the phase- and energy-resolved photon number flux that would
be seen by a distant observer during a single rotation of the hot spot. This code is based on the code we
used previously to compute the waveforms of accreting millisecond X-ray pulsars (Lamb et al., 2009a,b)
and uses the Schwarzschild plus Doppler (S+D) approximation (Miller & Lamb, 1998) (see Section 4.2.1).
In this approximation, the exterior spacetime is specified completely by the stellar compactness, GM/Rc2
(hereafter, for conciseness we write M/R for GM/Rc2). The computational speed made possible by this
approximation makes it practical to compute the required likelihood distributions of the model parameters
on a large, modern computer cluster.
It is convenient to specify the radiation from a point on the stellar surface in a local inertial frame located
at the surface and momentarily comoving with it. We assume that the beaming pattern of the radiation
emitted from the stellar surface is axisymmetric about the normal to the surface, when measured in the
comoving frame. The specific intensity I ′0 in the comoving frame at the stellar surface can then be expressed
as I ′0(E
′
0, α
′), where E′0 and α
′ are the photon energy and the angle between the photon direction and the
normal to the surface measured in the comoving frame at the stellar surface. We assume that I ′0(E
′
0, α
′) can
be written as the product of a beaming function g(α′) and a spectral function f(E′0), i.e.,
I ′0(E
′
0, α
′) = g(α′)f(E′0) . (4.2)
In the present work, we usually consider the waveforms produced by the beaming pattern expected for
emission from an electron scattering atmosphere, but we sometimes consider isotropic beaming. For the
former beaming function, we use the quadratic expression
g′(α′) = a+ b cosα′ + c cos2 α′ , (4.3)
with
a = 0.42822, b = 0.92236, and c = −0.085751 . (4.4)
This expression is a least-squares fit to the beaming function for emission from a uniform, semi-infinite,
Thomson scattering atmosphere, taking polarization into account, and agrees with the actual beaming
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function (Chandrasekhar, 1960, Table XXIV) to better than 1% for 0.02 ≤ cosα′ ≤ 1.
In the present work, we usually set f ′(E′0) equal to the Planck function B(E
′
0, T
′), where T ′ is the
radiation color temperature at the stellar surface, as measured in the comoving frame. We expect the actual
spectral function to have a shape similar to but not exactly the same as a Planck spectrum and an efficiency
∼ 20%, rather than 100% (see, e.g., Suleimanov et al. 2012). Using a color factor to produce the appropriate
lower efficiency would be important in analyzing real data.
In the few cases where we consider the presence in the spectrum of an atomic scattering line, we model
the line by multiplying the continuum spectrum by the transmission factor exp[−τ(E − Ec)], where Ec is
the centroid energy of the line and τ(x) is a Gaussian profile having a maximum value τ(0) and a specified
FWHM.
The specific intensity I ′0(E
′
0, α
′) measured in the comoving frame at the stellar surface can be converted
to the specific intensity I0(E0, α) measured in the static frame at the stellar surface using the invariance of
I(E)/E3 under a Lorentz boost. The result is
I0(E0, α) = I
′
0(E
′
0, α
′)γ−3[1− (v/c) · kˆ]−3 , (4.5)
where E0 is the photon energy, α is the angle between the unit vector kˆ in the direction of the light ray
and the normal to the surface, and v is the linear velocity of the stellar surface at the point of emission,
all measured in the static frame, and γ = [1 − (v/c)2]−1/2. The quantities E0 and α are related to the
corresponding quantities E′0 and α
′ measured in the comoving frame by
E0 = δE
′
0 (4.6)
and
cosα′ = δ cosα , (4.7)
where
δ =
1
γ[1− (v/c) · kˆ] (4.8)
is the Doppler factor. Here v · kˆ = v cos ζ, where ζ is given by
cos ζ = sinα sinβ , (4.9)
in terms of α and the angle β between kˆ and the direction to the star’s spin pole projected onto the plane
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tangent to the stellar surface at the point of the emission.
In order to compute the waveform seen by a distant observer located at an inclination θobs relative to
the star’s spin axis, we divide the hot spot on the stellar surface into a fine grid in colatitude and longitude.
We then consider the flux from an infinitesimal emitting area dA′i in the comoving frame around each grid
point. We transform this flux into the flux in the static frame using equation (4.5) and the relation
dAi = δdA
′
i (4.10)
between the infinitesimal area dA′i measured in the comoving frame at the stellar surface and the infinitesimal
area dAi measured in the static frame at the stellar surface. Next we use spherical trigonometry and ray-
tracing in the Schwarzschild spacetime to determine the direction of emission (αi, βi), measured in the static
frame at the stellar surface, that is required for a light ray originating at a given grid point to reach the
observer. We determine the angular separation ψi between the location (θi, ϕi) of the grid point and the
direction to the observer using the spherical trigonometric relation
cosψi = cos θi cos θobs + sin θi sin θobs cosϕi (4.11)
and then use the implicit relation
ψi
(
αi,
M
R
)
=
∫ 1
0
sinαi dx√
(1− 2M/R)− (1− 2Mx/R)x2 sin2 αi
(4.12)
between ψi and αi to determine αi. We accurately evaluate the integral in equation (4.12) using a combina-
tion of analytical and numerical methods (see Section A.1.1). Finally, we determine βi using the spherical
trigonometric relation
cosβi = (cos θobs − cos θi cosψi)/(sin θi sinψi) . (4.13)
Given the position of the observer and the emitting point on the star, this algorithm allows us to solve in a
single step for the angles αi and βi at which the emitted ray leaves the stellar surface.
Knowing αi and βi, we can evaluate the energy-resolved photon number flux arriving at the distant
observer from the infinitesimal element dAi, using the expression (Poutanen & Gierlin´ski, 2003, eq. 13)
dFi(E) = (1 + z)
−1 I0(E0, αi)
E
dAi cosαi
D2
∣∣∣∣ sinψsinα ∂ψ∂α
∣∣∣∣−1
i
, (4.14)
where E = (1 + z)−1E0 is the photon energy measured in the static frame at infinity and 1 + z = (1 −
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2M/R)−1/2 is the gravitational redshift from the stellar surface to infinity.
In order to compute efficiently the waveform produced by the emission from the entire hot spot, we
proceed in two steps. First, we determine each of the waveforms produced by emission from a set of emitting
areas {dA′i} with ϕ = 0 that span the colatitudes within the hot spot. In doing this, we take into account
the fact that light emitted from different locations (R, θi, ϕi) takes different lengths of time to reach the
observer. However, the waveform seen by the observer depends only on the difference in the light travel
time from different emitting points. (A different choice for the zero of time or a different total propagation
time would shift the arrival time of waveform but would not affect the shape of the waveform, which is what
concerns us here.) Hence, we need to compute only the differences in the arrival times of the different rays
that reach the observer. We choose to compute the arrival time of each ray relative to the arrival time of
a radial ray emitted from a point on the stellar surface immediately below the observer, which in our time
coordinate is t = 0 (see above). The arrival time of a photon that leaves the surface at an angle α to the
normal as measured in the static frame is then
∆t =
∫ 1
0
dx
R/c
x2 (1− 2Mx/R)
 1√
1− sin2 α (1− 2M/R)−1 (1− 2Mx/R)x2
− 1
 . (4.15)
We accurately evaluate this integral using a combination of analytical and numerical methods, as described
in Appendix A. Once we have determined the waveform produced by emitting areas at ϕ = 0 that span
the colatitudes within the hot spot, we compute the full waveform by adding the waveforms produced by
emission from the grid points that have different values of ϕ. These waveforms can be generated quickly by
appropriately shifting the phase of the waveform produced by the corresponding emitting element at ϕ = 0.
We have validated our waveform code using a suite of code tests. These tests, and the results, are
discussed in Appendix A. We have carefully chosen values for the integration, hot spot, and angular resolution
parameters that we use in our waveform code to provide resolutions fine enough to meet our accuracy
requirements, but no finer, so that our code runs as fast as possible.
4.3.2 Bayesian analysis and sampling methods
We wish to determine both the most probable (“best-fit”) values of the parameters in our waveform model,
given an observed burst oscillation waveform, and the confidence regions for the values of these parameters.
Both goals can be accomplished simultaneously and efficiently using Bayesian inference and an MCMC algo-
rithm to sample the parameter space. Once we have computed the best-fit values of the model parameters,
we can determine the accuracy of the fit by comparing them with the values that were used to generate the
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synthetic observed waveform.
The most probable values of the parameters y in our waveform model and their confidence regions
can be determined using the posterior probability distribution p(y|D, I), where D is the synthetic energy-
and oscillation phase-resolved waveform data of interest and I is any information obtained prior to the
measurements under consideration. The desired posterior probability distribution can be obtained from the
likelihood of the data, given the parameter values, using Bayes’ theorem
p(y|D, I) ∝ p(D|y, I)p(y|I) , (4.16)
where p(y|I) is the prior probability distribution of the parameter values and the constant of proportionality
is the inverse of the normalization factor. This constant of proportionality is irrelevant when estimating the
values of the parameters in a given model. In the present analysis, we use the most uninformative prior,
namely, we assume that p(y|I) is uniform for parameter values within the physical ranges we consider. Then,
for parameter values within these ranges,
p(y|D, I) ∝ p(D|y, I) . (4.17)
In performing the MCMC sampling of the parameter space, we use first-order Markov chains and start
from a random point in the parameter space. At each step, we generate a proposed new set of parameter val-
ues y′ based on the current set of parameter values y(n) by drawing from a proposal distribution pp(y′|y(n)).
The proposed new set of parameter values is then accepted or rejected with specified probabilities. We use
the basic Metropolis algorithm (see, e.g., von Toussaint, 2011), drawing the new set of parameter values
from a joint-normal distribution
pp(y
′|y(n)) = pp(y(n)|y′) ∼ N(y′ − y(n),σ) , (4.18)
where the elements of σ are the standard deviations for each parameter, to be specified. We adopt the
acceptance probability (which is also the transition probability)
T (y′,y(n)) = min
{
1,
p(y′|D, I)
p
(
y(n)|D, I)
}
. (4.19)
With this choice, we always accept the proposed new set of parameter values if its probability is higher than
that of the current set; otherwise, we accept the proposed new set with probability p(y′|D, I)/p(y(n)|D, I).
71
As required, this transition probability satisfies the detailed balance condition, as can be readily verified.
Using relation (4.17), this ratio can be written
p(y′|D, I)
p
(
y(n)|D, I) = p(D|y′, I)p (D|y(n), I) . (4.20)
Hence, at each step the acceptance probability for the proposed set of parameter values is determined by
calculating the ratio of the likelihoods of the data given the current parameters and given the proposed
parameter values.
If Poisson noise is the only source of fluctuations in the data, the likelihood of the “observed” data, given
a particular set y of values for the model parameters, is
L ≡ p(D|y, I) =
∏
i
mi(y)
di
di!
e−mi(y) , (4.21)
where the product is over all the oscillation phase and energy bins, di is the measured number of counts in
the ith bin, and mi(y) is the number of counts in the i
th bin predicted by the model for the trial set y of
parameter values.
In our MCMC algorithm, we use the log likelihood only to determine the transition probability, which
depends only on the difference of log likelihoods, so the di! terms in the log likelihood cancel out, producing
the expression
logL =
∑
i
di logmi(y)−Nmodel(y) , (4.22)
where
Nmodel(y) =
∑
i
mi(y) (4.23)
is the total number of photon counts in the model spectrum. Unlike many situations, where the normalization
of the model is a free parameter and hence the total number of counts can be adjusted to be the same for every
set of parameter values, here the total number of counts, and hence the normalization, depends explicitly on
the distance to the star, the angular diameter of the spot, and other model parameters. The normalization
of the model is therefore a key quantity for discriminating between different sets of parameter values.
4.3.3 Estimating M and R
We wish to determine the best-fit values and confidence regions of the parameters M and R in our waveform
model, given a synthetic observed waveform of interest. With a uniform distribution over the allowed values
of the model parameters as our prior, the posterior probability of a particular set of parameter values y, given
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the data D, is proportional to p(D|y), the likelihood of the data given those values of the parameters. There
are two main computational tasks: (1) computing the relative likelihoods of the data over a set of trial model
waveforms chosen to span and adequately sample the parameter space of the model, and (2) marginalizing
the resulting posterior distribution by integrating over all the parameters in the model except M and R.
Construction of synthetic observed waveforms
The data D representing a synthetic observed waveform is a list di of the (integer) number of counts observed
in each oscillation phase-energy bin. We produce each synthetic observed waveform in three steps. First, we
use the waveform generating code described in Section 4.3.1 to compute the oscillation-phase- and energy-
resolved waveform for a set of model parameter values of interest. Second, we add phase-independent (but
energy-dependent) counts from our background model, which as we explained in Section 4.2.1 is a catch-all
intended to mimic possible emission from the entire stellar surface, an accretion disk, and other sources in
the field of view, as well as the instrumental background. Finally, we Poisson-sample the total number of
photons in each of the phase-energy bins.
The computational problem
The straightforward way to determine the joint posterior probability distribution of M and R would be to
integrate the joint distribution of all the parameters in our waveform model over every parameter except M
and R. This integral,
p(M,R|D, I) =
∫
dV p(y|D, I) , (4.24)
could in principle be computed using a Monte Carlo algorithm. Here V is the volume of the model parameter
space when the M -R subspace is excluded. If we were to sample the integrand at N points {xi} picked
randomly but uniformly within V , the uncertainty in p(M,R|D, I) would be (Press et al. 1999, Section 7.6)
∆p(M,R|D, I) ≈ V
√
〈p2〉 − 〈p〉2
N
, (4.25)
where
〈p〉 ≡ 1
N
N∑
i=0
p(xi|D, I) (4.26)
and
〈p2〉 ≡ 1
N
N∑
i=0
p(xi|D, I)2 . (4.27)
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Expression (4.25) shows that the uncertainty in the marginalized posterior probability distribution obtained
by Monte Carlo integration over the full posterior probability distribution decreases as the number N of
sample points increases, but only as 1/
√
N .
Computational procedure
In this work we seek to determine the most probable values of M and R and their confidence intervals
by comparing our waveform model with a synthetic observed waveform, using a Bayesian approach. Each
model waveform is a list of the expected number of photons mi in each oscillation phase-energy bin. We
construct a complete model waveform by computing a hot spot waveform (i.e., a model waveform without any
background) and then adding a model of the background. For the waveform model we use here, specifying a
complete waveform requires specifying 38 model parameters: M , R, the triplet of angles θspot, ∆θspot, and
θobs (which define the parameter subspace y
′), plus the color temperature Tco of the emission at the stellar
surface measured in the comoving frame, the distance d to the star, the absolute phase of the oscillation φ0,
and the background counts in 30 energy channels. Determining the joint posterior probability distribution
of M and R using equation (4.24) therefore requires accurate computation of the posterior probability
distribution over a high-dimensional parameter space and subsequent computation of the marginalization
integral over this space. We found that the computational effort needed to achieve sufficient accuracy using
this approach was excessive. We therefore sought a more efficient approach, which we now describe. We
presume that when the data from a large-area timing mission become available, the computational resources
needed to do full Bayesian analyses of these data will also be available.
The purpose of our analysis here is not to reproduce all the steps that would be needed for a full Bayesian
analysis of a real observed waveform, but rather to determine the precision and accuracy with which such
a full analysis could determine M and R. Our initial exploration of the computational problem revealed
several shortcuts that we could use for the current study that substantially reduce the computational burden
but do not alter the results significantly. Using these shortcuts, the most probable values of M and R and
their confidence intervals can usually be computed for a single synthetic observed waveform in 50–100 clock
hours, running a parallel code on 150 nodes of a fast CPU cluster.
The procedure we use to determine the most probable values of M and R and their confidence intervals
has seven steps: (1) construct an initial grid of points in the M -R plane; (2) for each M -R pair in this grid,
choose values for the spot inclination θspot, the spot angular radius ∆θspot, and the observer inclination θobs;
(3) determine the color temperature Tco of the emission from the hot spot measured in the comoving frame
at the stellar surface, the absolute phase φ0 of the waveform, the distance d to the star, and the background
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model that maximize the likelihood of the observed waveform; (4) sample the likelihood distribution p(D|y′)
over the three-dimensional parameter space y′ consisting of the three angles θspot, ∆θspot, and θobs, using
the most probable values of Tco, φ0, d, and the background for each angle triplet; (5) integrate the posterior
probability distribution p(y|D) over y′, using the most probable values of the other model parameters except
M and R, and thus associate an integrated probability density p(M,R|D) with each point in the M -R grid;
(6) refine and extend the M -R grid as needed to determine the most probable values of M and R and their
confidence intervals with the desired accuracy; (7) use this final integrated probability density p(M,R|D)
to determine the most probable values of M and R and their 1σ and 3σ Bayesian confidence intervals. We
now explain several aspects of this procedure in more detail.
Sampling M and R. To compute the posterior probability distribution p(y|D) efficiently, we first con-
struct an initial grid of points in the M -R subspace surrounding the values of M and R that were used
to generate the synthetic observed waveform being analyzed. This approach will of course not be possible
when analyzing real data, because the actual values of M and R will not be known in advance. Instead, one
will have to search the entire M -R parameter space, greatly increasing the computational effort required to
adequately sample p(y|D). Once we have computed p(y|D) on the initial M -R grid, we use the results to
extend and refine the grid, repeatedly if necessary, until the probability density has been determined over
the relevant portion of the M -R plane with sufficient accuracy that we can determine the best-fit values of
M and R and their uncertainties with the desired accuracy.
Determining the emission color temperature Tco. Our preliminary analysis showed that Tco is strongly
constrained by the spectrum of the phase-dependent part of the observed waveform, and is much more
strongly constrained than the angles θspot, ∆θspot, and θobs. Hence the range of Tco values where the
probability density is appreciable is very small and using the MCMC algorithm to sample this parameter is
therefore very inefficient. Consequently we used a different approach to determine the value of Tco in our
trial waveforms.
All the trial waveforms used in this paper were generated assuming that the spectrum of the emission
from the hot spot has the same shape as the Planck spectrum. Most of the synthetic observed waveforms
that we consider here were generated assuming that the spectrum of the emission from the hot spot has
the same shape as a Planck spectrum. However, a few of the synthetic observed waveforms considered here
were generated assuming a hot spot emission spectrum having the same shape as a Bose-Einstein spectrum,
to explore the effects on the estimates of M and R of fitting a model that assumes a spectrum somewhat
different from actual spectrum. We use different approaches to generate trial values of Tco in these two cases.
When the comoving emission spectrum used to generate the synthetic waveform has a Planck shape, we
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found that using the redshift relation for a non-rotating star, namely,
Tco = T∞(1− 2M/R)−1/2 , (4.28)
to estimate Tco using the observed radiation temperature T∞ gives Tco to within 5%, for spot rotation
frequencies ≤ 600 Hz. Consequently, to reduce the computational burden during our large-scale runs, for
this synthetic spectrum we assume relation (4.28) and use as our trial value of Tco the value given by
Tco = Tco,0
(1− 2M0/R0)1/2
(1− 2M/R)1/2 , (4.29)
where the quantities with ‘0’ subscripts have the values that were used in generating the synthetic waveform.
Using this approach decreases the time required to compute p(M,R|D) by a factor of five compared to the
time required to solve for the most probable value of Tco.
When the emission spectrum used to generate the synthetic waveform has a Bose-Einstein shape, we
included Tco as one of the parameters determined by maximizing the likelihood of the observed waveform,
as we discuss below.
Changing the blackbody spectrum in the model waveform takes very little computational effort. The
reason is that changing from one Planck spectrum with a given temperature and normalization to another
with a different temperature and normalization can be done simply by mapping the spectrum to the different
energy and multiplying it by the factor needed to renormalize it. Because photons of all energies are Doppler
shifted, gravitationally redshifted, and deflected in the same way, once the energy-dependent waveform for
one comoving emission temperature has been computed, the waveform for any other comoving emission
temperature can be computed using the appropriate mapping and renormalization factor. Thus, the very
time-consuming step of tracing rays needs to be done only once. To preserve accuracy when performing
the mapping and renormalization, it is important to use tables that span the required energy range, so that
interpolation can be used and extrapolation is not required.
If there is an atomic scattering line in the synthetic hot spot spectrum, we assume that we know the rest
energy, width, and optical depth of the line and use this information to include a line with these properties
in the spectrum of the waveform model.
Determining the most probable values of Tco, d, φ0, and the background. Given an M -R pair, there are
35 additional waveform parameters, if the synthetic emission has the shape of a Planck spectrum and Tco
is determined as described above, or 36 additional parameters, if the synthetic emission has the shape of a
Bose-Einstein spectrum and Tco has to be determined by a likelihood analysis.
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As noted above, our preliminary analysis showed that Tco is strongly constrained by the spectrum of the
phase-dependent part of the observed waveform. Hence, if Tco must be determined, we do so by maximizing
the likelihood of the observed waveform, given the model waveform, using bisection.
In our preliminary investigation, we found that when the other waveform parameters are held fixed,
the distance d to the star (which is equivalent to the normalization factor of the Planck spectral shape)
is also very tightly constrained by the total number of observed counts. The total number of observed
counts is in turn very tightly constrained by the data. Consequently, determining d by MCMC sampling
and marginalization is very inefficient. We therefore determine d by maximizing the likelihood of the data
using bisection. This method determines the most probable value of the distance to within 1%.
Our preliminary analysis showed that the phase φ0 of the oscillation is very tightly constrained by the
observed waveform. We therefore determine φ0 by maximizing the likelihood using bisection. The first step
is to apply the same, tentative phase shift to the model waveform in each photon-energy bin. We do this by
Fourier transforming the trial waveform at every photon energy, applying the tentative phase shift to all the
harmonic components, and then inverting the Fourier transform to obtain the shifted model waveform. We
perform the phase shift in the frequency domain rather than in the time domain to increase the accuracy: a
phase shift applied in the time domain would have to be at least as large as the frequency times the width of
a time bin, whereas even a very small phase shift can be applied to every harmonic in the frequency domain.
Then, when the Fourier-transform is inverted the full waveform will be shifted by this small amount.
We compute the background model using bisection to determine the number of background counts at
each energy that, when added to the phase-shifted hot spot waveform, produces a complete model waveform
that maximizes the likelihood of the observed waveform.
Sampling the three angles. The values of the three angles θspot, ∆θspot, and θobs are much less tightly
constrained than are Tco, d, φ0, and the background. Therefore, in our initial sampling of these angles we
use the MCMC algorithm outlined above. In this step, we typically generate 30 chains, each with a length
of 40, for a total of 1200 triplets. For each triplet of angles, we simultaneously determine the values of the
remaining 32 (or 33) parameters that maximize the likelihood, using bisection. We then select the triplets
that have a log likelihood within 20 of the maximum log likelihood. Finally, we use this collection of triplets
to define the ranges of the three angles that we sample in the next step of our procedure.
For our second, final sample of the three angles, we typically choose 10,000 angle triplets randomly and
uniformly within the ranges determined in the previous step. The number of triplets was chosen to provide
enough resolution to obtain an acceptably accurate value of the integrated probability density. For each
triplet of angles, we again determine the values of the remaining 32 (or 33) parameters that maximize the
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likelihood using bisection. We then sum the probabilities at all these triplets, to associate an integrated
probability density p(M,R|D) with this particular M -R pair.
Completing the sampling of M and R. Having computed the integrated probability density for a particular
M -R pair, we then choose a different M -R pair in our grid and repeat the process. If necessary, we extend
and refine the M -R grid, in order to determine the most probable values of M and R and their 1σ and
3σ confidence intervals with the desired accuracy. We use a common normalization for the integrated
probability density of different M -R pairs, so it can be compared for different pairs. Finally, we use the
resulting probability distribution in the M -R subspace to determine the most probable values of M and R
and their 1σ and 3σ confidence intervals. We tested this algorithm in numerous cases and found that it does
a good job of determining the most probable M -R pair and the corresponding confidence regions.
4.4 Waveform analysis and results
Our burst oscillation waveform analysis proceeds in three steps:
1. Generate a synthetic observed waveform, using the method described in Section 4.3.1.
2. Compute the joint posterior distribution of the mass and radius parameters in our waveform model,
given this synthetic waveform, using the computational methods described in Sections 4.3.2 and 4.3.3.
3. Use this posterior distribution to determine the most probable values of M and R and the 1σ and 3σ
confidence regions in the M -R plane, given this synthetic waveform.
We use this procedure to explore how the accuracy and precision ofM and R estimates depend on the physical
characteristics of the observed system by generating a number of different synthetic waveforms corresponding
to systems with different physical characteristics, such as spot rotation rate, spot inclination, and viewer
inclination. We then explore the effects on the uncertainties in M and R of having additional information
about the observed system that is independent of that provided by the burst oscillation waveform. We
consider knowledge of the distance, the observer’s inclination, and the size and spectrum of the background,
measurement of the properties of an atomic scattering line in the emission from the hot spot, and high-
precision measurements and modeling of the spectrum of the X-ray bursts from the star in question. We
also explore the effects on M and R estimates if the actual spot shapes, X-ray spectra, and radiation beaming
patterns differ from those assumed in our waveform model. Finally, we investigate the constraints that can
be obtained by analyzing data on burst oscillations with changing waveforms, collected during a single burst
or during multiple bursts.
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4.4.1 Waveform analysis
All the synthetic waveforms used in this work assume M = 1.6M and R = 5.0M . We compute the joint
posterior distribution of the parameters M and R in our waveform model, given the synthetic waveform,
for 3.5 ≤ R/M ≤ 6.8. Given that all the synthetic waveforms assumed R/M = 5.0, this range in R/M is
adequate to evaluate all cases that provide relatively tight constraints on M and R.
Model burst oscillation waveforms
The hot spot emission model that we usually use in fitting the synthetic waveform data assumes that the
spot is a uniformly emitting circular area on the stellar surface that is rotating around the star and that each
point on the surface of the hot spot radiates with a spectrum that has the shape of a Planck spectrum and the
angular pattern expected for emission from a semi-infinite, nonrelativistic, electron scattering atmosphere
(see Section 4.3.1 for further details).
The full waveform model has 9 parameters that describe the waveform produced by the emission from
the hot spot (the star’s gravitational mass M , circumferential radius R, and the spot rotation frequency
νrot; the spot inclination or colatitude θspot and angular radius ∆θspot; the color temperature Tco of the spot
emission as measured in the comoving frame at the stellar surface; the observer’s inclination θobs relative to
the rotation axis and the distance d to the star; and the phase of the waveform). The waveform model has
an additional 30 parameters that describe the background model (the number of background counts in each
of 30 energy channels). Thus there are in principle a total of 39 parameters in the model.
In practice, the spot rotation frequency can be determined separately and much more accurately than any
of the other parameters in the waveform model. Therefore, to speed up the computations for the present
study we assume that νrot is already known. As discussed in Section 4.3.3, Tco can be determined very
accurately using the color temperature observed at infinity when the spectrum of the emission from the
hot spot that produces the observed waveform has the shape of a Planck spectrum. As discussed there, in
this case we use this fact to determine the value of Tco separately from the fitting procedure, to speed up
the computations by a factor of five. When the spectrum from the hot spot does not have the shape of a
Planck spectrum, Tco must be included as one of the fitted parameters. Thus, the hot spot component of
the waveform model has 7 adjustable parameters, if the spectrum has the shape of a Planck spectrum, or
8 free parameters, if it does not. The full waveform model, which includes the background, therefore has
either 37 or 38 adjustable parameters. Each synthetic oscillation waveform has 480 data points (see below),
so the number of degrees of freedom in the fits described here is either 480 − 37 = 443 or 480 − 38 = 442,
depending on the hot spot spectrum that was assumed in generating the synthetic waveform data.
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If the properties of the observed neutron star are consistent with the properties assumed here, we expect
the constraints on M and R to improve as the ratio R of the number of modulated counts to the fluctuations
in the total number of counts (see equation (4.1)) increases. For a fixed value of R, we expect the constraints
to be tighter when the spot and observer are closer to the star’s rotational equator, because the relativistic
Doppler shift and aberration are then greater, producing a waveform that depends more sensitively on the
radius of the star.
Synthetic burst oscillation waveforms
Each synthetic observed waveform is represented by the number di of counts in each of 30 energy bins of
width 0.3 keV covering 3.5 keV to 12.5 keV at each of 16 rotational phases. There are thus a total of 480
data points in each synthetic waveform.
The physical models we use to generate the component of these waveforms that is produced by the
hot spot are characterized by the gravitational mass M and circumferential radius R of the star; the spot
rotation frequency νrot; the location, size, and shape of the hot spot; the spectrum and beaming pattern of
the emission from the hot spot; and the distance d to the observer and the observer’s inclination θobs relative
to the star’s rotation axis. The waveforms used in this work assume that the emission from the hot spot
has the shape of a Planck spectrum or a Bose-Einstein spectrum with a temperature kTco = 2.0 keV, as
measured in a frame comoving with the surface of the rotating hot spot. To facilitate comparison of different
cases, we adjust the distance to the star so that the expected number of counts from the hot spot is 106 in
all cases.
To explore the effects of background counts, we add a background component to the waveform produced
by the hot spot. As discussed in Section 4.2.1, this component is a catch-all for all counts not produced by
radiation from the hot spot. These counts could be produced by emission from unassociated sources in the
field, the accretion disk, the non-spot portion of the star, instrumental backgrounds, or any combination of
these. We assume that the background does not vary at frequencies commensurate with the spot rotation
frequency. We model the background by assuming uniform emission from the entire surface of the star with a
spectrum having the shape of a Planck spectrum with a temperature of 1.5 keV as seen in a frame comoving
with the surface of the star, which for this purpose is assumed to be rotating with the same frequency as the
hot spot. To study the effects of different background levels, we adjust the normalization of the background
component so that the number of counts expected from the background is either 0.3, 1.0, or 9.0 times the
106 counts expected from the hot spot. We refer to these as our low, medium, and high backgrounds.
Once the preliminary synthetic waveform is generated, it is Poisson sampled to produce the complete
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Table 4.1. System parameters for the two reference casesa
Case label νrot (Hz) θobs (deg) θspot (deg)
low inclination 400 60 20
high inclination 600 90 90
a Here νrot is the rotation frequency of the hot spot, θobs
is the inclination of the observer relative to the rotation
axis, and θspot is the inclination (colatitude) of the center
of the hot spot.
synthetic waveform. Because the waveforms are Poisson-sampled, the actual counts contributed to the
complete waveform by the hot spot and the background are slightly different from their expected values.
Standard synthetic waveforms. We first analyze synthetic waveforms generated using burst oscillation
models with the same qualitative properties as the model that we fit to the data. These “standard” synthetic
waveforms assume that the hot spot is circular and uniformly emitting, that the spectrum of the emission
from the hot spot has the shape of a Planck spectrum, as measured in the comoving frame at the stellar
surface, and that the beaming pattern of the emission from the hot spot is that expected for a nonrelativistic
election scattering atmosphere, which is described by the Hopf beaming function (see Section 4.3.1). The
standard waveforms we analyze here assume that the angular radius ∆θspot of the hot spot is 25
◦.
Reference cases. The hot spot and observer inclinations have the biggest effects on the uncertainties in
estimates of M and R. To facilitate comparisons, we constructed several standard waveforms for a “low-
inclination” reference case and for a “high-inclination” reference case. The model parameters that define
these two cases are νrot, θobs, and θspot. The values of these parameters for the two reference cases are listed
in Table 4.1.
The low-inclination reference case is motivated by the evidence that the magnetic poles of many accreting
neutron stars with millisecond spin periods are close their spin poles (see Lamb et al., 2009a,b). This
evidence includes the low fractional amplitudes of the X-ray oscillations of accretion-powered millisecond X-
ray pulsars, their highly sinusoidal waveforms, and their intermittency in some stars. In the low-inclination
reference case, the hot spot and the observer are at inclinations of 20◦ and 60◦, respectively, and the rotation
frequency is 400 Hz.
Even if the star’s magnetic poles are close to its spin pole, the region heated by nuclear burning or surface
modes may not be at or even near a magnetic pole, and hence may not be close to the spin pole. As an
example, the very high-amplitude X-ray oscillations found near the beginning of a burst from 4U 1636−536
by Strohmayer et al. (1998) are difficult to understand if the heated region is near the spin pole. We therefore
81
also consider a high-inclination reference case in which the hot spot and observer inclinations are both 90◦
(i.e., both are in the rotational equator) and the spot rotation frequency is 600 Hz. These choices produce
the largest expected Doppler shifts and relativistic aberration, and should therefore illustrate the tightest
possible constraints on M and R.
Nonstandard synthetic waveforms. In addition to our “standard” synthetic waveforms, which assume a
circular hot spot with a 25◦ angular radius, a Planck emission spectrum, and the radiation beaming pattern
appropriate for emission from a Thomson scattering atmosphere (described by the Hopf function), we also
generated several other waveforms, to explore the consequences of fitting an incorrect waveform model to the
data. These “nonstandard” waveforms were generated for spots elongated in the north-south and east-west
directions, for a Bose-Einstein emission spectrum, or for isotropic beaming from the surface of the hot spot.
Independent additional information
We explore the improvements in constraints on M and R that become possible with independent additional
information about important system properties. There are good prospects for determining the angle of our
line of sight relative to the axis of the binary orbit using optical burst reflection mapping (Casares, 2010)
and Fe-line modeling (Cackett et al., 2010; Egron et al., 2011). The neutron stars in bursting systems are
thought to have acquired nearly all their angular momentum via accretion (Lamb & Boutloukos, 2008), so
the spin axes of these stars are likely to be closely aligned with the orbital axes of their systems, allowing us
to infer the inclination of the observer relative to the stellar spin axis. The distance of a bursting neutron
star is often tricky to measure, but it can be constrained if the system is in a globular cluster. Parallax
distances for such stars are likely to become available in the future from GAIA (Eyer et al., 2013). The
properties of the non-spot background are likely to be difficult to constrain independently of the waveform
fitting process, but if the spectrum of the background is sufficiently distinct from the spectrum of the spot
radiation (e.g., if both have Planck spectral shapes but have easily distinguishable temperatures), it may be
possible to restrict the properties of the background using spectral measurements. It is also possible that
an atomic resonance scattering line could be identified in the emission from the hot spot. We expect that
having information like this would improve the constraints on M and R.
It may be possible to obtain other independent information by fitting high-precision spectral models to
the observed spectra of long bursts or jointly fitting such models to the spectra of many bursts from the
same source. At high burst temperatures, the burst atmosphere is expected to be scattering-dominated
and to produce spectra with shapes that are very close to the shape of a Bose-Einstein spectrum (Lo et
al., in preparation). This expectation is consistent with the observed spectra of such bursts (Boutloukos
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et al., 2010). If the observed spectra had exactly a Bose-Einstein spectral shape, they would provide no
information about the properties of the star, because a thermodynamic equilibrium spectrum provides no
such information. However, we have found that detailed, high-precision model atmosphere spectra provide
a much better description of the best available spectral data (the RXTE PCA data on the superburst from
4U 1820−30) than do Bose-Einstein spectra, so some information about the properties of the star can be
obtained. Information about the mass and radius of the star comes mainly from the small deviation of the
spectrum from a Bose-Einstein shape at low photon energies that is caused by the free-free opacity. This
deviation allows one to determine (1 + z)/g2/9, where z is the surface redshift and g is the surface gravity
of the star. This relation between M and R complements the constraints on M and R obtained from fits to
the burst oscillation waveform.
Errors in the waveform model
Most of the results we present here assume that we know the shape of the hot spot and the spectrum and
beaming pattern of the radiation from the spot. However, in practice these properties may not be accurately
known. If any important properties of the actual star differ significantly from the properties assumed in the
model being fit, we are attempting to fit the data using an incorrect model. In this situation we expect the fit
to be poor and the best-fit values of M and R to differ from their actual values. Of particular concern is the
possibility of situations in which the fit is formally good but the best-fit values of M and R are significantly
different from their actual values. A full analysis of possible systematic errors is beyond the scope of a this
work, but we briefly explore the effects of errors in the model of the spot emission.
4.4.2 Constraints on M and R
Consider now the constraints that can be obtained by fitting a waveform model to an observed burst
oscillation waveform. Our results show that the uncertainties in M and R estimates produced by statistical
fluctuations in the waveform are typically only a percent or two, if ∼ 106 counts are collected from the hot
spot of a given bursting neutron star and the values of all other parameters are known independently of the
waveform analysis. However, for realistic situations in which some of the other parameters in the model must
be determined from the waveform, the statistical uncertainties are usually much larger. The reason for this
is that the effects on the waveform of changing different parameters in the waveform model are often very
similar. These degeneracies of the waveform with respect to changes in the values of the model parameters
are an inherent property of any physical model based on a rotating hot spot and cannot be removed by
“improving” the model. These degeneracies inflate the uncertainties in M and R estimates produced by
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Table 4.2. Synthetic waveforms, fitted models, and corresponding figuresa
Figure Inclinations b Background c Additional description δM1(%)
d δR1(%)
d
1 high medium all parameters known except M and R 1.9 e 1.3 e
2a high low all parameters unknown 2 5
2b low low all parameters unknown 30 30
2c high medium all parameters unknown 3 4
2d low medium all parameters unknown 50 40
2e high high all parameters unknown 9 8
2f low high all parameters unknown — f — f
3a high medium θspot = 80
◦, all parameters unknown 6 6
3b high medium θspot = 60
◦, all parameters unknown 5 5
4a high high observer inclination known 5 5
4b low high observer inclination known — f — f
4c high high distance known 7 6
4d low high distance known — f — f
4e high high atomic line present in the data 4 4
4f low high atomic line present in the data — f — f
5a high medium background known 3 5
5b low medium background known 20 20
6a high medium hot spot elongated longitudinally 40 40
6b medium medium hot spot elongated latitudinally 8 17
7a high medium Bose-Einstein spectrum in the data 6 6
7b low medium Bose-Einstein spectrum in the data — f — f
7c high medium isotropic beaming in the data — g — g
7d low medium isotropic beaming in the data — f — f
aAll synthetic waveforms were normalized to produce ∼ 106 counts from the hot spot. bSee Table 4.1
for the parameters used in generating the high- and low-inclination synthetic waveforms. The elongated
spots are defined in the text. cThe backgrounds in all synthetic waveforms are phase-independent, with the
spectral shape of a Planck spectrum having a temperature at infinity of kT = 1.5 keV. Our low, medium,
and high backgrounds produce ∼ 3 × 105, ∼ 1 × 106, and ∼ 9 × 106 detected counts. dApproximate
1σ fractional uncertainties in M and R estimated by projecting the 1σ contours onto the M and R axes
(see text). eThese purely statistical uncertainties assume that all relevant properties of the actual system
are accurately described by the waveform model, that the values of these properties lie within the range
of values covered by models considered in the waveform fitting process, and that the values of all the
model parameters except M and R are known exactly by some means that is independent of the waveform
fitting process, thereby eliminating the degeneracies of the model parameters. fReliable estimates of the
uncertainties are not possible because the confidence regions are too large. gThe reduced χ2 of this fit
indicates that the model is incorrect.
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Figure 4.1 These contours are based on the highly unrealistic assumptions that all the relevant properties
of the actual system are correctly included in the waveform model, that the actual values of these properties
lie within the range of values possible in the waveform model, and that the values of all the parameters in
the waveform model except M and R are known exactly, independent of the waveform fitting process. This
procedure eliminates completely the effects of the degeneracy of the waveform with respect to variations
in the values of the system parameters. The + symbol indicates the radius and mass that were used in
generating the synthetic waveform and the star symbol shows where the marginalized posterior probability
density is highest. The dotted and solid curves show, respectively, the 1σ and 3σ confidence contours. The
reduced χ2 indicates that the fit is acceptable. See the text for further details.
statistical fluctuations.
The synthetic waveforms we consider here and the resulting 1σ uncertainties in M and R are summarized
in Table 4.2. Plots of the 1σ and 3σ uncertainty contours for each of these waveforms are presented and
discussed below. The χ2/dof for the best-fit model is shown on each plot.
The uncertainties in M and R quoted in this section were estimated by projecting the extent of the
two-dimensional uncertainty regions onto the M and R axes. This approach neglects the fact that the
probability distributions of M and R are often correlated. It also somewhat overestimates the individual
uncertainties in M and R, because the central peak in the distribution of the unwanted quantity would
centrally weight the probability distribution of the quantity being considered, if the unwanted quantity
were actually marginalized. This effect is neglected when the uncertainty region is simply projected. We
note that the quoted uncertainties are themselves slightly uncertain, due to incomplete sampling of the
high-dimensional parameter space.
Effects of statistical fluctuations
We can estimate the uncertainties in estimates of M and R produced by the statistical fluctuations in the
observed waveform by considering the (highly unrealistic) situation in which all the relevant properties of
the actual system are correctly included in the waveform model, the actual values of these properties lie
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Table 4.3. Scaling of uncertainties in M and R with total countsa
Ntot δM1(%) δM3(%) δR1(%) δR3(%)
104 15 42 12 27
105 6.8 15 4.7 11
106 1.8 5.0 1.3 3.1
a Ntot is the total number of counts in the high-
inclination, medium-background synthetic waveforms that
were analyzed, δM1 and δM3 are the 1σ and 3σ uncertain-
ties in M , and δR1 and δR3 are the 1σ and 3σ uncertainties
in R. These uncertainties assume all system parameters are
known except M and R (see text). The fractional rms am-
plitudes of all three waveforms are ∼ 54% (see Table 4.4).
within the range of values possible in the model, and the values of all the parameters in the model except
M and R are known exactly by some means that is completely independent of the waveform fitting process.
Figure 4.1 shows an example in which the assumptions in the model used to fit the synthetic waveform
data are identical to the assumptions in the model that was used to produce the waveform data. The
waveform data were generated using the parameter values of the high-inclination reference case and our
medium background. In fitting the model to the waveform data, the values of all the parameters in the model
except M and R were set to the values used to produce the synthetic waveform. This procedure completely
eliminates the effects of the degeneracy of the waveform under variations of the model parameters. The most
probable values values of M and R were then determined using our standard fitting and marginalization
procedures. The 1σ uncertainties in M and R are about 1.9% and 1.3%, respectively, whereas the 3σ
uncertainties in M and R are about 5% and 3%. The value of χ2/dof indicates that the fit is acceptable.
These results can be compared with those of Strohmayer (2004), who investigated the constraints on M
and R that could be obtained by fitting a bolometric waveform model to synthetic bolometric waveform
data. He assumed that the hot spot and the observer are both in the rotation equator (their most favorable
locations) and that the size, shape, and location of the hot spot, the spectrum and beaming pattern of the
radiation from the hot spot, and the inclination of the observer are all known independently of the waveform
fitting analysis, so that only M and R have to be estimated from the waveform data. Strohmayer also
assumed there is no background. With these assumptions and approximations, Strohmayer (2004) found
that fitting a bolometric waveform model to bolometric waveform data from an X-ray instrument with an
effective area ∼ 10 m2 could provide estimates of M and R with uncertainties of a few percent.
Our simulations show that the statistical uncertainties in M and R scale roughly as 1/R, where R ≡
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Nosc/
√
Ntot in terms of the number Nosc of counts in the oscillating component of the synthetic waveform
and the total number Ntot of counts in the waveform (see equation (4.1) and the discussion following it).
This is illustrated in Table 4.3. In these particular examples, the expected number Nback of counts in the
background is equal to the number Nspot of counts from the hot spot, so Nosc ∝ Nspot ∝ Nspot+Nback = Ntot
and hence R is proportional to √Ntot.
Effects of parameter degeneracies
Comparison of the uncertainties listed in Table 4.2 and comparison of the confidence regions shown in
Figure 4.1 with the confidence regions shown in the other figures in this section shows that when parameters
in the waveform model other than M and R must be determined as part of the waveform fitting process,
the uncertainties in the resulting estimates of M and R are generally much larger than when only M and R
are unknown. The reason the uncertainties are so large is that the waveform is degenerate with respect to
changes in many of the parameters in the waveform model, i.e., the effects on the waveform of changing the
value of one of the system parameters can be partially or wholly compensated by changing the value of one
or more other parameters:
• The effect on the stellar compactness and surface redshift of an increase in R can be compensated
almost exactly by an increase in M , because the special relativistic effects on the waveform of the
rotational surface velocity are ∼ 5% or less for the stellar models considered here (see Section 4.3).
This is a very strong degeneracy.
• Changes in the spot inclination, viewer inclination, and stellar radius affect the waveform in similar
ways and can therefore compensate for one another. The increase in the relativistic Doppler boost and
aberration produced by an increase in the spot inclination can be compensated in part by a decrease in
the observer’s inclination and/or a decrease in the stellar radius. The change in the projected emitting
area seen by the observer produced by an increase in the spot inclination can be partially compensated
by an increase in the observer’s inclination.
• An increase in the stellar compactness can be partially compensated for by an increase in the spot
radius, but as shown by Lamb et al. (2009a), the dependence of the waveform on the spot radius is
weak unless the spot is very large, while its dependence on the compactness is weak unless the star is
very compact (M/R > 0.25). Hence this is a weak degeneracy.
• Changing the number and spectrum of the background counts affects the inferred spectrum and mod-
ulation fraction of the waveform and therefore can partially compensate for changes in any of the
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other parameters that affect the spectrum and modulation fraction of the waveform, including the
spot inclination and size, the stellar compactness, and the observer inclination.
As noted previously, these degeneracies are an inherent property of any physical model based on a rotating
hot spot and cannot be removed by “improving” the model.
As a result of these degeneracies, the uncertainties in estimates of M and R depend sensitively on the
physical properties of the system. If the hot spot and the observer are at high inclinations, the effects on
the waveform caused by the rotation of the star will be maximal, reducing the effects of these degeneracies.
If instead the hot spot and the observer are at low inclinations, the effects caused by the rotation of the star
will be much less and these degeneracies will much more important.
A large background exacerbates the degeneracy problem, because it increases the statistical fluctuations
in the observed waveform. As a result, a wider range of models will adequately fit the waveform data. On the
other hand, independent additional knowledge about the system can reduce or eliminate degeneracies. For
example, accurate a priori knowledge of the observer’s inclination can significantly improve the constraints,
if the spot and observer inclinations are high; a priori knowledge of the distance to the system can also help.
Independent knowledge of the background can be used to tighten the constraints on M and R substantially.
If the spot and observer inclinations are high, measurement of an identifiable atomic spectral line in the
burst oscillation spectrum can be used to tighten the constraints.
Effects of spot and observer inclinations
Figure 4.2 (see also Table 4.2) shows that the constraints on M and R are fairly tight when the hot spot and
the observer are both at high inclinations but very loose when they are both at low inclinations, regardless
of the background level. Comparison of Figures 4.2c, 4.3a, and 4.3b (again see Table 4.2) shows that for
high observer inclinations, the constraints on M and R weaken slowly as the spot inclination decreases from
90◦ to 60◦.
If the hot spot and observer inclinations are both high, the 1σ uncertainties in M and R range from a few
percent for our low and medium backgrounds to about 10% for our high background (see Table 4.2). The 3σ
uncertainties are much larger, ranging from about 15% for our low or medium backgrounds to about 50% for
our high background. If instead the spot and observer inclinations are both low, the 1σ uncertainties in M
and R are large, ranging from 30% to 50% or more (again see Table 4.2), and the 3σ contours span much or
all of the M -R domain that was searched. The importance of high spot and observer inclinations becomes
especially clear if one compares the confidence regions for the high-inclination case shown in Figure 4.2d
with the confidence regions for the low-inclination case shown in Figure 4.2e. The fractional rms amplitudes
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of the oscillations are the same in these two cases; only the inclinations are different.
For high hot spot and observer inclinations, the oscillation amplitude and the effects on the energy
dependence and harmonic content of the waveform of the relativistic Doppler boost and aberration are
responsible for the lower bound on R. The upper bound on R is provided by the requirement that the
amplitude be sufficiently large but the effects of rotational motion on the waveform must not be too large.
This requirement also imposes a lower bound on the observer’s inclination.
For low spot and observer inclinations, the waveform is nearly sinusoidal and the modulation fraction is
low. Therefore much wider ranges of the parameters other than M and R (such as the spot and observer
inclinations) give a modulation fraction low enough to be consistent with the observed waveform, if the
compactness is high. Consequently, when we marginalize over these other parameters, M -R pairs near the
high compactness boundary are given more weight. As a result, the highest posterior probability density
is typically near the highest compactness that was searched, which means it is typically close to the high-
compactness boundary of the search domain, even though comparable fits would be possible for many values
of M/R if we were to optimize the other parameters.
Effects of the background
Figure 4.2 (see also Table 4.2) illustrates how the constraints on M and R are affected by background
counts. The background has very little effect on the uncertainties unless the number of background counts
exceeds the number of counts from the hot spot, in which case the uncertainties increase as the background
increases, approximately as 1/R, where R ≡ Nosc/
√
Ntot in terms of the number of counts Nosc in the
oscillation and the total number of counts Ntot (see equation (4.1)). Thus, the 1σ and 3σ uncertainties for
our high background, which contributes 9 times as many counts as the hot spot, are several times larger
than the uncertainties for our low and medium backgrounds, which contribute, respectively, less than and
about the same number of counts as the hot spot.
The values ofR and the fractional rms amplitudes of the oscillations in the synthetic waveforms generated
in the low- and high-inclination reference cases for our low, medium, and high backgrounds are listed in
Table 4.4. Scaling from RXTE observations suggests R ∼ 150 for a typical burst oscillation observed during
a single burst using a 10 m2 detector (see Section 4.2.2). R scales as the square root of the number of
counts, so combining the data from 25 such bursts (see Section 4.4.2 and Appendix B) could give R ∼ 800,
between the values for the synthetic waveforms generated in the high-inclination, medium-background and
high-inclination, high-background cases. The high-inclination, high-background case has a fractional rms
amplitude comparable to the ∼ 10% fractional amplitudes typically observed in burst tails using RXTE.
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Figure 4.2 These results show that M and R are tightly constrained when the spot and observer inclinations
are high and the total number of counts from the background is comparable to or less than the number from
the hot spot. The contours in the left column are for the high spot and observer inclination model and (top to
bottom) the low-, medium-, and high-background models (for the properties of these models, see Tables 4.1
and 4.2). The right column shows the corresponding contours for the low spot and observer inclination
model. The dashed lines show the R/M = 3.5 and R/M = 6.8 boundaries within which the posterior
probability distribution was computed. The dotted and solid curves show, respectively, the portions of the
1σ and 3σ confidence contours within this domain. The + symbol indicates the radius and mass that were
used in generating the synthetic waveform and the star symbol indicates the values where the marginalized
posterior probability density is highest. The red dashed-dot curve in Fig. 4.2e shows points of constant
g
2
9 /(1 + z), illustrating the complementary constraint that can be obtained by fitting the spectra of X-ray
bursts from the same star (see text).
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Table 4.4. R values and rms amplitudes for selected synthetic waveformsa
Inclination Background R rms
low low 340 0.21
low medium 280 0.14
low high 120 0.028
high low 1360 0.81
high medium 1100 0.54
high high 490 0.11
a Here R ≡ Nosc/
√
Ntot, where Nosc is the
number of counts in the oscillating compo-
nent of the synthetic waveform and Ntot is
the total number of counts in the waveform.
See equation (4.1).
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Figure 4.3 Comparison of the contours shown here and in Fig. 4.2c demonstrates that the constraints on
M and R weaken slowly as the spot inclination decreases from 90◦ (in Fig. 4.2c) to 80◦ (left panel) and to
60◦ (right panel). All three plots assume the observer inclination is 90◦ and our medium background (∼ 106
counts from the hot spot and ∼ 106 background counts). The red dashed-dot curves show points of constant
g
2
9 /(1 + z), illustrating the complementary constraint that can be obtained by fitting the spectra of bursts
from the same star (see text). For the meanings of the line types and symbols, see Fig. 4.2.
Effects of independent knowledge of relevant system properties
The extent to which knowledge that is independent of the waveform fitting process improves the precision of
M and R estimates depends strongly on the inclinations of the hot spot and the observer. If they are high,
the uncertainties in M and R can be reduced by independent knowledge of the observer’s inclination or of
the distance to the star. In this case observing an atomic scattering line with a known rest energy tightly
constrains the stellar compactness M/R and improves the constraints on M and R more than knowing the
distance and approximately as much as knowing the observer’s inclination. If instead the spot and observer
inclinations are low, observing a scattering line with a known rest energy still tightly constrains the stellar
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Figure 4.4 These results show that independent knowledge of some system parameters can significantly
tighten the constraints on M and R. All results are for our high background. The contours in the left
column are for the high spot and observer inclination case and (top to bottom) known observer inclination,
known distance, and an identifiable atomic scattering line in the waveform spectrum (see text for details);
these contours should be compared with those in Fig. 4.2e. The right column shows the corresponding
contours for the low spot and observer inclination case; these contours should be compared with those in
Fig. 4.2f. For the meanings of the line types and symbols, see Fig. 4.2.
compactness but improves the constraints on M and R very little. The uncertainties in M and R can be
reduced substantially by independent knowledge of the size and spectrum of the background, especially if
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Figure 4.5 These results assume that the properties of the background are known. Left : Constraints for
the high-inclination reference case (spot and observer inclinations of 90◦). Right : Constraints for the low-
inclination reference case (spot and observer inclinations of 60◦ and 20◦, respectively). Comparison of these
contours with those shown in Figs. 4.2c and 4.2d, which assume the background is unknown, demonstrate
that M and R are much more tightly constrained if the background is known. All these results assume our
medium background. For the meanings of the line types and symbols, see Fig. 4.2.
the spot and observer inclinations are high. Table 4.2 lists the 1σ fractional uncertainties for each of these
cases. Analysis of high-quality observations of the spectra of the bursts using high-precision spectral models
can help to further constrain M and R.
Figure 4.4a shows that if the spot and observer inclinations are both 90◦, knowing the inclination of the
observer reduces the 1σ uncertainty from ∼ 9% to ∼ 5% and the 3σ uncertainty from ∼ 50% to ∼ 20% for
our high background (compare this figure with Figure 4.2e). Figure 4.4c shows that knowing the distance
to the star reduces the 1σ uncertainty to ∼ 7% and the 3σ uncertainty to ∼ 30% (again compare this figure
with Figure 4.2e). Additional computations show that if the spot is at 80◦ and the observer’s inclination
is known, the uncertainties in M and R are similar to the uncertainties obtained if the spot is at 90◦. If
the spot and observer inclinations are high and the observer inclination and the distance are both known,
the 1σ uncertainties in M and R are similar to the uncertainties obtained if only the observer’s inclination
is known. The similarity of the 1σ uncertainties in these two cases is not surprising, because independent
knowledge of the observer’s inclination is usually more helpful than independent knowledge of the distance.
If instead the spot and observer inclinations are low, knowing the inclination of the observer or the distance
to the star reduces the uncertainties only modestly (compare Figures 4.4b and 4.4d with Figure 4.2f).
Figures 4.4e and 4.4f illustrate the effect on the precision of M and R estimates if an atomic scattering
line with a known rest energy is observed in the emission from the hot spot. The results shown here are for
a line at 6.4 keV with a FWHM of 0.2 keV and an optical depth at the line center of 0.24. If the spot and
observer inclinations are high, observing this line tightly constrains the stellar compactness and tightens the
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constraints on M and R, decreasing the 1σ uncertainty from ∼ 9% to ∼ 4% and the 3σ uncertainty from
∼ 50% to ∼ 20% for our high background, a greater improvement than would be achieved by independently
determining the distance and approximately as much as would be produced by independently determining the
observer’s inclination (compare Figure 4.4e with Figure 4.2e). If instead the spot and observer inclinations
are low, observing this scattering line still tightly constrains the stellar compactness but improves the
constraints on M and R very little (compare Figure 4.4f with Figure 4.2f; for the particular realization
shown in Figure 4.4f, the constraints on M and R are weaker with a scattering line present, probably due
to a sampling fluctuation).
Figure 4.5 shows that the knowing the size and spectrum of the background greatly improves the con-
straints on M and R. For our high-inclination case, knowing the background decreases the 1σ uncertainties
in M and R from ∼ 9% to ∼ 4% and the 3σ uncertainties from ∼ 50% to ∼ 9% (compare Figure 4.5a with
Figure 4.2e). For our low-inclination case, knowing the background leads to a 1σ uncertainty of ∼ 20%,
whereas without this knowledge one obtains no useful constraints on M and R (compare Figure 4.5b with
Figure 4.2f).
Fitting high-quality observations of the X-ray spectra of many bursts from the same star using detailed,
high-precision model atmosphere calculations can produce a constraint on M and R that is complementary
to that obtained by fitting burst oscillation waveforms. This is illustrated by the dash-dotted red curves in
Figures 4.2e, 4.3a, 4.3b, 4.4c, 4.4e, 4.4f, 4.6a, and 4.6b, which show the relation (1 + z)/g
2
9 = const. for the
values of the redshift z and surface gravity g that correspond to the M and R values used in generating
these synthetic waveforms. As discussed in Section 4.4.1, this combination of g and z can be determined by
accurately measuring the spectra of the X-ray bursts. The red dashed-dot curve intersects the confidence
region derived by fitting burst oscillation waveforms at a high angle. Combining these two complementary
methods is therefore a promising way to further constrain M and R.
Effects of errors in the assumed properties of the hot spot
In the results discussed previously, we assumed that we knew the shape of the hot spot and the spectrum
and beaming pattern of the radiation from the spot. In practice, we may not know these properties. Any
discrepancies between the actual properties of the hot spot and the properties assumed in the waveform model
will produce systematic errors in the constraints on M and R, in addition to the statistical uncertainties,
and these errors should be quantified. A full analysis of possible systematic errors is beyond the scope of this
work, but our initial exploration shows that inaccuracies in modeling the waveform can sometimes increase
the uncertainties in measurements of M and R.
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Figure 4.6 These results show that fitting the observed waveform using a model with an incorrect spot shape
increases the uncertainty of the M and R estimates and can sometimes bias them. Left : Constraints obtained
when the actual emitting area is elongated in the north-south direction, represented here by two uniform,
circular spots of angular radius 25◦, centered at the same longitude, with inclinations of 40◦ and 90◦, but
the waveform is fit assuming a circular spot. Right : Constraints obtained when the actual emitting area
is rotational equator and elongated in the east-west direction, represented here by three uniform, circular
spots of angular radius 25◦, with centers at the same 90◦ inclination and spaced 22.5◦ apart in the azimuthal
direction, but the waveform is fit assuming a circular spot. Both results are for our medium background.
For the meanings of the line types and symbols, see Fig. 4.2.
Errors in the assumed spot shape. The effects of errors in the assumed shape of the hot spot are illustrated
in Figure 4.6. For these examples, we generated synthetic waveforms using hot spots elongated in the
latitudinal (east-west) and longitudinal (north-south) directions by superimposing two or three circular
emitting areas, as described in the figure caption, and then fitting the resulting waveforms using our model,
which assumes a circular hot spot.
Figure 4.6a shows the results for the moderately high-inclination spot elongated in the north-south
direction by 50◦ and our medium background. The 1σ and 3σ uncertainties in M and R are, respectively,
∼ 40% and ∼ 75%, much larger than the ∼ 4% and ∼ 15% uncertainties for the waveform produced by a
circular spot in the rotational equator and the same background (see Figure 4.2c). The fit appears excellent
(χ2/dof = 432.5/443), providing no warning that the model is incorrect. Although the best-fit values of
M and R differ substantially from the values assumed in generating the waveform, the differences are only
marginally significant.
Figure 4.6b shows the results for the spot in the rotational equator elongated in the east-west direction
by 45◦ and our medium background. The 1σ uncertainties in M and R are, respectively, ∼ 8% and ∼ 17%,
substantially larger than the∼ 4% uncertainties for the waveform produced by a circular spot in the rotational
equator and the same background (see Figure 4.2c). The 3σ uncertainties in M and R are, respectively,
∼ 30% and ∼ 40%, much larger than the ∼ 15% uncertainties that were achieved for a circular spot (again
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Figure 4.7 The top panels show that fitting the observed waveform using a model in which the emission
spectrum differs by a modest amount from the actual emission spectrum has little effect on the estimated
values of M and R or their uncertainties (compare Figs. 4.2a and 4.2b). The bottom panels show that fitting
the observed waveform using a model in which the beaming pattern differs substantially from the actual
beaming pattern increases the uncertainty of M and R estimates and can sometimes bias them a moderate
amount. The contours in the left column are for high spot and observer inclinations, whereas the contours in
the right column are for low spot and observer inclinations. All results assume our medium background. The
top row shows the constraints obtained when the actual emission spectrum has the shape of a Bose-Einstein
spectrum with a chemical potential µ = −kT but the waveform model assumes the emission spectrum has
the shape of a Planck spectrum. The bottom row shows the constraints obtained when the actual emission
is isotropic but the waveform model assumes the emission has the beaming pattern described by the Hopf
function. For the meanings of the line types and symbols, see Fig. 4.2.
see Figure 4.2c). The fit is good (χ2/dof = 442/443), providing no warning that the model is incorrect.
However, in this case the best-fit values of M and R are very close to the values assumed in generating the
waveform.
Errors in the assumed spot spectrum. The effects of errors in the assumed spectrum of the emission from
the hot spot are illustrated in Figures 4.7a and 4.7b. For these examples, we generated synthetic waveforms
assuming the spectrum of the radiation from the surface of the hot spot has the shape of a Bose-Einstein
spectrum and then fitted the waveforms using our model, which assumes that the radiation has the shape
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of a Planck spectrum.
For the high-inclination reference case (Figure 4.7a), the best-fit values of M and R are very close to
their actual values and the quality of the fit is acceptable (there would be a 10% probability of a reduced χ2
this high if the model were correct). The 1σ uncertainties in M and R are both about 6%, whereas the 3σ
uncertainties in M and R are 15% and 12%, respectively. These are comparable to the 3%–4% 1σ and about
15% 3σ uncertainties achieved by fitting a model with the correct spectral shape to the synthetic waveform
(see Section 4.4.2).
For the low-inclination reference case (Figure 4.7b), the confidence regions are large, the 1σ region
extends beyond the upper boundary of the search domain, and the best-fit M -R pair is on the boundary, all
indicating that the most probable solution has not been determined. The reduced χ2 value is close to unity
and hence does not itself show that the waveform model is wrong, but this is of little consequence because
the constraints on M and R are very weak.
Errors in the assumed spot beaming function. The effects of errors in the assumed beaming pattern of
the radiation from the hot spot are illustrated in Figures 4.7c and 4.7d. For these examples, we generated
synthetic waveforms assuming that the surface of the hot spot radiates isotropically, but then fit these
waveforms using our standard model, which assumes the beaming pattern from the surface of the hot spot is
described by the Hopf function (the beaming pattern for radiation from a Thomson scattering atmosphere).
For the high-inclination reference case (see Figure 4.7c), the 1σ and 3σ contours are very small and far
from the M -R pair used in generating the synthetic waveform, but the reduced χ2 for this fit is extremely
large, showing that the model being fit is wrong.
For the low-inclination reference case (see Figure 4.7d), the best-fit M -R pair is again far from the pair
used in generating the synthetic waveform. Although the reduced χ2 value is close to unity and hence does
not itself show that the waveform model is wrong, this is of little consequence, because the constraints on
M and R are very weak, the 1σ and 3σ confidence regions extend beyond one or both of the boundaries of
the search domain, and the best-fit M -R pair is on the high-compactness boundary, all indicating that the
most probable solution has not been determined.
Combining different segments of data
We have seen that for favorable system properties, obtaining strong constraints on M and R usually requires
∼ 106 counts from the hot spot. Acquiring this many counts will typically require collection of hundreds
to thousands of seconds of data, even using an instrument with an effective area ∼ 10 m2. Thus, unless a
superburst is observed, the required data must be accumulated over many bursts. We therefore analyzed
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how the constraints on M and R reported here would be affected if ∼ 106 hot spot counts were collected by
combining data from multiple bursts from the same neutron star. The same considerations apply if the data
from a single burst are divided into several time segments that are then analyzed jointly.
We find that the constraints on interesting parameters obtained by jointly fitting many data sets are
usually comparable to the constraints that could be obtained by fitting a single set of waveform data with
the same average profile and the same total number of counts as the waveform obtained by combining the
data sets (see Appendix B). Thus, if ∼ 106 counts can be accumulated from the hot spots of many bursts
produced by a given star, the prospects are good that constraints on M and R similar to those reported here
can be obtained. This is true even though one might intuitively expect that the extra parameters involved in
fitting many data sets with changing waveforms would compromise the constraints on the model parameters
that are fixed (M , R, and θobs).
The effects on the waveform of the special relativistic Doppler boost and aberration play an important role
in constraining M and R. These effects can be accurately captured even if the hot spot rotation frequency
is changing, provided it can be tracked accurately enough to maintain the correct oscillation phase when
folding successive periods of the oscillation. If this can be done, the constraints on M and R that can
be obtained by analyzing the resulting folded waveform are often nearly the same as those that could be
obtained by analyzing a similar waveform with a fixed oscillation frequency and the same number of counts;
moderate changes in the values of nuisance parameters other than the spot rotation frequency often have
only a small effect.
If the oscillation frequency varies so rapidly or erratically during a burst that it cannot be tracked or
other important parameters (such as the spot inclination and spot radius) vary sufficiently during a single
burst or from burst to burst that this has a substantial effect on the waveform, the full data set may have
to be divided into a series of shorter segments and each segment analyzed separately. We find that the
resulting constraints on M and R will usually be similar to the constraints obtained by analyzing a single
data set in which these nuisance parameters do not vary and that has the same number of counts. Analyzing
a sequence of data segments increases the computational burden only linearly with the number of segments.
If the segments are properly analyzed using a Bayesian approach, the order in which they are analyzed does
not matter.
In summary, constraints similar to those reported here can usually be obtained if 106 hot spot counts
are acquired by combining data from different segments of a single burst or from multiple bursts from the
same neutron star, even if the oscillation frequency and other physical parameters vary during the burst or
from burst to burst.
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4.5 Summary and conclusion
The goal of this paper was to explore the constraints on the masses and radii of neutron stars that could be
inferred by analyzing observations of X-ray burst oscillations made using a future, satellite-borne detector
with 2–30 keV energy coverage and an effective area 10 to 20 times larger than the RXTE PCA. This
research was motivated by the new concepts for large-area X-ray timing space missions that are now being
proposed. These include LOFT (Mignani et al., 2012; Del Monte et al., 2012) and AXTAR (Chakrabarty
et al., 2008; Ray et al., 2011). Although we focused here on exploring the constraints on M and R that
can be obtained by analyzing the waveforms of X-ray burst oscillations, our results are equally relevant
to plans for analyzing the oscillations produced by X-ray emission from the heated polar caps of isolated
rotation-powered millisecond pulsars, the goal of the proposed NICER mission (Gendreau et al., 2012).
Approach to the problem. We described and explained our approach in Section 4.2. There we considered
the relative merits of using observations of oscillations during burst rises and burst tails (see Section 4.2.2).
We find that the uncertainties in M and R estimates obtained by analyzing oscillations during the tails
of bursts are likely to be smaller than the uncertainties in estimates derived by analyzing the oscillations
observed during the rises of bursts. Hence analyzing tail oscillations is likely to be the better approach.
Computational methods. We described our computational methods in Section 4.3. We explored the
constraints on M and R that could be derived from X-ray burst oscillations by first generating energy-
dependent synthetic observed waveforms for a variety of neutron star and hot spot properties. We then
used a Bayesian approach and MCMC sampling methods to determine the constraints on M and R that can
be obtained by analyzing these synthetic observed waveforms. We computed the joint posterior probability
distribution of the parameters in our waveform model, marginalized the parameters other than M and R,
and then determined the most probable values of M and R and their confidence intervals.
The purpose of the analysis presented here was not to reproduce all the steps that would be needed for
a full Bayesian analysis of a real observed waveform, but rather to determine the precision and accuracy
with which such a full analysis could determine M and R. We therefore made use of several shortcuts
that reduced the computational burden substantially without significantly altering the results. Using these
shortcuts, we could compute the most probable values of M and R and their confidence intervals for a single
synthetic observed waveform in 50–100 clock hours, running the parallel version of our code on 150 nodes
of a fast CPU cluster.
Assumed counts from the hot spot and background. We assumed that about 106 hot spot counts are
available from the star. A 10 m2 detector could collect this many hot spot counts by observing 20–25 bright
X-ray bursts (see Section 4.2.2). We find that the constraints on M and R obtained by combining data
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from multiple segments of a single burst or from multiple bursts from the same star are usually similar to
the constraints that would be obtained by analyzing an observation of a single, time-independent waveform
that has the same number of counts and the same shape as the average of the waveform over the multiple
data sets (see below, and Section 4.4.2 and Appendix B).
We assumed that all sources of background, when combined, contribute about 0.3 × 106, 106, or 9 ×
106 counts. Our treatment of the background was very conservative, in the sense that we usually made
no assumptions about the magnitude or spectrum of the background. We did not even assume that the
background is constant, only that it does not vary at frequencies commensurate with the burst oscillation
frequency.
Our main results. We described our results in detail in Section 4.4. There we showed that if ∼ 106 counts
were collected from the hot spot of a single bursting neutron star and the values of all the parameters in the
waveform model other than M and R were known independently of the waveform analysis, the uncertainties
in M and R estimates produced by statistical fluctuations in the waveform would typically be only a percent
or two (compare the analysis of a similar situation in Strohmayer, 2004). For realistic situations in which some
of the other parameters in the model must be determined from the waveform, the statistical uncertainties are
usually much larger. The reason for this is that the effects on the waveform of changing different parameters
in the waveform model are often very similar. These degeneracies of the waveform with respect to changes
in the values of the model parameters are an inherent property of any physical model based on a rotating
hot spot and cannot be removed by “improving” the model. These degeneracies inflate the uncertainties in
M and R estimates produced by the statistical fluctuations in the waveform.
We first explored how the uncertainties in the measured values of M and R depend on the inclinations
of the hot spot and observer and the background count rate. We find that the uncertainties depend strongly
on the inclination of the hot spot and observer relative to the stellar spin axis. Specifically:
• If the hot spot is within 10◦ of the rotation equator, both M and R can usually be determined with
an uncertainty of about 10%.
• If instead the spot is within 20◦ of the rotation pole, the uncertainties in M and R are so large that
waveform measurements alone provide no useful constraints.
• The uncertainties in M and R are affected little by background count rates less than or comparable to
the count rate from the hot spot, but become significantly larger for higher background count rates.
Next, we explored the effects on the uncertainties in M and R if the distance to the star or the inclination
of the observer are known from other measurements, if a resonance scattering line is observed in the burst
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oscillation spectrum, or if the properties of the background are independently known. We find that:
• Independent information about the background can greatly reduce the uncertainties in estimates of M
and R.
• Independent knowledge of the observer’s inclination can also greatly reduce the uncertainties.
• Knowledge of the star’s distance can help, but not as much as knowledge of the background or the
observer’s inclination.
• Observation of an identifiable atomic line in the hot-spot emission always tightly constrains M/R; it
can also tightly constrain M and R individually, if the hot spot is within about 30◦ of the rotation
equator.
Finally, we explored the effects of deviations in the actual shape of the hot spot, radiation beaming
pattern, and spectrum from those assumed in the our waveform model. We find that:
• Modest deviations of the actual spectrum from that assumed in the waveform model have little effect
on the accuracy or uncertainty of M and R estimates.
• Large deviations of the actual radiation beaming pattern from the pattern assumed in the waveform
model can increase the uncertainties of M and R estimates substantially.
• In some cases, but not always, large deviations of the actual shape of the hot spot from the circular
shape assumed in the waveform model can increase the uncertainties of M and R estimates and bias
them by moderate amounts. The physical conditions that produce tight constraints on M and R
(relatively small spots far from the rotation axis) are the conditions in which the shape of the spot is
unimportant (see Lamb et al., 2009a,b).
Combining data from different bursts. Our results show that for favorable system properties, strong
constraints on M and R can be obtained if one can analyze ∼ 106 counts from the hot spot. This will
typically require analyzing hundreds or thousands of seconds of data, even if the detector has an effective
area ∼ 10 m2. Thus, unless a superburst is observed, the data required must be accumulated from many
bursts. We therefore analyzed how the constraints on M and R reported here would be affected if the
∼ 106 hot spot counts were obtained by combining data from multiple bursts from the same star. The same
considerations apply if the data from a single burst are divided into several time segments and then analyzed
jointly. We find that the constraints on M and R obtained by jointly fitting many data sets are usually
comparable to the constraints that could be obtained by fitting a single segment of waveform data having
the same profile and as the average profile of the combined data sets and the same total number of counts
(see Section 4.4.2 and Appendix B).
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Time varying waveforms. We also investigated the problem of analyzing burst oscillation waveforms
that change with time. If the oscillation frequency changes during a burst but the change can be modeled
accurately enough to maintain the correct oscillation phase when folding successive periods of the oscillation,
the constraints on M and R obtained by analyzing the resulting folded waveform will be nearly the same
as those that could be obtained by analyzing a similar waveform with a fixed oscillation frequency and the
same number of counts. Even if the oscillation frequency varies too rapidly or irregularly during the burst
rise or tail to be described accurately by a simple frequency model, the full burst oscillation data set can
be divided into smaller time segments and analyzed using standard Bayesian techniques. This approach
can also be used if other physical properties of the system, such as the size and inclination of the emitting
region, vary significantly. The computational burden of this kind of analysis increases only linearly with the
number of segments. Consequently, variations of the burst oscillation waveform on timescales shorter than
the burst rise or burst tail (but substantially longer than the burst oscillation period) do not appear to pose
an insurmountable analysis problem (again see Section 4.4.2 and Appendix B).
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Chapter 5
Implications of high-precision spectra
of thermonuclear X-ray bursts for
determining neutron star masses and
radii
5.1 Introduction
A few years after the discovery of thermonuclear X-ray bursts from accreting neutron stars, van Paradijs
(1979) proposed a method for using observations of such bursts to constrain both the masses and the radii of
these stars, providing key information on the properties of cold high-density matter. In brief, the argument
was that (1) if the luminosity of a source at the so-called touchdown moment of photospheric radius expansion
bursts was the Eddington luminosity of the neutron star, and (2) if during the cooling phase of the bursts
the entire surface of the star emits uniformly, then a combination of the observed flux at touchdown and
the area normalization, plus knowledge of the distance to the source and the composition of its atmosphere,
suffices to determine the star’s mass and radius.
The first applications of this method yielded puzzling results. Burst spectra are very close to Planck
spectra, but the fitted Planck temperatures are commonly kTfit ∼ 3 keV at the peaks of bursts, which
is higher than is possible if the atmosphere is purely gravitationally confined (Marshall, 1982). Also, in
many cases application of this method leads to estimates of the stellar radius that are implausibly small
(< 5 km). It was then pointed out that although the shape of the spectrum may be qualitatively similar to a
Planck spectrum, atmospheric opacity effects can shift the peak of the spectrum so that Planck fits of X-ray
data yield a fitted temperature that can be up to ∼ 2 times the surface effective temperature. It has been
largely accepted that such models describe the spectra correctly, but prior to the work of Boutloukos et al.
(2010), no comparison had been made with data that are capable of distinguishing between simple Planck
This chapter has been previously published in Miller et al. (2011) and Miller et al. (2013). Copyright c© 2013 by Cambridge
University Press. Reprinted with permission.
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or Bose-Einstein spectra and model atmosphere spectra; the differences are subtle, and require data taken
with the best available instrument (the Rossi X-ray Timing Explorer Proportional Counter Array [RXTE
PCA]) from long bursts that maintain steady spectra for tens of seconds as opposed to the tenths of a second
that are usual for typical bursts. The revolution in our understanding of bursts afforded by high-precision
RXTE data has led to renewed interest in the van Paradijs method and other methods based on careful
characterization of the spectra and evolution of bursts.
In this chapter, we discuss methods that have been proposed to constrain neutron star masses and radii
using analyses of thermonuclear burst data. We begin in Section 5.2 by discussing why neutron star radii
are so much more difficult to measure than their masses, and why the radii would be key in constraining
properties of dense matter. A brief overview of thermonuclear X-ray bursts is given in Section 5.3. After a
quick review of other proposed methods for measuring radii, in Section 5.4 we discuss the strong indications
that critical assumptions in the van Paradijs method are not valid for real burst sources, and hence that
these assumptions need to be modified and that current radius estimates using this method are unreliable.
We then describe the comparison of the 4U 1820–30 super burst data with the spectra predicted by various
atmospheric model calculations in Section 5.5 and discuss the implications.
5.2 The importance and difficulty of determining radii
There are comparatively few macroscopic indicators of the equation of state of cold high-density matter.
Soft equations of state tend to yield neutron stars with lower maximum masses and smaller radii at a given
mass than do stiff equations of state. Thus the higher a measured mass is, the stiffer the equation of state
must be at the relevant densities. There are also other implications for high-density matter. For example,
Demorest et al. (2010) showed that the mass M = 1.97 ± 0.04 M they measured for PSR J1614–2230
constrains the maximum mass density of matter within a neutron star to be < 3.7× 1015 g cm−3. There is
still, however, a wide range (∼ 9− 15 km) of radii allowed for plausible masses, even for equations of state
that can support a 2 M star. Even if the mass of a star is not known, Lattimer & Prakash (2007) show
that knowledge of the radius to a precision of ∼ 1 km would be highly informative, because neutron star
radii are nearly constant over a wide range of masses for most viable equations of state.
Radius measurements are, however, extremely challenging. In contrast to the stellar mass, which can be
inferred from the orbit of a companion and in the best cases by relativistic pulse delay effects, the stellar
radius has no effects at a distance. Less direct methods must therefore be used, and these are often subject
to substantial systematic errors. For example, one might think of using a method similar to one that is used
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successfully for normal stars: assume that the surface emits as a blackbody, then measure the temperature
T from the spectrum and the luminosity L from the observed flux and the distance, assuming isotropic
emission. Then R = [L/(4piσT 4)]1/2. However, application of this method to neutron stars tends to yield
unreasonable radii, often 5 km or less. The reason, as we discuss below, is that atmospheric effects (primarily
scattering) lower the efficiency of emission well below the value for a blackbody, while producing a spectrum
with a shape very close to the shape of a Bose-Einstein spectrum. Thus, radius estimates require a deep
understanding of the spectrum, to estimate efficiencies, and excellent data, to validate our understanding
and discriminate between models.
5.3 Thermonuclear X-ray bursts
So-called Type 1 X-ray bursts were discovered by Belian et al. (1976) and Grindlay et al. (1976), and
explained soon thereafter as being caused by runaway nuclear fusion of matter donated to a neutron star
by a close binary companion (e.g., Lamb, 1977; Joss, 1977; Lamb & Lamb, 1978; Joss, 1978; Woosley &
Wallace, 1982, see also Woosley & Taam 1976). Observations in the succeeding decades have revealed that
these bursts can have a variety of durations: the shortest (lasting for seconds) are thought to be produced
by fusion of a helium layer, whereas the longest (lasting for hours, and called superbursts) are believed to
be produced by fusion in a much deeper layer of carbon. The maximum surface fluxes produced by all types
of bursts are comparable. The fluxes from some bursts are high enough to cause cause photospheric radius
expansion (these are called PRE bursts), which is thought to occur when the surface flux temporarily exceeds
the Eddington critical flux. Indeed, the flux we observe when the inferred photospheric radius retreats to
the surface of the star after a radius expansion and the atmosphere becomes static is often used to estimate
the Eddington luminosity of the star. The moment when this occurs is called the time of touchdown and is
assumed to be the moment when the fitted spectral temperature is a maximum. See Galloway et al. (2008b)
for a summary of burst observations.
Although the nuclear physics and possibly the ignition and spreading of hot gas may be significantly
different in normal, few-second bursts and in few-hour superbursts, the spectrum we see depends only on
the propagation of the radiation through the atmosphere. The spectra of both types of bursts are therefore
expected to be the same, other things being equal. Therefore, we can use observations of superbursts
with thousands of times as many counts as a normal burst to determine with high precision the spectra
characteristic of all bursts.
An ideal observed spectrum from the neutron star surface would have identifiable atomic lines, which
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would immediately allow us to determine the gravitational redshift at the stellar surface as well as much
other valuable information. The high surface gravity of neutron stars means that heavy elements, which
might not be fully ionized, sink in seconds (Alcock & Illarionov, 1980), but it was hoped that continuously
accreting stars such as bursters might nevertheless have a significant abundance of heavy elements such as
iron in their photospheres. Indeed, Cottam et al. (2002) found evidence of iron lines at a redshift z = 0.35
in burst spectra from EXO 0748−676. However, a later observation (Cottam et al., 2008) found the source
in a different state with no lines (even the abundant zero-redshift lines that had been apparent in the earlier
observation were absent), so the redshifted could not be confirmed. This neutron star was subsequently
found to have a spinning at 552 Hz (Galloway et al., 2010), fast enough that any lines were expected to be
much broader than those reported by Cottam et al. (Lin et al., 2010). However, there is a recent suggestion
that second-order rotational effects could make a portion of each line appear narrow (Baubo¨ck et al., 2012).
In any case, the lack of confirmed atomic lines from any neutron star surface means that for now we must
work with the continuum spectrum. This is a much subtler game that is far more susceptible to systematic
error.
5.4 The van Paradijs method and recent applications
van Paradijs (1979) proposed that thermonuclear bursts could be used to constrain both the masses and
radii of bursting neutron stars. Updated slightly to reflect our current understanding, his proposal requires
the following assumptions:
• The Eddington luminosity of the star is known. This requires knowledge of the distance to the star
and knowledge that a fiducial observed flux (say, the observed flux at touchdown) corresponds to the
Eddington critical flux at the stellar surface. It also requires that the emission from the star at the
fiducial moment be isotropic, and that the composition and hence opacity of the atmosphere be known.
• The entire surface of the star radiates uniformly and isotropically at the fiducial moment.
• The emission spectrum is fully understood, so that we can correct for the inefficiency of the emission.
The first assumption gives us, effectively, a redshifted mass, because for a slowly rotating and isotropically
emitting star the highest luminosity at infinity that allows a static atmosphere is L = LE(1 − 2GM/Rc2),
where LE = 4piGMc/κ is the standard Newtonian Eddington luminosity, M and R are respectively the
mass and radius of the star, and κ is the radiative opacity. The second and third assumptions allow us to
determine the redshifted surface area of the star. Combining all these assumptions allows us to determine
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both the mass and the radius of the star.
Only RXTE, with its large area, broad spectral coverage, and superb calibration could be used to collect
data with the precision required to potentially obtain useful constraints on stellar masses and radii. It
was therefore reasonable to analyze RXTE data using the van Paradijs assumptions and see what resulted;
that is, an appropriate first step was to estimate only the statistical uncertainties, leaving an assessment
of systematic errors for future work. Some such studies, such as the analysis of 4U 1820−30 by Gu¨ver
et al. (2010b) gave promising results. This star is ideal in many ways: its location in the globular cluster
NGC 6624 allows its distance to be determined much more precisely than those of most burst sources, while
the tightness of its orbit (which has an 11.5-minute period) indicates that the donor is a helium star and
hence that the atmosphere of the neutron star is nearly pure helium. Using the van Paradijs approach,
Gu¨ver et al. (2010b) found statistical uncertainties of 4% in both the mass and the radius of 4U 1820−30.
Such small uncertainties are encouraging, but a closer examination of this approach by Steiner et al. (2010)
showed that these apparently tight constraints actually indicate the presence of significant systematic errors.
In the van Paradijs method, M and R are related to one theoretical and three observed input quantities
(the computed color correction factor and the observed flux at touchdown, apparent emitting area, and
distance to the star) via quadratic equations. The expressions for M and R therefore involve square roots
of combinations of the four input quantities; the argument of these roots must be nonnegative in order for
the expressions to give real numbers for M and R. Each of the four input quantities has a probability
distribution. Steiner et al. (2010) showed that if the standard van Paradijs assumptions are used to analyze
the 4U 1820−30 bursts, only ∼ 1.5×10−8 of the parameter space spanned by the joint probability distribution
of these quantities produces M and R values that are real numbers. Indeed, this is the reason the inferred
statistical uncertainties in M and R are so small for this star: the van Paradijs assumptions, rather than the
data, tightly constrain the allowed parameter values. This is a strong indication that these assumptions are
not valid for this star, and hence possibly for other stars. Steiner et al. (2010) suggested that the standard
van Paradijs assumptions should be relaxed by allowing the radius of the photosphere to be larger than the
stellar radius, but they retained the assumption that the emission is uniform over a spherical photosphere.
As we discuss below, fits of the best current spectral models to the 4U 1820−30 superburst spectrum suggest
that even this assumption may not be correct: the fraction of the stellar surface that is emitting during the
superburst changes and may therefore change during normal bursts. Moreover, there is no evidence that the
emitting area is ever the entire stellar surface during the superburst.
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5.5 Spectral models and implications
Clearly, an absolute requirement for obtaining reliable information from analyses of burst continuum spectra
is a good model for the continuum. As we discussed earlier, although burst spectra may have shapes
similar to blackbody spectra, the neutron star radii inferred from blackbody fits to the observed spectra
are unreasonably low. To see why this is, consider a thought experiment in which the outward radiative
flux is F = σT 4eff and constant in time, and the photons in the atmosphere of the neutron star initially
have a Planck distribution with the effective temperature Teff at and below a certain depth. Assume that
above this thermalization depth photons interact with the gas only via Thomson scattering, i.e., there is
no photon production or absorption. Finally, suppose that 80% of the photons moving outward from the
thermalization depth are scattered back to the thermalization depth and absorbed, whereas 20% escape. As
time passes, the matter at the thermalization depth will heat up until it reaches a temperature Tcol such that
0.2σT 4col = σT
4
eff . Once the atmosphere has reached a steady state, the spectrum of the emerging radiation
will be a Planck spectrum with this higher “color” temperature Tcol and the temperature derived by fitting a
Planck spectrum to the spectrum of this radiation will be greater than the effective temperature by a “color
factor” f ≡ Tcol/Teff > 1. Hence the neutron star radius inferred by assuming the stellar surface emits like
a blackbody with the temperature T = Tcol inferred by correcting the observed color temperature for the
redshift will be a factor f−2 smaller than the actual radius.
The dominance of electron scattering over other forms of opacity in the kT > 1 keV light-element
atmospheres relevant to burst spectra creates spectral shapes that are very close to the shape of a Bose-
Einstein spectrum (Lo et al., in preparation; see also Illarionov & Siuniaev 1975). Unfortunately, Bose-
Einstein spectral shapes contain no information about the efficiency of the emission or the mass and radius
of the star. Thus, very high quality spectral data and very accurate model atmosphere spectra are needed
to extract information about the stellar mass and radius.
A first step in this program was performed by Boutloukos et al. (2010). Prior to the work of Boutloukos
et al. (2010), very few comparisons had been made of model spectra with burst data, and none used data
with enough counts to distinguish between qualitatively different models (e.g., Planck spectra fitted at least
as well as model atmosphere spectra in the work of Foster et al. 1986). It is therefore critical to use long
stretches of data taken with the RXTE PCA during intervals when the temperature is nearly constant.
Most thermonuclear X-ray bursts last only a few seconds, during which time the temperature changes
rapidly enough that a single-temperature fit is only appropriate for data segments shorter than a few tenths
of a second. However, Boutloukos et al. (2010) found that around the peak of the superburst from 4U 1820–
30 (see Strohmayer & Brown 2002), there was a 64-second segment with ∼ 800, 000 counts that had a
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nearly constant temperature. This is the most precise available data set. We note that although the nuclear
processes in superbursts and canonical bursts are different, their atmospheric processes are the same and
hence for the purpose of spectral fitting this is a representative data set. We also note that in the later
portions of this burst, high time resolution data show no evidence that the spectrum changes on time scales
< 10 s, supporting our expectation that the time scale of variability is much longer in superbursts than in
canonical bursts.
The first comparison was with a Bose-Einstein spectral model, in which the continuum is
F (E, T ) ∝ E3/ [exp((E − µ)/kT )− 1] . (5.1)
Here E is the photon energy, T is the temperature, and µ < 0 is the chemical potential. This spectrum,
which generalizes and is more physically realizable than a Planck spectrum, is the equilibrium spectrum
for fully saturated Comptonization; it could thus be a reasonable approximation to the spectrum produced
in a scattering-dominated atmosphere Boutloukos et al. (2010). In addition to the continuum component,
Boutloukos et al. (2010) followed Strohmayer & Brown (2002) in adding as additional components that
originate far from the star a zero-redshift iron emission line, an edge, and photoelectric absorption.
The result is shown in Figure 5.1. Remarkably, the simple Bose-Einstein form fits this ∼800,000 count
spectrum extremely well, with χ2/dof=55.8/50 over the 3–32 keV range of our fit. The best-fit temperature
and chemical potential are kT = 2.85 keV and µ = −0.76 keV. The data here are from where the flux
measured with RXTE is ∼ 90% of the peak flux of the burst, but we also find good fits to data at 100%,
80%, and 25% of the peak measured flux. The excellent fit of the Bose-Einstein shape is therefore not
confined to the peak.
The high quality of this fit suggests challenges for spectral modelers. In particular, two questions emerge:
why are the spectra so close to Bose-Einstein, and why is the magnitude of the chemical potential much
less than kT? To elaborate on the latter point: if there were a significant deficit of photons compared to
what would be expected for a Planck spectrum at kT , then µ < −kT , so |µ|  kT implies that the supply
of photons is close to what is needed to fill a Planck spectrum. Our ongoing work suggests that these
requirements can be met in extended atmospheres with appropriate densities (low enough that scattering
dominates, but high enough that photons can be supplied at the required rate). It is an open question
whether these requirements are met in realistic models.
Although a Bose-Einstein model fits the highest-precision PCA data well, the implications are difficult to
establish with certainty. This is because, as indicated earlier, Thomson scattering in the outer atmosphere
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Figure 5.1 Fit of a model with a Bose-Einstein continuum plus a zero-redshift iron line and edge and
photoelectric absorption to ∼800,000 counts of data near the peak of a superburst from 4U 1820–30. The
top panel shows the count data (shown with error bars representing the statistical uncertainties in the data)
and the fit, shown by a solid line. The bottom panel shows the residuals. Contrary to our initial expectations,
the fit is superb. Figure adapted from Boutloukos et al. (2010).
110
can in principle impose a large dilution factor without causing any deviation from a nearly-perfect Planck
or Bose-Einstein spectrum established at larger optical depths. In this case the efficiency f of the emission
can be less than unity by a significant factor. If the emission efficiency is high, the spectrum we have
measured implies that the surface radiative flux is significantly super-Eddington and extra confinement is
required (e.g., Boutloukos et al. 2010 explored confinement by a tangled magnetic field generated during
bursts). If instead the efficiency is low, the surface radiative flux could be sub-Eddington. For conventional,
gravitationally-confined atmospheres to be favored would require the spectra they predict to fit much better
than a Bose-Einstein spectrum, but this is not possible for single data segments because our fits of Bose-
Einstein models to such segments yield χ2/dof ∼ 1. It is, nonetheless, important to determine whether
published model atmosphere spectra also yield χ2/dof ∼ 1, because such models are only viable if this is
the case.
Figure 5.2 compares representative models from Madej et al. (2004) and Majczyna et al. (2005) with
the same 64 seconds of data from the 4U 1820–30 superburst used previously. A direct fit of the data is
not possible, because the available grids of these models are not fine enough and the relevant composition
(pure helium) is not computed. Therefore, as in Boutloukos et al. (2010), the shape of the model spectra is
compared with the shape of Bose-Einstein spectra. That is, starting from the observation that the observed
spectra are very close to Bose-Einstein in form, Boutloukos et al. (2010) produce synthetic RXTE data
using the model spectra and fit those data with a Bose-Einstein model. As can be seen from Figure 5.2,
there are strong and systematic deviations between these shapes. These deviations are similar for different
compositions (H/He with no metals versus a solar composition), surface gravities (log10(g/cm s
−2) = 14.8
versus 14.3), effective temperatures (Teff = 3× 107 K versus 2× 107 K), and surface radiative fluxes relative
to the Eddington flux (F = 0.8 FEdd versus 0.5 FEdd). The conclusion is that the spectral shape predicted
by these models is significantly different from what is observed. It is also found to be true in a later segment
of data where the observed flux was ∼ 50% of the maximum, versus ∼ 90% in our primary data set.
Our subsequent analysis (in preparation) shows that a fit at least as good is provided by the detailed model
atmosphere spectra of Suleimanov et al. (2012), which improved upon the earlier treatment by Suleimanov
et al. (2011) by treating the electron scattering fully relativistically. Moreover, our preliminary joint fit (in
preparation) of 102 16-second segments of data from this superburst, starting ∼160 seconds after the PRE
phase, shows that the Suleimanov et al. (2012) spectral models fit much better than Bose-Einstein spectral
shapes. For example, fits to RXTE PCA Standard2 channels 3–32 inclusive give χ2/dof = 5238/5098 for the
best-fit Suleimanov et al. (2012) models, versus χ2/dof = 5770/4998 for the best-fit Bose-Einstein models.
This is encouraging. This result represents the first validation of detailed model atmosphere spectra using
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Figure 5.2 Fit of a Bose-Einstein continuum spectrum to continuum data with ∼ 800, 000 counts synthesized
using (top panel) a H/He composition, log10(g/cm s
−2) = 14.8, Teff = 3×107 K model spectrum from Madej
et al. (2004) (F = 0.8 FEdd for this spectrum) and (bottom panel) a solar composition, log10(g/cm s
−2) =
14.3, Teff = 2× 107 K model spectrum from Majczyna et al. (2005) (F = 0.5 FEdd). Clearly, the predicted
model spectra are very different in form from the Bose-Einstein shape, and hence from observed spectra.
Caution is therefore appropriate in drawing inferences about stellar masses and radii using these models.
Figure adapted from Boutloukos et al. (2010).
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data with enough precision to discriminate between models. One might hope that one could implement the
van Paradijs approach using these models, but we find instead that our fit of the 4U 1820−30 superburst
data argues against one of the key assumptions in this method. This is the assumption that the entire
surface emits uniformly during the burst tail. If this assumption were true, we would have found that the
best-fit emitting area remained constant throughout the ∼1600 seconds that we analyzed. Instead, we find
that the emitting area decreased steadily throughout the portion of the burst that we analyzed, with a total
drop of ∼20% (see Figure 5.3). This drop is due to a decrease in the fraction of the stellar surface that is
emitting, rather than a ∼ 10% decrease in the radius of a spherical photosphere entirely surrounding the
star. We know this because, given that the scale height of an atmosphere supported only by gas pressure is
∼ kT/mg ∼ few cm R ∼ 10 km, any palpable increase in the radius of the photosphere requires a surface
radiative flux extremely close to Eddington; e.g., a flux of 0.9999 FE would be necessary to increase the
stellar radius by ∼ 10%. We have verified that fluxes anywhere near this high give terrible fits to the data.
Thus it is the emitting fraction of the stellar surface that is changing, and hence the standard assumption
that the entire stellar surface is emitting uniformly is wrong for this burst. One must therefore consider
the possibility that it is also wrong for shorter bursts (as was already suggested by the existence of burst
oscillations, which cannot be produced by uniform emission from the entire stellar surface). This is also a
concern for other methods that assume that the entire surface is emitting uniformly, such as the proposal
by Suleimanov et al. (2012) that fits of the inferred color factors during the initial decay phases of bursts
can yield M and R.
A different proposal, made first by Majczyna & Madej (2005), is to use fits of the spectral shape to
sufficiently precise data to obtain both M and R directly. Because it is the shape of the spectrum that
matters, rather than the absolute flux, this method does not require knowledge of the distance to the star or
the fraction of the stellar surface that is emitting, so long as the emitting portion has a uniform spectrum,
and it is even immune to photon energy-independent shifts in the calibration of the instrument (although
energy-dependent shifts do affect this method). What Majczyna & Madej (2005) noted is that because the
surface gravity g and the surface redshift z have different dependences on M and R, if g (which affects
the atmospheric structure and thus the spectrum as it would be measured on the surface) and z (which
determines the spectrum as seen by a distant observer given the surface spectrum) can both be constrained
precisely, then M and R can be determined using the relations
R = (c2/2g)(1− 1/(1 + z)2)(1 + z) (5.2)
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Figure 5.3 Emitting area relative to the total area of the stellar surface inferred by fitting of the Suleimanov
et al. (2012) models to 16 second segments of the RXTE PCA data from 4U 1820–30. The illustrative fit
we use for this figure yields a stellar radius of 10.2 km, but other masses and radii give equally good fits.
We assume the distance to this source is 8.4 kpc (Valenti et al., 2007). This figure shows that the fit is
reasonable, because the required emitting area is never more than the stellar area, but also shows that the
fraction of the surface that emits decreases systematically and significantly during the entire ∼ 1600 seconds
of data we have analyzed. It is possible that the emitting area is never the whole stellar surface at any time
during the burst. Thus for this source, and possibly others, one cannot assume that the entire surface emits
uniformly during a burst.
114
and
M = (Rc2/2G)(1− 1/(1 + z)2) . (5.3)
Our preliminary results suggest that for the RXTE PCA data from the 4U 1820−30 superburst, which are the
most precise data that we currently have, it is not possible to constrain g and z independently. We find that
for a given g, 1 + z is constrained to within a few percent, which appears to be because although electron
scattering dominates the opacity, at the lowest accessible photon energies free-free absorption becomes
important enough to affect the spectrum. Full constraints on both g and z apparently require additional
high-quality data, similar to what would be provided by proposed future X-ray timing missions missions,
such as LOFT (Feroci et al., 2012) or AXTAR (Ray et al., 2011).
5.6 Conclusions
We have shown that the model atmosphere spectra of Suleimanov et al. (2012) fit RXTE PCA data from
the 4U 1820−30 superburst well, and better than approximate solutions, such as the Bose-Einstein spectral
shape, or competing detailed model atmosphere spectra. This is the first time that such a comparison has
been possible. At the same time, fits of the Suleimanov et al. (2012) models to current data show that the
emitting fraction of the neutron star surface changes significantly. This casts doubt on a key assumption
that has been used for previous mass and radius estimates, which is that the entire stellar surface emits
uniformly after touchdown. However, the validation of the Suleimanov et al. (2012) models inspires cautious
optimism that fits of these models to data from future large-area X-ray satellites such as LOFT or AXTAR
will yield reliable constraints on both the masses and radii of bursting neutron stars. Even if, as with current
data, we can only establish a link between the surface redshift and surface gravity, this constraint will be
useful in combination with other measurements. Overall, the excellent fit of the data by the best available
detailed spectral models represents an important step forward in our understanding of both neutron stars
and dense matter.
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Appendix A
Code tests
In this appendix, we summarize the suite of test problems we routinely solve to validate both our waveform
code and our MCMC code (of which the waveform code is an essential part). The waveform code we use
here is based on the code developed and validated by Lamb et al. (2009a). We described some tests of this
code there. The code validation tests we describe here are designed to check many of the physical effects
included in our codes, by using them to solve problems where the answer is known analytically. This suite
of test problems includes the following problems:
• computing the deflection angle as a function of the star’s compactness and the direction of the ray
relative to the normal to the stellar surface (Section A.1.1)
• computing the light travel time as a function of the star’s compactness and the direction of the ray
relative to the normal to the stellar surface (A.1.2)
• computing the bolometric flux seen by a distant observer located directly above the center of an
emitting spot on a non-rotating star (Section A.1.3)
• computing the radiation pattern produced by a small emitting spot on a non-rotating star in flat
spacetime (Section A.1.4)
• computing the waveform produced by a small emitting spot on a rotating star in flat spacetime (Sec-
tion A.1.5)
• computing the angular deflection of a pencil beam from a small emitting spot on a rotating star
(Section A.1.6)
• computing the observed temperature of thermal emission from a small emitting spot on a rotating star
in flat spacetime, as a function of rotational phase (Section A.1.7)
• determining the stellar compactness, spot temperature, and distance, given uniform thermal emission
from the entire surface of a non-rotating star with no background (Section A.2.1)
• determining the spot inclination, observer inclination, and distance, given thermal emission from a
small hot spot on a non-rotating star in flat spacetime with no background (Section A.2.2)
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Table A.1. Values of the waveform code resolution parameters
Parameter Value
Nlat (spot grid points in stellar latitude) 100
Nlong (spot grid points in stellar longitude) 100
Nalpha (grid points in α) 1000
Nphase (grid points in phase w. time delays included) 1000
Nloc (grid points in phase w.o. time delays included) 1001
nd (grid points used in computing the deflection angle) 100
d (deflection angle integration parameter) 0.1
nt (grid points used in computing the time delay) 100
0 (first time delay integration parameter) 0.01
1 (second time delay integration parameter) 0.01
• determining the stellar compactness, spot temperature, and distance, given thermal emission from a
small spot on a non-rotating star in flat spacetime with a background (Section A.2.3).
The values of the waveform code integration, hot spot, and angular resolution parameters that we use
for the code tests reported here are the values listed in Table A.1, unless otherwise noted. We use these
same parameter values when computing M and R confidence regions (see Section 4.4.2), except that for
that purpose we set Nphase to 16, which speeds up the computations while providing accuracy sufficient for
the waveform-fitting process. As discussed in Section A.3, we have carefully chosen the values of these code
parameters to provide a resolution fine enough to meet our accuracy requirements, but no finer, so that our
code runs as fast as possible.
We now discuss the suite of validation tests in detail.
A.1 Tests of the waveform code
A.1.1 Deflection angle as a function of compactness and direction
In the Schwarzschild spacetime, the total angle ψ by which a light ray from the stellar surface is eventually
deflected is a function only of the initial angle α of the ray relative to the normal to the stellar surface (as
measured in the static frame) and the compactness M/R of the star, and is given by the expression (see
Pechenick et al., 1983, equation (2.13) for a similar expression)
ψ
(
α,
M
R
)
=
∫ 1
0
sinα dx√
(1− 2M/R)− (1− 2Mx/R)x2 sin2 α
, (A.1)
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The integrand in equation (A.1) diverges as x → 1 and sinα → 1; numerical integration near this limit
therefore requires special treatment. In the waveform code we break the integral into two pieces, from x = 0
to x = 1 − d and from x = 1 − d to x = 1, with d  1. Our waveform code computes the first piece
numerically, using Simpson’s rule with nd divisions, and computes the second piece using an approximate
analytical expression, derived as follows.
Setting x = 1− d, the square root in the integrand becomes
√
. . . =
√(
1− 2M
R
)
−
(
1− 2M(1− d)
R
)
(1− d)2 sin2 α (A.2)
=
√(
1− 2M
R
)
cos2 α+ 2 sin2 α
(
1− 3M
R
)
d + sin
2 α
(
6M
R
− 1
)
2d +O(3d) . (A.3)
Dropping the O(3d) terms inside the square root, the second piece of the integral becomes
∫ 1
1−d
dx√
(1− 2M/R)− (1− 2Mx/R)x2 sin2 α
'
∫ d
0
dd√
a+ bd + c2d
(A.4)
=

√
c ln
[
2
√
c(a+ bd + c2d) + 2cx+ b
]
, c > 0
−(−c) 12 sin−1
[
2cd+b√
b2−4ac
]
, c < 0
2
b
√
a+ bd , c = 0
where a, b, and c are the coefficients of 1, d, and 
2
d in the square root (A.3). Because c = sin
2 α (6M/R− 1),
different integrals are performed for R < 6M and R > 6M . Note also that for R = 3M and sinα → 1,
a = b = 0, causing the integral to diverge, as it must, because r = 3M is the photon orbit in the Schwarzschild
geometry.
We test the deflection angle ψ given by our waveform code by comparing it with the value of ψ given
by evaluating integral (A.1) using Mathematica 8. Figure A.1 shows the fractional difference [(ψcode −
ψmathematica)/ψmathematica] for three values of nd and two values of the stellar compactness. Figure A.2
shows the fractional difference for three values of d and two values of the stellar compactness. The left and
right panels of Figure A.3 show, respectively, the relation ψ(α) and the fractional difference in ψ given by our
code using nd = 100 and d = 0.1, for four values of the stellar compactness that span the range considered
in this work. Figures A.1–A.3 show that the values nd = 100 and d = 0.1 of these resolution parameters
that we use in our waveform code when fitting synthetic waveform data provide sufficient accuracy for this
purpose.
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Figure A.1 Fractional difference between the deflection angle ψ as a function of the initial ray direction α
computed using our code and using Mathematica 8, for three different numbers nd of integration steps and
two values of the stellar compactness (left: R/M = 5.0; right: R/M = 4.0). This figure shows that the value
nd = 100 used in our waveform fitting is adequate. See Section A.1.1 for further details.
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Figure A.2 Fractional difference between the deflection angle ψ as a function of the initial ray direction α
computed using our code and using Mathematica 8, for three values of the integration parameter d and two
values of the stellar compactness (left: R/M = 5.0; right: R/M = 4.0). This figure shows that the value
d = 0.1 used in our waveform fitting is adequate. See Section A.1.1 for further details.
A.1.2 Light travel time as a function of compactness and direction
The time it takes for a light ray emitted at an angle α relative to the surface normal (in the static frame)
to travel from the surface to infinity, as measured at infinity, is given by
t =
∫ 1
0
dy
R/c
y2 (1− 2My/R)
 1√
1− sin2 α (1− 2M/y)−1 (1− 2My/R) y2
 . (A.5)
This expression accounts for the gravitational time delay in the Schwarzschild spacetime as well as the purely
geometrical effect that the travel time is different for rays emitted from the stellar surface at different angles.
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Figure A.3 Left : Deflection angle ψ as a function of the initial ray direction α computed using our code, for
four values of the stellar compactness. The deflection angle is larger for smaller values of R/M , i.e., for more
compact stars. Right : Fractional difference between the deflection angle ψ computed using our code and
using Mathematica 8, as a function of α, for the same four values of the stellar compactness. The fractional
difference is larger for smaller values of R/M , i.e., for more compact stars, but is smaller in magnitude than
2.5× 10−4 for all these values of R/M . This figure shows that the resolution parameter values nd = 100 and
d = 0.1 used here provide sufficient accuracy for our waveform fitting. See Section A.1.1 for further details.
The travel time given by equation (A.5) is formally infinite, because the ray is traced to infinity. However,
what we are interested in is not the total travel time of each ray, but rather the differential travel times of
different rays.
To be able to compute the differential travel times of any two rays, we calculate the differential travel
time of every ray relative to the travel time of a reference ray. We choose as our reference ray the radial ray
coming from the point on the stellar surface directly under the observer. The differential light travel time
of an arbitrary ray compared to the reference ray is then
∆t ≡ t− [t]α=0 =
∫ 1
0
dy
R/c
y2 (1− 2My/R)
 1√
1− sin2 α (1− 2M/y)−1 (1− 2My/R) y2
− 1
 . (A.6)
The integrand in this expression can diverge at the two limits of the integral. Our waveform code therefore
calculates this integral in three pieces. Near the upper endpoint, we set y = 1− 1, with 1  1, expand the
expression inside the square root in powers of 1, and drop the terms that are O(21). The result is
∫ 1
z0
dz
d∆t
dz
'
∫ 1
z0
dz
R/c
2 (1− 3M/R)
1
z
[
1√
1− z sin2 α
− 1
]
(A.7)
=
R/c
2(1− 3M/R)
[
−2 ln
(
1 +
√
1− z sin2 α
)]∣∣∣∣1
z1
, (A.8)
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Figure A.4 Fractional difference between the differential light travel time ∆t as a function of the initial ray
direction α computed using our code and using Mathematica 8, for three different numbers nt of integration
steps and two values of the stellar compactness (left: R/M = 5.0; right: R/M = 4.0). This figure shows
that the resolution nt = 100 used in our waveform fitting is adequate. See Section A.1.2 for further details.
where z ≡ 1 − 21 + 1(2M/R)/(1 − 2M/R) and z1 ≡ 1 − 21(1 − 3M/R)/(1 − 2M/R). Near the lower
endpoint of the integral, we set y = 0, with 0  1, expand the integrand in powers of 0, and thereby
obtain the expression
∫ 0
0
dz
d∆t
dz
' R/c
2
[
sin2 α
1− 2M/R0 +
3
4
sin4 α
(1− 2M/R)2
(
30
3
− M
2R
40
)]
. (A.9)
Our waveform code computes the middle piece of the integral, from y = 0 to y = 1− 1, numerically, using
Simpson’s rule with nt divisions in this interval.
We test the differential light travel time ∆t given by our waveform code by comparing it with the value
of ∆t given by evaluating integral (A.6) using Mathematica 8. Figure A.4 shows the fractional difference
[(∆tcode − ∆tmathematica)/∆tmathematica] × 100% for three values of nt and two values of the stellar com-
pactness. Figure A.5 shows the fractional difference for three values of 0 and 1 and two values of the
stellar compactness. The left and right panels of Figure A.6 show, respectively, the relation ∆t(α) and the
fractional difference given by our code using nt = 100 and 0 = 1 = 0.01, for four values of the stellar
compactness that span the range considered in this work. Figures A.4–A.6 show that the values nt = 100
and 0 = 1 = 0.01 of these resolution parameters that we use in our waveform code when fitting synthetic
data provide sufficient accuracy for this purpose.
121
0.0 0.2 0.4 0.6 0.8 1.0
sin α
0.0
0.5
1.0
1.5
2.0
2.5
%
 d
is
cr
e
p
a
n
cy
 i
n
 ∆
t
R/M=5.0, nt=10, ²0 =0.01, ²1 =0.01
R/M=5.0, nt=100, ²0 =0.01, ²1 =0.01
R/M=5.0, nt=1000, ²0 =0.01, ²1 =0.01
0.0 0.2 0.4 0.6 0.8 1.0
sin α
0.0
0.5
1.0
1.5
2.0
2.5
%
 d
is
cr
e
p
a
n
cy
 i
n
 ∆
t
R/M=4.0, nt=10, ²0 =0.01, ²1 =0.01
R/M=4.0, nt=100, ²0 =0.01, ²1 =0.01
R/M=4.0, nt=1000, ²0 =0.01, ²1 =0.01
Figure A.5 Fractional difference between the differential light travel time ∆t as a function of the initial ray
direction α computed using our code and using Mathematica 8, for three different values of 0 and 1 and
two values of the stellar compactness (left: R/M = 5.0; right: R/M = 4.0). This figure shows that the
values 0 = 1 = 0.01 used in our waveform fitting are adequate. See Section A.1.2 for further details.
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Figure A.6 Left : Differential light travel time ∆t as a function of the initial ray direction α computed using
our code, for four values of the stellar compactness. The differential light travel time is smaller for smaller
values of R/M , i.e., for more compact stars. Right : Fractional difference between the light travel time ∆t
as a function of α computed using our code and using Mathematica 8, for the same four values of the stellar
compactness. The fractional difference is larger for smaller values of R/M , i.e., for more compact stars, but
is less than 1.5× 10−2 for all these values of R/M . This figure shows that the resolution parameter values
nt = 100 and 0 = 1 = 0.01 used in our waveform fitting are adequate. We have assumed M = 1.4M to
obtain R from R/M . See Section A.1.2 for further details.
A.1.3 Bolometric flux above the center of an emitting spot on a non-rotating
star
We test the accuracy of our waveform code’s computation of the gravitational redshift and deflection angle
and its integration over the area of the hot spot by comparing the bolometric flux that it predicts will be
seen by an observer positioned on the radial vector from the center of a non-rotating star through the center
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of the spot, as a function of the compactness of the star and the angular radius of the spot, with the analytic
result for this flux.
Consider a uniform circular spot of angular radius ∆θ on the surface of a non-rotating star with com-
pactness M/R, emitting radiation with an isotropic beaming pattern. In the Schwarzschild spacetime, the
bolometric flux seen by a distant observer positioned above the center of the spot is
F =
I0
(1 + z)2
(
R
d
)2 ∫ 2pi
0
dφ
∫ 1
cos ∆θ
cosα
(
d cosα
d cosψ
)
d cos θ , (A.10)
where I0 is the specific intensity measured at the stellar surface, 1 + z = (1− 2M/R)−1/2 is the redshift,
R is the radius of the star, d is the distance to the star, α is the angle that a ray initially makes with the
surface normal, as measured in the static frame, and ψ = ψ (α,M/R) is the deflection angle. In the limit of
vanishing M/R, z → 0, cosα→ cos θ, d cosα/d cosψ → 1, and we recover the familiar expression
F0 = I0
(
R
d
)2 ∫ 2pi
0
dφ
∫ 1
cos ∆θ
cos θ d cos θ = piI0
(
R
d
)2
sin2 ∆θ . (A.11)
A relationship between the angle θ of the emission point, measured from the symmetry axis of the spot,
and the angle α a ray makes with the local surface normal is established by the requirement that such a ray
must be deflected by ψ = θ in order to be seen by the observer. In other words,
θ =
∫ 1
0
sinα dx√
(1− 2M/R)− (1− 2Mx/R)x2 sin2 α
. (A.12)
The condition ψ = θ allows us to simplify the expression for the flux considerably, namely,
F =
I0
(1 + z)2
(
R
d
)2 ∫ 2pi
0
dφ
∫ 1
cos ∆θ
cosα
(
d cosα
d cos θ
)
d cos θ
=
I0
(1 + z)2
(
R
d
)2 ∫ 2pi
0
dφ
∫ 1
cosα(∆θ)
cosα d cosα
=
piI0
(1 + z)2
(
R
d
)2
sin2 α(∆θ) (A.13)
where α(∆θ) is the value of α for which ψ(α) = ∆θ.
We perform this test of our code as follows. For a given value of M/R and a range of values of α, we
compute the value of ψ that corresponds to each value of α. Next, for each ψ(α) (as long as ψ < pi), we use
the relation ∆θ = ψ(α) to construct the relation α(∆θ) and then use this value of α in expression (A.13)
to determine the bolometric flux that is predicted by this analytical expression for each value of ∆θ. On
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Figure A.7 Scaled bolometric flux (left) and fractional error in the bolometric flux (right) seen by a distant
observer, as a function of ∆θ. The agreement between the results given by our waveform code (red dots)
and the analytic results (blue curve) is excellent. These results are for R/M = 4.0, M = 1.4M, and
θspot = θobs = 0. See Section A.1.3 for further details.
the other hand, we use the angular radius ∆θ(α) to compute the bolometric flux for each value of α, using
our waveform code. We then compare these two values of the flux at each value of ∆θ. Figure A.7 shows
an example of such a comparison. The results given by the code differ from the results predicted by the
analytical expression by less than 5 × 10−4 for ∆θ > 5◦. Even for ∆θ < 5◦, the difference is less than
7× 10−3.
A.1.4 Radiation pattern produced by a small spot on a non-rotating star in
flat spacetime
We test the accuracy with which the waveform code computes the radiation pattern from the star by using
it to compute the flux seen by a distant observer moving around a non-rotating star in flat spacetime that
has a very small spot that emits isotropically. We then compare this result with the analytic result for this
situation. In addition to testing the computation of the radiation pattern, this comparison also tests the
accuracy of the fast Fourier transform (FFT) that we use to represent waveforms.
The radiation pattern for a star and hot spot with the assumed properties is
f(φ) = max{cosφ, 0} , (A.14)
where φ is the phase of the waveform (equivalent to the azimuth of the distant observer, for a non-rotating
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Figure A.8 Fractional rms amplitudes of the first 20 harmonics of the test waveform, showing good agreement
between the results given by our waveform code and the analytic results. Left : Amplitudes given by our
waveform code (green dots) compared with the analytic amplitudes (red curve). Right : Fractional differences
between the amplitudes given by our waveform code and the analytic amplitudes. Only the differences for
harmonic components with nonzero analytic amplitudes are shown. See Section A.1.4 for further details.
star). The Fourier representation of this waveform is
f(φ) = c0 +
∞∑
n=1
cn cos [n (φ− φn)] , (A.15)
where
c0 =
1
pi
c1 =
1
2
cn =
 0, n is odd (n > 1)2
pi
1
n2−1 , n is even
(A.16)
and
φ1 = 0
φn =

indeterminate (since cn = 0), n is odd
0, n = 2, 6, 10, ...
pi/n, n = 4, 8, 12, ...
(A.17)
Figures A.8 and A.9 compare these analytic predictions for the fractional rms amplitudes and the phases
of the first 20 harmonics with the results for these quantities given by our waveform code for R/M = 106,
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Figure A.9 Phases of the first 20 harmonics of the test waveform, showing good agreement between the
results given by our waveform code and the analytic results. Left : Phase of the nth harmonic component
of the waveform as a function of harmonic number n (green dots) compared with the analytic phases (red
curve). Right : Fractional differences between the phases given by our waveform code and the analytic phases.
Only the results for harmonic components with nonzero analytic amplitudes are shown. See Section A.1.4
for further details.
M = 1.4M, θspot = 60◦, ∆θ = 1◦, and θobs = 20◦ and the values of the resolution parameters listed in
Table A.1. These figures show that the results given by our waveform code are in good agreement with the
analytic predictions.
A.1.5 Waveform produced by a small spot on a rotating star in flat spacetime
We test the accuracy with which our waveform code computes the Doppler boost and the photon travel
time by using it to compute the bolometric waveform produced by a small spot on a rotating star in flat
spacetime and comparing it with the analytic waveform for this case.
The analytic expression for this waveform is
f(φ) ∝ max{δ4 cosα, 0} , (A.18)
where φ is the observed phase (i.e., after correction for the time delay) and
δ(φ) =
1
γ[1 + (v/c) sin θspot sin θobs sin Φ]
(A.19)
is the Doppler factor. Here v is the linear velocity at the rotational equator and Φ ≡ φ− Ω∆t is the phase
prior to correction for time delay in terms of the angular rotation frequency Ω of the hot spot and the time
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delay
∆t =
R
c
(1− cosα) , (A.20)
where α is the angle that the ray makes with the local normal to the stellar surface, as measured in the
static frame, and is related to other angles via
cosα = cos θspot cos θobs + sin θspot sin θobs cos Φ . (A.21)
To compute the flux at each phase φ analytically, one must simultaneously solve for Φ and cosα using this
set of equations.
Figure A.10 shows that the bolometric waveform given by our waveform code for this case is in good
agreement with the analytic result, both when the time delay set to zero and when it is included.
A.1.6 Angular deflection of a pencil beam from a small spot on a rotating star
We test the accuracy with which our waveform code computes the relativistic aberration and gravitational
light-bending effects by computing the rotational phase at which a beam of radiation emitted from the
stellar surface in a given direction would be seen by a distant observer and comparing this result with the
phase given by Mathematica 8 (the “predicted” phase). If the star is not rotating, the rotational phase is
undefined. In this case what is computed is the azimuth at which the beam of radiation would be seen by a
distant observer.
In these tests, we assume that the radiation is emitted in a narrow “pencil” beam from a very small
(∆θ = 1◦) spot located on the star’s rotational equator (θspot = 90◦) and that the observer is in the plane
defined by the star’s rotational equator (θobs = 90
◦). Because of the spherical symmetry of the Schwarzschild
spacetime, the radiation will remain in the equatorial plane as it propagates. The phase (azimuth) at which
the radiation is seen by a distant observer depends on the angle α′0 of the pencil beam relative to the local
normal to the stellar surface, as measured in the corotating frame, the linear velocity v/c of the hot spot
produced by its rotation, which determines the amount of relativistic aberration, and the compactness M/R
of the star, which determines the amount of light bending.
We first use a Lorentz transformation to determine the angle α0 of the ray in the static frame that
corresponds to the angle α′0 of the ray in the comoving frame. We then compute the angular deflection
of this ray using Mathematica, which allows us to determine the predicted phase (azimuth) at which the
beam would be seen by a distant observer. Next we use our waveform code to compute the phase (azimuth)
at which such a beam would be seen by a distant observer. To do this we set the beaming function g(α′)
127
0.0 0.2 0.4 0.6 0.8 1.0
phase
0
1
2
3
4
5
6
B
o
lo
m
e
tr
ic
 e
n
e
rg
y
 f
lu
x
code
analytic
0.0 0.2 0.4 0.6 0.8 1.0
phase
0.4
0.2
0.0
0.2
0.4
∆
 %
0.0 0.2 0.4 0.6 0.8 1.0
phase
0
1
2
3
4
5
6
B
o
lo
m
e
tr
ic
 e
n
e
rg
y
 f
lu
x
code
analytic
0.0 0.2 0.4 0.6 0.8 1.0
phase
0.4
0.2
0.0
0.2
0.4
∆
 %
Figure A.10 Top left : Bolometric flux waveform produced by a small spot on the surface of a rotating star
in flat spacetime, computed using our waveform code (green dots) and the corresponding analytic result
(red curve), with the time delay set to zero. Top right : Fractional differences (green curve) between the
fluxes given by our code and the analytic fluxes. Bottom panels: Same as in the top panels, but with the
time delay included. These results are for R/M = 106, M/M=1.6, θspot = 60◦, θobs = 20◦, ∆θ = 1◦,
ν=0.0141357027464 Hz. See Section A.1.5 for further details.
equal to 1 for |α′ − α′0| < σα′0 and equal to 0 for |α′ − α′0| > σα′0 , with σα′0 = 0.01. In order to test the
computation of the aberration and the gravitational bending separately from the computation of the time
delay, we set the light travel time to be zero for all rays. The phase (azimuth) at which the beam would be
seen by a distant observer is then equal to the total angular deflection of the ray produced by the relativistic
aberration and light bending. For simplicity, we trace only rays that propagate in the prograde direction
relative to the rotation of the hot spot. Finally, we compare the phase (azimuth) given by the waveform
code to the phase predicted using Mathematica.
Tables A.2, A.3, and A.4 show the results for the computed and predicted phases (or azimuths) at which
the pencil beam would be seen by a distant observer. These results are for emission from the surface of
a rapidly rotating star in flat spacetime, from the surface of a non-rotating relativistic star, and from the
surface of a rapidly rotating relativistic star, for a range of stellar compactnesses and hot spot rotation rates.
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Table A.2. Comparison of pencil-beam phasesa
α0 v/c phase (code) phase (predicted)
15◦ 0.1 0.958 0.958
30◦ 0.1 0.917 0.917
0.4 0.917 0.917
45◦ 0.1 0.875 0.875
0.4 0.875 0.875
0.7 0.877 0.875
60◦ 0.1 0.833 0.833
0.4 0.833 0.833
0.7 0.833 0.833
75◦ 0.1 0.792 0.792
0.4 0.791 0.792
0.7 0.791 0.792
90◦ 0.1 0.751 0.750
0.4 0.751 0.750
0.7 0.751 0.750
a Comparison of the computed and predicted
phases at which a narrow beam of radiation emit-
ted from a small spot on the equator of a rotating
star at an angle α0 relative to the local surface
normal (as measured in the static frame) is seen
by a distant observer who is also located in the
equatorial plane. In this test, R/M = 106, so the
spacetime is essentially flat. The stellar rotation
frequency is chosen so the linear velocity of the
stellar surface in the rotation equator is 0.1c, 0.4c,
or 0.7c. The values of v/c that have been omitted
from the table would produce beams that point
in the retrograde direction in the comoving frame,
a geometry not considered in this test. See Sec-
tion A.1.6 for further details.
All these results are for M = 1.4M.
A.1.7 Observed temperature of thermal emission from a rotating star in flat
spacetime, as a function of rotational phase
We test the accuracy with which our waveform code computes the relativistic Doppler effect by computing
the observed temperature of thermal emission from the surface of a rotating star in flat spacetime as a
function of the rotational phase and then comparing the result with the analytic result for the observed
temperature as a function of phase.
For simplicity, we consider isotropic emission from a small spot at an inclination θspot on the stellar
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Table A.3. Comparison of pencil-beam phasesa
α0 R/M azimuth (code) azimuth (predicted)
0◦ 4.0 0.998 1.000
5.0 0.998 1.000
6.0 0.999 1.000
15◦ 4.0 0.941 0.941
5.0 0.946 0.946
6.0 0.948 0.949
30◦ 4.0 0.881 0.881
5.0 0.891 0.892
6.0 0.897 0.897
45◦ 4.0 0.818 0.818
5.0 0.835 0.836
6.0 0.844 0.845
60◦ 4.0 0.751 0.751
5.0 0.777 0.777
6.0 0.790 0.790
75◦ 4.0 0.674 0.674
5.0 0.713 0.713
6.0 0.733 0.733
90◦ 4.0 0.579 0.576
5.0 0.642 0.640
6.0 0.671 0.669
a Comparison of the computed and predicted azimuths
at which a narrow beam of radiation emitted from a small
spot on the equator of a non-rotating star at an angle α0
relative to the local surface normal (as measured in the
static frame) would be seen by a distant observer who is
also located in the equatorial plane, for three values of
the stellar compactness. See Section A.1.6 for details.
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Table A.4. Comparison of pencil-beam phasesa
α0 R/M v/c phase (code) phase (predicted)
30◦ 3.5 0.4 0.870 0.871
6.0 0.4 0.897 0.897
45◦ 3.5 0.4 0.801 0.802
0.7 0.802 0.802
6.0 0.4 0.845 0.845
0.7 0.790 0.790
60◦ 3.5 0.4 0.725 0.725
0.7 0.725 0.725
6.0 0.4 0.790 0.790
0.7 0.790 0.790
75◦ 3.5 0.4 0.632 0.633
0.7 0.632 0.633
6.0 0.4 0.733 0.733
0.7 0.732 0.733
90◦ 3.5 0.4 0.498 0.495
0.7 0.498 0.495
6.0 0.4 0.671 0.669
0.7 0.670 0.669
a Comparison of the computed and predicted phases at
which a narrow beam of radiation emitted from a small spot
on the equator of a rotating star at an angle α0 relative to
the local surface normal (as measured in the static frame) is
seen by a distant observer who is also located in the equa-
torial plane, for two values of the stellar compactness. The
stellar rotation frequency is chosen so the linear velocity of
the stellar surface in the rotation equator is either 0.4c or
0.7c. The values of v/c that have been omitted from the
table would produce beams that point in the retrograde di-
rection in the comoving frame, a geometry not considered
in this test. See Section A.1.6 for further details.
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Figure A.11 Left : Temperature of the Planck spectrum seen by a distant observer as a function of the star’s
rotational phase computed using our waveform code (red dots) and the analytic expression (blue curve).
Right : Fractional difference (green curve) between the observed temperature computed using our waveform
code and the analytic expression. The results given by our waveform code and the analytic results are in
excellent agreement. These results are for a star with a rotation rate such that the linear velocity at the
rotational equator is v/c = 0.7, R/M = 106, for M = 1.4M, θspot = 60◦, θobs = 20◦, and ∆θ = 1◦. See
Section A.1.7 for further details.
surface, with a Planck spectrum having a temperature T0 as measured in the comoving frame. Then the
spectrum seen by a distant observer with an inclination θobs is a Planck spectrum with temperature
T (φ) =
T0
γ[1− (v0/c) sin θspot sin θobs sinφ] . (A.22)
Also for simplicity, we set the light travel time to zero. The observed phase is then the azimuthal position of
the spot relative to the azimuth of the observer. To test a range of Doppler boosts, we choose values of the
stellar rotational frequency that produce a linear velocity at the rotational equator of 0.1c, 0.4c, and 0.7c.
Figure A.11 shows the comparison of the temperature between the code and the analytic result, for the case
of v/c = 0.7. It is clear that the agreement is excellent.
A.2 Tests of the waveform fitting code
In this section, we outline the tests we use to validate the set of codes that fit model waveforms to waveform
data. An important part of this code set is the code that computes the likelihood of an observed waveform,
given a set of model parameters. The accuracy of this step depends crucially on the accuracy with which
the model waveforms are computed. We have shown in the previous section that our code computes model
waveforms with high accuracy. Here we discuss three relatively simple end-to-end tests that we use to
validate the waveform fitting process.
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A.2.1 Determining the compactness, temperature, and distance given uniform
emission from a non-rotating star with no background
In this exercise, we test our model-fitting code by fitting a model of emission from a non-rotating star to the
synthetic spectrum produced by a non-rotating star that emits radiation uniformly over its entire surface,
with a Planck spectrum. We assume there is no background. The observed spectrum is therefore a Planck
spectrum with temperature
Tobs = Tco
(
1− 2M
R
)1/2
, (A.23)
where Tco is the temperature of the emission measured in the comoving frame at the stellar surface. In this
case, the goodness of the fit is determined entirely by the shape and normalization of the model spectrum.
If the distance is not independently known, the normalization of the spectrum can be adjusted by changing
the distance. Hence the likelihood of the data given the model has the same value (its maximum value) for
all Tco-M/R pairs related by equation (A.23). Consequently, any change in the surface temperature of the
emission in the model being fit can be perfectly compensated by appropriate changes in the compactness
M/R of the model star and its distance. This is one of the strongest degeneracies in the waveform fitting
problem.
This strong degeneracy can be broken for the synthetic data considered in this example if the mass M
of the star and the distance d to the star are both known independently of the fitting process, because
knowledge of these two quantities fixes the normalization of the observed spectrum. To see this, note that
the normalization of the spectrum is proportional to A/d2, where A is the projected area of the emitting
region. In the case considered here, A = piR2 and is related to the stellar compactness and the mass through
R = (R/M)×M . Hence if M and d are both known independently, the temperature and flux of the observed
radiation determines the flux at the stellar surface. This then fixes R and hence M/R, since M is assumed
known. This result is illustrated in the left-hand panel of Figure A.12. If, however, d is not known, the
normalization of the spectrum from the stellar surface is unknown and can be freely adjusted, even if M is
known. In this case, we expect that all models having T0 and M/R values that fall on the curve given by
equation (A.23) will give good fits. The right-hand panel of Figure A.12 illustrates this.
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Figure A.12 Code test illustrating the strong degeneracy between the temperature Tco of the emission in the
comoving frame and the stellar compactness M/R. Left : All parameters in the model except Tco and M/R
were fixed in advance at the values used to generate the synthetic observed spectrum. The plotted points
show the values of Tco and R/M that give log likelihoods within 1.15 (i.e., 1σ for 2 degrees of freedom) of
the log likelihood given by the best-fit model. The models that give high likelihoods cluster tightly around
Tco = 2.0 keV and R/M = 5.0, the values used in generating the synthetic observed spectrum. Right :
All parameters except Tco, R/M , and d were fixed in advance at the values used to generate the synthetic
spectrum. The plotted points show the values of the parameters Tco and R/M that give log likelihoods
within 1.73 (i.e., 1σ for 3 degrees of freedom) of the log likelihood given by the best-fit model. In this case,
the models that give high likelihoods cluster tightly along the curve given by equation (A.23) with Tobs equal
to the observed value, since the normalization of each model can be freely adjusted by varying the distance
to the star. The results shown here are for M = 1.6M, ∆θ = 180◦, d = 35 kpc, ≈ 106 counts from hot
spot, and no background. See Section A.2.1 for further details.
A.2.2 Determining the spot inclination, observer inclination, and distance,
given thermal emission from a small spot on a non-rotating star in flat
spacetime with no background
In this exercise, we test our model fitting code by fitting a model of emission from a non-rotating star in
flat spacetime to the synthetic flux produced by a non-rotating star that emits radiation from a small spot,
with a Planck spectrum. We assume that all the parameters in the model are independently known except
the inclination of the spot and the observer, or the inclination of the spot and the observer and the distance
to the star.
In flat spacetime, if θspot + θobs <
pi
2 (so that the spot is not occulted by the star), the flux seen by an
observer at the stellar azimuth φ is
f(φ) = cos θspot cos θobs + sin θspot sin θobs cosφ . (A.24)
This radiation pattern is a purely sinusoidal function of φ and can therefore be uniquely specified by the
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mean flux and the fractional rms amplitude of the flux variation with φ. The mean flux is
fmean = cos θspot cos θobs , (A.25)
while the fractional rms amplitude of the flux variation with φ is
frms = (1/
√
2) tan θspot tan θobs . (A.26)
For a given fractional rms amplitude, equation (A.26) defines a curve in the θspot-θobs plane along which the
amplitude remains constant.
If the distance to the star is independently known, the model will provide a good fit to the data only close
to two points on the curve given by equation (A.26). One of these is the point where θspot and θobs have the
values that were used to generate the synthetic observed radiation pattern. The other is the point where
the values of these two inclinations are interchanged, because the values of fmean and frms are not changed
by interchanging the two inclinations. Other points on the curve are strongly disfavored, because the value
fmean at these points will be very different from the observed value. If the distance is not independently
known and must be included as a parameter in the fit, good fits can be found all along the curve, because the
mean observed flux can be adjusted by varying the distance. These results are illustrated by the numerical
results shown in Figure A.13.
A.2.3 Determining the compactness, temperature, and distance, given
thermal emission from a small spot on a non-rotating star in flat
spacetime with a background
This test is the same as the test discussed in Section A.2.1, except that here we add a background that is
uniform in azimuth and has a thermal spectrum. In these fits, we treat the background in one of two ways:
1. we add to each model spectrum exactly the background that was used in generating the synthetic
observed spectrum (i.e., we do not determine the background as part of the fitting procedure), or
2. we determine the background as part of the fitting procedure, using the code module that implements
the procedure described in Section 4.3.3.
As subcases, we either set the distance to the value used in generating the synthetic observed spectrum
during the fitting process (i.e., we assume that the distance is independently known), or we include the
distance as one of the parameters to be determined in the fitting process. As explained before, assuming
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Figure A.13 Code test illustrating the strong degeneracy between the spot and observer inclinations θspot
and θobs. Left : All parameters in the model except θspot and θobs were fixed in advance at the values used to
generate the synthetic radiation pattern. The plotted points show the values of θspot and θobs that give log
likelihoods within 1.15 (i.e., 1σ for 2 degrees of freedom) of the log likelihood given by the best-fit model.
The models that give high likelihoods cluster tightly around two points, one corresponding to the values
of θspot = 20
◦ and θobs = 60◦ used in generating the synthetic observed radiation pattern and the other
given by interchanging the two values of θspot and θobs, which leaves the mean flux, fmean, and the rms
variation of the flux with φ, frms, unchanged [see equations (A.25) and (A.26)]. Right : All parameters in
the model except θspot and θobs and d were fixed in advance at the values used to generate the synthetic
radiation pattern. The plotted points show the values of θspot and θobs that give log likelihoods within 1.73
(i.e., 1σ for 3 degrees of freedom) of the log likelihood given by the best-fit model. In this case, the models
that give high likelihoods cluster tightly along the curve given by equation (A.26), where fmean and frms
remain unchanged, but are spread along the curve, because the normalization of each model can be freely
adjusted by varying the distance to the star. The results shown here are for R/M = 106, M = 1.6M,
θspot = 60
◦, θobs = 20◦, ∆θ = 0.01 radians, Tco = 2.0 keV, d = 6 kpc, ≈ 106 counts from the hot spot, and
no background. See Section A.2.2 for further details.
that the distance is independently known amounts to fixing the normalization of the spectrum, which more
strongly constrains the fit.
Figure A.14 shows that the increase in the total number of counts due to the additional counts con-
tributed by the background, increases the uncertainties in Tco and M/R. In producing the fits shown in this
figure, we added to each model spectrum exactly the background that was used in generating the synthetic
observed spectrum. The left-hand panel in the figure shows the fit assuming that the distance to the star is
independently known, whereas the right-hand panel shows the fit obtained if the distance is determined as
part of the fitting procedure. Compared to the case without any background (see Figure A.12), the scatter
around the expected relationship between Tco and M/R is larger when a background is present that when
there is no background, even though the exact background has been added to each model. The reason for
the increased scatter is the increase in the fluctuation in the total number of counts, due to the counts
contributed by the background (the fluctuation scales as the square root of the total number of counts).
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Figure A.14 Code test illustrating the increased uncertainty in the fitted parameters induced by the addi-
tional fluctuations in the number of counts produced by a background component in the observed flux. Left :
All parameters in the model except Tco and M/R were fixed in advance at the values used to generate the
synthetic observed spectrum. The plotted points show the values of Tco and R/M that give log likelihoods
within 1.15 (i.e., 1σ for 2 degrees of freedom) of the log likelihood given by the best-fit model. The models
that give high likelihoods cluster around Tco = 2.0 keV and R/M = 5.0, the values used in generating the
synthetic observed spectrum, but not nearly as tightly as when there is no background. Right : All param-
eters except Tco, R/M , and d were fixed in advance at the values used to generate the synthetic spectrum.
The plotted points show the values of the parameters Tco and R/M that give log likelihoods within 1.73 (i.e.,
1σ for 3 degrees of freedom) of the log likelihood given by the best-fit model. In this case, the models that
give high likelihoods cluster along the curve given by equation (A.23) with Tobs equal to the observed value,
since the normalization of each model can be freely adjusted by varying the distance to the star. Again,
they are not nearly as tightly clustered as when there is no background. The results shown here are for
M = 1.6M, ∆θ = 180◦, d = 35 kpc, ≈ 106 counts from the hot spot, Tbkg = 1.5 keV, and ≈ 9× 106 counts
from the background. See Section A.2.3 for further details.
A.3 Convergence tests
We wish to use values for the waveform code resolution parameters listed in Table A.1 that will provide
a resolution fine enough to meet our accuracy requirements, but no finer, so that our code runs as fast as
possible. In order to determine these values of the resolution parameters, we perform a series of convergence
tests using different values of these parameters. In these tests, we compare bolometric waveforms computed
for different values of the resolution parameters, assuming the following values of the physical parameters:
R/M = 5.0, M/M = 1.6, νrot = 600 Hz, θspot = 90◦, ∆θ = 25◦, and θobs = 20◦. We use the values of the
resolution parameters listed in Table A.1, except that for clarity in the figures we plot the flux at only 16
values of the waveform phase.
Figure A.15 shows that our choice of 100 grid points in latitude and longitude (Nlat = Nlong = 100)
resolves the hot spot well enough that the bolometric flux as a function of phase has a fractional error
≤ 3 × 10−4, which is adequate for our purposes. Figure A.16 shows that 1000 grid points in the angle α′
between the ray and the local normal (Nalpha = 1000) resolves this angle well enough that the bolometric
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Figure A.15 Percentage differences between three bolometric waveforms computed using three different
values of the spot resolution parameters Nlat and Nlong and a reference waveform computed using Nlat =
Nlong = 100, the value we use in our waveform analyses and the code tests described in this appendix.
This figure shows that for the values of these resolution parameters that we use, the fractional error in the
bolometric waveform is . 3× 10−4. See Section A.3 for further details.
flux has a fractional error ≤ 10−4, adequate for our purposes. Figure A.17 shows that 1001 grid points in
the final value of the waveform phase (Nloc = 1001) resolves the phase well enough that the bolometric flux
has a fractional error ≤ 10−5, which is more than adequate for our purposes. Indeed, Nloc = 101 provides
essentially the same accuracy.
The tests of the values of the resolution parameters used in computing the deflection angle and the light
travel time have been presented in Figures A.1 A.2, A.4, and A.5.
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Figure A.16 Percentage differences between three bolometric waveforms computed using three different
values of the ray direction resolution parameter Nalpha and a reference waveform computed using Nalpha =
1000, the value we use in our waveform analyses and the code tests described in this appendix. This figure
shows that for the values of these resolution parameters that we use, the fractional error in the bolometric
waveform is . 10−4. See Section A.3 for further details.
0.0 0.2 0.4 0.6 0.8 1.0
phase
0.04
0.02
0.00
0.02
0.04
%
 d
is
cr
e
p
a
n
cy
 i
n
 f
lu
x
Nloc=101
Nloc=501
Nloc=5001
Figure A.17 Percentage differences between three bolometric waveforms computed using three different
values of Nloc, the grid spacing in the waveform phase with time delays included, and a reference waveform
computed using Nloc = 1001, the value we use in the code tests described in this appendix. This figure
shows that the fractional error in the bolometric waveform for this value of Nloc is . 10−5. See Section A.3
for further details.
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Appendix B
Joint fits
In this Appendix we discuss the constraints on the waveform model parameters that can be obtained by
jointly fitting a collection of different, independent sets of waveform data. These sets could be different
segments of a single burst or different bursts from the same star.
We show here that the constraints on the interesting parameters that can be obtained by jointly fitting
many data sets are often comparable to the constraints that would have been obtained by fitting a single
data set that has an oscillation profile which is the same as the average oscillation profile of the multiple data
sets and has the same total number of counts as the multiple data sets have when combined. This is true
even though one might intuitively expect that the extra parameters required to fit many data sets in which
the uninteresting parameters change from set to set would compromise the constraints on the (unchanging)
interesting parameters.
We assume that the values of some of the parameters in the model waveform, such as the mass M and
radius R of the star, the inclination θobs of the observer, and the distance d to the star remain unchanged
during a burst and from burst-to-burst, whereas the values of other parameters, such as the angular radius
∆θ of the hot spot, the inclination θc of the spot center, and the color temperature Tco of the emission from
the spot, may change during a burst and from burst-to-burst. The parameters that remain unchanged must
be treated differently from the parameters that may change.
Suppose that we have several independent data sets and wish to extract joint constraints on the subset
of waveform parameters αi that have the same values in all the data sets. We denote the other waveform
parameters, which may change between data sets, by βj . We can derive the correct approach to jointly fitting
multiple data sets by starting from the Bayesian expression for the unnormalized posterior probability density
q(αi) =
∫
dβjP (αi, βj)L(αi, βj) . (B.1)
Here P is the joint prior probability density over all the parameters and L is the likelihood of all the data,
given the model and specific values for all the model parameters. If there are multiple data sets, then the
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joint likelihood is the product of the individual likelihoods, i.e.,
L =
∏
k
Lk(αi, βjk) , (B.2)
where here we write βjk to indicate the set of potentially variable parameters that is being evaluated for
data set k.
We assume that the prior probability density distribution for the fixed parameters αi is the same for
each data set. Then we can write the full prior probability distribution as
P (αi, βj1, βj2, . . .) = P (αi)P1(βj1|αi)P2(βj2|αi) · · · (B.3)
where the product is over all data sets and the vertical bar indicates a conditional probability. For example,
P1(βj1|αi) is the prior probability of the variable parameters βj1 in the first data set given that the fixed
parameters have the values αi.
The posterior probability density of our fixed parameters is thus proportional to
q(αi) ∝ P (αi)
∏
k
[∫
dβjkPk(βjk|αi)Lk(αi, βjk)
]
. (B.4)
Thus the posterior probability density is equal to the prior probability density times the product of the
integrals over the variable parameters for each data set, of the prior probability density of the variable
parameters times the likelihood of the data given the values of all the parameters. The process of integrating
over the uninteresting parameters (called nuisance parameters in this context) is called marginalization.
Marginalization over the nuisance parameters means that in some sense they do not count in the tally of
parameters that are adjusted during the fitting process. It is this part of the procedure that ultimately
yields constraints from many data sets that are not muddled by the introduction of many fit parameters.
It is important to note that the posterior probability density is usually not the product of the marginalized
probability densities Qk(αi) for each of the data sets. That is,
q(αi) 6=
∏
k
Qk(αi) ≡
∏
k
[∫
dβjkP (αi)P (βjk|αi)Lk(αi, βjk)
]
. (B.5)
For n data sets, this incorrect expression for the posterior probability density would yield
q(αi) ∝ [P (αi)]n
∏
k
[∫
dβjkPk(βjk)Lk(αi, βjk)
]
. (B.6)
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In this incorrect expression for n data sets, there are n factors of the prior probability density, compared
with only one in the correct expression. To see that n factors is incorrect, imagine a case in which the prior
probability distribution is a multivariate Gaussian and that only one of a large number n of data sets is
informative. The incorrect expression would nevertheless produce very tight constraints, because it raises
the Gaussian to a high power.
The posterior probability density (B.4) is not in general proportional to the posterior probability density
one would obtain from an equivalent number of counts in a profile that has the average shape of the profile
in the multiple data sets. To see this, let’s perform a thought experiment in which we have obtained a single,
continuous segment of data during which all the waveform parameters are known to be fixed, but we analyze
it as some number of contiguous data sets where the values of the parameters αi are fixed but the values of
the βjk need not be. Then the joint analysis gives equation (B.4), whereas the analysis that assumes all the
parameters are fixed gives
q(αi) ∝ P (αi)
∫
dβjP (βj |αi)L(αi, βj) , (B.7)
where as before L = ∏k Lk(αi, βj). Note that instead of allowing the βj to take on different values βjk in
each data set, here they are assumed to have the same values. In general, equation (B.7) does not give the
same posterior as equation (B.4).
There are, however, circumstances in which the posteriors are identical. Consider a situation in which
(1) the prior for the variable parameters is independent of the fixed parameters, and (2) the likelihood is the
product of two independent functions, one for αi and one for βjk:
Lk(αi, βjk) = LkαLkβ . (B.8)
Then
q(αi) ∝ P (αi)
∏
k
[∫
dβjkPk(βjk)Lk(αi, βjk)
]
= [P (αi)
∏
k Lkα]
∏
k
[∫
dβjkPk(βjk)Lkβ
]
.
(B.9)
The second factor in equation (B.9) is independent of α and therefore enters the posterior as a constant,
which will be normalized away. The product
∏
k Lkα is just the total likelihood, and the posterior will
therefore be unchanged by dividing the original single data set into multiple data sets.
In order to investigate whether this general result applies to the problem studied in this paper, namely,
analysis of multiple segments of burst oscillation data, we have carried out a number tests. In these tests we
compared the constraints obtained by analyzing a set of waveform data as single segment and as a sequence
of segments. We find that in practice the constraints obtained by jointly analyzing multiple data sets are
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Figure B.1 An example showing that the constraints on M and R obtained by jointly analyzing multiple
data sets as described in the text are usually comparable to the constraints obtained by analyzing a single
data set with an oscillation profile similar to the average profile of the oscillations in the multiple data sets
and with the same total number of counts as there are in the multiple data sets. The results shown here are
for the high-inclination reference case with our medium background and no independent knowledge of the
parameters in the model. Left : Constraints obtained by analyzing a single data set with about 106 counts
from the hot spot. Right : Constraints obtained by breaking up the single data set into five segments of
equal length and then analyzing the segments jointly.
usually comparable to the constraints obtained by analyzing a single data set with an oscillation profile
similar to the average profile of the oscillations in the multiple data sets and with the same total number of
counts as there are in the multiple data sets.
We illustrate these results by the following two examples. Both compare the constraints on M and R
obtained by analyzing a single data set that has about 106 counts from the hot spot with the constraints
obtained by breaking up the single data set into five segments of equal length and then analyzing the
segments jointly, using the method described above. All the confidence regions shown here are for the
high-inclination reference case and our medium background. Figure B.1 compares the constraints obtained
when no independent information about the parameters in the model is available. Figure B.2 compares the
constraints obtained when the distance to the star is known independently of the waveform analysis. In both
cases, the constraints on M and R obtained by jointly analyzing multiple data sets as described in the text
are comparable to the constraints obtained by analyzing a single data set with an oscillation profile similar
to the average profile of the oscillations in the multiple data sets and with the same total number of counts
as there are in the multiple data sets.
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Figure B.2 Another example showing that the constraints on M and R obtained by jointly analyzing multiple
data sets as described in the text are usually comparable to the constraints obtained by analyzing a single
data set with an oscillation profile similar to the average profile of the oscillations in the multiple data sets
and with the same total number of counts as there are in the multiple data sets. The results shown here
are for the high-inclination reference case with our medium background and independent knowledge of the
distance to the star. Left : Constraints obtained by analyzing a single data set with about 106 counts from
the hot spot. Right : Constraints obtained by breaking up the single data set into five segments of equal
length and then analyzing the segments jointly.
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