Abstract. In this paper we propose a Cooperative Question Answering System that takes as input queries expressed in natural language and is able to return a cooperative answer obtained from resources in the semantic web, more specifically DBpedia represented in OWL/RDF as knowledge base and WordNet to build similar questions. Our system resorts to ontologies not only for reasoning but also to find answers and is independent of prior knowledge of the semantic resources by the user. The natural language question is translated into its semantic representation and then answered by consulting the semantics information sources. If there are multiple answers to the question posed (or to the similar questions for which DBpedia contains answers), they will be grouped according to their semantic meaning, providing a more cooperative and clean answer to the user.
Introduction
Ontologies and the semantic web [1] became a fundamental methodology to represent the conceptual domains of knowledge and to promote the capabilities of semantic question answering systems [2] . By allowing search in the structured large databases and knowledge bases of the semantic web these systems can be considered as an alternative or as a complement to the current web search.
There is a gap between users and the semantic web: it is difficult for endusers to understand the complexity of the logic-based semantic web. Therefore it is crucial to allow a common web user to profit from the expressive power of semantic web data models while hiding its potential complexity. There is a need for user-friendly interfaces that scale up to the web of data and support end-users in querying this heterogeneous information source.
In this paper we propose a cooperative question answering system that is independent of prior knowledge of the semantic resources by the user and is able to answer cooperatively to questions posed in natural language. This system maintains the structure of the dialogue that provides a context for the interpretation of the questions and includes implicit content such as spatial and temporal knowledge, entities and information useful for the pragmatic interpretation like discourse entities used for anaphora resolution. The system starts a dialogue whenever there is some question ambiguity or when it detects that the answer is not what user expected. Our proposal considers only the English natural language and includes deep parsing, use of ontologies, lexical and semantic resources such as the WordNet [3] and web resources like the DBpedia [4] . This paper is organized as follows. First, in Section 2, we introduce the proposed system, describing the main components of its architecture. In parallel, we present an example as an illustration of the system functionality. Afterwards, in Section 3 we present related work, highlighting the main differences in the proposed system. Finally, in Section 4, we present the conclusions and the future work.
Proposed System
Very briefly, the proposed system receives a natural language question and translates into a semantic representation using Discourse Representation Structures (DRS). Then, after consulting the semantics sources of information, provides a natural language answer. If there are multiple answers to the question posed (or to the similar questions for which DBpedia contains answers), they will be grouped according to their semantic meaning, providing a more cooperative and clean answer to the user. Therefore, we consider that our system provides a user friendly interface.
The language chosen for our system was Prolog with several extensions and libraries. Among the reasons for such choice is the fact that there is a wide range of libraries for querying and processing of ontologies OWL2, WordNet has an export for Prolog and there are extensions that allow us to incorporate the notion of context into the reasoning process.
Our system architecture is presented in Figure 1 and to help its understanding we describe the main components in the following subsections. 
Semantic Interpretation
Semantic analysis (or interpretation) is built using first-order logic [5] extended with generalized quantifiers [6] . We take special care with the discourse entities in order to have the appropriate quantifier introduced by the determinant interpretation. At this step, the syntactic structure of the question is rewritten into a DRS 3 , that is supported by Discourse Representation Theory [7] . As an illustration, consider the question "All French romantic writers have died?". The syntactic analysis generates a tree that is rewritten according to a set of rules and integrated into a DRS. In our study, it is stated by the following representation structure:
where the referent of the discourse is all-X, with X an universally quantified discourse entity, the main predication of the question is died(X) and the presupposed predications are writer(Y), french(Y), romantic(Y), with Y an existential quantified discourse entity. The system has to find all entities X that must verify the main predication condition only for those entities Y that verify all the question presupposed conditions. The answer to the question will be a list with all french, romantic, writers resource entities who died.
Ontology Discovery
The Ontology Discovery is guided by the Discourse Controller to obtain the extension of sentence representation along with the reasoning process. The reasoning context and the question meaning will change whenever the Discourse Controller reaches a dead end. This system module looks for similarities between labels according to their string-based, taking into account abbreviations, acronyms, domain and lexical knowledge. If an answer is not achieved, each term in the query is extended with its synonyms, hypernyms and hyponyms obtained from WordNet 4 [8] . Afterwards we extract a set of semantic resources which may contain the information requested.
Continuing the example of the previous section, in order to obtain the extension of sentence representation along the reasoning process, the system has to find the classes, properties or instances that have labels matching the search terms 'writer', 'french', 'romantic' and 'died', either exactly or partially. For instance, to represent the concept 'writer', the system finds the DBpedia class Writer 5 , with property domain Work and domain range Person.
If the system did not find any correspondence to a word and its derivatives, the user is informed and can clarify the system by reformulating the question or presenting others query(ies).
Semantic Evaluation
Semantic evaluation is intended to be the pragmatic evaluation step of the system, where the question semantic is transformed into a constraint satisfaction problem. This is achieved by adding conditions that constrain the discourse entities. Moreover, this extra information (regarding the question interpretation) can help the Discourse Controller to formulate a more objective answer.
The semantic evaluation must reinterpret the semantic representation of the sentence, based on the ontology, in order to obtain the set of facts that represent the information provided by the question.
Back to our example, to solve the constraint problem the Dialogue Controller generates and poses the questions such "Who are the French romantic writers?" to the question answering system, whose representation structure is
drs([wh-X,exist-Y],[writer(Y), french(Y), romantic(Y), is(X,Y)]).
First and according to the domain knowledge, the interpreter will transform the conditions of the DRS into OWL. For instance, the condition ontology writer will represent the DRS condition writer. Therefore, the new representation structure 6 for the question is
drs([wh-X,exist-Y],[ontology_writer(Y), ontology_french(Y), ontology_romantic(Y), is(X,Y)])
After obtaining this new set of DRS, the terms of the ontology will be interpreted as usual Prolog predicates. Then, by applying the unification mechanism of Prolog the system will obtain the answer to the question. Therefore, the answer to initial question will be 
Discourse Controller
The Discourse Controller is a core component that is invoked after the natural language question has been transformed into its semantic representation. Essentially the Discourse Controller tries to make sense of the input query by looking at the structure of the ontology and the information available on the semantic web, as well as using string similarity matching and generic lexical resources. The Dialogue Controller deals with the set of discourse entities and is able to compute the question answer. It has to verify the question presupposition, choose the sources of knowledge to be used and decide when the answer has been achieved or to iterate using new sources of knowledge. The decision of when to relax a question in order to justify the answer and when to clarify a question and how to clarify it also taken by in this module.
Whenever the Discourse Controller isn't sure how to disambiguate between two or more possible terms or relations in order to interpret a query, it starts a dialogue with the user and asks him for disambiguation. The clarification done by the user will be essential for the Discourse Controller, this way obtaining the right answer to the query posed by the user. If there are multiple answers to the question posed by the user (or to the similar questions for which DBpedia contains answers), they will be grouped according to their semantic meaning, providing a more cooperative and clean answer to the user. To do so, the Discourse Controller has to reason over the question and construct the answer.
Our dialoguing system has as main objective the use of interaction to obtain more objective and concrete answers. It is not used only to clarify the problems of ambiguity, but also to help finding the path to the correct answer. Making the dialogue system more cooperative makes one able to get closer to the answer desired by the user. In many cases, the user is the only one who can help the system in the deduction and interpretation of information.
Related Work
The representation of questions with generalized quantifiers as in [9] allows the use of various natural language quantifiers like all, at least 3, none, etc. Moreover, the question evaluation also resorts to logic programming with constraints.
A query language for OWL based on Prolog is presented in [10] . The author proposes a way of defining a query language based on a fragment of Description Logic and a way of mapping it into Prolog by means of logic rules.
In [11] we find a declarative approach to represent and reason about temporal contextual information. In this proposal each question takes place in a temporal context and that context is used to restrict the answer.
PowerAqua [12] is a multi-ontology-based question answering system that takes as input queries expressed in natural language and is able to return answers drawn from relevant distributed resources on the semantic web.
Our proposal is a friendly, simple and cooperative question answering system. The main difference is the cooperative way on answering the natural language questions posed by the user. We interact with the user in order to disambiguate and/or to guide the path to obtain the correct answer to the query, whenever this is possible to do by the reasoner. We also use cooperation to provide more informed answers. The answers have to clarify what the system can infer about the question from the knowledge domain.
Conclusions and Future Work
We presented a cooperative semantic web question answering system that receives queries expressed in natural language and is able to return a cooperative answer, also in natural language, obtained from semantic web resources. The system is able of dialoguing when the question has some ambiguity or when it detects that the answer is not what the user expected. Our proposal includes deep parsing, the use of ontologies, lexical and semantic resources such as the WordNet and web resources like the DBpedia.
As future work, we intend to answer more complex questions and extend it to Portuguese natural language. For this purpose, it will be necessary to enrich the knowledge domain with concepts that may be deduced from the initial domain. Although the system is intended to be domain independent, it will be tested in a number of domains, with special relevance to the wine and the cinema, since for these fields there are many resources available in the semantic web. We contemplate about enlarging the knowledge base with other ontologies in order to support open domain question answering and take advantage of the vast amount of heterogeneous semantic data provided by the semantic web.
