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In gauge theories, the physical, experimentally observable spectrum consists only of gauge-
invariant states. This spectrum can be different from the elementary spectrum even at weak coupling
and in the presence of the Brout-Englert-Higgs effect.
We demonstrate this for an SU(3) gauge theory with a single fundamental Higgs, a toy theory for
grand-unified theories. The manifestly gauge-invariant approach of lattice gauge theory is used to
determine the spectrum in four different channels. It is found to be qualitatively different from the
elementary one, and especially from the one predicted by standard perturbation theory.
The result can be understood in terms of the Fröhlich-Morchio-Strocchi mechanism. In fact, we
find that analytic methods based on this mechanism, a gauge-invariant extension of perturbation
theory, correctly determines the spectrum, and gives already at leading order a reasonably good
quantitative description. Together with previous results this supports that this approach is the
analytic method of choice for theories with a Brout-Englert-Higgs effect.
I. INTRODUCTION
Non-Abelian gauge theories in combination with
scalars are compelling theories to study. Of special in-
terest is the case of an SU(2) gauge group with a single
scalar field in the fundamental representation, since this
is the gauge-Higgs sector of the standard model.
The physical spectrum of these kind of theories needs
to be gauge invariant. This, almost tautological, insight
has a realization which is far from obvious in the stan-
dard model. In QCD confinement takes care of this is-
sue [1], while for QED dressings by Dirac phases create
observable states [2]. In the weak sector the same neces-
sity applies [3–7]. At first sight, this seems surprising,
as a perturbative description using the BRST-invariant,
but still gauge-dependent, elementary states of the La-
grangian, theW , the Z, the Higgs, and the fermion fields,
describes experimental results remarkably well [8].
The, subtle, reason for this is the mechanism described
by Fröhlich, Morchio, and Strocchi (FMS) [6, 7]: Under
certain conditions, realized in the standard model, the
properties of the physical states can be mapped to the
gauge-dependent states which appear in the Lagrangian.
This FMS mechanism has been confirmed in lattice cal-
culations for the scalar sector [9, 10]. An extensive review
on this (and more concerning field theories with scalars)
can be found in [11].
However, the conditions mentioned are quite specific,
and the standard model is special to fulfill them. Espe-
cially, the weak gauge group is the same as the global
custodial symmetry group. In general beyond-standard-
model theories this is not the case, and they therefore
potentially not meet these requirements [12]. Then, dis-
crepancies between the actual physical spectrum and the
elementary one, and thus the one described by pertur-
bation theory, may arise. Investigations of explicit ex-
amples have found both types of behaviors [11, 13, 14].
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In particular, this can imply that the low-lying observ-
able spectrum is different from the standard model, even
if a model features perturbatively the W and Z bosons
and a light Higgs. Such theories would therefore not be
suitable extensions of the standard model.
The FMS mechanism can be used to create the analytic
tool of gauge-invariant perturbation theory (GIPT) [11].
This tool has been applied to SU(N) gauge theories with
scalars in different representations in [14]. Such theories
are of particular interest as their structures is typical
for so-called grand-unified theories (GUTs), which are
one of the candidates for beyond-standard-model theo-
ries. This lead to analytical predictions of the spectrum,
which generically disagree with the elementary one.
The primary aim of this work is to check these an-
alytical predictions. This requires a manifestly gauge-
invariant approach which is capable of treating non-
perturbative physics. We choose this method to be the
lattice. The required resources forced us to concentrate
on a particular case, an SU(3) gauge theory with a fun-
damental scalar. The technicalities and details of the
lattice simulations can be found in Section II. This in-
cludes how the spectroscopy of gauge-invariant operators
is performed, and how gauge-variant quantities, like the
propagators of elementary fields and the running gauge
coupling, are obtained. This section can be skipped en-
tirely if only the results are of interest.
In Section III we concentrate on the properties of the
theory. We present the phase diagram of the theory,
and show in which regions Brout-Englert-Higgs (BEH)
physics or QCD-like physics takes place. We then com-
pute the spectrum of gauge-invariant states as well as the
spectrum of elementary fields in the Higgs-like region of
the phase diagram.
Finally, in Section V the primary aim of this work will
be achieved, the test of FMS mechanism and GIPT. To
this end, we first show that standard perturbation the-
ory is not able to describe the physics of the theory even
qualitatively. Then, to be self-contained, we first rehearse
the predictions of the spectrum [14]. Finally, we compare
the results of the lattice simulations to the predictions of
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2GIPT. We find that, already at leading order, all chan-
nels are qualitatively correctly described, and even the
quantitative agreement is good in all channels where the
lattice results are reasonably reliable. This strongly sup-
ports GIPT as the analytic tool for this type of theories.
This agrees with all other available results, especially in
the standard model [11].
Preliminary and related results of this work can be
found in [14–17].
II. TECHNICALITIES
We consider an SU(3) gauge theory with a single scalar
in the fundamental representation of the gauge group.
The theory has therefore a global U(1) custodial symme-
try [14].
A. Preliminaries
The action of the theory on a 4-dimensional, Euclidean,
isotropic, hypercubic lattice with lattice constant a, and
volume V = L4, is given by [18]
S[U, φ] =
∑
x
(
φ(x)†φ(x) + λ
(
φ(x)†φ(x)− 1)2
− κ
±4∑
µ=±1
φ(x)† Uµ(x) φ(x+ µˆ)
+ β3
∑
µ<ν
Re tr
[
1− Uµν(x)
])
,
(1)
The first sum runs over all lattice sites x =
(x1, x2, x3, x4), xi = 0, 1, . . . , L − 1 and µˆ denotes the
unit vector in the µ-direction. The first term of the ac-
tion is the Wilson gauge action with the plaquette vari-
able Uµν(x), which is a product of four link variables
Uµ(x) forming a closed loop, i.e.,
Uµν(x) = Uµ(x) Uν(x+ µˆ) Uµ(x+ νˆ)† Uν(x)† , (2)
and is essentially the field-strength tensor squared plus
O(a2)-corrections in the naive continuum limit a → 0.
The links are related to the gauge fields by Uµ(x) =
exp(iaAcµ(x)T c), with 2T c being the Gell-Mann matri-
ces. Thus, the links are elements of the gauge group
SU(3). Note, that U−µ(x) ≡ Uµ(x− µˆ)†.
Both, the scalar field as well as the links, obey periodic
boundary conditions, i.e.,
φ(x+ νˆL) = φ(x) , Uµ(x) = Uµ(x+ νˆL) . (3)
Under gauge transformations the scalar field and the
gauge links transform as
φ(x)→ g(x) φ(x) ,
Uµ(x)→ g(x) Uµ(x) g(x+ µˆ)† ,
(4)
with g(x) ∈ SU(3). The scalar field also transforms under
global custodial U(1) transformations exp(iα) ∈ U(1).
The Equation (1) is invariant under these transforma-
tions, making the action gauge and custodial invariant.
In total three parameters appear in the action (1): β
is the inverse gauge coupling, λ is the coupling for the
self-interaction of the scalar fields, and κ is related to the
square of the inverse bare mass. Those lattice parameters
are related to the continuum ones by
β = 6
g2
, a2m20 =
1− 2λ
κ
− 8 , λc = λ
κ2
, (5)
wherem0 is the bare mass and λc the bare self-interaction
of the corresponding continuum theory.
In order to generate configurations we use one multi-
hit Metropolis sweep for the links, where 5 attempts
are made to update one link by standard techniques
[19] before moving to the next link, and one subsequent
Metropolis sweep for the scalar field using a Gaußian pro-
posal. We tuned the widths of the proposals adaptively
to achieve a 50% acceptance rate for both updates. Af-
ter every 5 sweeps through the lattice, a projection step
of the gauge links to SU(3) matrices is performed by a
standard Gram-Schmidt procedure [19] in order to keep
rounding errors under control.
A list of all lattice parameter sets with the correspond-
ing lattice volumes and number of configurations is given
in Appendix A in Table III.
B. Techniques for gauge-invariant quantities
For the spectroscopy we use the zero-momentum pro-
jected interpolators listed in Table I with distinct JPCU(1)
quantum numbers, where the lower index is the quan-
tum number of the global custodial group U(1), which
only acts on the scalar field. The parity P , the charge
parity C, and the total angular momentum J , are as-
signed to the interpolators by their transformation prop-
erties under the octahedral symmetry group Oh, which
is the discrete symmetry group of an isotropic lattice. A
method on how these quantum numbers are assigned to
the interpolators according to the irreducible representa-
tions of the octahedral group can be found in, e.g., [20]
and [21].
Note, that we only use the spatial-directions µ = 1, 2, 3
for the operators, since we are interested in the propaga-
tion of the state in Euclidean time-direction µ = 4.
In Table I several of the interpolators can be viewed as
bound states of the scalar and the gauge bosons in the
language of a naive constituent interpretation (we only
discuss the ’atomic’ interpolators here):
• O0
++
0
1 describes a two-scalar bound state.
• O1
−−
0
1,µ is a gauge boson dressed with two scalar fields.
The gauge bosons appear in the lattice version of the
3Table I. List of interpolators used for our spectroscopic analysis. Definitions of the objects Dµ, L(1)µ , L(2)µ , and L(3)µ can be
found in the main text. We perform a zero-momentum projection for all interpolators. We use the notation x = (x1, x2, x3),
and t = x4.
Name Interpolator JPCU(1)
O
0++0
1 (t) 1L3
∑
x
φ(x, t)†φ(x, t) 0++0
O
0++0
2 (t) O
0++0
1 (t) O
0++0
1 (t) 0++0
O
0++0
3 (t) 1L3
∑
x
3∑
µ,ν=1,µ<ν
Re tr
[
Uµν(x, t)
]
0++0
O
1−−0
1,µ (t) iL3
∑
x
φ(x, t)† Dµ φ(x, t) 1−−0
O
1−−0
2,µ (t) O
0++0
1 (t) O
1−−0
1,µ (t) 1−−0
O
1−−0
3,µ (t)
3∑
ν=1
(
O
1−−0
1,ν (t) O
1−−0
1,ν (t)
)
O
1−−0
1,µ (t) 1−−0
O
1−−0
4,µ (t) 1L3
∑
x
Im L(1)µ (x, t) 1−−0
O
1−−0
5,µ (t) 1L3
∑
x
Im L(2)µ (x, t) 1−−0
O
1−−0
6,µ (t) 1L3
∑
x
Im L(3)µ (x, t) 1−−0
O
0++0
4 (t)
3∑
µ,=1
O
1−−0
1,µ (t) O
1−−0
1,µ (t) 0++0
O2
++
0 (t) 1
L3
∑
x
Re tr
[
U12(x, t) + U23(x, t)− 2 U13(x, t)
]
2++0
O0
−+
0 (t) 1
L3
∑
x
3∑
µ6=ν 6=γ 6=ρ=1
tr
[
Uµν(x, t) Uγρ(x, t)
]
0−+0
O0
++
1 (t) 1
L3
∑
x
3∑
µ,ν=1
ijk
[
φi (Dµφ)j (DµDνDνφ)k
]
(x, t) 0++1
O
1−−1
µ (t) 1L3
∑
x
3∑
ν=1
ijk
[
φi (Dµφ)j (DνDνφ)k
]
(x, t) 1−−1
covariant derivative defined as
Dµφ(x) =
Uµ(x)φ(x+ µˆ)− Uµ(x− µˆ)†φ(x− µˆ)
2 . (6)
• O0
++
0
3 is a scalar gaugeball.
• O1
−−
0
4,5,6,µ are vector gaugeball interpolators as defined in
[20]. Several definitions are needed to define the spa-
tially summed quantities L(1,2,3)µ from Table I. These
quantities are built from the Wilson loop operator
Wµνρ(x) =
tr
[
Uµ(x)Uµ(x+ µˆ)Uν(x+ 2µˆ)Uµ(x+ µˆ+ νˆ)†
×Uρ(x+ µˆ+ νˆ)Uµ(x+ νˆ + ρˆ)†Uρ(x+ νˆ)†Uν(x)†
]
,
(7)
and linear combinations thereof,
L(1)µνρ = W+µ+ν+ρ +W+µ+ν−ρ +W+µ−ν+ρ +W+µ−ν−ρ
−W−µ+ν+ρ −W−µ+ν−ρ −W−µ−ν+ρ −W−µ−ν−ρ ,
L(2)µνρ = W+µ+ν+ρ +W+µ+ν−ρ +W+µ−ν+ρ −W+µ−ν−ρ
+W−µ+ν+ρ +W−µ+ν−ρ −W−µ−ν+ρ −W−µ−ν−ρ ,
L(3)µνρ = W+µ+ν+ρ −W+µ+ν−ρ +W+µ−ν+ρ −W+µ−ν−ρ
+W−µ+ν+ρ −W−µ+ν−ρ +W−µ−ν+ρ −W−µ−ν−ρ ,
(8)
where we skipped the spacetime argument x for brevity.
The last step is to build the following linear combina-
tions of Equation (8) to build the interpolators that
give the vector representation, J = 1, and negative
parity P :
L(1) =
(
L
(1)
123 + L
(1)
132 , L
(1)
231 + L
(1)
213 , L
(1)
312 + L
(1)
321
)
,
L(2) =
(
L
(2)
123 + L
(2)
321 , L
(2)
231 + L
(2)
132 , L
(2)
312 + L
(2)
213
)
,
L(3) =
(
L
(3)
123 + L
(3)
213 , L
(3)
231 + L
(3)
321 , L
(3)
312 + L
(3)
132
)
.
(9)
Taking the imaginary parts of these quantities yields
4interpolators with negative charge parity C. Vec-
tor gaugeball interpolator with other P and C quan-
tum numbers could be constructed from the definitions
given above [20]. However, we are particularly inter-
ested in the 1−−0 gaugeball for reasons illustrated in the
next subsection where this quantum number channel is
discussed.
• O0−+0 , and O2++0 are a pseudo-scalar gaugeball, and a
tensor gaugeball, respectively, see [22].
• O0++1 and O1
−−
1
µ are the only interpolators with an open
U(1)-quantum number. We assigned a U(1) charge of
1/3 to the scalar field φ. The continuum versions are
discussed in [14] and the corresponding lattice versions
are
O0
++
1 (t) = 1
L3
∑
x
3∑
µ,ν=1
ijk
[
φi (Dµφ)j (DµDνDνφ)k
]
(x, t)
= 116 L3
∑
x
3∑
µ,ν=1
ijk φi(x, t)
×
(
Uµ(x, t) φ(x + µˆ, t)− Uµ(x − µˆ, t)† φ(x − µˆ, t)
)
j
×
(
Uµ(x, t) Uν(x + µˆ, t) Uν(x + µˆ+ νˆ, t) φ(x + µˆ+ 2νˆ, t)
− Uµ(x − µˆ, t)† Uν(x − µˆ, t) Uν(x − µˆ+ νˆ, t) φ(x − µˆ+ 2νˆ, t)
+ Uµ(x, t) Uν(x + µˆ− νˆ, t)† Uν(x + µˆ− 2νˆ, t)† φ(x + µˆ− 2νˆ, t)
− Uµ(x − µˆ, t)† Uν(x − µˆ− νˆ, t)† Uν(x − µˆ− 2νˆ, t)† φ(x − µˆ− 2νˆ, t)
)
k
,
(10)
O
1−−1
µ (t) =
1
L3
∑
x
3∑
ν=1
ijk
[
φi (Dµφ)j (DνDνφ)k
]
(x, t)
= 18 L3
∑
x
3∑
ν=1
ijk φi(x, t)
×
(
Uµ(x, t) φ(x + µˆ, t)− Uµ(x − µˆ, t)† φ(x − µˆ, t)
)
j
×
(
Uν(x, t) Uν(x + νˆ, t) φ(x + 2νˆ, t)
+ Uν(x − νˆ, t)† Uν(x − 2νˆ, t)† φ(x − 2νˆ, t)
)
k
.
(11)
We employ a variational analysis [23–25] in order to get
access to the energy levels of the different quantum states
in the respective JPCU(1)-channels. Therefore, we compute
a time-sliced matrix of cross correlators for a set of basis
interpolators Oi, i = 1, 2, . . . , N , defined as
Cij(t) =
1
L
L−1∑
t′=0
〈
Oi(t′)O†j(t+ t′)
〉
c
= 1
L
L−1∑
t′=0
〈(
Oi(t′)−
〈
Oi(t′)
〉)
×
(
O†j(t+ t′)−
〈
O†j(t+ t′)
〉)〉
,
(12)
5where we subtracted the vacuum contribution 〈Oi(t)〉
from the correlator, i.e., we only consider the connected
contributions 〈· · · 〉c of the correlator. This is necessary
since states with the quantum numbers JPC = 0++ mix
with the vacuum, which has exactly these quantum num-
bers.
One can show that the eigenvalues of the matrix (12)
behave as λk(t) ∼ e−aEkt, k = 0, 1, . . . , N − 1 [26]. Thus,
the energy levels can be extracted as
aEk(t+ 12 ) = ln
λk(t)
λk(t+ 1)
. (13)
Since all fields appearing in the action (1) obey peri-
odic boundary conditions, the propagation in t and L− t
of all the interpolators Oi is identical and thus we fit the
eigenvalues to
λk(t) = A(1)k cosh
(
aE
(1)
k (t− L/2)
)
+A(2)k cosh
(
aE
(2)
k (t− L/2)
)
,
(14)
to extract the numerical values of the energy levels. We
take into account a possible excitation of the level Ek,
since heavier states still can contribute for small values
of t to this level after the variational analysis.
The bound states of Table I are expected to have a
finite extent. Approximating them with point-like oper-
ators can therefore create an overlap problem. Therefore,
we smear all our fields.
For the links we apply stout smearing according to the
procedure in [27]. We choose this approach due to fact
that with this method a projection back to the gauge
group is not necessary. The new link after one stout
smearing step is
U ′µ(x) = eiQµ(x) Uµ(x) , (15)
where Qµ(x) is a hermitian and traceless matrix given by
Qµ(x) =
i
2
(
Ωµ(x)† − Ωµ(x)− 13 tr
[
Ωµ(x)† − Ωµ(x)
])
,
Ωµ(x) =
(∑
ν 6=µ
ρµν Cµν(x)†
)
Uµ(x)† ,
(16)
where the so-called staples Cµν(x) enter:
Cµν(x) = Uν(x+ µˆ) Uµ(x+ νˆ)† Uν(x)†
+ Uν(x+ µˆ− νˆ)† Uµ(x− νˆ)† Uν(x− νˆ) .
(17)
We set ρµ4 = ρ4µ = 0, ρij = ρ in Equation (16) since
we want to measure correlations in the Euclidean time
direction and thus only spatial links are allowed to be
smeared. In all our simulations we set ρ = 0.1, see [27].
Of course, this procedure can be iterated. Therefore,
the new link after (n + 1) stout smearing steps is given
by
U (n+1)µ (x) = eiQ
(n)
µ (x) U (n)µ (x) . (18)
The scalar field is APE smeared in our case. After
(n+ 1) APE smearing steps the field is then [28]
φ(n+1)(x) = 17
(
φ(n)(x) +
±4∑
µ=±1
U (n)µ (x) φ(n)(x+ µˆ)
)
,
(19)
where the n-times stout smeared links U (n)µ (x) enter in
the smearing procedure of the scalar.
We usually perform 300 + 10L updates to drive the
system into equilibrium. Between the measurements of
the observables we drop 3L configurations for decorrela-
tion. We also performed several independent runs with
different random number seeds for each parameter set to
further reduce correlations.
The integrated autocorrelation time for the plaquette
is τint ≈ 1/2, i.e., close to the minimal value, for the pa-
rameter sets we analyzed. Therefore, no significant corre-
lations between subsequent measurements of observables
are detected. We usually studied V = 84, 124, 164, and
204 lattices to perform a finite-size analysis of the re-
sulting masses in several quantum number channels. We
typically have O(105) configurations at hand to compute
the correlation functions. E.g., in Section III B we used
V = 84 with 320000 configurations, V = 124 with 240000
configurations, V = 164 with 120000 configurations, and
V = 204 with 190000 configurations.
The errors of the correlators are computed throughout
by a standard Jackknife procedure, and for secondary ob-
servables we use the method of error propagation unless
stated otherwise.
C. Techniques for gauge-variant quantities
In order to compute propagators of elementary fields
we need to fix a gauge. Without this procedure the prop-
agators would be zero [29]. Determining these propaga-
tors is relevant, as they will be an important building
block of GIPT. They will also provide additional sup-
port that we probe the theory at weak coupling and our
observed results are not genuine strong-coupling effects.
• Local and global gauge fixing
We locally fix to minimal Landau gauge as described in
[30, 31] by the so-called stochastic overrelaxation method
[32]. Additionally we use the Cabibbo-Marinari trick [33]
and the method of maximal trace [34] for reunitarization
of the links.
To accomplish the so-called ’t Hooft-Landau gauge
condition [35], which gives rise to a vacuum expectation
value of the scalar field, we have to fix also the global
direction of the scalar field. We want to perform a global
gauge transformation such that the space-time average φ¯
6of the scalar field point into some direction n:
g
φ¯∣∣φ¯∣∣ = n with φ¯ = 1V ∑
x
φ(x) and g ∈ SU(3) ,
(20)
where we set ni = δi,3 without loss of generality. We use
two consecutive SU(3) rotations, i.e.,
gφ¯ = g2g1φ¯ = n , g1, g2 ∈ SU(3) . (21)
Without loss of generality we assume a normalized vector
|φ¯| = 1 in the following. The first transformation g1 has
the task to rotate the first component of φ¯ to zero:
g1φ¯ =
 g111 g121 0−(g121 )? (g111 )? 0
0 0 1

φ¯1φ¯2
φ¯3
 =
 0φ¯′2
φ¯′3
 = φ¯′ ,
with
∣∣g111 ∣∣2 + ∣∣g121 ∣∣2 = 1 .
(22)
The second transformation g2 then rotates the second
component of φ¯′ to zero:
g2φ¯
′ =
1 0 00 g112 g122
0 −(g122 )? (g112 )?

 0φ¯′2
φ¯′3
 =
 00
φ¯′′3
 = φ¯′′ ,
with
∣∣g112 ∣∣2 + ∣∣g122 ∣∣2 = 1 .
(23)
Solving these equations for the matrix elements gnmi with
the normalization constraint gives the desired transfor-
mation matrix g. To summarize, the following steps have
to be performed:
1. Normalize φ¯,
∣∣φ¯∣∣ = 1.
2. Compute
g111 =
(
1 +
∣∣φ¯1∣∣2∣∣φ¯2∣∣2
)− 12
, g121 = −
φ¯1φ¯
?
2∣∣φ¯2∣∣2 . (24)
3. Compute
Re g112 =
1
1 +
∣∣φ¯2∣∣2∣∣φ¯3∣∣2
[
Re
[
φ¯3
](
1 +
Im
[
φ¯3
]2
Re
[
φ¯3
]2
)]−1
,
Im g112 =
Im φ¯3
Re φ¯3
Re g112 ,
g122 = −
φ¯?3∣∣φ¯3∣∣2
(
g111
)?∣∣g111 ∣∣2 φ¯2 g112 .
(25)
4. Construct g = g2g1 from the previous steps.
5. Apply the global gauge transformations to the scalar
and gauge fields:
φ(x)→ g φ(x) , Uµ(x)→ g Uµ(x) g† , ∀ x, µ . (26)
With this procedure the gauge is now completely fixed
to the minimal ’t Hooft Landau gauge.
Note that we use less gauge-fixed configurations than
for the spectrum calculations, as gauge-fixing is expensive
in terms of computing time while at the same time the
quantities we study are much less noisy. E.g., for the
situation in Section IV we use for the 84 lattice 16000,
for the 124 lattice 12000, for the 164 lattice 4700, and for
the 204 lattice 5500 gauge-fixed configurations.
• Propagators
We are interested in the propagator of the gauge
bosons, the scalars and the ghosts. The latter will be
needed to determine the running gauge coupling.
Due to the isotropic lattice, we can take the trace over
the Euclidean Lorentz-indices of the gauge-field propa-
gator Dbcµν
(
p2
)
=
〈
Abµ(p) Acν(−p)
〉
, with the momentum
pµ = 2a sin
(
pi
Lkµ
)
, kµ = 0, 1, . . . , L/2. Further, the prop-
agator is proportional to δbc in the minimal ’t Hooft Lan-
dau gauge, and thus Dbcµν = δbcDcµν , with
Dc
(
p2
)
=
4∑
µ=1
〈
Acµ(p) Acµ(−p)
〉
, c = 1, 2, . . . , 8 . (27)
For the scalar propagator we split the field φ into
its real and imaginary parts and use the notation φ =
1√
2
(
φ1 + i φ2, φ3 + i φ4, φ5 + i φ6
)
. Then, we define the
propagator as
Dij
(
p2
)
=
〈
φi(p) φj(−p)
〉
, i, j = 1, 2, . . . , 6 . (28)
Again, in the minimial ’t Hooft Landau gauge this prop-
agator is diagonal, i.e., Dij
(
p2
)
= Di
(
p2
)
δij . As it is dis-
cussed in [14] we expect, for the vev-choice ni = δi,3, that
only the propagator D5(p2
)
behaves like a massive prop-
agator and the remaining ones correspond to the propa-
gation of massless particles in the Landau gauge.
The ghost field propagator Gab(x, y) =
〈
c¯a(x)cb(y)
〉
can be computed by inverting the Faddeev-Popov oper-
ator Mab(x, y). On the lattice this operator is a linear
combination of links mixed with the generators of the
gauge group. This will be done using the methods de-
scribed in [36].
• Running gauge coupling
Having computed the gauge field propagator (27) and
the ghost propagator on the lattice, the running coupling
αb can be extracted for every value of b = 1, 2, . . . , N2−1
in the miniMOM scheme [37, 38] as
αb
(
p2
)
= p6 α
(
µ2
)
Gb
(
p2, µ2
)2
Db
(
p2, µ2
)
, (29)
where µ is the renormalization scale. Note that, this is a
renormalization-scale invariant combination.
7• Renormalization of the scalar propagator
We need to define a renormalization scheme for the
scalar propagator Dij
(
p2
)
. To this end we follow [39, 40],
which assumes that the renormalization of the propaga-
tor works qualitatively as in the perturbative case [35].
Thus, there are two renormalization constants: The mul-
tiplicative wave function renormalization Zi and an ad-
ditive mass renormalization δm2i . This yields the renor-
malized scalar propagator in minimal ’t Hooft Landau
gauge,
Dri
(
p2
)
= 1
Zi
(
p2 +mri 2
)
+ Πi
(
p2
)
+ δm2i
, (30)
for i = 1, 2, . . . , 6 and where mri is the renormalized mass
of the ith particle and Πi
(
p2
)
is the corresponding self
energy which is obtained from the unrenormalized prop-
agator (28) as
Πi
(
p2
)
=
1− p2 Di
(
p2
)
Di
(
p2
) . (31)
Thus, the self energy measures essentially the deviation
from the tree-level propagator, i.e.,
Di
(
p2
)
= 1
p2 + Πi
(
p2
) . (32)
Note, that the tree-level mass mi is implicitly included
in the self-energy.
The scheme we use to fix the renormalization constants
is:
Dri
(
µ2
)
= 1
µ2 +mri 2
,
dDri
(
p2
)
dp
∣∣∣∣∣
p2=µ2
= − 2µ(
µ2 +mri 2
)2 , (33)
where µ is again the renormalization scale. Therefore,
the renormalized propagator and its derivative are given
by their tree-level values at p2 = µ2. From these equa-
tions the renormalization constants Z and δm can be
derived. The renormalization constants are determined
numerically by linear interpolation between two physi-
cal momenta along the x-axis, with the value of µ inside
the interval (p1, p2). The derivative of the self-energy is
obtained by analytically deriving the linear interpolation
between the momenta points. We only choose values for
µ such that 0 < p1 < µ < p2 < 2/a.
Note that both the gauge boson propagator and the
ghost propagator require only a single multiplicative
renormalization.
• Position-space propagators
One can also compute form the momentum-space
propagators the position-space correlators, also called
Schwinger functions. The position-space correlator ∆(t)
is computed by [41]
∆(t) = 1
apiL
L−1∑
p4=0
cos
(2pip4
L
t
)
D
(
p24
)
, (34)
for a field with propagator D
(
p2
)
. Note that, the prop-
agator D
(
p24
)
is evaluated at zero spatial momentum, as
is indicated by the argument p24, and the sum extends
over the whole momentum range including the parts of
the propagator reproduced by periodicity.
III. THE PHYSICS OF AN SU(3) GAUGE
THEORY WITH A FUNDAMENTAL SCALAR
A. Phase diagram of the theory
Since the perturbative breaking pattern in our case
is SU(3) → SU(2) and thus the gauge group is not
fully broken, the Osterwalder-Seiler-Fradkin-Shenker ar-
gument [4, 42] does not apply. Therefore, this theory
may or may not have separated phases and a possibly
rich phase structure. We expect (at least) two regions
of the phase diagram: Due to the non-Abelian nature
of our theory defined in Equation (1), a QCD-like re-
gion (QLR) where QCD-like physics takes place and due
to the Higgs sector we also expect a region with BEH-
like physics (HLR). Since we are especially interested in
a situation with a perturbatively accessible BEH effect
[6, 9, 10, 43] we scanned the phase diagram using the
quantity [44]
〈
φ¯2
〉
=
〈∣∣∣∣∣ 1V ∑
x
φ(x)
∣∣∣∣∣
2〉
= 1
V 2
∑
x,y
〈
φ(x)†φ(y)
〉
, (35)
with φ¯ being the space-time average of the scalar field.
This quantity is gauge-dependent, and thus determined
after fixing to minimal ’t Hooft Landau gauge gauge. If
the BEH effect is active
〈
φ¯2
〉 V→∞−−−−→ const. > 0, while
without
〈
φ¯2
〉 ∼ 1/V V→∞−−−−→ 0 [17, 44]. Examples of how
this quantity behaves can be found in [17].
To scan the phase diagram quickly, we performed sim-
ulations for V = 44, 64, 84, and 124 lattices for randomly
distributed parameters β, κ, and λ. We measured the
quantity defined in Equation (35) on 1000 gauge-fixed
configurations for each random parameter set and lattice
size. Then, the volume dependence of this observable
was used to decide to which region the parameter point
belongs to. This lead to the results shown in Figure 1.
The corresponding data can be found in Table VIIa and
Table VIIb.
8Figure 1. The phase diagram of the theory according to the
value of (35). The red dots show a BEH effect in minimal
’t Hooft Landau gauge, putting them in the HLR, while the
blue triangles do not, meaning that they are in the QLR of
the phase diagram. This is an update to the phase diagram
in [17].
B. Physical spectrum
In what follows, we focus on a set of parameters in the
Higgs-like region, since our main target is to test the ana-
lytical predictions of the FMS mechanism in the end. We
choose a point close to the boundary of the two regions of
the phase diagram given by β = 6.85535, κ = 0.456074,
λ = 2.3416. This choice is motivated by the simulation
results of the SU(2) theory, where the smallest lattice
spacings, i.e., the largest cutoffs, have been found [22].
We have also studied the spectrum for different sets of
lattice parameters, which are listed in Table III in Ap-
pendix A. As far as a statistically reliable signal could be
obtained we did not observe any qualitative differences.
Hence, this set of parameters yields a suitable represen-
tative for the spectrum.
In the following, we investigate individually all the
quantum number channels which are listed in Table I.
• 0++0 channel
The variational analysis of Section II B yielded a sta-
tistically reliable and stable result for the operator set{
O
0++0
1,(10) , O
0++0
2,(10) , O
0++0
3,(10) , O
0++0
4,(4) , O
0++0
4,(5)
}
, (36)
where the number in the brackets of the lower index de-
notes the smearing levels of the operators. Including
other or more operators did not improve the result.
The operators O0
++
0
1 and O
0++0
2 , which contain only
scalar fields, are smeared ten times as they are statis-
tically very noisy due to the fact that the vacuum carries
the same quantum numbers. For the same reason, we
smear the gaugeball operator O0
++
0
3 ten times as well.
However, the interpolator O0
++
0
4 , which is a scattering
state built form two 1−−0 operators, seems to be less noisy,
and it was therefore only needed to smear it four and five
times.
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Figure 2. Top: Results of the variational analysis in the 0++0
channel. The first energy levels are shown for the V = 84, 124,
164, and 204 lattices, whereas the second energy level (green
triangles) is only shown for the largest volume for a clear
display. The dashed lines are obtained by double-cosh fits of
the eigenvalues. The lowest fitted energy values are listed in
the legend as effective masses. Bottom: First energy level of
the 0++0 channel as a function of the inverse lattice size. The
gray bands are the error bands obtained by fits of the lower
and upper bounds of the masses (see Table VI in Appendix
A). The extrapolated mass is am0++0 = 0.68(2).
The resulting effective mass as a function of time is
plotted in Figure 2. We plot the energy of the lowest
9state (ground state), for each volume, and the second
energy level (first excited state) for the largest volume.
The effective masses and their errors, listed in the legend
of Figure 2, are obtained by fitting the the mean, upper,
and lower value of the eigenvalues by a double-cosh, see
Equation (14), for each volume. The resulting fit param-
eters are listed in Table IV in Appendix A. Note that
because of the large statistical noise we do not show data
points for t > 6.
The volume dependence of the ground state mass is
also plotted in Figure 2. We see that this state has a
moderate dependence on the lattice size. Nevertheless,
a fit of the lattice masses as a function of the volume,
am0++0
(V ) = am0++0 + δ e
−γ V , can be performed and
gives the gray error band (see Table VI in Appendix A for
the numerical values). We conclude that the dimension-
less ground state mass in this channel is am0++0 = 0.68(2)
which is below the 2 am1−−0 threshold, i.e., the elastic
threshold, as it can be seen in the discussion of the 1−−0
channel below. Since our analysis below suggests that
this is the only open decay channel, this implies that the
0++ ground state is a stable particle.
The next-level state has an approximated mass of
am?0++0
≈ 0.9(1) which is compatible with the 2am1−−0 =
0.78(2) threshold scattering state expected from the pro-
cess 0++0 → 1−−0 + 1−−0 . However, much more statistics
for all volumes would be needed to make a definite state-
ment.
The next expected states are the ones with mass
2am0++0 and with 2am0++0 + p
rel, where prel is a non-zero
relative momentum. However, these states are relatively
heavy and only noisy signals around this region have been
found and thus no definite results are available.
• 1−−0 channel
For this channel a suitable basis of operators was found
to be{
O
1−−0
1,µ,(3) , O
1−−0
1,µ,(4) , O
1−−0
2,µ,(3) , O
1−−0
2,µ,(4) ,
O
1−−0
3,µ,(3) , O
1−−0
3,µ,(4)
}
.
(37)
The vector gaugeball interpolators O1
−−
0
4,µ , O
1−−0
5,µ , and
O
1−−0
6,µ were too noisy even for the largest used smearing
level as can be seen from the effective masses in Figure 5
below. However, those states seem to be very high up in
the spectrum and thus it is a justified assumption that
they do not alter the infrared spectrum of the theory.
In the top of Figure 3, we show the energy levels
obtained from the variational analysis with the cross-
correlation matrix built from the basis interpolators (37).
The lowest energy level is shown for each lattice volume.
As in the previous discussion the second energy level is
only shown for the largest volume and for t < 6. Again
we list the effective masses in the legend of this figure,
which are obtained by the same fit strategy as in the
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Figure 3. Top: Result of the variational analysis in the 1−−0
channel. The first energy levels are shown for the V = 84,
124, 164, and 204 lattices, whereas the second energy level
(green triangles) is only shown for the largest volume for a
clear display and for t < 6. The dashed lines are obtained
by double-cosh fits of the eigenvalues except for the smallest
volume where we used a single-cosh fit. The lowest extracted
fitted energy values are listed in the legend as effective mass.
Bottom: First and second energy level of the 1−−0 channel as
a function of the inverse lattice size. The gray bands are the
error bands obtained by fits of the lower and upper bounds of
the masses (see Table VI in Appendix A). The dashed blue
lines are the expected masses of the next-level states am0++0 +
am1−−0
and prel + am0++0 + am1−−0 , where p
rel = (2pi/L, 0, 0).
The extrapolated masses are am1−−0 = 0.39(1) for the ground
state, and am?1−−0
= 1.02(3) for the second level.
0++0 case. The fit parameters can be found in Table IV
in Appendix A.
The ground state has almost no volume dependence,
hence the infinite volume extrapolated ground state mass
is am1−−0 = 0.39(1), see the bottom of Figure 3 and Table
IV. Hence, the singlet vector state is lighter than the sin-
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glet scalar state, i.e., m1−−0 < m0++0 for the investigated
set of bare lattice parameters.
Next-level states are expected at a mass of am0++0 +
am1−−0
, and at 3am1−−0 for the processes 1
−−
0 → 0++0 +
1−−0 and 1−−0 → 1−−0 + 1−−0 + 1−−0 respectively. Addi-
tionally, one can find states with relative momentum as
prel + am0++0 + am1−−0 and p
rel + 3am1−−0 . This is possi-
ble since the operators can have overlap with such states,
even if carrying zero total momentum. The energy levels
E can be extracted from [20]
sinh2
(
E(L, k)
2
)
= sinh2
(m2p
2
)
+
3∑
i=1
sin2
(pi
L
ki
)
,
(38)
where m2p is the mass of the two-particle state and
the relative lattice momentum is preli = 2piki/L, ki =
−L/2 + 1, . . . , L/2. In the continuum limit this equa-
tion turns into the familiar energy-momentum relation
E(p) =
√
m2 + p2.
The ordering of the states depends on the value of the
masses of the 0++0 and 1−−0 states. For the parameter
set we study, the am0++0 + am1−−0 state should be the
lightest next-level state, since am0++0 +am1−−0 = 1.07(3),
and 3am1−−0 = 1.17(3). Besides the ground state, we
also show on the right-hand side of Figure 3 the vol-
ume dependence of the second level (blue triangles) with
its error band as well as the expected next-level states
am0++0
+am1−−0 and p
rel +am0++0 +am1−−0 (dashed blue
lines, upper and lower bounds) with prel = (2pi/L, 0, 0),
i.e., the smallest possible relative momentum. It seems
that the mass of the second state is consistent with the
expected 0++0 + 1−−0 state and is not in agreement with
the state including relative momentum. All other energy
levels are too noisy to comment on them.
• 0−+0 , 1−−0 and 2++0 gaugeballs
Here we show the spectroscopy results of several gauge-
ball states. All the results shown below share that the
signals are very noisy. This makes determinations of their
masses comparatively unreliable. Still, all the masses
seem to be well above the lowest lattice mass in the spec-
trum, i.e., above am1−−0 .
Figure 4 shows the effective masses of the 0−+0 pseudo-
scalar gaugeball in the top panel and the 2++0 gaugeball
in the bottom panel as a function of Euclidean time for
several lattice volumes. We do not show data points for
t > 3 and t > 2 respectively, since these regions are dom-
inated by noise even though we used 10-times smeared
operators.
The effective masses in both channels are around
am0−+0
≈ am2++0 ≈ 2.0, i.e., above the lattice cutoff.
These approximate masses are of course just crude esti-
mates.
We also performed a variational analysis with sets of
different smeared operators in these channels. However,
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Figure 4. In the top panel the effective mass of the pseudo-
scalar gaugeball is shown as a function of Euclidean time. In
the bottom panel the effective mass of the tensor gaugeball is
plotted. For both, the results are shown for V = 84, 124, 164,
and 204 for 10-times smeared fields.
this procedure did not improve the signal substantially
and therefore we do not show the results here.
Some, but not all, possible decay channels for the two
states with the available channels are:
- 0−+0 channel: two 1−−0 in a p-wave
- 2++0 channel: two 0++0 in a d-wave
two 1−−0 in a s-wave
1−−1 and 1−−−1 in a s-wave
The masses in both channels are compatible with the last
option at both points, i.e., a decay in 1−−1 and 1−−−1 in an
s-wave (see below). Nonetheless, this is very speculative
since more statistics and more operators including better
overlap with the decay channels would be needed to make
precise statements. Of course, another option is that
those signals are just too noise dominated.
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Figure 5. The three panels show the effective masses of the 1−−0 gaugeballs L(1), L(2) and L(3) as a function of Euclidean time
t < 3. The results are shown for V = 84 , 124, 164 , and 204 for 10-times smeared fields.
In Figure 5 we show the effective masses of the three
1−−0 gaugeballs, L(1), L(2), and L(3), for V = 84, 124, 164
and 204 lattices. As before, we do not plot the whole time
region in all the plots due to the large fluctuations of the
correlators and thus the effective masses. The results are
shown for 10-times smeared operators as before.
Even though the signals are again noisy we deduce
that the effective masses of the three 1−−0 gaugeballs are
approximately 7-times larger than the extracted ground
state mass in this channel, and thus well above the lattice
cutoff. As already argued in the discussion of the 1−−0
channel, they do not alter the ground state and thus the
infrared spectrum, since they are too high up in the spec-
trum to generate any significant contribution.
We are well aware that the effective mass plateau of
three points which are still inclined, are probably still
contaminated by excited state contributions, and higher
statistics would be needed.
• 0++±1 and 1−−±1 open U(1) channels
Finally, we study quantum number channels with an
open U(1) quantum number, i.e., the 0++±1 and 1−−±1 states.
At least the lightest state with non-vanishing U(1) charge
is necessarily stable, as this custodial charge is conserved
in the theory.
In Figure 6 we present results for the effective masses of
the 0++±1 (left plot) and 1−−±1 (right plot) channels for dif-
ferent lattice volumes. In both channels we performed a
variational analysis with different smearing levels of the
corresponding operators: In the scalar sector the basis
consists of 6- to 10-times smeared interpolators, whereas
in the vector sector we included 8- to 10-times smeared
interpolators in the basis. The effective masses 1 of both
states are listed in the legends of the figure and the cor-
responding values from the fit are given in Table VI in
Appendix A.
1 Note that, m0+++1
= m0++−1
, i.e., particle and anti-particle states.
Thus the effective mass given in the left-hand side of Figure 6 is
the mass of the particle and anti-particle. Certainly, the same is
true for the 1−−±1 channel.
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Figure 6. On the left-hand side the effective mass of the 0++±1 state is shown as a function of Euclidean time t < 3. On the
right-hand side the effective mass of the 1−−±1 state is plotted for t < 6. For both, the results are shown for V = 84, 124, 164 ,
and 204 lattices. The dashed lines in the left and right panels are results of single- and double-cosh fits, respectively.
The scalar sector is dominated by noise and only the
points for t < 3 are reliable. The mass in this channel
is roughly am0++±1 ≈ 2. Of course this is only a coarse
estimation and larger statistics as well as larger lattices
can alter the result.
The vector channel is not so much dominated by noise
and thus more time slices can be used for the fit (t <
6). However, from V = 84 to V = 164 the effective
mass seems to drop but for the largest lattice slightly
rises again. Again, more statistics could still change this
behavior. Nonetheless, we estimate a mass of am1−−±1 ≈
0.8(2).
Higher levels were unaccessible due to the amount of
statistical noise. Besides increasing the statistics also
including more operators could improve the result in both
cases.
• Summary of the spectrum
We summarize the computed spectrum of states in Fig-
ure 7. The filled boxes correspond to the ground states,
the empty boxes are the elastic thresholds for the scalar
and vector singlet channels as discussed above, and the
dashed lines are the estimated ground state masses of
the 0++±1 , 0−+0 , 2++0 channels. Where available, results for
other lattice parameters can be found in the appendix.
Of course, it would be important to track the devel-
opment of the spectrum along lines of constant physics,
even though we find qualitatively the same situation ev-
erywhere in the HLR. Due to the fine-tuning character
of the theory, the required numerical resources for this
purpose, also given that at least three states have to be
determined reliably for this, unfortunately exceed our re-
sources by far.
Figure 7. Spectrum of the theory for the lattice parameter
set β = 6.85535, κ = 0.456074, λ = 2.3416. The description
is given in the main text. Dashed levels are only estimates.
IV. GAUGE-VARIANT OBSERVABLES AND
RUNNING GAUGE COUPLING
A. Spectrum from tree-level perturbation theory
For future reference, we briefly rehearse the spectrum
of the theory at tree-level perturbation theory, see [14] for
details. For this we use a continuum setup, and employ
’t Hooft-Landau gauge.
We split the scalar field into its vev and a fluctuation
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part ϕ around the vev
φ(x) = v√
2
n+ ϕ(x) . (39)
The spectrum then contains one real-valued massive
scalar degree of freedom and 8 would-be Goldstone
modes. The non-Goldstone Higgs boson and the would-
be Goldstones can be described in a gauge-covariant
manner without specifying n by h ≡ √2 Re(n†φ) and
ϕ˘ ≡ φ − Re(n†φ)n = ϕ − Re(n†ϕ)n, respectively. How-
ever, without loss of generality, in the following we will
usually make the explicit choice ni = δi,3.
Rewriting the scalar kinetic term of the Lagrangian by
splitting the Higgs field into the vev and the fluctuation
part, we obtain
(Dµφ)†(Dµφ) = ∂µϕ†∂µϕ+
g2v2
2 n
†T aT bnAµaAbµ
+
√
2gv Im(n†T a∂µϕ)Aaµ + . . . ,
(40)
where we have the usual [35] mass matrix for the gauge
bosons in the first line and the mixing between the lon-
gitudinal parts of the gauge bosons and the Goldstone
bosons in the second line. Note that only those gauge
bosons mix with the Goldstone bosons which acquire a
mass, i.e., which correspond to the broken generators of
the gauge group. These mixing terms are removed by the
’t Hooft Landau gauge fixing condition [35].
The mass matrix (M2A)ab of the gauge bosons is already
diagonal for our choice of n, and is given by,
(M2A)ab =
g2v2
2 n
†{T a, T b}n
= g
2v2
4 diag
(
0, 0, 0, 1, 1, 1, 43
)ab
.
(41)
Thus, we obtain 3 massless gauge bosons, 4 degenerated
massive gauge bosons with mass mA = 12gv and one with
mass MA =
√
4/3 mA. Moreover, the elementary Higgs
field has a mass m2h = λ2cv2, where λc is the four-Higgs
coupling, i.e., the term λc2 (φ†φ)2 in the continuum setup.
The situation is now that which is, in an abuse of lan-
guage, usually called ’spontaneously broken’ in case the
system experiences the BEH effect. The breaking pat-
tern reads SU(3)→ SU(2). With respect to the subgroup
SU(2) the gauge bosons are in the adjoint representation
(massless), a fundamental and an anti-fundamental rep-
resentation (massmA) and a singlet representation (mass
MA), explaining their degeneracy pattern.
B. Spectrum from the lattice
Here we again study the same set of lattice parameters
as before, as again the behavior is representative for all
other cases.
• Gauge-field propagators
Let us now focus on the propagator of the gauge bosons
Dc
(
p2
)
, c = 1, 2, . . . , 8, defined in Equation (27). The
lattice momenta pµ = 2pikµ/L are along the links, and
along all possible diagonals of the lattice, i.e., (k, 0, 0, 0),
(k, k, 0, 0), (k, k, k, 0), and (k, k, k, k), k = 0, 1, . . . , L/2.
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
ԂԂԂԂ
Ԃ
Ԃ
Ԃ
ԂԂԂ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ ԂԂ
Ԃ
Ԃ Ԃ ԂԂ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ  	 (
 = -)
Ԃ   (
 = -)  = ()
Ԃ   (
 = )   = ()
        



-
|	|

(	)
()
|	|
Ԃ Ԃ
Ԃ
Ԃ
Ԃ ԂԂԂԂ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ Ԃ
Ԃ ԂԂԂ
Ԃ
Ԃ
Ԃ
Ԃ Ԃ Ԃ ԂԂԂ
Ԃ
Ԃ
Ԃ
Ԃ
Ԃ Ԃ ԂԂԂ
Ԃ Ԃ Ԃ Ԃ Ԃ Ԃ
Ԃ
Ԃ
Ԃ Ԃ Ԃ
Ԃ Ԃ
Ԃ Ԃ Ԃ Ԃ Ԃ Ԃ ԂԂԂ
Ԃ
Ԃ Ԃ ԂԂԂԂԂ
Ԃ Ԃ ԂԂ Ԃ
Ԃ Ԃ Ԃ Ԃ
Ԃ  	 (
 = -)
Ԃ   (
 = -)
Ԃ   (
 = )
        


	



||
()


(


)
/



||
Figure 8. Top: Plot of the gauge-boson propagators on a 204
lattice for the 3 perturbatively massless modes (black circles),
the 4 degenerate perturbatively massive modes (red squares),
and the heaviest mode (blue diamonds) as a function of the
absolute value of the physical momentum |p|. The dashed
lines are results of the fits described in the main text. Bot-
tom: Here, the data points are divided by the corresponding
fitted values as a function of |p| and thus shows the qualities
of the fits.
In the top panel of Figure 8 we show the propaga-
tors, evaluated on a 204 lattice, of the perturbatively 3
massless modes (c = 1, 2, 3, black circles), of the pertur-
batively 4 degenerate massive modes (c = 4, 5, 6, 7, red
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squares), and the perturbatively heaviest mode (c = 8,
blue diamonds). Those are plotted as a function of the
absolute value of the physical momentum |p| ≡ √pµ pµ.
The degenerate modes are averaged over to improve the
statistics.
The dashed lines are fits according to one-loop-inspired
fit formulas
Dc
(
p2
)
= Z
p2
(
A
V p4
+ p
2(
amc
)2 + b2 p2 (1 + d2 ln p2+Λ2Λ2 )γ
)
, c = 1, 2, 3 ,
Dc
(
p2
)
= Z
p2 + ln
(
p2 + b2
)d + (amc)2 , c = 4, 5, 6, 7, 8 ,
(42)
where Z are wave function renormalization constants and
amc is the effective mass in lattice units. The first term
in the first line is a pure finite-volume effect. The loga-
rithmic corrections of leading loop-corrections are taken
into account for both cases. A list of the fit parameters
can be found in Table V in Appendix A. Also fits with the
tree-level propagators have been performed but those fit
functions did not resolve the UV-behavior well. Only for
coarser lattices, i.e., larger am1−−0 masses, the tree-level
form is a good fit ansatz at least for the massive modes.
Those larger masses dominate, such that the logarithmic
corrections only play a minor role, see [17].
The effective masses extracted for the different sectors
are listed in the legend of the figure for the 204 lattice.
The fitted effective masses for the perturbatively mass-
less modes are indeed very small and comparable to zero.
This suggests a Coulomb-like behavior, although correc-
tions deep in the infrared may still alter this.
In the bottom panel of Figure 8 the ratio of data to
the fit is shown. For the massive modes the fit according
to (42) shows only small deviations from the data for the
whole momentum range, whereas larger deviations for
the massless modes are visible towards the infrared. The
latter is accounted for in the fit as a finite-volume effect,
which is to be expected for a massless mode.
The extracted masses from the fits for c = 4, 5, 6, 7
(red diamonds) and c = 8 (green triangles) are shown
in the top panel of Figure 9 as a function of the in-
verse lattice size L. The extrapolated infinite volume
values are mA = 0.32(1) for the 4 degenerate massive
and MA = 0.36(1) for the heaviest gauge boson, see
the legend in the figure and Table VI. The ratio of the
lighter and heavier mass is mA/MA = 0.89(5) which is in
good agreement with the tree-level ratio of
√
3/4 ≈ 0.87,
see Equation (41). Together with the (almost) massless-
ness of the propagator in the unbroken sector this implies
that the spectrum of the elementary fields coincides with
the one expected from perturbation theory, especially of
three massless and five massive states.
In the bottom panel of Figure 9 we show the ratio of
the masses of the 4 degenerate gauge bosons to the mass
of the heaviest gauge boson, i.e., mA/MA, as a function
of the lattice mass of the singlet vector state am1−−0 ob-
tained for different lattice parameter sets, see Table III.
The dashed line is the prediction of tree-level perturba-
tion theory, i.e.,mA/MA =
√
3/4, see Equation (41). Al-
most all the data points we studied are in good agreement
with this prediction signaling that next-to-leading-order
effects should only play a minor role.
• Space-time correlators / Schwinger functions
We also computed the space-time correlators or
Schwinger functions ∆c(t), c = 1, 2, . . . , 8, as described
in Section IIC, along the lines of [22]. Again, Schwinger
functions where degeneracies are expected, i.e., c =
1, 2, 3, and c = 4, 5, 6, 7, are averaged over. 2 The re-
sulting effective masses obtained from ln ∆c(t)/∆c(t+ 1)
for different lattice volumes are given in Figure 10. The
errors are computed from the propagators by the method
of error propagation. The top left panel shows the effec-
tive mass as a function of Euclidean time for the heaviest
mode, the top right panel the effective mass of the 4 de-
generate massive modes, and the remaining panel shows
a plot of the effective mass for the 3 degenerate mass-
less modes. Due to the relatively large error bars for the
massive modes for t > 6, we do not show those points
here.
The dashed lines in the top panel correspond to the
space-time correlator obtained by inserting the corre-
sponding fit functions (42) into the definition of the lat-
tice space-time correlator (34).
From the maximum values of the effective mass curves
one can deduce the masses for each volume. The results
are given in the legend of each plot. Of course, the errors
are still too large and more statistics is needed to make a
final statement. But the trend is clear and the obtained
masses are in agreement within the large error bars with
the ones obtained from the fits of the propagators with
the functions defined in Equation (42). Furthermore, the
effective masses of the particles in the unbroken subsector
(c = 1, 2, 3) tend to zero for V →∞.
2 These expected degenerate states overlap within error bars.
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Figure 9. Top: Masses of the 4 degenerate massive (red dia-
monds) and the heaviest (green triangles) gauge bosons as a
function of the inverse lattice size L. The gray areas are the
corresponding error bands obtained from a fit to am+α e−γ V ,
see Table VI. Bottom: Ratio of the masses of the 4 degen-
erate lightest gauge bosons mA to the mass of the heaviest
gauge bosonMA as a function of all the lattice parameter sets
we studied, see Table III. The dashed line is the prediction
from tree-level perturbation theory, i.e., mA/MA =
√
3/4,
see Equation (41).
• Scalar-field propagator
In the scalar sector we computed the renormalized prop-
agators of the real components of the scalar field Dri
(
p2
)
,
i = 1, 2, 3, 4, 6, as described in Section IIC. We choose
the arbitrary dimensionless renormalization scale to be
aµ = 0.85 for each propagator. Under the assumption
that the pole scheme works [11, 40] we set the renor-
malized masses to amr = am0++0 for the perturbatively
massive propagator (i = 5) and to amr = 0 for the per-
turbatively massless propagators (i = 1, 2, 3, 4, 6). The
degenerate massless renormalized propagators are aver-
aged over to increase the statistics.
Having determined both renormalization constants,
the renormalized propagator Dri can be computed. The
result is shown in Figure 11, where again both, the
perturbatively massless (black circles) and massive (red
squares) modes are shown. Both propagators show the
expected behaviors, namely the ones of a massless and a
massive propagator.
In order to extract the effective masses, the space-
time correlators need to be computed. Unfortunately,
the statistics is too low at this point and thus the er-
ror bars too large to extract the effective mass from the
Schwinger functions. Therefore, no results on this are
presented here. However, in [10] 3 it was found that un-
der similar circumstances the effective mass agreed rea-
sonably with the renormalized mass, supporting that the
employed scheme acts like a pole scheme. Still, this will
require further scrutiny, as this is not necessarily always
the case [40].
• Running gauge coupling and the ghosts
The ghost propagators are all very close to the one of
a massless particle, and thus close to perturbation the-
ory. There is only a little deviation towards the in-
frared, which is larger the smaller the associated gauge
boson mass is. As a consequence, the running coupling
is mainly dominated by the gauge-boson propagator.
Thus, we show here only the latter, the renormalized
running gauge coupling αc
(
p2
)
for the different sectors in
Figure 12: The perturbatively massless sector (black cir-
cles), the sector with the 4 degenerate massive modes (red
squares), and the sector with the heaviest mode (blue di-
amonds). The coupling to the massive modes show the
typical behavior already seen for the SU(2) case [10]. The
coupling of the massless modes is infrared (mildly) en-
hanced, and does not (yet) saturate. Still, because all
propagators are rather close to the perturbative ones, so
are the gauge couplings. In particular, all unify, imple-
menting the simple picture of a grand-unified theory, in
the ultraviolet. Only at small momenta the BEH effect
induces the differences. The suppression of the massive
couplings can be interpreted as a decoupling of the mas-
sive modes from the massless dynamics. However, this
statement is only true for the gauge sector, as the gauge-
invariant physics of Section III B does not show any sign
of this separation.
The couplings stay small throughout the whole mo-
mentum range, signaling that leading order GIPT should
already be quite reliable. This is also supported by the
fact that the propagators can be fitted well with one-loop
expressions.
3 An SU(2) gauge theory with a fundamental scalar was used there.
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Figure 10. Effective masses from the space-time correlators for the heaviest mode (top left panel), the 4 degenerate modes (top
right panel), and the 3 massless modes (bottom left panel), for 84, 124, 164, and 204 lattices. The masses in the legends in
each panel are obtained by taking the maximum value of the functions for each volume. The dashed lines in the top panels
correspond to the space-time-transformed fit functions (42).
V. TEST OF THE
FRÖHLICH-MORCHIO-STROCCHI
MECHANISM
Thus, this section is dedicated to test GIPT and the
underlying FMS mechanism [6, 7]. To this end, we
first recapitulate the predictions of GIPT for this the-
ory. The generalization of these predictions to general
SU(N) gauge groups can be found in [14].
A. Predictions from gauge-invariant perturbation
theory
The gauge-invariant, and thus experimentally observ-
able, spectrum consists of states which are either singlets
or non-singlets with respect to the custodial U(1) group,
see Section II B.
• U(1)-singlet states
Let us start the discussion with the U(1)-singlet states: A
gauge-invariant composite operator describing a scalar,
positive (charge-) parity boson, i.e., JPCU(1) = 0
++
0 , is
O0
++
0 (x) =
(
φ†φ
)
(x). We apply the FMS mechanism
and expand the correlator first in Higgs fluctuations, us-
ing Equation (39), and then the resulting propagators to
leading order in standard perturbation theory, yielding
[14]
〈
O0
++
0 (x)O0
++
0 (y)†
〉
= v
4
2 + v
2〈h(x)h(y)〉tl
+
〈
h(x)h(y)
〉2
tl + · · · ,
(43)
where ’tl’ means ’tree level’. Here, the Higgs field h is
identified with φ5, see Equation (28). The second term
on the right-hand side of Equation (43) describes the
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Figure 11. Perturbatively massless and massive scalar prop-
agators for a 204 lattice and for aµ = 0.85. The renormalized
masses are amr = 0 for the (averaged) massless mode and
amr = am0++0 for the massive mode.
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Figure 12. Renormalized running coupling for the three dif-
ferent sectors. The renormalization has been performed such
that the couplings agree with the perturbative one for large
momenta, see [10] for details. The lattice couplings are in this
case β = 6.85535, κ = 0.456074, and λ = 2.3416.
propagation of a single elementary Higgs boson and the
third term describes two non-interacting Higgs bosons
propagating both from x to y. Comparing poles on both
sides of Equation (43) predicts the mass of the left-hand
side, and thus of the observable particle. This scalar
boson should therefore have a mass equal to the mass of
the elementary Higgs mh. Also, a next state should exist
in this quantum number channel which is a scattering
state of twice this mass.
Next, consider a singlet vector operator O1
−−
0
µ (x) =
i
(
φ†Dµφ
)
(x). The same expansion yields [14]
〈
O
1−−0
µ (x)O1
−−
0
ν (y)†
〉
= v
4g2
12
〈
Aµ(x)8Aν(y)8
〉
tl + · · · .
(44)
The poles of the right-hand side are at the mass MA of
the heaviest gauge boson A8µ.
All the remaining states which can be constructed from
the fields expand to trivial scattering states, e.g., gauge-
ball states, and thus do not give rise to stable particles,
see also Table I.
• U(1)-non-singlet states
Let us now focus on states with open U(1) quantum num-
bers. Since the corresponding charge is conserved, the
lightest such state is absolutely stable. The scalar as well
as the vector non-singlet states, O0++1 (x) and O1
−−
1
µ (x),
are defined at the end of Table I. The lattice versions are
given in Equations (10) and (11). Applying the FMS
mechanism and employing a tree-level analysis to the
bound state correlators of both operators yields, after
a cumbersome calculation [14], a ground state mass of
2mA for both quantum number channels. This arises as
in leading order a product of propagators of one of the
massless elementary gauge boson as well as two gauge
bosons with mass mA contribute to this state. We ex-
pect also a higher order excitation with mass 2mA +MA
in both channels. There exists, of course, an anti-particle
of the same mass but opposite U(1) charge for both chan-
nels as well.
• Summary
The prediction for the physical (gauge-invariant) spec-
trum obtained from leading-order gauge-invariant per-
turbation as well as the gauge-variant spectrum from
standard perturbation theory are summarized in Table
II.
B. Comparison between the spectra
We focus again on the lattice parameter set β =
6.85535, κ = 0.456074, and λ = 2.3416 for our inves-
tigations.
From the findings of the previous subsection and the
predictions of the gauge-invariant physical spectrum, we
are able to check the predictions of gauge-invariant per-
turbation theory utilizing the FMS mechanism explicitly.
In the 0++0 channel we found one stable state with a
mass of am0++0 = 0.68(2) which is the one that we expect
to find from the Schwinger function of the renormalized
scalar propagator. While consistent, the results are still
too strongly affected by statistical errors to provide an
unambiguous conclusion. The remaining states in this
18














̀ ()
̀ ( + 	)

	/

 		

Ԃ
ԂԂ
ԂԂ
ԂԂ
Ԃ
      	 
 


	







 ()
 ( + )

--
--
Figure 13. Left: Effective masses of the singlet vector channel obtained from the gauge-variant propagator and from a
variational analysis of gauge-invariant operators as a function of the inverse lattice size. The discrepancy of the infinite volume
extrapolated values is discussed in the main text. Right: Ratio of the heaviest vector boson mass MA and the ground state
mass in the 1−−0 channel, m1−−0 , as a function of the lattice mass am1−−0 . The points are obtained from simulations at points
in the phase diagram in the HLR, see Table III. The dashed line is the GIPT prediction.
Table II. Left: Gauge-variant spectrum of an SU(3) gauge
theory with a single scalar field in the fundamental represen-
tation. We set the direction n of the vev to ni = δi,3. Right:
Prediction of the gauge-invariant (physical) spectrum of the
theory using leading-order gauge-invariant perturbation the-
ory. Here mh denotes the mass of the elementary Higgs field,
MA is the mass of the heaviest elementary gauge boson and
mA the mass of the degenerated lighter massive gauge bosons.
We assign a custodial U(1) charge of 1/3 to the scalar field
φ. The column ’N.l. state’ (next-level state) lists the masses
of possible additional bound states or resonances. Whether
these states are indeed bound states or resonances or only
nontrivial scattering states can not be decided here. Trivial
scattering states are ignored.
elementary spectrum gauge-invariant spectrum
JP Field Mass Deg. U(1) Op. Mass N.-l. state Deg.
0+ h mh 1 0 O0
++
0 mh - 1
±1 O0++±1 2mA 2mA +MA 1/1¯
1− A1,2,3µ 0 3 0 O
1−−0
µ MA - 1
A4,...,7µ mA 4 ±1 O
1−−±1
µ 2mA 2mA +MA 1/1¯
A8µ MA 1
channel are high up in the spectrum and consistent with
trivial scattering states.
In the 1−−0 channel we extracted a ground state lattice
mass of am1−−0 = 0.39(1). The mass extracted from the
heaviest gauge boson is aMA = 0.36(1). The volume
dependence of these masses is shown on the left-hand side
of Figure 13. They are already in pretty good agreement.
However, at leading order, those masses should be
equal, but there remains a bit more than a 1σ discrep-
ancy between them. There are several explanations for
that: First, the prediction relies on the smallness of the
Higgs fluctuations and on the applicability of standard
perturbation theory. Higher-order effects or genuine non-
perturbative effects could explain this deviation.
Another possibility is that this discrepancy of the
masses could stem from finite volume and discretization
effects. We observe that the larger the mass of the light-
est state is4, i.e., the larger the lattice spacing a is and
thus the larger the physical volume is, the better is the
agreement with the vector boson mass, see right-hand
side of Figure 13 and [17].
Lastly, also the infinite volume extrapolation we used,
see Table VI, does not take into account that the broken
sector of the theory still interacts weakly with the un-
broken sector, i.e., the sector of massless particles. The
extrapolation we used does not take this into account
and more sophisticated fitting procedures could change
the results slightly.
In view of these additional systematic uncertainties,
the results is already quite well in agreement with the
prediction.
At the same time, the right-hand side of Figure 13
shows that the result is not a coincidence, and that the
agreement is generic. It contains all our results in the
HLR, see Table III. In this plot the dimensionless ra-
tio of the vector boson mass MA to the singlet vector
massm1−−0 as a function of the lattice singlet vector mass
am1−−0
is shown. The dashed line at MA/m1−−0 = 1 re-
flects agreement with the prediction in the vector chan-
nel. All in all, good agreement to the GIPT prediction
is found, in particular for larger physical volumes, corre-
4 Which is the singlet vector state mass in our case.
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sponding due to the fixed lattice volumes to larger lattice
masses of the singlet vector state and thus larger a.
The open U(1) quantum number channels, i.e., the 0++±1
and 1−−±1 channels, still suffer from low statistics. The ex-
tracted ground state of the vector state would be consis-
tent with both, the ground state, 2amA = 0.64(2), and
the predicted next-level state, amA + aMA = 1.00(3)
since am1−−±1 ≈ 0.8(2). The scalar state has a mass of
am0++±1
≈ 2.0(1) and is relatively high up in the spectrum.
Thus, we neither can confirm nor disprove the FMS pre-
diction in these channels firmly, even though the results
are consistent.
Nevertheless, the mass for the vector is already signifi-
cantly smaller than one would naively expect from a sim-
ple constituent model or from ordinary perturbation the-
ory. These would place the mass at at least 3mh ≈ 2.0(1).
This is especially important, as the lightest such particle
is stable and in a realistic theory could serve as a dark
matter candidate.
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Figure 14. Physical (gauge-invariant) spectrum of the theory
(blue boxes) compared to the predictions from the FMS mech-
anism to leading order (red boxes) for the lattice parameter
set β = 6.85535, κ = 0.456074, λ = 2.3416.
Summarizing, in Figure 14 we show the physical spec-
trum of the theory for different quantum number chan-
nels and compare it to the predictions from GIPT. The
filled, blue boxes correspond to the ground states, the
empty, blue boxes are the elastic thresholds for the scalar
and vector singlet channels as discussed above, and the
dashed, blue lines are the approximate ground state
masses of the 0++±1 , 0−+0 , and 2++0 . The red boxes are
the predictions of leading-order gauge-invariant pertur-
bation theory for the ground states. The overall agree-
ment shows that the spectrum is, even at leading order,
well predicted.
VI. SUMMARY AND CONCLUSIONS
Summarizing, we have presented a detailed study of
the spectroscopy of an SU(3) gauge theory with a funda-
mental scalar, a toy model for grand-unified theories.
To this end, we determined the spectrum using leading-
order standard perturbation theory, leading-order gauge-
invariant perturbation theory utilizing the FMS mecha-
nism [11], and in a full non-perturbative lattice investi-
gation. As in the general case [14] the predictions form
standard perturbation theory and gauge-invariant per-
turbation theory disagree qualitatively. As was already
seen in the exploratory study [17], it is found that the
predictions of gauge-invariant perturbation theory de-
scribe the spectrum obtained from the lattice not only
qualitatively, but within some 10% quantitatively, wher-
ever the lattice results were statistically sufficiently sig-
nificant. Given the remaining systematic uncertainties
from the lattice and the fact that the analytical com-
putations were done at leading order, this is quite an
impressive agreement. In particular, this worked even in
cases where the lowest order in the analytical calculation
vanished surprisingly good.
At the same time the results of standard perturbation
theory are even qualitatively off, especially the theory
shows strong evidence for a mass gap of the order the
GUT scale. This included also the pure gauge sector,
which could be argued to have light gaugeballs in stan-
dard approaches [35, 45].
This strongly suggest that only gauge-invariant pertur-
bation theory is adequate in describing the theory, and
its dynamics, analytically. This is in agreement with all
other comparative studies, see [11] for a review of those.
However, this work is the first systematic study over a
range of parameters and in several channels simultane-
ously for a theory which was expected to show qualitative
disagreement to standard methods.
This strongly suggest that the physics picture behind
the FMS mechanism is the correct one to describe theo-
ries with a BEH effect. Moreover, this implies that gauge-
invariant perturbation theory is the analytical toolkit to
work with for these theories, and that BSM predictions
should be performed using it. Of course, as always, this is
evidence, and further investigations will be necessary for
a firm establishing of these conclusions. But given the
additional effort need for gauge-invariant perturbation
theory in comparison to standard perturbation theory,
there is little reason not to use it to make BSM predic-
tions.
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Appendix A: Lattice parameter sets and fit tables
In this appendix, we collect all the parameter sets of
the phase diagram points were we performed simulations
for different lattice sizes in order to obtain data for spec-
troscopy and for propagators of gauge-variant fields. Ad-
ditionally, we list the fit parameters which we obtained
and which are used in the figures shown in Section III B
and V .
1. Lattice parameters sets and some observables
Here, we provide the numerical values for the ground
state energy levels in the vector singlet channel in lat-
tice units am1−−0 , the masses of the 4 degenerate gauge
bosons mA and the heaviest gauge boson mass aMA also
in lattice units, the average plaquette defined for gauge
group SU(3) as
UP =
1
18 V
∑
x
∑
µ<ν
Re tr
[
Uµν(x)
]
, (A1)
where Uµν(x) is defined in Equation (2), for several values
of the lattice couplings β, κ and λ. We also provide the
expectation values of φ¯2 defined in Equation (35) as well
as for the length of the scalar field |φ| given by
|φ| = 1
V
∑
x
√
φ(x)†φ(x) . (A2)
Only such values are shown for which a BEH effect was
found.
We do not list higher energy levels in this channel as
well as the lattice masses in the scalar singlet channel,
since only for the main simulation point defined in Sec-
tion III B enough statistics was gained. There, the mass
am0++0
was below the elastic threshold and also the higher
levels were not to noisy to draw conclusions. Also, points
have not been included where no BEH effect was found
and/or where the singlet vector mass was above 1 in lat-
tice units.
The errors listed in Table III are obtained by fitting the
lower and upper bounds of the eigenvalues for the gauge-
invariant case and of the propagators in the gauge-variant
case. Subsequently, the method of error propagation is
used. Systematic errors are not included.
2. Tables of fit parameters
In this section we show the fit parameters used in the
figures shown in Section III B and V for the parameter
values β = 6.855350, κ = 0.456074, and λ = 2.341600.
All the errors are obtained as described previously. We
use fit routines provided by Mathematica [46] through-
out.
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Table III. Numerical values of the ground state energy level in the 1−−0 channel, the masses of the gauge-variant vector states
aMA and amA, the plaquette expectation value 〈UP〉, 〈φ¯2〉, and 〈|φ|〉, for various values of β, κ, and λ in the Higgs-like region of
the phase diagram. We also list all the lattice volumes we studied for these values and how many (gauge-fixed) configurations
we used.
β κ λ (V,# configs,# fixed configs) am1−−0 aMA amA 〈UP〉 〈φ¯
2〉 〈|φ|〉
5.798500 0.419035 1.259900 ( 84, 11200 , 112), (124, 19500 , 1170), 0.54(3) 0.48(2) 0.44(1) 0.5832(1) 0.3085(3) 1.6274(3)
(164, 7700 , 462)
6.855350 0.456074 2.341600 ( 84, 320000, 250), (124, 240000, 1000), 0.39(1) 0.36(1) 0.32(1) 0.6674(1) 0.2761(5) 1.39780(7)
(164, 120000, 3000), (204, 190000, 5473)
7.912200 0.493113 3.423300 ( 84, 11200 , 112), (124, 24950 , 1479), 0.39(1) 0.36(1) 0.33(1) 0.7204(1) 0.3291(1) 1.3166(1)
(164, 25000 , 1500)
8.172900 0.490558 6.483650 ( 84, 25000 , 250), (124, 10000 , 250), 0.27(1) 0.23(2) 0.21(2) 0.7291(1) 0.1389(2) 1.1528(1)
(164, 10000 , 250), (204, 10000 , 400)
8.433600 0.488003 9.544000 ( 84, 10000 , 100), (124, 10000 , 1000), 0.19(4) 0.16(2) 0.16(2) 0.7382(1) 0.0683(2) 1.0984(1)
(164, 5775 , 579), (204, 1981 , 261)
9.590550 0.444462 0.411800 ( 84, 100000, 1000), (124, 102000, 3400), 0.82(1) 0.80(1) 0.70(1) 0.7844(1) 2.7405(7) 3.75918(7)
(164, 102000, 3400), (204, 130848, 2802)
9.607400 0.174193 0.030100 ( 84, 11200 , 112), (124, 25000 , 1500), 0.54(2) 0.52(2) 0.45(2) 0.7786(1) 2.802(1) 5.6397(3)
(164, 25000 , 1500), (204, 1543 , 172)
10.05222 0.420352 0.717362 ( 84, 20000 , 200), (124, 100000, 1000), 0.58(1) 0.57(1) 0.48(1) 0.7896(1) 1.3101(1) 2.4002(2)
(164, 42494 , 1000), (204, 9195 , 749)
Table IV. Fit parameters from a double-cosh fit of the eigenvalues, λ(t) = A cosh
(
am
(1)
eff (t−L/2)
)
+B cosh
(
am
(2)
eff (t−L/2)
)
,
obtained from a variational analysis for several lattice volumes V = L4 in the scalar and vector channels. The dash indicates
that only a single-cosh fit has been used.
JPCU1 V Level Fit-range [tmin, tmax] am
(1)
eff am
(2)
eff A B
0++0 84 1st [1, 4] 0.55(1) 1.44(1) 0.1156(3) 0.0031(1)
124 1st [1, 6] 0.65(1) 1.55(1) 0.0180(4) 0.0009(1)
164 1st [1, 6] 0.70(1) 1.45(3) 0.0044(1) 0.000007(2)
204 1st [2, 7] 0.67(3) 1.08(5) 0.0010(1) 0.00003(2)
84 2nd [1, 4] 0.95(4) 1.4(2) 0.0282(2) 0.002(1)
124 2nd [1, 6] 0.80(1) 1.4(2) 0.0045(5) 0.00030(15)
204 2nd [2, 6] 0.90(10) 1.3(1) 0.00013(6) 0.000003(2)
1−−0 84 1st [2, 4] 0.42(1) − 0.337(1) −
124 1st [2, 6] 0.39(1) 1.50(4) 0.159(1) 0.0003(1)
164 1st [2, 8] 0.39(1) 1.5(2) 0.072(1) 0.000003(2)
204 1st [2, 9] 0.39(1) 1.4(1) 0.033(1) 0.0000005(5)
84 2nd [2, 4] 0.99(1) − 0.026(1) −
124 2nd [2, 4] 1.02(2) 1.7(2) 0.018(1) 0.00026(1)
164 2nd [2, 6] 1.01(1) 1.9(2) 0.0010(1) 0.0000003(2)
204 2nd [2, 6] 1.03(2) 1.4(1) 0.0003(1) 0.000002(1)
0++±1 204 1st [1, 3] 2.0(1) − 2.3(1) · 10−9 −
1−−±1 84 1st [2, 6] 0.87(1) 1.65(1) 0.0236(1) 0.0017(1)
124 1st [2, 6] 0.75(5) 1.35(5) 0.0025(1) 0.0005(2)
164 1st [2, 6] 0.67(1) 1.27(2) 0.0007(1) 0.00006(1)
204 1st [2, 6] 0.95(5) 1.60(5) 0.00006(6) 0.00000002(1)
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Table V. Fit parameters from a fit of the perturbatively mass-
less and massive propagators for several lattice volumes V .
The fit functions are defined in Equation (42).
Perturbatively massless (c = 1, 2, 3)
V Z A/V b d2 Λ2 γ amc
84 1 0.445(2) 0.8 0.4 0.18 0.25 0.26(2)
124 1 0.120(4) 0.8 0.4 0.18 0.25 ∼ 10−10
164 1 0.030(3) 0.8 0.4 0.18 0.25 ∼ 10−10
204 1 0.013(1) 0.8 0.4 0.18 0.25 ∼ 10−10
Perturbatively massive (c = 4, 5, 6, 7)
V Z b c γ amc
84 1.33(1) 1.044(1) 1 0.249(1) 0.41(1)
124 1.28(1) 1.013(4) 1 0.199(1) 0.36(1)
164 1.27(1) 1.027(3) 1 0.166(1) 0.34(1)
204 1.26(1) 0.997(1) 1 0.249(1) 0.33(1)
Perturbatively massive (c = 8)
V Z b c γ amc
84 1.33(1) 1.419(4) 1 0.244(2) 0.38(1)
124 1.34(1) 1.449(3) 1 0.249(1) 0.37(1)
164 1.29(4) 1.134(8) 1 0.152(1) 0.36(1)
204 1.25(1) 1.040(4) 1 0.135(1) 0.36(1)
Table VI. Infinite volume extrapolations of the gauge-
invariant singlet scalar (am0++0 ) and vector (am1−−0 ) lattice
masses, as well as the extrapolation of the gauge-variant lat-
tice masses of the gauge-boson propagator Dc
(
p2
)
. In all
those cases the fit function is ameff(V ) = am+ α e−γ V .
State am δ γ
0++0 0.68(2) −0.140(5) 0.00007(5)
1−−0 0.39(1) 0.8701(1) 0.000822(1)
c = 4, 5, 6, 7 0.33(1) 0.106(1) 0.000048(1)
c = 8 0.36(1) 0.248(1) 0.000043(1)
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Table VIIa. Data points used in Figure 1. Parameters on the
left are in the QLR and on the right in the HLR.
β κ λ β κ λ
5.001350 0.582573 5.432500 5.197100 0.409979 0.081700
5.059800 0.512301 5.486200 5.272050 0.699105 7.728100
5.102750 0.207329 2.328300 5.300650 0.772447 9.909500
5.107700 0.274441 3.234200 5.379650 0.744762 6.064800
5.160350 0.171077 8.581500 5.401400 0.887851 9.573700
5.167050 0.620915 8.179000 5.421050 0.686636 6.646600
5.250850 0.204756 3.255700 5.451750 0.686295 7.562000
5.337550 0.168969 6.854000 5.669450 0.741210 3.126300
5.342250 0.443841 7.157200 5.798500 0.419035 1.259900
5.426000 0.315120 1.118300 5.807200 0.565423 1.937700
5.458500 0.324675 5.803900 5.866600 0.735811 4.016500
5.509550 0.172845 9.857800 5.895350 0.972639 8.525100
5.574550 0.570725 9.613500 5.920550 0.940701 9.520400
5.605750 0.201746 5.547600 6.084750 0.552647 0.163700
5.670550 0.127774 8.257900 6.167900 0.572055 2.671000
5.721350 0.169362 3.214100 6.360750 0.621580 1.835700
5.755400 0.331019 2.264100 6.486150 0.538411 5.369000
5.790750 0.405788 2.250800 6.380150 0.677711 7.140400
5.793600 0.153236 4.163900 6.497800 0.966706 8.734100
6.008900 0.351835 1.344400 6.533800 0.638196 8.017500
6.068550 0.280759 8.057500 6.553100 0.504496 3.610100
6.167150 0.180624 4.885100 6.615000 0.705641 9.185900
6.207200 0.262217 2.780300 6.713150 0.469278 2.234300
6.215350 0.409988 7.701600 6.726000 0.763173 0.284600
6.273150 0.190975 2.091600 6.812250 0.820240 7.319600
6.372100 0.437174 5.576000 6.855350 0.456074 2.341600
6.472300 0.459049 5.750400 6.869350 0.553558 1.101700
6.487400 0.344371 6.804900 6.926950 0.960870 7.011400
6.545900 0.301934 2.308100 7.012700 0.619996 2.964100
6.605300 0.289701 4.131000 7.023000 0.842342 5.491900
6.628550 0.414380 8.934200 7.031000 0.600326 2.198400
6.931900 0.349044 6.758700 7.043650 0.845501 1.041900
6.970950 0.296308 4.862800 7.105250 0.615691 2.320600
6.977200 0.487910 9.244100 7.105850 0.596599 7.122900
7.173700 0.451051 4.375700 7.117050 0.817956 0.342010
7.234100 0.232861 7.159300 7.148850 0.523361 2.828200
7.268050 0.247745 9.878900 7.174550 0.588776 1.782800
7.305150 0.323949 8.068000 7.204800 0.683967 1.665400
7.339400 0.358870 8.085100 7.208950 0.960266 5.082000
7.346350 0.411554 4.349400 7.360400 0.736564 1.736900
7.418900 0.920576 1.052100 7.374350 0.845641 9.252600
7.432050 0.391114 8.650700 7.437300 0.697871 2.504100
7.483150 0.226824 3.598700 7.441350 0.661384 6.554300
7.506900 0.189312 8.790900 7.564250 0.584331 6.390000
7.510100 0.384604 2.640300 7.672450 0.628484 3.437600
7.568650 0.469619 7.639800 7.735250 0.984959 0.237900
7.678250 0.271300 5.989000 7.766750 0.692516 3.139500
7.762950 0.321140 4.994100 7.808100 0.960520 7.907700
7.796300 0.329934 9.307400 7.858100 0.736625 3.223500
7.813900 0.207180 3.728300 7.866600 0.645056 9.138700
7.899400 0.322706 1.125500 7.901600 0.813695 7.029700
8.005100 0.422098 3.445900 7.912200 0.493113 3.423300
8.068750 0.203724 9.813100 7.950100 0.875409 4.801300
8.087350 0.209009 6.371400 7.987850 0.551466 2.057400
Table VIIb. Continuation of Table VIIa. Parameters on the
left are in the QLR and on the right in the HLR.
β κ λ β κ λ
8.353950 0.407782 7.748300 8.012300 0.673406 5.704600
8.436150 0.182435 3.852300 8.113800 0.698703 9.904300
8.472200 0.267625 3.397300 8.160300 0.964134 2.041000
8.582100 0.429369 4.599900 8.172900 0.490558 6.483650
8.593950 0.146744 4.287900 8.220800 0.760451 7.768400
8.602650 0.230192 2.043700 8.285350 0.875041 0.405600
8.623950 0.172898 1.173800 8.293750 0.803808 9.327600
8.743200 0.147487 5.834700 8.320100 0.996596 9.316800
8.744950 0.338999 7.049800 8.352050 0.827021 9.685900
8.916800 0.279954 8.572500 8.433600 0.488003 9.544000
8.926350 0.136314 0.164600 8.435450 0.911922 4.289900
8.938250 0.250790 1.945800 8.444900 0.778887 4.404500
9.134200 0.177666 5.825000 9.022300 0.911371 9.650900
9.245700 0.250974 7.596700 9.023450 0.951263 1.072200
9.342200 0.154872 4.764900 9.070300 0.553505 4.155700
9.448100 0.189995 1.870400 9.077950 0.805575 9.828100
9.576000 0.375749 8.755900 9.101500 0.565895 8.109800
9.580600 0.176039 8.591700 9.126750 0.731445 6.487600
9.641300 0.295739 9.858000 9.446000 0.705353 2.410400
9.751650 0.341738 8.630300 9.188600 0.842640 6.243700
9.817400 0.225222 0.721100 9.221400 0.743818 6.391400
9.882900 0.176520 3.603400 9.235300 0.443518 0.315800
9.897950 0.322277 2.636400 9.236950 0.720000 8.094800
8.477500 0.688544 6.273400
9.269100 0.501241 3.053700
9.317000 0.470739 0.950400
8.486750 0.788898 7.609300
9.360650 0.592932 6.956300
9.360900 0.686409 1.289500
9.386500 0.984136 1.510600
8.523750 0.658269 3.503700
9.451700 0.892261 5.746600
9.466250 0.776157 2.063100
9.495750 0.901869 2.136300
9.498000 0.827010 4.656400
9.511350 0.713814 6.990200
8.532100 0.738112 8.422200
8.543450 0.497295 8.338300
9.590550 0.444462 0.411800
9.607400 0.174196 0.030100
8.609250 0.984941 0.645700
9.652350 0.483514 5.815200
9.724100 0.838204 1.513900
8.686450 0.826199 0.206800
8.779400 0.717174 4.457700
9.868400 0.726492 1.530000
8.948050 0.835929 6.733200
9.891100 0.993516 8.291200
8.984150 0.722012 2.819000
9.901600 0.879329 5.160900
9.935000 0.754458 7.992600
9.948950 0.833908 6.667000
9.992500 0.847794 4.726900
10.05222 0.420352 0.717362
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