Abstract-Recent years have seen increasing efforts to improve the input/output performance of multilevel flash memory. In this regard, we propose a coding scheme for two-page unrestrictedrate parallel random input-output (P-RIO) code, which enables different code rates to be used for each page of multilevel memory. On the second page, the set of cell-state vectors for each message consists of two complementary vectors with length n. There are a total of 2 n−1 sets that are disjoint to guarantee that they are uniquely decodable for 2 n−1 messages. On the first page, the set of cell-state vectors for each message consists of all weight-u vectors with their non-zero elements restricted to the same (2u − 1) positions, where the non-negative integer u is less than or equal to half of the code length. Finding cell-state vector sets such that they are disjoint on the first page is equivalent to the construction of constant-weight codes, and the number of disjoint sets is the best-known number of code words in the constant-weight codes. Our coding scheme is constructive, and the code length is arbitrary. The sum rates of our proposed codes are higher than those of previous work.
I. INTRODUCTION
Flash memory is the prevalent type of non-volatile memory (NVM) in use today and is intended for SSD and mobile applications. Flash memory comprises blocks of cells, which can have either binary values or multiple levels. Multilevel flash memory can store multiple bits in a cell. Conventionally, multilevel flash memory requires more than a single read threshold, on average, to read a single logical page.
Attempts to increase the input/output (I/O) performance of multilevel flash memory led to the proposal of a random inputoutput (RIO) code [1] . This code is a coding scheme that permits q − 1 pages to be written in q levels and enables one page of data to be read from multi-level flash memory by using only one single read threshold. One-to-one correspondence between RIO codes [1] and the well-studied WOM codes [2] , [3] was shown. However, in WOM codes, the encoder sets the cell state values based on the current memory state and the received message on each write request; thus, the messages are stored sequentially and are not all known in advance during the encoding process. Moreover, it is difficult to use different code rates for each writing operation in WOM codes.
RIO codes allow all the messages of each level to be known in advance, thereby obviating the need to store messages sequentially, and making it possible to control different code rates for each level. Therefore, a parallel RIO (P-RIO) code [4] was proposed to enable each level to be encoded in parallel while reading one page of data using a single read threshold. The sum-rates achieved for the P-RIO codes were higher [4] than those of RIO codes [1] . In [4] , only fixed-rate P-RIO code, i.e., code for which the rates of all the pages are the same, was considered. The complexity of the research algorithm in [4] is increasing exponentially and caused the search space to quickly become memory and computationally intensive as the code length increased.
In this paper, we propose a coding scheme for two-page unrestricted-rate P-RIO code that allows each page to have different code rates. On the second page, the set of cellstate vectors for each message consists of two complementary vectors with length n. There are a total of 2 n−1 sets that are disjoint to guarantee that they are uniquely-decodable for 2 n−1 messages. On the first page, the set of cell-state vectors for each message consists of all weight-u vectors with their non-zero elements restricted to the same (2u − 1) positions, where the non-negative integer u is less than or equal to half of the code length. Finding disjoint sets on the first page is equivalent to the construction of constant-weight codes [5] , and the number of disjoint sets is the best-known number of code words in constant-weight codes. Our coding scheme is constructive, and the code length is arbitrary. The sum rates of our proposed codes are higher than those of conventional fixed-rate P-RIO codes in [4] .
II. PRELIMINARY

A. Unrestricted-Rate P-RIO Code
Assume that, in flash memory, the cells have q levels and all cells are in level zero initially. It is only possible to increase the level of each cell. We denote by
n is termed a cell state vector.
P-RIO code is a coding scheme that enables each page (level) to be encoded in parallel while reading one page of data using a single read threshold. Flash memory comprising q levels contains (q − 1) pages. Let M i , i = 1, 2, . . . q − 1, be the number of messages for the ith page.
We expand the definition of P-RIO codes in [4] 
. . , M q−1 )-P-RIO code is a code with an encoding scheme comprising n cells with q levels and is defined by encoding map 
2 The sum rate of (n;
Note that the code rates of each page in
In [4] , only P-RIO codes with the same code rate for each page are considered. The decoding maps
first read one page of data using a single read threshold, and then decode the data to the corresponding message. Let r be a threshold level between pages r − 1 and r, r = 1, 2, . . . , q − 1, referred to as the rth threshold. The data obtained when reading the rth threshold from the cell state
n , where
Vector d r (x) provides the message of the (q − r)th level.
Next, we consider q = 3 flash memory, i.e., each cell contains two pages.
Let a = (a 0 , a 1 , . . . , a Given two sets A, B ⊂ {0, 1} n , if there exists at least one vector a ∈ A and at least one vector b ∈ B such that a ≤ b, we say that set A is included in set B, denoted by A ≤ B.
The following theorem is given in [4] with
-RIO code exists if and only if two sets
2 From Theorem 1, we have that set A is the code of the first page and subset A i is the constituent code for the ith message. Similarly, B is the code of the second page and subset B j is the constituent code for the jth message. The first condition in Theorem 1 guarantees that the messages of each page are uniquely decodable. The second condition guarantees that one page of data can be read by using a single read threshold.
Example 1: Table I provides an example of (3;5,4) P-RIO code. The columns correspond to the symbol value of the first page. The sets of the code are A = {{000}, {001}, {010}, {100}, {011, 110, 101}} corresponding to messages 0 − 4 of the first page.
The rows correspond to the symbol value of the second page. The sets of codes are B = {{000, 111}, {001, 110}, {010, 101}, {100, 011}} corresponding to messages 0 − 3 of the second page. The code rates of the two sets are 0.773 and 0.667, respectively. The sum rate is R sum = 1.44. When the message of the first page is 1, the message of the second page is 2, and, based on Table I , we have that the cell state is 102.
The threshold levels between level 0 and 1 and level 1 and 2 are 1 and 2, respectively. d 1 (102) = 101, d 2 (102) = 001. Since 101 ∈ B 2 , 001 ∈ A 1 ; thus, the messages of the first and second pages are 1 and 2, respectively. 2
In this section, we provide the construction of the (n; M 1 , M 2 )-P-RIO code.
A. Construction of B
Let binary n-vector
where 1 n is an all-1 n-vector and notation ⊕ represents the modulo-2 sum of two binary vectors. Obviously,
Note that there always exists one vector in B j such that its weight is greater than or equal to n 2 , where p is the smallest integer greater than or equal to p.
B. Construction of A
In this section, for a given 0 ≤ u ≤ n 2 , we show that a constant-weight set, consisting of all weight-u vectors with their non-zero elements restricted to (2u − 1) indexes, 2017 2 Let sequence Π = (π 0 , π 1 , . . . , π n−1 ) be a permutation of the integers 0 to n − 1. We denote a permutation on A u,n as
where a Π = (a π0 , a π1 , . . . , a πn−1 , ). Similar to Lemma 1, we have the following lemma. (4) give disjoint sets. In practice, finding these permutations is not easy. Fortunately, we can find a solution in the related research field on constantweight codes [5] .
A constant-weight code is an error-detection and correction code in which all code words share the same Hamming weight. We found that in a constant-weight code with code length n, minimum Hamming distance 2u, and weight m = 2u − 1, the non-zero positions of codewords are all the indexes of the non-zero elements in set A (u,n) Π . Let M (u,n) be the number of constant-weight codewords, which give M (u,n) permutation patterns and thus provide {A
The number of permutation patterns M (u,n) satisfying (4) are given in Table II for n ≤ 15 [5] - [7] . Note that Tables III and IV ---5  5  2  1  ----6  6  4  1  ----7  7  7  1  1  ---8  8  8  2  1  ---9  9  12  3  1  1  --10  10  13  6  1  1  --11  11  17  11  2  1  1  -12  12  20  12  3  1  1  -13  13  26  18  4  1  1  1  14  14  28  28  8  2  1  1  15  15  35  42  15  3  1  1 Moreover, for two distinct u and u , it follows that A
= Ø since the weights in these two sets are distinct. Let
We have the main result of this work. Theorem 2: Sets A in (5) and B in (1) form an
where
Let us look more closely at A (u=
In the case of odd n, there does not exist any all-zero column in A When n is an even number, there exists one index in A
consisting of all-zero elements, and thus n possible permutation patterns produce n possible sets, A to Lemma 3, the corresponding n possible sets, A
s, are joint with respect to each other. As a result, we choose one, e.g., A
s, in our proposed code in Theorem 2, and thus M ( n 2 ,n) = 1. Contrary to the case where n is an odd number, we observe that A n) consists of only the weightn 2 vectors with the rightmost bit being 0. This observation motivated us to improve our proposed codes in Theorem 2 by adding a supplemental set to A.
Specifically, given an even n, letĀ
Theorem 3: For a given even n, sets A and B in (1) form an (n; M 1 , M 2 = 2 n−1 ) P-RIO code,
Proof: We first show that A sup ≤ B and partition B into two parts B 
C. Code Rate of Two-Write Unrestricted-Rate P-RIO-Code
Based on M (u,n) in Table II , we provide the sum rate R sum of the (n; M 1 , M 2 ) P-RIO codes in Table V , compared with that of M 1 = n + 1,M 2 = 2 n−1 /n two-write WOM codes [3] , and (n; M, M ) fixed-rate P-RIO code [4] .
Although the number of messages in the second write(page) in the n + 1, 2 n−1 /n-WOM codes is as same as that of our codes, in the first write(page), the number of messages in the WOM codes (second column in Table V) is smaller than that of our codes (fifth column in Table V) . The results in the Table V also indicate that the sum rates of our P-RIO codes are higher than those of the fixed P-RIO codes given in [4] when n = 3, 4, 5, 6. The previous study [4] did not obtain any data for n > 6 because the construction complexity becomes very high. 
