A time signal prediction algorithm based on Relative Neighborhood Graph (RNG) localized FIR filters is defined. The RNG connects two nodes, of input space dimension D, if their lune does not contain any other node:. The FIR filters associated with the nodes, are used for local approximation of the training vectors belonging to the lunes formed by the nodes. The predictor training is carried out by iteration through 3 stages: Initialization of the RNG of the training signal by vector quantization, LS estimation of the FIR filters localized in the input space by RNG nodes and adaptation of the RNG nodes by equalizing the LS approximation error among the lunes formed by the nodes of the RNG. The training properties of the predictor is exemplified on a burst signal and characterized by the normalized mean sqpare error (NMSE) and the mean valence of the RNG nodes through the adaptation.
Introduction.
A time signal predictor based on the Relative Neighborhoodl Graph (RNG), [l] used for localizing finite impulse response (FIR) filters in the input space of dimension D of a training signal, is proposed. The predictor is trained during 3 stages:
Stage 11: Initialize the RNG which quantize the input space of the training signal.
Stage 2: For fixed RNG, estimate the localized FIR filters, associated the nodes of the RNG. valences 1 , 2 and 1 and the Euclidean distance measure, is exemplified in Fig. 1 . Here x, belongs to the lune of node 1 and 2 and xi to the lune of node 2 and 3, furthermore xi belongs to the intersection of the two lunes. The x k does not belong to any lune.
3. Training Algorithm. (5) The basis of W estimation, is the association of each training vector to the nodes of the RNG. Let the association matrix
where a: = ( u~,~, . . . , u R ,~) and U;,, is the fraction of times the RNG node i takes part in forming lunes to which x, belongs. From this the Depending on how the input signal to the local filters are generated, 2 different local filters W and V can be defined:
In the first filter, x , is projected directly on the local filters W, which leads to the predictor: The matrices of Eq. 13 are found as follows:
which is the correlation matrix between the augmented input signal z,-l, weighted by the fraction of times RNG node i and j takes part in forming lunes to which zn -1 belongs.
n=l which is the correlation vector between 2, being predicted, and the input signal z,-1 weighted by the fraction of times, the RNG node i takes part i forming the lunes to which z,-1 belongs.
Using Eq. estimator of V becomes:
13 in the case of a fixed RNG, the LS- 
Investigation of the training
The RNG training is carried out using the predictor (7) in the caBe of a burst signal generated from the Subba Rao model, algorithm properties. 
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