Introduction
Discretization is a procedure to get difference equations with some parameters from given differential equations. The difference equations change to the differential equations with limits of the parameters. This procedure is often used when one computes differential equations numerically.
Ultradiscretization [1] is a limiting procedure transforming given difference equations into other difference equations which consist of addition, subtraction and maximum including cellular automata. In this procedure, a dependent variable u n in a given equation is replaced by
where ε is a positive parameter. Then, we apply ε log to both sides of (1) and take the limit ε → +0. Using identity lim ε→+0 ε log (e U/ε + e V /ε ) = max (U, V ) and exponential laws, we find that multiplication, division and addition for the original variables are replaced by addition, subtraction and maximum for the new ones, respectively. In this way, the original difference equation is approximated by a piecewise linear equation. Properties of solutions for the difference and the ultradiscrete equations might be different from those of solutions for the differential equations. If discretization and ultradiscretization are pursued nicely, some properties of solutions for differential equations are preserved. Indeed, such difference and ultradiscrete equations obtained from differential equations are studied in the case of integrable equations such as soliton equations. They preserve the essential properties of the original soliton equations, such as the structure of exact solutions [2, 3] . There are few cases that discretization and ultradiscretization whose solutions inherit similar properties of solutions for differential equations which are not integrable. The aim of this study is to get discretization and ultradiscretization of non-integrable equations and to elucidate correspondences between differential equations, difference equations and ultradiscrete equations. In this paper, a systematic procedure to construct systems of difference equations and cellular automaton models is given.
Gray-Scott model [4] is a variant of the autocatalytic model. Basically it considers the reactions U + 2V → 3V,
in an open flow reactor where U is continuously supplied, and the product P removed.
A mathematical model of the reactions bellow is the following system of partial differential equations:
where u := u(t, x), v := v(t, x), t ≥ 0, x ∈ R d and D v , a and b are positive constants. ∆ is d-dimensional Laplacian. The solutions of this system represent spatial patterns. Changing not only an initial condition but also parameters, various patterns are observed [5, 6, 7] .
Considering (2) with a spatially uniform initial condition, we get
Solving simultaneous equations, we get equilibrium points of (3) as follow:
P c,+ and P c,− emerge when a − 4b 2 ≥ 0 is held. P c,0 is asymptotically stable. P c,− is unstable. P c,+ is asymptotically stable if the following inequality
is held. In numerical computation of (2), we have to discretize it and consider a system of partial difference equations. A naive discretization would be to replace t-differentials with forward differences and Laplacians with central differences such that (2) turns into
where u(n, j)(=: u
for positive constants δ and ξ, and where e k ∈ Z d is a unit vector whose kth component is 1 and whose other components are 0.
Considering (5) with a spatial uniform initial condition, we get a system of difference equations. We get similar equilibrium points of (3) but the stability of the equilibrium point (1, 0) is different. If the parameter δ is sufficiently large, (1, 0) is unstable. This case is different from the case of (2).
Since there are subtractions in (5), we cannot ultradiscretize (5). Indeed, following limit lim
does not always exist. We can transform (5) without subtractions and ultradiscretize the equations, but the obtained equations are not evolution equations. This situation is inconvenient to investigate if solutions represent spatial patterns.
In this article, we propose discretization of (2) which can be ultradiscretized and investigate solutions of discretization and ultradiscretization of (2). Solutions of the discretization and ultradiscretization give various patterns by changing the parameters in the equations.
In Section 2, we present a system of partial difference equations whose continuous limit equals (2), and consider the solutions of the discretization. In Section 3, we present the ultradiscretization of the system of partial difference equations treated in Section 2 and consider the solutions of the ultradiscretization. Finally concluding remarks are given in Section 4.
Discrete Gray-Scott model
In this section, we discretize (2) and investigate solutions.
Discretization of Gray-Scott model
Since it is more convenient to consider the ultradiscretization, we take the scaling w := v + 1 which changes (2) to
First we consider the discretization of following system of ordinary differential equations:
We consider the following system of difference equations:
where n ∈ Z ≥0 , δ > 0. The method of discretization is same to that used in [8, 9] If there exists smooth functions u(t), w(t) (t ≥ 0) that satisfy u(δn) = u n , w(δn) = w n , we find
Taking the limit δ → +0, we obtain the system of differential equations (7). Thus, (8) can be regarded as a discretization of (7). Using (7), we can construct a system of partial difference equations:
where n ∈ Z ≥0 , j ∈ Z d and
Since (9) is equivalent to
where ξ := √ 2dδ/p, if there exists smooth functions u(t, x), w(t, x) (t ≥ 0, x ∈ R d ) that satisfy u(δn, ξ j) = u j n and w(δn, ξ j) = w j n , we obtain (6) where
2 with the limit δ → 0. Solving simultaneous equations, we get equilibrium points of (8): 
is held. The coefficient of δ 0 in left hand side is same to the left hand side of (4). These equilibrium points are same as those of continuous case (3) regardless of the value of δ. If one plots the solutions of (9) with a periodic boundary condition, following patterns are observed. The horizontal axis is for space variable j. The vertical axis is for time variable n. The height means the value of w j n . In Figure 1 , a peak split into two peaks and two peaks move opposite side. We took a periodic boundary condition so that it is observed that two peaks pass each other. In Figure 2 , a similar situation of Figure 1 is observed. Between two peaks, values of (u, w) converge to the stable equilibrium point P d,− . Moreover, two peaks vanish, when they collide. In Figure 3 and 4, a peak split into a two peaks several times and a selfreplicating pattern is observed. In Figure 5 and Figure 6 , two types of steady state is observed. In Figure 7 , values of (u, w) converge to the stable equilibrium point P d,0 . 
Solutions for the discrete Gray-Scott model

Ultradiscrete Gray-Scott model
In this section, we ultradiscretize (9) and investigate the solutions. Let
and take the limit ε → 0, then we have
where
Taking a limit D → ∞ and assuming W j n ≥ 0, then we get
(11) Let d = 1 and initial data of (11) −U j 0 ∈ {0, 1}, W j 0 ∈ {0, 1}. Taking some conditions to parameters A and B, the solution of (11) becomes to a cellular automaton. There are several types of conditions for A and B as follow:
Type I: The rule for A ≤ −1, B = 1:
In this case, moving pulses are observed. If two pulses collide, each pulse is disappeared. {0, 1, . . . , L}, the solution of (11) becomes to a cellular automaton whose dependent variable can have L + 1 values. The more L is large, the more the number of rule for evolution increases. In this case, the spatial pattern is also classified five types as follow:
In the case of type II, taking L = 2 and p = q = 1, a following Sierpinski gasket with shadow can be seen. Values of W j n is represent as follow: 0 (white), 1 (gray) and 2 (black). Moreover, taking p = 2, q = 1, we can see the following patterns. Now, let d = 2. We also take similar condition to the initial condition of (11) in the case of d = 1:W j 0 ∈ {0, 1}, −U j 0 ∈ {0, 1}. We can separate spatial patterns to five types as similar to the case of d = 1. If A ≤ −1, B = 1 then the rule of the evolution is as follow:
In this case, the following pattern is observed. Values of W j n is represent as follow: 0 (white) and 1 (black).
If 0 ≤ A ≤ 1, B = 1, the rule of evolution is as follow: In this case, we can see the following patterns:
n = 8 n = 9 n = 10 n = 11 
Concluding remarks
In this article we proposed and investigated discrete and ultradiscrete GrayScott model, which is a two component reaction diffusion system. We found that solutions of each equation reveal various spatial patterns. Moreover, there are solutions of the discrete equation and the ultradiscrete equation which correspond to each other. Indeed, the parameters (a, b) with which the spatial pattern Figure 3 is observed correspond to the parameters (A, B) with which the spatial pattern Figure 11 or Figure 13 . The ultradiscrete Gray-Scott model has a solution which is an elementary cellular automaton and which reveals Sierpinski gasket. This is answer of the question "What is the correspondence between cellular automata and continuous systems?" in [10] . Discrete equations and ultradiscrete equations whose solutions inherit properties of differential equations are studied in case of integrable equations. We expect that more discretizations and ultradiscretizations which inherit properties of differential equations are studied and the various phenomena are made clear.
