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EXTENDED ABSTRACT 
Introduction 
This paper considers the problem of re- 
ducing the dimension of a model for an un- 
certain system whilst bounding the result- 
ing error. Model reduction methods with 
guaranteed upper error bounds have previ- 
ously been established for uncertain systems 
described by a state-space type realization 
Linear Fkactional Transformation (LFT) of 
a constant realization matrix over a struc- 
tured uncertainty operator. In contrast to 
traditional 1-D model reduction where upper 
bounds on reduction are matched with com- 
parable lower bounds, in the uncertain sys- 
tem problem there have previously been no 
lower bounds established. The computation 
of both upper and lower bounds is discussed 
in this paper, including a discussion of the use 
of Mankel-like matrices. These model reduc- 
tion methods and error bound computations 
are then discussed in the context of kernel 
representations of behavioral uncertain s y s  
tems. Due to space constraints only an ex- 
tended abstract is given here; to obtain the full 
paper see http://avalon.calte&.edu/cds/cgi- 
bin/reports.cgi, or contact the first author. 
(PI, 121, [31, PI, [51, 161); specifically, by a 
Summary of the Paper 
We begin the paper with a brief review of 
the LFT modelling framework commonly used 
to represent uncertain systems, followed by a 
short discussion of existing model reduction 
results for uncertain systems. In particular, 
we consider the LFT paradigm shown in Fig- 
ure 1, where A represents uncertainty, or a 
dynamic element, and 
A B  
M ’ [ C  D ]  
is a realization of the input-output mapping 
A M = D + CA(I - AA)-lB; 
we assume throughout that the inverse is well- 
defined. I€ we let A represent repeated copies 
of the integral or shift operator (e.g., 1/s) then 
we recover the transfer function (l/s) -~r M = 
D+C(sI -A) - lB  and a standard statespace 
realization with state 2, input U and output y. 
By simply allowing the A block to represent 
more general system operators, LFT systems 
provide a convenient framework for adding un- 
certainty in which essentially all of the major 
state space results can then be generalized (see 
[7] and the references therein). 
We assume A lies in a prescribed set, 
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A = { diag [&Inl , .  . . , dpIn,] : Si E L(12)) - 
(1) . ,  
We often consider A which lie in a unity norm- 
bounded subset of A, denoted by BA. Note 
that S; E L(l2) allows time-varying operators 
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Figure 1: Uncertain System 
on 12, 
more, 
which are not commutative. Further- 
it is typically assumed that M is an 
LTI system, but it is equivalent and simpler 
to assume that M is a constant and include 
the shift or integral operator as one of the 6i. 
This then gives us a state-space realization for 
uncertain systems which is analogous to  stan- 
dard or l-D realizations. 
In [2] and [3] it is shown that a gen- 
eral version of similarity transformations, 
system Lyapunov equations, and controlla- 
bility and observability Gramians in bal- 
anced truncation model reduction and in 
terms of quantifying system minimality hold 
for uncertain systems modelled using the 
LFT framework. Namely, given a realiza- 
tion (A,M) and any e 2 0, a lower or- 
der realization (A,,M,) exists such that 
and only if there exist block diagonal struc- 
tured solutions, X 2 0 and Y 2 0, to the 
system Lyapunov inequalities: 
S U P A ~ B ~  Il(A * M) - (A, * Mrlliz+iz - < € i f  
(2) 
AYA* - Y  + BB* 5 0 
A*XA - X + C*C 5 0, 
where X,i,(XY) = e2 with multiplicity cor- 
responding to the difference in the dimensions 
of the full and reduced realizations. Existing 
LMI solvers may thus be used to find feasible 
solutions to  (2). In the case where E = 0, we 
can obtain a minimality result, and also a de- 
composition structure (see [3] for details). A 
more thorough summary of these and related 
realization theory results is presented in the 
full paper. 
Computational methods are presented for 
reducing uncertain system models with the 
guaranteed upper error bounds mentioned 
above. Ideally, we would like to find minimum 
rank, structured Gramians Y 2 0 and X 2 0 
to the above LMIs, i.e., solutions Y and X 
for which the product YX has the smallest- 
valued minimum eigenvalue with the highest 
multipicity. Although feasible solutions, X 
and Y, are easily computed using convex pro- 
gramming methods (or any of the recent LMI 
solvers [8, 91); the optimization problem itself 
is a reduced rank LMI problem and as such 
does not yield a convex optimization problem, 
thus we cannot directly apply LMI algorithms 
to obtain solutions. However, we have con- 
structed a straightforward heuristic algorithm 
using existing LMI techniques to  obtain solu- 
tions for the model reduction and minimality 
problem, which have given quite good results 
not only in numerical tests, but in applica- 
tions as well. A detailed description of the 
algorithm and an analysis of the test results 
are given in the full paper. 
Although we can compute guaranteed u p  
per error bounds using these methods, we 
cannot simultaneously compute lower bounds. 
For standard l-D continuous systems, both 
upper and lower error bounds for balanced 
truncation model reduction can be computed 
using the singular values of the associated 
Hankel operator. In the case of uncertain 
and discrete time systems, the actual sys- 
tem Gramians are not used, but instead non- 
unique solutions to  the LMIs in (2) are found. 
Thus we cannot strictly relate the solutions Y 
and X for the LMIs to  a system Hankel oper- 
ator and Hankel singular values. However, we 
may construct Hankel matrices for the uncer- 
tain systems we consider using the realization 
matrix M. 
In the full paper, we discuss the relevance of 
Hankel matrices for uncertain systems, mainly 
in the context of minimality, followed by a d i s  
cussion of associated Hankel operators and the 
use of such in computing lower bounds on sys- 
tem norms and for reduction. We define Han- 
kel matrices for uncertain systems in a manner 
similar to those defined for formal power se- 
ries [lo]; structured Hankel matrices are also 
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considered. We use the so-called controlla- 
bility and observability matrices for uncertain 
systems defined in [3] for the construction of 
these Hankel matrices for uncertain systems. 
The singular values of the Hankel operators 
we construct provide reasonable lower bounds 
for the system norm, but appear to be con- 
servative for model reduction lower bounds. 
Alternate approaches to computing model re- 
duction lower bounds are also discussed in the 
full paper. 
From the reduction and realization theory 
developed for uncertain input-output models 
up to this point, we then discuss comput- 
ing reduced models with error bounds and 
minimality for kernel representations of be- 
havioral uncertain systems. We consider the 
behavioral framework originally proposed by 
Willems [ll]. In order to incorporate uncer- 
tainty into our models, we adopt the out- 
put nulling or kernel representation defined 
by Weiland [12] to describe 1-D behavioral 
systems. Pn this framework, both minimality 
and the evaluation of model reduction error 
bounds become more complex. For example, 
in the input-output framework, we have nec- 
essary and sufficient LMI conditions for min- 
imality and model reduction bounds. In the 
behavioral framework, the LMI conditions are 
only sufficient. In fact, even in the I-D be- 
havioral case (i.e., no uncertainty) there exist 
only sufficient conditions. Additionally, if we 
consider a kernel representation of a behav- 
ior, then minimality also involves the issues of 
output injection and detectability, and if we 
consider model reduction of a kernel represen- 
tation, then the error bounds should be inter- 
preted in a gaplike metric. Furthermore, to 
apply the model reduction techniques previ- 
ously described, stability and wntractiueness 
of the uncertain behavioral representations, 
(A, M), are desired. Stable M generalizes the 
use of stable coprime factor representations for 
input-output systems and as such norms can 
be used to define generalizations of normalized 
coprime factors. 
In the full paper we address these issues, 
first introduced in [U], that are associated 
with normalization and minimality for un- 
certain behavioral system representations in 
more detail. Algorithms and associated upper 
error bounds for model reduction of behav- 
ioral uncertain systems are also discussed. 
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