Schwartz operators by Keyl, Michael et al.
ar
X
iv
:1
50
3.
04
08
6v
1 
 [m
ath
-p
h]
  1
3 M
ar 
20
15
Schwartz operators
M. Keyl
TU München, Fakultät Mathematik,
Boltzmannstr. 3, 85748 Garching, Germany
Michael.Keyl@tum.de
J. Kiukas
School of Math. Sci., Univ. Nottingham,
University Park, Nottingham, NG7 2RD, UK
Jukka.Kiukas@nottingham.ac.uk
R. F. Werner
Inst. Theor. Physik, Leibniz Univ.
Hannover, Appelstr. 2, 30167 Hannover, Germany
Reinhard.Werner@itp.uni-hannover.de
March 16, 2015
In this paper we introduce Schwartz operators as a non-commutative analog of
Schwartz functions and provide a detailed discussion of their properties. We equip
them in particular with a number of different (but equivalent) families of seminorms
which turns the space of Schwartz operators into a Frechet space. The study of the
topological dual leads to non-commutative tempered distributions which are discussed
in detail as well. We show in particular that the latter can be identified with a certain
class of quadratic forms, therefore making operations like products with bounded (and
also some unbounded) operators and quantum harmonic analysis available to objects
which are otherwise too singular for being a Hilbert space operator. Finally we show
how the new methods can be applied by studying operator moment problems and
convergence properties of fluctuation operators.
1 Introduction
The theory of tempered distributions is used extensively in various areas of mathematical physics,
in order to regularise singular objects, most notably "delta-functions" that often appear as a result
of some convenient idealisation (e.g. plane wave, or point interaction). The well-known intuitive
idea is to make sense of the functional
φ(f) = ∫ f(x)φ(x)dx, f ∈ S(R2N) (1)
1
to cases where φ is no longer a function, by making use of the highly regular behaviour of the
Schwartz functions f ∈ S(R2N). Considering applications to quantum theory, tempered distribu-
tions have proved a powerful tool in e.g. field theoretical settings, and quantisation, where the
space of Schwartz functions typically appears as a dense subspace of the relevant Hilbert space,
leading to rigged Hilbert space constructions [2, 5]. However, the approach based on the direct
quantum analogy of (1) seems to be completely missing in literature. In order to demonstrate
this analogy, take R2N to be the phase space (of e.g. a classical N -particle system), so that the
associated quantum system is given by the standard representation of the Canonical Commuta-
tion Relations on the Hilbert space H = L2(RN). In view of quantum-classical correspondence
theory [6, 22], it is clear that the proper analogue of φ(f) should be
Φ(S) = tr[SΦ], S ∈ S(H),
with a suitable class S(H) of "very regular" operators taking the role of Schwartz functions. As
it stands, the trace makes sense e.g. if Φ is a bounded operator and S a trace class operator on
H (analogous to the above classical integral making sense for integrable f and bounded φ.) With
S sufficiently regular, we can relax the requirements for Φ, so that the functional Φ(S) still gives
a finite value.
It is intuitively clear that the appropriate class S(H) should be those S for which Qki P
l
jSP
k′
j′ Q
l′
i′
remains bounded for arbitrary powers k, l, k′, l′ ∈ N, where Qi and Pj , i, j = 1, . . . ,N are the
canonical coordinate operators with [Qi, Pj] = iδij1I. In the present paper, we investigate this
class of Schwartz operators in detail, showing that it indeed becomes a Frechet space when
equipped with the seminorms S ↦ ∥Qki P
l
jSP
k′
j′ Q
l′
i′∥∞; cf. Section 3.
As the first application of the theory developed up to that point we will discuss in Sect. 4 an op-
erator moment problem which can be regarded as the non-commutative analog of the Hamburger
moment problem which is well known in measure theory. More precisely, the main question to
be answered here is under which conditions a positive Schwartz operator T is uniquely deter-
mined by its moments Tr(QαPβT ). In Sect. 5 we interpret the topological dual S′(H) of S(H)
as the quantum analogue of the space of tempered distributions. We then prove that the Weyl
transform maps S′(H) bijectively onto S′(R2N), making the standard theory of distributions
available for this quantum setting. We develop basic harmonic analysis concepts (e.g. Fourier-
Weyl transform and convolutions) in this setting, also providing a natural formulation of the
well-known Wigner-Weyl quantisation, which is known to exist as a map from S′(R2N) to the
space of certain quadratic forms (see e.g. [3]). Finally, in Sect. 6 we consider physically motivating
examples from mean-field theory where this formalism has already proved to be useful [10].
2 Preliminaries and notations
2.1 CCR and phase space correspondence theory
We begin by recalling basic facts about the phase space formulation of quantum-classical cor-
respondence. We fix the number of degrees of freedom to be N , and consider the phase space
X ∶= R2N of position-momentum pairs (q, p). It is equipped with the symplectic form
{(q, p), (q′, p′)} ∶= q′ ⋅ p − q ⋅ p′,
and acts irreducibly on the associated quantum system via the standard representation of the
CCR relations
W (x)W (y) = ei{x,y}/2W (x + y)
2
on the (position) Hilbert space H = L2(RN , dq) given by the Weyl operators
W (x) ∶= e i2 q⋅pe−iq⋅P eip⋅Q, x = (q, p) ∈X,
defined via the usual position and momentum operators Qi and Pi, i = 1, . . . ,N . Recall that Qi ∶
dom (Qi) → L2(RN) is the operator of multiplication by the coordinate qi, and Pi = −id/(dqi) ∶
dom (Pi)→ L2(RN). The domain of Qj is given by dom (Qi) ∶= {ψ ∈ L2(RN) ∣ ∫ ∣qi∣2∣ψ(q)∣2dNq <∞}, and the domain dom (Pi) can be defined by its image under the unitary extension of the
Fourier transform F ∶S(RN)→S(RN),
(Fψ)(p) = 1√(2π)N ∫RN e−ip⋅qψ(q)dNq.
In particular, we have Pi = F ∗QiF holding for each i. We denote Q ∶= (Q1, . . . ,QN) and P ∶=(P1, . . . , PN ), and e.g. q ⋅ P ∶= q1P1 + ⋯ + qNPN . Since (eiq⋅Pψ)(x) = ψ(x + q) for ψ ∈ HN , the
Weyl operators act as
(W (q, p)ψ)(q′) = e− i2 q⋅peip⋅q′ψ(q′ − q), ψ ∈H. (2)
We let B(H), HS(H), and T (H) denote the set of bounded, Hilbert-Schmidt, and trace class
operators on H, respectively.
In the phase spaceX we use the measure dx ∶= (2π)−Ndqdp. With this choice of normalization,1
the symplectic Fourier transform of an f ∈ L2(X) ∩L1(X), defined as
f̂ ∶X → C, f̂(x) = ∫ e−i{x,y}f(y)dy, (3)
extends to a unitary operator on L2(X). Similarly, the Weyl transform of an operator T ∈ T (H),
defined via
T̂ ∶X → C, T̂ (x) = Tr[W (x)T ], (4)
extends to a unitary operator HS(H) → L2(X). The symplectic Fourier transform is its own
inverse, and we reserve the symbol qf for the inverse Weyl transform of an f ∈ L2(X). This is
explicitly given by
qf = ∫ W (−y)f(y)dy, (5)
where the integral exists (e.g.) in the weak-* topology of B(H).
Convolutions between trace class operators T and functions f ∈ L1(X) are defined [22] as
follows:
f ∗ T ∶= T ∗ f ∶= ∫ f(x)W (x)TW (x)∗dx, (S ∗ T )(x) ∶= tr[SW (x)T−W (x)∗],
where T− ∶= ΠTΠ, and Π is the parity operator. In general, for any integrable functions and
trace class operators, we have f ∗ T ∈ T (H), and S ∗ T ∈ L1(X). Moreover, the convolutions are
commutative and associative, and satisfy
f̂ ∗ T = f̂ T̂ , Ŝ ∗ T = ŜT̂ . (6)
Such maps provide correspondence [22] of classical variables (functions on X) and quantum
observables (operators on H).
1Note that the choice of measure means, in particular, that L2(X) = L2(X, dx). This distinguishes that space
from L2(R2N ) = L2(R2N , dqdp) which we are also using.
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2.2 Schwartz functions
We will start by reiterating the basic facts about Schwartz functions (see e.g. [18]), in a way that
emphasizes the parallels to Schwartz operators, which we define in the following section.
Given n ∈ N, the Schwartz space is the set S(Rn) of infinitely differentiable functions ϕ ∶ Rn →
C, for which
sup
q∈Rn
∣qα(Dβϕ)(x)∣ <∞, for all α,β ∈ In, (7)
where In ∶= {α = (α1, . . . , αn) ∣ αi ∈ N ∪ {0} for all i = 1, . . . , n} is the set of multi-indices, and
qα ∶= xα1
1
⋯xαnn , Dβ ∶= ∂ ∣β∣
∂q
β1
1
⋯∂qβnn , (8)
and ∣β∣ ∶= ∑ni=1 βi. The expressions in (7) define a locally convex metrizable topology on S(Rn),
and it is a standard exercise to prove its completeness. There are many other natural choices for
a family of seminorms inducing this topology.
In order to avoid confusion, we stress here that Schwartz functions appear in conceptually
distinct roles in this paper: as elements of the Hilbert space H (i.e. functions on the configuration
space RN ), as functions on the cartesian product RN × RN of two copies of the configuration
space, and finally as functions on the phase space X = R2N .
2.2.1 Schwartz functions on the configuration space
We now consider the class S(RN), as a subspace of the (configuration) Hilbert space L2(RN , dq)
where the Weyl representation acts. Since ∏Ni=1(1 + q2i )−1 ∈ L2(RN) ∩L∞(RN), it follows easily
that S(RN) ⊂ L2(RN) ∩L∞(RN), and the topology is induced by the natural seminorms
∥ϕ∥α,β ∶= (∫ ∣qα(Dβϕ)(q)∣2 dq) 12 = ∥QαP βϕ∥, (9)
where
Qα = Qα1
1
⋯QαNN , P β = P β11 ⋯P βNN . (10)
This allows us to state the following characterisation of Schwartz functions, which does not a
priori assume differentiability:
Lemma 2.1. Let ϕ ∈ L2(RN). Then ϕ ∈ S(RN) if and only if for each α,β ∈ IN , the S(RN)-
continuous linear functional
S(RN) ∋ ψ ↦ ⟨ϕ∣P βQαψ⟩ ∈ C
is Hilbert space bounded, that is,
∥ϕ∥α,β ∶= sup{∣⟨P βQαψ∣ϕ⟩∣ ∣ ψ ∈S(RN), ∥ψ∥ ≤ 1} <∞. (11)
For ϕ ∈S(RN) this expression in fact equals (9).
Proof. If ϕ ∈ L2(RN), and ∥ϕ∥0,β < ∞ for all β, then it follows from the selfadjointness of P β,
and the fact that S(RN) is a core for P β , that ϕ is in the domain of each P β , which in particular
implies differentiability to all orders. If ∥ϕ∥α,β <∞ for all α,β, then the same argument applied
to Qα establishes that P βϕ is in the domain of Qα, which just means that ϕ is in the domain
of QαP β, and we have QαP βϕ = i∣β∣qαDβϕ. Hence, the definition (11) is the same as (9), and
we have ϕ ∈ S(RN). On the other hand, if ϕ ∈ S(RN), then ϕ is in the domain of each QαP β,
which implies that ∥ϕ∥α,β <∞ in (11).
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Remark 2.2. Of course, the condition (11) just means that ∥ϕ∥α,β = ∥QαP βϕ∥ < ∞, with the
understanding that this means ϕ belonging to the domain of QβPα. It is however useful to
express this explicitly in terms of the subspace S(RN) itself; in fact, this becomes necessary
when we define Schwartz operators in the next section.
In order to introduce other useful families of seminorms for S(RN), we define the selfadjoint
operators
Hi = 1
2
(Q2i + P 2i ), Htot = N∑
i=1
Hi.
These have a (common) complete set of eigenfunctions ∣α⟩ ∈ L2(RN), α ∈ IN , given by ∣α⟩(q) =
hα1(q1)⋯hαN (qN), where hn, n = 0,1, . . . are the Hermite functions. The eigenvalues are Hi∣α⟩ =(αi + 12)∣α⟩, and H ∣α⟩ = ∑Ni=1(αi + 12)∣α⟩. We call {∣α⟩ ∣ α ∈ IN} the number basis of L2(RN).
For any N -tuple A ∶= (A1, . . . ,AN) of operators Ai, each acting only on the tensor factor
corresponding to the i:th coordinate, we let Aα ∶= Aα1
1
⋯AαNN for α ∈ IN . In particular, H =(H1, . . . ,HN), with Hα =Hα11 ⋯HαNN , while Hmtot, m ∈ N is the usual power of the single operator
Htot.
The following families of seminorms all induce the topology of S(RN).
1. ∥ϕ∥f ∶= ∥f(Q,P )ϕ∥, where f ∶ RN ×RN → C goes through all polynomials.
2. Letting Ai = 1√
2
(Qi + iPi) denote the annihilation operators, we get the seminorms ϕ ↦∥f(A,A∗)ϕ∥, with f as above.
3. ϕ↦ ∥Hαϕ∥, where α ∈ IN . Indeed, if f(A,A∗) is any monomial of Ai,A∗i , i = 1, . . . ,N , with
mi factors equal to eitherAi orA∗i for each i, then ∥f(A,A∗)ϕ∥ ≤ ∥∏Ni=1(Hi − 12 +mi)[mi/2]ϕ∥,
where [mi/2] is an integer ≥m/2.
4. ϕ↦ ∥Hntotϕ∥, where n = 0,1,2, . . .. This induces the topology, because ∥Hαϕ∥ ≤ ∥H ∣α∣totϕ∥ for
every multiindex α.
Finally, we introduce an equivalent family of seminorms based on the expansion of ϕ ∈ L2(RN)
in the orthonormal basis {∣α⟩} of L2(RN). In fact, for each α ∈ IN we define
∥(aβ)∥α ∶=√ ∑
β∈IN
(β + 1)2α∣⟨β∣ϕ⟩∣2 , (aβ) ∈ ℓ2(IN ), (12)
where (β + 1)2α ∶= ∏Ni=1(βi + 1)2αi . We then define the space of Schwartz (multi)sequences
sN ∶= {(aβ) ∈ ℓ2(IN) ∣ ∥(aβ)∥α <∞}, (13)
and equip this with the topology given by the seminorms ∥ ⋅ ∥α. The map
ϕ↦ (aϕα), where aϕα = ⟨α∣ϕ⟩,
can easily shown to be a continuous bijection between S(RN) and sN . This representation of
the Schwartz functions is called N -representation. The following result will be useful:
Proposition 2.3. (a) Let ϕ ∈ L2(RN). Then ϕ ∈ S(RN) if and only if the basis expansion
ϕ = ∑α⟨α∣ϕ⟩∣α⟩ converges in the topology of S(RN).
(b) span{∣α⟩ ∣ α ∈ IN} is dense in S(RN) in the topology of S(RN).
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Proof. If ϕ ∈ L2(RN), and ∑α⟨α∣ϕ⟩∣α⟩ converges in S(RN), then it converges also in L2(RN)
because ∥ ⋅ ∥0 = ∥ ⋅ ∥. Let ϕ ∈S(RN). For each finite set F ⊂ IN define the truncation
ϕF ∶= ∑
β∈F
⟨β∣ϕ⟩∣β⟩,
which is in the linear span of the number basis. We need to show that the net {ϕF ∣ F ⊂
IN , F finite } converges to ϕ in the topology of S(RN). To that end, fix α ∈ IN . Since the series
defining ∥(aϕβ)∥α consists of positive terms, we have
∥(aϕβ)∥2α = sup
F⊂IN ,F finite
∑
β∈F
(β + 1)2α∣aϕβ ∣2 <∞.
Hence, given ǫ > 0 there exists an finite set F0 ⊂ IN , such that
∑
β∈IN∖F0
(β + 1)2α∣aϕβ ∣2 < ǫ.
Now if F ⊃ F0, we have ∥aϕFβ −aϕβ∥2α < ǫ, because ⟨β∣ϕF −ϕ⟩ = 0 for β ∈ F , and ⟨β∣ϕF −ϕ⟩ = ⟨β∣ϕ⟩
for β ∈ IN ∖F . Hence, the expansion converges. We have now proved (a) and (b).
2.2.2 Tensor products of Schwartz functions
The above discussion of Schwartz functions was done with the identification S(RN) ⊂ H =
L2(RN , dq). Now kernel operators on H are specified by functions on R2N (understood as carte-
sian product of two copies of the configuration space), and as it will turn out later, kernels of
Schwartz operators are Schwartz functions. For this reason we now briefly review tensor products
of Schwartz spaces.
In order to conveniently denote the multi-indices, we map IN × IN bijectively onto I2N via
(α,β) ↦ α ∨ β ∶= (α1, . . . , αN , β1, . . . , βN ). (14)
This notation will be used frequently in the rest of the paper. The coordinate products qα∨β and
derivatives Dα∨β will be understood accordingly. Since the Hilbert space tensor product H⊗HH
is just L2(R2N , dqdq′) via the usual identification, we can also use the corresponding notations
Qα∨β and Pα∨β for operators.
Concerning now the tensor products of Schwartz spaces, we have the following result.
Proposition 2.4. (a) We inject
S(RN) ⊗S(RN) ⊂S(R2N), ϕ⊗ ψ ↦ ((q, q′)↦ ϕ(q)ψ(q′)),
where algebraic tensor product is meant. The set S(RN)⊗S(RN) is dense in the topology
of S(R2N).
(b) If A,B ∶ S(RN) → S(RN) are continuous and linear, there exists a unique continuous
linear map A⊗s B ∶ S(R2N) →S(R2N), such that
(A⊗s B)(ϕ⊗ψ) = Aϕ⊗Bψ for all ϕ,ψ ∈S(RN).
(c) If A,B are bounded operators on L2(RN), which keep S(RN) invariant, and their restric-
tions to S(RN) are continuous in the topology of S(RN), we have
(A⊗s B)(ψ) = (A⊗H B)(ψ) for all ψ ∈S(R2N).
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Proof. Concerning (a), we have, in particular, ∣α⟩ ⊗ ∣β⟩ = ∣α ∨ β⟩ (see (14)). Since the basis
expansion of an arbitrary ϕ ∈ S(R2N) converges in S(R2N) by Proposition 2.3 (a), it follows
that ϕ is in the S(R2N)-closure of S(RN) ⊗ S(RN). This proves (a). Part (b) is now clear
because S(R2N) is complete. Part (c) follows from (b) and Prop. 2.3 (a), because the number
basis expansion for any ψ ∈ S(R2N) converges in both topologies, and any sequence converging
in S(R2N) also converges in L2(R2N).
2.2.3 Schwartz functions on the phase space
Recall that the phase space is X = RN ×RN , where now the first factor is the configuration space,
and the second is the momentum space; this "physical" instance of R2N should be kept concep-
tually separate from the "double configuration space" introduced above for technical reasons. In
particular, for x ∈ X we have
xα∨β = qαpβ = qα1
1
⋯qαNN pβ11 ⋯pβNN ,
and similarly for the derivatives, defining the Schwartz class S(X). From the point of view of
the present paper, this constitutes the classical analogy of the class of Schwartz operators to
be defined in Sect. 3. We will then make this analogy more concrete in terms of Fourier-Weyl
correspondence and Wigner quantisation.
2.3 Hilbert-Schmidt operators, their kernels, and the unitary Weyl
transform
As we have seen, the Hilbert space seminorms make the Schwartz functions easier to work with.
Anticipating the introduction of Schwartz operators, it is not difficult to guess that an essential
role is played by the class of Hilbert-Schmidt operators. Indeed, this is a Hilbert space with the
scalar product ⟨T ∣S⟩HS(H) ∶= Tr[T ∗S], and the Weyl transform is well-known to be a one-to-one
map between HS(H) and L2(X).
Before looking at this class, we introduce the more general Schatten classes. We first fix some
general notations. Let H be an arbitrary (complex separable) Hilbert space, let B(H) denote
the set of bounded operators on H, and ∥ ⋅ ∥ the operator norm on B(H). The set of compact
operators is denoted by C(H), and for p ∈ 1,2, . . . the corresponding Schatten class is denoted
by Tp(H). It is a Banach space of those T ∈ B(H) with finite p-norm ∥T ∥p ∶= (Tr ∣T ∣p)1/p, where∣T ∣ ∶= √T ∗T . In particular, HS(H) ∶= T2(H) and T (H) ∶= T1(H) are the Hilbert-Schmidt and
trace classes, respectively. We have ∥T ∥ ≤ ∥T ∥p ≤ ∥T ∥p−1 ≤ ⋯∥T ∥2 ≤ ∥T ∥1, and the inclusions
T (H) ⊂HS(H) ⊂ T3(H)⋯Tp(H) ⊂ C(H) ⊂ B(H).
Each compact operator T ∈ C(H) has the (operator norm convergent) singular value decompo-
sition
T =
∞
∑
k=1
ck ∣ϕk⟩⟨ψk ∣, cn ≥ 0, lim
n
cn = 0, (ϕk) and (ψk) orthonormal bases, (15)
where the ck ≠ 0 are singular values of T , i.e. the eigenvalues of the positive compact operator∣T ∣ =√T ∗T . In particular, ∥T ∥p = (∑k cpk)1/p, so T ∈ Tp(H) if and only if ∑k cpk <∞, and in that
case, the series in (15) converges in ∥ ⋅ ∥p. Clearly, a compact operator T is of finite rank, i.e. has
finite-dimensional range, if and only if {k ∣ ck ≠ 0} is a finite set. Consequently, the set of finite
rank operators is dense in each Tp(H). We actually need a slightly stronger result:
Lemma 2.5. The set of operators of the form
T =
m
∑
k=1
∣ϕk⟩⟨ψk ∣, m ∈ N, ψk, ϕk ∈S(RN) for all k = 1, . . . ,m (16)
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is ∥ ⋅ ∥p-dense in each Tp(H).
Proof. Let T ∈ Tp(H) and ǫ > 0. Since (15) converges in the ∥ ⋅ ∥p-norm, we can find a finite
rank operator T ′ with ∥T −T ′∥p < ǫ. On the other hand, S(RN) is dense in H, and for arbitrary
ϕ,ψ,ϕ′, ψ′ ∈H we have
∥∣ϕ⟩⟨ψ∣ − ∣ϕ′⟩⟨ψ′∣∥1 ≤ ∥∣ϕ −ϕ′⟩⟨ψ∣∥1 + ∥∣ϕ′⟩⟨ψ − ψ′∣∥1 ≤ ∥ϕ −ϕ′∥∥ψ∥ + ∥ψ −ψ′∥∥ϕ′∥.
Thus we can find an operator T ′′ of the form (16) with ∥T ′−T ′′∥p ≤ ∥T ′−T ′′∥1 < ǫ. This completes
the proof.
We now review the special properties of the Hilbert-Schmidt operators on L2(RN), which are
conveniently characterised by their kernel functions, as elements of L2(R2N). For this purpose
we recall that the basic unitary equivalence
L2(RN) ⊗H L2(RN) ≃ L2(R2N), ϕ⊗H ψ ↦ ((q, q′) ↦ ϕ(q)ψ(q′)). (17)
is conveniently characterized via the identification
∣α⟩ ⊗H ∣α′⟩ = ∣α ∨α′⟩, for all α,α′ ∈ IN
of the associated number bases. Moreover, we can also construct an orthonormal basis {Eα ∣ α ∈
I2N} of the Hilbert space HS(L2(RN)) by putting
Eα∨α′ ∶= ∣α⟩⟨α′ ∣, for all α,α′ ∈ IN .
The suggestive identification
Eα ↦ ∣α⟩, α ∈ I2N
plays an important technical role in this paper, the starting point given by the following well-
known Lemma, which summarises the properties of the Hilbert-Schmidt operators and their
kernels and matrix representations.
Lemma 2.6 (Hilbert-Schmidt operators). (a) Let T be a bounded operator on L2(RN). Then
the following conditions are equivalent:
(i) T is Hilbert-Schmidt.
(ii) There exists a unique KT ∈ L2(R2N), called the kernel of T , such that
⟨ψ∣Tϕ⟩ = ∫
R2N
ψ(q)KT (q, q′)ϕ(q′)dq′dq′ = ⟨ψ ⊗Cϕ∣KT ⟩ for all ψ,ϕ ∈ H,
where C ∶ L2(RN)→ L2(RN) is the complex conjugation map.
(iii) We have (Tα) ∈ ℓ2(I2N), where
Tα∨α′ ∶= ⟨α∣T ∣α′⟩ for all α,α′ ∈ IN .
(Tα)α∈I2N is called the matrix of T .
(b) For a T ∈ HS(H), we have ⟨α∣T ∣α′⟩ = ⟨Eα∨α′ ∣T ⟩HS(H) = Tα∨α′ = ⟨α ∨α′∣KT ⟩. The maps
HS(H) ∋ T ↦KT ∈ L2(R2N), HS(H) ∋ T ↦ (Tα) ∈ ℓ2(I2N)
are unitary; in particular, HS(H) ≃ L2(R2N) ≃ ℓ2(I2N).
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Proof. Part (a): If (i) holds, then T has the singular value decomposition (15) with∑k c2k = ∥T ∥22 <∞. Now {(q, q′) ↦ ϕk(q)ψk(q′)} is an orthonormal set in L2(RN × RN , dqdq′), so KT (q, q′) ∶=
∑k ckϕk(q)ψk(q′) ∈ L2(R2N) because ∑k c2k < ∞, the series converging in the norm. The scalar
product of KT against a vector ((q, q′)↦ ψ(q)ϕ(q′)) ∈ L2(RN ×RN) is then
⟨ψ∣Tϕ⟩ = ⟨ψ ⊗Cϕ∣KT ⟩ = ∑
k
ck⟨ψ∣ϕk⟩⟨ψk ∣ϕ⟩ = ∫
RN×RN
ψ(q)KT (q, q′)ϕ(q′)dqdq′;
hence (ii) holds. Assuming (ii), the function q ↦ ∫ KT (q, q′)∣α⟩(q′)dq′ is in L2(RN) because KT
is square integrable. The scalar product of this vector against ∣α′⟩ is just the integral expression
given in (ii), so that
∑
α′
∣Tα∨α′ ∣2 = ∫ dq ∣∫ KT (q, q′)∣α⟩(q′)dq′∣2
On the other hand, ∑α ∣∫ KT (q, q′)∣α⟩(q′)dq′∣2 = ∫ ∣KT (q, q′)∣2dq′, which is finite for almost all
q by Fubini’s theorem. Hence, ∑α∨α′ ∣Tα∨α′ ∣2 = ∥KT ∥22 <∞, so (iii) holds. Assuming (iii), we take
ϕ ∈ L2(RN), and define a multisequence ([Tϕ]α)α∈IN via
[Tϕ]α ∶= ∑
α′
Tα∨α′⟨ϕ∣α′⟩,
where the series converges by Cauchy-Schwartz inequality and (iii). In fact we have ∣[Tϕ]α∣2 ≤
∑α′ ∣Tα∨α′ ∣2∥ϕ∥2. From this we see that ∑α ∣[Tϕ]α∣2 ≤ ∑α∨α′ ∣Tα∨α′ ∣2 ∥ϕ∥2, so Tϕ ∶= ∑α[Tϕ]α∣α⟩ ∈
L2(RN), and this defines a bounded operator T ∶ L2(RN) → L2(RN). Now T ∣α⟩ = ∑α′ Tα∨α′ ∣α⟩
by definition, so ∥T ∥22 = TrT ∗T = ∑
α
∥T ∣α⟩∥2 = ∑
α∨α′
∣Tα∨α′ ∣2 <∞.
This proves that T is Hilbert-Schmidt, i.e. (i) holds. We have now proved (a).
Concerning (b), the maps T ↦KT and T ↦ (Tα) are obviously linear. Since
⟨α∣KEβ ⟩ = aEβα = ⟨Eα∣Eβ⟩ = δα,β
for each α,β ∈ I2N , it follows that T ↦KT maps Eβ ↦ ∣β⟩, and T ↦ (Tα) maps Eβ ↦ (α↦ δα,β)
so these transform orthonormal bases of the respective Hilbert spaces bijectively onto each other.
Hence they are unitary.
It is a well-known fact that the unitary extension of the Weyl transform to the Hilbert-Schmidt
class can be explicitly written in terms of kernels using Lemma 2.6. Since we need an explicit
formula for this correspondence, we formulate this fact as a second lemma. We emphasise the
following convention: while the kernel function of an operator is naturally a function on RN×RN =
R
2N (the cartesian product of two copies of the configuration space), its Weyl transform is a
function on the phase space X (product of configuration space and the momentum space), with
the renormalised measure dx. This conceptual difference is reflected in the following notations.
Lemma 2.7. The trace class Weyl transform T ↦ T̂ extends uniquely to the unitary operator
HS(H)→ L2(X), T ↦ T̂ ∶= U(1I⊗H F ∗)VKT ,
where unitary operators U and V are given by
U ∶ L2(R2N)→ L2(X), (Uψ)(q, p) ∶= (2π)N/2e− i2 q⋅pψ(q, p)
V ∶ L2(R2N)→ L2(R2N), (V ψ)(q, q′) ∶= ψ(q′ − q, q′).
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Proof. Suppose first that T = ∣ψ⟩⟨ϕ∣, where ϕ,ψ ∈ S(X). Then KT (q, q′) = ψ(q)ϕ(q′), so using
(2), we get
T̂ (q, p) = ⟨ϕ∣W (q, p)ψ⟩ = ∫
RN
dq′ ϕ(q′)e− i2 q⋅peip⋅q′ψ(q′ − q)
= (2π)N/2e− i2 q⋅p 1√(2π)N ∫RN dq′eip⋅q′(V KT )(q, q′)
= (U(1I⊗H F ∗)VKT )(q, p).
By linearity, we conclude that T̂ = U(1I⊗HF ∗)V KT for each T of the form (16). Moreover, since
U(1I ⊗H F ∗)V is a unitary operator L2(R2N) → L2(X), we have ∥T̂ ∥2 = ∥KT ∥2 = ∥T ∥2 < ∞ by
Lemma 2.6, so T̂ ∈ L2(X). Let now T ∈ T (H) be arbitrary. By Lemma 2.5, we can find a sequence
Tn of operators of the form (16), with limn ∥T −Tn∥1 = 0. This implies that limn T̂n(x) = T̂ (x) for
each x because ∣Tr[TW (x)]∣ ≤ ∥T ∥1. On the other hand, the sequence (T̂n) converges in L2(X)
to the limit U(1I⊗H F ∗)VKT , because∥T̂n −U(1I⊗H F ∗)VKT ∥2 = ∥U(1I⊗H F ∗)V KTn−T ∥2 = ∥Tn − T ∥2 ≤ ∥Tn − T ∥1.
This implies that T̂ = U(1I⊗H F )VKT . The proof is complete.
3 Schwartz operators
The idea behind Schwartz operators is the desire to find bounded operators T such that expecta-
tion values of the form Tr(PLTPR) with two polynomials PL/R in P and Q are well defined and
finite. Intuitively, this is a quantum analogue of the requirement of ∫X PL(x)f(x)dx being well-
defined and finite for a Schwartz function f . One should pay attention to how non-commutativity
of the quantum case makes it necessary to have two polynomials instead of one. One might also
wonder how to "quantise" the additional requirement involving the derivatives of f . As we will
see below, derivatives in the quantum case are just polynomial multiplications as well; hence the
existence of their expectation values do not require additional conditions.
Since PL/R are unbounded operators, the product PLTPR might suffer from domain problems
which we need to address. Accordingly, it is appropriate to follow Lemma 2.1 and define Schwarz
operators in terms of quadratic forms. We will discuss this approach in detail in Subsection 3.1.
Other topics to be presented in this section include:
• Topological properties. In Subsection 3.2 we will show that Schwartz operators form a
Frechet space; thereby establishing the analogy to the Schwartz functions from the topo-
logical perspective. We will give several equivalent families of seminorms.
• Alternative characterizations. Apart from the definition we will discuss several alter-
native characterizations of Schwartz operators: In terms of their matrices and their Hilbert-
Schmidt kernels, shown to be Schwartz functions (Subsect. 3.3), and their ranges (Subsect.
3.4).
• Harmonic analysis. Weyl transforms, convolutions, and Wigner functions of Schwartz
operators (Subsect. 3.6).
• Applications of the range theorem. The results about the range of a Schwartz operator
(Thm. 3.12) have several interesting and useful applications, including the square root of a
Schwartz operator, regularizations of certain unbounded operators, and a “cycle under the
trace” formula; cf. Subsect. 3.5
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• Operations on Schwartz operators are finally considered in Subsection 3.7. This in-
cludes products with polynomially bounded operators and differentials.
3.1 Definition
It is clear how to formulate the definition of Schwartz operators in analogy with the characteri-
zation Lemma 2.1 of Schwartz vectors: for each α,β,α′, β′ ∈ IN , and T ∈ B(H), the sesquilinear
form
S(RN) ×S(RN) ∋ (ψ,ϕ) ↦ ⟨P βQαψ∣TP β′Qα′ϕ⟩ ∈ C
is clearly well defined and jointly continuous. (Continuity is apparent from the seminorms ∥ ⋅∥α,β
of Lemma 2.1). If this form is Hilbert space bounded, i.e.
∥T ∥α,α′,β,β′ ∶= sup{ ∣⟨P βQαψ ∣TP β′Qα′ϕ⟩∣ ∣ ψ,ϕ ∈S(RN), ∥ψ∥ ≤ 1, ∥ϕ∥ ≤ 1} <∞,
then there exists a unique Tα,α′,β,β′ ∈ B(H) such that
⟨P βQαψ∣TP β′Qα′ϕ⟩ = ⟨ψ∣Tα,α′,β,β′ϕ⟩, ψ,ϕ ∈S(RN). (18)
Definition 3.1. Let T ∈ B(H). If ∥T ∥α,α′,β,β′ < ∞ for all α,α′, β, β′ ∈ IN , we say that T is a
Schwartz operator. The set of Schwartz operators is denoted by S(H).
It is important to stress that ∥T ∥α,α′,β,β′ is defined as the Hilbert norm of a quadratic form
on the subspace of Schwartz functions, instead of just formally setting
∥T ∥α,α′,β,β′ = ∥QαP βTP β′Qα′∥. (19)
For one thing, the operator QαP βTP β
′
Qα
′
is a priori not necessarily well-defined on any dense
domain, because T could map outside the domain of P β . (This fact will become even more
relevant when we consider distributions in Sect. 5) Therefore, the formal definition can easily
lead to confusion when trying to determine if ∥T ∥α,α′,β,β′ <∞. On the other hand, if T ∈S(H),
then the use of (19) is permitted, because in that case QαP βTP β
′
Qα
′
is well-defined on S(RN),
and Tα,α′,β,β′ is its bounded extension. This is a consequence of the following simple lemma:
Lemma 3.2. If ∥T ∥α,0,β,0 <∞ for all α,β ∈ IN then Ran(T ) ⊂ S(RN), and T ∶ H → S(RN) is
continuous.
Proof. Since ∥T ∥α,0,β,0 <∞ and S(RN) is dense, we have
sup
ψ∈S(RN ),∥ψ∥≤1
∣⟨P βQαψ∣Tϕ⟩∣ <∞
for any ϕ ∈H. Hence, Tϕ ∈S(RN), with ∥Tϕ∥α,β ≤ ∥T ∥α,0,β,0∥ϕ∥ for all ϕ ∈ H by Lemma 2.1.
3.2 Topology and basic properties
Clearly, each T ↦ ∥T ∥α,α′,β,β′ is a seminorm. Since they obviously separate points of S(H),
and because there are countably many of them, they make S(H) a metrizable locally convex
topological space.
Proposition 3.3. S(H) is a Fréchet space.
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Proof. Let (Tn) be a Cauchy sequence in S(H). This means that each (QαP βTnP β′Qα′) is a
Cauchy sequence in B(H), and hence converges to some Sα,α′,β,β′ ∈ B(H). In particular, (Tn)
converges to T ∶= S0,0,0,0 in the operator norm of B(H). Now fix α,α′, β, β′ ∈ IN . Since norm
convergence implies weak convergence, we have
⟨P βQαψ∣TP β′Qα′ϕ⟩ = lim
n→∞
⟨P βQαψ∣TnP β′Qα′ϕ⟩ = ⟨ψ∣Sα,α′,β,β′ϕ⟩
for each ψ,ϕ ∈ S(RN). But Sα,α′,β,β′ is a bounded operator and S(RN) is dense in H, so∥T ∥α,α′,β,β′,∞ = ∥Sα,α′,β,β′∥ < ∞. Hence, T ∈ S(H), and QαP βTP β′Qα′ = Sα,α′,β,β′. Conse-
quently, ∥T − Tn∥α,α′,β,β′ → 0.
We can also use a larger family of seminorms:
Proposition 3.4. Let T ∈ S(H).
(a) If fL(Q,P ) and fR(Q,P ) are arbitrary polynomials of Q and P , then
fL(Q,P )TfR(Q,P )
is well-defined on S(RN), and has a unique bounded extension toH. We will use fL(Q,P )TfR(Q,P )
to denote also the extension.
(b) The seminorms ∥T ∥fL,fR ∶= ∥fL(Q,P )TfR(Q,P )∥, where fL and fR go through all polyno-
mials, induce the topology of S(H).
Proof. The operator fR(Q,P ) maps S(RN) into itself, so from Lemma 3.2 it follows that
fL(Q,P )TfR(Q,P ) is defined on S(RN). Using the commutation relations [Qi, Pi] = δij1I, which
hold on S(RN), we can write fL(Q,P )TfR(Q,P ) on S(RN) as a linear combination of terms
of the form QαPαTPα
′
Qα
′
. This proves (a) and (b).
The following lemma gives some basic properties of Schwartz operators. There we use the
notation
S0(H) ∶= {T ∈S(H) ∣ T has finite rank}.
Lemma 3.5. (a) If T ∈S(H) then T ∗ ∈S(H). The map T ↦ T ∗ is a topological isomorphism.
(b) If T,S ∈S(H) and A ∈ B(H), then TAS ∈S(H). The map
(T,S)↦ TAS, S(H) ×S(H)→S(H)
is continuous (in the product topology).
(c) If T ∈ S(H), we have ϕk, ψk ∈S(RN) whenever ck ≠ 0, in the singular value decomposition
(15) of T .
(d) T ∈ S0(H) if and only if T is of the form (16).
Proof. Part (a) is obvious from the definition; in fact, ∥T ∥α,α′,β,β′ = ∥T ∗∥α′,α,β′,β . Part (b): If
T,S ∈S(H) then both keep S(RN) invariant, and the operators T ∗P βQα and SP β′Qα′ extend
to bounded operators by Prop. 3.4. Since A is bounded, we have
∣⟨T ∗P βQαψ∣ASP β′Qα′ϕ⟩∣ ≤ ∥A∥ ∥T ∗P βQα∥ ∥SP β′Qα′∥∥ψ∥ ∥ϕ∥, for all ψ,ϕ ∈ S(RN),
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so that TAS ∈ S(H), and
∥TAS∥α,α′,β,β′ ≤ ∥A∥∥T ∥α,0,β,0∥S∥0,α′,0,β′ .
Part (c): Fix k. Since T ∣ψk⟩⟨ϕk ∣T = ∣ck ∣2∣ϕk⟩⟨ψk ∣, it follows from (b) that ∣ϕk⟩⟨ψk ∣ ∈ S(H)
if ck ≠ 0. Let ϕ ∈ S(RN) be such that ⟨ψk ∣ϕ⟩ ≠ 0. Then ϕk ∈ S(RN) by Prop. 3.2. Since∣ϕk⟩⟨ψk ∣∗ = ∣ψk⟩⟨ϕk ∣ ∈ S(H) by part (a), the same argument shows that ψk ∈ S(RN). Part (d):
Suppose that T ∈ S(H) has finite rank. Then cn ≠ 0 only for finite number of k in the singular
value decomposition (15), so by (c), T is of the form (16). Conversely, suppose T is of this form.
Now ∣⟨P βQαψ∣ϕk⟩⟨ψk ∣P β′Qα′ϕ⟩∣ ≤ ∥QαP βϕk∥ ∥Qα′P β′ψk∥∥ψ∥ ∥ϕ∥,
so ∣ϕk⟩⟨ψk ∣ ∈S(H) for each k. Since T is a linear combination of these, also T ∈S(H).
The following lemma establishes that each Schwartz operator is in fact trace class, hence also
an element of each Schatten class Tp(H).
Lemma 3.6. S(H) ⊂ T (H).
Proof. First note that H−2 ∶= H−21 H−22 ⋯H−2N is a positive trace class operator. In fact, H−2∣α⟩ =
∏Ni=1(αi+ 12)−2 ∣α⟩, so TrH−2 = cN where c = ∑∞n=0(n+ 12)−2 <∞. Now if T is a Schwartz operator,
it follows from Prop. 3.4 (a) that the operator H2T is bounded, where H2 = H21⋯H2N . Hence
T =H−2(H2T ) ∈ T (H).
Using the trace class operator H−2 = H−21 ⋯H−2N as in the proof of the above Lemma, we
immediately see that for a Schwartz operator T , each of the bounded operators QαP βTP β
′
Qα
′
is actually in the trace class, and
∥QαP βTP β′Qα′∥1 ≤ ∥H−2∥1 ∥H2QαP βTP β′Qα′∥.
On the other hand, since ∥ ⋅ ∥ ≤ ∥ ⋅ ∥p ≤ ∥ ⋅ ∥1 for each 1 ≤ p ≤∞, it follows that each seminorm
∥T ∥α,α′,β,β′,p ∶= ∥QαP βTP β′Qα′∥p (20)
is finite for T ∈ S(H), and for each fixed p = 1,2, . . ., the family {∥ ⋅ ∥α,α′,β,β′,p ∣ α,α′, β, β′ ∈ IN}
induces the topology of S(H).
Since boundedness already implies T ∈S(H), the trace class condition appears to be superflu-
ous as a necessary condition for T ∈ S(H). Same holds for other values of p. However, the fact
that the Hilbert-Schmidt seminorms
∥T ∥α,α′,β,β′,2 = ∥QαP βTP β′Qα′∥2 (21)
induce the topology of S(H) is actually especially useful, because the Hilbert space HS(H) is
in a natural way equivalent to L2(X) by Lemma 2.6. Using this equivalence, Schwartz operators
become Schwartz vectors in L2(X). This is the topic of the next section.
3.3 Kernel and matrix representations
The following proposition characterises Schwartz operators in terms of their matrix representa-
tions and kernels. In essence, it reduces Schwartz operators to Schwartz functions.
Proposition 3.7. Let T ∈ HS(H). The following conditions are equivalent:
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(i) T ∈ S(H).
(ii) KT ∈S(R2N), i.e. the kernel of T is a Schwartz function.
(iii) (Tα) ∈ s2N , i.e. the matrix of T is a Schwartz sequence.
Moreover, the maps
S(H) ∋ T ↦KT ∈S(R2N), S(H) ∋ T ↦ aT ∈ s2N
(see Lemma 2.6) are topological isomorphisms.
Proof. We first prove the equivalence of (i) and (ii), and that T ↦KT is an isomorphism. Recall
the characterization of Schwartz vectors: K ∈S(R2N) if and only if
sup{∣⟨P βQαη∣K⟩∣ ∣ η ∈S(R2N), ∥η∥ ≤ 1} <∞ for all α,β ∈ I2N . (22)
Assuming first (ii), we note that for ϕ,ψ ∈ S(RN), we have
⟨P βQαψ∣TP β′Qα′ϕ⟩ = ⟨(P βQαψ)⊗C(P β′Qα′ϕ)∣KT ⟩ = (−1)∣β′∣⟨P β∨β′Qα∨α′ψ ⊗Cϕ∣KT ⟩,
so it follows immediately from (22) that T ∈ S(H). Now assume (i). Since the operator T˜ ∶=
QαP βTP βQα is trace class, it has a kernel K T˜ according to Lemma 2.6, and ⟨ψ∣T˜ ϕ⟩ = ⟨ψ ⊗
Cϕ∣K T˜ ⟩ for all ψ,ϕ ∈ H. On the other hand, for ψ,ϕ ∈ S(RN), we can also use the kernel of T
to write
⟨ψ ⊗Cϕ∣K T˜ ⟩ = ⟨ψ∣T˜ ϕ⟩ = ⟨P βQαψ∣TP β′Qα′ϕ⟩ = (−1)∣β′∣⟨P β∨β′Qα∨α′ψ ⊗Cϕ∣KT ⟩.
Since both η ↦ ⟨η∣K T˜ ⟩ and η ↦ ⟨P β∨β′Qα∨α′η∣KT ⟩ are continuous on S(R2N), and the algebraic
tensor product S(RN) ⊗S(RN) is dense in S(R2N) by Prop. 2.3 (c), it follows that ⟨η∣K T˜ ⟩ =(−1)∣β′∣⟨P β∨β′Qα∨α′η∣KT ⟩ for all η ∈ S(R2N). This implies (22), so (ii) holds. We now show
that T ↦KT is a topological isomorphism. It is clearly injective. If K ∈ S(R2N), it determines a
Hilbert-Schmidt operator T such that KT =K, and by the equivalence we just proved, T ∈S(H).
Hence, the map is onto. Finally, from the above proof it follows that
∥T ∥α,α′,β,β′,2 = ∥T˜ ∥2 = ∥K T˜ ∥2 = ∥Qα∨α′P β∨β′KT ∥2 = ∥KT ∥α∨α′,β∨β′ ,
so the topologies are equivalent.
Concerning condition (iii), we already know from the preceding section that S(R2N) is iso-
morphic to s2N via the map η ↦ (⟨α∣η⟩)α∈I2N . Since its composition with T ↦KT is exactly the
map T ↦ (Tα), (iii) is equivalent to (ii).
As an immediate corollary, we get the following density properties of Schwartz operators, using
Prop. 2.3.
Proposition 3.8. (a) The matrix representation T = ∑α∈I2N TαEα of a T ∈ S(H) converges
in the topology of S(H).
(b) span{Eα ∣ α ∈ I2N} is dense in S(H). In particular, S0(H) is dense in S(H).
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Another consequence is obtained by estimating the sequence space seminorms as follows:
∥(Tα)∥2β∨β′ = ∑
α,α′∈IN
(α + 1)2β(α′ + 1)2β′ ∣⟨α∣T ∣α′⟩∣2
= ∑
α,α′∈IN
∣⟨α∣(H + 1
2
)βT (H + 1
2
)β′ ∣α′⟩∣2 = ∥(H + 1
2
)βT (H + 1
2
)β′∥22
∥(Tα)∥2β∨β′ ≤ ∑
α,α′∈IN
⎡⎢⎢⎢⎢⎣C1 (
N
∑
i=1
(αi + 1
2
))2∣β∣ ( N∑
i=1
(αi + 1
2
))2∣β′∣ +C2⎤⎥⎥⎥⎥⎦ ∣⟨α∣T ∣α′⟩∣2
= ∑
α,α′∈IN
(C1∣⟨α∣H ∣β∣totTH ∣β′∣tot ∣α′⟩∣2 +C2∣⟨α∣T ∣α′⟩∣2)
= C1∥H ∣β∣totTH ∣β′∣tot ∥22 +C2∥T ∥22,
where C1,C2 > 0 only depend on the βi, β′i. Hence, it follows from Prop. 3.7 that the family of
seminorms
T ↦ ∥HαTHα′∥2, α,α′ ∈ IN ,
as well as the family
T ↦ ∥HmtotTHm′tot∥2, m,m′ ∈ N,
induce the topology of S(H).
3.4 Range of a Schwartz operator
In this section, we will characterize Schwartz operators in terms of their range (Prop. 3.12 below).
This motivates the following definition: We put
SL(H) ∶= {T ∈ B(H) ∣ Ran(T ) ⊂S(RN)}.
We now need a simple consequence of the closed graph theorem:
Lemma 3.9. Let A be closed (unbounded) operator in HN , and let T ∈ B(H) be such that
Ran(T ) ⊂ dom (A). Then AT ∈ B(H). The same holds true if A is any polynomial of closed
operators.
Proof. Let (ϕn) be a sequence of elements of HN , converging to a ϕ ∈ H, and such that also(ATϕn) converges. (This is equivalent to saying that (ϕn) converges in the graph norm of AT .)
But T is bounded, so (Tϕn) converges to Tϕ. Since A is closed, and Tϕn ∈ dom (A) for each
n, this implies that (Tϕ ∈ dom (A) and) ATϕ = limnATn. Hence, AT is closed. Since it is
everywhere defined, it is bounded by the closed graph theorem (see e.g. [18, Thm. III.12]). The
last statement of the lemma follows by induction; recall that by definition
dom (A1A2) = {ϕ ∈ dom (A2) ∣ A2ϕ ∈ dom (A1)}
for any two operators A1,A2.
The following proposition characterizes SL(H), and gives it a natural topology.
Proposition 3.10. Let T ∈ B(H). The following conditions are equivalent:
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(i) T ∈ SL(H).
(ii) QαP βT ∈ B(H) for each α,β ∈ IN .
(iii) ∥T ∥α,0,β,0 <∞ for each α,β ∈ IN .
(iv) QαP βT ∈ Tp(H) for some (resp. all p = 1,2, . . .), and each α,β ∈ IN .
(v) HβT ∈ Tp(H) for some (resp. all p = 1,2, . . .), and each β ∈ IN .
(vi) ∥(Tα)∥β∨0 <∞ for each β ∈ IN .
The seminorms
T ↦ sup
ϕ∈H,∥ϕ∥≤1
∥Tϕ∥α,β = ∥T ∥α,0,β,0 = ∥QαP βT ∥, for all α,β ∈ IN (23)
induce a locally convex topology on SL(H), which makes it a Frechet space. The families{T ↦ ∥QαP βT ∥2, ∣ α,β ∈ IN}, {T ↦ ∥(Tα)∥β∨0 ∣ β ∈ IN}, {T ↦ ∥HαT ∥2 ∣ α ∈ IN}
of Hilbert space seminorms each induce this topology.
Proof. Assuming (i), we have P βT ∈ B(H) by Lemma 3.9, because P β is closed (on its full
domain). Since Qα is also closed, and Ran(P βT ) ⊂ S(RN), we can apply Lemma 3.9 again to
conclude that QαP βT ∈ B(H). Hence (ii) holds. (ii) obviously implies (iii), which again implies
(ii) by Lemma 3.2. Assuming (ii), we can multiply QαP βT from the left with H−2 as in the proof
of Lemma 3.5 (c) to conclude that that (iv) holds for p = 1, and hence for all p. Assuming (iv)
for some p implies, in particular, that QαP βT ∈ B(H), for all α,β which again implies that (iv)
holds for p = 1 and thus for all p. Trivially, (iv) for all p implies (v) for all p. Again (v) holds for
all p iff it holds for some p, because the above argument with H−2 works also here. Assuming
(v), we know that T maps into the domain of each Hα, and we have
∥(Tα)∥2β∨0 = ∑
α,α′∈IN
(α + 1)2β ∣⟨α∣T ∣α′⟩∣2
= ∑
α,α′∈IN
∣⟨α∣(H + 1
2
)βT ∣α′⟩∣2 = ∥(H + 1
2
)βT ∥22 <∞.
Hence (vi) holds. Assuming (vi) we have
sup
ϕ∈H,∥ϕ∥≤1
∑
α∈IN
(α + 1)2β ∣⟨α∣Tϕ⟩∣2 = ∑
α∈IN
(α + 1)2β sup
ϕ∈H,∥ϕ∥≤1
∣⟨T ∗∣α⟩∣ϕ⟩∣2
= ∑
α∈IN
(α + 1)2β∥T ∗∣α⟩∥2
= ∑
α,α′∈IN
(α + 1)2β ∣Tα∨α′ ∣2 = ∥(Tα)∥2β∨0,
so in particular, Tϕ ∈ S(RN). We have now proved the equivalences. The topology induced by
the seminorms (23) is Frechet by a similar argument as in Prop. 3.3. Clearly, we can replace the
S(RN)-seminorms ∥ ⋅ ∥α,β in (23) by any other family inducing the topology of S(RN), and still
get the same topology for S(H). Using the seminorms of the sequence space sN , the last two
computations above show that the seminorms
T ↦ ∥(H + 1
2
)βT ∥2 = ∥(Tα)∥β∨0 = sup
ϕ∈H,∥ϕ∥≤1
∥(aTϕα )∥β
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induce the topology of SL(H). Since∥QαP βT ∥ ≤ ∥QαP βT ∥2 ≤ ∥QαP βT ∥1 ≤ ∥H−2∥1∥H2QαP βT ∥,
it follows that also the seminorms T ↦ ∥QαP βT ∥2 induce the topology of SL(H).
It is clear from the above proposition that S(H) ⊂ SL(H), while the converse inclusion is
obviously not true. Indeed, if T = ∣ψ⟩⟨ϕ∣, then T ∈ SL(H) iff ψ ∈S(RN) (without any condition
on ϕ). In order to make T ∈ S(H), we also need ϕ ∈ S(RN), that is, T ∗ ∈ SL(H). It turns out
that these two conditions characterize S(H) completely. We first define
SR(H) ∶= {T ∈ B(H) ∣ T ∗ ∈SL(H)}
We equip SR(H) with the topology coming from SL(H) in the obvious way. We now have the
following characterization:
Proposition 3.11. Let T ∈ B(H). The following conditions are equivalent:
(i) T ∈ SR(H).
(ii) TP βQα extends to a bounded operator for each α,β ∈ IN .
(iii) ∥T ∥0,α,0,β <∞ for each α,β ∈ IN .
(iv) TP βQα extends to a an operator of Tp(H) for some (resp. all p = 1,2, . . .), and each
α,β ∈ IN .
(v) THβ extends to an operator of Tp(H) for some (resp. all p = 1,2, . . .), and each β ∈ IN .
(vi) ∥(Tα)∥0∨β <∞ for each β ∈ IN .
The family of seminorms
T ↦ sup
ϕ∈H,∥ϕ∥≤1
∥T ∗ϕ∥α,β = ∥T ∥0,α,0β = ∥TP βQα∥, for all α,β ∈ IN , (24)
as well as each family{T ↦ ∥TP βQα∥2, ∣ α,β ∈ IN}, {T ↦ ∥(Tα)∥0∨β ∣ β ∈ IN}, {T ↦ ∥THα∥2 ∣ α ∈ IN}
of Hilbert space seminorms induce the topology of SR(H).
Proof. If (i) holds then QαP βT ∗ ∈ B(H) by Prop. 3.10. But the adjoint of this operator is an
extension of the densely defined operator TP βQα, so (ii) holds. (ii) is clearly equivalent to (iii).
Assuming (ii), and noticing that TP βQαϕ = TP βQαH2H−2ϕ for all ϕ ∈S(RN), we see that the
bounded extension of TP βQα is trace class, and hence in each Tp(H). If (iv) holds for some p
the extension is in particular bounded, so again by multiplying with H−2 we see that (iv) holds
for all p. Assuming this, (v) is clear. Assuming (v) compute ∥(Tα)∥0∨β = ∥T (H + 12)β∥2 < ∞ so
(vi) holds. To get (i) from (vi) just note that ∥(Tα)∥0∨β = ∥((T ∗)α)∥β∨0, and use Prop. 3.10.
We now get the following neat characterization of S(H) in terms of the ranges of T and T ∗:
Theorem 3.12. Let T ∈ B(H). Then T ∈S(H) if and only if
Ran(T ) ⊂S(RN), and Ran(T ∗) ⊂S(RN).
The topology of S(H) is induced by the seminorms∥T ∥α,0,β,0 = sup
ϕ∈H,∥ϕ∥≤1
∥Tϕ∥α,β, ∥T ∥0,α,0,β = sup
ϕ∈H,∥ϕ∥≤1
∥T ∗ϕ∥α,β, α, β ∈ IN .
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Proof. If T ∈S(H) it is clear that the inclusion of the ranges follows. We now assume Ran(T ) ⊂
S(RN) and Ran(T ∗) ⊂ S(RN). From Props. 3.10 and 3.11 it follows that ∥(Tα)∥β∨0 < ∞ and∥(Tα)∥0∨β <∞ for all β,β′ ∈ IN . But now the Cauchy-Schwartz inequality gives
∥(Tα)∥2β∨β′ = ∑
α∨α′∈I2N
(α ∨ α′ + 1)2β∨β′ ∣Tα∨α′ ∣2 = ∑
α,α′∈IN
(α + 1)2β(α′ + 1)2β′ ∣Tα∨α′ ∣2
≤
√
∑
α,α′∈IN
(α + 1)4β ∣Tα∨α′ ∣2 ∑
α,α′∈IN
(α′ + 1)4β′ ∣Tα∨α′ ∣2
= ∥(Tα)∥2β∨0∥(Tα)∥0∨2β′ <∞,
so (Tα) ∈ s2N , i.e. T ∈ S(H). Moreover, we have
∥(Tα)∥β∨β′ ≤√∥(Tα)∥2β∨0∥(Tα)∥0∨2β′ ≤ 1
2
(∥(Tα)∥2β∨0 + ∥(Tα)∥0∨2β′),
which proves that the restricted family
{T ↦ ∥(Tα)∥β∨0, T ↦ ∥(Tα)∥0∨β ∣ β ∈ IN}
induces the topology of S(H). But according to Props. 3.10 and 3.11, these are the seminorms
of SL(H) and SR(H) put together. This completes the proof.
3.5 Applications of the range theorem
The theorem just proven has a number of interesting consequences which are collected in this
Subsection. The first shows that multiplication by a Schwartz operator regularizes closable un-
bounded operators defined on the Schwartz space.
Proposition 3.13. Let A be a closed operator in H, with dom (A) ⊃S(RN), and let T ∈ S(H).
(a) AT ∈ SR(H), and TA∗ is closable with closure in SL(H).
(b) If S(RN) is invariant for A then AT ∈S(H), and the extension of TA∗ is in S(H).
Proof. Part (a): Since T maps all of H into S(RN) by Prop. 3.12, it follows from Lemma 3.9
that AT ∈ B(H). Now ATP βQα is densely defined on S(RN), and since TP βQα extends to a
Schwartz operator T˜ which, as such, maps H into S(RN), it follows that ATP βQα extends to
AT˜ which is again bounded by Lemma 3.9. Hence, it follows from Prop. 3.11 that AT ∈ SR(H).
Since A is closed, the operator TA∗ is densely defined, so its adjoint (TA∗)∗ is well defined,
and is an extension of AT ∗. Hence (TA∗)∗ = AT ∗ ∈ SR(H) by the previous argument, so TA∗
is closable with closure in SL(H). Part (b): We already know from (a) that AT ∈ SR(H) and(TA∗)∗∗ ∈ SL(H). If S(RN) is invariant for A then the ranges of the bounded operators AT and
AT ∗ are in S(RN), so AT ∈ SL(H), and (TA∗)∗∗ = (AT ∗)∗ ∈ SR(H). Hence the claim follows
from Prop. 3.12.
This has the following corollary:
Proposition 3.14. Let T ∈ S(H), and let A and B be closed operators in HN with domains
containing S(RN) as an invariant subspace. Then ATB∗ is closable with closure in S(H).
Proof. It follows from Prop. 3.13 (b) that A(TB∗)∗∗ ∈ S(H). But this is obviously a bounded
extension of the operator ATB∗, which is densely defined (with domain dom (B∗)) because B∗
is closed. Hence ATB∗ is closable, and the closure must coincide with A(TB∗)∗∗ ∈S(H).
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In Subsect. 3.2 we have seen that the eigenvectors of a positive Schwartz operators are Schwartz
functions, however, there is no statement yet about the eigenvalues. This gap is closed by the
next result.
Proposition 3.15. The root of a positive Schwartz operator is again a Schwartz operator.
Proof. Let T be a positive Schwartz operator. Take arbitrary α,β ∈ IN , and ϕ ∈ S(RN) with∥ϕ∥ = 1. Then
∥√TP βQαϕ∥2 = ⟨P βQαϕ∣TP βQαϕ⟩ ≤ ∥T ∥α,α,β,β <∞, (25)
showing that
√
TP βQα extends (in a unique way) to a bounded operator on H. According to
the equivalence of (i) and (ii) in Prop. 3.11 this implies that√
T ∈ SR(H) = {T ∈ B(H) ∣T ∗ ∈ SL(H)}.
But since
√
T is selfadjoint this implies that
√
T ∈ SL(H) holds as well. Hence the statement
follows from Thm. 3.12.
Corollary 3.16. Let T ∈ S(H). Then ∣T ∣ ∈ S(H) as well. The singular values ck of T satisfy
the fall-off condition ∑k c
1
2n
k <∞ for all n ∈ N.
The condition in the Lemma is not compatible with any power law, but does not imply polyno-
mial or faster decay, because there can be a subsequence with rapidly increasing k, along which
kck is unbounded. This leaves open the question what the optimal decay statement in the Lemma
might be.
Proof. Since ∣T ∣ = √T ∗T , the first claim follows from Lemma 3.5 (a) and (b), and the above
Proposition. By applying the Proposition n times to the positive Schwartz operator ∣T ∣ we see
that the series ∑k c1/2nk with the singular values ck, k ∈ N of T converges for all n ∈ N. (Recall
that every Schwartz operator is trace class by Lemma 3.6.)
Finally we can use the last result to prove the following “cycling under the trace” result.
Corollary 3.17. For each T ∈S(H) and each closed operator A such that S(RN) ⊂ dom (A) ∩
dom (A∗), we have Tr[TA] = Tr[AT ].
Proof. Note first that for any T ∈ S(H) we have T ± T ∗ ∈ S(H), and a selfadjoint T can be
decomposed according to T = T+ − T− with T± = (T ± ∣T ∣)/2. Obviously T± > 0 and T± ∈ S(H).
Hence each T ∈S(H) can be written as a linear combination of four positive Schwartz operators.
Therefore it is sufficient to prove the statement for T > 0. In this case√T exists and is a Schwartz
operator,
√
TA ∈ SL(H) and A√T ∈ SR(H) by Prop. 3.13 (a), hence both are trace class by
Props. 3.10 and 3.11. Since the Schwartz operator
√
T is also trace class we get
Tr(TA) = Tr (√T√TA) = Tr (√TA√T) = Tr (A√T√T ) = Tr(AT ).
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3.6 Basic quantum harmonic analysis on Schwartz operators and functions
According to the correspondence theory [22], operators on H correspond to functions on X via
the convolutions defined above, and these are compatible with the Fourier-Weyl transform in the
sense of (6). This correspondence works also on the level of Schwartz operators and Schwartz
functions.
We know that the symplectic Fourier transform f ↦ f̂ is a topological isomorphism of S(X)
onto itself. The following proposition shows that an analogous statement holds for the Weyl
transform.
Proposition 3.18. T ∈S(H) if and only if T̂ ∈S(X). The map
S(H) ∋ T ↦ T̂ ∈S(X)
is a topological isomorphism.
Proof. We prove that the T̂ ∈ S(X) if and only if the kernel condition Prop. 3.7 (ii) holds, and
that the restriction of the Hilbert-Schmidt Weyl transform is a topological isomorphism between
S(H) and S(X). In the notation of Lemma 2.7, we have T̂ = U(1I⊗F ∗)VKT for all T ∈HS(H).
Now the unitary operator U obviously mapsS(R2N) ontoS(X), and V keepsS(R2N) invariant,
with the corresponding restrictions being continuous in the topology of S(R2N). What we need
in addition, is that 1I⊗F ∗ has the same property. But we know that F ∗ keeps S(RN) invariant,
with the restriction being continuous, so we only need to apply Prop. 2.3 (e) and (d). The proof
is complete.
Since multiplication by a Schwartz function is continuous in S(X), it follows immediately
from (6) that for a fixed S0 ∈S(H), the convolutions keep the Schwartz spaces invariant, and
S(X)→S(H), f ↦ f ∗ S0, S(H)→S(X), T ↦ T ∗ S0
are continuous. These correspondence maps are not surjective; the best one can hope for is that
the range is dense. This holds at least for the ground state of Htot:
Lemma 3.19. Let S0 = ∣0⟩⟨0∣, i.e. the ground state of Htot. Then the range of T ↦ T ∗ S0 is
dense in S(X).
Proof. According to Prop. 2.3 (b), the linear span of the vectors ∣α ∨ α′⟩, α,α′ ∈ IN is dense in
S(X). Fix α,α′ ∈ IN . Then ∣α ∨ α′⟩ is an eigenfunction of the Fourier-Plancherel operator F on
L2(R2N). Since ̂∣α ∨ α′⟩(q, p) = (F ∣α ∨ α′⟩)(−p, q), we have
̂∣α ∨ α′⟩(q, p) = const. e− 12 (q2+p2) N∏
i=1
Hαi(−pi)Hα′i(qi),
where the Hn are Hermite polynomials. Since Ŝ0(q, p) = e− 14 (q2+p2), we see that Ŝ0−1 ̂∣α ∨ α′⟩ ∈
S(X). Hence there is an T ∈ S(H) such that T̂ = Ŝ0−1 ̂∣α ∨α′⟩; this has T ∗ S0 = ∣α,α′⟩. This
completes the proof.
Another commonly used correspondence between functions on X and operators on H is the
Weyl quantization, of which there exists a large amount of literature; see e.g. [1] and the references
therein. For Schwartz functions, the Weyl quantisation is defined by
S(X)→S(H), f ↦W[f] ∶= ˇ̂f−, (26)
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where (as defined above), f ↦ fˇ denotes the inverse Weyl transform. Hence, the Weyl quantiza-
tion also provides a topological isomorphism between S(X) and S(H). The value of the inverse
transform W−1[T ] ∶= ̂̂T− is called the Wigner function of T ∈S(H). By definition, this has
∫ dxW−1[T ](x) = T̂−(0) = tr[T ], ∫ dx∣W−1[T ](x)∣2 = ∥T ∥22.
In order to check that this leads to the standard definition, we take T = ∣ψ⟩⟨ϕ∣ ∈ S(H), and
compute the Wigner function at x = (q, p):
W
−1[T ](x) = ∫ ei{x,y}tr[W (y)T ]dy
= ∫ dq
′dp′(2π)N ei(q′⋅p−q⋅p′)∫ dq′′ϕ(q′′)e−iq′ ⋅p′/2eip′⋅q′′ψ(q′′ − q′)
= ∫
RN
dq′eiq
′ ⋅p 1√(2π)N ∫RN dp′e−i(q′/2+q)⋅p′ 1√(2π)N ∫RN dq′′ eip′⋅q′′ϕ(q′′)ψ(q′′ − q′)
= ∫
RN
dq′eiq
′ ⋅pϕ(q′/2 + q)ψ((q′/2 + q) − q′) = ∫
RN
dq′eiq
′ ⋅pϕ(q + q′/2)ψ(q − q′/2)
= 2N ∫
RN
dq′e2ip⋅q
′
ϕ(q + q′)ψ(q − q′)
= 2N ∫
RN
dq′e2ip⋅q
′
ϕ(q + q′)ψ(q − q′)
= 2N ⟨W (−x)ϕ∣ΠW (−x)ψ⟩ = 2tr[W (x)ΠW (x)∗T ].
Since both sides are continuous with respect to T ∈S(H), we have, in general
W
−1[T ](x) = 2N tr[W (x)ΠW (x)∗T ], T ∈S(H). (27)
From the computation we also get the commonly used formula for the Wigner function:
W
−1[∣ψ⟩⟨ϕ∣](x) = ∫
RN
dq′eiq
′ ⋅pϕ(q + q′/2)ψ(q − q′/2).
Using (5), we get the Wigner quantization of an f ∈S(X):
⟨ϕ∣W[f]ψ⟩ = ∫ dy⟨ϕ∣W (y)ψ⟩∫ ei{x,y}f(x)dx = ∫ dxf(x)∣̂ψ⟩⟨ϕ∣−(x)
= ∫ dqdp(2π)N f(q, p)∫RN dq′eiq′ ⋅pϕ(q + q′/2)ψ(q − q′/2)
= ∫ dqdp(2π)N f(q, p)2∫RN dq′e2i(q′−q)⋅pϕ(q′)ψ(2q − q′)
= ∫
RN
dq′∫ 2dqdp 1(2π)N f(q, p)e2i(q′−q)⋅pϕ(q′)ψ(2q − q′)
= ∫
RN
dq′∫ dq 1(2π)N ∫ dpf (q + q′2 , p) ei(q′−q)⋅p ϕ(q′)ψ(q).
Hence, the kernel of W[f] is given by
KW[f](q, q′) = 1(2π)N ∫ dpf (q′ + q2 , p)ei(q−q′)⋅p. (28)
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From the above computation we also see that
tr[W[f]T ] = ∫ dxf(x)W−1[T ](x), T ∈S(H).
The basic example is the Gaussian state T0 = ∣h0⟩⟨h0∣, where h0(q) = 1π1/4 e− 12x2 is the ground
state of Htot. For this, we have KT0(q, q′) = π−N/2e− 12 (q2+(q′)2), and
T̂0(q, p) = e− 14 (q2+p2), W−1[T0](q, p) = 2Ne−(q2+p2).
Note that even though all three functions are Gaussian, the constant in the exponent is different
in each case.
3.7 Operations on Schwartz operators
We now describe operator analogues of basic operations on Schwartz functions.
3.7.1 Multiplication
We first look at the multiplication of functions. First recall that a function g ∶ X → C is polyno-
mially bounded, if there exist m ∈ N and C > 0 such that
∣g(q, p)∣ ≤ C(1 + N∑
i=1
(q2i + p2i ))m.
The set of functions which, together with their derivatives, are polynomially bounded, is denoted
by OM(X). A differentiable function g ∶ X → C defines a continuous map f ↦ gf on S(X) if
and only if g and all its derivatives Dαg are polynomially bounded (see e.g. [18]).
It is now easy to formulate an analogous condition for operators: we say that a densely defined
operator A is polynomially bounded from the right (resp. left) if A (resp. A∗) is relatively bounded
with respect to Hmtot for some m ∈ N. If both hold, we simply say that A is polynomially bounded.
Recall [19] that a densely defined operator A is relatively bounded with respect to an operator
H0 (or H0-bounded, for short) if dom (H0) ⊂ dom (A), and there exist positive constants a, b > 0
such that ∥Aϕ∥ ≤ a∥H0ϕ∥ + b∥ϕ∥, for each ϕ ∈ dom (H0).
If H0 is positive and selfadjoint (as is the case with each Hmtot), the resolvent (1 + H0)−1 is
bounded, and maps the whole Hilbert space bijectively onto dom (H0). From this it is easy to
see that A is H0-bounded if and only if dom (H0) ⊂ dom (A) and A(1 +H0)−1 is bounded. If A
is closed, it follows from Lemma 3.9 that A is H0-bounded iff dom (H0) ⊂ dom (A).
We make the following observation:
Corollary 3.20. The "cycling under the trace" formula (Cor. 3.17) holds also for every polyno-
mially bounded operator A (regardless of whether A is closed).
Proof. Since
√
T is a Schwartz operator, it maps everything into S(RN), which is contained in
dom (Hmtot) (for all m) and hence also in dom (A)∩dom (A∗). Thus A√T is everywhere defined,
and bounded because A
√
T = (A(1 +Hmtot)−1)(1 +Hmtot)√T . Similarly, A∗√T is bounded, and
hence its adjoint equals the closure of
√
TA, which is therefore also bounded. Hence we can use
the same argument as in the proof of Cor. 3.17.
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The set of operators A such that each QαP βA is polynomially bounded from the right, is
denoted by OMR(H), and the set of operators A such that AP βQα is polynomially bounded
from the left is denoted by OML(H). We also define OM(H) = OML(H)∩OMR(H). Clearly the
adjoint operation is a bijective map between OMR(H) and OML(H).
Proposition 3.21. Every element A ∈ OMR(H) maps S(RN) into itself. If A ∈ OMR(H) and
B ⊃ A, then B ∈ OM(H). The sets OMR(H), OML(H), and OM(H) are algebras with respect to
the usual addition and multiplication of unbounded operators.
Proof. First note that forA ∈ OMR(H) and α,β, there exists anm such thatS(RN) ⊂ dom (Hmtot) ⊂
dom (QαP βA). This implies that the domain of A contains S(RN) as an invariant subspace,
and also shows that any extension of A is in OMR(H). This proves the first two claims. Con-
sequently, the product AB of two polynomially bounded operators A and B is densely de-
fined, with domain containing S(RN). For fixed α,β, we now choose m as above, and such
that QαPαA(1 +Hmtot)−1 is bounded. Then we choose m′ such that dom (Hm′tot) ⊂ dom (B) and(1 +Hmtot)B(1 +Hm′tot)−1 is bounded; in particular, B maps dom (Hm′tot) into dom (Hmtot). Hence
dom (Hm′tot) ⊂ dom (QαP βAB), and
QαP βAB(1 +Hm′tot)−1 = QαP βA(1 +Hmtot)−1(1 +Hmtot)B(1 +Hm′tot)−1
is bounded. Hence, OMR(H) is closed under multiplication. Since dom (A + B) = dom (A) ∩
dom (B) by definition, it is clear that OMR(H) also contains all linear combinations of its ele-
ments. This proves that OMR(H) is an algebra. Since B∗A∗ ⊂ (AB)∗ for any two unbounded
operators, it follows that OML(H), and consequently also OM(H), is an algebra.
Remark 3.22. Clearly, every bounded operator is polynomially bounded. More importantly, so
is each polynomial of Q and P . Indeed, by noting that dom (Hmtot) is given explicitly as
dom (Hmtot) ∶= ⎧⎪⎪⎨⎪⎪⎩ϕ ∈ H ∣ ∑α′∈IN (
N
∑
i=1
α′i)m ∣⟨α∣ϕ⟩∣2 <∞⎫⎪⎪⎬⎪⎪⎭ , (29)
and writing each Qi and Pi in terms of the ladder operators Ai,A∗i we see that for given α,β ∈ IN
there exists an m ∈ N such that dom (Hmtot) ⊂ dom (QαP β). Hence, QαP β(1+Hmtot)−1 is bounded
by Lemma 3.9. More generally, each polynomial of closed operators with domain containing
dom (Hmtot) for some m, is polynomially bounded from the right.
Remark 3.23. Note that even though every bounded operator is polynomially bounded, B(H)
is not included in any of the sets OMR(H), OML(H) and OM(H), because e.g A ∈ OMR(H)
requires S(RN) ⊂ dom (QαPαA). A rank one operator ∣ϕ⟩⟨ψ∣ with ψ ∈S(RN) and ϕ ∉ dom (Q),
is in OMR(H) but not in OML(H).
Concerning multiplication, we now have the following:
Proposition 3.24. If A ∈ OMR(H) (resp. A ∈ OML(H)), the multiplication T ↦ AT (resp.
T ↦ TA) is a continuous map from S(H) into itself.
Proof. Let A ∈ OMR(H). Given α,α′, β, β′ ∈ IN we can find m ∈ N such that dom (Hmtot) ⊂
dom (QαP βA), and QαP βA(1 +Hmtot)−1 is bounded. But this implies that∥QαP βATP β′Qα′∥ ≤ ∥QαP βA(1 +Hmtot)−1∥∥(1 +Hmtot)TP β′Qα′∥,
showing that T ↦ AT is continuous. The claim concerning A ∈ OML(H) and T ↦ TA is proved
by taking the adjoint, which is continuous on S(H) by Lemma 3.5 (a).
23
3.7.2 Differentiation
Concerning differentiation, it is again useful to first look at the function analogue. For f ∈ S(X)
let fy denote the translation of f , i.e. fy(x) = f(x − y). For a fixed x we have
Dαy fy(x)∣y=0 =Dαy f(x − y)∣y=0 = (−1)∣α∣(Dαf)(x).
Hence, we can write each derivative Dαf ∈ S(X) as the derivative at y = 0 of the translation
y ↦ fy, in the weak (pointwise) sense. Since we know that the translations of operators in S(H)
are represented by y ↦ W (y)TW (−y), we can use this connection to define a derivative for
Schwartz operators:
Given α ∈ I2N and T ∈S(H) we define
DαT ∈S(H), ⟨ϕ∣DαTψ⟩ = (−1)∣α∣Dα⟨ϕ∣W (y)TW (y−)ψ⟩∣y=0. (30)
Using the definition of the Weyl operators, we can express this explicitly as a polynomial of Q
and P , which shows that the result is indeed a Schwartz operator.
Another natural way of formulating differentiation is by means of the commutator (Lie) deriva-
tive: for an arbitrary operator A ∈ OM(H), we define
LA(T ) = [A,T ]. (31)
We now get the following result:
Proposition 3.25. For each α ∈ I2N , the derivative T ↦DαT is a continuous map from S(H)
into itself. For each A ∈ OM(H), the Lie derivative LA is a continuous map from S(H) to itself.
The following identify holds.
Dα∨βT = (−i)∣α∣i∣β∣LαnPN ○ ⋯ ○Lα1P1 ○LβNQN ○ ⋯ ○Lβ1Q1(T ). (32)
Proof. The map LA is continuous due to Prop. 3.24, and the expansion of Dα∨βT can be verified
by direct computation, using the fact that W (q, p) = eiq⋅p/2e−iq⋅P eip⋅Q, and noting that the phase
factor eip⋅q/2 does not contribute to the derivative. The expansion also shows the continuity of
T ↦Dα∨βT .
Furthermore, the derivative combines naturally with convolutions; the following identities fol-
low immediately from the Weyl relations:
D̂αf = (Dαy e−i{x,y}∣y=0)f̂ , f ∈ S(X), (33)
D̂αT = (Dαy ei{x,y}∣y=0) T̂ , T ∈ S(H). (34)
Dα(S ∗ T ) =DαS ∗ T = S ∗DαT, T,S ∈ S(H), (35)
Dα(f ∗ T ) =Dαf ∗ T = f ∗DαT, f ∈ S(X), S ∈ S(H). (36)
4 Application 1: Operator moment problems
In order to demonstrate usefulness of the above development, we consider the operator version
of moment problems, which is a classic topic in measure theory. For instance, in the Hamburger
moment problem [19, X.1] we are asking for conditions on a sequence of real numbers mn, n ∈ N
under which a measure µ on R exists, such that the mn become the moments of µ, i.e.
mn = ∫
∞
−∞
xnµ(dx),
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and whether µ is uniquely determined by the mn. As a non-commutative analog we now replace
µ by a positive trace-class operator T ∈ B∗(H) on a Hilbert space H and for a set of (in general
unbounded) operators X1, . . .Xk we look at the expectation values
mf = Tr(f(X1, ...,Xk)T ),
where f runs over all polynomials in the Xj . Of course this equation is not well defined for all
T and we have to adjust our definition to cope with possible domain problems. For the case
where the Xj are just the canonical position and momentum operators Q1, . . . ,Qn;P1, . . . , Pn,
however, we have done exactly that in the preceding section. Indeed, Schwartz operators are
exactly those trace class operators for which we can formulate the following problem: For each
pair of multiindices α,β ∈ IN define the numbers
mα,β = Tr(QαP βT ), (37)
which we will call henceforth the moments of T . Is T uniquely determined by its moments?
For later use we can introduce the operators R1, . . . ,R2n = Q1, . . . , PN and the multi index
notation
RA = Ra1 . . . Ra∣A∣ , A = (a1, . . . , a2n) ∈ {1, . . . ,2n}∣A∣
which is different from the one used earlier (for that reason we are using another family symbols
for the indices). Direct sums of multi-indices can also be defined
A ∨B = (a1, . . . , a∣A∣, b1, . . . b∣B∣) obviously ∣A ∨B∣ = ∣A∣ + ∣B∣,
as well as a conjugation
A = (a2n, . . . , a1) if A = (a1, . . . , a2n).
The purpose of the latter is given by the equation (RA)∗φ = RAφ for all φ ∈ S(H). With this
notation we can define
mA = Tr(RAT ), A ∈ F
where F is the set of all multiindices A with arbitrary length ∣A∣. Obvioulsy the mα,β form a
subfamily of the mA. The converse is not true, since the Rk can appear in any order. Howerver,
by using the canonical commutation relations we can express each mA as a linear combination
of some of the mα,β . Hence both sets of moments contain exactly the same information.
The main result of this section is the uniqueness theorem (Thm. 4.4) which states that under
a technical condition (analyticity; cf. Def. 4.1) each Schwartz operator is uniquely determined
by its moments. In order to prove this we need an additional tool, which is discussed in the next
subsection.
Before we come to this let us add some short remarks about two related topics. Firstly, the
existence question for the moments in Eq. (37). As in the classical case a positivity condition
(which can be easily formulated in terms of the associative *-algebra generated by the Qi and
Pi) is sufficient, but (and this different from the commutative case) not sufficient. To fill this gap
we need representation theory of the Heisenberg Lie algebra [6]. Our second remark concerns the
Pauli problem, i.e. the question whether the distribution for position and momentum together are
sufficient to determine the corresponding density matrix. The answer is known to be: no; cf. e.g.
[21]. This implies in particular the moments mα,0 and m0,β are not sufficient to determine the
density operator, while (at least for analytic Schwartz operators) uniqueness can be guaranteed
if all of the mα,β are known (cf. Thm. 4.4 below).
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4.1 Purifications
A purification of a positive trace class operator T on a Hilbert space H is a pair (K,Ω) consisting
of another Hilbert space K and a vector Ω ∈H⊗K satisfying T = TrK(∣Ω⟩⟨Ω∣), where TrK denotes
the partial trace over the second tensor factor. A purification is called minimal if Ω is cyclic for
the von Neumann algebra B(H)⊗ 1I. Existence and uniqueness of the GNS construction implies
immediately that each T admits a unique (up to unitary equivalence) purification.
Our goal is now to look at purifications of positive Schwartz operators. To formulate and prove
the main theorem we need the following definition.
Definition 4.1. A Schwartz operator T is called analytic if there exist constants C,K > 0 such
that its moments satisfy ∣mA∨A∣ ≤ C2K2∣A∣(∣A∣!)2
for all A ∈ {1, . . . ,2n}∣A∣.
We can reformulate Definition 4.1 in terms of the square root of T (which is again in S(H)
according to Prop. 3.15). Note that the following result also shows that mA∨A is always positive.
Hence the modulus in Def. 4.1 is redundant.
Proposition 4.2. A positive Schwartz operator T ∈ S(H) is analytic iff there are constants
C,K > 0 such that ∥RA√T∥
2
≤ CK ∣A∣∣A∣!
holds for all A ∈ {1, . . . ,2n}∣A∣ of arbitrary length ∣A∣.
Proof. The statement immediately follows from
∥RA√T∥2
2
= Tr((RA√T )∗RA√T) = Tr (√TRARA√T) = Tr(RA∨AT ) =mA∨A.
Finally, we come to the main result of this subsection. The main trick is to use the kernel of√
T as the purification of T .
Proposition 4.3. Consider the minimal purification (K,Ω) of a positive, analytic Schwartz
operator T ∈ S(H). The linear hull of {RA ⊗ 1IΩ ∣A ∈ F} is dense in H⊗K and all its elements
are analytic vectors for the canonical operators R1, . . . ,R2n.
Proof. We start with the kernel function Ω ∈ H ⊗H of √T . Since A ⊗ 1IΩ is for each A ∈ B(H)
the kernel function of A
√
T we have:⟨Ω,A∗A⊗ 1IΩ⟩ = ⟨A⊗ 1IΩ,A⊗ 1IΩ⟩
= Tr((A√T )∗A√T) = Tr (√TA∗A√T)
= Tr(TA∗A).
Hence for any positive operator we have
Tr(TA) = ⟨Ω,A⊗ 1IΩ⟩. (38)
Since each bounded operator can be written as a linear combination of four positive operators
Eq. (38) holds for any A. Hence Ω is a purification of T . To get a minimal purification consider
the Schmidt decomposition of Ω:
Ω = ∑
n
λnφn ⊗ ψn, λn > 0 (39)
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with orthonormal systems φn ∈ H and ψnH. If necessary we extend φn to a complete orthonormal
system (this might require a renumbering if n already runs over n ∈ N). Now define K as the
closed subspace of H generated by the ψn. Obviously Ω ∈H⊗K. Hence we only have to show that
Ω is cyclic. To this end consider operators ∣φm⟩⟨φn∣ for arbitrary m,n. Applying ∣φm⟩⟨φn∣ ⊗ 1I
to Ω we get according to (39) λnφm ⊗ ψn. Since λn ≠ 0 we can generate all elements of the
basis φm ⊗ψn of H⊗K that way. In other words Ω is cyclic and the pair (K,Ω) is the minimal
purification of T .
In our next step we look at the vectors RAΩ ∈H⊗K with A ∈ {1, . . . ,2n}∣A∣. we have to show
that they are analytic for the family of operators R1, . . . ,R2n, i.e.∥(R⊗ 1I)BΩ∥ ≤ CK ∣B∣(∣B∣)! (40)
with constants C,K ∈ R+ and for all B ∈ {1, . . . ,2n}∣B∣ of arbitrary length. Since T is analytic we
get from Definition 4.1
∥(R⊗ 1I)A∨BΩ∥ = ∥RA∨B√T∥
2
≤ CK ∣A∣+∣B∣(∣A∣ + ∣B∣)! (41)
since
√
T is a Schwartz operator, hence, Ω a Schwartz function and RA∨B ⊗ 1IΩ is the kernel of
RA∨B
√
T . To get the form given in Eq. (40) let us rewrite (∣A∣ + ∣B∣)! as
(∣A∣ + ∣B∣)! = (∣A∣ + ∣B∣∣B∣ )∣A∣!∣B∣! .
The binomial coefficient can be estimated from above in terms of the binomial expansions of
2∣A∣+∣B∣ = (1 + 1)∣A∣+∣B∣: (∣A∣ + ∣B∣∣B∣ ) ≤ 2∣A∣+∣B∣.
Hence, with C˜ = C(2K)∣A∣∣A∣! and K˜ = 2K we get (41):
∥(R⊗ 1I)B(R⊗ 1I)AΩ∥ ≤ C˜K˜ ∣B∣B! ,
which shows that (R⊗ 1I)AΩ is analytic.
It remains to show that the subspace D ⊂ H⊗K generated by the family (R ⊗ 1I)AΩ is dense
in H ⊗ K. To this end we use Nelsons results on analytic vectors ([20], cf. also [19, X.6] and
[6, Ch. 4.3]) which imply that for each φ ∈ D and each Weyl operator W (x) the vector W (x)φ
can be written as a (norm-convergent) series involving terms of the form RAφxA(∣A∣!)−1, with
xA = xa1⋯xa∣A∣ . Hence W (x)φ ∈ D and therefore
D1 = span{W (x)⊗ 1IΩ ∣x ∈ R2n} ⊂D.
Now recall that Ω is cyclic for the algebra B(H) ⊗ 1I, hence the space {A ⊗ 1IΩ ∣A ∈ B(H)} is
dense in H⊗K. Moreover, finite linear combination of Weyl operators are norm-dense in B(H).
Therefore D1 is dense in H⊗ 1I, too, and D1 ⊂D implies D =H⊗K, which was to show.
4.2 Uniqueness
We are now ready to prove uniqueness of the moment problem in the following form:
Theorem 4.4. Consider two positive, analytic Schwartz operators T1, T2 ∈S(H) such that
Tr(QαP βT1) =mαβ = Tr(QαP βT2) ∀α,β ∈ IN . (42)
Then we have T1 = T2.
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Proof. As already stated at the beginning of this section we can use the moments mA instead of
mαβ . In other words Eq. (42) is equivalent to
Tr(RAT1) = Tr(RAT2) ∀A ∈ F, (43)
which is the relation we will use in the following. Now consider the minimal purifications (Kj ,Ωj)
of Tj, j = 1,2. If f is a polynomial in the Rk ⊗ 1I satisfying fΩ1 = 0 we get
0 = ⟨RA ⊗ 1IΩ1, fΩ1⟩ = ⟨Ω1,RA ⊗ 1IfΩ1,Ω1⟩ = Tr(RAfT1)
The operator RAf is a linear combination of terms RB for some B ∈ F . Hence, using Eq. (43)
we get ⟨RA ⊗ 1IΩ2, fΩ2⟩ = 0,
and since A is arbitrary we get fΩ2 = 0 due to cyclicity of Ω2. Hence we can define a map
U ∶ D1 →D2, Dj = span{RA ⊗ 1IΩj ∣A ∈ F} by
U ∶ D1 →D2, Dj = span{RA ⊗ 1IΩj ∣A ∈ F} URAΩ1 = RAΩ2. (44)
Reversing the roles of T1 and T2 we see that U is invertible. Furthermore, using again Eq. (43)
we get ⟨RAΩ1,RBΩ1⟩ = ⟨RAΩ2,RBΩ2⟩,
which shows that U extends to a unitary D1 → D2. Cyclicity of the Ωj finally shows that (44)
defines a unique unitary H⊗K1 →H ⊗K2. Furthermore we have for k = 1, . . . ,2n and A ∈ F
U(Rk ⊗ 1I)RA ⊗ 1IΩ1 = (Rk ⊗ 1I)RA ⊗ 1IΩ2 = (Rk ⊗ 1I)URA ⊗ 1IΩ1, (45)
Hence [U,Rk⊗1I]φ = 0 for all φ ∈D1. Note that this usually does not imply [U, exp(ixRk)] = 0 for
some x ∈ R. According to Prop. 4.3, however, the elements in D1 are analytic vectors such that
W (x)⊗1Iφ with ψ ∈D1 and a Weyl operatorW (x), x ∈ R2n can be written as a norm convergent
series of terms of the form RAφxA(∣A∣!)−1. Therefore Eq. (45) implies that [U,W (x) ⊗ 1I] = 0
holds for all x ∈ R2n. Due to irreducibility of the Weyl operators on H the unitary U has to have
to the form 1I⊗ U˜ with a unitary U˜ ∶ K1 → K2. Hence
T2 = TrK2(∣Ω2⟩⟨Ω2∣) = TrK2(1I⊗ U˜ ∣Ω1⟩⟨Ω1∣1I⊗ U˜∗) = TrK1(∣Ω1⟩⟨Ω1∣) = T1
what was to show.
5 Tempered distributions
We now proceed with a natural development of the general theory of Schwartz operators. Start-
ing again with the function analogue, a tempered distribution on S(X) is an element of the
topological dual S′(X), i.e. a continuous linear functional φ ∶ S(X)→ C. Similarly, we say that
a tempered distribution on S(H) is a continuous linear functional Φ ∶ S(H) → C. The space
of tempered distributions is the topological dual of S(H), and will be denoted by S′(H). It is
equipped with the corresponding weak-* topology. In the following we will discuss some of its
properties, including in particular:
• Examples of operators as elements of S′(H), more specifically bounded and polyno-
mially bounded operators, are discussed in Subsect. 5.1.
28
• Alternative characterizations of elements of S′(H) will be formulated in terms of
their kernel distributions (which are ordinary tempered distributions), and matrix repre-
sentations (Subsect. 5.2).
• Operations on distributions are studied in Subsect. 5.3. Together with the previous
point this allows us to do obtain new quadratic forms from existing ones in ways usu-
ally not allowed, such as: products with (polynomially) bounded operators, differentiation,
convolutions and Fourier transforms.
• Weyl-Wigner correspondence between usual tempered distributions S′(X) (gener-
alised classical variables) and the elements of S′(H) (generalised operators) will be formu-
lated using the harmonic analysis operations. Some interesting special cases will be pointed
out, for instance, quantisation of the delta-distribution and its derivatives.
• Regularity theorem. In Sect. 5.4 we will prove a quantum version of the regularity
theorem for distributions, showing that any element of S′(H) can be written as a polyno-
mially bounded quadratic form (not necessarily an operator), which can be obtained from
polynomially bounded operators by differentiation and taking linear combinations.
• Approximation of distributions in terms of operators are briefly discussed in Subsect.
5.5.
5.1 Operators as distributions
Just as sufficiently well-behaved functions g ∶ X → C define elements of S′(X) via the integral
formula
φg(f) = ∫ g(x)f(x)dx, (46)
we look for operators A which define elements of S′(H) via the trace formula
ΦA(T ) = tr[AT ] = tr[TA], T ∈ S(H). (47)
5.1.1 Bounded operators
The most well-behaved operators are elements S ∈ S(H); in fact, ∣tr[ST ]∣ ≤ ∥S∥1∥T ∥0,0,0,0, so S
is indeed an element of S′(H). Since S(H) is norm dense in the Hilbert-Schmidt class (Lemma
2.5), we have indeed an embedding (injectivity). Since S ↦ ∥S∥1 is a continuous seminorm on
S(H), it follows that the embedding is continuous when S′(H) is equipped with the weak-*
topology.
Similarly, since S(H) ⊂ Tp(H) ⊂ B(H) for each p ∈ [1,∞), with ∥T ∥p ≤ ∥T ∥1 being continuous,
it follows that each class Tq(H), as well as B(H), can be norm-continuously injected into S′(H)
via (47).
5.1.2 Polynomially bounded operators
More interesting elements of S′(H) correspond to unbounded operators A. We first look at the
function analogue. If g is polynomially bounded (see the definition above), then the integral in
(46) is well defined, and we have
∣ϕg(f)∣ ≤ C ∫ dqdp(2π)N (1 + N∑i=1(q2i + p2i ))
m ∣f(q, p)∣.
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Since the right hand side a continuous seminorm, have ϕg ∈ S′(X), i.e. polynomially bounded
functions are elements of S′(X).
Suppose now that A is an operator that is polynomially bounded (from the right and left), and
let m be the associated degree. It follows from the "cycling under the trace" result (Lemma 3.20)
that tr[AT ] = tr[TA], hence we can indeed define ΦA via (47) without having to pay attention
to the order in which the operators appear inside the trace. Now AT = A(1+Hmtot)−1(1+Hmtot)T ,
and we have ∣ΦA(T )∣ = ∣tr[AT ]∣ ≤ ∥A(1 +Hmtot)−1∥ ∥(1 +Hmtot)T ∥1,
which shows that ΦA ∈ S′(H). In the case where A is only polynomially bounded from the
right, the formula ΦA(T ) = tr[AT ] still defines an element of S′(H), but ΦA(T ) = tr[TA] is not
guaranteed; it is the appropriate definition in the case where A is polynomially bounded from
the left.
5.2 Homeomorphisms and matrix representation
From the homeomorphism theorem Prop. 3.7 we immediately obtain the following result:
Proposition 5.1. S′(H) is homeomorphic to S′(R2N), and s′
2N , when they are equipped with
the weak-* topology. The homeomorphism can be realised by transposing the homeomorphisms of
Prop. 3.7.
It will be useful to do the sequence space formulation explicitly: we define the matrix elements
of a Φ ∈ S′(H) by
Φα∨α′ = Φ(∣α⟩⟨α′ ∣).
Then we know from the homeomorphism theorem Prop. 3.7 that Φα∨α′ = φα∨α′ , where φα∨α′ ∶=
φ(∣α ∨ α′⟩) are the Hermite coefficients of the tempered distribution φ ∈ S′(R2N) given by the
kernel isomorphism: Φ(S) = φ(KS). Hence we immediately get the following version of the N-
representation theorem [18, Theorem V.14] for S′(H):
Proposition 5.2. For a given Φ ∈ S′(H), there exists β ∨ β′ ∈ I2N , and a constant C > 0 such
that ∣Φα∨α′ ∣ ≤ C(α ∨α′ + 1)β∨β′ , for all α ∨ α′ ∈ I2N .
Conversely, given coefficients ∣aα∨α′ ∣ ≤ C(α∨α′+1)β∨β′, there exists a unique element Φ ∈S′(H)
such that Φα∨α′ = aα∨α′ . The matrix representation
Φ = ∑
α∨α′
Φα∨α′ ∣α⟩⟨α′ ∣
converges in the weak-* topology. In particular, S(H) is weak-* dense in S′(H).
5.3 Operations on distributions
New elements of S′(X) can be conveniently generated from existing ones by standard operations
[19]; we now look at the analogous ones for S′(H).
5.3.1 Multiplication and differentiation
A product of g ∈ OM(X) and φ ∈S′(X) is defined via
gφ ∈S′(X), (gφ)(f) = φ(gf). (48)
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Here g must be in OM(X) (i.e. all derivatives polynomially bounded); indeed, this is forced by the
fact that f ↦ gf must be continuous in S(X) to make gφ a distribution. In an analogous fashion,
we can multiply an element Φ ∈ S′(X) either from left or right, with an operator A ∈ OMR(H)
or B ∈ OML(H), respectively:
AΦ ∈S′(X), (AΦ)(T ) = Φ(AT ),
ΦB ∈S′(X), (ΦB)(T ) = Φ(TB).
It follows from Prop. 3.24 that these indeed define elements of S′(H). As an important exam-
ple, note that each polynomial of Q and P is in OM(H) by Remark 3.22, hence they define
distributions in this sense.
Since the derivative of a φ ∈ S′(X) is given by
Dαφ ∈S′(X), (Dαφ)(f) = (−1)∣α∣φ(Dαf), (49)
we define the derivative of Φ ∈S′(H) via
DαΦ ∈S′(H), (DαΦ)(T ) = (−1)∣α∣Φ(DαT ), (50)
where DαT was defined in Section 3.7; in particular, DαΦ ∈ S′(H) because of Prop. 3.25. The
commutator derivative is defined by
LAΦ ∈ S′(H), (LAΦ)(T ) = −Φ(LA(T )), (51)
for any A ∈ OM(H). The following continuity result is a direct consequence of the definitions and
the corresponding continuity results for S(H).
Proposition 5.3. For fixed g ∈ OM(X), A ∈ OMR(H), and B ∈ OML(H), and C ∈ OM(H), the
maps
S
′(X) ∋ φ↦ gφ ∈S′(X), S′(H) ∋ Φ ↦ AΦ ∈ S′(H),
S
′(H) ∋ Φ ↦ ΦB ∈ S′(H)
S
′(X) ∋ φ↦Dαφ, S′(H) ∋ Φ ↦DαΦ
S
′(H) ∋ Φ ↦ LCΦ ∈S′(H)
are continuous on S′(X) and S′(H), respectively. For fixed φ ∈S(X), Φ ∈ S′(H), the maps
S(X) ∋ f ↦ fφ ∈S′(X), S(H) ∋ S ↦ SΦ ∈S′(H)
are continuous.
In order to check that the definitions correctly extends derivatives of operators, we first take
B ∈ OM(H); then (LAΦB)(T ) = −tr[B(AT − TA)] = tr[LA(B)T ],
due to Cor. 3.20, where LA(B) is again a polynomially bounded operator by Prop. 3.21. Hence
LAΦB = ΦLA(B), as expected. By using the fact that the e−iqP and eipQ commute up to phase
(which does not contribute to the derivative), we see that Dα∨βΦB is again a polynomially
bounded operator, which can be explicitly computed using the same commutator expansion (32)
as with Schwartz operators:
Dα∨βΦB = (−i)∣α∣i∣β∣LαnPN ○ ⋯ ○Lα1P1 ○LβNQN ○ ⋯ ○Lβ1Q1(B). (52)
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Note that the prefactor (−1)∣α∣ in the definition is needed to ensure this.
As an example, we let N = 1 (multidimensional case is similar). Using the canonical commu-
tation relation [Q,P ] = i1I, we immediately obtain the basic derivatives:
D(1,0)ΦQ = −1I, D(1,0)ΦP = 0,
D(0,1)ΦQ = 0, D(0,1)ΦP = −1I,
D(1,0)ΦQP = −P, D(0,1)ΦQP = −Q.
The following simple example demonstrates how the distributional derivatives of bounded op-
erators are often no longer operators themselves: suppose that A is a bounded operator whose
range lies outside the domain of Q (e.g. a rank one operator ∣ϕ⟩⟨ϕ∣ with ϕ ∉ dom (Q)). Then we
have
D0,1ΦA(T ) = i(LQΦA)(T ) = −itr[ALQ(T )] = itr[A(TQ −QT )].
Hence D(0,1)ΦA corresponds to the quadratic form
S(RN) ×S(RN) ∋ (ψ,ϕ) ↦ ⟨Qψ∣Aϕ⟩ − ⟨ψ∣AQϕ⟩ ∈ C,
which is not an operator, because dom (QA) = {0}. Note that this also demonstrates the situation
where the "cycling under the trace" formula does not apply.
5.3.2 Fourier transforms, Wigner function and Weyl quantization
We first have to define the parity transformation on S(X) and S(H), via f−(x) = f(−x) and
T− = ΠTΠ, where Π is the parity operator. Obviously, the parity transformations f ↦ f− and
T ↦ T− are continuous. It is easy to see that parity commutes with the Fourier-Weyl transform,
i.e. (̂f−) = (f̂ )−, and (T̂ )− = (̂T−) for f ∈ S(X), T ∈ S(H). Hence, we can just use the (slightly
ambiguous-looking) symbols f̂− and T̂−.
We now make the following definitions:
φ̂ ∈S′(X), φ̂(f) = φ(f̂−),
φˇ ∈S′(H), φˇ(T ) = φ(T̂−),
Φ̂ ∈S′(X), Φ̂(f) = Φ(fˇ−),
W
−1[Φ] = ̂̂Φ− ∈ S′(X)
W[φ] = ˇ̂φ− ∈S′(H).
These are well defined because the Fourier-Weyl transform is a topological isomorphism. Here
φ ↦ φ̂ is the symplectic Fourier transform, φ ↦ φˇ is the inverse Weyl transform, Φ ↦ Φ̂ is the
Weyl transform, W−1[Φ] is the Wigner function of Φ, and φ ↦W[φ] is the Weyl quantization.
Concerning the latter, it is easy to see that
W
−1[Φ](f) = Φ(W[f]), W[φ](T ) = φ(W−1[T ]).
The definitions are set such that these transforms on distributions extend the corresponding ones
defined for operators and functions. To check this, we first note that
f̂ = f̂−, T̂ ∗ = T̂−, for f ∈S(X), T ∈S(H).
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For a given g ∈ L2(X), and S ∈HS(H), we have
φ̂g(f) = ∫ g(x)f̂−(x)dx = ∫ g(x)f̂−(x)dx = ∫ g(x)f̂(x)dx = ∫ ĝ(x)f(x)dx = φĝ(f),
φˇg(T ) = ∫ g(x)T̂−(x)dx = ∫ g(x)T̂ ∗(x)dx = tr[gˇT ] = Φgˇ(T ),
Φ̂S(f) = ΦS(fˇ−) = tr[Sfˇ−] = tr[S(fˇ−)∗∗] = tr[S(fˇ)∗] = ∫ Ŝ(x)f(x)dx = φŜ(f),
W
−1[ΦS] = Φ̂S− = φW−1[S],
W[φg] = φW[g]
so the transformations are correct extensions. Since the inverse Weyl transform is clearly the
inverse of the Weyl transform, we trivially have the following:
Proposition 5.4. Fourier transform is a topological isomorphism of S′(X) onto itself. The
Weyl transform and Weyl quantization are topological isomorphisms between S′(H) and S′(X).
Remark 5.5. From the results of section 5.4 below it follows that the Weyl quantisation (as
introduced above) defines a unique map from S′(X) into the space of continuous linear maps
S(RN)→S′(RN). This coincides with the rigged Hilbert space formulation given in [5].
In order to facilitate the definitions with basic examples, we first briefly consider bounded
operators, where the basic result is that the Weyl quantisation of a square-integrable function
is Hilbert-Schmidt [16]; this follows directly from Lemma 2.7. As a nontrivial example of a non-
square integrable bounded function leading to a bounded operator which is not Hilbert-Schmidt,
we mention the following result (Prop. 2 in [23]):
Proposition 5.6. Let N = 1, and f the indicator function of a pointed or double sector in X.
Then W[Φf ] = ΦA where A is a bounded operator with absolutely continuous spectrum.
Weyl quantisation of the delta-distribution was perhaps first studied in [9]; we can easily
reproduce the result with our formalism: Let δa ∈ S′(X) be the delta distribution supported at
a ∈ X , and let 1 denote the also function x↦ 1 on X . We then have
δ̂a = φei{a,⋅} , δˇa = ΦW(−a),
W[δa] = 2NΦW(a)ΠW(a)∗ , W[δ0] = 2NΦΠ,
Φ̂1I = δ0, φ̂1 = δ0,
W
−1[Φ1I] = 1.
In order to check these, we compute e.g.
δˇa(T ) = δa(T̂−) = tr[W (−a)T ],
W[δa](T ) = δa(W−1[T ]) = 2N tr[W (a)ΠW (a)∗T ].
As a second example, we compute the inverse Weyl transform of the derivatives of the delta-
distribution:
~Dαδ0(T ) = (Dαδ0)(T̂−) = (−1)∣α∣δ0(DαT̂−) = (−1)∣α∣(DαT̂−)(0) = (−1)∣α∣Dαx tr[W (−x)T ]∣x=0.
Hence,~Dαδ0 is a certain polynomial of Q and P . For instance, ­Dα∨0δ0 = (−i)∣α∣Pα, and ­D0∨αδ0 =
i∣α∣Qα. Mixed derivatives are more complicated, for instance in case N = 1, we get
­D(1,1)δ0 = i1I/2 +PQ.
Finally, we make the following interesting observation:
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Proposition 5.7. The Weyl quantisations of the derivatives of the delta-distribution are the
corresponding derivatives of the parity operator:
W[Dαδ0] = 2NΦDαΠ, for all α ∈ I2N .
Proof. We have(W[Dαδ0])(T ) = (Dαδ0)(W−1[T ]) = (−1)∣α∣(DαW−1[T ])(0)
= (−1)∣α∣2NDαx Tr[W (x)ΠW (−x)T ]∣x=0 = 2N tr[DαΠT ].
Hence, highly singular classical distributions can correspond to polynomially bounded opera-
tors in the Weyl quantisation. We do not pursue this topic in more depth in this paper. Properties
of Weyl quantisation of tempered distributions have been studied considerably, see for instance
[1, 3, 4]. However, as we mentioned in the introduction, the quantised object is typically not
interpreted as a distribution on its own right, as we do here.
5.3.3 Convolutions and their transformation properties
Since we already have convolutions defined between elements of S(H), it is completely straight-
forward to define them between elements of S′(H) and S(H), as well as between S′(H) and
S
′(H), and other admissible combinations, in analogy to the usual convolution of g ∈S(X) and
φ ∈S′(X),
φ ∗ g ∈S′(X), (φ ∗ g)(f) = φ(g− ∗ f). (53)
This works because f ↦ g− ∗f is continuous in S(X). Since we know (see the preceding section)
that also the Schwartz space convolutions
S(H) ∋ T ↦ S ∗ T ∈S(X), S(X) ∋ f ↦ S ∗ f ∈S(H), S(H) ∋ T ↦ g ∗ T ∈S(H)
are continuous for each g ∈ S(X) and S ∈S(H), we can set the following definition.
Let g ∈S(X), S ∈S(H), φ ∈S′(X), and Φ ∈S′(H). We set
φ ∗ S ∈S′(H), (φ ∗ S)(T ) = φ(S− ∗ T ), (54)
Φ ∗ S ∈ S′(X), (Φ ∗ S)(f) = Φ(S− ∗ f), (55)
Φ ∗ g ∈ S′(H), (Φ ∗ g)(T ) = Φ(g− ∗ T ). (56)
Again, continuity of the convolution is a trivial consequence of the preceding observations.
Proposition 5.8. Each convolution is separately continuous with respect to both variables.
Convolutions are typically characterised by their behaviour under the Fourier transform. It is
straightforward to check that the following result holds:
Proposition 5.9. Let g ∈S(X), S ∈S(H), φ ∈ S′(X), and Φ ∈ S′(H). Then
φ̂ ∗ g = φ̂ĝ, (φ ∗ g)ˇ =W[(φ̂ĝ)−],
φ̂ ∗ S = φ̂Ŝ,
Φ̂ ∗ S = Φ̂Ŝ, (Φ ∗ S)ˇ =W[(Φ̂Ŝ)−],
Φ̂ ∗ g = Φ̂ĝ.
W
−1[Φ ∗ g] =W−1[Φ] ∗ g−, W[φ ∗ g] =W[φ] ∗ g−.
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One can easily compute examples demonstrating the use of these relations in analogy to clas-
sical tempered distributions; for instance, we have
δ0 ∗ g = φg, δ0 ∗ S = ΦS , for all g ∈ S(X), S ∈ S(H).
Concerning the derivatives, the relations (33)-(36) extend in a straightforward fashion for the
appropriate convolutions. This demonstrates how convolutions can be used to regularise distri-
butions; given a bounded operator A, the distributional derivative Φ ∶= DαΦA is an unbounded
operator, hence clearly "less regular" than A. By taking a convolution with an f ∈S(X), we get
f ∗ΦA = f ∗DαΦA =Dαf ∗ΦA,
which is again a bounded operator because Dαf is a Schwartz function.
5.3.4 Positive correspondence maps
Wigner function has the well-known disadvantage of not necessarily being positive for positive
operators; a description of quantum-classical correspondence maps which preserve positivity is
obtained instead via convolutions (see e.g. [23, 22] for discussion). Using the above definitions for
convolutions, we can naturally extend these maps to distributions. In fact, for a fixed positive
S0 ∈S(H), the maps
S
′(X) ∋ φ↦ φ ∗ S0 ∈S′(H), S′(H) ∋ Φ↦ Φ ∗ S0 ∈ S′(X)
provide translation-covariant and (pointwise) positivity preserving correspondence of distribu-
tions. One could develop the theory of these maps further, along the lines discussed in [22, 11] in
the case where S0 is only required to be trace class. We only note here the following consequence
of duality and Lemma 3.19:
Proposition 5.10. The classical-to-quantum correspondence
S
′(X) ∋ φ↦ φ ∗ ∣0⟩⟨0∣ ∈ S′(H)
induced by the ground state ∣0⟩⟨0∣ of Htot, is injective.
Proof. Assuming φ ∈ S′(X) with φ ∗ ∣0⟩⟨0∣ = 0, we have φ(T ∗ ∣0⟩⟨0∣) = 0 for all T ∈ S(H)
by definition. Since the range of T ↦ T ∗ ∣0⟩⟨0∣ is dense in S(X) by Lemma 3.19, this implies
φ = 0.
Remark 5.11. We note that that φ ↦ φ ∗ ∣0⟩⟨0∣ is the distributional generalisation of the
well-known basic instance of coherent state quantisation (see e.g. [1]). The quantum-to-classical
correspondence map Φ ↦ Φ ∗ ∣0⟩⟨0∣ similarly generalises the Husimi Q-representation often ap-
pearing in quantum optical literature.
5.4 Regularity theorem
Above we have already seen that polynomially bounded operators naturally define tempered
distributions. One can then ask if all of them arise in this way, and the answer turns out to be
negative. However, the most general tempered distribution is not very far from being an operator;
in fact, we have the following result for S′(H):
35
Proposition 5.12. Let A be a Hilbert-Schmidt operator on H, and PL, PR two arbitrary poly-
nomials of Qi and Pj, i, j = 1, . . .N . Then the formula
Φ(T ) ∶= tr[A (PLTPR)], T ∈ S(H)
defines an element of S′(H). Conversely, every Φ ∈S′(H) is of this form.
Proof. Since PLTPR ∈ S(H), the formula is well-defined, and we have ∣Φ(T )∣ ≤ ∥A∥2∥PLTPR∥2.
Since this is bounded above by a linear combination of seminorms of the form (20), we conclude
that Φ ∈ S′(H).
In order to prove the converse, let Φ ∈ S′(H). We know from Prop. 5.2 that ∣Φα∨α′ ∣ ≤ C(α ∨
α′ + 1)β∨β′ for all α ∨ α′ ∈ I2N , and a fixed β ∨ β′. We define aα∨α′ = (α ∨ α′ + 1)−β∨β′−1Φα∨α′
(where −1 is understood as multiindex with all entries −1). Then
∑
α∨α′
∣aα∨α′ ∣2 ≤ C2 ∑
α∨α′
(α ∨α′ + 1)−2 = C2 N∏
i=1
⎛⎝∑αi (1 + αi)−2∑α′i (1 +α′i)−2⎞⎠ <∞,
so the series
A = ∑
α∨α′
aα∨α′ ∣α⟩⟨α′ ∣
converges in the Hilbert-Schmidt norm to a bounded (Hilbert-Schmidt) operator A. By Prop.
5.2 we have, for any T ∈S(H),
Φ(T ) = ∑
α∨α′
Φα∨α′⟨α′∣T ∣α⟩
= ∑
α∨α′
aα∨α′(α ∨ α′ + 1)β∨β′+1⟨α′∣T ∣α⟩
= ∑
α∨α′
aα∨α′⟨α′∣(H + 12)β+1T (H + 12)β′+1∣α⟩
= tr[A (H + 1
2
)β+1T (H + 1
2
)β′+1],
where the last equality follows because (H + 1
2
)β+1T (H + 1
2
)β′+1 is a Schwartz operator, hence
Hilbert-Schmidt.
Remark 5.13. Since H−2 is trace class, the operator H−2AH−2 is Hilbert-Schmidt for any
bounded operator A. Hence we observe that the above proposition holds also when the Hilbert-
Schmidt operator A is replaced by a general bounded operator.
Remark 5.14. In the preceding section we defined polynomially bounded operators B as dis-
tributions ΦB. From the above regularity theorem it might seem that every Φ ∈ S′(H) is of
the form Φ = ΦB for B = PRAPL, but this is not the case, because the operator A does not
necessarily map into the domain of PR, in which case B is not a (densely defined) operator. As
a simple example in case N = 1, take
Φ(T ) = tr[∣ϕ⟩⟨ϕ∣QTQ],
where ϕ ∈ L2(R, dq), but ∫ ∣q∣2 ∣ϕ(q)∣2 = ∞, i.e. ϕ ∉ dom (Q). Now while QTQ is certainly well
defined for any Schwartz operator T , the product Q∣ϕ⟩⟨ϕ∣Q is only defined on the trivial domain{0}. There does not exist an operator B with domain dom (B) including the Schwartz space
S(RN), such that Φ = ΦA. In fact, if this were the case, then for any ψ,ψ′ ∈ S(RN) we would
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have ⟨ψ∣Aψ′⟩ = ⟨ϕ∣Qψ⟩⟨Qψ′∣ϕ⟩, which is impossible because the left-hand side is continuous in ψ
with respect to the Hilbert space norm, but the right-hand side is not.
However, the formal expression B = PRAPL can always be interpreted as the quadratic form
(ψ,ψ′)↦ B(ψ,ψ′) ∶= ⟨P ∗Rψ∣APLψ′⟩, (ψ,ψ′) ∈S(RN) ×S(RN).
In fact, we have the following result:
Proposition 5.15. Let B be a sesquilinear form on S(RN)×S(RN). The following conditions
are equivalent:
(i) B is separately continuous in both arguments.
(ii) B is jointly continuous.
(iii) There exists β,β′ ∈ IN and a constant C > 0 such that
∣B ((H + 1
2
)−βψ, (H + 1
2
)−β′ψ′)∣ ≤ C∥ψ∥∥ψ′∥.
(iv) there exists a Hilbert-Schmidt operator A, and polynomials PL, PR of Q and P , such that
B(ψ,ψ′) = ⟨P ∗Rψ∣APLψ′⟩.
The associations
B(ψ′, ψ) = Φ(∣ψ⟩⟨ψ′∣) = ⟨ψ′, Fψ⟩
establishe one-to-one correspondences between sesquilinear forms B satisfying the above equiv-
alent conditions, elements Φ ∈ S′(H), and continuous linear operators F ∶ S(RN) → S′(RN),
where the scalar product in the expression with F is the canonical bilinear form between S(RN)
and S′(RN), made conjugate linear in the first argument.
Proof. For (i) implies (ii), see [18]. Using the seminorms for S(RN) given by powers of H , we
see that (ii) implies (iii). Assuming (iii), we get
∣B((H + 1
2
)−β−1∣α⟩, (H + 1
2
)−β′−1∣α′⟩)∣ ≤ C(α ∨α′ + 1)−1.
Since the (α ∨ α′ + 1)−1 are square summable, we have matrix elements of a Hilbert-Schmidt
operator on the left hand side. It follows that (iv) holds for PL = (H+ 12)β+1 and PR = (H+ 12)β′+1.
Clearly, (iv) implies (i).
The correspondence between B and Φ follows from the Prop. 5.12. Alternatively, we could have
used Schwartz kernel theorem and the standard regularity theorem for tempered distributions.
The correspondence between B and F follows directly from item (i), observing that S′(RN) is
equipped with the weak-* topology.
Some previous work on S′(H) has been done in terms of the operators F in the above Propo-
sition. This is particularly natural in the language of rigged Hilbert spaces [2] and Wigner-Weyl
quantization [5]. In this context it is natural to look especially at those F mapping in to H, or
even into S(RN), like the class OM(H) (see Prop. 3.21).
In the case of S′(X), the well-known regularity theorem (see e.g. [18, Theorem V.10]) states
that each tempered distribution can be obtained from a polynomially bounded function by
differentiation. The following result is its quantum version:
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Theorem 5.16. Every element Φ ∈ S′(H) is of the form
Φ = ∑
α∶∣α∣≤m
DαΦAα ,
where each Aα is a densely defined polynomially bounded operator.
Proof. According to Prop. 5.12, we can write Φ(T ) as a linear combination of the terms of the
form
tr[A(PLTQαP β)]
with some bounded operator A, a polynomial PL of Q and P , and some α,β ∈ IN . Now the
reason why Φ is not in general given by a densely defined operator, is that A does not need
to map S(RN) into the domain of QαP β so we cannot permute the latter to the other side
of A inside the trace. However, we can instead commute it through T if we allow for nested
commutators with Q and P to appear via iterative applications of the maps LQi(⋅) = [Qi, (⋅)]
and LPi(⋅) = [Pi, (⋅)]. In fact, PLTQαP β is clearly a linear combination of terms of the form
P˜LL
αN
PN
○ ⋯ ○Lα1P1 ○LβNQN ○ ⋯ ○Lβ1Q1(T ),
where P˜L is some polynomial of Q and P (now appearing only on the left side), and some indices
α and β. But according to (32), this commutator expression is equal to (−i)∣β∣i∣α∣Dα∨βT ; hence,
Φ(T ) is a linear combination of terms of the form tr[AP˜LDα∨βT ]. Since each operator AP˜L is
densely defined on S(RN), and polynomially bounded, the proof is complete.
5.5 Convergence of distributions
Recall that we have equipped S′(X) and S′(H) with the weak-* topology. In this section we
look at approximations of distributions in the sense of this topology.
5.5.1 Approximate identity
The following tool is sometimes useful in this context: We say that a net (jǫ)ǫ>0 of functions
jǫ ∈S(X) is an approximate identity if
lim
ǫ→0
φ ∗ jǫ = φ, for each φ ∈ S(X).
The definition was given in terms of the space S′(X). However, using the last relation of Prop.
5.9, as well as Prop. 5.4, we see that (jǫ)ǫ>0 is an approximate identity if and only if
lim
ǫ→0
Φ ∗ jǫ = Φ, for each Φ ∈ S′(X).
If g ∈ S(X) is such that ∫ g(x)dx = 1, then gǫ(x) = ǫ−2Ng(x/ǫ) defines an approximate identity.
Indeed, ĝǫ(x) = ĝ(ǫx), and ∣ĝ(x)∣ ≤ 1 = ∣ĝ(0)∣, so ĝǫ converges to 1 uniformly for x in every
compact set. Now each f ∈ S(X), the expression ∣xαDβ((1−ĝǫ)f)(x)∣ is bounded above by a sum
of terms of the form ǫ∣β
′∣∣Dβ′ ĝ(ǫx)xαDγf(x)∣ with ∣β′∣ ≠ 0, and the term ∣(1−ĝǫ)xαDβf(x)∣. Since
xαDβf(x) vanishes at infinity, it follows that ∥(1−ĝǫ)f∥α,β → 0 as ǫ→ 0+. Hence, limǫ→0 gǫ∗f = f
in the topology of S(X), for each f ∈ S(X), and so (gǫ)ǫ>0 is an approximate identity.
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5.5.2 Approximations of the delta distribution and parity
By taking φ = δ0 in the definition of approximate identity, we notice that any approximate
identity (jǫ) approximates the delta distribution, i.e. for φǫ ∶= φjǫ we have
lim
ǫ→0
φǫ = δ0. (57)
Any net (φǫ)ǫ>0 satisfying (57) is called an approximation of the delta distribution. There are
various ways of defining functions gǫ such that (φgǫ)ǫ>0 is an approximation of the delta distribu-
tion. For instance, take gǫ ∈ L1(X) such that ∫ gǫ(x)dx = 1 for all ǫ > 0, supǫ>0 ∫ ∣gǫ(x)∣dx <∞,
and limǫ→0 ∫∣x∣≥δ ∣gǫ(x)∣dx = 0 for each δ > 0.
Since Wigner quantization is an isomorphism between S′(X) and S′(H), it follows that the
Wigner quantization of any approximation of the delta function approximates the distribution
2NΦΠ. As an example, we let g =W−1[T0] ∈ S(X), i.e. the Wigner function of the ground state
of the oscillator. Now
g(q, p) = 2Ne−(q2+p2).
Since the integral ∫ g(x)dx = 1, the net gǫ(x) = ǫ−2Ng(x/ǫ) is an approximate identity. The kernel
of the Wigner quantization of gǫ is given by
KW[gǫ](q, q′) = 1(ǫ√π)N e− 14 [(q+q′)2/ǫ2+ǫ2(q−q′)].
Asymptotically, as ǫ → 0, the second term in the exponent becomes negligible, and for fixed q,
we have
lim
ǫ→0
1(ǫ√π)N e− 14 (q+⋅)2/ǫ2 = 2Nδ−q
in the dual of S(RN), so indeed, W[gǫ] ∈S(H) approximates the distribution 2NΦΠ. Note that
W[g1] = T0, a rank one operator, which is not the case for any W[gǫ] with ǫ ∈ (0,1). Moreover,
limǫ→0 ∥W[gǫ]∥2 =∞. However, tr[W[gǫ]] = ∫ dxgǫ(x)dx = 1 for all ǫ > 0, so the trace converges
to 1, even though the parity operator is not in the trace class.
5.5.3 Finite dimensional approximations
Consider sequences (A(n))n and (B(n))n of operators which are finite rank, diagonal in the
number basis and satisfying
lim
n→∞
∥(A(n) − 1I)H−γ∥ = lim
n→∞
∥(B(n) − 1I)H−γ′∥ = 0.
For each distribution Φ ∈S′(H) we get a sequence (Φ(n)n ) by
Φ(n)(T ) = Φ(A(n)TB(n)), T ∈S(H).
Since A(n), B(n) are of finite rank the distribtution Φ(n) is given in terms of a finite rank operator
with matrix elements
Φ(n)α∨β = A(n)α Φ(Eα∨β)B(n)β
and where A(n)α , B
(n)
β are the eigenvalues of A
(n) and B(n), respectively. The rank of Φ(n) is
obviously smaller or equal to the ranks of A(n) and B(n). The following proposition shows that
the Φ(n) provide an approximation of Φ in S′(H). In other words: every distribution Φ can be
approximated by a sequcence of finite rank operators. We will provide an explicit example for
this result in Sect. 6.2.
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Proposition 5.17. Considering (A(n))n, (B(n))n, Φ ∈S′(H) and (Φ(n))n as just described, we
get limn→∞Φ(n) = Φ in S′(H).
Proof. We have to show that limn→∞Φ(n)(T ) = Φ(T ) for all T ∈ S(H), which is equivalent to
lim
n→∞
A(n)TB(n) = T in S(H).
Hence, with the results of Sect. 3.3 we have to look at∥Hα(A(n)TB(n) − T )Hα′∥2 ≤
≤ ∥Hα(A(n)TB(n) − TB(n))Hα′∥2 + ∥Hα(TB(n) − T )Hα′∥2
≤ ∥Hα(A(n) − 1I)H(−γ)H(γ)TB(n)Hα′∥2 + ∥HαTHγ′H−γ′(B(n) − 1I)Hα′∥ (58)
The first term on the right hand side of (58) can be estimated as∥Hα(A(n) − 1I)H(−γ)H(γ)TB(n)Hα′∥2 = ∥(A(n) − 1I)H(−γ)H(γ+α)TB(n)Hα′∥2
≤ ∥(A(n) − 1I)H(−γ)∥∥H(γ+α)TB(n)Hα′∥2. (59)
By assumption ∥(A(n) − 1I)H(−γ)∥ → 0 if n→∞. Hence the left hand side of (59) vanishes in the
limit. The second term in (58) can be handled similarly, which completes the proof.
6 Application 2: Spectral densities and distribution valued
measures
We now look at a natural application of the theory of the preceding section. Consider a Hilbert
space H = L2(Rn) and a positive operator valued measure E ∶ B(R) → B(H), where B(R)
denotes the Borel sigma algebra of the real line. Since each bounded operator E(∆) ∈ B(H)
can be regarded as a distribution, we can regard E as a positive distribution valued measure.
More generally, we define Φ ∈ S′(H) to be positive if Φ(T ) ≥ 0 for all positive T ∈ S(H) and
a map E ∶ B(R) → S′(H) is called a positive distribution valued measure if E is σ-additive,
E(∆) is positive for all ∆ ∈ B(R) and E(∅) = 0, E(R) = 1I. holds. This reinterpretation opens
several possibilities which are not available for operator valued or spectral measures. We will
discuss some of them using the position operator as an illustrating example. This includes in
particular the reinterpretation and extension of results from mean field theory [10] where the
position operator is approximated in terms of fluctuation operators of finite spin systems.
6.1 Spectral densities
For the rest of this section we consider the case N = 1, and concentrate on the position operator
Q. The same discussion can be done for the momentum P on the momentum space, and then
transforming back using the Fourier transform. Moreover, the generalisation to more degrees of
freedom is easily possible by adding more tensor factors as innocent bystanders.
The spectral measure E(∆) of Q is given by
E(∆)ψ = χ∆ψ ∆ ∈B(R), ψ ∈ H, (60)
where χ∆ denotes the characteristic function of ∆ and appears here as the corresponding multi-
plication operator. It is well known that E does not admit a density with respect to the Lebesgue
measure dq, i.e. there is no map ε ∶ R → B(H) such that
E(∆) = ∫
∆
ε(q)dq.
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holds. However, this problem can be solved if we consider E as a distribution valued measure
instead. To see this look at the quadratic forms
εq ∶S(R) ×S(R)→ C, (ψ,φ) ↦ εq(ψ,φ) = ψ(q)φ(q). (61)
They are positive but not closable. Furthermore they satisfy εq(Qψ,φ) = εq(ψ,Qφ) = qεq(ψ,φ),
which resembles a condition on an “eigenprojection” of Q. In other words we would like to have
Qεq = εqQ = qεq ∀q ∈ R (62)
Of course εq is not even an operator. However, we can show that it is a distribution, and in this
sense the statement of Eq. (62) is perfectly well-defined. More precisely the following proposition
holds:
Proposition 6.1. The family of quadratic forms εq defined in Eq. (61) has the following prop-
erties:
(a) εq defines via Thm 5.15 a unique distribution εq ∈S′(H). The corresponding kernel distri-
bution is δq ⊗ δq where δq denotes the Dirac delta distribution concentrated at q.
(b) Considering mutiplications of distributions with polynomially bounded operators (cf. Sect.
5.1.2) we have
f(Q)εq = εqf(Q) = f(q)εq ∀q ∈ R
for all polynomials f ∶ R→ C.
(c) Q – as a distribution – can be reconstructed as a weak integral over the εq. More precisely
Tr(Tf(Q)) = ∫
R
f(q)εq(T )dq
holds for all f ∈ L∞(R, dq) and T ∈S(H).
(d) The Wigner function of εq is the delta-distribution on the q-variable, i.e.
W
−1[εq] = δq ⊗ 1I, for all q ∈ R.
Proof. Part (a). Consider the distribution δq ⊗ δq ∈S′(R2N). According to Prop. 5.1 it defines a
distribution εq ∈ S′(H) such that εq(T ) = δq ⊗ δq(KT ) holds for any Schwartz operator T and
its kernel function KT . Hence we have
εq(∣φ⟩⟨ψ∣) = δq ⊗ δq(φ⊗ ψ) = φ(q)ψ(q),
which is the quadratic form from Eq. (61). Hence Part (a) follows from Prop. 5.15.
Part (b). If KT is the kernel function of T ∈S(H), the kernel functions of QT and TQ are
[(Q⊗ 1I)KT ](q1, q2) = q1KT (q1, q2) and [(1I⊗Q)]KT (q1, q2) = q2KT (q1, q2).
Hence we get
δq ⊗ δq((Q⊗ 1I)KT ) = qKT (q, q) = qδq ⊗ δq(KT ),
δq ⊗ δq((1I⊗Q)KT ) = qKT (q, q) = qδq ⊗ δq(KT ).
and with a polynomial f
δq ⊗ δq((f(Q)⊗ 1I)KT ) = f(q)δq ⊗ δq(KT ), δq ⊗ δq((1I⊗ f(Q))KT ) = f(q)δq ⊗ δq(KT ),
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which is the statement written in terms of kernels rather than operators and distributions in
S
′(H). Hence part (b) follows from Prop. 5.1.
Part (c). We use the fact that any T ∈ S(H) can be written as a convergent (in the topology
of S(H)) series of terms ∣ψ⟩⟨φ∣ with Schwartz functions ψ,φ; cf. Prop. 3.8. Furthermore the
functionals T ↦ Tr(Tf(Q)) and T ↦ εq(T ) are continuous in this topology (cf. Sect. 5.1.2).
Hence it is sufficient to prove the statement for T = ∣ψ⟩⟨φ∣, and we get
Tr(Tf(Q)) = ⟨φ, f(Q)ψ⟩ = ∫
R
f(q)φ(q)ψ(q)dq = ∫
R
f(q)εq(∣ψ⟩⟨φ∣)dq
= ∫
R
f(q)εq(T )dq
which was to show.
Part (d). We first note that by Lemma 2.7, the kernel is given in term terms of the Weyl
transform via KT = V ∗(id⊗ F )U∗T̂ , where U and V are given explicitly in that Lemma. Hence
we can directly compute the Weyl transform:
ε̂q(f) = εq(fˇ−) = δq ⊗ δq(Kfˇ−) =Kfˇ−(q, q) = ((1I⊗ F )U∗f−)(0, q)
= 1(2π)N ∫ dp eiq⋅pf(0, p).
Now
W
−1[εq](f) = ̂̂εq(f−) = ε̂q(f̂) = 1(2π)N ∫ dpeiq⋅p 1(2π)N ∫ e−i{(0,p),(q′,p′)}f(q′, p′)dq′dp′
= 1(2π)N ∫ dp′ ( 1(2π)N ∫ dpeiq⋅p ∫ e−ip⋅q′f(q′, p′)dq′)
= 1(2π)N ∫ dp′f(q, p′) = (δq ⊗ 1I)(f).
This completes the proof.
Part (c) leads to a simple corollary concerning the expectation values Tr(TE(∆)) which will
be of use in Subsection 6.3.
Corollary 6.2. For a Schwartz operator T with kernel KT , the following equation holds for all
a ≤ b:
Tr(E([a, b])T ) = ∫ b
a
KT (q, q)dq (63)
Proof. Denote ∆ = [a, b]; then we have E(∆) = χ∆(Q), where χ∆ denotes the characteristic
function of ∆. Hence from Prop. 6.1 (c) we get
Tr(E(∆)T ) = Tr(χ∆(Q)T ) = ∫
R
χ∆(q)εq(T )dq = ∫ b
a
εx(T )dq.
Using the fact that the kernel distribution of εq is, according to Prop. 6.1 (a), given by δq ⊗ δq
we get (cf. also Prop. 5.1):
∫
b
a
εq(T )dq = ∫ b
a
δq ⊗ δq(KT )dq = ∫ b
a
KT (q, q)dq
what was to show.
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6.2 Finite dimensional approximations
We will turn now to a slightly different topic, namely an example of the approximation results
from Sect. 5.5. To this end consider the M−fold symmetric tensor product KM = (C2)⊗M+ of the
two dimensional Hilbert space C2. The number basis in KM is denoted by ∣n;M⟩, i.e.
∣n;M⟩ = (M
n
)1/2SM ∣0⟩⊗(M−n) ⊗ ∣1⟩⊗n
where SM is projection (C2)⊗M → (C2)⊗M+ and ∣0⟩ , ∣1⟩ denotes the canonical basis. On KM we
can define for each a ∈ B(C2) and the density operator ϑ = ∣0⟩⟨0∣ on C2 the fluctuation operators
FM(a) = 1√
M
⎛⎝M∑j=1 a(j) −Tr(aϑ)⎞⎠ , a(n) = 1I⊗(n−1) ⊗ a⊗ 1I⊗(M−n).
The FM (a) measure small (of order √M) quantum fluctuations around the reference state ϑ.
They play a crucial role in non-commutative versions of the central limit theorem (cf. e.g. [7, 8,
12, 17]) and more recently in the theoretical discussion of matter-light interactions [10, 14, 15].
We will now consider in particular a = 2−1/2σ1/2, where σ1/2 denote the Pauli operators, i.e.
QM = FM ( σ1√
2
) =√ 2
M
LM,1 PM = FM ( σ2√
2
) =√ 2
M
LM,2
here LM,α denote global pseudo-spin operators given by
Lα,M = 1
2
∑
i
σ(i)α , α = 1,2,3.
In addition we can introduce ladder operators
AM = LM,+√
M
= 1√
2
(QM + iPM), A∗M = LM,−√
M
= 1√
2
(QM − iPM)
with
LM,± = LM,1 ± iLM,2 = 1
2
M
∑
j=1
σ
(j)
±
with σ± = σ1 ± iσ2 in terms of Pauli matrices.
The QM , PM are defined on the Hilbert space KM . However we can embed the latter into
H = L2(R) if we identify the basis elements ∣n;M⟩ ∈ KM with the nth Hermite function ∣n⟩ ∈ H.
In that way the QM , PM and aM , a∗M become finite rank operators on H. We can relate them to
odinary position and momentum and their creation and annihilation operators
A = 1√
2
(Q + iP ), A∗ = 1√
2
(Q − iP )
by
AM = ωM(H − 1I/2)A = AωM(H1I/2), A∗M = A∗ωM(H − 1I/2) = ωM(H + 1I/2)A∗ (64)
where A∗A =H − 1I/2 is the number operator and ωM is the function given by
θM(n) = ⎧⎪⎪⎨⎪⎪⎩
√
1 − n
M
if 0 ≤ n ≤M
0 otherwise.
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If we introduce in addition the projections PK onto the span of {∣0⟩ , . . . , ∣K⟩} – i.e. the image of
the embedding introduced above – we can rewrite AM ,A∗M again as
AM = ωM(H − 1I/2)aPM+1 A∗M = ωM(H + 1I/2)A∗PM ,
since all ψ ∈ H with PM+1ψ = 0 (or PMψ = 0) are anyway in the kernel of ωM(H − 1I/2)A (or
ωM(H + 1I/2)A∗).
Now it is easy to see that ωM satisfies
∣1 − ωM(n)∣ ≤√ n
M
.
which leads to
lim
M→∞
∥(ωM(H − 1I/2)− 1I)H−1∥ = lim
M→∞
sup
n
1 − ωM(n)(n + 1/2) = 0.
Similarly we get for the PK :
lim
M→∞
∥(PM − 1I)H−1∥ = 0,
which shows that we can apply Prop. 5.17 to see that the finite rank operators AM ,A∗M converge
as distributions (i.e. weakly in S′(H)) to A,A∗ (regarded as elements of S′(H), too; cf. Sect.
5.1). The same argument can be applied to monomials of AM and A∗M , if we move all ωM terms
to the left and all PK terms to the right (cf. the commutation relations in (64); similar equations
also holds for thePK). Since we can rewrite any polynomial in P,Q as a polynomial in A,A∗ we
finally get:
Proposition 6.3. For each polynomial f the sequence f(QM , PM ) converges in S′(H) to
f(Q,P ), i.e.
lim
M→∞
Tr(f(QM , PM)T ) = Tr(f(Q,P )T ) ∀T ∈ S(H).
If T ∈ S(H) is a density operator (i.e. positive and normalized) the trace Tr(f(Q,P )T )
describes the expectation value of the observable f(Q,P ) (provided it is selfadjoint or has a
selfadjoint extension). Hence, one way to interpret the previous proposition is to regard the
operators QM , PM as finite dimensional approximations of canonical position and momentum.
We will come back to this point in the next subsection.
6.3 Approximations of position
Let us concentrate again on the position operator Q. According to the proposition just proven
all the moments
mn = ∫
R
qnTr(TE(dq)) = Tr(TQn), n ∈ N
exists for any Schwartz operator and the sequences
mn,M = Tr(TQnM), M ∈ N
converge for each n to mn. Hence, if the measure µ(∆) = Tr(TE(∆)) is uniquely determined by
the moments, the measures µM(∆) = Tr(TEM(∆)), where
EM ∶B(R) → B(H) (65)
are the spectral measures of the finite dimensional approximations QM , converge weakly to µ
(this is called the method of moments; cf [13]). If we could show this for all T ∈ S(H) we could
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show that the EM converge – as distribution valued measures – weakly to E. The problem with
this reasoning is that we do not know whether the measure µ is always (i.e. for each T ∈ S(H))
uniquely defined by the moments (most likely this is not the case). Fortunately, there is an
independent argument to prove the desired result.
Proposition 6.4. Consider the spectral measures EM (65) and E (60) of the operators QM and
Q respectively.
(a) For each interval ∆ = (a, b) the operators EM(∆) converge strongly to E(∆), and
lim
M→∞
Tr(EM(∆)T ) = Tr(E(∆)T ) for each T ∈S(H).
(b) As a distribution valued measure the EM converge weakly to E, i.e.
lim
M→∞∫R f(q)Tr(TEM(dq)) = ∫R f(q)Tr(TE(dq)) (66)
holds for each T ∈S(H) and each continuous function f ∶ R→ C vanishing at infinity.
Proof. From Eq. (64) it follows immediately that for each Hermite function ψn, n ∈ N the
sequences AMψn and A∗Mψn, M ∈ N converge for M → ∞ and fixed n to Aψn and A∗ψn.
Furthermore it is well known that the operator Q is self-adjoint and admits the space F of finite
linear combinations of Hermite functions as a core (cf. Example 2 in Sect. X.6 of [19]). Since the
operators QM are bounded they are self-adjoint, too (they are obviously symmetric) and F is
again a core. Therefore, we can apply [18, VIII.25] to conclude that the QM converge to Q in
the strong resolvent sense. Together with [18, VIII.24] this shows the first part of (a). Since the
strong and σ−strong topology are identical on the unit ball in B(H) we get σ-strong convergence
and since B(H) ∋ B ↦ Tr(TB) ∈ C is σ-weakly continuous for all trace-class operators T we get
limM→∞Tr(TEM(∆)) = Tr(TE(∆)). Hence we have proved (a).
To prove (b) note first that it would follow automatically if (a) would hold for all Borel sets.
However, since we have shown it only for intervals, (b) requires an additional argument. To this
end consider first for ǫ > 0 an interval I = [a, b] such that supq/∈I ∣f(q)∣ < ǫ/2. This is always
possible, since f is (by assumption) vanishing at infinity. Since Tr(TE(∆)) and Tr(TEM(∆)),
are probabilitiy measures we have Tr(TE(R ∖ I)) ≤ 1 and Tr(TEM(R ∖ I)) ≤ 1. Hence
∫
R∖I
∣f(q)∣Tr(TE(dq)) < ǫ
2 ∫R∖I ∣f(q)∣Tr(TEM(dq)) < ǫ2 ,
this leads toRRRRRRRRRRR∫R f(q)Tr(TE(dq)) −∫R f(q)Tr(TEM(dq))
RRRRRRRRRRR
≤ ǫ + RRRRRRRRRRR∫
b
a
f(q)Tr(TE(dq))− ∫ b
a
f(q)Tr(TEM(dq))RRRRRRRRRRR
which shows that we can restrict our analysis to integrals over the interval I.
To estimate the latter let us choose for each n ∈ N a partition Pn of I into n subintervals
of equal length. Without loss of generality we will assume now that f is real valued (otherwise
treat real and imaginary part separately). The Pn give then rise to a sequence of step functions
fn ∶ [a, b]→ R which are defined by fn(q) = infy∈J f(y) for q ∈ J and J ∈ Pn. It follows immediately
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that limn→∞ fn(q) = f(q) and fn(q) ≤ f(q). Dominated convergence therefore implies that there
is an nǫ,1 with
∣∫ b
a
f(q)Tr(TE(dq))−∫ b
a
fn(q)Tr(TE(dq))∣ < ǫ
2
∀n > nǫ,1.
Furthermore, since f is continuous and I compact, we can find another nǫ,2 ∈ N such that
sup
J∈Pn
(sup
y∈J
f(y)− inf
y∈J
f(y)) < ǫ
2(Tr(TE(I))+ 1) ∀n > nǫ,2. (67)
For the rest of the proof we choose one fixed n >max(nǫ,1, nǫ,2).
Now let us come back to (b). There is an Mǫ ∈ N such that M >Mǫ implies
max
J∈Pn
∣Tr(TE(J))−Tr(TEM(J))∣ < ǫ
2n
, (68)
and therefore |Tr(TE(I)) − Tr(TEM(I))∣ < ǫ/2. If we require in addition ǫ < 2 we see that in
particular Tr(TEM(I)) < Tr(TE(I))+ 1 holds for all M >Mǫ. Hence with (67) we get
∣∫ b
a
fn(q)Tr(TEM(dq)) − ∫ b
a
f(x)Tr(TEM(dq))∣ < ǫ
2
.
Furthermore we get
∣∫ b
a
fn(q)Tr(TEM(dq)) − ∫ b
a
fn(q)Tr(TE(dq))∣ < ǫ
2
.
from the bound (68).
Now we are abe to pick up all the building blocks. For M >Mǫ we haveRRRRRRRRRRR∫
b
a
f(q)Tr(TE(dq)) −∫ b
a
f(q)Tr(TEM(dq))RRRRRRRRRRR ≤
≤
RRRRRRRRRRR∫
b
a
f(q)Tr(TE(dq)) −∫ b
a
fn(q)Tr(TE(dq))RRRRRRRRRRR
+ RRRRRRRRRRR∫
b
a
fn(x)Tr(TEM(dq)) − ∫ b
a
f(q)Tr(TEM(dq))RRRRRRRRRRR
< ǫ,
what was to show.
Weak convergence usually does not imply pointwise convergence. We can still find a sequence
of (rescaled!) projections EMk(∆Mk), k ∈ N which converges in S′(H) to εq for some q. More
precisely the following Corollary holds:
Corollary 6.5. For each q ∈ R there are sequences (Mk)k and (Ik)k of positive integers Mk and
intervals Ik = [ak, bk] such that
(i) For all k we have ak < ak+1 < bk+1 < bk.
(ii) limk→∞ ak = q = limk→∞ bk
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(iii) The sequence of operators (bk − ak)−1(EMk(Ik)) converges in S′(H) to εq.
Proof. We have to construct the sequence EMk(Ik) such that for each positive T ∈ S(H) and
each ǫ > 0 there is a KT,ǫ with
∣Tr(EMk(Ik)T )
bk − ak − εq(T )∣ < ǫ ∀k >KT,ǫ (69)
holds. Now consider the kernel KT of T . According to Cor. 6.2 we have
Tr(E(I)T ) = ∫ b
a
KT (q, q)dq = (RKT (ξr, ξr) + iIKT (ξi, ξi))(b − a)
for ξr, ξi ∈ [a, b]. Hence, for any pair of sequences (an)n and (bn)n converging to q such that(an)n is strictly increasing and (bn)n is strictly decreasing we have
lim
n→∞
Tr(E(In)T )
bn − an =KT (q, q) = εq(T ) In = [an, bn].
Now choose for k ∈ N the index nk ∈ N such that
∣Tr(E(Ink)T )
bnk − ank − εq(T )∣ < 12k ,
and for this fixed nk choose Mk ∈ N with (cf. Prop. 6.4):
∣Tr(E(Ink)T )−Tr(EMk(Ink)∣ < bnk − ank2k .
Together we getRRRRRRRRRRRTr(EMk(Ink)T )bnk − ank − εq(T )
RRRRRRRRRRR ≤
RRRRRRRRRRRTr(EMk(Ink)T )bnk − ank − Tr(E(Ink)T )bnk − ank
RRRRRRRRRRR
+ RRRRRRRRRRRTr(E(Ink)T )bnk − ank − εq(T )
RRRRRRRRRRR < 1n,
which implies (69) if we choose Ik = Ink .
In other words: averaged densities of the measures EMk converge weakly to the densities ǫq.
7 Conclusions
We have introduced Schwartz operators as a non-commutative analog of Schwartz functions and
have seen that they form a very well behaved class which can be applied in many contexts of
quantum mechanics. For many unbounded observables they allow in particular an easy discussion
of expectation values and related concepts which now can basically be treated in the same way
as we would do for bounded observables.
In contrast to other well behaved sets of states like Gaussian states, Schwartz operators are
dense in the set of trace class operators and can therefore approximate a general quantum state
with arbitrary precision. Therefore one main message of our paper is: If Gaussian states are too
special for your purpose, try Schwartz operators as your next best choice.
47
If less regular objects have to be discussed Schwartz operators can also be of use; the associated
dual (containing more general objects than operators) can be regarded as a non-commutative ver-
sion of ordinary tempered distributions. A large family of quadratic forms is covered, and there-
fore constructions like products with bounded and unbounded operators, and harmonic analysis
are made available to otherwise very singular objects. We have formulated non-commutative
analogs of some selected elements of the theory of tempered distributions, in particular multipli-
cation by polynomially bounded operators, the distributional derivative, the regularity theorem,
Fourier transform and convolutions. Naturally, there are many other topics from the theory of
distributions having counterparts in our non-commutative setting; developing a more compre-
hensive theory is however clearly beyond the scope of a single paper.
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