Abstract. In this paper we study R-boundedness of operator families T ⊂ B(X, Y ), where X and Y are Banach spaces. Under cotype and type assumptions on X and Y we give sufficient conditions for R-boundedness. In the first part we show that certain integral operator are R-bounded. This will be used to obtain R-boundedness in the case that T is the range of an operator-valued function T :
Introduction
The notion of R-boundedness (see Section 2.3 for definition) appeared implicitly in the work of Bourgain [6] and was formalized by Berkson and Gillespie [5] . Clément, de Pagter, Suckochev and Witvliet [7] studied it in more detail in relation to vector-valued Schauder decompositions, and shortly after Weis [40] found a characterization of maximal regularity for the Cauchy problem u ′ = Au + f , u(0) = 0, in terms of R-boundedness of the resolvent of A or the associated semigroup. After this, many authors have used R-boundedness techniques in the theory of Fourier multipliers and Cauchy problems (cf. [8, 16, 21] and references therein).
For Hilbert space operators, R-boundedness is equivalent to uniform boundedness. The basic philosophy underlying much of the work cited above is that many results for Hilbert spaces remain true in certain Banach spaces if one replaces boundedness by R-boundedness. Thus it is useful to be able to recognize R-bounded sets of operators.
Let X and Y be Banach spaces. In this paper we will study R-boundedness of some subsets of B(X, Y ) under type and cotype assumptions. Although the definition of R-boundedness suggests connections with type and cotype, there are only few results on this in the literature. Arendt and Bu [3, Proposition 1.13] pointed out that uniform boundedness already implies R-boundedness if (and only if) X has cotype 2 and Y has type 2. Recently, van Gaans [12] showed that a countable union of R-bounded sets remains R-bounded if the individual R-bounds are ℓ r summable for an appropriate r depending on the type and cotype assumptions, improving on the trivial result with r = 1 (the triangle inequality!) valid for any Banach spaces. Implicitly, one can find similar ideas already in Figiel [11] . In [ . This follows from the fact that every space with Fourier type p has type p. Furthermore, we note that the only spaces which have Fourier type 2 are spaces which are isomorphic to a Hilbert space. However, there are many Banach spaces with type 2, e.g., all L p spaces with p ∈ [2, ∞). In the limit case that X has cotype 2 and Y has type 2 our assumption on T becomes T ∈ B This condition is quite close to uniform boundedness of {T (t) : t ∈ R d } which under these assumption on X and Y is equivalent to R-boundedness.
Following [13, Section 5] , we apply the sufficient condition for R-boundedness to strongly continuous semigroups. Furthermore, we show that our results are sharp in the case of the translation semigroup on L p (R). The R-boundedness result for semigroups leads to existence, uniqueness and regularity results for stochastic equations with additive noise. As a second application we present an R-boundedness result for evolution families, assuming the conditions of Acquistapace and Terreni [1] .
We will write a b if there exists a universal constant C > 0 such that a ≤ Cb, and a b if a b a. If the constant C is allowed to depend on some parameter t, we write a t b and a t b instead.
Preliminaries
Throughout this paper (Ω, A, P) denotes a probability space, and E is the expectation. Let X and Y be Banach spaces. Let (r n ) n≥1 be a Rademacher sequence on Ω, i.e. an independent sequence with P(r n = 1) = P(r n = −1) = 1 2 .
For N ≥ 1 and x 1 , . . . , x N ∈ E, recall the Kahane-Khinchine inequalities (cf. [ 
These inequalities will be often applied without referring to it explicitly. For each integer N , the space Rad N (X) ⊂ L 2 (Ω; X) is defined as all elements of the form N n=1 r n x n , where (x n ) N n=1 are in X. 
The space X is said to have cotype q if there exists a constant C ≥ 0 such that for all (x n ) N n=1 in X we have
with the obvious modification in the case q = ∞.
For a detailed study of type and cotype we refer to [10] . Every Banach space has type 1 and cotype ∞ with constant 1. Therefore, we say that X has non-trivial type (non-trivial cotype) if X has type p for some p ∈ (1, 2] (cotype q for some 2 ≤ q < ∞). If the space X has non-trivial type, it has non-trivial cotype. Hilbert spaces have type 2 and cotype 2 with constants 1. For p ∈ [1, ∞) the L p -spaces have type p ∧ 2 and cotype p ∨ 2.
Recall the following duality result for Rad N (X) (cf. [34] or [10, Chapter 13] ). If X has non-trivial type then
isomorphically with constants independent of N .
Fourier type. The Fourier transform
Let p ∈ [1, 2] and p ′ be the conjugate exponent,
The space X has Fourier type p, if F defines a bounded linear operator for some (and then for all)
. If X has Fourier type p, then it has both type p and cotype p ′ . In particular, spaces isomorphic to a Hilbert space are the only ones with Fourier type 2 (see [22] ). The L p -spaces have Fourier type p ∧ p ′ (see [30] ), while every Banach space has Fourier type 1. The notion becomes more restrictive with increasing p.
R-boundedness.
for all N ≥ 1 and all sequences (T n ) N n=1 in T and (x n ) N n=1 in X. The least constant M for which this estimate holds is called the R-bound of T , notation R(T ). By (2.1), the role of the exponent 2 may be replaced by any exponent 1 ≤ p < ∞ (at the expense of a possibly different constant).
The notion of R-boundedness has played an important role in recent progress in Fourier multiplier theory and this has applications to regularity theory of parabolic evolution equations. For details on the subject we refer to [8, 21] and references therein.
A property which we will need later on is the following. If T ⊂ B(X, Y ) is R-bounded and X has non-trivial type, then it follows from (2.2) that the set of adjoint operators T * = {T * ∈ B(Y * , X * ) : T ∈ T } is R-bounded as well.
Lorentz spaces.
We recall the definition of the Lorentz space (cf. [14, 38] ). Let (S, Σ, µ) be a σ-finite measure space. For f ∈ L 1 (S) + L ∞ (S) define the nonincreasing rearrangement of f as
where
Also recall (e.g. [35, pp. 331-2] ) that for p, q ∈ [1, ∞)
indeed, just compare the two iterated integrals of s q−1 t q/p−1 over the subset {f
2.5. Besov spaces. We recall the definition of Besov spaces using the so-called Littlewood-Paley decomposition (cf. [4, 38] ). Let φ ∈ S (R d ) be a fixed Schwartz function whose Fourier transform φ is nonnegative and has support in {ξ ∈ R d : 1 2 ≤ |ξ| ≤ 2} and which satisfies
Such a function can easily be constructed (cf. [4, Lemma 6.1.7] ). Define the sequence
Similar as in the real case one can define S (R d ; X) as the usual Schwartz space of rapidly decreasing X-valued smooth functions on R d . As in the real case this is a Fréchet space. Let the space of X-valued tempered distributions S ′ (R d ; X) be defined as the continuous linear operators from
is finite. Endowed with this norm, B 
Next we give an alternative definition of Besov spaces. Let I = (a, b) with −∞ ≤ a < b ≤ ∞. For h ∈ R and a function f : I → X we define the function T (h)f : R → X as the translate of f by h, i.e.
For a strongly measurable function f ∈ L p (I; X) and t > 0 let
We use the obvious modification if
with the obvious modification if p = ∞ or q = ∞. Endowed with the norm · Λ s p,q (I;X) , Λ 
Tensor products
We start with a basic lemma, which can be viewed as a generalization of the Kahane-contraction principle.
Lemma 3.1. Let X be a Banach space and let (S, Σ, µ) be a σ-finite measure space and let q ∈ [2, ∞). The following assertions hold:
(1) If X has cotype q, then there exists a constant C such that for all
.
Moreover, if q ∈ {2, ∞}, then (3.2) holds withq = q. 
where λ denotes the Lebesgue measure on (0, ∞). Moreover, if the f 1 , . . . , f N are identically distributed, then one has
With this in mind, one can also view (3.1) as an extension of [24, Proposition 9.14] and [33, Proposition 3.2(ii)]. There it is shown that (3.1) holds for the case that µ(S) = 1, (f n ) n≥1 are i.i.d. and symmetric.
Remark 3.3. By (2.1), one could rephrase (3.2) as follows whenq < ∞. In the natural embedding Lq(S) ֒→ B(X, Lq(S; X)), f → f ⊗ (·), the unit ball B Lq(S) becomes an R-bounded subset of B(X, Lq(S; X)).
Proof of Lemma 3.1. (1) and (2): Define the operator
r n a n x n . By the Kahane contraction principle there holds
Since L 2 (Ω; X) has cotype q it follows from [10, Theorem 11.14] that T is (q, 1)-summing with π q,1 (T ) ≤ C X,q T . Then [32, Theorem 2.1] (also see [10, Theorem 10.9] ) implies that there is a probability measure ν on {1, 2, . . . , N } such that T =T j, where j :
It follows that for all scalars (a n )
, where ℓ 
If we apply this with a n = f n (s) and take the L q (µ)-norms, then it follows from (2.3) and Minkowski's inequality that
Similarly with Lq(µ)-norms, it follows that
On the other hand,
, which shows that X has cotype q.
We do not know, whether we can takeq = q in Lemma 3.1(2) if q = 2. However, if X is an L q -space with q ≥ 2, then one may takeq = q. This follows from the next remark in the case that X = R.
Remark 3.4. Let (A, A, ν) be a σ-finite measure space. Let 2 ≤ q 1 < q < ∞. Let X be a Banach space with cotype q 1 . If X = L q (A; X), then (3.2) of Lemma 3.1(2) holds withq = q.
Proof. By Fubini's theorem, Lemma 3.1(2) applied to X and (2.1) we obtain that
. Remark 3.5. Notice that a version of Lemma 3.1 also holds for quasi-Banach spaces. This can be proved in a similar way as above. Instead of [32] one has to use the factorization result of [18, Theorem 4.1] . Note that in [18] the role of the Lorentz space L q,1 (S) is replaced by L q,r (S), where r is some number in (0, 1] which depends on X. One can see from the above proof that this number r will also appear in the quasi-Banach space version of (3.2). The details are left to the interested reader.
The following dual version of Lemma 3.1 holds: Lemma 3.6. Let X be a Banach space, let (S, Σ, µ) be a σ-finite measure space and let p ∈ (1, 2]. The following assertions hold:
A similar statement as in Remark 3.4 also holds.
. Now X * has cotype p ′ , hence by Lemma 3.1(1) there holds
Since X has non-trivial type, taking the supremum over all N n=1 r n x * n ∈ Rad N (X * ) with norm one, it follows that
, where the last estimate used the contraction principle and the fact that
The case p =p = 1 follows from
where the first estimate was the contraction principle. For p > 1, we argue by duality in a similar spirit as in (1): assuming min 1≤n≤N f n Lp(S) = 1, choose g n ∈ Lp ′ (S) of at most unit norm so that S f n · g n dµ = 1 and write
Then proceed as in (1), only using Lemma 3.1(2) instead of Lemma 3.1 (1) . (3): This follows in a similar way as the corresponding claim in Lemma 3.1.
Integral operators
An operator-valued function T : S → B(X, Y ) will be called X-strongly measurable if for all x ∈ X, the Y -valued function s → T (s)x is strongly measurable.
Let r ∈ [1, ∞]. For an X-strongly measurable mapping T :
In the next result we will obtain R-boundedness of {T f : f L r ′ (S) ≤ 1} for different exponents r under assumptions on the cotype of X and type of Y . 
Remark 4.2. Since B(X, Y ) is usually non-separable, it could happen that T : S → B(X, Y ) is not strongly measurable and therefore not in L r (S; B(X, Y )). However, one can replace the assumption that T ∈ L r (S; B(X, Y )) by the condition that T is X-strongly measurable and s → T (s) is in L r (S) or is dominated by a function in L r (S). This does not affect the assertion in Proposition 4.1 and the proof is the same.
The following will be clear from the proof of Proposition 4.1 and Remark 3.4.
2) of Proposition 4.1 (1) holds with
First assume p 0 > 1 and q 0 < ∞. Let p ∈ (1, p 0 ) and q ∈ (q 0 , ∞) be such that 
Hölder's inequality and
Since X has cotype q 0 < q it follows from Lemma 3.1(2) that
Since Y has type p 0 it follows that Y * has cotype p ′ 0 < p ′ (cf. [10, Proposition 11.10]) and therefore it follows from Lemma 3.1 (2) that
We may conclude that
By assumption Y has non-trivial type, hence Rad N (Y ) .2)). Taking the supremum over all y * 1 , . . . , y * N ∈ Y * as above, we obtain that
The result now follows from (2.1).
If p 0 > 1 and q 0 = ∞ one can easily adjust the above argument to obtain the result. In particular, g n = 1 for n = 1, . . . , N in this case.
If p 0 = 1 and q 0 < ∞, then the duality argument does not hold since Y only has the trivial type 1. However, one can argue more directly in this case. Now r ′ > q 0 .
By the triangle inequality, Hölder's inequality and Lemma 3.1, we obtain that
(2): The case p 0 = 1 and q 0 = ∞ follows from (4.1). The cases (p 0 = 2 and q 0 = ∞) and (p 0 = q 0 = 2) follow from Lemma 3.1 in the same way as in as (1) .
If p 0 = 1 and q 0 = 2 then r = 2 and by the Cauchy-Schwartz inequality and Lemma 3.1 we obtain that
. With a certain price to pay, it is possible to relax the norm integrability condition of Proposition 4.1 to the uniform L r -integrability of the orbits s → T (s)x. This is reached at the expense of not being able to exploit the information about the cotype of X but only the type of Y , as shown in the following remark. In the example further below, it is shown that in general the L r -integrability of the orbits is not sufficient for the full conclusion of Proposition 4.1. (1) Assume p 0 ∈ (1, 2). If r ∈ (1, p 0 ) and T : S → B(X, Y ) is such that
Then there exists a constant C = C(r, p 0 , Y ) such that 
Proof. (1):
One can argue as in the proof of Proposition 4.1 with p = r, g n = 1 and h n = f n . Indeed, we have
By the assumption 4.3 one can estimate
r n x n L p (S×Ω;X)
The term
can be treated in the same way as in the proof of Proposition 4.1.
(2): The case p 0 = 1 follows from (4.1). The case p 0 = 2 can be proved as above.
In the next example, we will show that even if X has cotype q for some q ∈ (2, ∞) the result in Remark 4.4 cannot be improved.
Example 4.5. Consider the spaces X = ℓ q , q ∈ (2, ∞), and Y = R, so that X has cotype q and Y has type 2. Let S = Z + with the counting measure, and define the B(X, Y )-valued function T on S by T (s)x := t(s)x(s) for some t : S → R. Then we can make the following observations:
T ∈ L r (S; B(X, Y )) if and only if t ∈ L r (S) = ℓ r . The condition (4.3) means tx r x q (where tx is the pointwise product), which holds if and only if t ∈ ℓ u , 1/u = (1/r − 1/q) ∨ 0. Under this condition, the operators x → S T (s)f (s)x ds are well-defined and bounded from
Let us then derive a necessary condition for the R-boundedness of the mentioned operators. Let x i ∈ X = ℓ q be α(i)e i , where e i is the ith standard unit-vector and α(i) ∈ R. Let f i = e i . The defining inequality of R-boundedness for these functions reduces to
This holds if and only if t ∈ ℓ v , 1/v = 1/2 − 1/q, which is stronger than (4.3) unless r ≤ 2. Conversely, the condition (4.3) suffices for R-boundedness in this range, as shown in Remark 4.4.
As a final result in this section we will show how one can use Lemma 3.1 to obtain a version of Proposition 4.1 with sharp exponents. It may seem artificial at first sight, but it enables us to obtain a sharp version of Theorem 5.1 below. For 
Since each f ∈ L f0 (S) is also in L r ′ (S), T f ∈ B(X, Y ) is well-defined. Note that Remark 4.2 applies also here. In the limit cases p ∈ {1, 2} and q ∈ {2, ∞}, Proposition 4.1 (2) yields a stronger result.
Proof. Without loss of generality we may assume that
in L f0 (S) and x 1 , . . . , x N ∈ X. 
Since X has cotype q it follows from Lemma 3.1 (1) that
It follows from (2.3) and L
Since Y has type p it follows that Y * has cotype p ′ (cf. [10, Proposition 11.10]) and therefore it follows from Lemma 3.1 (1) that
As before it holds that
The result now follows with the same duality argument for Rad N (Y ) as in Proposition 4.1. If p > 1 and q = ∞ one can easily adjust the above argument to obtain the result. In particular, g n = 1 for n = 1, . . . , N in this case. If p = 1 and q < ∞, then one can argue as in Proposition 4.1, but instead of Lemma 3.1 (2) one has to apply Lemma 3.1 (1) . If p = 1 and q = ∞ the result follows from Proposition 4. 
Proof. Similar as in Remark 4.4 one can argue as in the proof of Proposition 4.6 with p = r, g n = 1 and h n = f n .
Besov spaces and R-boundedness
Recall from [40] that for an interval I = (a, b) and T ∈ W 1,1 (I; B(X, Y )),
In 
Note that B 
Fix n ∈ {0, 1, 2, . . . , } and t ∈ R d and define
Letting T k,ϕn,t ∈ Z be the integral operator from Propositions 4.1 and 4.6, it follows that for all k ≥ 0,
In [13, Remark 5.2] the following result is presented for operator families which are in a Besov space in the strong sense. If Y has Fourier type p and T :
We will obtain the same conclusion assuming only type p. Notice that many Banach spaces have type 2, whereas all Banach spaces with Fourier 2 are isomorphic to a Hilbert space.
We first need an analogue of Proposition 4.1 involving the space γ(H, Y ) of γ-radonifying operators from H to Y . See [29] for information on this space. We note that a version of the following Lemma is also in [15, Proposition 3.19] , where it is instead assumed that Y has so-called property (α). Moreover, in [15, Remark 5.3 and Proof of Proposition 3.19] it is claimed that this assumption can be relaxed to non-trivial cotype, which is weaker than our assumption below. However, there seems to be a small confusion there: in [15, Remark 5.3] it is observed that nontrivial cotype suffices, thanks to a result in [17] , if (a certain Hilbert space) H 1 = C, whereas in [15, Proposition 3.19] and the following lemma one has the dual situation: H 1 = H is a general Hilbert space and H 2 = C. Indeed one could deduce the following lemma by a standard duality argument from the result in [17] , but since a self-contained argument is only slightly longer, we provide it for completeness: Lemma 5.2. Let Y be a Banach space with non-trivial type and let H be a Hilbert space. Then there exists a constant C such that for all Ψ n ∈ γ(H, Y ) and f n ∈ H,
be an orthonormal basis for the span of (f n )
be a Rademacher sequence on a probability space Ω, and (γ k )
The first factor is bounded by
by the definition of the norm in γ(H, Y ). As for the second, the non-trivial type of Y implies some non-trivial cotype q 0 ∈ [2, ∞) for Y * , and then, taking q ∈ (q 0 , ∞) and applying Lemma 3.1 (2) ,
The assertion follows by taking the supremum over all 
then there exists a constant C = C(p, Y ) such that
Proof. If p = 1, the result follows from [13, Remark 5.2] . Let then p ∈ (1, 2]. Fix for the moment x ∈ X and k ≥ 0. Let
Applying (5.5) pointwise in Ω yields that
. Therefore, we obtain from (5.6) and (2.1) that
Putting things together yields the required R-boundedness estimate.
As a consequence of Theorem 5.1 we have the following two results. One can similarly derive strong type results from Proposition 5.3. 
then {T (t) ∈ B(X, Y ) : t ∈ I} is R-bounded by a constant times A.
Note that in the case that I is bounded, the factor (1 + |s|) −α can be omitted.
Proof. By taking a worse p or q it suffices to consider the case that R; B(X, Y ) ), where the latter is defined in Section 2.5, and therefore the result follows from Theorem 5.1. If I = R, then one can reduce to the above case by (2.5).
6. Applications 6.1. R-boundedness of semigroups. In the next result we will give a sufficient condition for R-boundedness of strongly continuous semigroups restricted to fractional domain spaces. 
is R-bounded.
Proof. For θ ∈ (0, 1) let X θ = (X, D(A)) θ,∞ . Then x ∈ X θ if and only if
is finite, and this expression defines an equivalent norm on X θ (cf. [25, Proposition 3.2.1]). If we fix θ ∈ ( 1 r , α), then we obtain that sup The result in Theorem 6.1 is quite sharp as follows from the next example. An application of Theorem 6.1 will be given in Theorem 6.3.
For α ∈ R and p ∈ [1, ∞], let H α,p (R) be the Bessel-potential spaces (cf. [38, 2.3.3] ).
is R-bounded, where i α : Proof. Note that L p (R) and H α,p have type p ∧ 2 and cotype p ∨ 2. Therefore, for
follows from Theorem 6.1. Therefore, we obtain from the Kahane-contraction principle that
is R-bounded. Since a similar argument works for T (−t), the R-boundedness of (6.1) follows from the fact that the union of two R-bounded sets is again R-bounded.
. There holds, on the one hand,
and on the other hand,
} is R-bounded, then it follows that there exists a constant C such that
Letting N tend to infinity, this implies that α ≥ 1 p − 1 2 , i.e., τ can only be R-bounded in this range.
We still have to prove that the R-boundedness also implies α ≥ 
According to the first part of the proof this implies that α ≥
6.2. Stochastic Cauchy problems. We apply Theorem 6.1 to stochastic equations with additive Brownian noise. We refer the reader to [29] for details on stochastic Cauchy problems, stochastic integration and γ-radonifying operators. Let (Ω, F , P) be a probability space. Let H be a separable Hilbert space and let W H be a cylindrical Wiener process. Recall from [29] that for an operator-valued function Φ : [0, t] → B(H, E) which belongs to γ(L 2 (0, t; H), X) (the space of γ-radonifying operators from L 2 (0, t; H) to X) we have
On a real Banach space X we consider the following equation.
Here A is the generator of a strongly continuous semigroup (T (t)) t∈R+ , B : R + → B(H, E) and x ∈ X. We say that a strongly measurable process U : R + × Ω → X is a mild solution of (SE) if for all t ∈ R + , almost surely we have
In general (SE) does not have a solution (cf. [29, Example 7.3] ). In the case when B(t) = B ∈ γ(H, X) is constant, there are some sufficient conditions for existence. Indeed, if X has type 2 or (T (t)) t∈R+ is an analytic semigroup, then (SE) always has a unique mild solution and it has a version with continuous paths (see [39, Corollary 3.4] and [9] respectively). In the next result we prove such an existence and regularity result under assumptions on the noise in terms of the type and cotype of X. In particular we note that if B(t) = B ∈ γ(H, D((w − A) α )) is constant then for all ε ∈ (0, 6.3. R-boundedness of evolution families. In the next application we obtain Rboundedness of an evolution family generated by a family (A(t)) t∈[0,T ] of unbounded operators which satisfy the conditions (AT) of Acquistapace and Terreni (see [1] ). For φ ∈ (0, π], we define the sector Σ(φ) := {0} ∪ {λ ∈ C \ {0} : | arg(λ)| < φ}.
The condition (AT) is said to be satisfied if the following two requirements hold: (AT1) The A(t) are linear operators on a Banach space E and there are constants K ≥ 0, and φ ∈ ( Under these assumptions there exists a unique strongly continuous evolution family (P (t, s)) 0≤s≤t≤T in B(X) such that ∂P (t,s) ∂t = A(t)P (t, s) for 0 ≤ s < t ≤ T . Moreover, A(t)P (t, s) ≤ C(t − s) −1 . For analytic semigroup generators one has that for all ε > 0 and T ∈ [0, ∞), {t ε S(t) ∈ B(X) : t ∈ [0, T ]} is R-bounded. This easily follows from (5.1). This may be generalized to evolution families (P (t, s)) 0≤s≤t≤T , where (A(t)) t∈[0,T ] satisfies the (AT) conditions. Indeed, then by the same reasoning we obtain that for all α > 0, sup
This argument does not hold if one considers the R-bound with respect to s ∈ [0, t] instead of t ∈ [s, T ]. This is due to the fact that might not be true. The R-boundedness with respect to s ∈ [0, t] has applications for instance in the study of non-autonomous stochastic Cauchy problems (see [39] ). We also note that (6.3) does hold if (A(t) * ) t∈[0,T ] satisfies the (AT)-conditions (see [2] ). Recall from [42, Theorem 2.3 ] that for all θ ∈ (0, µ), (6.4) P (t, s)(−A(s)) θ ≤ C(t − s) −θ , 0 ≤ s < t ≤ T.
