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Resumen
En este artculo se presenta una estrategia de paralelizacion en clusters del metodo de
Gauss-Seidel para la solucion de sistemas de ecuaciones ralas. Desde el punto de vista de la
solucion numerica para matrices de coecientes con poca densidad de elementos no nulos,
se siguen los lineamientos estandares. Es decir: esquemas de almacenamiento especiales
(solamente se almacenan los elementos no nulos) y metodos iterativos de busqueda de
solucion por aproximaciones sucesivas.
Desde el punto de vista de la paralelizacion del procesamiento en clusters de computa-
doras, se siguen dos principios basicos: distribucion de datos unidimensional y utilizacion
de mensajes broadcast para toda comunicacion de datos entre procesos. La distribucion
de datos unidimensional facilita al maximo la distribucion de carga de procesamiento aun
en el caso de clusters heterogeneos (que, sin embargo, no se presentan en este artculo).
La utilizacion de mensajes broadcast para toda comunicacion de datos entre procesos
esta directamente orientada a la optimizacion de rendimiento de las comunicaciones en
la mayora de los clusters instalados y que se utilizan para computo paralelo. La inter-
conexion mas usual de estos clusters es la provista por las redes Ethernet, y por lo tanto
pueden implementar los mensajes broadcast a nivel fsico con sobrecarga mnima.
Se presenta el analisis de rendimiento paralelo y ademas los resultados obtenidos en
una red local de computadoras heterogeneas que se utilizan como si fueran homogeneas. En
este caso se utiliza una implementacion de la biblioteca MPI (Message Passage Interface)
para la comunicacion entre procesos.
Palabras Clave: Sistemas de Ecuaciones Ralas, Computo Paralelo en Clusters, Problemas de
Algebra Lineal en Paralelo, Algoritmos Paralelos, Rendimiento de Computo y Comunicaciones.
Workshop al que esta dirigido: Workshop de Procesamiento Distribuido y Paralelo.
1. Introduccion
Muchas ramas de la ciencia y la ingeniera necesitan una considerable potencia de calculo en
el modelado y simulacion de diversos fenomenos fsicos. Basta citar algunos problemas, como
los modelos ambientales en aplicaciones de meteorologa, aerodinamica en el dise~no de naves
aereas y espaciales, hidrodinamica, circuitos electronicos, simulacion de redes electricas, mode-
lado biologico y una amplia y variada gama de aplicaciones cientcas tpicas. Recientemente
se han sumado otras areas como las de simulacion nanciera y economica.
As, muchos de estos modelos involucran un gran numero de ecuaciones diferenciales par-
ciales (EDPs) y la manera mas comun de resolverlas es discretizandolas, es decir, aproxi-
mandolas por ecuaciones que contienen un numero nito de incognitas. Se producen de esta
manera grandes sistemas de ecuaciones lineales ralos o dispersos (sparse) [3] del tipo que se
trata en este trabajo.
Para conseguir la potencia de calculo necesaria para resolver los sistemas de ecuaciones
mencionados, historicamente se han dise~nado diversos tipos de supercomputadoras de fun-
cionamiento paralelo con caractersticas variadas respecto a arquitectura, conguracion, memo-
ria, etc. [17]. Desde hace unos pocos a~nos los avances includos en los microprocesadores llama-
dos \domesticos" o de ocina y una mas que aceptable relacion costo-benecio determinan la
tendencia a la utilizacion de computadoras paralelas formadas por redes o clusters de PC ya
sean homogeneos cuando todas las PC son del mismo tipo (que es la denicion comunmente
aceptada de cluster) o heterogeneos si se trata de diferentes clases [5]. Este artculo se enfoca
primariamente en un grupo homogeneo conectado con una red del tipo Ethernet, que se puede
encontrar en ambitos variados y cotidianos.
Los metodos de resolucion de sistemas de ecuaciones lineales pueden clasicarse en directos
o indirectos, en los metodos directos las matrices que representan a los sistemas a calcular
son llevados mediantes transformaciones a formas mas simples y estas calculadas directamente.
Un ejemplo caracterstico es el metodo de eliminacion gaussiana que transforma la matriz que
representa el sistema original en una de tipo triangular cuya resolucion es simple y directa. Los
metodos iterativos o indirectos dan lugar a una sucesion de vectores que idealmente convergen
a la solucion del sistema mediante la repeticion de un proceso sencillo. El calculo se detiene
cuando se cuenta con una solucion aproximada con cierto grado de precision especicado de
antemano o despues de un determinado numero de iteraciones [8] [13].
En el caso especial de los sistemas ralos o dispersos, en los que una proporcion grande de
los elementos de la matriz del sistema son ceros, los metodos iterativos son particularmente
ecientes. Mas aun cuando se emplean esquemas de almacenamiento especiales para matrices
ralas, esto se puede vericar al considerar un sistema con una baja densidad de elementos no nu-
los. Utilizando un metodo directo, las transformaciones sobre ceros pueden producir elementos
distintos de cero, por lo que debe trabajarse con el sistema como si fuera denso [6]. Al utilizar
un metodo iterativo, los coecientes nulos se mantendran invariables y puede prescindirse de
ellos, con el resultante ahorro de espacio en memoria y tiempo de procesamiento al no tener
que acceder ni utilizar operandos nulos.
En las seccion que sigue (seccion 2), se mostraran los metodos de almacenamiento de matri-
ces ralas y el metodo iterativo Gauss-Seidel para resolucion de ecuaciones lineales. La seccion
3 introduce la paralelizacion del metodo iterativo directamente orientada a clusters interconec-
tados por redes Ethernet. La seccion 4 muestra los resultados obtenidos en la experimentacion
sobre un cluster en particular y sobre el nal se dan las conclusiones y trabajos futuros (seccion
5), as como la bibliografa a la que se hace referencia a lo largo del trabajo.
2. Sistemas Ralos: Almacenamiento y Metodo de Gauss-
Seidel
En esta seccion inicialmente se muestra como ahorrar espacio en el almacenamiento de
matrices con una gran proporcion de elementos nulos. Posteriormente, se muestra como se
resuelven los sistemas de ecuaciones con el metodo Gauss-Seidel y en que medida el metodo se
ve afectado por el sistema de almacenamiento de matrices ralas.
2.1. Almacenamiento de Matrices Ralas o Dispersas
De estos esquemas de almacenamiento, el mas simple es el llamado de formato coordinado,
que consta de una estructura de datos con tres arreglos:
Un arreglo real conteniendo todos los valores (reales o complejos) de los elementos distintos
de cero de la matriz en cualquier orden.
Un arreglo entero conteniendo los ndices de la.
Un segundo arreglo entero conteniendo los ndices de columna.
Los tres arreglos de largo igual a la cantidad de elementos distintos de cero de la matriz, que
se denominara Nz. Como los elementos usualmente se listan por las o por columnas, uno de
los arreglos con ndices mencionados antes puede contener informacion redundante. Teniendo
esto en cuenta, se llega al formato de almacenamiento que es probablemente el mas popular
en matrices ralas y que se conoce como CSR (Compressed Sparse Row) o formato de la rala
comprimida [14]. En este caso se tienen tambien tres arreglos, pero ahora son:
Un arreglo conteniendo los elementos no nulos de la matriz, almacenados por la.
Un arreglo entero conteniendo los ndices de columna respectivos.
Un arreglo entero conteniendo los punteros al inicio de cada la.
De esta manera se tienen dos arreglos de longitud Nz y otro de longitud igual n+1 con n igual
al numero de las (ecuaciones) y siendo el ultimo elemento de este el que indica la cantidad
total de elementos no nulos mas uno. Si, por ejemplo, se tiene el sistema de ecuaciones
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La matriz de coecientes sera almacenada en los tres vectores que se muestran a continuacion:
AA = ( 2;04 1 2;3 3;2  1  6 4  1 )
JA = ( 1 3 4 3 2 3 1 3 )
IA = ( 1 4 5 7 9 )
donde AA contiene los coecientes no nulos, JA contiene los ndices de columna de cada ele-
mento no nulo, y el arreglo IA contiene los ndices de comienzo de cada la. Otras formas de
almacenamiento de matrices ralas son:
CSC (Compressed Sparse Column), que es una forma analoga a la CSR, y que utiliza la
herramienta MatLab, por ejemplo [11].
MSR (Modied Sparse Row) o la rala modicada que se orienta a aprovechar que gene-
ralmente los elementos de la diagonal principal de la matriz son distintos de cero y que
se accede a ellos con mas frecuencia que al resto de elementos [14].
Por diagonales, para las matrices estructuradas diagonalmente, es decir con sus elementos
no nulos concentrados en unas pocas diagonales [14] [6].
Ellpac-Itpack, que es un esquema general y popular en las maquinas vectoriales [14].
2.2. Metodo Iterativo de Gauss-Seidel
Los metodos iterativos intentan encontrar la solucion del sistema a partir de un vector solu-
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que generalmente se toma como cero, de manera que se producen
paso a paso valores mejorados de x
i
. Este proceso se repite hasta llegar a lo que se considera una
buena aproximacion. Asumiendo que los coecientes del sistema de ecuaciones son denotados
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es el resultado buscado de cada ecuacion del sistema, una expresion mas general
para este procedimiento es:
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que como mnimo requiere que a
ii
6= 0 y constituye el metodo de Jacobi, en el que en cada
aproximacion se calcula con los datos de la iteracion anterior.
En el metodo de Gauss-Seidel este proceso iterativo se modica de manera que las ecuaciones
utilicen los valores de la incognitas calculados en las ecuaciones anteriores, correspondientes a
la actual iteracion. Esto produce una considerable mejora en la convergencia y se expresa de la
forma:
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Tanto el metodo de Jacobi como el de Gauss-Seidel tienen condiciones similares para la conver-
gencia para cualquier solucion inicial, aunque normalmente el metodo de Gauss-Seidel requiere
signicativamente menor cantidad de iteraciones, es decir valores de k en la Ec. (2). Tambien
para los dos metodos iterativos, el calculo del error suele utilizar el calculo de las diferencias
entre valores sucesivos de las variables, es decir:
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Se debe hacer notar que ninguno de estos metodos se ve alterado por la forma de alma-
cenamiento de la matriz de coecientes. Por supuesto que el acceso a los datos en el caso del
almacenamiento CSR para matrices ralas debe ser realizado utilizando los vectores mencionados
antes, pero esto no cambia las caractersticas numericas del algoritmo (cantidad de iteraciones
y valores del vector solucion) sino la cantidad de operaciones realizadas dado que no se utilizan
los valores nulos.
En este artculo se presenta la paralelizacion del metodo de Gauss-Seidel por varias razones:
Es uno de los mas representativos entre los algoritmos iterativos mas simples.
Es una evolucion del metodo de Jacobi, con mejor tiempo de convergencia, y puede
tomarse como un caso particular de otro procedimiento muy conocido como es el de
sobrerrelajacion SOR (Successive Overrelaxation)
La dependencia de datos en los calculos dada en la Ec. (2) es sucientemente fuerte como
para no estar en el mejor de los casos para los requerimientos de computo, como es el
caso del metodo de Jacobi, donde una vez que se tiene una solucion los calculos para la
siguiente solucion son todos independientes entre s y por lo tanto su paralelizacion es
inmediata.
3. Paralelizacion de Gauss-Seidel
Como se menciona antes, la paralelizacion del metodo de Gauss-Seidel no es inmediata dada
la dependencia de datos que existe para calcular los valores de cada iteracion. En general, para
matrices ralas los esfuerzos se centran no tanto en la paralelizacion como en el pre-ordenamiento
de las matrices para llevarlas a formas que puedan ser implementadas en paralelo de una manera
eciente. De esta manera se aprovechan las condiciones inherentes a la velocidad de convergencia
de Gauss-Seidel y los elementos nulos que no se utilizan. Algunos casos que se pueden mencionar
son el ordenamiento en bloques multicolores independientes entre s [14] o los que producen las
matrices llamadas echa (Block-Diagonal-Bordered-Sparse) [10] [9].
Ademas de utilizar almacenamiento especcamente orientado a los sistemas de ecuaciones
ralos, la paralelizacion que se propone en este artculo sigue los principios delineados en [15],
que se pueden resumir en:
Modelo de programacion por pasaje de mensajes, que es el considerado mas apropiado
para el procesamiento paralelo en clusters.
Modelo de procesamiento SPMD (Single Program - Multiple Data), que es sencillo y
escalable. Por otro lado, la gran mayora de los algoritmos paralelos para problemas de
algebra lineal siguen este modelo de procesamiento.
Distribucion de datos unidimensional, es decir que todos los procesos/procesadores se
consideran interconectados en un arreglo lineal o por un bus de comunicaciones. Se tiende
a pensar en un bus siguiendo la denicion misma del estandar Ethernet de interconexion
de computadoras en una red local.
Comunicacion entre procesos con mensajes broadcast unicamente siempre que sea posible,
es decir que todo intercambio de datos se piensa en funcion de un proceso que enva y
que todos los demas reciben los datos enviados. Tambien se tiende a la optimizacion de
la implementacion de esta primitiva de comunicaciones sobre el hardware proporcionado
por el estandar Ethernet [7], que es inmediato.
El metodo de almacenamiento elegido es el CSR (Compressed Sparse Row) mencionado antes.
La particion o distribucion de los datos a procesadores entre los procesos o procesadores se
realiza por bloques de las en partes iguales (en este caso, el cluster se toma como homogeneo).
La Fig. 1 muestra esquematicamente la particion de un sistema de ecuaciones entre tres procesos
P
0
, P
1
y P
2
. El proceso P
0
tendra asignado el primer tercio de ecuaciones (las de la matriz de
coecientes), el proceso P
1
el segundo tercio y el proceso P
2
tendra el tercer y ultimo tercio de
las de la matriz de coecientes del sistema de ecuaciones. Debe recordarse que, por un lado,
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Figura 1: Distribucion de Bloques de Filas en Tres Procesos.
esta particion es independiente del almacenamiento CSR de una matriz rala, y por otro lado
que, dado un bloque de las, queda automaticamente determinado el conjunto de variables
que el proceso puede calcular. Mas especcamente, cada proceso puede calcular el valor de
las variables que estan asociadas a la diagonal principal de la matriz (rala) de coecientes, tal
como puede derivarse de la Ec. (2). Una vez identicadas las las de cada proceso, cada uno
se encarga de dividir las las asignadas por el elemento correspondiente a la diagonal principal
respectiva. El sistema quedara:
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A partir de ahora empieza el proceso iterativo, que se puede separar en varias etapas, y que
conviene describir desde la primera iteracion:
1.- Inicialmente, es decir con un valor inicial para las incognitas, el proceso con el primer
bloque de las puede comenzar con el calculo de las variables asociadas. Es decir que el proceso
P
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con las primeras bs las puede determinar el valor de las variables x
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a partir de x
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n
. Los demas procesos solamente pueden llevar a cabo los resultados
intermedios que corresponden a la segunda sumatoria que aparece en la Ec. (2), es decir que
dependen de los valores x
(0)
i
.
2.- Una vez que se tienen calculados los valores x
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, todos los demas procesos
pueden utilizar estos valores para el calculo de la primera sumatoria de la Ec. (2). Dado que
el proceso P
0
es el que tiene los valores de estas variables y todos los demas los necesitan,
es natural pensar en un broadcast desde el proceso P
0
a todos los demas. De hecho, en este
segundo paso se completan todos los calculos necesarios para los valores de x
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que, a su vez, pueden ser enviados a todos los demas procesos para los calculos que
dependen de ellos de acuerdo con la Ec. (2). Se debe notar que estos valores x
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pueden utilizar tambien en el proceso P
0
, pero para el calculo de las variables de la siguiente
iteracion de Gauss-Seidel, es decir para el calculo parcial de los valores x
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.
3.- Los dos pasos anteriores se pueden continuar (calculos parciales llegando a los valores
de cada conjunto de variables en los procesos correspondientes) tomando como referencia los
procesos P
i
hasta el ultimo proceso con el ultimo bloque de las/variables, donde:
Se tienen los valores para todas las variables de una iteracion de Gauss-Seidel (la primera,
siguiendo con ejemplo con k = 1).
Si se calculan los errores junto con las variables de acuerdo con la Ec. (3) se puede tener
el error total correspondiente a la iteracion actual de Gauss-Seidel y por lo tanto se puede
determinar si seguir o no, de acuerdo con el valor de este error.
Desde el punto de vista de cada proceso, a partir de la inicializacion se sigue una secuencia
de recepcion de datos provenientes de los demas procesos (va broadcast), calculos parciales
con estos datos, envo de los valores de las variables que se manejan localmente una vez que se
tienen completamente calculados (va broadcast) y determinacion de continuar o no de acuerdo
al error o a una se~nal del ultimo proceso que lo indica.
3.1. Caractersticas de Rendimiento del Algoritmo Paralelo
Solamente se resumiran los puntos mas relevantes con respecto al rendimiento paralelo del
algoritmo, para evitar demasiados detalles que se pueden aclarar directamente en los experimen-
tos de la seccion siguiente. Una posiblidad de analisis de rendimiento del algoritmo propuesto
puede ser la de asumir que las comunicaciones no tienen ningun peso de tiempo de ejecucion.
Este sera el mejor caso posible y, de hecho, no es posible en una implementacion real (los datos
estaran instantaneamente disponibles en todas las computadoras). Sin embargo, da como resul-
tado el optimo absoluto o cota maxima de rendimiento que es de esperar en una implementacion
real.
Teniendo en cuenta la descripcion anterior, la simultaneidad de los calculos se da al utilizar
los valores obtenidos para un subconjunto de variables en las dependencias determinadas para
las demas. Siguiendo el punto 1.- del ejemplo anterior, una vez que el proceso P
0
calcula los
valores x
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y los comunica a todos los demas, P
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(asumiendo que son p
procesadores/computadoras en total), todos estos pueden computar simultaneamente con los
datos obtenidos de P
0
. A partir de este punto el algoritmo es basicamente igual: un proceso
enva los valores de bs variables y todos los demas (p 1 procesos) los utilizan para sus calculos
parciales. Esto signica que en todo tiempo hay a lo sumo p   1 procesadores computando
simultaneamente. Siguiendo con la idea de considerar que los mensajes broadcast no tienen
ningun peso de tiempo de ejecucion, el speedup maximo del algoritmo es, claramente, p   1
para p procesadores.
Aunque tan claro como idealizado, este speedup optimo puede llegar a superarse en algu-
nas circunstancias. En [4] se comentan algunos obstaculos signicativos para la obtencion de
rendimiento optimo en el contexto de los sistemas de ecuaciones ralos directamente relacionados
con el rendimiento secuencial:
Falta de regularidad y localidad en el acceso a los datos. El mayor problema radica
en la utilizacion de los esquemas de almacenamiento de matrices ralas que, como se
mostro especcamente para el caso del esquema CSR, tiene tres arreglos de datos y
requiere el acceso indirecto a los datos de la matriz de coecientes.
La operacion basica a optimizar es la de la multiplicacion de una matriz por un vector,
dado que es la principal operacion a utilizar en los metodos iterativos de resolucion de
sistemas de ecuaciones. La diferencia de rendimiento con los sistemas densos suele ser
muy grande, dado que en los sistemas densos la operacion utilizada con mayor frecuencia
es la de multiplicacion de matrices.
Por lo tanto, en el contexto de los sistemas ralos la localidad juega un papel preponderante
en el rendimiento obtenido >Como puede afectar esto al rendimiento paralelo? En cierta for-
ma esta relacionado con lo que se comenta mas extensamente en [16]: cuando el sistema de
ecuaciones se mantiene constante, a mayor distribucion de los datos (entre mayor cantidad de
computadoras), la cantidad de datos que maneja cada una de ellas es proporcionalmente menor
y, por lo tanto, la localidad crece junto con la cantidad de computadoras utilizadas. Esto sig-
nica que si no se escala el problema junto con la cantidad de datos se obtiene ganancia de
rendimiento no solamente por el computo simultaneo sino tambien por el computo local (se-
cuencial) mas veloz. Expresado de otra forma, se tienen dos fuentes de ganancia de rendimiento:
computo local mas rapido y computo simultaneo en varias computadoras. De esta manera se
puede llegar a superar el speedup optimo absoluto, pero se debe recordar que esto sucede
por considerar el rendimiento en terminos de speedup con tama~no jo del problema, quizas
adoptando la misma vision que la llamada \Ley de Amdhal" [1].
4. Experimentacion y Resultados Obtenidos
En terminos de hardware, la implementacion se llevo a cabo en una red de PCs interconec-
tadas con Ethernet de 10Mb/s. Todas las PCs se utilizaron con el sistema operativo Linux y la
implementacion LAM (Local Area Multicomputer) [2] de la biblioteca estandar MPI (Message
Passage Interface) [12] para pasaje de mensajes entre procesos.
De la biblioteca MPI solamente se uso la funcion broadcast, dado que de hecho el algoritmo
fue concebido para que esto sea posible, prescindiendo eventualmente de la utilizacion de un
switch en la red, que es el unico recurso con que otros metodos pueden eludir las colisiones que
aumentan y se hacen importantes al crecer la dimension de los sistemas a calcular.
A medida que los sistemas crecen en tama~no, el costo de comunicaciones tambien aumenta,
y uno de los propositos de la experimentacion es, justamente, determinar el peso relativo de
las comunicaciones con respecto al computo para este algoritmo. Mas especcamente, se debe
determinar el rendimiento para distintos tama~nos del sistema de ecuaciones con diferentes
cantidades de computadoras. Siempre el objetivo es obtener mayor simultaneidad en los calculos
cuando se utiliza mayor cantidad de computadoras. Mas especcamente, se espera a priori
obtener mayor rendimiento (speedup y eciencia) con mayor cantidad de maquinas utilizadas
y tama~nos relativamente grandes de sistemas de ecuaciones.
Se utilizaron diferentes cantidades de computadoras y diferentes tama~nos de sistemas de
ecuaciones con un porcentaje de densidad (valores no nulos) de la matriz de coecientes, y el
rendimiento se determina por la metrica conocida de speedup. Resumiendo los experimentos:
Se utilizaron entre una (procesamiento secuencial) y cinco computadoras en paralelo que
es la maxima cantidad de PCs disponibles para este trabajo de investigacion. Aunque
todas las computadoras son diferentes entre s (el cluster es heterogeneo) se utilizaron
como si fueran homogeneas.
Los tama~nos de sistemas de ecuaciones fueron: 1200 y 2400 ecuaciones con las respectivas
incognitas. El mnimo esta dado por la cantidad mnima de ecuaciones que tiene sentido
paralelizar (el tiempo secuencial es sucientemente grande). El maximo esta relacionado
con la cantidad maxima de datos que una computadora puede contener en memoria
principal sin hacer uso de la memoria swap y tambien con el tiempo de los experimentos
(para que no sea excesivo).
El speedup se calcula con respecto al procesamiento secuencial sin hacer uso de ninguna
primitiva de pasaje de mensajes. Es decir que no es afectado por ninguna sobercarga que
tenga relacion con la paralelizacion del algoritmo propuesta. Ademas, el valor de referencia
de tiempo de computo secuencial se toma en la mas lenta de todas las computadoras
utilizadas, es decir que se consideran todas las computadoras como la de menor capacidad
de computo.
Las densidades se jaron en 20% y 50%, es decir que la matriz de coecientes tiene el
80% y el 50% de los valores iguales a cero respectivamente.
La Fig. 2 muestra los resultados obtenidos en la experimentacion para todas las variantes que
se describen antes. Sobre el eje x se tienen los dos tama~nos de sistemas de ecuaciones con los
que se experimento (1200 y 2400 ecuaciones e incognitas), sobre el eje y se muestra el speedup
obtenido en los experimentos, y se muestran con barras cuatro series de valores, cada una de
ellas correspondientes a la utilizacion de 2, 3, 4 y 5 computadoras respectivamente.
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Figura 2: Rendimiento con Diferentes Tama~nos y Cantidades de Computadoras.
Los resultados obtenidos son casi identicos para las dos densidades con las que se experi-
mento: 20% y 50%, con lo que se puede hacer el analisis de resultados sin hacer referencia a
la densidad el sistema de ecuaciones. En todos los casos se puede ver que se supera el speedup
optimo esperable por el algoritmo. De acuerdo con el analisis realizado en la seccion 3.1, el
optimo para este algoritmo esta dado por p   1, asumiendo que p es la cantidad total de com-
putadoras. Sin embargo, independientemente del tama~no del sistema como de la cantidad de
computadoras este optimo se supera. Esto signica que la reduccion en la cantidad de datos
que cada computadora procesa mejora la localidad y por lo tanto el rendimiento secuencial en
cada una de ellas. Ademas, se debe recordar que las computadoras utilizadas son heterogeneas
y que el tiempo de computo secuencial de referencia para el calculo del speedup es el de la mas
lenta. Esto produce que los tiempos de computo local en cada computadora sera menor que el
tiempo de la mas lenta. Una de las consecuencias es que, por ejemplo, cuando la computadora
mas lenta no interviene en los calculos (es la que enva los valores de las variables a utilizar en
todas las demas), el tiempo de computo de estos calculos parciales puede ser mucho menor que
si se hicieran en la mas lenta.
Mas especcamente, en el caso de utilizar dos computadoras, con una que es dos veces
mas veloz que la otra, cada una de ellas hara el 50% del total de procesamiento, dado que
se utilizan como si fueran iguales. Esto signica que la computadora con mayor capacidad de
computo hara sus calculos en la mitad del tiempo de referencia que es el de la mas lenta y,
por lo tanto, el speedup sera mayor a 1 aunque debera ser menor o igual a uno. De alguna
manera, se aprovecha automaticamente la mayor velocidad de computo de las computadoras
que se utilizan. Sin embargo, desde el punto de vista mas general de computo paralelo, sin tener
en cuenta el algoritmo, en ningun caso se llega a tener speedup igual a la cantidad total de
computadoras usadas que es, en general, p.
Otra de las caractersticas de rendimiento interesantes para observar en la Fig. 2 es el peso de
las comunicaciones en el tiempo total de computo. A pesar de que el analisis previo asumio que
no tienen peso en tiempo de ejecucion, tambien se advirtio que esto no sucede en realidad. En
particular, es de esperar que dependiendo de la implementacion de los mensajes broadcast a
mayor cantidad de computadoras el tiempo de comunicaciones sea mayor, dado que puede haber
mayor cantidad de retransmisiones o mayor tiempo de sincronizacion para las comunicaciones.
En la Fig. 2 se puede notar que aun en el sistema mas peque~no (1200) y con la cantidad de
computadoras mayor (5) el speedup obtenido es aceptable. Sin embargo, tambien en la Fig.
2 se puede observar que a igual cantidad de computadoras en paralelo el speedup obtenido
es un poco mayor para el sistema de ecuaciones mayor (2400). De todas maneras, aun es de
esperar que a mayor cantidad de computadoras el tiempo de comunicaciones produzca mayor
penalizacion de rendimiento, pero se deberan vericar los resultados de experimentacion con
mayor cantidad de computadoras que las utilizadas para este trabajo.
5. Conclusiones y Trabajo Futuro
Se ha presentado un algoritmo paralelo del metodo de Gauss-Seidel para matrices ralas
sobre una red local, utilizando las ventajas de un almacenamiento comprimido para tratar
con este tipo de sistemas de ecuaciones de baja densidad de elementos no nulos. Se muestra
va experimentacion que la implementacion obtiene buenos resultados en paralelo utilizando
hasta cinco maquinas, aun en una red de PCs de utilizacion cotidiana, con una red de muy
bajo rendimiento (Ethernet 10Mb/s). Un detalle relativamente importante es que se notan las
diferencias de capacidad de computo relativa de las computadoras en el rendimiento obtenido
calculado con el speedup. Aunque no necesariamente es esencial, se nota cierto aprovechamiento
de las computadoras que tienen mayor capacidad de computo.
Tambien la experimentacion muestra, en concordancia con trabajos anteriores [4] [16], la
importancia que tiene la localidad de refernencia en el rendimiento paralelo cuando los tama~nos
de problemas no escalan con la cantidad de computadoras. Es importante recordar que estos
casos se dan en el contexto de la reduccion del tiempo de ejecucion de un problema de tama~no
especco. Sin embargo, tambien es importante recordar que no siempre teniendo mayor canti-
dad de computadoras se resuelve el mismo problema (del mismo tama~no) sino que se tiende a
resolver problemas mayores.
Queda por analizar el rendimiento del algoritmo con mayor cantidad de computadoras.
En este caso se puede identicar con mayor precision los alcances en cuanto a escalabilidad,
por ejemplo. Mas especcamente, se debe analizar la penalizacion que imponen los mensajes
broadcast en el rendimiento obtenido cuando se utilizan decenas o centenares de computadoras.
Por supuesto, en esto caso se depende de la cantidad total de computadoras disponibles para
realizar la experimentacion.
Tambien queda por analizar como se comporta el algoritmo presentado trabajando con
varios bloques de las por cada procesador. Por un lado, esto aumentara la cantidad de comu-
nicaciones, pero por el otro disminuira el peso de cada una de estas y ademas se podra contar
con una concurrencia del total de los procesadores.
Por otro lado tambien es posible estudiar el algoritmo en el contexto de redes locales de
computadoras heterogeneas. En este caso se debera balancear la carga de procesamiento de
cada computadora de acuerdo con su capacidad de computo relativa a las demas. Esto pro-
ducira que el tiempo de ejecucion para el procesamiento de los datos sea similar en todas las
computadoras. De hecho, en este contexto se vera con mayor claridad que la distribucion de
datos unidimensional no solamente es atractiva por su simplicidad sino tambien porque produce
una facil adaptacion del algoritmo paralelo al contexto heterogeneo.
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