We study the critical behavior of the one-dimensional random field Ising model (RFIM) with long-range interactions (∝ r −(d+σ) ) by the nonperturbative functional renormalization group. We find two distinct regimes of critical behavior as a function of σ, separated by a critical value σ c .
I. INTRODUCTION
The random field Ising model (RFIM) has been the focus of intense investigation as one of the paradigms of criticality in the presence of quenched disorder.
1,2 It has found application in physics and physical chemistry as well as in interdisciplinary fields such as biophysics, socioand econo-physics. The model displays a phase transition, a paramagnetic-to-ferromagnetic one in the language of magnetic systems, and the long-distance physics is dominated by disorder-induced sample-to-sample fluctuations rather than by thermal fluctuations. In the renormalization-group (RG) sense, the critical behavior is then controlled by a fixed point at zero temperature and its universal properties can also be studied by investigating the model at zero temperature as a function of disorder strength.
One of the central issues arising in the RFIM was the so-called dimensional-reduction
property, according to which the critical behavior of the random system is the same as that of the pure system in a dimension reduced by 2. This was found at all orders of perturbation theory 3, 4 and was related to the presence of an underlying supersymmetry. 5 . The property fails in low dimension, in particular in d = 3 6, 7 and a resolution of the problem was found within the framework of the nonperturbative functional RG (NP-FRG). [8] [9] [10] Within the NP-FRG, the breakdown of dimensional reduction and the associated spontaneous breaking of the underlying supersymmetry are attributed to the appearance of a strong enough nonanalytic dependence, a "cusp", in the dimensionless renormalized cumulants of the random field at the fixed point.
What appears specific to random-field systems among the disordered models whose longdistance behavior is controlled by a zero-temperature fixed point for which perturbation theory predicts the d → d − 2 dimensional-reduction property, as, e.g., interfaces in a random environment, [11] [12] [13] is the existence of two distinct regimes of the critical behavior separated by a nontrivial value of the dimension, 8, 10 or of the number of components in the O(N) model, 9 or else of the power-law exponent of the interactions for the long-range models.
14 This is actually what requires a RG treatment that should be not only functional but also nonperturbative (hence, the NP-FRG).
It was shown in Ref. [15] that these two regimes are related to the large-scale properties of the "avalanches", which are collective phenomena present at zero temperature. In equilibrium, such "static" avalanches describe the discontinuous change in the ground state of the system at values of the external source that are sample-dependent. At the critical point, the avalanches always take place on all scales. However, whether or not they induce a "cusp" in the dimensionless renormalized cumulants of the random field at the fixed point depends on their scaling properties, and more specifically on the fractal dimension d f of the largest typical avalanches at criticality compared to the scaling dimension of the total magnetization.
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In the short-range RFIM the change of critical behavior appears in a large, noninteger dimension d ≈ 5.1, [8] [9] [10] which is therefore not accessible to lattice simulations. The interest of introducing long-range interactions is that this reduces the dimensions where a phase transition can be observed and provides an additional control parameter with the powerlaw exponent governing the spatial decay of the interactions. In Ref. [14] , a 3-dimensional RFIM with both long-range interactions and long-range correlations of the random field was studied. The long-distance decays were chosen in such a way that the supersymmetry which is responsible for dimensional reduction is still present in the theory. It was then shown that the spontaneous breaking of supersymmetry and the associated breakdown of dimensional reduction do take place in this 3 − d model and that two regimes of critical behavior are present and separated by a nontrivial value of the power-law exponents.
14
In this work, we further reduce the dimension of interest to d = 1 by considering the RFIM with long-range interactions but short-range correlations of the disorder. This model should be even more accessible to lattice simulations (see for instance the recent studies in
Refs. [16, 17] ). This should allow an independent check of the scenario derived from the NP-FRG.
In the model the interactions decay with distance as r −(d+σ) with σ > 0. In some sense, varying σ has a similar effect to that of changing the spatial dimension in the short-range case. For σ ≤ σ G = 1/3, the critical behavior is governed by a Gaussian fixed point and the exponents are therefore the classical (mean-field) ones in the presence of long-range interactions: σ G is the analog of an upper critical dimension. On the other hand, heuristic arguments predict that no phase transition takes place for σ ≥ σ M = 1/2: 17,18 σ M is then the analog of an upper critical dimension. The interesting range is therefore 1/3 ≤ σ < 1/2.
(Rigorous results show the existence of a phase transition for 2 − (ln 3/ ln 2) ≈ 0.4150 · · · < σ < 1/2 19 and it is even more likely that a transition exists for smaller values of σ.)
We investigate through the NP-FRG whether this 1-dimensional long-range RFIM dis-plays, as the other random-field models studied so far, two regimes of critical behavior separated by a nontrivial value, here of σ. In this model, there is of course no
dimensional-reduction property and no associated supersymmetry. The two regimes should therefore be characterized by the presence or not of a "cusp" in the functional dependence of the (dimensionless) renormalized cumulants of the random field at the fixed point.
We do find two distinct regimes separated by the critical value σ c ≈ 0.379: a "cuspless" one below σ c and a "cuspy" one above. We calculate the critical exponents, which do not show any significant change of behavior around σ c . More significant is the variation of the fractal dimension d f of the largest critical avalanches, and we discuss the way to assess the validity of the predictions in computer simulations. We also discuss the RFIM on a
Dyson hierarchical model with the same parameter σ. Based on the results given in the literature 20,21 , we conclude that this model displays a unique "cuspless" regime over the whole range of σ, with the avalanche-induced cuspy contributions being subdominant at the fixed point.
II. MODEL AND NP-FRG FORMALISM
We study the one-dimensional random-field Ising model with power-law decaying longrange ferromagnetic interactions. 3, 18 It is described by the following Hamiltonian:
where s i = ±1 are Ising spins placed on the vertices of a lattice, with a ferromagnetic pairwise interaction
at long distance. The exponent σ > 0 characterizes the long-range power-law decay of the interaction and d is the spatial dimensionality. In the present case d = 1. The disorder is introduced by the random fields h i , which are independently distributed with a Gaussian distribution of width ∆ B around a zero mean:
To make use of the NP-FRG formalism and investigate the long-distance properties of the model near its critical point, it is more convenient reformulate the model in the field-theory setting. By using standard manipulations, the Hamiltonian in Eq. (1) is replaced by the "bare action" for a scalar field ϕ: 
when p → 0.
From here, the NP-FRG equations can be derived along two alternative routes. In the first one, the system is considered directly at zero temperature and one builds a superfield formalism that can account for the fact that the equilibrium properties are given by the ground state of the model. 10, 14 In the second one, the system is considered at finite temperature and one works with the Boltzmann weight. 8, 9 The main advantage of the former is that it makes explicit the underlying supersymmetry that is responsible for the d → d − 2 dimensional-reduction property and allows one to study its spontaneous breaking along the NP-FRG flow. The latter one is however quite simpler to present and in the following we will follow this route. We stress that the two derivations lead to the same exact NP-FRG equations for the zero-temperature fixed point controlling the critical behavior of the RFIM.
Due to the presence of quenched disorder the generating functional of the (connected)
), is random and can then be characterized by its cumulants. The latter are conveniently studied by considering copies or replicas of the system (see e.g. Refs. [8, 10] ) which, differently from the standard replica trick, 22 are each coupled to a distinct external source. After averaging over the disorder, the
The cumulants are generated by expanding in increasing number of unrestricted (or free) sums over replicas:
where
The formulation of the NP-FRG proceeds by modifying the partition function in Eq. (6) with the introduction of an "infrared regulator" that suppresses the integration over the modes with momentum less than some cutoff k and takes the form of a generalized "mass"
(quadratic) term added to the bare action:
where R k,ab = R k δ ab + R k with R k and R k two functions enforcing an infrared cutoff on the fluctuations. 10 Through this procedure, one defines the generating functional of the
In the NP-FRG approach, the central quantity is the "effective average action" Γ k , which is the generating functional of the one-particle irreducible (1PI) correlation functions or vertices and is obtained from W k [{J a }] through a (modified) Legendre transform:
where the field φ a = δW k /δJ a (x) is the average of the physical field in copy a.
can be expanded in an increasing number of free replica sums,
where the Γ kp 's are essentially the cumulants of the renormalized disorder.
8,10
The k dependence of the effective average action is governed by an exact renormalizationgroup (RG) equation : 23,24
where t = ln(k/Λ), ∂ t is a symbolic notation indicating a derivative acting only on the k dependence of the cutoff functions (i.e.,
, and Γ The initial condition of the RG flow when k = Λ, the microscopic scale (e.g. the inverse of the lattice spacing), is provided by the bare action and when k → 0 one recovers the effective action of the full theory with all fluctuations accounted for.
After expanding both sides of Eq. (11) in an increasing number of free replica sums, one obtains a hierarchy of exact RG flow equations for the cumulants of the renormalized disorder. For instance, the equations for first two cumulants read
where perm(a, b) denotes the terms obtained by permuting the two indices a and b and the trace now only involves integrating over the spatial coordinates and the "propagators" G k and G k are defined as
Up to now the RG equations are exact but they represent an infinite hierarchy of coupled functional equations and require approximations to be solved.
III. NONPERTURBATIVE ANSATZ
To truncate the exact hierarchy of fuctional RG equations, a systematic nonperturbative approximation scheme has been proposed and successfully applied to the shortrange RFIM 8,10 and the 3-d RFIM with both long-range interactions and random-field correlations.
14 It consists in formulating an ansatz for the effective average action that relies on truncating the expansion in cumulants and approximating the spatial dependence of the fields through a truncated expansion in gradients (or in fractional Laplacians).
We have adapted this approximation scheme to the present 1-dimensional long-range model. The main specificities of this model compared to the random-field systems studied before through the NP-FRG are that An efficient ansatz that can capture the long-distance physics including the influence of rare events such avalanches is then
where (−∂ 2 , is specific to the present 1-dimensional long-range case. As will be shown further down, this term is generated under renormalization and for the range of σ under consideration, with, σ ≤ 1 2 , it dominates at long-distance the conventional (−∂ 2 x ) term (said otherwise, |p| 1+2σ is dominant in the infrared compared to p 2 ).
When expressed at the level of the 2-point 1PI vertices, the above ansatz leads to
For the present 1-d long-range model, we make a further simplifying step which is to set the cutoff function R k to zero. The fluctuations are still suppressed in the infrared by the
The role of R k was to ensure that superrotational invariance is not explicitly broken at the level of the regulator. As there is no such supersymmetry in the present case (see above), it is not crucial to keep it and we find it more convenient to drop it.
The flow of the functions U ′′ k , λ k Y k , and ∆ k appearing in Eqs. (19, 20) can be obtained by inserting the ansatz in the exact RG flow equations in Eqs. (12, 13) , then considering uniform configurations of the replica fields and working in Fourier space. For instance, the flow equation for the 1-copy 2-point 1PI vertex becomes, in a graphical representation,
where lines denote the propagator G k , dots the one-copy 1PI vertices and dots linked by dotted lines the two-copy 1PI vertices. The internal momentum is denoted by q and the operator∂ t now acts only on G k through its dependence on
To derive the above equation, we have used the fact that the expressions for the propagators G k and G k in Eqs. (14, 15) can be simplified for uniform fields, with
and
The RG flow of U ). The key point is that even if one starts the RG flow with an initial condition where such a term is absent, it is generated along the flow. 
The derivation of β Y,ve is relatively straightforward and is not detailed whereas that of β Y,an is sketched in Appendix C. We give here the final expressions:
Note that the expression of β Y,an (φ) is nonzero even when Y k = 0.
IV. FIXED-POINT EQUATIONS
To describe the long-distance physics near the critical point and search for fixed points of the NP-FRG equations we first need to cast the latter in a dimensionless form. As the critical physics is related to a "zero-temperature" fixed point, one needs to introduce a renormalized temperature T k and an associated critical exponent θ > 0, such that T k ∝ k θ .
8,9
The renormalized cumulants then scale as
and the replica fields as
. Since λ k , the term in |p| σ in the 2-point 1PI vertex is not renormalized (see above), one immediately derives that the anomalous dimension η is always given by
One can thus introduce dimensionless quantities as follows (recall that d = 1):
where the additional anomalous dimensionη is related to the temperature exponent θ and to η through θ = 2 + η −η.
The cutoff function R k can also be put in a dimensionless form,
and we have used s(x 2 ) = (a + bx 2 + cx 4 )e −x 2 with the parameters a, b, c optimized through stability considerations and varied to provide error bars on the results.
25-27
We thus have to solve three coupled dimensionless flow equations, which can be symbolically written as
The (running) exponentη k can be calculated from the flow equation for δ k by imposing that ∂ t δ k = 0 for a given arbitrary value of the fields. This directly gives an expression for 2η −η k .
The result is not sensitive to the field values and we have chosen the point ϕ a = ϕ b = 0:
then, without loss of generality, we impose δ k (0, 0) = δ Λ ≡ 1.
We have solved numerically the fixed-point equations, obtained by setting to zero the left-hand sides of Eqs. (27) for
. To do so, we have discretized the fields on a grid and used a variation of the Newton-Raphson method.
28

V. RESULTS
For illustration, we first display in Fig. 1 the fixed-point function y * (ϕ) for a range of values of σ near σ G = 1/3. The system at σ G = 1/3 is equivalent to a system at the upper critical dimension: the fixed point is Gaussian (in particular, y * = 0) and the critical exponents for σ < σ G are the classical (mean-field) ones for a long-range system 18 (see also below). Above σ G the Gaussian fixed point is unstable due to the φ 4 term in the potential U k (φ) and another fixed point emerges.
For 1/3 < σ < 1/2, we find two different regimes for the critical behavior, separated by a critical value σ c ≈ 0.379. What distinguishes these regimes is the presence or the absence of a nonanalyticity in the form of a linear cusp in the (dimensionless) renormalized second cumulant of the random field at the fixed point, δ * (ϕ a , ϕ b ), when ϕ b → ϕ a : a cusp is present when σ > σ c but is absent when σ < σ c . The existence of two such regimes separated by a critical value, has been found in the short-range RFIM, [8] [9] [10] in the RFO(N)M 9 and in the long-range RFIM in d = 3 as well.
14 In these cases, the cuspless fixed point is associated with This nonanalytical dependence in the dimensionless fields is more conveniently studied by introducing
The cumulant δ * is an even function of ϕ and δϕ separately. The presence of a cusp then means that
with δ * 1 (ϕ) = 0. We show in Fig. 2 δ * 1 (ϕ = 0) versus σ. It is equal to zero below σ c ≈ 0.379, indicating that the fixed point is "cuspless", and it becomes nonzero above σ c , signaling a "cuspy" fixed point. For σ < σ c , the cuspless fixed point and its vicinity are described by a renormalized second cumulant that behaves as Before discussing in more detail the significance and the physics of the two regimes, it is instructive to characterize how the fixed point changes from "cuspless" to "cuspy" by considering the stability of the fixed point with respect to a "cuspy" perturbation, i.e. a perturbation ∝ |δϕ| at small δϕ. To compute the eigenvalue λ associated with such a "cuspy" perturbation, one then has to consider the vicinity of the fixed point with δ k (ϕ, δϕ) ≃ We show in Figure 3 the evolution of λ with σ. It is positive for σ < σ c , thereby indicating that the cuspy perturbation is irrelevant. For σ = σ G = 1/3, i.e. around the Gaussian fixed point, λ can be exactly computed and is equal to 1/6. The eigenvalue then decreases as σ increases. The 1-loop perturbative result in σ = σ G + ǫ, which is reproduced by the present nonperturbative ansatz, is found to be λ = 1/6 − ǫ (see Appendix D). When σ = σ − c , we obtain a very small yet strictly positive value, λ c− = 0.0011 ± 0.0001. (This is a robust result as the value is always found strictly positive when varying the parameters of the cutoff function.) Above σ c , the fixed point is cuspy, and the eigenvalue λ can therefore be taken as being zero. In consequence, λ is discontinuous in σ c , which, as explained in Ref. [29] , is the signature that the cuspy fixed emerges continuously from the cuspless one through a boundary-layer mechanism.
We now turn to the values of the critical exponents. In addition to η, which is fixed to 2 − σ due to the long-range nature of the interactions, the critical behavior of the system is characterized by the correlation-length exponent ν and the exponent 2η−η that characterizes the scaling behavior of the renormalized cumulant of the random field. From these exponents, one can deduce the other criticalexponents through scaling relations (which are exactly satisfied by the NP-FRG).
The results for 1/ν and 2η −η versus σ are displayed in Figs. 4 and 5, respectively. Both 1/ν and 2η −η have a nonmonotonic behavior with σ but this is not related to the change of regime at σ c . At and around σ c the variation of the two exponents is smooth, as expected from the boundary-layer mechanism. 29 It is noteworthy that the value of 2η −η is small over the whole range of σ, being at most of the order of .01. We have been able to follow the critical fixed point up to σ ≈ 0.46, after which the numerical instabilities proliferate. The reason is that σ approaches the value of 1/2, which is the analog of a lower critical dimension below which there is no transition. It is then expected that the low-momentum dependence of the propagators is no longer well described by only taking into account the lowest-order terms of the derivative expansion as done in the ansatz used in this work. The symbols with the error bars are results from lattice simulations: Ref. [16] (circle), Ref. [17] (diamond). The dotted vertical line marks the value σ c ≈ 0.379 separating the "cuspless" and the "cuspy" regimes. is the perturbative result to order ǫ 2 around σ G = 1/3. 18 The dotted vertical line marks the value σ c ≈ 0.379 separating the "cuspless" and the "cuspy" regimes.
VI. DISCUSSION
The existence of two different regimes in the critical behavior of the RFIM can be attributed to the role of "avalanches", which are collective phenomena present at zero temperature. In equilibrium, such "static" avalanches describe the discontinuous change in the ground state of the system at values of the external source that are sample-dependent (for an illustration see the figures in Refs. [30, 31] ). At the critical point, the avalanches take place at all scales and their size distribution follows a power law with a nontrivial exponent τ .
It was shown in Ref. [15] for the RFIM (and in Refs. [32, 33] The main interest of the 1-dimensional long-range RFIM is that it can be studied by computer simulations for large system sizes. Efficient algorithms exist to determine the ground state in a polynomial time and one can further reduce the computational cost by considering a diluted (Levy) lattice which is expected to be in the same universality class.
16,17
Sizes up to L = 256000 in Ref. [17] and L = 524288 in Ref. [16] have thus been investigated.
As discussed before, the critical exponents characterizing the leading scaling behavior do not show any significant change of dependence with σ around the critical value σ c (they are predicted to be continuous in σ c ). To distinguish the two regimes it seems therefore preferable to investigate the avalanche distribution at T = 0 and try to extract the fractal dimension d f of the largest avalanches. This can be obtained through a finite-size scaling of the distribution of the avalanches or of its first moments. For instance, the ratio of the second to the first moment of the avalanche size, < S 2 > / < S >, should scale as L d f for L large enough. Having extracted d f and 2η −η, one can obtain the eigenvalue λ from the It was shown in Ref. [20] that in this case the temperature exponent is always given by θ = σ, which implies, together with the result η = 2 − σ, that 2η −η = 0. In addition, it was found in Ref. [21] that the fractal dimension of the largest avalanches at criticality is d f = 2σ. These two results, 2η −η = 0 and d f = 2σ, when inserted into Eq. (31) predict that λ = 1/2 − σ. As a consequence, λ decreases from 1/6 to 0 as σ decreases from 1/3 to 1/2 and is always strictly positive, except at the analog of the lower critical dimension. In consequence, the RFIM on the Dyson hierarchical level appears to display a unique regime over the whole range 1/3 ≤ σ < 1/2: avalanches are present at all scales but their scaling dimension is never large enough to induce a cuspy fixed point. This is a notable difference with the long-range RFIM on the standard 1-d chain.
To summarize: The NP-FRG predicts that the critical behavior of the RFIM generically shows two distinct regimes separated by a nontrivial critical value of the dimension, the number of components or the power-law exponent of the long-range interactions, when present. These regimes are associated with properties of the large-scale avalanches at zero temperature. We suggest that investigating through numerical simulations the avalanche characteristics in the 1-dimensional long-range RFIM should provide a direct check of the prediction. 
To obtain the expression for the flow equation of ∆ k , ∂ t ∆ k (φ a , φ b ) = β ∆ (φ a , φ b ), we derive Eq. (13) with respect to φ a and φ b , insert the ansatz for the effective average action and express the output in terms of the Fourier transformed quantities. The flow of ∆ k is then given by setting the external momentum p to zero, which leads to the following graphical expression: 
Explicitly written, the expression for β ∆ reads Similarly, the flow of u k,2 reads
which leads to u * 2 = −ǫI 3 (0)/[3σI 4 (0)] + O(ǫ 2 ).
On the other hand, from the beta function for δ k and the condition ∂ t δ k (0, 0) = 0, one derives that
To derive the ǫ dependence of the exponent 1/ν, one starts from the flow equation for u k,2 and perturbs the fixed point by a small constant k −1/ν δu 2 . By using that I 3 (u * 2 + δu 2 ) ≈ I 3 (u * 2 ) − 3I 4 (u * 2 )δu 2 one finds the following linearized equation:
which implies, as σ = 1/3 + ǫ,
The above expression for 1/ν is identical to the perturbative result. Finally, we can also derive the expression for the eigenvalue λ. In the vicinity of the Gaussian fixed point we look for an eigenfunction f λ(ϕ) of the form f λ (ϕ) = f λ,0 + (1/2)f λ,2 ϕ 2 + · · · . We find that f λ,2 = O(ǫ 2 ) and the eigenvalue equation then reads
which leads to
