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ABSTRACT
Projected increases in energy demand and increasing global concern regarding climate change
have focused research attention on renewable, clean energy sources, such as organic solar cells
(OSCs). OSCs based on blend of electron donating conjugate polymers and electron accepting
fullerene materials have potential to be a disruptive technology within the solar cell market. OSCs
have several advantages over their inorganic counterparts. The materials used in most OSCs are
flexible, allowing for easier transport and installation of such devices. However, because of OSCs
main deficiency of significantly low photocurrent generation, they have not yet seen mass adoption
in industry. The problem of low photocurrent generation of OSCs is examined in this thesis. In
this thesis we focus on computational study and design of OSCs. We explore various strategies in
order to increase photocurrent generation of OSCs through morphology improvement. We perform
OSC simulation using both continuum and atomistic models. Our continuum model is based on
excitonic drift-diffusion (XDD) equations. First, we develop an efficient and fast framework for
simulation of OSC current generation. Second, we apply the morphology aware XDD model to
the experimentally retrieved large domain morphology for the first time with an in-house parallel
computing framework using the finite element method. Third, we couple, XDD model with CAD
and optimization techniques to design new 2D and 3D microstructures whose performance is better
than known microstructures (bilayer and bulk heterojunctions). Later we develop an atomistic
model in order to investigate effect of different parameters on the performance of the organic solar
cell. we utilize a directed graph representation to relate the microscopic properties of polymer
systems and the consequent charge transfer.
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CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction
Projected increases in energy demand and increasing global concern regarding climate change
have focused research attention on renewable, clean energy sources, such as organic solar cells
(OSCs). OSCs based on blend of electron donating conjugate polymers and electron accepting
fullerene materials have potential to be a disruptive technology within the solar cell market. OSCs
have several advantages over their inorganic counterparts. The materials used in most OSCs are
flexible, allowing for easier transport and installation of such devices (Emmott et al., 2015). How-
ever, because of OSCs main deficiency of significantly low photocurrent generation, they have not
yet seen mass adoption in industry (McEvoy et al., 2012; Forrest, 2005). The problem of low pho-
tocurrent generation of OSCs is examined in this thesis.
There are different techniques performed by the research community for improvement of the current
generation of of OSCs. (1) Development of new donor and acceptor materials in order to lower band
gap and hence higher photon absorption. Also, it has been shown that, materials with increased
charge mobilities would also result in higher current generation. (2) Topology enhancement for
light trapping using Vshaped panel arrangement which results in increased photon absorption due
to multiple passes. (3) Morphology improvement to increase charge generation and transport.
In this thesis we focus on computational study and design of OSCs. We explore various strategies in
order to increase photocurrent generation of OSCs through morphology improvement. We perform
OSC simulation using both continuum and atomistic models. Our continuum model is based on
excitonic drift-diffusion (XDD) equations. First, we develop an efficient and fast framework for
simulation of OSC current generation. Second, we apply the morphology aware XDD model to
the experimentally retrieved large domain morphology for the first time with an in-house parallel
computing framework using the finite element method. Third, we couple, XDD model with CAD
2
and optimization techniques to design new 2D and 3D microstructures whose performance is better
than known microstructures (bilayer and bulk heterojunctions). Later we develop an atomistic
model in order to investigate effect of different parameters on the performance of the organic solar
cell. we utilize a directed graph representation(Nozik, 2008) to relate the microscopic properties of
polymer systems(Zieli, 1992) and the consequent charge transfer.
1.2 Thesis Organization
This thesis is organized into six chapters. First chapter is for general introduction and last
chapter lists general conclusions. Rest of the chapters chapter two to five comprise of preprint
journal papers with one chapter for each paper.
1.3 Bibliography
Emmott, C. J., Röhr, J. A., Campoy-Quiles, M., Kirchartz, T., Urbina, A., Ekins-Daukes, N. J., and
Nelson, J. (2015). Organic photovoltaic greenhouses: a unique application for semi-transparent
pv. Energy & environmental science, 8(4):1317–1328.
Forrest, S. R. (2005). The limits to organic photovoltaic cell efficiency. MRS bulletin, 30(1):28–32.
McEvoy, A., Castaner, L., and Markvart, T. (2012). Solar cells: materials, manufacture and
operation. Academic Press.
Nozik, A. J. (2008). Multiple exciton generation in semiconductor quantum dots. Chemical Physics
Letters, 457(1-3):3–11.
Zieli, T. G. (1992). Introduction to the finite element method.
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CHAPTER 2. IMPOSITION OF WEAK BOUNDARY CONDITIONS FOR
ACCELERATED SIMULATION OF CHARGE TRANSPORT IN ORGANIC
SOLAR CELLS
Modified from a paper to be submitted to Computer Methods in Applied Mechanics and
Engineering
Ramin Noruzi and Baskar Ganapathysubramanian
2.1 Abstract
In the last decade, there has been a growth of interest in organic solar cells (OSCs) as a
renewable and clean source of energy. Mechanical flexibility and easier installation of OSCs have
made it a promising alternative to traditional inorganic solar cells, however, because of OSCs main
deficiency of significantly low photocurrent generation, they have not yet seen mass adoption in
industry. Previous studies in the literature show that, the distribution of the donor and acceptor
materials in the morphology plays an in important role in the photocurrent generation of such
devices. Optimization methods can effectively find the best distribution of the donor and acceptor
blend, however these methods require large number of simulations. Available frameworks in the
literature are computationally very expensive and each simulation can take hours or even days
to be executed. A computationally cheaper framework that can simulate photocurrent generation
effectively would greatly accelerate the development of new generation of OSCs. In this paper, we
develop a computationally cheaper framework to explore the correlation between morphology and
current generation of OSC.
We model charge transport in these devices using steady state exciton drift diffusion (XDD)
equations. We discuss the numerical challenges associated with a XDD based simulation of OSC
with large charge density gradients and introduce a new approach to reduce computational costs.
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Our approach consists of two mathematical components: (1) calculation of current in superconver-
gent points of elements, and (2) weak imposition of Dirichlet boundary conditions. We showcase
the new framework decreases calculation time of each simulation by at least one order of magnitude
compared to the literature. This is a very promising approach for charge transport simulation in
OSCs.
2.2 Introduction
Projected increases in energy demand and increasing global concern regarding climate change
have focused research attention on renewable, clean energy sources, such as organic solar cells
(OSCs). OSCs have several advantages over their inorganic counterparts. The materials used in
most OSCs are flexible, allowing for easier transport and installation of such devices (Emmott
et al., 2015). However, because of OSCs main deficiency of significantly low photocurrent genera-
tion, they have not yet seen mass adoption in industry (McEvoy et al., 2012; Forrest, 2005). On
the bright side, the outlook has initiated significant amounts of research and development activities
where substantial progress has been made in increasing the charge transport of OSCs during the
last few years (Sharma et al., 2015). It is worth mentioning that much development and research
throughout the past few decades in these areas have relied on empirical experimental approaches
(for example see (Shuttle et al., 2008; Doi et al., 2001)). Experimental results show that the dis-
tribution of the donor and acceptor materials in the morphology plays an in important role in the
electricity generation of OSCs (Liu et al., 2001). Computational and theoretical methods can help
us to understand the correlation between morphology and the current generation. In particular,
optimization methods are powerful computational tools which can effectively find the best distri-
bution of the donor and acceptor blend and reduce the degree of empiricism as well (for example
see (Häusermann et al., 2009; Buxton and Clarke, 2006a; Hwang et al., 2009; Nam et al., 2010)).
To study the current density generated in OSCs, many mathematical models have been developed
and proposed, with the most common approach being the exciton drift diffusion (XDD) model
(Brinkman et al., 2013), in which exciton equation and drift diffusion equations for charge carriers
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are coupled with Poissons equation (Arnold et al., 2000) for potential field (Tang, 1986). Numerical
solutions of XDD models are commonly implemented using finite element methods (Zienkiewicz
et al., 1977).
Solution vector of coupled XDD equations is compromised of charge densities, however, current
density is a function of charge density gradients (Kodali and Ganapathysubramanian, 2012a). Cal-
culation of charge density gradients had been a major challenge so far since derivatives of the
charges cannot be calculated to adequate accuracy with first order methods.(Scharfetter and Gum-
mel, 1969) Also second order methods introduced in (Sharma and Carey, 1989) for derivative
calculation requires very large mesh size in regions of large density variation. (Kodali and Gana-
pathysubramanian, 2012c) introduced a Fermi level based post processing technique to calculate
the charge density gradients. Replacing the charge densities by quasi-Fermi level variables was the
basic idea in this work. Based on this method, instead of the derivatives of charge densities, one
can use the derivatives of Fermi levels which can be calculated with first order methods.
(Kodali and Ganapathysubramanian, 2012a) showed that, near to electrodes, electron and hole
gradients are so high i.e. in these regions, density variation is large. As a result, for the accurate
prediction of current, both Fermi level based and second order methods require an increase in
the mesh density close to the electrodes (known as clustering). Increasing number of grid points
rises calculation time of each simulation. Consequently simulation of large 2D and 3D problems
or irregular morphologies such as bulk heterojunction (BHJ) can take hours or even days. On the
other side, optimization methods -which are promising approaches for the design of morphologies
with a higher electricity generation- require large number of simulations (Janssen et al., 2007). As
a result, design of a computationally cheaper framework is a necessity to explore the correlation
between morphology and current generation of OSC.
In current work, a new method for weak imposition of Dirichlet boundary conditions (Bazilevs
and Hughes, 2007a) for XDD equations as well as an efficient post process for calculation of gener-
6
ated current has been proposed. A new idea of the post process originates from the computation of
the current in super convergent point of each element (Wahlbin, 2006). It will be shown that new
post process and weak imposition of boundary conditions are beneficial in mesh reduction near to
the electrodes. The new framework decreases calculation time of each simulation by at least one
order of magnitude compared to the literature (Kodali and Ganapathysubramanian, 2012c). This
is a very promising approach for charge transport simulation in OSCs.
The current paper has been organized as the following: In section two, device structure as well
as governing equations of OSCs have been discussed briefly. In section 3, computational methods
including new method of using weak B.C and new post process method have been discussed in
detail. Results of the presented work for different test cases have been proposed in section 4. For
all of the test cases, efficiency of weak imposition of boundary conditions in reduction of mesh size
has been compared with strong imposition of boundary conditions. In last section, conclusion will
be presented.
2.3 Device Structure and General Operating Principles
2.3.1 Photocurrent Generation
Fig.2.1 shows schematic view of electricity generation in a typical OSC. In OSCs, while absorbing
a photon, an exciton -a pair of electron and hole- is generated. Fig.2.1 also depicts the complete
four-step photocurrent generation process starting from an absorbed photon (Nozik, 2008) and
ending with charges collected at the electrodes. In Fig. 2.1:
a) An exciton is created as the result of the absorption of a photon
b) The exciton diffuses towards the donor-accpetor (DA) interface
c) The bounded electron hole pair disassociates into free carriers
d) The free carriers transport towards the electrodes for collection
7
Figure 2.1: Four step photocurrent generation process in organic solar cells
2.3.2 Exciton Drift Diffusion Transport Model
Two different mechanisms are responsible for driving carrier transport or current flow. First,
the drift, which is caused by the presence of an electric field, and second, the diffusion, which is
caused by a spatial gradient of electron or hole concentration. The free carriers are accelerated
and acquire a drift velocity superimposed upon their random thermal motion when an electric field
is applied to a device. The equations describing charge transport processes in OSCs are given
blow. Detailed explanation of exciton drift diffusion (XDD) model can be found in (Kodali and
Ganapathysubramanian, 2012c).
∇.(εrε0∇ϕ) = q(n− p) (2.1)
Jn = −qnµn∇ϕ+ qVtµn∇n (2.2)
Jp = −qpµp∇ϕ− qVtµp∇p (2.3)
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∇.Jn − q(R[n,p] +D[∇ϕ,X]) = 0 (2.4)
−∇.Jp − q(R[n,p] +D[∇ϕ,X]) = 0 (2.5)
−∇.(Vtµx∇X)− fD[∇ϕ,X] −R[x] = −G−R[n,p] (2.6)
Where equation (A.5) is Poisson equation that integrates the effect of electron (n) and hole (p)
densities on potential field (ϕ) in the active layer. Equations (A.1) and (A.2) show the definition of
electron current density (Jn) and electron hole density (Jp) respectively. Equations (A.3) and (A.4)
are known as current-continuity equations. Equation (A.7) represents exciton generation, diffusion
and dissociation.
2.4 Methodology
In this section, we turn to the numerical implementation of the XDD equations as described in
previous section. First we present finite element formulation of the problem then we discuss weak
and strong imposition of Dirichlet boundary conditions. Later we talk about a new post process
technique for calculation of generated current inside of the domain. Details of solving nonlinear
drift diffusion equations can be found in appendix (A).
2.4.1 Finite-Element Formulation of Drift-Diffusion Equations with Dirichlet Bound-
ary Conditions Imposed Strongly
In this current work, the non-dimensional forms of Equations (A.5), (A.3), (A.4) and (A.7) will
be used. This will be helpful in two ways to make the computational algorithms more efficient; first,
the simulation can be prevented from overflow (charge distribution for n and p varies with order
of magnitude of 21); second, the results can be visualized in a more convenient way. According to
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(Kodali and Ganapathysubramanian, 2012c), the non-dimensional form of XDD equations will be
such that:
∇.(λ2∇ϕ) = (n− p) (2.7)
∇.(−µnn∇ϕ+ µn∇n) = −KdissX + γnp (2.8)
∇.(−µpp∇ϕ− µp∇p) = KdissX − γnp (2.9)
∇.(µx∇X) = −G+KdissX +X/τ − γnp (2.10)
For finite element discretization, we need to consider a weak form (Zieli, 1992) of XDD equations.
Let Ω as a subset of Rn (which is opened, bounded and connected). Let W present the trial and
weighting function spaces (which is assumed that they are the same). The variational formulation
of equations (2.7), (2.8), (2.9) and (2.10) is: find U = {ϕ, n, p,X} ∈W such that ∀w ∈W
B1(w,U) = (w,F1) (2.11)
B2(w,U) = (w,F2) (2.12)
B3(w,U) = (w,F3) (2.13)
B4(w,U) = (w,F4) (2.14)
Where:
B1(w,U) = −(∇w, λ2∇ϕ)Ω − (w, n)Ω + (w, p)Ω (2.15)
B2(w,U) = −(∇w,−nµn∇ϕ+ µn∇n)Ω (2.16)
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B3(w,U) = −(∇w,−pµp∇ϕ− µp∇p)Ω (2.17)
B4(w,U) = −(∇w, µx∇X)Ω − (w, (Kdiss + 1/τ)X)Ω (2.18)
and
(w,F1) = 0 (2.19)
(w,F2) = (w,−KdissX + γnp) (2.20)
(w,F3) = (w,KdissX − γnp) (2.21)
(w,F4) = (w,G+ γnp) (2.22)
In equations (2.11) (2.22) w is a finite-element basis. The device boundary in this work is
called ohmic contacts (Li et al., 2012), where we define all of the electrical terminal of the device on
which the external input voltages are applied. Ideally, ohmic contacts are equipotential surfaces and
voltage drops do not occur at the interface between and neighboring domains. Dirichlet boundary
conditions suitably represent ohmic contacts. In equations (2.15) (2.22), enforcing ϕ = ϕD, n = nD,
p = pD and X = xD on ∂Ω at the boundary will result in strong imposition of Dirichlet boundary
conditions.
2.4.2 Weak Imposition of Dirichlet Boundary Conditions
Computational cost reduction is among our important goals in this current work. Strong im-
position of Dirichlet boundary conditions will increase computational costs, as more mesh near to
electrodes will be needed (Ren et al., 2012). In order to decrease computational cost and increase
accuracy, following week imposition of the Dirichlet boundary conditions for the XDD equations
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is proposed. Considering that Γ = ∂Ω as a boundary in the physical domain of Ω, such that
n0 : Γ → R and p0 : Γ → R are the boundary data for electron and hole density respectively. We
define a finite element domain as a composition of nel elements such that:
Ω = ∪eΩe, e = 1, 2, ...nel
The boundary can be induced into neb segments as well:
Γ = ∪bΓb, b = 1, 2, ...neb
Implementing Nitsches method on equations (2.12) and (2.13) results in imposing Dirichlet bound-
























h − p0) = 0
(2.24)
In equation (2.23) and (2.24), en is the unit outward normal vector to Γ and (..) represents the
inner product.
Remarks
1- The third term in equations (2.23) and (2.24) represents the SUPG stabilization, where τ is
stability coefficient. According to (ref), for linear finite element basis, τ can be defined as:
τ = h/(2|∇ϕ|)min(1, P e/27) (2.25)
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Figure 2.2: 2D view of: a)- horizontal bilayer, b)- Exciton distribution, c)- Electron current density
distribution, d)- Hole current density distribution
Figure 2.3: 2D view of: a)- saw-tooth morphology, b)- Exciton distribution, c)- Electron current
density distribution, d)- Hole current density distribution
Where h is the element size. the element Peclet number (Pe) is defined such that:
Pe = |∇ϕ|h/(2µk) (2.26)
in equation (2.26) µk can be µn or µp.
2- The fourth term of equations (2.23) and (2.24) is called consistency term. This term yields to
zero in case of strong imposition of boundary conditions.
3- The last two terms of equations (2.23) and (2.24) are responsible for imposition of Dirichlet
boundary conditions. The fourth term in equations (2.23) and (2.24) is called adjoint term.
4- The last term of equations (2.23) and (2.24) is so called penalty term. CIb is a non-dimensional
constant. This term is responsible for preventing from singularity of equations as well as make
them more stabilized.
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Figure 2.4: 2D view of: a)- BHJ morphology, b)- Exciton distribution, c)- Electron current density
distribution, d)- Hole current density distribution
2.4.3 New post-processing technique for current density calculation
A precise description of the current density is a key requirement in simulation of OSCs. As we
discussed before, current is a function of gradients of charge densities. Near to electrodes, electron
and hole gradients are so sharp i.e. in very small distance from these regions, carrier density varies
a lot. Therefore, approximating gradients of carriers with first or second order methods causes a
large computational error and reaching to satisfactory accuracy requires an increase the mesh size.
The accuracy charge density gradients is an order of magnitude lower than that of the charge
density i.e. if the error for electron or hole converges as hk+1, then, the error in the gradient of
electron and hole converges as hk where h is the maximum length of the finite element discretization
and k shows order of the interpolation. These facts can be shown by the classical estimates in L2-
norm for electron:
||n− nh|| < C1hk+1
||n′ − n′h|| < C2hk
(2.27)
It has been shown that at some points within the element, gradients of variable are super
convergent, i.e. of comparable accuracy to that of variable (Wahlbin, 2006). Super-convergence is
defined as a higher order of convergence exhibited by some internal nodes/points in domain such
that the derivative assumes an O(hk+1) convergence. This means that, accuracy of charge carrier
gradients are one order of magnitude higher in super convergent points compared to the grid points.
This idea can be extended to similar properties but referring to O(hk+2) convergence called ultra-
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Figure 2.5: 3D view of: a)- bilayer morphology, b)- Exciton distribution, c)- Electron current
density distribution, d)- Hole current density distribution
convergence by using systematically the Taylor’s Series Theorem. Details of super convergence
points and ultra convergence points for isoparametric elements can be found in (Wahlbin, 2006).
Based on equations (A.1) and (A.2), we can see that Jn = f(n,∇n,∇ϕ) and Jp = f(p,∇p,∇ϕ).
An accurate estimation of gradients of variables in Jn and Jp has been a challenging problem for
precise simulation of OSCs. In this paper we address calculation of gradients of variables (electron,
hole, potential field) in ultra-convergent points of elements -instead of finding gradients in the
grid points-. This method will eliminate the need for approximating derivatives in nodal values.
Computed values in ultra-convergent points of elements will be mapped back to nodal values by
usage of least squares method. Fig.2.6 shows current calculation from new post process method vs
post process method used in (Kodali and Ganapathysubramanian, 2012a) for a bilayer morphology
with different mesh sizes along the thickness of device.
Note that in Fig.2.6 vertical axis shows the ratio of Jc - value of computed current- to J -exact
value of current computed from the method proposed in (Kodali and Ganapathysubramanian,
2012a)-. It can be seen that, new post process method reduces mesh size along the thickness as
much as 66% compared to the literature.
2.5 Results and Discussion
Accuracy and computational efficiency are two major concerns in the design process of the new
framework. For this purpose, several test cases have been investigated to see if the framework
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Figure 2.6: Ratio of computed current to actual current obtained from: A- New method of ultar-
converget points and B- Fermi-level energy
is able to: first, predicts physical properties accurately and second, reduces computational costs.
We study BHJ structure because of its complexity, saw-tooth structure because of its high current
generation (Ray and Alam, 2011a) and bilayer morphology because of its convenience.
The new framework based on weak b.C is capable of executing both 2D and 3D simulations.
We investigate six test cases in this section: bilayer (2D), saw-tooth (2D), BHJ (2D), bilayer (3D),
saw-tooth (3D) and BHJ (3D). In order to design aforementioned morphologies, we will consider
a device fabricated using PPV-PCBM donor-acceptor blend. It is worth to mention that, current
work aims to focus more on mathematical and computational aspects. As a result, discussion about
PPV-PCBM donor-acceptor blend properties will be beyond the scope of this paper. One can find
more information on device structure and material properties of PPV-PCBM donor-acceptor blend
in (Chen et al., 2000). We also set the amount of residual for the nonlinear solver to be 1e-12
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Figure 2.7: 3D view of: a)- saw-tooth morphology, b)- Exciton distribution, c)- Electron current
density distribution, d)- Hole current density distribution
Figure 2.8: 3D view of: a)- BHJ morphology, b)- Exciton distribution, c)- Electron current density
distribution, d)- Hole current density distribution
2.5.1 Horizontal Bilayer structure (2D)
Horizontal bilayer is our first choice as a case study to investigate accuracy and efficiency of the
new framework. Fig. 2.2 shows morphology, exciton distribution as well as Jn and Jp calculated
from our new framework. It can be seen that, areas with higher electron mobility have higher Jn
values and their Jp values is near to zero. Also areas with higher hole mobility have the highest Jp
values and Jn values is around to zero. Also, Fig. 2.9 represents a comparison of current obtained
from weak B.C and strong B.C for different mesh sizes. From this figure, it can be interpreted that
by weak imposition of Dirichlet bopundary conditions we were able to use only 40% of the mesh
size that we used while imposing boundary conditions strongly i.e. 60% mesh size reduction.
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Figure 2.9: Computed current inside of 2D Bilayer vs number of mesh along thickness for A-
uniform mesh with weak imposition of B.Cs and B- Clustered mesh with strong imposition of B.Cs
2.5.2 Saw-tooth structure (2D)
Saw-tooth morphology and distribution of exciton as well as Jn and Jp contours have been
shown in Fig. 2.3. Fig. 2.3 depicts that, maximum values of Jn and Jp occur around the interface
of lines passing from horizontal and vertical transition layers. Also it can be seen that, lowest
values of Jp occurs near to cathode and lowest values of Jn occurs near to anode. The maximum
predicted value of collected current is near to 3.82 (mA/cm2) for both Jn and Jp. Repeating this
test case with strong B.C and clustering confirmed this value. However, by using the weak B.C,
we had around 60% decrease in total mesh size for the same accuracy. Fig. 2.10 shows comparison
of current obtained from weak B.C and strong B.C for different mesh sizes.
2.5.3 BHJ morphologies (2D)
Our next case study is a 2D BHJ. Fig.2.4 shows the BHJ morphology ,distribution of exciton
and current contour obtained from collection of electron and hole. According to Fig.2.4 regions
with higher amount of mobility or areas near to cathode have higher Jn and also regions with lower
amount of mobility or near to anode have the higher amount of Jp. Our simulation predicts the
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Figure 2.10: Computed current inside of 2D Saw-tooth vs number of mesh along thickness for A-
uniform mesh with weak imposition of B.Cs and B- Clustered mesh with strong imposition of B.Cs
value of 1.79 (mA/cm2) for both collected Jn and Jp. By using new framework of weak B.C, we
were able to reduce our mesh size as much as 40% compared with the strong B.C. Fig.2.11 shows
a comparison of current obtained from weak B.C and strong B.C for different mesh sizes.
2.5.4 Horizontal bilayer (3D)
3D view of bilayer, distribution of exciton generation, Jn and Jp contours for this morphology
have been shown in Fig.2.5. The maximum predicted value of collected current is around 0.81
(mA/cm2) for both Jn and Jp. Repeating this test case with strong B.C and clustering confirmed
these number as well. However, by using the weak B.C, we had 20% decrease in total mesh size for
the same accuracy. Fig.2.12 shows comparison of current obtained from weak B.C and strong B.C
for different mesh sizes.
2.5.5 Saw-tooth structure (3D)
Fig.2.7 depicts 3D view of saw-tooth structure, distribution of exciton generation and cur-
rent generation for this morphology. The value of maximum collected current is around to 4.78
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Figure 2.11: Computed current inside of 2D BHJ vs number of mesh along thickness for A- uniform
mesh with weak imposition of B.Cs and B- Clustered mesh with strong imposition of B.Cs
(mA/cm2) for both Jn and Jp. Fig.2.7 shows comparison of current obtained from weak B.C and
strong B.C for different mesh sizes. It can be seen that both methods predicts the same amount of
collected current. However, by usage of weak B.C, we had 20% decrease in total mesh size for the
same accuracy.
2.5.6 BHJ morphologies (3D)
The new framework enabled us to perform a current generation simulation on real 3D BHJ
morphologies for the first time. Fig.2.8 shows the morphology of real 3D BHJ structure, exciton
generation, distribution of Jn and Jp for this morphology. As we expected Jn is higher near to
cathode and Jp is higher near to anode. Fig.2.8 reports that in a material with lower values for
mobility, Jn has its lowest value and Jp has its highest value. Also in a material with higher values
for mobility, Jn has its highest value and Jp has its lowest value. Our simulation predicts that
the highest value of collected current is around 2.84 (mA/cm2) for both Jn and Jp. By using new
framework of weak B.C, we were able to reduce our mesh size as much as 20% compared with the
strong B.C.
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Figure 2.12: Computed current inside of 3D Bilayer vs number of mesh along thickness for A-
uniform mesh with weak imposition of B.Cs and B- Clustered mesh with strong imposition of B.Cs
2.6 Conclusion
We showcase an efficient drift diffusion based framework for the simulation of the current in
OSCs. We formulate photocurrent generation phenomena with XDD equations and use finite
element techniques to solve these set of equations. The new framework can predict the effect of
both 2D and 3D morphologies on the photocurrent generation. We also introduced a novel post-
processing technique based on the calculation of current in the superconvergent points of elements.
Weak imposition of Dirichlet boundary conditions is another novelty of this work. It has been
shown that new post process and weak B.C improve convergence of the nonlinear solver and reduce
mesh size. As a result the new framework has significant less computational costs compared to
available frameworks found in the literature.
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CHAPTER 3. THREE-DIMENSIONAL DEVICE PHYSICS MODELING
OF ORGANIC SOLAR CELL
Modified from a paper to be submitted to Solar Energy Materials and Solar Cells
Ramin Noruzi, Pengfei Du and Baskar Ganapathysubramanian
3.1 Abstract
The excitonic-drift-diffusion (EDD) model is a powerful tool to understand the transporta-
tion phenomena in the organic solar cells. The paper is devoted to the realization of the three-
dimensional simulation of the experimentally retrieved morphology using the EDD model. Mas-
sively parallel finite element method and the usage of weak boundary condition allow us to perform
simulations on large physical domains. In particular, we show two simulated cases to demonstrate
that our framework is able to correctly correlate the device performance with the morphology.
Current framework provides a promising tool in morphology evaluation and design.
3.2 Introduction
Solar cells, or photovoltaic devices, are one of the promising technologies for the next generation
green energy. Currently, most commercialized solar cells are made of expensive high-grade silicon
crystal. The high cost and complex processing technology force people to pursue inexpensive
photovoltaic devices. Organic solar cells have gained serious scientific and technological attention
in the last three decades. Compared with their inorganic counterparts, they are of low cost,
mechanically flexible, easy to process and have more color choices. The main obstacle researchers
facing in developing organic solar cell is their low efficiency. The efficiency of organic solar cell have
been increased in the last few years G. et al. (2005); J. et al. (2011); Konkara Technologies (2012);
Scharber and Sariciftci (2013); Osborne (2013) and have achieved a record efficiency of 13% in 2017
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Zhao et al. (2017). Recent progressRefaely-Abramson et al. (2017); Xie et al. (2018) have pushed
the ubiquitous solar energy more promising to commercialization.
Developing a quantitative device model would allow the devices design of higher efficiency us-
ing simulations. The two main branches of device models are the effective-medium models and the
two-phase models. The effective-medium models RICHARDSON et al. (2017); Zhang et al. (2013);
Koster et al. (2005a) treat the active layer morphology as a homogeneous media and the exciton dif-
fusion is skipped. In this case, a constant exciton dissociation rate is assigned across the active layer
which causes the inaccuracy of the model. The morphology aware excitonic drift-diffusion (EDD)
models Buxton and Clarke (2007); Ray et al. (2013); Shah and Ganesan (2010); Zi Shuai Wang
(2016); Daniel Brinkman (2012); Kodali and Ganapathysubramanian (2012d); Bartesaghi et al.
(2016), more often called the two phase models, come into play to remedy the incapability of
effective-medium models by including the exciton diffusion equation. The EDD models have been
successfully used to characterize the performance of organic photovoltaic devices with heteroge-
neous morphologies. Due to the complexity and the size of the representative numerical problem,
simulations on three-dimensional domain are very expensive and thus two-dimensional simula-
tions are more popularBuxton and Clarke (2007); Ray et al. (2013); Shah and Ganesan (2010);
Zi Shuai Wang (2016); Daniel Brinkman (2012). Very few researches have performed simulations
on smaller three-dimensional domainsKodali and Ganapathysubramanian (2012d); Bartesaghi et al.
(2016). Performing the EDD model on a large three-dimensional realistic bulk-heterojunction is
still the ultimate challenge of device modeling. In this paper, we apply the morphology aware EDD
model to the experimentally retrieved large domain morphology for the first time with an in-house
parallel computing framework using the finite element method. The application of weak boundary
formulation of the weak form and the domain decomposition using highly efficient parallel graph
partitioning software package (PT-SCOTCH Chevalier and Pellegrini (2009)) allow us to handle
physical domain larger than all published device simulation works. Specifically, we simulated two
P3HT:PCBM systems treated with chlorobenzene (CB) and 2-Dichlorobenzene (DCB) solvents.
Our results show a good agreement with the experimental data.
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3.3 Model formulation
3.3.1 Mechanism of OSCs
As depicted in Fig.3.1, the overall photovoltaic current generation in organic solar cells can be
summaries in three steps : (1) Donor material harvests photon energy from sunlight to generate
exciton, which is an electron-hole (e-h) pair bounded by the electrostatic Coulomb force. The
exciton is a neutral state whose movement is driven by its density gradient; (2) When an exciton
diffuses to the donor/acceptor (D/A) interface, it transfers to a polaron state (also called a gem-
inate pair) across the D/A interface. The geminate pair dissociates into free charge carriers: a
hole which stay in the donor and an electron which hops into acceptor region; The mismatch of
materials’ work function at the interface helps push electron and hole to the correct material; (3)
The electron and hole flow toward corresponding electrode under electric force and density gradient.
3.3.2 Governing equations
The excitonic drift-diffusion model consists of equations for exciton (X), electron (n), and hole
(p) distribution and the electric potential (φ). The governing equations are shown below.
∇ · (ε∇(φ+ φ̄)) = q(n− p) (3.1)
∇ · Jn = −qD + qR[n,p] (3.2)
∇ · Jp = +qD − qR[n,p] (3.3)
∇ · (VtµX∇X)−D −R[X] = −G−R[n,p] (3.4)
where q is the elementary charge, Vt is the thermal voltage, ε is the dielectric constant, µn/p/X are
the mobilities of electron/hole/exciton, respectively, φ̄ is the mismatch of the work function which






Figure 3.1: Concept of photocurrent generation in organic solar cell. (1) Photon energy absorption;
(2) Dissociation; (3) Charge carrier transportation.
by the constitutive equations
Jn = −qnµn∇φ+ qVtµn∇n
Jp = −qpµp∇φ− qVtµp∇p
The Poisson equation Eq.(3.1) incorporates the external applied electric field and the effect of
electron and hole distribution on the electric potential φ, the drift-diffusion equations (3.2,3.3)
describe the transportation of electron and hole under electric field and density gradient, and 3.4
represents the diffusion of exciton. In this set of equations, ε is the relative dielectric constant,
ε0 the free space permittivity, q is the elementary charge, µn, µp and µX denote the mobilities
for electron, hole and exciton, respectively. The thermal voltage Vt = kBT/q, where kB is the
Boltzmann constant, T the temperature.
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Figure 3.2: Exciton generation curves for the two systems.
In this model, the exciton generation rate is a function of α0, the absorption coefficient, Γ0 the
photon flux, and y the distance from the top contact with the transparent electrode. The reader
can refer to other researcher’s work for detailed discuss on this topic (Monestier et al., 2007).
The dissociation is considered to be field-assisted type and the dissociation rate D according to












e−Eb/KBT (1 + b+ b2/3 + b3/18 + ...)X (3.5)
where Eb = q
2/(4πεε0a) is the exciton binding energy, b = q
3|∇φ|/(8πεε0k2BT 2) the field parameter,
a the e-h pair separation and J1 the first order Bessel function. The recombination rate of the free
charges is
R[n,p] = γnp (3.6)
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where γ = qεε0 (µn + µp) A and N (2007) is called the Langevin recombination parameter. The
exciton relaxation R[X] = X/τX A and N (2007), where τX is the average lifetime of an exciton.
The excitons can only dissociate within a thin layer of 2nm thickness at the D/A interface and
dielectric particle surface and thus calculated according to Eq.3.5. Otherwise, D = 0. The exciton
generation rate will be discussed in the computational set-up.
3.3.3 Boundary conditions
It is assumed that the cathode and anode line up with the conduction and valence band,
respectively, the boundary conditions Koster et al. (2005b) for the charge densities are given by
n[C] = NC




for the cathode, and




p[V ] = NV (3.8)
for the anode. Here, Vbi(=LUMOacceptor-HOMOdonor) is the built-in voltage and NC , NV denote
the effective density of states of conduction and valence band, respectively. The boundary condition
for potential at the electrodes is given by
φC − φV = Vbi − Va (3.9)
where Va is the applied voltage, φC/V are the conduction and valence band potential, respectively.
Since the top and bottom surfaces are attached to conductive layers, the exciton will disappear and
thus the density of exciton is set to be zero. Zero boundary conditions are employed for ∇φ, ∇n,
∇p and ∇X on the side surfaces.
3.4 Computational set-up
The physical size of the representative volumes are 242× 242× 102nm3 (with CB solvent) and
242× 242× 123nm3 (with DCB solvent).
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Figure 3.3: Photocurrent density-voltage (J-V) curves of the P3HT:PCBM system with the CB
and the DCB solvents.
The exciton generation is calculated using the transfer matrix method George F. Burkhard
and McGehee (2010). We assume a standard construction of the device for calculating the gen-
eration rate. The device consists of layers of ITO (130 nm), PEDOT:PSS (30 nm), active layer
P3HT:PCBM, Ca (10nm), Al (200 nm). The exciton generation rate curves for the two cases are
shown in Fig 3.2.
This non-linear system is solved using an in-house finite element library based on PETSC S
et al. (1997). The calculation domain is decomposed using PT-SCOTCH Chevalier and Pellegrini
(2009), which enables us to run the simulation on a large mesh, thereby large physical domain.
The employment of weak boundary formulation of the weak form reduces the computation cost
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with more evenly distributed mesh in contrast to the traditional finite element formulation which
requires clustered mesh Kodali and Ganapathysubramanian (2012b).
3.5 Simulation results and discussion
The simulated characteristic J-V curves are shown in Fig.3.3. The P3HT:PCBM(DCB) case
produces a short circuit current density (Jsc) of 7.7mA/cm
2 whereas the case with CB solvent
has Jsc = 5.2mA/cm
2. This result comply with the reported works that DCB case is better than
the CB case Y. et al. (2016). Both cases have the open circuit voltage (Voc) ∼ 0.55V . It can be
seen from the morphology plots that the donor and the acceptor phases have similar characteristic
length in the DCB case, while in the CB case the donor phase is finer and has lower volume
fraction. Table.3.1 shows the CB case as a good morphology for exciton dissociation however a bad
morphology for transportation which cause high exciton dissociation rate and, at the same time,
high recombination rate. These observations are supported by the graph-based analysis Wodo et al.
(2012) which provides insightful information. The characteristic values of the two systems are listed
in Table.3.1. The first two rows in Table.3.1 indicate the fraction of the straight path connecting to
the corresponding electrodes. Thus a larger value means more efficient transportation. Clearly, the
CB case is limited by the transportation in the donor phase. Even thought the CB case has finer
structure (larger value in row 4) which is preferable in efficient exciton dissociation, the smaller
fraction of donor phase limited the exciton generation. To summarize, the CB case shows both
poor transportation and available exciton resources and thus has smaller Jsc value.
Table 3.1: Characteristic parameters of the two morphologies
Characteristic parameter with CB solvent with DCB solvent
Fraction of acceptor vertices with straight rising paths 0.20 0.19
Fraction of donor vertices with straight rising paths 0.08 0.26
Fraction of donor phase 0.35 0.56
Fraction of donor vertices in 2nm to interface 0.75 0.35
Exciton dissociation rate (s−1)1 9.60e20 6.62e20
Recombination rate (s−1) 6.51e20 1.48e20
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3.6 Conclusion and future work
In this paper, we propose a massive parallel finite element framework to perform transportation
phenomena simulations in the realistic organic solar cells. Results show that our approach is
consistent with the graph-based morphology analysis and reveals the link between the morphology
and the device performance. This framework will be used in the 3D morphology optimization
problem.
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CHAPTER 4. NURBS-BASED DESIGN AND OPTIMIZATION OF
MICROSTRUCTURES FOR ORGANIC SOLAR CELLS
Modified from a paper submitted to Computer-Aided Design
Ramin Noruzi, Sambit Ghadai, Onur Rauf Bingol, Adarsh Krishnamurthy and Baskar
Ganapathysubramanian
4.1 Abstract
Microstructure plays an important role in the development of photo current in organic solar cells
(OSCs). Optimizing the microstructure (distribution of donor and acceptor regions) in OSCs can
lead to higher photo current generation. Current approaches to microstructure design are based on
volumetric distribution of material, which makes the design space very large. In contrast, we frame
the microstructure design optimization problem in terms of designing the interface between the
donor and acceptor regions, and thus pose it as a surface representation and optimization problem.
This results in substantially reduced number of design variables, thus enabling use of sophisticated
optimization tools. In this work, we address the efficient design of OSCs by using surface and curve
modeling techniques to model the donor-acceptor interface, and use meta-heuristic, gradient-free
optimization techniques to optimize the microstructure for maximum short circuit current gen-
eration. Our modeling framework consists of three major components: (1) Geometric modeling
of OSC microstructure that uses Non-Uniform Rational B-spline (NURBS) curves and surfaces to
construct the free-form donor-acceptor interface boundaries, (2) Photo-current generation modeling
that uses a parallel, finite-element based exciton-drift-diffusion (XDD) model, and (3) Optimiza-
tion that utilizes genetic algorithms (GA) (Liu et al., 2001) to optimize the microstructure of
OSCs via exploration of the NURBS representation. Results show at least 175% improvement in
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current density compared to the currently considered as the optimal microstructure (saw-tooth
microstructure). This is a very promising approach for interface design in engineered systems.
4.2 Introduction
In the last two decades, numerous studies have investigated the chemistry of materials used in
organic solar cells (OSCs) in order to enhance the photocurrent generation. These advances along
with limited process optimization have helped improve OSC efficiency from less than 1% to over
10% (Green et al., 2015). The community believes that additional improvements in efficiency is
possible by rationally tailoring the morphology of the OSC (Vandewal et al., 2013). This is very
promising because OSCs exhibit several advantages over their inorganic counterparts, that make
them very attractive for diverse applications. These advantages include (a) significantly reduced
cost in comparison to traditional inorganic photovoltaics (Servaites et al., 2011a), (b) natural
flexibility, allowing for easier transport and installation (Bagher, 2014a), (c) easy tunability to
achieve diverse colors and textures, and (d) production of devices with unusual form factors, thus
extending their applicability to consumer electronics.
OSCs are typically thin films that are comprised of two types of organic materials (i.e. molecules
containing a carbon backbone) called electron donor and electron acceptor. The spatial distribu-
tion of the donor and acceptor domains in the thin film (i.e. microstructure) is critical to the
performance of the device. This is because each stage of the photocurrent generation process–light
absorption, exciton generation, exciton dissociation, and charge transport–is directly affected by
the microstructure. Figure 4.1 shows a schematic view of a thin film OSC. The incident solar
radiation creates excitons (which are electron-hole pairs) to form in the electron donating region.
The excitons dissociate into positive and negative charges at the donor-acceptor interface. These
charges then travel through the domain – positive charges through the electron donor, and negative
charges through the electron acceptor – to reach the top and bottom electrodes, thus producing
current. Each stage of the photo-current generation process (exciton creation, exciton dissociation,
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Figure 4.1: Schematic of the current generation process in a typical organic solar cell. The active
layer is made of a blend of acceptor and donor materials. A representative volume element (RVE)
of this active material is represented using the microstructure. The active layer is composed of
repeating 2D and 3D unit RVEs.
charge transport) is affected by the underlying microstructure, thus making a compelling argument
for rational design of OSC microstructure.
Microstructure-sensitive design has seen promising applications focused on bulk behavior, with
substantial contributions in the field of microstructure design for elastic/structural materials (Du
et al., 2018). However, microstructure design is still a nascent topic when other applications
– especially multi-physics applications – are considered. This is especially true in the context of
studies seeking to improve the performance of OSC’s. Recent work on modeling the microstructure-
aware photo-physics has finally resulted in the availability of simulation tools that can map a given
microstructure to its photovoltaic performance. One such set of tools model the photo-physics via
the exiton-drift-diffusion (XDD) equations, which are a set of tightly coupled partial differential
equations. Using these simulation tools, there have been recent studies (Yanagi et al., 1995; Ray
and Alam, 2011b) that seek to understand the effect of specific microstructural features on the
device performance Fullwood et al. (2010); Sundararaghavan and Zabaras (2005). However, there
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have been very few studies to design the microstructure. This research gap motivates the current
work.
The field of microstructure sensitive design has seen the development and deployment of various
design approaches (Rosen et al., 2013; Yin et al., 2018; Zhang and Yang, 2019). These approaches
include: (1) modeling materials and geometry separately using voxel-based methods (Bhashyam
et al., 2000), (2) utilizing implicit modeling methods to model both the geometry and the ma-
terial composition (Wahlborg et al., 2002), and (3) decomposing the microstructure into several
sub-objects, each of which refers to a different material class and combining them using Boolean
operations (Kumar et al., 1999). However, even though these methods are promising for manual mi-
crostructure design, they many not be the most efficient choices for microstructure design through
optimization. This is because these methods are based on volumetric distribution of material, which
makes the design space very large.
In this work, we propose a novel method which frames the microstructure design optimization
problem in terms of designing the interface between the donor and acceptor regions (DA interface),
and thus pose microstructure design as a surface representation and optimization problem. This
results in substantially reduced number of design variables, thus enabling use of sophisticated opti-
mization tools. We seek to improve the short-circuit photocurrent generation of OSCs by designing
the DA interface. We utilize a NURBS-based interface generation method that uses NURBS curves
or surfaces to represent the donor-acceptor interface inside a microstructure representative volume
element (RVE) cell. We develop and deploy an automated workflow that takes in a NURBS curve or
surface, find its envelope (bounded region by curve or surface), and use rasterization or voxelization
methods to convert the resulting RVE into a binary (donor-acceptor) volumetric representation. We
then solve the XDD equations for this RVE to assess its performance (i.e. compute its short-circuit
current production). An optimization framework then uses this performance evaluation to modify
the DA interface towards higher performance regions. We demonstrate that this workflow works in
both 2D and 3D by identifying promising classes of microstructures with improved performance.
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Figure 4.2: Overall workflow for using genetic algorithms for optimization of microstructure of
OSCs.
This paper is arranged as follows: we first explain the motivation behind representing the
microstructure using the Donor-Acceptor interface in section 4.3. We then briefly explain the
physics model in section 4.3. We then detail our approach for 2D and 3D microstructure modeling
and optimization in section 4.5 and section 4.6, respectively. We finally conclude in section 4.8.
4.3 Microstructure interface representation using parametric curves/surfaces
The microstructure of an OSC thin film consists of two materials spatially distributed in the
domain. Without loss of generality, we can represent our microstructure as a binary image (or
volume), or equivalently as a two-phase material (Torquato, 2013). Usually such microstructures
are represented using a field, m(~x) i.e. a spatial distribution where m(~x) takes a value of 1 when ~x
lies in phase one, and takes a value 0 when ~x lies in phase two. This representation is essentially an
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indicator function representation at every spatial location. While simple and intuitive, this results
in a very large design space for microstructure design.
We utilize a key property of the microstructure to reformulate the microstructure representation
into an equivalent form that exhibits a much more compact parametrization. We are interested in
two-phase microstructures that exhibit a bi-continuous and percolating property Du et al. (2018).
This translates to there being only two connected components in the domain–one component cor-
responding to each phase. Such microstructures are uniquely defined by the interface between the
two phases. Thus, the microstructure is fully defined by a non-intersecting boundary that defines
the interface between the two distinct components. It follows that the mathematical tools for para-
metric representation of curves (in 2D) and surfaces (3D) can be effectively utilized to characterize
the interface, and thus the microstructure.
This is a critical insight as it converts the computationally difficult problem of volumetric
microstructure design into a more tractable surface design of the interface. We emphasize that
this reformulation is not specific to the OSC microstructure design problem we consider here,
but is endemic to a wide variety of material systems–including catalysis, energy harvesting, and
membranes–where a bi-continuous and percolating property is expected. Moreover, multiple manu-
facturing techniques produce such microstructures Treat et al. (2016), making the designs realizable.
Representing the interface using a curve or surface that exhibits a bi-continuous property ne-
cessitates that the boundary is not self intersecting. This can be handled in two ways: (1) carefully
parameterizing the interface to prevent self-intersections for all possible interfaces in the design
space, or (2) detecting and removing self-intersections after the interface has been generated. Both
these methods are computationally tractable for a 2D microstructure design. Hence, we imple-
mented both these approaches in this work for 2D microstructure optimization (see section 4.5).
On the other hand, detecting and removing self-intersections in 3D suface representations is much
more challenging. We resolve this challenge by computing the (lower) envelope of the NURBS
surface using ray intersection methods and directly voxelizing the microstructure (see section 4.5).
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We frame the design problem as an surface optimization problem and use genetic algorithms
(GAs) as the optimization routine. GAs have been proven to be successful in many scientific appli-
cations where computing the derivatives is not possible or challenging. We utilize the curve/surface
reformulation for microstructure design and illustrate the methodology first in 2D and then in 3D.
Figure 4.2 shows the optimization framework of current study using GAs.
4.4 Physics model: Microstructure to property mapper
There are broadly two approaches to computationally interrogate a microstructure, m(~x) to
evaluate its photovoltaic performance: (1) microscopic/discrete models and (2) continuum/PDE
models. Microscopic models, usually based on (kinetic) Monte Carlo approaches, can accurately
describe the effect of microstructure on charge generation, recombination, and transport. They
have been used with great utility to understand the effects of various sub-processes in semicon-
ductor device operations. However, these methods are computationally very expensive to use for
three-dimensional simulations and high throughput analysis, thus precluding them as viable op-
tions for microstructure design. Continuum models based on the drift-diffusion equations (Finck
and Schwartz, 2015a, 2016a; Dantanarayana et al., 2012a; Jerome et al., 2010a), provide a com-
putationally efficient alternative to microscopic models. Continuum models can also incorporate
recombination, exciton generation, and creation of free charges unique to the physics of OSC de-
vice operation. The effect of microstructure is incorporated into the drift-diffusion model by using
spatially-varying material properties based on the spatial distribution of constituent materials, both
in 2D (Jerome et al., 2010a; Buxton and Clarke, 2006b; Kodali, 2013) and in 3D (Kodali, 2013).
We, therefore, use an Exciton-Drift-Diffusion model (XDD) to evaluate the performance of a
microstructure. A detailed discussion of the XDD equations is provided in the appendix A. We
briefly outline the basic photo-physics that the equations model. The exciton equations (X) models
the generation, diffusion, dissociation of excitons in the domain. The incident solar radiation
is absorbed by the electron donor regions resulting in a volumetric generation of excitons. The
excitons diffuse towards the DA interface, where they undergo dissociation into an electron and
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hole. The kinetics of this dissociation (kd) depends on the local density of charges (n, the electron
density and p, the hole density). The drift diffusion equations model how these charges (n, and p)
are transported across the domain to the respective electrodes. This consists of two phenomena:
diffusion of charges from high density regions to low density regions, and the drift of the charges
under the imposed electric field. Additionally, the charge densities interact with each other via
Columbic attraction undergoing recombination. All these phenomena are accounted for in the
XDD equations.
The XDD equations are solved using a stabilized finite element approach (Kodali, 2013) along
with the imposition of weak boundary conditions (Bazilevs and Hughes, 2007b). An in-house
parallel FEM framework (Lofquist, 2018; Kodali, 2013) is used to solve the XDD equations.
4.5 Microstructure modeling: Formulation and results for the 2D case
For the 2D microstructure, we model the donor-acceptor interface using NURBS curves, detect
and remove the self intersections, and use rasterization methods to convert the resulting RVE into
a volumetric (image pixel) representation. In the volumetric representation, the RVE is divided
into an user-defined grid of pixels and each pixel is classified into acceptor or donor regions. Thus
each representation of the interface can be converted directly into a microstructure.
Figure 4.3 shows the three steps to create a 2D microstructure. In the first step, we use curve
modeling techniques to construct the interface curves using NURBS. In the second step, we detect
and eliminate self intersection(s). In the third step, we find the lower envelop of the curve to convert
into a raster (volumetric) representation.
4.5.1 Curve modeling
The coordinates of a parametric curve is defined with respect to a parametric value. Consider
g : [a, b]→ Rn for n ≥ 2, this mapping is called a parametric representation of class Cm for m ≥ 1
if it satisfies the following conditions. First, all the n components of g should have continuous
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Figure 4.3: The algorithm for 2D microstructure design.
Figure 4.4: Schematic representation of detection and elimination of self-intersection(s).
derivatives up to order m and second, the first derivative of g should not vanish in [a, b],
Dg(t) = g′(t) 6= 0, for t ∈ [a, b] (4.1)
Note that a function y = f(x) can always be considered as a curve through the parametric
representation f(u) = (u, f(u)). In this paper we use this property to represent the DA interface
as a curve in 2D and as a surface in 3D. Non-uniform rational B-splines (NURBS) are a superset
of curve/surface representation that we use to represent the donor-acceptor interface in our work.
Detailed equations of NURBS curves can be found in Brinkman et al. (2013); in the following we
review NURBS equations briefly.
NURBS curves: The NURBS curve is a parametric curve that can be represented using
control points Pi, weights wi, and the knots ui. Pi form the control polygon and ui should form a
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sequence of non-decreasing numbers. In other words knot vector (U) should be formed such that:
U = {u0, ..., up, up+1, ..., um−p−1, um−p, ..., um} (4.2)
where, uiui+1(i = 0, ....,m − 1). The number of knots in u direction is m + 1. The B-spline basis
functions Ni,p(u) on U are defined recursively such that:
Ni,0(u) = {




















Therefore equation 4.5 can be rewritten as
C(u) = Σni=0Ri,p(u)Pi (4.7)
There are many advantages associated with using NURBS curve for the interface. Some of the
NURBS characteristics that are related to this study are:
1. From Ri,p(u) = 0 for u /∈ [ui, ui+p+1), we can conclude that moving a single control point
Pi only affects the piece of the NURBS curve which u ∈ [ui, ui+p+1) and not outside this
interval.
2. The general shape of the NURBS curve C(u) is determined by the control polygon formed
by the convex hull of control points from Pi−p to Pi while u ∈ [ui, ui+1).
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We model the DA interface using NURBS with a new approach for the parameterization. Most
of the studies in the literature assume that the control points are distributed linearly along x-
axis but are free to move only along the y-axis (for example see (Dimitri et al., 2014)). This
assumption avoids self intersection and generating the interface envelope is trivial using the ray-
casting algorithm. However, allowing the control points to move only in 1 direction can be too
restrictive to create optimal microstructures. Hence, in our approach, we allow the control points
to move freely in both x and y axes. This assumption creates more realistic microstructures,
since the generated curves have more degrees of freedom. However, in this case, there could be
self-intersections, which need to be specially handled to generate the curve envelope.
4.5.2 Detection and elimination of self-intersection(s)
Evaluating the self intersection of NURBS curves is an essential operation in the design of
microstructure since it can have direct impact on the performance of the OSCs (Chen and Zhang,
2017). Given a general curve C(t) as is presented in figure 4.4(a), the microstructure result shown
in figure 4.4(b) is not the one typically desired since it has multiple isolated islands. Presence of
isolated islands increases the recombination of career charges which decreases current generation
of the device dramatically. As a result, the self-intersections in the resulting computed curve are
expected to be trimmed away. In order to detect self intersections, we subdivide C(t) into monotone
linear regions, and then processes all the (monotone) segments using a plane sweep scheme. For
this purpose, we use Bentley and Ottmann algorithm (Pach and Sharir, 1991) which is a sweep-line
algorithm to find all k intersections among n line-segments with an O((n+k).logn) time complexity.
Following are detailed steps for this algorithm.
1. Let there be n given line segments. There must be 2n end points corresponding to these n
lines. Sort all points according to x coordinates.
2. Tag a flag to each point indicating whether this point is left point of its line or right point.
3. If the current point is a left point of its line segment: Check for intersection of its line segment
with the segments just above and below it. And add its line to active line segments.
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4. If the current point is a right point of its line segment: Remove its line segment from active
list and check whether its two active neighbors intersect with each other.
Note that steps 3 and 4 are like passing a vertical line from all points starting from the leftmost
point to the rightmost point.
Once an intersection is detected, the curve is split at this location. Our method for removing self-
intersection(s) is based on the physics of OSCs. As we mentioned before, isolated islands decrease
current generation of OSCs dramatically, as a result, We eliminate those set of line segments which
create these type of islands in the final microstructure. Figure 4.4(a) shows the curve envelope
generated by NURBS and figure 4.4(b) shows corresponding microstructure for this curve. It can
be seen that there are multiple isolated islands in this figure. Figure 4.4(c) shows detection of
intersection and segments of figure 4.4(a). Figure 4.4(d) shows the corresponding microstructure
for figure 4.4(a) after elimination of intersecting regions. The microstructure in figure 4.4(d) has
380% more current generation compared to the microstructure in figure 4.4(b).
4.5.3 Conversion to volumetric representation
Once the envelope is constructed, we convert this representation back into a volumetric repre-
sentation, m(~x). We construct a lattice of points in the domain (depending on the mesh density
required for solving the photophysics equations (see next section). For each point on the lattice, we
evaluate the phase it lies on to create m(~x). We use ray-casting algorithm to find the phase of each
point. Briefly, this method works based on the number of times a ray, starting from the point and
going in any fixed direction, intersects with the envelope of the curve. If the point is on the inside
(outside) of the envelope the ray will intersect it an odd (even) number of times. This algorithm is
computationally inexpensive and fast, however, it may not work correctly for complex geometries
with self intersection(s). Thus, our previous step of detection and elimination of self-intersection(s)
is an essential step to maintaining the accuracy of this step.
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4.5.4 Microstructure optimization using genetic algorithms
We use our XDD model to assess the performance of a microstructure and use it to frame
the optimization problem: Find the NURBS parameters that result in a 2D microstructure with
maximal short circuit current. Numerical explorations revealed that the cost-function can be highly
corrugated making computing of the gradient non-trivial. Additionally, numerically computing
the gradient is computationally expensive (as the solution of the XDD equations are themselves
computationally expensive). Finally, we impose shape constraints which makes parts of the design
space out of bounds. Based on these characteristics, we choose to use a meta-heuristic, gradient free,
optimization strategy. We specifically use a genetic algorithm (GA), as we have prior experience
in utilizing this class of approaches for optimizing complex engineered systems (Stoecklein et al.,
2016).
There are many variations of GA, however, the standard algorithm is as follows:
1. Initialize the first generation of points with randomly generated points in the search space.
The encoded points are called chromosomes.
2. Evaluate each chromosome of this generation using a fitness function that best relates to the
problem.
3. Select chromosomes with reference to their fitness to create a new generation of individuals
through crossover and mutation methods. Good fitness is rewarded by an increased possibility
of selection.This will generate genetic material for the next generation. To create the next
generation, there are three standard methods:
• Crossover combines genetic material in an individuals chromosomes and creates off-
springs that maintain some of the traits of the parents. A crossover rate decides the
portion of each new generation that should come from crossover.
• Mutation randomly alters the bits within a chromosome. This initiates a random vari-
ation in to the population which potentially brings prospective solutions out of local
optima.
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• A set of top-performing chromosomes in the population are selected as Elites, whose
chromosomes are retained in the next generation. This keeps the optimal solution across
the GA.
4. Repeat steps 2-3 until some set of termination criteria are met, usually of which include the:
• Stall generation limit:Terminate the GA if optimal or mean fitness fails to improve for
a number of generations.
• Generation limit: Terminate the GA if the number of generations meets this value.
• Stall time: Terminate the GA if the runtime for the GA reaches to this value.
An optimal solution is determined by choosing the most efficient individual chromosome within
the final generation. In this work, the GA is formulated as a minimization problem which makes
lower fitness more desirable. Because GAs utilize a population of potential solutions distributed
over the design space, they are less likely to getting stuck in local minima. Please note that GA
is a stochastic optimization method, so it is expected that running it multiple times will produce
different results. One practical way to solve this issue is repeating each optimization multiple times.
This gives us the opportunity to observe statistical significance of results and reliably explore the
phase space.
Design variables, simulation time and assumptions: We model donor-acceptor interface
with NURBS. Since each set of control points represents a unique microstructure, we identify the
control points as the design variables. Some questions which arise here are: how many control
points are needed in order to generate a microstructure? What are the diversity of generated
microstructures with NURBS? We address these questions below:
Accuracy and computational costs are two major concerns of this current work. Usage of more
control points models donor-acceptor interface with higher order curves and ultimately constructs
more complex microstructures. However, this also increases the computational complexity of the
optimization process dramatically. This is because of the nature of the governing PDEs -exciton
drift diffusion equations- which are highly nonlinear. Approximately, each fitness function requires
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about an hour to be evaluated on a HPC cluster with one node and 16 processors. As a result,
finding the minimum number of control points -which creates microstructures which are reasonably
complex and causes least computational cost- is a crucial step in the design process.
Principle component analysis (PCA) is a convenient way of investigating diversity and complex-
ity of generated data. For this purpose, we created large number of microstructures using NURBS
with 4, 8, 16 and 32 control points. We apply PCA to each microstructure image and reduce the
dimensions of each image to 2 (i.e. we map every image to a unique point). Later, we visualize
the diversity of generated points (images). Figure 4.6 shows this dimension reduction of the mi-
crostructure images. As it was expected, those microstructure images created with higher number
of control points have more diversity than those with lower number of control points. However,
it can be seen that, increasing number of control points from 16 (green zone) to 32 (red zone)
does not cause a significant variation in the data. In order to quantify this claim, we computed
the area enclosed by the convex hull of blue (generated microstructures using 4 control points),
black (generated microstructures using 8 control points), green (generated microstructures using
16 control points) and red points (generated microstructures using 32 control points). We call
enclosed area by blue points as A1, black points as A2, green points as A3 and red points as A4.
Our analysis revealed that: A2/A1 = 2.265, A3/A2 = 1.189 and A4/A3 = 1.015. These results show
that, changing the number of control points from 16 to 32 does not change the area occupied by
the corresponding points significantly. As a result, we choose NURBS with 16 control points and
uniform knot vector to model the microstructure.
Problem Constraints: The constraints in this problem were driven by the geometric char-
acteristics of the microstructure. For simplicity and without loss of generality we assume that the
microstructure has a unit length in x and y direction. As a result, generated curves should have
the following features: ymax < 1 and ymin > 0, xmax < 1 and xmin > 0. As a result a set of control
points (Pi) are valid if they satisfy equation 4.8. The same constraints can be extended to 3D for
the 3D microstructure generation.
0 ≤ Σni=0Ri,p(u)Pi ≤ 1 (4.8)
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GA convergence: As we discussed earlier, GAs are an inherently stochastic method, so we
repeat each optimization multiple times (20 times) to consider statistical significance of results
and attempt to reliably explore the phase space. However there is no guarantee that we can find
the absolute minima with this approach but please note that finding this value is not our concern
in this work. We aim to find and design some new microstructures whose performance is better
than known microstructures and for this purpose local minimas are favorable. figure 4.5 shows the
convergence of GA for this problem.


















Figure 4.5: Convergence study of GA.
4.5.5 Simulation parameters
Genetic operators and parameters: In the present study, stochastic uniform selection,
intermediate crossover, and adaptive feasibility were selected as the parameters of the GA. The
size of population and maximum evolution generation are set to 50 and 200, respectively. The
optimization process is terminated if there is a low chance to achieve significant changes in the
next generations i.e. when relative error between two generations is less than a specified criteria.
The maximum allowable relative change of fitness function is set to 0.001. Equation 4.9 shows
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Figure 4.6: Dimension reduction of microstructures created by NURBS by mapping each mi-
crostructure image to a unique point in xy-plane. Blue, gray, green and red zones represent diversity
of generated microstructures with 4, 8, 16 and 32 control points respectively.




OSC device parameters: In this paper we consider a device with thickness of 100 nm fab-
ricated using PPV-PCBM donor-acceptor blend. In order to model photocurrent generation we
solve XDD equations. Appendix B explains details of these equations. Required parameters for
this model were obtained from (Kodali, 2013).
4.5.6 Optimized microstructure
With the model system detailed in the previous section, we use GA to find those microstructure
which have the maximum electricity generation. We compare charge transportation properties of
the optimized microstructure with bilayer and bulk heterojunction (BHJ). These microstructures
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Figure 4.7: 2D microstructure a) bilayer and b) bulk heterojunction (BHJ),red shows electron
acceptor regions and blue shows electron donor regions.
Figure 4.8: Optimized microstructure design using NURBS 2D. (a) Microstructure, red shows
electron acceptor regions and blue shows electron donor regions. (b) Normal component of electron
current density. (c) Normal component of donor current density.
are two main widely studied device structures in material science engineering -since they are con-
venient and easy to fabricate (Wang et al., 2011; Lu et al., 2015)-. First we apply exciton drift
diffusion model to the above mentioned structures and evaluate their current generation and sec-
ond we compare the performance of designed microstructures with them. Figure 4.7 shows the 2D
microstructure of bilayer and BHJ.
In general, BHJ has a higher donor acceptor interfacial contact area compare to bilayer which
results in a higher electricity generation compared to bilayer. As a result, we use current density
of BHJ (Jref ) as a reference metric. Our simulation revealed that, the value of reference current
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density is Jref = 1.319 mA/cm
2. Since our analysis is not limited to a specific polymeric system,
instead of reporting absolute values for current density, we express the current density of optimized
microstructures as a ratio of the current density of the BHJ structure i.e. current density is scaled
by Jref . With this definition, we assume that our device thickness is 100 nm fabricated using
P3HT-PCBM donor acceptor blend.
Figure 4.8 shows the optimized microstructure designed using NURBS 2D. The electrodes are
placed at the top and bottom boundaries. The value of collected current is J/Jref = 2.914 i.e.short-
circuit current was improved by about 190% compared to 2D BHJ structure. Figure 4.8(a) and
figure 4.8(b) show the contour of the electron and hole current densities components normal to the
electrodes. It can be seen that the ratio of donor to acceptor regions is more than 50% which has
caused higher short circuit current (photon absorption mostly happens in the acceptor area).
4.6 Microstructure modeling: Formulation and results for the 3D case
We explained the required steps to design 2D optimized microstructures in the previous sec-
tion. In this section, we explain how we extend the same methodology to design 3D optimized
microstructures using NURBS surfaces. Note that physical model, optimization method and sim-
ulation parameters are the same for both 2D and 3D cases.
4.6.1 NURBS surface interface generation
To represent the microstructure in 3D, we first create a NURBS surface that represents the DA
interface, similar to the 2D example. This is done by generating a set of 16 control points, 4 in
each dimension, for the microstructure surface. The boundary points of the control points mesh are
clamped on to the x−y mid-plane for uniformity. Using these control points mesh and the NURBS-
Python spline library (Bingol and Krishnamurthy, 2019), we generate a bi-cubic NURBS surface
using automatically-generated uniform knot vectors in all parametric dimensions. The resulting
NURBS surface is tessellated and exported as a triangle soup (a Wavefront .obj representation file)










Figure 4.9: Illustration of self intersecting 3D NURBS resolved through In-Out tests during vox-
elization.
create a solid boundary representation (B-rep) watertight model of the microstructure. We create
four orthogonal side faces, which along with the x−y plane and the clamped NURBS surface forms
a closed solid object, since the edges of the NURBS surface are clamped to the x−y mid-plane. This
is illustrated in figure 4.10(b) with a wireframe visualization of the triangle mesh. This triangle
mesh or the B-rep model of the solid is further voxelized to generate a volume representation of
the microstructure as explained in the next section.
4.6.2 Voxelization-based envelop generation
The B-rep model of the 3D microstructure is generated as mentioned in the previous section.
We then compute the envelope of this 3D surface and rasterize the microstructure for the simu-
lations. For this purpose, it is necessary to classify whether a point is inside (acceptor region) or
outside (donor region) the solid microstructure. In order to compute the point membership classi-
fication of the solid, we convert the B-rep model of the microstructure to a volume representation
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Figure 4.10: (a) NURBS surface representation modeled with 16 control points. Control points
have been distributed evenly among x-axis and y-axis and they have random z-coordinates. (b)
NURBS surface with closed boundaries that generates a pseudo-manifold B-Rep solid model.
using a structured voxel grid and a ray-casting algorithm. Using the GPU-accelerated Voxelization
framework by Young and Krishnamurthy (2018), we generate the volume occupancy grid based on
whether a voxel representing the grid lies inside the volume or outside the volume. The complete
voxel grid is a binary grid of in(1) and out(0) representing the acceptor region and donor region
of the microstructure, respectively. An example of a microstructure represented as a B-rep model
and an In-Out voxel model is shown in figure 4.11. Representing the NURBS surface as a pseudo-
manifold solid model and voxelizing it to compute the point-membership classification prevents the
problem of self intersecting surfaces as the ray-tracing algorithm with odd-even intersections of the
boundary correctly computes the in and out of the geometry. This is shown in figure 4.9.
4.6.3 Optimized microstructure
Similar to 2D design, we compare charge transportation properties of the optimized microstruc-
ture in 3D with bilayer and bulk heterojunction (BHJ). figure 4.12 shows the microstructure of
bilayer and BHJ. We apply exciton drift diffusion model in 3D to the above mentioned structures
and evaluate their electricity generation. 3D BHJ has a higher donor acceptor interfacial contact
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Figure 4.11: (a) Wireframe visualization of a solid representation of microstructure generated from
NURBS surface. (b) B-rep solid model of the microstructure.(c) Volume rendering of the voxel
representation of the microstructure based on point-membership classification of the microstructure.
Figure 4.12: 3D microstructure of (a) bilayer and (b) bulk heterojunction (BHJ),red shows electron
acceptor regions and blue shows electron donor regions.
area which results in a higher electricity generation compared to bilayer. We use current density
of 3D BHJ (Jref ) as a reference metric. We obtained the value of reference current density as
Jref = 1.289mA/cm
2
Figure 4.13 shows the optimized 3D microstructure designed with NURBS surfaces. The value
of collected current is J/Jref = 2.454 i.e. short-circuit current was improved by 145% compared to
3D BHJ structure. Current density of electron and hole is shown in figure 4.13(b) and figure 4.13(c).
The electron current-density is negligible in the electron-donor area and increases in the acceptor
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Figure 4.13: Optimized microstructure design using NURBS surfaces. (a) Microstructure. red
shows electron acceptor regions and blue shows electron donor regions. (b) Normal component of
electron current density. (c) Normal component of donor current density.
area while going from anode to cathode. A comparable effect is detected with hole current-density.
In the following section, a discussion of the two optimized microstructures is presented.
4.7 Discussion of the results: Interpretation and detailed characterization of
the optimized microstructures
Figure 4.14 illustrates a comprehensive performance comparison of 2D optimized microstructure
with bilayer and BHJ. According to figure 4.14, electricity generation of bilayer and BHJ are
Jbilayer = 1.210 mA/cm
2 and JBHJ = 1.319 mA/cm
2 while the current density of 2D optimized
microstructure is Joptimized = 3.843 mA/cm
2 which means electricity generation of designed 2D
microstructure with NURBS is 3.17 and 2.91 times of electricity generation of bilayer and BHJ,
respectively. Figure 4.14 also compares dissociation (D) and recombination (R) rates of above
mentioned microstructures. In general more dissociation and less recombination leads to a higher
amount of current generation. According to contours of (D) and (R) in figure 4.14, bilayer has
least amount of dissociation and recombination, BHJ have a higher amount of dissociation and
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Figure 4.14: Performance comparison of 2D optimized microstructure with bilayer and BHJ.
recombination but there is a good balance between amount of dissociation and recombination for
the optimized microstructure resulted in a higher electricity generation for this microstructure.
Similarly, figure 4.15 depicts performance comparison of 3D optimized microstructure with
bilayer and BHJ. According to figure 4.15, electricity generation of bilayer and BHJ are Jbilayer =
0.980mA/cm2 and JBHJ = 1.289mA/cm
2 while the current density of 3D optimized microstructure
is Joptimized = 3.158 mA/cm
2 which means electricity generation of designed 3D microstructure
using NURBS is 3.22 and 2.44 times of electricity generation of bilayer and BHJ, respectively.
Following with compare performance of 2D and 3D optimized microstructures with bilayer and
BHJ quantitatively. In order to quantify performance of a microstructure, we define three groups
of metrics. These metrics are defined to model the three steps of photocurrent generation: light
absorption, exciton dissociation, and charge transport.
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Figure 4.15: Performance comparison of 3D optimized microstructure with bilayer and BHJ.
Metric of light absorption: Electron-donor material is responsible for light absorption and
exciton generation. Thus, fraction of electron-donor material within the active layer of the device
is a natural metric to quantify light absorption (fabs).
Metric of exciton diffusion and dissociation: Generated exciton in electron-donor material
will diffuse towards donor acceptor interface. The bounded electron hole pair disassociates into free
carriers. As a result, an ideal metric to identify exciton diffusion and exciton dissociation is the
fraction of dissociated exciton to generated excitons (fdis).
Metric of recombination: The free carriers transport towards the electrodes for collection.
However, because of recombination phenomena, collected charges in electrodes are less than gen-
erated charges in DA interface. Consequently, fraction of recombined charges to all free charges
created in DA interface will be a metric for the recombination phenomena (frec).
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We further define a “performance indicator” as product of these three metrics: f = fabs fdis
(1− frec). Table 1 shows the metrics for three optimized microstructures. From table 1, following
observations can be made:
• NURBS 2D has a higher amount of light absorption. However, recombination for this model
is relatively high and the value of dissociation is the less than NURBS 3D (possibly because
of this fact that it has the lowest amount of DA interface) but still this microstructure shows
a better performance indicator which shows the importance of light absorption in OSCs.
• NURBS 3D microstructure has a lower amount of exciton diffusion and dissociation. Approx-
imately, volume fraction of electron-donor and electron-acceptor materials is the same. This
microstructure has a less performance indicator compared to the other designed microstruc-
ture.
Table 4.1: Performance characterization of the optimized microstructures
Methodology fabs fdis frec f
BHJ 2D 0.541 0.332 0.538 0.083
NURBS 2D 0.760 0.393 0.102 0.268
BHJ 3D 0.573 0.449 0.613 0.099
NURBS 3D 0.546 0.401 0.066 0.211
4.8 Conclusions
Optimizing the microstructure in OSCs can lead to higher photo current generation of the device.
In this study we framed the microstructure design optimization problem in terms of designing
the interface between the donor and acceptor regions. Donor-acceptor interface was represented
using surface and curve modeling techniques. Maximizing the short circuit current generation was
performed using meta-heuristic, gradient-free optimization techniques. OSC’s current generation
was modeled using the exciton-drift-diffusion (XDD) equations. Our framework works for both
60
2-D and 3-D structures. Results show substantial improvement in current density compared to the
bulk-heterojunction microstructures. Using a surface or curve based technique to model the DA
interface reduces the number of design variables and allows the use of sophisticated gradient-free
optimization methods to design the OSC microstructure for optimal performance.
4.9 Bibliography
Bagher, A. M. (2014). Comparison of organic solar cells and inorganic solar cells. International
Journal of Sustainable and Green Energy, 3(3):53–58.
Bazilevs, Y. and Hughes, T. J. (2007). Weak imposition of Dirichlet boundary conditions in fluid
mechanics. Computers & Fluids, 36(1):12–26.
Bhashyam, S., Hoon Shin, K., and Dutta, D. (2000). An integrated cad system for design of
heterogeneous objects. Rapid Prototyping Journal, 6(2):119–135.
Bingol, O. R. and Krishnamurthy, A. (2019). NURBS-Python: An open-source object-oriented
NURBS modeling framework in Python. SoftwareX, 9:85–94.
Brinkman, D., Fellner, K., Markowich, P. A., and Wolfram, M.-T. (2013). A drift–diffusion–
reaction model for excitonic photovoltaic bilayers: Asymptotic analysis and a 2d hdg finite
element scheme. Mathematical Models and Methods in Applied Sciences, 23(05):839–872.
Buxton, G. A. and Clarke, N. (2006). Computer simulation of polymer solar cells. Modelling and
simulation in materials science and engineering, 15(2):13.
Chen, D. and Zhang, C. (2017). Interface engineering and electrode engineering for organic solar
cells. In Nanostructured Solar Cells, pages 161–181. IntechOpen.
Dantanarayana, V., Huang, D., Staton, J., Moule, A., and Faller, R. (2012). Multi-scale modeling
of bulk heterojunctions for organic photovoltaic applications. InTech.
Dimitri, R., De Lorenzis, L., Wriggers, P., and Zavarise, G. (2014). Nurbs-and t-spline-based isogeo-
metric cohesive zone modeling of interface debonding. Computational Mechanics, 54(2):369–388.
Du, P., Zebrowski, A., Zola, J., Ganapathysubramanian, B., and Wodo, O. (2018). Microstructure
design using graphs. npj Computational Materials, 4(1):50.
Finck, B. Y. and Schwartz, B. J. (2015). Drift-diffusion modeling of the effects of structural disorder
and carrier mobility on the performance of organic photovoltaic devices. Physical Review Applied,
4(3):034006.
61
Finck, B. Y. and Schwartz, B. J. (2016). Drift-diffusion studies of compositional morphology in
bulk heterojunctions: The role of the mixed phase in photovoltaic performance. Physical Review
Applied, 6(5):054008.
Fullwood, D. T., Niezgoda, S. R., Adams, B. L., and Kalidindi, S. R. (2010). Microstructure
sensitive design for performance optimization. Progress in Materials Science, 55(6):477–562.
Green, M. A., Emery, K., Hishikawa, Y., Warta, W., and Dunlop, E. D. (2015). Solar cell efficiency
tables (version 45). Progress in photovoltaics: research and applications, 23(1):1–9.
Jerome, J., Ratner, M., Servaites, J., Shu, C.-W., and Tan, S. (2010). Simulation of the buxton-
clarke model for organic photovoltaic cells. In Computational Electronics (IWCE), 2010 14th
International Workshop on, pages 1–4. IEEE.
Kodali, H. K. (2013). Simulation based characterization and performance enhancement of hetero-
geneous polymer solar cells. PhD thesis, Iowa State University.
Kumar, V., Burns, D., Dutta, D., and Hoffmann, C. (1999). A framework for object modeling.
Computer-Aided Design, 31(9):541–556.
Liu, J., Shi, Y., and Yang, Y. (2001). Solvation-induced morphology effects on the performance of
polymer-based photovoltaic devices. Advanced Functional Materials, 11(6):420–424.
Lofquist, A. D. (2018). A Scalable Software Framework for Solving PDES on Distributed Octree
MeshesUsing Nite Element MethodsA scalable software framework for solving pdes on distributed
octree meshes using finite element methods. PhD thesis, Iowa State University.
Lu, L., Zheng, T., Wu, Q., Schneider, A. M., Zhao, D., and Yu, L. (2015). Recent advances in bulk
heterojunction polymer solar cells. Chemical reviews, 115(23):12666–12731.
Pach, J. and Sharir, M. (1991). On vertical visibility in arrangements of segments and the queue size
in the bentley-ottmann line sweeping algorithm. SIAM Journal on Computing, 20(3):460–470.
Ray, B. and Alam, M. A. (2011). Optimum morphology and performance gains of organic solar
cells. In Photovoltaic Specialists Conference (PVSC), 2011 37th IEEE, pages 003477–003481.
IEEE.
Rosen, D. W., Jeong, N., and Wang, Y. (2013). A method for reverse engineering of material
microstructure for heterogeneous cad. Computer-Aided Design, 45(7):1068–1078.
Servaites, J., Ratner, M., and J. Marks, T. (2011). Organic solar cells: A new look at traditional
models. Energy Environ. Sci., 4:4410–4422.
62
Stoecklein, D., Wu, C.-Y., Kim, D., Di Carlo, D., and Ganapathysubramanian, B. (2016). Opti-
mization of micropillar sequences for fluid flow sculpting. Physics of Fluids, 28(1):012003.
Sundararaghavan, V. and Zabaras, N. (2005). Classification and reconstruction of three-dimensional
microstructures using support vector machines. Computational Materials Science, 32(2):223–239.
Torquato, S. (2013). Random heterogeneous materials: microstructure and macroscopic properties,
volume 16. Springer Science & Business Media.
Treat, N. D., Westacott, P., and Stingelin, N. (2016). Organic semiconductors: Manipulation
and control of the microstructure of active layers. In THE WSPC REFERENCE ON ORGANIC
ELECTRONICS: ORGANIC SEMICONDUCTORS: Fundamental Aspects of Materials and Ap-
plications, pages 159–193. World Scientific.
Vandewal, K., Himmelberger, S., and Salleo, A. (2013). Structural factors that affect the perfor-
mance of organic bulk heterojunction solar cells. Macromolecules, 46(16):6379–6387.
Wahlborg, J., Ganter, M. A., Schwartz, D. T., and Storti, D. (2002). H-ism: An implementation of
heterogeneous implicit solid modeling. In ASME 2002 International Design Engineering Tech-
nical Conferences and Computers and Information in Engineering Conference, pages 973–980.
American Society of Mechanical Engineers.
Wang, D. H., Kim, J. K., Park, O. O., and Park, J. H. (2011). Analysis of surface morphological
changes in organic photovoltaic devices: bilayer versus bulk-heterojunction. Energy & Environ-
mental Science, 4(4):1434–1439.
Yanagi, H., Tamura, N., Taira, S., Furuta, H., Douko, S., Schnurpfeil, G., and Wöhrle, D. (1995).
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CHAPTER 5. A GRAPH BASED APPROACH TO EXPLORE CHARGE
TRANSPORT IN ORGANICC SOLAR CELLS
Modified from a paper submitted to Computer-Aided Design
Ramin Noruzi, Sambit Ghadai, Onur Rauf Bingol, Adarsh Krishnamurthy and Baskar
Ganapathysubramanian
5.1 Abstract
Charge transport ability of semiconducting polymers plays an important role in determining
mechanical and electrical properties of these materials. We introduce a graph based framework to
estimate the charge mobility of organic devices characterized by the presence of defects. Defects are
physical or chemical impurities which can not be removed easily from organic materials due to their
inherent properties (e.g. being extensively amorphous). Up to now, there is a lack of understanding
of how density of defects influences the mobility of polymer systems. We predict quantitatively
how structural defects in thin films of organic semiconductors or doping of these materials affect
charge career mobility. We show that 1% is the critical density for defects and mobility decreases
dramatically when density of defects is more than the critical density. Our proposed model is not
limited to a particular semiconducting polymer and can be used to analyze variety of polymeric
systems.
5.2 Introduction
In the last decade, there has been a growth of interest in organic semiconductors. Intrinsic
technological advantages of these materials over inorganic materials have given them many inter-
esting applications(Doi et al., 2001; Janssen et al., 2007). Development of organic light-emitting
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Figure 5.1: Schematic illustration of the graph based charge transport model. (a) Sample TEM
image showing morphology of an organic semiconductor. (b) Decomposing polymer chains into
sequence of rods. (c) Graph representation of charge transport. The points are the molecules and
the connecting lines show the possible paths of electrons between molecule pairs. Only molecules
whose electron cloud are intersecting with each other are connected in this model
diodes (OLEDs) (McEvoy et al., 2012) is one of these applications which bring thinner and brilliant
displays into our daily routines(Sharma et al., 2015).
Electrical performance of semiconductors is related to the charge transport ability of these
semiconductors(Servaites et al., 2011b; Bagher, 2014b). We define mobility of charge carrier such
that µ = v/E where v is drifting velocity and E is the electric field(Finck and Schwartz, 2015b).
Organic materials suffer from low charge carrier mobilities due to weak intermolecular interactions,
which lower their performance relative to inorganic devices (Häusermann et al., 2009; Finck and
Schwartz, 2016b). Over the past two decades, great effort has been made to discover features that
can affect mobility of organic semiconductors (see, for example (Buxton and Clarke, 2006a; Hwang
et al., 2009)).
Mobility is experimentally extracted from thin films transistors(Kodali and Ganapathysubra-
manian, 2012a).However, synthesizing and characterizing the thin films is time-consuming and
costly(Zienkiewicz et al., 1977). Moreover because of highly amorphous characteristics of organic
materials(Sharma and Carey, 1989), experiments can not obtain the precise molecular packing in
most organic semiconductors(Kodali and Ganapathysubramanian, 2012c). As a result, the quest
65
for understanding charge carrier diffusion in these systems naturally calls for theoretical models
that can describe charge transport at atomistic length scales.
Monte Carlo simulation techniques are popular microscopic models which have been applied to
investigate charge transport in organic semiconductor devices (see, for example, (Tezduyar, 1991;
Wahlbin, 2006; Emmott et al., 2015)). Based on Monte Carlo simulations, we can accurately
describe the charge generation(Nam et al., 2010), recombination(Sharma and Carey, 1989; Liu
et al., 2001), and transport. They have been used with great utility to understand the effects of
various sub-processes in semiconductor analysis. However, these methods have some drawbacks.
Specifically, these methods are computationally very expensive to use for high throughput analy-
sis(Brinkman et al., 2013; Arnold et al., 2000). Furthermore, the long-range nature of Coulomb
interaction(Shuttle et al., 2008) limits the use of Monte Carlo simulations for full device scales(Tang,
1986).
5.3 Method
In this work, we utilize a directed graph representation(Nozik, 2008) to relate the microscopic
properties of polymer systems(Zieli, 1992) and the consequent charge transfer. Representation of
morphology with a graph enables(Bazilevs and Hughes, 2007a) us to identify charge transfer path-
ways on a microscopic scale(Forrest, 2005), and characterize their structural features. Our graph
based model is computationally inexpensive and simultaneously takes into account coexistence of
crystalline and amorphous regions(Ren et al., 2012), the local orientation of the polymer chains(Ray
and Alam, 2011a), inter-chain and intra-chain hopping(Chen et al., 2000), and presence of impuri-
ties(Scharfetter and Gummel, 1969). The graph based framework allows us to uncover impact of
various parameters on the propagation of electric charge(Li et al., 2012) e.g. presence of defects.
In this work, we present a detailed study of effect of defects on charge career mobility.
To achieve this, we model a polymer system as a sequence of rods(Brinkman et al., 2013) in a way
that each rod represents the local orientation of the corresponding polymer chain. Following, We
map the charge transport in a morphology onto a directed graph, that includes vertices connected
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by edges(Nozik, 2008; Forrest, 2005). In this case, vertices are molecules and edges are links between
molecule pairs. We define two type of vertices (crystalline or amorphous vertices) and two types of
edges (intra-chain or inter-chain edges). Two vertices are connected with an edge if and only if the
transfer rate between their corresponding molecule pair is not zero. Problem of finding mobility of
charge career in a polymer system is equivalent of finding the shortest paths(Nozik, 2008; Forrest,
2005) between all vertices.
Figure 5.2: Validation of framework. (a) Mobility of rods as a function of the length of the rod. The
upper curves are for perfectly oriented rods and the lower ones for isotropic rods. The mobility has
been non-dimensionalized with the mobility of an infinitely long rod that is perfectly oriented along
the conduction axis and the length was non-dimensionalized with the distance, (Diτc)
1/2, a charge
would diffuse on an infinitely long rod in a time τc. (b) The relationship between mobility and
orientational correlation length (OCL) of domains when there is no gap (amorphous region) between
crystals. The mobility has been made dimensionless by the mobility obtained from maximum OCL
which is 512 nm.
The framework can execute two and three dimensional simulations for the purpose of pre-
dicting charge mobility of organic semiconductors characterized by side by side crystalline and
amorphous regions(Dantanarayana et al., 2012b). As far as validation of mobility prediction is
concerned, we can reanalyze effect of polymer chain length and molecular orientation on charge
mobility -accomplished in (Jerome et al., 2010b; Buxton and Clarke, 2006c)- using new graph based
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Figure 5.3: Mobility as a function of density of (a) doping (b) structural defects. The mobility has
been made dimensionless by the mobility of perfect morphology with no defect
framework. Polymer chain length has a direct impact on the charge-carrier mobility of organic semi-
conductors. Based on analytical solution (Jerome et al., 2010b), the mobility of a polymer chain
with length of L is defined such that:
µ(α) = µ∞(coth(α)− 1/α) = µ∞L(α) (5.1)
Where µ∞ is the mobility of an infinite polymer chain and α is the length of a polymer chain
(L) divided by the distance a charge career would diffuse in a time τc, on a chain of infinite length,
α = L
(Diτc)1/2
. The operator L(α) is the Langevin function. Figure 5.3 presents mobility of a
polymer chain normalized by the mobility of a chain of infinite length computed from our graph
based model and equation 5.1 for nematic and isotropic crystals. Uncertainty areas reported from
our framework are from the measurement of at least 100 crystals with varying the formation and




Length scale of crystals whose molecules have been aligned in a specific direction plays an
important role in determining the mobility of organic materials.(Buxton and Clarke, 2006c). Ori-
entational correlation length (OCL) -which is defined as the average length over which the polymeric
backbones in the film drift out of alignment with each otherhalf- is a popular metric in favor of
representing length scale of crystals. Fig. 5.2 reports the charge-carrier mobility plotted against
the OCL. We used new graph based model to evaluate the value of mobility for various length
scales and compared results with experimental data. (Buxton and Clarke, 2006c). As expected,
the mobility varies by more than an order of magnitude and demonstrates an exponential relation-
ship with the OCL. It can be seen that, there is a good agreement between predicted and observed
results.
Having validated our graph based model, we now use the method to characterize the effect of
molecular doping and presence of defects on charge career mobility of semiconducting polymeric
films. Unlike inorganic materials, organic ones are extensively amorphous and it is more difficult to
remove defects from these type of semiconductors. Therefore, it is of great interest to understand
how defects affect electrical conductivity in these materials.
In this work we use the concept of distance correlation to model defects. We set the popula-
tion distance correlation coefficient to be zero in order to represent doping and non zero with the
objective to model structural defects. Our graph based framework allows us to assign different
transportation rates between molecule pairs. This feature enables us to set lower charge transport
between polymer chains dominated by defects. Figure 5.3 depicts change of mobility against density
of doping and structural defects respectively. From figure 5.3, it can be seen that in both cases, 1%
is the critical density for the defects, and mobility decreases dramatically when density of defects
is more than 1% of polymer chains. For both kind of defects mobility decreases as the density of
defects increases. When defects density is less than the critical density, charge mobility has a higher
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sensitivity to the doping in contrast to structural defects. However, as the defects density raises
and goes to the amounts higher than the critical density, mobility shows higher sensitivity to the
structural defects. Charge transport is reduced as much as two orders of magnitude in case that
density of structural defects gets to 5%. These results suggest that varying distance correlation of
defects affects operation of polymeric systems.
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CHAPTER 6. GENERAL CONCLUSIONS
6.1 General Discussion
An efficient and fast framework for simulation of OSC’s current generation based on excitonic
drift-diffusion (XDD) equations using weak imposition of boundary conditions has been developed.
The new XDD framework is able to analyze images of experimentally retrieved large domain mor-
phologies. This framework enables visualization of the distribution of current densities, exciton
densities, charge densities and potential field in two and three dimensional heterogeneous morphol-
ogy.
Based on XDD framework, a new and novel framework for design of 2D and 3D morphologies
has been developed. The new design framework couples, our XDD model, a CAD model and an
optimization model. It was shown that morphologies designed by this framework have a significantly
better performance compared to known morphologies (bilayer and bulk heterojunctions).
Our studies are not limited to continuum models. In order to investigate effect of different
parameters on the performance of the organic solar cell, an efficient, scalable and dimensionally
independent atomistic model was developed. A directed graph representation was utilized to relate
the microscopic properties of polymer systems and the consequent charge transfer. Our graph
based framework, enables differentiation of devices based on charge mobility with different molecule
structures.
As discussed in chapter five, we presented a detailed analysis of the effect of defect densities on
the mobility of the system. It was shown that, 1% is the critical density for both correlated and
un-correlated defects, and mobility decreases dramatically when density of defects is more than 1%
of polymer chains.
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6.2 Recommendations for Future Research
We suggest three directions for the future research:
Usage of machine learning (ML) techniques to solve XDD model
The new XDD model is much faster than existing XDD models in the literature. However, still
calculation of current based on XDD equations is a time consuming problem. Solving these set of
equations with a ML model can reduce computation time dramatically. XDD model can be used
as a tool to train ML data.
Extending XDD model to model organic electrochemical transistors
Electrical impulses accompany many of our bodies daily activities ranging from thought, muscular
activity to vegetative processes like digestion. Abnormalities in these bioelectric signals are related
to severe diseases for which modern medicine is developing treatments. In order to further develop
electroceutical treatments, Organic electrochemical transistors (OECTs) have been widely devel-
oped as of implantable devices. OECTs with higher efficiency can affect sensors with improved
performance
A computational drift diffusion based framework for the current-voltage characteristics of organic
electrochemical transistors (OECTs) can provide a major contribution to improve efficiency of
OECTs. It should be mentioned that, the governing equations of organic electrochemical transis-
tors are similar to the governing equations used in this thesis.
Apply graph based framework on Real molecules
It was shown that our graph based framework is an efficient model to measure effect of different
parameters on the mobility of the device. There have been many computational efforts in the
literature for prediction of charge mobility of organic semiconductors. However, Most of the com-
putational works in the literature are based on Monte Carlo simulations which is a time consuming
method. Graph based model can be applied to realistic system of molecules (ADT, PTB7 and ...)
to uncover effect of various variables on charge transfer.
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APPENDIX A. EXCITON-DRIFT-DIFFUSION (XDD) TRANSPORT
MODEL
In this work, all of the device simulations are performed by usint a XDD model, where the
electron and hole current densities are shown as:
Jn = −qnµn∇ϕ+ qVtµn∇n (A.1)
Jp = −qpµp∇ϕ− qVtµp∇p (A.2)
where q represents the fundamental charge, Vt = KbT/q is the thermal voltage, Kb is Boltzman
constant and T is temperature. Also ϕ is the electrostatic potential, while p and n refer to the
densities of the electron and hole, and µn and µp respectively represent the mobility of the electrons
and holes. The continuity equations for both carriers are necessary to solve in order to simulate a
device such that:
∇.Jn −R+D = 0 (A.3)
−∇.Jp −R+D = 0 (A.4)
where R is the recombination rate of electrons and holes. The dissosiation profile within the most
active layer of this device can be found in EquationA.6, term D. The carrier continuity equations
need to be coupled through using the following Poisson equation in order to be solved:
∇.(εrε0∇ϕ) = q(n− p) (A.5)
The vacuum permittivity is represented by ε0 and the dielectric constant of the medium is
represented by εr. For a realistic simulation of an OPV one also need to couple another equation
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with Equations A.3, A.4 and A.5; this equation is exciton equation. Exciton is directly responsible
for dissociation term in drift diffusion equation such that:
D = kdissX (A.6)
where kdiss = f(∇ϕ) . Detailed formulation of kdiss can be found in (Kodali, 2013). Exciton (X)
is solved such that:
−∇.(Vtµx∇X)− fD[∇ϕ,X] −R[x] = −G−R[n,p] (A.7)
The basis of the XDD model is Equations A.3, A.4, A.5, and A.7. Using the Newton method,
Equations A.3, A.4, and A.5 are solved in an iterative manner and coupled with EquationA.7.
By discretizing these equations on a finite element mesh, the equations of the XDD model are
numerically solved for the active layer.
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APPENDIX B. LINEARIZATION OF COUPLED DRIFT DIFFUSION
EQUATIONS
Because of the high non linearity of drift diffusion equations, equations 2.7 2.9 requires the
solution of nonlinear equations. In this current work, Newton’s method for solving non linear drift
diffusion equations will be implemented. Here in this section, we drive Jacobin matrix of coupled
drift diffusion equations. Please note as exciton equation is not a non linear equation we will
not linearize this equation. The weak form and linearized form of equations 2.7-2.9 are shown in
equations B.1-B.3 respectively:
−(∇ω, λ2δϕ)− (ω, δn) + (ω, δp) = 0 (B.1)
(∇ω, µnn∇δϕ) + (∇ω, µn∇ϕδn− µn∇δn) + (ω,−γδnp) + (ω,−γnδp) (B.2)
(∇ω, µpp∇δϕ) + (∇ω, µp∇ϕδp+ µp∇δp) + (ω, γδnp) + (ω, γnδp) (B.3)








which members of matrix A are expanded such that:
A11 = −(dN(i, k), λ2dN(j, k)) (B.4)
A12 = −(N(i), N(j)) (B.5)
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A13 = (N(i), N(j)) (B.6)
A21 = (dN(i, k), µnndN(j, k)) (B.7)
A22 = (dN(i, k), µnϕ,kN(j)− µndN(j, k)) + (N(i),−γpN(j)) (B.8)
A23 = (N(i),−γnN(j)) (B.9)
A31 = (dN(i, k), µppdN(j, k)) (B.10)
A32 = (N(i), γpN(j)) (B.11)
A33 = µpϕ,kN(j) + µpdN(j, k))− (N(i), nγN(j)) (B.12)
Where N(i) and dN(i,k) represent finite element basis functions and their first derivative respec-
tively.
