UNIFORM IMPROMENTS ON THE CERTAINTY EQUIVALENT RULE
that the resulting dependent random variable will be close to a prescribed constant. For discussions and applications of this problem, see Aoki Ell,
Dunsnore []), Lindley [7] , and Zellner [12] .
The analysis here concerns the following transformed version of the problem as given in Basu [2] and Zaman [11] . Consider the linear model
where B is an unknwn p-vector, z is an arbitrary p-vector, and E ,, N(0, 2); a 2 , possibly unknown. Furthermore, an estimate (independent of e) of 6, say , is available. Assume that B ' N ((,A), where A is a known, positive p definite matrix. The goal is to choose a controller z (a) which performs well with respect to a control risk function R c given by
where y* is a non-zero constant, and the expectation is taken over both Application of this transformation in (1.2) yields the equivalent problem of choosing a decision rule 6W(x) -((X),.
. .,6(x)) t , based on an observation X l Np (,1), 0 unknown, subject to incurring a loss,
This version of the control problem will be considered below.
The approach here is decision theoretic; control rules are evaluated in termns of their risk (expected loss) functions, R(6,O) = E 0 L(6(X),6). 
6(W) % (lxi 2 -c)-1x
for Ixj sufficiently large. Three other results are directly applied in the discussion below.
These results are paraphrased here. The reader is referred to the indicated references for precise statements.
Note that Result 1; i), ii), imply that 6m is inadmissible.
In Result 2, and the rest of the paper, the following notation is used:
DEFINITION: For any function T, let T 1 (r)) = min {l;(r)}.
Result 1 can be viewed as a partial motivation of Result 2.
I,
The next doination result was given by Berliner [5] . at-Orivation of this result is based on an integration by parts technique for risk analysis first introduced by Stein [8] . See Berliner [5) for e discussion and recent references.
For any differentiable function i(r) let d*(r) dr
Also, for all real ? define the quantities C(Y) and C() by
RESULT 3. (Berliner [5]).
et (x) f(Ixl)x and 6 0 (x) = D%(Ixl)x.
Suppose that both P and TP a continuous, piece-wise differentiable functions on (0,t) such that, for all real n, the following conditions
for all r > 0, and with strict inequality on a set of positive Lebesgue Step 1. To apply Result 3, let T 0 (r) r 2 and (r) (r 2 -g(r))-1,
2) in this case yields
Simplification of (3.1) yields
It is easy to check that g(r) < hr 2 ,p) implies that g(r) < r 2 for all r > 0. Using this fact, an algebraic manipulation of (3.2)
implies the equivalent inequality Step 2: Let Q(g) denote the L.H.S. of (3.4). Note that Q(g) can be written as (suppressing the dependence of g on r) TInerefore, by concavity, [(p-5)/y*]r 2 < h(r 2 ,p) for all r 2 < y*.l
We close this section with a few remarks. First, the limit as
Second, Theorem 2 can be generalized in the following sense. Theorem 2
is an application of Theorem 1 where the implicit upper bound on g is lowered from 2(p-S) to p-5. The same analysis could be performed for other upper bounds (moderated by the remark inmediately above) if desired.
However, Theorem 2 does include the important asymptotically optimal case.
Finally, the computation of y* is required. For convenience, a partial list of the values of y* (computed numrically) is given in Table 1 . ii) A common criterion for choosing among decision rules is minm ty. We simply note here that 6 is minimax when p > 3. Hence, m 6 is also minimax. See Berliner [5] for proofs and dicussion.
7I
iii) Another natural control procedure often considered is the 2 w.niform measure, generalized Bayes rule 6 u(x) = (i+IxI )-'x. This rule is admissible for p < 4, but inadmissible for p > 5. Several authors hivc shown that 5 u is doniJnated by 6 m when p > 5. Hence, the rules 6* proposed above a LSO dominate 6 when p > 6. For further discussion, references for the above results, and another class of rules which dominate 6, see Berliner [5] .
