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Abstract
We present a compact expression for a coherent vertex operator in superstring theory, in the
Neveu-Schwarz sector, that can be easily extended to the Ramond sector by supersymmetric trans-
formations in target space. We give also an explicit construction for the Ramond coherent vertex
operator. These constructions provide the use of the supersymmetric version of the Del Giudice-Di
Vecchia-Fubini operators and Operator Product Expansion techniques, displaying manifest BRST
invariance and after normal ordering also manifest covariance. As a consistency check we compute
tree level three-points scattering amplitudes involving Neveu-Schwarz coherent vertex operators in
different superghost pictures. Extending these results to the closed superstring, we give the expres-
sions of the coherent vertex operators in the case of type IIA and IIB theories.
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Introduction
In the early days, firstly in the context of bosonic string theory and after some time in its su-
persymmetric extension, a quantization technique was developed in the light-cone gauge based
on the introduction of operators expressed in terms of (super)conformal primary fields. This
approach reproduces exactly the (super)algebra needed to quantize the theory including the ab-
sence of unphysical states i.e. it is manifestly BRST invariant [1, 2, 3, 4, 5, 6]. The complete set
of these operators goes under the name of Spectrum-Generating-Algebra (SGA) composed by the
(super) Del Giudice-Di Vecchia-Fubini (DDF) operators. The operators with longitudinal com-
ponents reproduce the (super)Virasoro algebra while the operators with transverse components
reproduce the (super)Heisenberg algebra. The application and generalization of the SGA was
introduced in many context of string theory, for example to investigate the physical spectrum of
charged strings (bosonic string, superstring and heterotic string) [7, 8, 9, 10, 11], or in different
superstring formulations, to build the corresponding vertex operators [12, 13, 14, 15, 16, 17].
Some work regarding the study of the physical spectrum has been done also in the case of non
critical strings, both bosonic and fermionic, and also for the massive string [18, 19, 20, 21]. The
power of the DDF operators emerges also in the computation of string scattering amplitudes
such as in the work [22] for the representation of multistates scattering amplitudes in bosonic
string, [23, 24] for the explicit computation of three-points amplitude of arbitrarily massive
states still in bosonic string and [25] for the generalization of the three-points amplitude in the
Neveu-Schwartz model. Finally recent progress, using different contextualizations of the DDF
operators, has been done in [26] for the decay of macroscopic strings and in [27] for the compu-
tation of three and four-points scattering amplitudes involving the open bosonic coherent states
constructed in [16, 17] finding a new saddle point in the Veneziano-like amplitudes.
Encouraged by the many powerful aspects of the DDF operators we have chosen this formalism,
firstly to derive the construction of arbitrarily massive states of the Ramond-Neveu-Schwarz
open string, in particular in the Neveu-Schwarz (NS) sector, and finally construct coherent
states in both NS and Ramond (S) sectors. Relying on the operator state correspondence [28]
one is free to move from one description to the other, as we did. To be more precise, we have
considered the critical open superstring with only a single D9 brane, but the topics treated in
the work remain still valid considering more than one brane, after including the Chan-Paton
factors [30].
The purpose of constructing such vertex operators (namely, arbitrarily massive vertex operators
and coherent vertex operators) is to make a bridge between the light-cone formalism, where the
string spectrum is easy to handle, and the Conformal Field Theory (CFT) technology where
scattering amplitude computation is often feasible. This is done building BRST invariant and
fully covariant operators with a smart identification of the polarisations content (physical degrees
of freedom) directly related to the mass shell.
Indeed, the possibility of generating arbitrarily massive vertex operators (or arbitrarily higher
spin operators) automatically including the physical polarisations is extremely useful to be able
to explicitly compute complicated higher spin couplings. In addition, from the arbitrarily mas-
sive vertex operator, looking recursively at each mass level and summing all the contributions,
we have found a non trivial exponentiation 3 which gives rise to a coherent vertex operator pre-
serving all the listed properties and reproducing all the possible vertex operators at any given
mass level 4.
In section 1 will be derived the arbitrarily massive vertex operators for the NS sector at fixed
3To be constrained by GSO projections.
4There is one to one correspondence between the degeneration of the states and the representative vertex operators
for each mass level.
2
superghost picture, that for semplicity we have chosen to be the canonical one (q = −1).
Successively we will extend the NS coherent vertex operator to the first non canonical superghost
picture (q = 0) using the picture rising operator, showing that picture changing can be easily
and explicitly exploited. As a consequence all the techniques developed in [28] are still valid in
the case of string macroscopic state. For both superghost representations we will display the
mass level expansion and show how to identify the combiantion of operators representing the
expected operatorial and polarisation content for fixed mass level.
In section 2, as a consistency check for the structure of the NS coherent vertex operator, we will
compute the three-points coupling between two vectors and one coherent state, repeating the
computation for both superghost pictures.
In section 3, to conclude the discussion about coherent states in superstring theory, we will
discuss how to derive the coherent vertex operator in the R sector exposing two different proce-
dures. Finally we will conclude with comments on how to extend the coherent states derived to
closed superstring theory giving formulae for the vertex operators fot the IIA and IIB theories.
1 Supersymmetric DDF operators, Spectrum-Generating-Algebra
and coherent vertex operators
In this section we will briefly review the basic aspects related of the superstring5 spectrum fo-
cusing on the construction of physical states using the DDF formalism. After presenting the
original setup we will discuss how to generate states, using OPE techniques and choosing a
convenient picture representation for the vacuum state. We will compute explicitly two repre-
sentative OPE’s in order to display the general properties which will be recurrent in the rest of
the paper. Finally we will construct coherent vertex operators for NS states in the canonical
and non-canonical picture.
The starting point is the superstring mass-shell in the NS-sector
α′M2 = n(α) + n(b)/2− 1/2 ; n(α) ≥ 0 , n(b) ≥ 0 (1.1)
in which n(α) and n(b) are integers and represent respectively the eigenvalues of the number
operator of worldsheet bosons and fermions with αin and b
i
n/2 the transverse oscillation modes.
As explained in [29], in order to have a tachyon free theory, in the NS sector the Gliozzi-Scherk-
Olive (GSO) projection forbids half-integer mass states, as a result n(b) → 2m(b) − 1 and the
mass shell becomes
α′M2 = n(α) +m(b) − 1 ; n(α) ≥ 0 , m(b) > 0 (1.2)
One way to reproduce exactly this mass shell and span the full physical space of states6 is to
consider the DDF quantization approach, that provides the spectrum generating algebra (SGA)
of the system. For our purposes it is sufficient to consider only the transverse algebra of the
SGA consisting of the transverse DDF operators :
Ain =
1
2α′
∮
dz
2πi
(
i∂X i + 2α′n q·ψ ψi
)
einq·X (1.3)
Bin =
1
2α′
∮
dz
2πi
(
ψi(q·i∂X)1/2 +
ψi
2
q·ψ q·∂ψ (q·i∂X)−3/2 − i∂X i q·ψ (q·i∂X)−1/2
)
einq·X
(1.4)
5to be more precise superstring theory in critical dimension.
6in principle the DDF formalism is not manifestly covariant, but as we will discuss, there is at least one covariantization
map.
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where ψi and ∂X i are the standard conformal primary operators of the world-sheet theory in the
light-cone frame and qµ is a light-like “reference” momentum chosen to be of the form (q−; q+ =
0; ~q = ~0). These operators are well defined if the scalar product of the light-like momentum
q with the center of mass momentum of the string is proportional to the string tension, and
in particular takes the value 1/(2α′). With this constraint they satisfy the Heisenberg Super-
algebra of the oscillation modes
[Ain,A
j
m] = n δ
ijδm+n,0 ; {B
i
n,B
j
m} = δ
ijδm+n,0 (1.5)
that establishes a one to one correspondence with the oscillation modes Ain ∼ α
i
n, B
i
n ∼ b
i
n.
Acting with them on a specific vacuum state, one can generate the entire superstring physical
spectrum whereby the operator action is reproduced by OPE techniques, as we will show in the
next sub-section.
1.1 OPE construction of general massive vertex operator
To create states in the DDF formalism one needs to start from the tachyonic vacuum and
produce states acting with creation operators. For each action there is an increase in momentum
proportional to qµ that automatically span the required mass level with the related combinations
of transverse polarisations that match the relevant degrees of freedom. The fact that one uses
only transverse degrees of freedom makes this construction automatically BRST invariant but
in principle not manifestly Lorentz covariant. The simplest vacuum choice to start with is a
tachyonic vacuum in the canonical picture q = −1:
lim
z→0
e−φeip·X(z) |0〉 = |p〉(−1) (1.6)
where p2 = 1/(2α′) and φ is the boson for the superghost (β, γ) system. A general state7 is
created by:(∏
ℓ
λnℓ
nℓ
·A−nℓ
)(∏
r
νmr ·B−mr2
)
|p〉(−1) = O
(
{λinℓ}, {ν
i
mr};ψ
i, ∂X i
)
|k〉(−1) (1.7)
in fact there is a factorization between the total momentum operator that creates the momentum
state |k〉(−1) and the remaining structure expressed in terms of a combination of primary opera-
tors. Where we would like to stress that the polarisation λ is expressed in terms of c-numbers,
the polarisation ν in terms of a-numbers. Our goal here is to find a compact expression for this
combination and then write explicitly the general vertex operator. Before looking at the combi-
nation of primary operators, we want to show how to identify the mass level. This information
is coded in the final momentum k
kµ = pµ −
(∑
ℓ
nℓ +
∑
r
mr
2
)
qµ (1.8)
using the constraint p·q = 1/(2α′) one reproduces exactly the superstring mass-shell (1.1) and
in order to restrict to the GSO-projected spectrum one has to replace m with 2m− 1 imposing
m > 0 and to restrict the number of B operators to be odd giving rise to:
M
2 = 2
[∑
ℓ
nℓ +
∑
odd r
(mr −
1
2
)
]
p·q − p2 =
1
α′
[∑
ℓ
nℓ +
∑
odd r
(mr−
1
2
)−
1
2
]
(1.9)
7In the rest of the paper we will tacitly assume the presence of the asymptotic limit in the creation of a state by the
action of some operator.
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For what concerns the operatorial structure O
(
{λinℓ}, {ν
i
mr};ψ
i, ∂X i
)
of (1.7), our strategy in
deriving the closed form expression is to classify all the possible operators that come from the
iterative action of A and B on the vacuum |p〉(−1). In particular it is possible to find a closed
form expression because one can generate a finite number of different operators, concluding that
this object admits a compact and elegant representation. To be more precise, we will obtain
the operatorial structure of a general mass state as a particular case, or a specific single term,
of a coherent vertex operator of states. In this way one is able not only to write a general
vertex operator of a single state but also to include automatically, for each mass level, all the
contributions with the relative degeneration.
At this point one has to compute the normal ordering that involves three types of operatorial
actions: the A actions, B actions and mixed actions. The first one is
λn
n
·A−n e
ip·X(z) =
λn
n
·
(
A∂X−n + A
ψ
−n
)
eip·X(z) (1.10)
where we have omitted the picture dependence of the vacuum and decomposed the A operator
in two parts as follows
λn·A
∂X
−n =
∮
dz
2πi
λn·∂X e
−inq·X ; λn·A
ψ
−n =
∮
dz
2πi
n q·ψλn·ψ e
−inq·X (1.11)
for simplicity we set α′ = 1/2 here and in rest of the paper. Now one can proceed to the
computation of the OPE’s and in particular, just to set the notation, we compute a representative
one and list below in Tab.(1)-Tab.(2) all the possible different operators that can be produced
after the OPE. The representative OPE is the following
:
∮
dz
2πi
λn
n
·∂X e−inq·X(z) :: eip·X(w) : (1.12)
there are two contractions due to ∂X and e−inq·X with eip·X and the respective normal ordering
parts that yield∮
dz
2πi
(z−w)−n q·p
[
λn·p
n(z−w)
+
λn
n
·∂X(z)|z→w
]
e−inq·X(z)|z→w e
ip·X(w) (1.13)
using p·q = 1 and the Taylor expansion one gets∮
dz
2πi
[
λn·p
n(z−w)n+1
+
∞∑
h=1
λn
n
·
∂hX(w)
(h− 1)!
(z−w)n+h−1
]
exp
(
−in
∞∑
ℓ=1
q·∂ℓX
ℓ(ℓ−1)!
)
ei(p−nq)·X(w)
(1.14)
and computing the integral, the final expression becomes
λn
n
·P˜n e
i(p−nq)·X(w) =
(
λn
n
·pZn
[
U (n)s
]
+
n∑
h=1
λn
n
·
∂hX(w)
(h− 1)!
Zn−h
[
U (n)s
])
ei(p−nq)·X(w) (1.15)
where P˜ in = p
iZn + P
i
n with Zn is a cycle index polynomial of the symmetric group with
operatorial argument
U (n)s = −in
q·∂sX
(s− 1)!
(1.16)
The properties of the Zn polynomials are summarised in Appendix A. Relying on similar consid-
erations one can compute the remaining OPE’s whose explicit operatorial structures are listed
5
λn
n ·A
∂X
−n
λn
n ·P˜n e
i(p−nq)·X eip·X(
λn·λm
nm Sm,n +
λm
m ·P˜m
λn
n ·P˜n
)
ei[p−(n+m)q]·X λmm ·P˜me
i(p−mq)·X
λn
n ·P˜n λm·Em−1 e
i[p−(n+m)q]·X λm·Em−1e
i(p−mq)·X
Table 1: first type of A actions useful to generate all the different operators that appear in the con-
struction.
λn
n ·A
ψ
−n
λn·En−1e
i(p−nq)·X eip·X
λm
m ·P˜m λn·En−1 e
i[p−(n+m)q]·X λm
m ·P˜me
i(p−mq)·X
(λn·λmFm−1,n + λn·En−1λm·Em−1) e
i[p−(n+m)q]·X λm·Em−1e
i(p−mq)·X
Table 2: last type of A actions useful to generate all the different operators that appear in the con-
struction.
in Appendix B. In order to investigate the action of the B operators one can proceed as above
and see how many different operators can appear. The first OPE to compute is
νn·B−n+ 1
2
eip·X = νn·
(
B
(1/2)
−n+ 1
2
+ B
(−3/2)
−n+ 1
2
+ B
(−1/2)
−n+ 1
2
)
eip·X (1.17)
where we have once again separated three different contributions generated by:
νn·B
(1/2)
−n+ 1
2
=
∮
dz
2πi
νn·ψ (iq·∂X)
1/2 e−i(n−1/2)q·X (1.18)
νn·B
(−3/2)
−n+ 1
2
=
∮
dz
2πi
νn
2
·ψ q·ψ q·∂ψ (iq·∂X)−3/2 e−i(n−1/2)q·X (1.19)
νn·B
(−1/2)
−n+ 1
2
= −
∮
dz
2πi
νn·i∂X q·ψ (iq·∂X)
−1/2 e−i(n−1/2)q·X (1.20)
The representative OPE that we explicitly compute is the following
νn·B
(1/2)
−n+1/2 e
ip·X(w) =:
∮
dz
2πi
νn·ψ (iq·∂X)
1/2 e−i(n−1/2)q·X(z) : : eip·X(w) : (1.21)
and all the others OPE’s are listed in Tab(3)-Tab(5). The first comment is that one can realise
how important is the GSO projection in this formalism. In fact looking at the OPE, the very
choice of the GSO projection used in (1.9) exclude automatically the possibility of branch cuts.
Another comment is that there is a non standard OPE to perform which involves an operator of
the form (iq·∂X)1/2. One possible way to compute it, is to use the Schwinger parametrization:
(iq·∂X)1/2(z) =
1
Γ(−1
2
)
∫ ∞
0
dη η−1/2−1e−η iq·∂X(z) (1.22)
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Then the OPE (1.21) yields∮
dz
2πi
νn·ψ(z)|z→w
[
(z−w)−1+iq·∂X(z)|z→w
]1/2
(z−w)−n+1/2 e−i(n−1/2)q·X(z)|z→w e
ip·X(w)
(1.23)
and using Taylor expansion the expression becomes∮
dz
2πi
∞∑
h=1
νn
h!
·∂hψ(w)
(
1+
∞∑
ℓ=1
U
(−1)
ℓ (z−w)
ℓ
)1/2
(z−w)−n+h exp
(
∞∑
v=1
U
(n−1/2)
v
v(z−w)−v
)
ei[p−(n−1/2)q]·X
(1.24)
where we have used the same notation as in (1.16). The evaluation of the integral gives a new
polynomial structure Q that is shown and explained in Appendix A. The final result is:
νn·O
ψ
n−1e
i[p−(n−1/2)q]·X(w) =
n−1∑
h=0
νn
h!
·∂hψQ
(1/2,n)
n−1−h e
i[p−(n−1/2)q]·X(w) (1.25)
In order to compute the remaining OPE one can adopt the same strategy and adapt to the
specific cases the Schwinger parametrization:
Ok =
1
Γ(−k)
∫ ∞
0
dη η−k−1e−ηO (1.26)
νn·B
(1/2)
−n+ 1
2
νn·O
ψ
n−1e
i[p−(n−1/2)q]·X eip·X(
νm·νnK
( 1
2
, 1
2
)
m−1,n + νn·O
ψ
n−1νm·O
ψ
m−1
)
ei[p−(n+m−1)q]·X νm·O
ψ
m−1e
i[p−(m−1/2)q]·X
(
νm·νnK
(− 3
2
, 1
2
)
m−2,n−1 + νn·O
ψ
n−1νm·O
ψψψ
m−2
)
ei[p−(n+m−1)q]·X νm·O
ψψψ
m−2e
i[p−(m−1/2)q]·X
−νm·O
ψp
m−1νn·O
ψ
n−1e
i[p−(n+m−1)q]·X −νm·O
ψp
m−1e
i[p−(m−1/2)q]·X
−νm·O
ψ∂X
m−1νn·O
ψ
n−1e
i[p−(n+m−1)q]·X −νm·O
ψ∂X
m−1e
i[p−(m−1/2)q]·X
Table 3: actions of the first type of B useful to generate all the possible different operators
Finally the last new operators that appear are the results of the combined action of A and B as
listed in the last three tables Tab.(6)-Tab(8). As we already mentioned the vertex operators
found in this formalism are automatically BRST invariant but not manifestly Lorentz covariant.
After the OPE construction one can show that there exists a “covariantization” map that is
represented by the following rules
λin → ζ
µ
n = λ
i
n
(
δiµ − piqµ
)
; νin → Υ
µ
n = ν
i
n
(
δiµ − piqµ
)
(1.27)
using this map, general structures as in (1.7) assume a manifestly covariant representation
O
(
{λinℓ}, {ν
i
mr};ψ
i, ∂X i
)
→ O
(
{ζµnℓ}, {Υ
µ
mr};ψ
µ, ∂Xµ
)
(1.28)
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νn·B
(−3/2)
−n+ 1
2
νn·O
ψψψ
n−1 e
i[p−(n−1/2)q]·X eip·X(
νm·νnK
( 1
2
,− 3
2
)
m−1,n−1 + νn·O
ψψψ
n−2 νm·O
ψ
m−1
)
ei[p−(n+m−1)q]·X νm·O
ψ
m−1e
i[p−(m−1/2)q]·X
(
νm·νnK
(− 3
2
,− 3
2
)
m−2,n + νn·O
ψψψ
n−2 νm·O
ψψψ
m−2
)
ei[p−(n+m−1)q]·X νm·O
ψψψ
m−2e
i[p−(m−1/2)q]·X
−νm·O
ψp
m−1νn·O
ψψψ
n−1 e
i[p−(n+m−1)q]·X −νm·O
ψp
m−1e
i[p−(m−1/2)q]·X
−νm·O
ψ∂X
m−1νn·O
ψψψ
n−1 e
i[p−(n+m−1)q]·X −νm·O
ψ∂X
m−1e
i[p−(m−1/2)q]·X
Table 4: actions of the second type of B useful to generate all the possible different operators
νn·B
(−1/2)
−n+ 1
2
−νn·
(
Oψpn−1+O
ψ∂X
n−1
)
ei[p−(n−1/2)q]·X eip·X
−νn·
(
Oψpn−1+O
ψ∂X
n−1
)
νm·O
ψ
m−1e
i[p−(m+n−1)q]·X νm·O
ψ
m−1e
i[p−(m−1/2)q]·X
−νn·
(
Oψpn−1+O
ψ∂X
n−1
)
νm·O
ψψψ
m−2e
i[p−(n+m−1)q]·X νm·O
ψψψ
m−2e
i[p−(m−1/2)q]·X
νn·
(
Oψpn−1+O
ψ∂X
n−1
)
νm·O
ψp
m−1e
i[p−(n+m−1)q]·X −νm·O
ψp
m−1e
i[p−(m−1/2)q]·X
{
νn·
(
Oψpn−1+O
ψ∂X
n−1
)
νm·O
ψ∂X
m−1+νm·νnK
(− 1
2
,− 1
2
)
m−1,n
}
ei[p−(n+m−1)q]·X −νm·O
ψ∂X
m−1e
i[p−(m−1/2)q]·X
Table 5: actions of the last type of B useful to generate all the possible different operators
νn·B
(1/2)
−n+ 1
2
νn·O
ψ
n−1
λ
m ·P˜me
i[p−(n+m−1/2)]·X λm
m ·P˜me
i(p−mq)·X
(
λn·En−1 νm·O
ψ
m−1+λn·νmY
( 1
2
)
n−1,m
)
ei[p−(n+m−1/2)]·X ζm·Em−1e
i(p−mq)·X
Table 6: first type of combined actions of A and B
To conclude this subsection we give the general formula of the normal ordered version of a NS
vertex operator of generic mass in the canonical superghost picture. With the help of the OPE
rules derived before, one can write down the closed form for the action of a generic number of
the two types of DDF operators on the tachyonic vertex operator, in relation with (1.7), that
takes the following form
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νn·B
(−3/2)
−n+ 1
2
νn·O
ψψψ
n−1
λm
m ·P˜me
i[p−(n+m−1/2)]·X λm
m ·P˜me
i(p−mq)·X
(
λn·En−1νm·O
ψψψ
m−2+λn·νmY
(− 3
2
)
n−1,m−1
)
ei[p−(n+m−1/2)]·X ζm·Em−1e
i(p−mq)·X
Table 7: second type of combined actions of A and B
νn·B
(−1/2)
−n+ 1
2
−
{
νn·
(
Oψpn−1+O
ψ∂X
n−1
)
λm
m ·P˜m+
1
mλm·νnY
(− 1
2
)
n,m−1
}
ei[p−(n+m−1/2)]·X λmm ·P˜me
i(p−mq)·X
−νn·
(
Oψpn−1+O
ψ∂X
n−1
)
λm·Em−1e
i[p−(n+m−1/2)]·X λm·Em−1e
i(p−mq)·X
Table 8: last type of combined actions of A and B
Ai1n1...A
ig1
ng1
Bj1m1 ...B
jg2
mg2
e−φeip·X(z) =
(−)g2e−φ
[g1/2]∑
a1=0
[g2/2]∑
a2=0
∑
π1∈G1
∑
π2∈G2
a1∏
h1=1
a2∏
h2=1
δiπ1(h1)jπ2(h2)f (λν)nπ1(h1)mπ2(h2)
a1∏
ℓ1=1
δiπ1(2ℓ1−1)iπ1(2ℓ1)f (λλ)nπ1(2ℓ1−1)nπ1(2ℓ1)
g1∏
s1=2a1+1
f
(λ)iπ1(s1)
nπ1(s1)
a2∏
ℓ2=1
δjπ2(2ℓ2−1)jπ2(2ℓ2)f (νν)mπ2(2ℓ2−1)mπ2(2ℓ2)
g2∏
s2=2a2+1
f
(λ)jπ2(s2)
mπ2(s2)
ei
[
p−(
∑g1
r=1 nr+
∑g2
v=1mv)q
]
·X(z)
(1.29)
where Gk = Symmk/Zk is the symmetric group of k-elements quotient with Zk and the f
()
operators are
f (λν)nm = Y
( 1
2
)
n−1,m + Y
(− 1
2
)
n,m−1 + Y
(− 3
2
)
n−1,m−1 ; f
(λλ)
n1n2
= Sn1,n2 + Fn1−1,n2
f (ν)jm = O
i,ψ
m−1 +O
i,ψψψ
m−2 +O
i,ψp
m−1 +O
i,ψ∂X
m−1 ; f
(λ)i
n = P
i
n + E
i
n−1
f (νν)m1m2 = K
(− 1
2
),(− 1
2
)
m1−1,m2−1 +K
(− 3
2
),( 1
2
)
m1−2,m2 +K
( 1
2
),(− 3
2
)
m1−1,m2−1 +K
(− 3
2
),(− 3
2
)
m1−2,m2 +K
( 1
2
),( 1
2
)
m1−1,m2
(1.30)
where the explicit structures are listed in Appendix B.
1.2 Definition of NS-coherent vertex operator in canonical picture
A NS coherent state can be created as a superposition of the Grassmann even and Grassmann
odd creation operators acting on a certain vacuum state, in particular the notion of coherence
is related to the fact that the state will be an eigenstate of the annihilation operators. In this
context there are two different kinds of annihilation operators and one can construct a state
that is coherent under the action of both annihilation operators. Having in mind the OPE rules
derived in the previous subsection and the map (1.27) one can define a NS coherent vertex
operator in the canonical picture, automatically BRST invariant and Lorentz covariant, simply
by:
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V
(NS)
C full (−1)(z) = exp
(
∞∑
n=1
ζn
n
·A−n
)
ρ
(NS)+
GSO exp
(
∞∑
m=1
Υm·B−m+ 1
2
)
e−φ eip·X(z) (1.31)
where the GSO projectors are
ρ
(NS)+
GSO =
1 + (−)G
2
; ρ
(NS)−
GSO =
1− (−)G
2
; G =
∑
B−m+1/2Bm−1/2 + 1 (1.32)
the operator (−)G has −1 eigenvalue on the tachyon state e−φ eip·X(z), that we have chosen
in the canonical superghost picture. The definition (1.31) can be made more transparent, in
the sense that one can represent it in terms of the primary conformal fields that appear in the
DDF operators performing the normal ordering between the DDF operators and the tachyonic
state. We stress that one goal is the computation of the normal ordered version of (1.31) that
gives rise to a coherent vertex operator in which instead of the dependence on the creation
operators there are operatorial structures that level by level reproduce the expected BRST
invariant and manifestly covariant vertex operators. The identification of the vertex operator
with the corresponding state is given by
|C({ζ}, {Υ})〉 = exp
(
∞∑
n=1
ζn
n
·A−n
)
ρ
(NS)+
GSO exp
(
∞∑
m=1
Υm·B−m+ 1
2
)
|p〉(−1) (1.33)
this state is coherent under the action of a generic lowering operator Akℓ :
Akℓ |C({ζ}, {Υ})〉 = ζ
k
ℓ |C({ζ}, {Υ})〉 (1.34)
and is a squeezed coherent state with respect to the B dependence:
BiℓB
j
v |C({ζ}, {Υ})〉 = Υ
i
ℓΥ
j
v |C({ζ}, {Υ})〉 (1.35)
The state (1.33) can be normalized multiplying the factor
exp
(
−
∞∑
n=1
ζ∗n·ζn −
∞∑
m=1
Υ∗m·Υm
)
(1.36)
and in order to obtain a well defined state one has to impose the convergence constraints
∞∑
n=1
ζ∗n·ζn <∞
∞∑
m=1
Υ∗m·Υm <∞ (1.37)
To construct explicitly the full vertex operator one can study, separately the action of the A
and B operators, and after that the combined action. This is the way in which we proceed. The
exponential part involving only A operators yields
exp
(
∞∑
n=1
ζn
n
·A−n
)
e−φeip·X = eO1+O2+O3+O4 e−φeip·X (1.38)
where the operators are :
O1 =
∑
m,n=1
ζm·ζn
2mn
Sm,n e
−i(m+n)q·X ; O2 =
∑
n=1
ζn
n
·Pn e
−inq·X (1.39)
O3 =
∑
n=1
ζn·En−1 e
−inq·X ; O4 =
∑
m,n=1
ζm·ζnFn−1,m e
−i(m+n)q·X (1.40)
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From the Grassmann odd operators one gets:
ρ
(NS)+
GSO exp
(
∞∑
m=1
Υm·B−m+ 1
2
)
e−φeip·X = eH sinh (H1 −H2) e
−φeip·X (1.41)
where
H1 =
∑
n=1
Υn·
(
Oψn−1 +O
ψψψ
n−2
)
e−i(n−1/2)q·X ; H2 =
∑
n=1
Υn·O
ψ∂X
n−1 e
−i(n−1/2)q·X
H =
∑
m,n=1
Υn·Υm
2
(
K
(− 1
2
),(− 1
2
)
n−1,m−1 +K
(− 3
2
),(− 3
2
)
n−2,m +K
(− 3
2
),( 1
2
)
n−2,m−1 +K
( 1
2
),(− 3
2
)
n−1,m−1 +K
( 1
2
),( 1
2
)
n−1,m
)
e−i(m+n−1)q·X
(1.42)
Finally from the combined action one gets an exponential term with argument:
I =
∑
n,m=1
ζm·Υn
(
Y
( 1
2
)
n−1,m+Y
(− 3
2
)
n,m−1−
1
m
Y
(− 1
2
)
n−1,m
)
e−i(n+m−1/2)q·X (1.43)
The manifestly BRST invariant coherent vertex operator in the NS-sector, after the normal
ordering, takes the form
V
(NS)
C full (−1)(z) = e
−φeO1+O2+O3+O4+H+I sinh (H1−H2) e
ip·X (1.44)
The operators identified by the polarisation structures ζ ·ζ , Υ·Υ and ζ ·Υ are new operators, and
therefore new contributions, originating from the coherence effects due to the superposition of
all states. The fact that these effects are quadratic in the polarizations reflects their massive
nature. One can put these new effects to zero choosing complex polarisations and working in the
frame in which there are only familiar string contributions using the following vertex operator:
V
(NS)
C(−1)(z) = e
−φeO2+O3 sinh (H1−H2) e
ip·X(z) (1.45)
In what follows, in order to simplify the notation without loss of generality, we will proceed the
analysis with the last vertex operator. To make contact with the nature of the vertex operator
it is useful look at the first mass levels and recognize the respective vertex operators. To do this
one can start with the mass shell condition of the coherent state
α′M2 = N +M −
1
2
= N +Mo,e +Me,o −
1
2
(1.46)
and for simplicity take the following representation of the vertex operator
V
(NS)
C(−1)(z) = e
−φeO2+O3
(
sinh(H1) cosh(H2)− sinh(H2) cosh(H1)
)
eip·X (1.47)
The one to one correspondence between the mass level and the structure of the corresponding
operators is organized as follows, starting from the explicit form of the mass shell, one can
parametrize the increments in mass related to the operators that will appear. Choosing
N(gn2 , n2; gn3, n3) =
∞∑
n2=1
gn2n2 +
∞∑
n3=1
gn3n3 gni ∈ N (1.48)
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M(lm1 , m1; lm2 , m2) =

Mo,e =
∑∞
m1=1
(2lm1 + 1)
(
m1 −
1
2
)
+
∑∞
m2=1
2lm2
(
m2 −
1
2
)
Me,o =
∑∞
m1=1
2lm1
(
m1 −
1
2
)
+
∑∞
m2=1
(2lm2 + 1)
(
m2 −
1
2
)
lmi ∈ N
(1.49)
the parameters ni and gni are related to the operators (Oi)
gni while mj and lmj to the operators
(Hj)
lmj . In the Tab.(9)-(11) we display the classification of the operators that compose the
vertex operators of the first three mass levels:
α′M2 = 0
N Mo,e M e,o (gn2 , n2) (gn3 , n3) (lm1 ,m1) (lm2 ,m2) V NS (z)(−1)
0 1/2 0 (0,−) (0,−) (0, 1) (0,−) H1|m1=1
0 0 1/2 (0,−) (0,−) (0,−) (0, 1) −H2|m2=1
Table 9: vertex operator for the massless level
e−φ (H1|m1=1−H2|m2=1) e
ip·X = e−φΥ1·ψQ
(1/2,1)
0 e
i(p−q/2)·X − e−φq·ψΥ1·i∂X Q
(−1/2,1)
−1 e
i(p−q/2)·X
(1.50)
Remembering that Q−N = 0 with N > 0 and Q0 = 1 one finds the vertex operator of the
massless vector with polarisation Υ1 and by construction with the physical degrees of freedom
only:
e−φΥ1·ψ e
i(p−q/2)·X (1.51)
For this case we have collected all the possibilities, ignoring for instance that H2 gives non-zero
contribution if and only if m2 > 1. We stress that in the last column, the term e
−φeip·X , is
implied. In what follows we collect only the non vanishing contributions.
From the first massive level Tab.(10) one has the following combination of vertex operators
α′M2 = 1
N Mo,e M e,o (gn2 , n2) (gn3 , n3) (lm1 ,m1) (lm2 ,m2) V NS (z)(−1)
0 3/2 0 (0,−) (0,−) (0, 2) (0, 0) H1|m1=2
0 3/2 0 (0,−) (0,−) (1, 1) (0, 0) H31|m1=1
0 0 3/2 (0,−) (0,−) (0, 0) (0, 2) −H2|m2=2
1 1/2 0 (1, 1) (0,−) (0, 1) (0,−) O2|n2=1H1|m1=1
1 1/2 0 (0,−) (1, 1) (0, 1) (0,−) O3|n3=1H1|m1=1
Table 10: vertex operators of the first massive level
e−φ (H1|m1=2−H2|m2=2) e
ip·X = e−φ
(
Υ2·∂ψ −
3
2
Υ2·ψ q·i∂X − q·ψΥ2·i∂X
)
ei(p−3q/2)·X (1.52)
e−φ (O2|n2=1+O3|n3=1) H1|m1=1 e
ip·X = e−φ (ζ1·i∂X−q·ψ ζ1·ψ) Υ1·ψ e
i(p−3q/2)·X (1.53)
e−φ(H1|m1=1)
3eip·X = e−φΥ1·ψΥ1·ψΥ1·ψ e
i(p−3q/2)·X (1.54)
where the total number of the degrees of freedom is 128, in particular one has 8 d.o.f. from Υµ2 ,
64 d.o.f. from ζµ1Υ
ν
1 and 56 d.o.f. from Υ
µ
1Υ
ν
1Υ
ρ
1.
Repeating the same procedure of the previous case for the second mass level one can count the
d.o.f finding in total 1152 d.o.f. as expected.
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α′M2 = 2
N Mo,e M e,o (gn2 , n2) (gn3 , n3) (lm1 ,m1) (lm2 ,m2) V NS (z)(−1)
0 5/2 0 (0,−) (0,−) (0, 3) (0,−) H1|m1=3
0 5/2 0 (0,−) (0,−) (2, 1) (0,−) H51|m1=1
0 0 5/2 (0,−) (0,−) (0,−) (0, 3) −H2|m2=3
1 3/2 0 (1, 1) (0,−) (1, 1) (0,−) O2|n2=1H
3
1|m1=1
1 3/2 0 (1, 1) (0,−) (0, 2) (0,−) O2|n2=1H1|m1=2
1 3/2 0 (0,−) (1, 1) (1, 1) (0,−) O3|n3=1H
3
1|m1=1
1 3/2 0 (0,−) (1, 1) (0, 2) (0,−) O3|n3=1H1|m1=2
1 0 3/2 (1, 1) (0,−) (0,−) (0, 2) -O2|n2=1H2|m2=2
1 0 3/2 (0,−) (1, 1) (0,−) (0, 2) -O3|n3=1H2|m2=2
2 1/2 0 (2, 1) (0,−) (0, 1) (0,−) O22|n2=1H1|m1=1
2 1/2 0 (1, 2) (0,−) (0, 1) (0,−) O2|n2=2H1|m1=1
2 1/2 0 (0,−) (2, 1) (0, 1) (0,−) O23|n3=1H1|m1=1
2 1/2 0 (0,−) (1, 2) (0, 1) (0,−) O3|n3=2H1|m1=1
2 1/2 0 (1, 1) (1, 1) (0, 1) (0,−) O2O3|n{2,3}=1H1|m1=1
Table 11: vertex operators for the second mass level
1.3 Extension to the non canonical picture
To complete the analysis in the NS sector, we proceed and construct explicitly a coherent
vertex operator in the first non canonical superghost picture, that is the 0-picture and give the
basic ingredients on how to generalize it to the desired picture starting from the canonical one.
The 0-picture coherent vertex operator turns out to be necessary to compute string scattering
amplitudes with more than two coherent vertex operators and also needed for the computation
of 1-loop couplings (the first non trivial after tree level) involving NS coherent states. In order
to raise the picture from the canonical to the first non canonical one, we use the picture rising
operator Π+ that acts on the generic operator O(q˜), in the picture (q˜), as follows:
lim
z→w
Π+(z)O(q˜)(w) = O(q˜+1) (1.55)
where, following from [28, 31], the picture raising operator8 is defined by
Π+(z) = −eφ ψ·i∂X(z) + ... (1.56)
In the case of coherent vertex operator one has to compute the Non-singular OPE Π+(z)VNSC(−1)(w),
that explicitly looks
eφ ψ·∂X(z) e−φeO2+O3 sinh (H1−H2) e
ip·X(w) (1.57)
One can compute separately the contributions coming from O2, O3, H1 and H2 and then use
the Wick’s rules to implement the results in the full OPE. The first two terms are:
Π+(z) e−φO2(w)|z→w = O
+
2 (w) ; Π
+(z) e−φO3(w)|z→w = O
+
3 (w) (1.58)
where explicit forms of the operators are summarised in Appendix B. To compute these terms
a new OPE is needed: the one between ∂X and the cycle index polynomial. It takes
i∂Xµ(z)ZN [U
(n)
s ](w) = −nq
µ
N−v∑
v=1
ZN−v[U
(n)
s ](z−w)
−v−1+
∞∑
h=1
i∂hXµ
(h−1)!
ZN [U
(n)
s ](z−w)
h−1 (1.59)
8The full form includes terms involving both fermionic and bosonic ghost systems : − 1
2
∂ηe2φb− 1
2
∂(ηe2φb)+c∂ξ, which
we didn’t consider because irrelevant at the level of scattering amplitudes [28].
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The last two terms come from:
Π+(z) e−φH2(w)|z→w = H
+
2 (w) ; Π
+(z) e−φH1(w)|z→w = H
+
1 (w) (1.60)
and now the relevant OPE is
i∂Xµ(z)Q
(f,m)
M (w) = −q
µ
∑
v=1
(
(m−
1
2
)Q
(f,m)
M−v−vfQ
(f−1,m)
M−v
)
(z−w)−v−1+
∞∑
h=1
i∂hXµ
(h−1)!
Q
(f,m)
M (z−w)
h−1
(1.61)
Implementing this rules and Wick’s theorem in (1.57) one can write down the NS coherent vertex
operator in the 0-picture :
VNSC(0)(z) = e
O2+O3
[ (
O+2 +O
+
3 +p·ψ
)
sinh (H1−H2)+
(
H+1 −H
+
2
)
cosh (H1−H2)
]
eip·X (1.62)
One can repeat the same analysis as for vertex operator in canonical picture and look at the
first three mass levels. Now the mass-shell condition involves several combinations due to the
presence of O+2 ,O
+
3 ,H
+
1 and H
+
2
N(gni , ni; δni , n˜i) =
∞∑
n2=1
gn2n2 +
∞∑
n3=1
gn3n3 +
∞∑
n˜2=1
δn2 n˜2 +
∞∑
n˜3=1
δn3 n˜3 gni ∈ N ; δni ∈ {0, 1}
M(lmj ,mj ; δmj , m˜j) =

M e =
∑
∞
m1=1
(
2lm1 + (1− δm1 − δm2)
) (
m1 −
1
2
)
+
∑
∞
m2=1
2lm2
(
m2 −
1
2
)
+
∑
∞
m˜1=1
δm1
(
m˜1 −
1
2
)
+
∑
∞
m˜2=1
δm2
(
m˜2 −
1
2
)
Mo =
∑
∞
m1=1
(2lm1 + δm1 + δm2)
(
m1 −
1
2
)
+
∑
∞
m2=1
(
2lm2 + 1
) (
m2 −
1
2
)
+
∑
∞
m˜1=1
δm1
(
m˜1 −
1
2
)
+
∑
∞
m˜2=1
δm2
(
m˜2 −
1
2
)
(1.63)
In the definition of M , Me involves an even number of H2 operators while M
o an odd number
of H∈ operators. Moreover the δmi inside M
e(Mo) is needed, since when terms without H+i
operator are considered only odd(even) powers in H1 enter, otherwise terms with H
+
i operator
appear only with even(odd)-power in H1. All is collected in Tab.(12)-(15), and from Tab.(13) we
will ignore terms involving H2 and H
+
2 unless the non-zero condition {m2, m˜2} > 1 is satisfied.
α′M2 = 0
N M e Mo
[
(gn2 , n2) (gn3 , n3)
(δn2 , n˜2) (δn3 , n˜3)
] [
(lm1 ,m1) (lm2 ,m2)
(δm1 , m˜1) (δm2 , m˜2)
]
V NS (z)
(0)
0 1/2 0
[
(0,−) (0,−)
(0,−) (0,−)
] [ (0, 1) (0,−)
(0,−) (0,−)
]
;
[
(0,−) (0,−)
(1, 1) (0,−)
]
[
(0,−) (0,−)
(0,−) (1, 1)
] pψH1|m1=1 +H+1 |m˜1=1
−H+2 |m˜2=1
0 0 1/2
[
(0,−) (0,−)
(0,−) (0,−)
] [
(0,−) (0, 1)
(0,−) (0,−)
]
−pψH2|m2=1
Table 12: zero mass level represented by the coherent operator in the 0 superghost picture
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α′M2 = 1
N M e Mo
[
(gn2 , n2) (gn3 , n3)
(δn2 , n˜2) (δn3 , n˜3)
] [
(lm1 ,m1) (lm2 ,m2)
(δm1 , m˜1) (δm2 , m˜2)
]
V NS (z)
(0)
0 3/2 0
[
(0,−) (0,−)
(0,−) (0,−)
]
[
(0, 2) (0,−)
(0,−) (0,−)
]
;
[
(1, 1) (0,−)
(0,−) (0,−)
]
[
(0,−) (0,−)
(1, 2) (0,−)
]
;
[
(0,−) (0,−)
(0,−) (1, 2)
]
[
(1, 1) (0,−)
(1, 1) (0,−)
]
pψH1|m1=2 + pψH
3
1|m1=1
+H+1 |m˜1=2 −H
+
2 |m˜2=2
+H+1 H
2
1|{m1,m˜1}=1
0 0 3/2
[
(0,−) (0,−)
(0,−) (0,−)
] [
(0,−) (0, 2)
(0,−) (0,−)
]
−pψH2|m2=2
1 1/2 0
[
(1, 1) (0,−)
(0,−) (0,−)
]
[
(0,−) (1, 1)
(0,−) (0,−)
] [ (0, 1) (0,−)
(0,−) (0,−)
]
;
[
(0,−) (0,−)
(1, 1) (0,−)
]
O2|n2=1(pψH1|m1=1 +H
+
1 |m˜1=1)
O3|n3=1(pψH1|m1=1 +H
+
1 |m˜1=1)
1 1/2 0
[
(0,−) (0,−)
(1, 1) (0,−)
]
[
(0,−) (0,−)
(0,−) (1, 1)
] [ (0, 1) (0,−)
(0,−) (0,−)
]
(O+2 |n˜2=1 +O
+
3 |n˜3=1)H1|m1=1
Table 13: first massive level represented by the coherent operator in the 0 superghost picture.
α′M2 = 2 (PartI)
N Me Mo
[
(gn2 , n2) (gn3 , n3)
(δn2 , n˜2) (δn3 , n˜3)
] [
(lm1 ,m1) (lm2 , m2)
(δm1 , m˜1) (δm2 , m˜2)
]
V NS (z)
(0)
0 5/2 0
[
(0,−) (0,−)
(0,−) (0,−)
]
[
(0, 3) (0,−)
(0,−) (0,−)
]
;
[
(2, 1) (0,−)
(0,−) (0,−)
]
[
(0,−) (0,−)
(1, 3) (0,−)
]
;
[
(0,−) (0,−)
(0,−) (1, 3)
]
[
(1, 1) (0,−)
(1, 2) (0,−)
]
;
[
(1, 1) (0,−)
(0,−) (1, 2)
]
[
(2, 1) (0,−)
(1, 1) (0,−)
]
pψH1|m1=3 + pψH
5
1|m1=1
+H+1 |m1=3 −H
+
2 |m2=3
+H1|m1=1(H
+
1 |m˜1=2 −H
+
2 |m˜2=2)
+H+1 H
4
1|{m˜1,m1}=1
0 0 5/2
[
(0,−) (0,−)
(0,−) (0,−)
]
[
(0,−) (0, 3)
(0,−) (0,−)
]
;
[
(1, 1) (0, 2)
(0,−) (0,−)
]
[
(0, 1) (0, 2)
(1, 1) (0,−)
] − pψH2|m2=3 − pψH21|m1=1H2|m2=2
−H+1 H1|{m˜1,m1}=1H2|m2=2
1 3/2 0
[
(1, 1) (0,−)
(0,−) (0,−)
]
[
(0,−) (1, 1)
(0,−) (0,−)
]
[
(0, 2) (0,−)
(0,−) (0,−)
]
;
[
(1, 1) (0,−)
(0,−) (0,−)
]
[
(0,−) (0,−)
(1, 2) (0,−)
]
;
[
(0,−) (0,−)
(0,−) (1, 2)
]
[
(1, 1) (0,−)
(1, 1) (0,−)
]
(O2+O3)|{n2,n3}=1


pψ
(
H1|m1=2+H
3
1|m1=1
)
H+1 |m˜1=2−H
+
2 |m˜2=2
H+1 H
2
1|{m1,m˜1}=1


Table 14: second massive level represented by the coherent operator in the 0 superghost picture.
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α′M2 = 2 (PartII)
N Me Mo
[
(gn2 , n2) (gn3 , n3)
(δn2 , n˜2) (δn3 , n˜3)
] [
(lm1 , m1) (lm2 ,m2)
(δm1 , m˜1) (δm2 , m˜2)
]
V NS (z)
(0)
1 3/2 0
[
(0,−) (0,−)
(1, 1) (0,−)
]
[
(0,−) (0,−)
(0,−) (1, 1)
]
[
(0, 2) (0,−)
(0,−) (0,−)
]
;
[
(1, 1) (0,−)
(0,−) (0,−)
]
(O+2 +O
+
3 )|{n˜2,n˜3}=1
(
H1|m1=2 +H
3
1|m1=1
)
1 0 3/2
[
(1, 1) (0,−)
(0, 0) (0,−)
]
[
(0,−) (1, 1)
(0, 0) (0,−)
]
[
(0,−) (0, 2)
(0,−) (0,−)
]
−(O2 +O3)|{n2,n3}=1pψH2|m2=2
1 0 3/2
[
(0,−) (0,−)
(1, 1) (0,−)
]
[
(0,−) (0,−)
(0, 0) (1, 1)
]
[
(0,−) (0, 2)
(0,−) (0,−)
]
−(O+2 +O
+
3 )|{n˜2,n˜3}=1H2|m2=2
2 1/2 0
[
(2, 1) (0,−)
(0, 0) (0,−)
]
[
(0,−) (2, 1)
(0, 0) (0,−)
]
[
(1, 2) (0,−)
(0, 0) (0,−)
]
[
(0,−) (1, 2)
(0, 0) (0,−)
]
[
(0, 1) (0,−)
(0,−) (0,−)
]
;
[
(0,−) (0,−)
(1, 1) (0,−)
] (
(O22+O
2
3)|{n2,n3}=1
(O2+O3)|{n2,n3}=2
)
(H+1 |m˜1=1+pψH1|m1=1)
2 1/2 0
[
(0,−) (0,−)
(1, 2) (0,−)
]
[
(0,−) (0,−)
(0, 0) (1, 2)
]
[
(0, 1) (0,−)
(0,−) (0,−)
]
(O+2 +O
+
3 )|{n˜2,n˜3}=2H1|m1=1
2 1/2 0
[
(1, 1) (1, 1)
(0, 0) (0,−)
] [
(0, 1) (0,−)
(0,−) (0,−)
]
;
[
(0,−) (0,−)
(1, 1) (0,−)
]
O2O3|{n2,n3}=1(H
+
1 |m˜1=1+pψH1|m1=1)
2 1/2 0
[
(1, 1) (1, 1)
(1, 1) (1, 1)
] [
(0, 1) (0,−)
(0,−) (0,−)
]
(O2+O3)(O
+
2 +O
+
3 )|{n2,n3,n˜2,n˜3}=1H1|m1=1
Table 15: second massive level represented by the coherent operator in the 0 superghost picture.
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2 Three-points Amplitudes
In this section we will discuss the role of the coherent vertex operator in scattering amplitudes
processes. To this end we compute the simplest three-points coupling involving a NS coherent
state in two different pictures.
2.1 Coherent state-Vector-Vector coupling (canonical picture)
Considering the coherent vertex operator of (1.45), we want to compute the three-points disk
coupling between a NS coherent state and two vectors, that is
C3 ({ζn}, {Υm}, p, q ;A2, k2 ;A3, k3) =
〈
cVNSC (−1)(z1) cVA (−1)(z2) cVA (0)(z3)
〉
(2.1)
in which we insert the c-ghosts in order to fix the PSL(2,R) symmetry. Barring the Chan-Paton
factors the vector vertex operators read
VA (−1)(z) = e
−φA·ψ eik·X(z) ; VA (0)(z) = (A·i∂X + k·ψA·ψ) e
ik·X(z) ; k2 = A·k = 0 (2.2)
First of all one can factor out the ghosts and super ghosts contributions
〈c(z1)c(z2)c(z3)〉 = z12z13z23 ;
〈
e−φ(z1)e
−φ(z2)
〉
= z−112 (2.3)
where zij = zi − zj , and evaluate the main contribution〈
eO2+O3 sinh (H1−H2) e
ip·X(z1)A2·ψe
ik2·X(z2) (A3·i∂X+k3·ψA3·ψ) e
ik3·X(z3)
〉
(2.4)
Remembering that Oi operators and Hj operators are referred respectively to worldsheet bosons
and fermions modes, in so far as the light like momentum is concerned one has e−inq·X insertions
from Oi and e
−i(m−1/2)q·X from the others. Using this fact one can write the Koba-Nielsen (KN)
factor as: 〈
eipC ·X(z1) e
ik2·X(z2) e
ik3·X(z3)
〉
= zpC ·k212 z
pC ·k3
13 z
k2·k3
23 (2π)
Dδ (pC + k2 + k3)
=
∫
MD
dDX0 e
i(p+k2+k3)·X0 e−i(N+M)q·X0z−1+N+M12 z
−1+N+M
13 z
1−N−M
23
(2.5)
where pµC = p
µ−(N + M)qµ and N , M take into account the light-like momentum insertions
according to (1.9) extending the mass shell composition to the case of coherent superposition,
the general form of N is:
N =
∑
n2=1
gn2n2 +
∑
n3=1
n3 ; gn2 ∈ N (2.6)
are related, neatly, to O2 and O3 and the coefficient gn2 come from the exponential structure of
O2 , while for M :
M =

∑
m2=1
ℓm2
(
m2−
1
2
)
+
∑
m1=1
(
m1−
1
2
)
; ℓm2 even∑
m2=1
ℓm2
(
m2−
1
2
)
; ℓm2 odd
(2.7)
where m1 is related with H1, m2 with H2 and ℓm2 a positive integer even or odd depending on
the hyperbolic cosine or sine structure. Looking at the sub-amplitude structures, identified by
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the number of fermionic contractions and the relations q·A2,3=0, one has in total six contribu-
tions S1,S2,S3,S4,S5,S6 that have in common the integral of momentum conservation and the
contribution coming from eO2 that is :∫
MD
dDX0 e
i(p+k2+k3)·X0 exp
(∑
n2=1
(−)n2+1
2n2!
Γ
[
n2
2
(Q+1)
]
Γ
[
n2
2
(Q−1)+1)
] ζ˜n2 ·(k2−k3)
)
=
∫
MD
dX0 e
F (X0)
(2.8)
that for simplicity we abbreviate as above. With this redefinition and the fact that the polari-
sations of the coherent state, after the contractions, get “dressed” according to
ζ˜n = ζn e
−inq·X0 ; Υ˜m = Υm e
−i(m−1/2)q·X0 (2.9)
the sub-amplitudes take the following form:
S1 = 〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉 〈
eO2H1 e
ip·X(z1)A2·ψe
ik2·X(z2)A3·i∂X3e
ik3·X(z3)
〉
=
∫
MD
dDX0 e
F (X0)
∑
m1=1
(−)m1+1
2m1−2
∑
n2=1
Υm1 ·A2 ζn2·A3
Γ[1+n2
2
(1+Q)]
n2! Γ[2+
n2
2
(Q−1)]
∑
ℓ=0
Q
(1/2,m1)
m1−ℓ−1
+
+
∫
MD
dDX0 e
F (X0)
∑
m1=1
(−)m1
2m1−1
Υ˜m1 ·A2A3·(k2−pC)
∑
ℓ=0
Q
(1/2,m1)
m1−ℓ−1
(2.10)
S2 = 〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉 〈
eO2O3H1 e
ip·X(z1)A2·ψe
ik2·X(z2) k3·ψA3·ψe
ik3·X(z3)
〉
=
∫
MD
dDX0 e
F (X0)
∑
n3=1
(Q+1)
(n3−1)!
Γ
[
n3
2
(1−Q)
]
Γ
[
1−n3
2
(1+Q)
]
∑
m1=1
(−)m4+1
2m4+1
( n3
2
(1−Q)
1−n3
2
(1+Q)
ζ˜n3·A3 Υ˜m4 ·A2 − ζ˜n3·A2 Υ˜m4 ·A3
)∑
h=0
Q
(1/2,m4)
m4−h−1
(2.11)
S3 = −〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉 〈
eO2H2 e
ip·X(z1)A2·ψe
ik2·X(z2) k3·ψA3·ψe
ik3·X(z3)
〉
=
∫
MD
dDX0 e
F (X0)
∑
m2=1
(Q+1)
2m2+2
A2·A3 Υ˜m2 ·(k3−k2)
∑
h1,h2=0
(−)m2+h1+1
(
(−)h2−1
)
Q
(−1/2,m2)
m2−h1−h2−1
(2.12)
S4 = 〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉 〈
eO2H1 e
ip·X(z1)A2·ψe
ik2·X(z2) k3·ψA3·ψe
ik3·X(z3)
〉
=
∫
MD
dDX0 e
F (X0)
∑
m1=1
(−)m1+1
2m1
(
A2·(k3−pC) Υ˜m1 ·A3 − A2·A3 Υ˜m1 ·(k3−k2)
)∑
h=0
(−)hQ
(1/2,m4)
m1−h−1
(2.13)
S5 = 〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉 〈
eO2(H1)
3 eip·X(z1)A2·ψe
ik2·X(z2) k3·ψA3·ψe
ik3·X(z3)
〉
=
∫
MD
dDX0 e
F (X0)
∑
m1,m2,m3=1
∑
h1,h2,h3=0
(−)m1+m2+m3
2m1+m2+m3−3
Q
(1/2,m1)
m1−h1−1
Q
(1/2,m2)
m2−h2−1
Q
(1/2,m3)
m3−h3−1
(−)h1+h2+h3
[
(−)h2Υ˜m1 ·A3Υ˜m2 ·A2Υ˜m3 ·k3 − (−)
h3Υ˜m1 ·A3Υ˜m2 ·k3Υ˜m3 ·A2 + (−)
h2Υ˜m3 ·k3Υ˜m1 ·A3Υ˜m2 ·A2+
− (−)h2Υ˜m1 ·k3Υ˜m2 ·A2Υ˜m3 ·A3 + (−)
h2Υ˜m1 ·k3Υ˜m2 ·A3Υ˜m3 ·A2 + (−)
h1Υ˜m2 ·A3Υ˜m1 ·A2Υ˜m3 ·k3+
− (−)h3Υ˜m2 ·A3Υ˜m1 ·k3Υ˜m3 ·A2 − (−)
h1Υ˜m2 ·k3Υ˜m1 ·A2Υ˜m3 ·A3 + (−)
h3Υ˜m2 ·k3Υ˜m1 ·A3Υ˜m3 ·A2+
+ (−)h1Υm3 ·A3Υm1 ·A2Υm1 ·k3 − (−)
h1Υm3 ·A3Υm1 ·k3Υm2 ·A2 − (−)
h1Υm3 ·k3Υm1 ·A2Υm2 ·A3
]
(2.14)
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S6 = 〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉 〈
eO2(H1)
2H2 e
ip·X(z1)A2·ψe
ik2·X(z2) k3·ψA3·ψe
ik3·X(z3)
〉
=
∫
MD
dDX0 e
F (X0)
∑
m1,m2,m3=1
∑
h1,h2,h3,h4=0
(−)m1+m2+m3
2m1+m2+m3−2
Q
(1/2,m1)
m1−h1−1
Q
(1/2,m2)
m2−h2−1
Q
(−1/2,m3)
m3−h3−h4−1
(−)h1+h2+h3+h4
(
1− (−)h4
)
(Q+1) Υ˜m3·k3
(
(−)h1Υ˜m1 ·A2 Υ˜m2 ·A3 + (−)
h2Υ˜m2 ·A2 Υ˜m1 ·A3
)
(2.15)
where the argument inside the Q polynomial takes the following form:
U (ℓ)s =
ℓ
2
(
Q− 1 + (−)s+1(Q+ 1)
)
(2.16)
All the details of the various summations are reported in the Appendix A. It’s very easy to select
the three vector coupling, looking at α′(M)2 = (N+M−1), one needs N = 0 and M = 1 that
means no insertions of n and only one of type m, more specific for m = 1 one has:
C3 (Υ1, p, q ;A2, k2 ;A3, k3) =
(
Υ1
∫
dΥ1
)
C3 ({ζn}, {Υm}, p, q ;A2, k2 ;A3, k3)
∣∣∣
Υ,ζ=0
(2.17)
and after the integral over X0 one gets:
1
2
(
Υ1·A2A3·[(p−q/2)−k2]+A3·A2Υ1·(k3−k2)+Υ1·A3A2·[k3−(p−q/2)]
)
(2π)D δ (p−q/2+k2+k3)
(2.18)
that is exactly the three vector coupling where one vector is identified with Υ1 and the respective
momentum that is p−q/2. In general to select the coupling of a single state in the amplitude
one can apply the operator:(
Υm∗
∫
dΥm∗
)ℓm∗ (
ζn∗
∂
∂ζn∗
)gn∗
C3 ({ζn}, {Υm}, p, q ;A2, k2 ;A3, k3)
∣∣∣
Υ,ζ=0
(2.19)
for fixed values of m∗,n∗,ℓm∗ ,gn∗
2.2 Coherent state-Vector-Vector coupling (non-canonical picture)
Another realization of the same three-points coupling can be obtained choosing different su-
perghost pictures. We choose to describe the computation principally for two reasons: first
as a consistency check in preparation of one loop computations on oriented and unoriented
surfaces and second to show PSL(2,R) invariance under a non trivial cancellation between sub-
amplitudes, that is different with respect to the previous case in which there were only non
trivial cancellations of the dependence on the coordinates of the puncture inside each single
sub-amplitude. The present coupling is :
C3 ({ζn}, {Υm}, p, q ;A2, k2 ;A3, k3) =
〈
cVNSC (0)(z1) cVA (−1)(z2) cVA (−1)(z3)
〉
(2.20)
Using the same setup as for the previous subsection, there are seven sub-amplitudes that read
S1 =
〈
eO2H+1 e
ip·X(z1)A2·ψe
ik2·X(z2)A3·ψe
ik3·X(z3)
〉
(2.21)
S2 = −
〈
eO2H+2 e
ip·X(z1)A2·ψe
ik2·X(z2)A3·ψe
ik3·X(z3)
〉
(2.22)
S3 =
〈
eO2p·ψH1 e
ip·X(z1)A2·ψe
ik2·X(z2)A3·ψe
ik3·X(z3)
〉
(2.23)
S4 =
〈
eO2H+1 (H1)
2 eip·X(z1)A2·ψe
ik2·X(z2)A3·ψe
ik3·X(z3)
〉
(2.24)
S5 = −
〈
eO2H+2 (H1)
2 eip·X(z1)A2·ψe
ik2·X(z2)A3·ψe
ik3·X(z3)
〉
(2.25)
S6 =
〈
eO2O+3 H1 e
ip·X(z1)A2·ψe
ik2·X(z2)A3·ψe
ik3·X(z3)
〉
(2.26)
S7 =
〈
eO2O+2 H1 e
ip·X(z1)A2·ψe
ik2·X(z2)A3·ψe
ik3·X(z3)
〉
(2.27)
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The manifestly PSL(2,R) invariant combinations consist of:
SA = 〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉
(S1 + S2)
=
∫
MD
dDX0 e
F (X0)
∑
m=1
(−)m+1
2m+1
A2·A3 Υ˜m·(k2−k3)[∑
ℓ=0
Q
(1/2,m)
m−ℓ−1
(
1+(−)ℓ
)
−
∑
h1,h2=0
(−)h1Q
(−1/2,m)
m−h1−h2−1
(
1+(−)h2
)(
(−)h1(Q−1)+1+Q
)]
(2.28)
SB = 〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉
S3
=
∫
MD
dDX0 e
F (X0)
∑
m=1
(−)m−1
2m
∑
h=0
Q
(1/2,m)
m−h−1
(
Υ˜m·A2A3·(pC−k2) + (−)
h+1Υ˜m·A3A2·(pC−k3)
)
(2.29)
SC = 〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉
(S4 + S5)
=
∫
MD
dDX0 e
F (X0)
∑
m1,m2,m3=1
(−)m1+m2+m3
2m1+m2+m3−2
∑
h2,h3=0
Q
(1/2,m2)
m2−h2−1
Q
(1/2,m3)
m3−h3−1{
Υ˜m1 ·k2Υ˜m2 ·A3Υ˜m3 ·A2
[∑
h1=0
Q
(1/2,m1)
m1−h1−1
(−)1+h2
(
1+(−)h1
)
+
+
1
2
∑
ℓ1,ℓ2=0
Q
(−1/2,m1)
m1−ℓ1−ℓ2−1
(−)ℓ1+h3
(
1 + (−)ℓ2
)
[(−)ℓ1(Q− 1) +Q + 1]
]
+
− Υ˜m1 ·k2Υ˜m3 ·A3Υ˜m2 ·A2
[∑
h1=0
Q
(1/2,m1)
m1−h1−1
(−)1+h3
(
1 + (−)h1
)
+
+
1
2
∑
ℓ1,ℓ2=0
Q
(−1/2,m1)
m1−ℓ1−ℓ2−1
(−)ℓ1+h2
(
1 + (−)ℓ2
)
[(−)ℓ1(Q− 1) +Q + 1]
]}
(2.30)
SD = 〈c(z1)c(z2)c(z3)〉
〈
e−φ(z1)e
−φ(z2)
〉
(S6 + S7)
=
∫
MD
dDX0 e
F (X0)
∑
m=1
∑
ℓ=0
(−)m+1
2m
Q
(1/2,m)
m−ℓ−1{∑
n=1
Υ˜m·A2 ζ˜n·A3
[
Γ[1+n
2
(1−Q)]
n! Γ[2−n
2
(1+Q)]
+
(−)n
2n
∑
h1,h2=0
Zn−h1−h2−1 (−)
h1+h2
[
(−)h1(Q−1)+Q+1
] ]
+
−
∑
n=1
ζ˜n·A2 Υ˜m·A3
[
(−)n+ℓΓ[1+n
2
(1+Q)]
n! Γ[2+n
2
(Q−1)]
+
(−)n+h1+ℓ
2n
∑
h1,h2=0
Zn−h1−h2−1
[
(−)h1(Q−1)+Q+1
] ]}
(2.31)
One can verify that this result is exactly the same as the previous subsection. Comparing the
polarisation structures and the relative polynomial, of the two different representations, one can
find interesting polynomial identities, aspects that go beyond the scope of this paper.
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3 Extension to the Coherent vertex operator of Ramond states
In this section we will show how to extend the NS coherent vertex operators to the Ramond
sector. In particular we will discuss two different procedures. The first one is based on the
use of supersymmetry transformations in the target space supersymmetry and the second one
is a direct construction starting from the degenerate Ramond vacuum following the line of the
previous construction in the NS sector.
3.1 Extension using spacetime supersymmetry
In superstring theory, a possible way to map NS states into their super-partner states in the
Ramond sector states, makes use of target space supersymmetry [28]. In a ten dimensional
Minkowski spacetime with SO(1, 9) Lorentz group, the supercharges are Majorana-Weyl spinors
QSUSYα of real dimension sixteen, and in superstring theory due to the presence of the superghost
the realization of the supercharges9 requires a dependence on the picture number QSUSYα(q˜) . Con-
sidering a NS vertex operator of a certain mass level with picture number q˜2, one can obtain the
corresponding R vertex operator by :
ξαQSUSYα(q˜1) V
(NS)
(q˜2)
(z)
∣∣
α′(Mass)2
= V
(R)
(q˜1+q˜2)
(z)
∣∣
α′(Mass)2
(3.1)
In the specific case of the NS coherent vertex operator the action of the supercharge plays exactly
the same role. To compute the R coherent vertex operator in the canonical picture q = −1/2
one needs the supercharge in the first non canonical picture q′ = +1/2:
QSUSYα(+1/2) =
∮
dw
2πi
eφ/2i∂XMΓ
M
αβC
β(w) (3.2)
where ΓMαβ is the “projected” Dirac gamma matrix and C
β is the spin field with opposite chirality
with respect to the supercharge. To extend in the R sector the NS coherent vertex operator one
can use the following relation
ξαQSUSYα(+1/2) V
(NS)
C(−1)(z) = V
(R)
C(−1/2)(z) (3.3)
In order to determine the explicit structure of the Ramond coherent vertex operator one has to
evaluate the OPE (3.3).
3.2 Supersymmetric DDF construction
Following the line of the construction of NS coherent vertex operator where the world-sheet
supersymmetric version of the DDF operators were used, one can build a Ramond coherent vertex
operator choosing the vacuum state to be the lowest state of the Ramond sector. In the light-
cone “description” only physical states are included and one has to consider the SO(8) group
associated to the transverse eight dimensions. Before imposing Majorana and Weyl conditions,
the on shell spinors of SO(1, 9) have sixteen complex components that are the same as for the
SO(8) spinors before the Majorana and Weyl conditions10. The vacuum that one can choose is
a state created by an operator in the canonical picture composed by a massless Majorana spin
field of SO(8) having the following form
|α, k〉(−1/2) = e
−φ/2Sα e
ik·X(z) |0〉 ; k2 = 0 , α = 1 . . . 16 (3.4)
9In the present case, in which we consider critical open superstring with only one worldsheet supersymmetry, in the
ten dimensional target space there is only one supercharge.
10Majorana-Weyl spinors exist in SO(1, 9) and in SO(8).
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Now we define the R coherent state in the canonical picture prior to the GSO projection as
exp
(∑
n=1
ζn
n
·A−n
)
exp
(∑
m=1
Υm·B−m
)
|α, k〉(−1/2) (3.5)
In terms of eight-dimensional irreducible spinorial representations of SO(8) the vacuum can be
decomposed in two vacua, one for the (S) conjugacy class and the other for the (C) conjugacy
class. This decomposition can be realized with the use of the chirality operator γ9 under which
states of a definite chirality can be projected. In particular one has
PS |α, k〉(−1/2) = |a, k〉
(S)
(−1/2) ; PC |α, k〉(−1/2) = |a˙, k〉
(C)
(−1/2) ; PS,C =
1± γ9
2
labeleq : Rvacuums
(3.6)
where PS,C are the chirality projectors. Defining the GSO projectors in the R sector to be
ρ
(R)±
GSO =
1± γ9(−)F
2
; F =
∑
B−m Bm (3.7)
one can split in two parts (3.5), giving rise to
(ρ
(R)+
GSO + ρ
(R)−
GSO ) exp
(∑
n=1
ζn
n
·A−n
)
exp
(∑
m=1
Υm·B−m
)
|α, k〉(−1/2) (3.8)
From the first term one obtains
exp
(∑
n=1
ζn
n
·A−n
)
cosh
(∑
m=1
Υm·B−m
)
|a, k〉
(S)
(−1/2) +
+ exp
(∑
n=1
ζn
n
·A−n
)
sinh
(∑
m=1
Υm·B−m
)
|a˙, k〉
(C)
(−1/2)
(3.9)
that is the combination with +1 eigenvalue under the action of the operator γ9 (−)F , while from
the second term one has the combination with −1 eigenvalue, that is
exp
(∑
n=1
ζn
n
·A−n
)
cosh
(∑
m=1
Υm·B−m
)
|a˙, k〉
(C)
(−1/2) +
+ exp
(∑
n=1
ζn
n
·A−n
)
sinh
(∑
m=1
Υm·B−m
)
|a, k〉
(S)
(−1/2)
(3.10)
The GSO projection in the Ramond sector requires to choose only states with the same eigenvalue
of γ9 (−)F , as a result our definition of GSO projected Ramond coherent vertex operator in the
canonical picture is
V
(R)
C(−1/2)(z) = ρ
(R)+
GSO exp
(∑
n=1
ζn
n
·A−n
)
exp
(∑
m=1
Υm·B−m
)
e−φ/2 Sα e
ik·X(z) (3.11)
It would be very interesting to determine the normal ordered version of (3.11) as we did for the
NS coherent vertex operator. We leave it to the future.
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4 Summary, conclusion and outlook
In the context of open superstring theory, we have used the SGA of the transverse supersym-
metric version of the DDF operators to construct arbitrarily massive NS higher-spin physical
(BRST invariant) states in the canonical picture, where without loss of generality only a single
D9 brane was considered, providing a general formula in a closed form. To determine the struc-
ture of the arbitrary massive higher-spin vertex operator is necessary to perform the normal
ordering between the supersymmetric DDF operators and the operator representing the selected
vacuum. We have classified the OPE rules required for the derivation.
We have then constructed the NS coherent vertex operator in the canonical picture in terms
of DDF operators and the different behaviour between Grassmann even and Grassmann odd
operators was pointed out. In fact the Grassmann even part of the state turns out to be coherent
and identified with the parameters (quantum numbers) ζµn that are continuous c-numbers. The
Grassmann odd part of the state is coherent and sqeezed with the parameters represented by
Υµm that are continuous a-numbers. After the required normal ordering we have eliminated
the explicit dependence on the DDF operators and found a new exponentiation with a set of
operatorial structures constrained by the GSO projection. Owing to the dictionary between the
mass shell and the new operators insertions we have studied the first few mass levels (as a level
expansion of the coherent vertex operator) finding, level by level, the vertex operators with the
counting of the d.o.f. in agreement with the literature. This allows us to conclude that the
normal ordered coherent vertex operator includes the whole content of the NS sector being a
generating function of BRST invariant and manifestly covariant vertex operators.
Motivated by the interest of computing scattering amplitudes involving more than one NS co-
herent vertex operator, we have derived the vertex operator in the first non canonical superghost
picture which is also necessary for the computation of the first higher genus i.e. one loop string
scattering amplitudes. As a consistency check we have computed the coupling of one NS coher-
ent state, in both superghost pictures and two vectors finding complete agreement among them.
We have given the rules to select the coupling at the desired level in the coherent superposition.
To complete the revelation of coherent states in open superstring theory, we have illustrated two
different procedures for extending our construction to the Ramond sector. The first is based on
the use of supersymmetric transformations and the second on a direct construction carried out
with the help of the DDF operators. In this last case the identification of the GSO projections
is required to obtain a supersymmetric theory in the target space with only physical states.
The generalization to the closed superstring theory is not too difficult. One has to introduce
the level matching between left and right modes through a delta integral with a dressing of
the polarisations and compose the GSO projections of the Ramond sector to recover the closed
string sectors. In the case of type IIA and type IIB theories the NS-NS coherent vertex operator
in the canonical picture takes the form
W
(NS)(NS)
C(−1)(−1) (z, z¯) =
∫ 2π
0
dβ exp
(
∞∑
n=1
1
n
ζ (β)n ·A
(L)
−n
)
ρ
(NS)+
GSO,L exp
(
∞∑
m=1
Υ(β)m ·B
(L)
−m
)
e−φeip·XL(z)
exp
(
∞∑
n¯=1
1
n¯
ζ¯
(β)
n¯ ·A
(R)
−n¯
)
ρ
(NS)+
GSO,R exp
(
∞∑
m¯=1
Υ¯
(β)
m¯ ·B
(R)
−m
)
e−φ¯eip·XR(z¯)
(4.1)
with ζ
µ(β)
n = ζµne
−inβ, ζ¯
µ(β)
n¯ = ζ
µ
n¯e
in¯β and Υ
µ(β)
m = Υµme
−imβ, Υ¯
µ(β)
m¯ = Υ¯
µ
m¯e
im¯β.
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The normal ordered version is made of
W
(NS)(NS)
C(−1)(−1) (z, z¯) =
∫ 2π
0
dβ e−φeO
(β)
2 +O
(β)
3 sinh
[
H
(β)
1 −H
(β)
2
]
e−φ¯eO¯
(β)
2 +O¯
(β)
3 sinh
[
H¯
(β)
1 −H¯
(β)
2
]
eip·XL,R
(4.2)
with XL,R = XL+XR and the notation O
(β)
2,3 = O2,3(ζ
(β)), H
(β)
1,2 = H1,2(Υ
(β)). Following the same
line one can write down the coherent vertex operator for the other sectors and in particular the
coherent vertex operator of the RR sector in the canonical superghost pictures following (3.11)
is given by
W
(R)(R)
C(− 1
2
)(− 1
2
)
(z, z¯) =
∫ 2π
0
dβ V
(R+)
C(− 1
2
),L
(z)V
(R+)
C(− 1
2
),R
(z¯) ; type IIB
W
(R)(R)
C(− 1
2
)(− 1
2
)
(z, z¯) =
∫ 2π
0
dβ V
(R+)
C(− 1
2
),L
(z)V
(R−)
C(− 1
2
),R
(z¯) ; type IIA
(4.3)
where the superscript (R+) and (R−) of the holomorphic and antiholomorphic vertex operators
are referred to the choice of GSO projections ρ
(R)+
GSO and ρ
(R)−
GSO , respectively. Of course to be able
to cover many different deep aspects of the superstring theory one needs to extend the present
construction to the case of asymmetric pictures, as pointed out in [32], and in the case of open
superstring the inclusion of the Chan-Paton factors is needed to consider multiple branes setups.
We argue that this construction could be a good starting point for the study of the interactions
of higher spin states [33, 34] and macroscopic states [35, 36] in superstring theory. In addition,
it would be very interesting to extend the analysis in the context of strings living in Anti-de
Sitter spaces [37, 38, 39].
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A Polynomial structures
The first non trivial polynomial structure is the cycle index polynomial of the symmetric group
ZN [U
(ℓ)
k ] :=
∂Nz
N !
exp
(
∞∑
k=1
(−ℓ)Uk
k
zk
) ∣∣∣
z=0
(A.1)
the second polynomial structure that one encounters is G:
G
(1/2)
N [U
(−1)
k ] :=
∂Nz
N !
(
1 +
∑
s=1
U (−1)s z
s
)1/2 ∣∣∣∣∣
z=0
=
1
Γ
(
−1
2
) ∫ ∞
0
dη η−
1
2
−1e−η
∂Nz
N !
exp
(
−η
∑
s=1
U (−1)s z
s
)∣∣∣∣∣
z=0
=
1
Γ
(
−1
2
) ∫ ∞
0
dη η−
1
2
−1e−η ZN
[
s U (η)s
]
=
1
Γ
(
−1
2
) ∫ ∞
0
dη η−
1
2
−1e−η
∑
ℓs:
∑
s sℓs=N
N∏
s=1
(
η s U
(1)
s
s
)ℓs
1
ℓs!
=
1
Γ
(
−1
2
) ∑
ℓs:
∑
s s ℓs=N
Γ
(∑
s
ℓs −
1
2
)
N∏
s=1
(
s U
(1)
s
s
)ℓs
1
ls!
(A.2)
where the general formula is represented by
G
(k)
N [U
(−1)
s ] :=
1
Γ (−k)
∑
ℓs:
∑
s sℓs=N
Γ
(∑
s
ℓs − k
)
N∏
s=1
(
s U
(1)
s
s
)ℓs
1
ls!
(A.3)
for instance one can give some low degree expressions of this polynomial:
G
(k)
−N [as] = 0 ; G
(k)
0 [as] = 1
G
(1/2)
1 [as] =
a1
2
; G
(−1/2)
1 [as] = −
a1
2
; G
(−3/2)
1 [as] = −
3a1
2
G
(1/2)
2 [as] =
1
2
(
−
a21
4
+a2
)
; G
(−1/2)
2 [as] =
1
2
(
3a21
4
−a2
)
; G
(−3/2)
2 [as] =
1
2
(
15a21
4
−3a2
)
The last polynomial structure is a combination of the last two polynomials and has the following
form
Q
(k,m)
N [Us
(−1);Uℓ
(m−1/2)] :=
∂Nz
N !

(
1 +
∑
s=1
U (−1)s z
s
)k
exp
(∑
ℓ=1
Uℓ
ℓ
(m−1/2)
zℓ
)
∣∣∣∣∣
z=0
=
N∑
v=0
G(k)v [U
(−1)
ℓ ]ZN−v[U
(m−1/2)
s ]
(A.4)
In the computation of the discussed scattering amplitudes there are many sums that appear and
here we collect some useful resummation formulae11.
11We will not indicate the upper bounds of the summations because they are implicitly limitated by the presence of the
polynomial structures Z and Q, indeed Z−ℓ = Q−ℓ = 0.
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• Sums involving cycle index polynomial that appear in the first amplitude (NS coherent
operator in canonical superghost picture) of the section 2∑
h=1
(−)
2n
h+1
Zn−h
[
U (n)s
] (
z−h12 − z
−h
13
)(z12z13
z23
)n
=
(−)n+1
2n!
Γ
[
n
2
(Q+1)
]
Γ
[
n
2
(Q−1)+1)
] (A.5)
∑
h1,h2=0
(−)h1+h2
zh1+h213
Zn−h1−h2−1
[
U (n)s
](z12z13
z23
)n
=
(
z12z13
z23
)
1
(n−1)!
Γ
[
n
2
(1−Q)+1
]
Γ
[
2−n
2
(Q+1))
] (A.6)
∑
h1,h2=0
(−)h1+h2
zh113 z
h2
12
Zn−h1−h2−1
[
U (n)s
](z12z13
z23
)n
=
(
z12z13
z23
)
1
(n−1)!
Γ
[
n
2
(1−Q)
]
Γ
[
1−n
2
(Q+1))
] (A.7)
where after the contractions the operatorial argument of the cycle index polynomials becomes:
U (n)s = (−)
sn
2
(
Q− 1
zs12
−
Q+ 1
zs13
)
; Q = q·(p2 − p3) (A.8)
• Sums involving cycle index polynomial that appear in the last amplitude (NS coherent
operator in the first non canonical superghost picture) of the section 2
∑
h=1
(−)h hZn−h z
−h
13
(
z12z13
z23
)n
= −
z12
z23
1
(n−1)!
Γ[1+n
2
(1−Q)]
Γ[2−n
2
(1+Q)]
(A.9)
∑
h=1
(−)h hZn−h z
−h
12
(
z12z13
z23
)n
=
z13
z23
(−1)n
(n−1)!
Γ[1+n
2
(Q+1)]
Γ[2+n
2
(Q−1)]
(A.10)
B Classification of operators
The following list displays the classification of the operators that appear in constuction of ar-
bitrary massive NS higher-spin vertex operators and the NS coherent vertex operators both in
canonical picture. The classification is separately done according to the DDF action by which
they are generated. From the A actions one gets
Sm,n =
∑
h=1
hZm+h[U
(m)
s ]Zn−h[U
(n)
s ] ; P
i
n =
∑
h=1
Zn−h[U
(n)
s ]
i∂hX i
n(h− 1)!
(B.1)
Fn−1,m =
∑
h1,h2,h3
(−)h1+1Zn−1−h1−h2 [U
(n)
s ]Zm+h1−h3[U
(m)
s ]
q·∂h2ψ
h2!
q·∂h3ψ
h3!
(B.2)
E in−1 = −
∑
h1,h2=0
Zn−1−h1−h2 [U
(n)
s ]
q·∂h1ψ
h1!
∂h2ψi
h2!
(B.3)
where we have maintained the explicit dependence of the argument of the Z polynomial, that
we will omitt in the next terms being always the same, and the same for the Q polynomial.
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From the combined actions
Y
( 1
2
)
n−1,m =
∑
h1,h2=0
q·
∂h1ψ
h1!
Zn−h1−h2−1Q
(1/2,m)
m+h2
; Y
(− 1
2
)
n,m−1 =
∑
h1,h2=0
h1 q·
∂h2ψ
h2!
Zn−h1 Q
(1/2,m)
m+h1−h2−1
(B.4)
Y
(− 3
2
)
n−1,m−1 =
∑
h1,h2,h3,h4=0
q·
∂h1ψ
h1!
q·
∂h3ψ
h3!
q·
∂h4ψ
(h4−1)!
Zn−h1−h2−1Q
(−3/2,m)
m+h2−h3−h4−1
(B.5)
From the B actions
Oi,ψn−1 =
∑
h=0
∂hψi
h!
Q
(1/2,n)
n−1−h ; O
i,ψψψ
n−2 =
∑
h1,h2,h3=0
∂h1ψi
2(h1!)
q·
∂h2ψ
h2!
q·∂h3ψ
(h3 − 1)!
Q
(−3/2,n)
n−2−h1−h2−h3
(B.6)
Oi,ψpn−1 =
∑
h1=0
q·
∂h1ψ
h1!
pi Q
(−1/2,n)
n−1−h1
; Oi,ψ∂Xn−1 =
∑
h1=0
q·
∂h1ψ
h1!
∑
h2=1
i∂h2X i
(h2−1)!
Q
(−1/2,n)
n−1−h1−h2
(B.7)
K
(− 1
2
),(− 1
2
)
n−1,m−1 =
∑
h1,h2,h3
q·
∂h1ψ
h1!
q·
∂h3ψ
h3!
h2Q
(−1/2,n)
n−1−h1−h2
Q
(−1/2,m)
m−1−h3+h2
(B.8)
K
(− 3
2
),( 1
2
)
n−2,m =
1
2
∑
h1,h2,h3=0
(−)h1+1q·
∂h2ψ
h2!
q·∂h3ψ
(h3−1)!
Q
(−3/2,n)
n−2−h2−h3−h1
Q
(1/2,m)
m+h1
(B.9)
K
( 1
2
),(− 3
2
)
n−1,m−1 =
1
2
∑
h1,h2,h3=0
(−)h1+1q·
∂h2ψ
h2!
q·∂h3ψ
(h3−1)!
Q
(1/2,n)
n−1−h1
Q
(−3/2,m)
m−1−h2−h3+h1
(B.10)
K
(− 3
2
),(− 3
2
)
n−2,m =
∑
h1,h2,h3,ℓ1,ℓ2=0
(−)
4
h1+1
q·
∂h2ψ
h2!
q·∂h3ψ
(h3−1)!
q·
∂ℓ1ψ
ℓ1!
q·∂l2ψ
(ℓ2−1)!
Q
(−3/2,n)
n−2−h2−h3−h1
Q
(−3/2,m)
m−ℓ1−ℓ2+h1
(B.11)
K
( 1
2
),( 1
2
)
n−1,m =
∑
h=0
(−)h+1Q
(1/2,n)
n−1−hQ
(1/2,m)
m+h (B.12)
Next operators are those that appear in the picture changing OPE
O+2 =
∞∑
n=1
n∑
h=1
(
ζn·∂
hψ
n(h−1)!
Zn−h −
ζn·i∂
hX
(h−1)!
n−h∑
v=0
q·
∂vψ
v!
Zn−h−v
)
e−inq·X (B.13)
O+3 =
∞∑
n=1
n∑
h1=0
n−h1∑
h2=0
(
q·
∂h1ψ
h1!
ζn·
i∂h2+1X
h2!
Zn−h1−h2−1 − ζn·
∂h1ψ
h1!
q·
i∂h2+1X
h2!
Zn−h1−h2−1+
+ n q·
∂h1ψ
h1!
ζn·
∂h2ψ
h2!
n−h1−h2∑
v=0
q·
∂vψ
v!
Zn−h1−h2−v−1
)
e−inq·X
(B.14)
H+2 =
∑
m=1
∑
h1,h2=0
[
q·
∂h1ψ
h1!
Υm·∂
h2ψ
(h2−1)!
Q
(−1/2,m)
m−1−h1−h2
+q·
i∂h1+1X
h1!
Υm·i∂
h2X
m(h2−1)!
Q
(−1/2,m)
m−1−h1−h2
+
+ q·
∂h1ψ
h1!
Υm·i∂
h2X
(h2−1)!
∑
v=0
q·
∂vψ
v!
(
(m−
1
2
)Q
(−1/2,m)
m−1−h1−h2−v
+
v
2
Q
(−3/2,m)
m−1−h1−h2−v
)]
e−i(m−1/2)q·X
(B.15)
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H+1 =
∑
m=1
∑
h=0
[
Υm·
∂hψ
h!
∑
v=0
q·
∂vψ
v!
(
(m−
1
2
)Q
(1/2,m)
m−1−h−v−
v
2
Q
(−1/2,m)
m−1−h−v
)
+
+Υm·
i∂h+1X
h!
Q
(1/2,m)
m−h−1
]
e−i(m−1/2)q·X
(B.16)
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