Summary. We investigate the relative expressive power of finite delay operators in SCCS. These were introduced by Milner and by Hennessy to study fairness properties of processes in the context of SCCS. We show that the context sensitive delay operator introduced by Hennessy is more expressive than the finite delay operator introduced by Milner. This result is closely related to recent results by Pananagden and Stark on the expressive power of fair merge in asynchronous dataflow (Kahn) networks. It indicates that the expressiveness results obtained there are not sensitive to the precise computational model since SCCS, unlike Kahn networks, is synchronous and permits expansion of recursively defined processes.
Introduction
Recent work [6] has established that there is a difference in the expressive power of indeterminate merge primitives in the context of static dataflow networks. More precisely, it was shown that the fair merge primitive could not be expressed in terms of primitives exhibiting unbounded indeterminacy. In the present paper we examine a related expressiveness situation in the context of Milner's Synchronous Calculus of Communicating Systems (SCCS) [-3, 4] . The point of the present investigation is to emphasize that the expressiveness results obtained earlier for static, asynchronous dataflow are, in some sense, not sensitive to the model of computation that is used in the analysis. SCCS is synchronous and permits unwinding of recursive process descriptions; two major differences from dataflow networks. The technical details of the proofs are different in the two cases though the argument is still based on monotonicity.
The primitives that we study in the present paper are two finite-delay operators introduced by Milner [3] and by Hennessy [1] . Milner's delay operator, written e, will delay a process only finitely many steps; Hennessy's delay operator, written 7, will not delay a process infinitely in a given environment provided it has another action available to it in that environment. Thus 7 is a contextsensitive operator. One might wish for some similar context-sensitive operator in SCCS: for instance, if the set of actions A available to the agent (TaF x E) does not include a, one might like 7 to delay aF until there is an action b of E such that abeA, and to delay aF infinitely only if there is no such b. Alternatively, one might allow 7 to delay aF infinitely if aF almost always cannot synchronize with E. We show that neither the ]: of Hennessy's system nor such a context-sensitive SCCS operator can be built using the other constructs of the respective languages.
We first analyze the delay operators in a simplified process algebra used by Hennessy [1] and then discuss the situation in SCCS.
Delay operators in a simple process algebra
We begin by summarizing the language and the transition rules of Hennessy's system [1] . Let A be a set of actions containing the distinguished action 1 (used to represent delay); any subset E of A which contains 1 is called an environment. Define the set of terms over A by 7P 'q where (1', E) + =(1, E) and (a, E) + =(a, E) for aeA.
We wish 6 to model possibly infinite delay, and e to model unbounded but finite delay. We therefore have the following definition, which rules out as inadmissible sequences with an infinite suffix of l' actions.
Definition 1 A sequence rl=(ml, Et), r2=(m2, E2 Note that any finite sequence is admissible. The notion of admissible together with the transition rules for e and 7 determine whether infinite delay sequences are possible or not. It is worth noting the explicit context-sensitivity of Y. An important caveat about ? is that the transition rules for it are problematic in the presence of unguarded recursions. For example, it should be the case (1,E) that either (1) to infer (1) we must be able to infer (1) or (2), and to infer (2) we need to infer (2) or (1). Therefore we cannot infer either.
We now define what it means for two closed terms to be equivalent.
Definition 2 For each closed term p, define rid(p) to be the set of all admissible sequences from p. (We consider the empty sequence 2 to be an admissible sequence for any p). We take p = q if rig(p)= J/l (q). When proving inexpressibility results one tries to use the weakest (coarsest) equivalence available in order to obtain the strongest possible results. In our case we use trace equivalence, because it is refined by all the equivalences commonly considered in process algebra [5, 23 . This means that our inexpressibility results immediately apply to, for example, bisimulation as well.
We would like to show that ? is not expressible in terms of 6 and e, i. (1, A), (1, A),  (i, A) , ... is in rig(70), but not in, say, dd(Ta0) for aeA, this effectively proves that 7 is not representable. One can think of this as saying that contexts constructed out of e and the other terms in the calculus satisfy a certain "monotonicity" property that is violated by ?;. where a~Act, A is a subset of Act containing 1, and I is a possibly infinite indexing set. (If I is the nullset, then ~ E i is also written 0). The expression i~l fix~ XE stands for the i th component of the solution to the system of equations Xj=Ej for j~I. The operators fix~ bind variables; the closed behaviour expressions are called agents.
The possible actions of behaviour expressions are given by the following rules: 
. ~ P,).
The delay operator ~ is meant to model finite but unbounded delay (as noted in [3] , the delay operator ~ that allows infinite delay in all circumstances can be defined using the fix construct: 6 E-fix X (I:X + E) for all E). An admissible u-computation is one in which no agent progresses infinitely often using rule 6 a only from some point.
One might wish to define a new delay operator 7, that could delay infinitely in some circumstances only. However, it is once again our assertion that it is impossible to build such a context-dependent delay operator from the other constructs in the language. The argument proceeds in very much the same way as the preceding one.
For each agent P, we define ~'(P) to be the set of all sequences u of actions such that there is an admissible u-computation of P. 
Conclusions
In this note we have established the difference between two different finite delay operators that are considered in conjunction with SCCS. The interesting aspect of this proof is that it shows a situation with two different forms of unbounded indeterminacy. The proof technique that we use is conceptually similar to the proof of the corresponding result for dataflow networks given by Panangaden and Stark [.6 ]. Both proofs rely on a monotonicity property. The situation, however, is quite different in details. SCCS is a synchronous calculus. Even with the introduction of the delay operators the communication between processes is synchronous unlike the dataflow case. The proofs given in 1-6] use the fact that the network structure is static. In the present work we note that SCCS permits unwinding of recursively defined processes. Thus process structure may change to some extent. Finally, the equivalence that we use is trace equivalence, one of the weakest among those commonly considered. This is, of course, a good thing from the point of view of an inequivalence proof.
