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In this report we propose a method for comparing the efficiency and 
reliability of programs for solving systems of nonlinear equations. We use 
this method for comparing a great number of existing programs. The results 
of these comparisons are given in such a way that it is easy for the user 
to decide which program he should choose for solving a given system of 
nonlinear equations. 
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In recent years, the testing of numerical software becomes more and 
more important. There are several reasons for this development. One is the 
creation of large user libraries of numerical programs (IMSL [32], NAG [38], 
NUMAL [39] etc.), where the need for choosing the programs to be included, 
makes testing very urgent. Another reason is the confusing variety of pro-
grams in some fields of numerical mathematics, which makes it impossible for 
the unsophisticated user of numerical software to choose the right program 
for solving his problem. A lot of papers are devoted to the testing of soft-.. 
ware (HAGUE et al. [29], HILLSTROM [30], LOOTSMA [34], EINARSSON [23], HULL 
[31] etc,). However, many of the ideas suggested in the various papers are 
controversial or contradict each other. Therefore, we want to point out 
clearly the purposes of this report. In our opinion, the process of select-
ing useful numerical software consists of three stages: 
- analysis of the theoretical properties of the underlying algorithms; 
- analysis of the practical performance of the algorithms; 
- analysis of programs. 
We will elucidate these three stages. 
I. Analysis of' theoretical properties 
The algorithms should have a sound mathematical basis. It should be 
clear on what conditions convergence is guaranteed. 
2. Analysis of' practical performance 
We are interested in two desirable properties. 
a. The work that has to be done to solve a problem. We say that an algorithm 
is more efficient than another for solving a problem, when the work that 
has to be done for solving this problem with this algorithm is less than 
for solving with the other algorithm. 
b. The capability of an algorithm to compute accurate answers to severe 
problems or to compute answers at all to such problems. This is called 
reliability or robustness. 
One should realize that the most efficient algorithm for solving rela-
tively easy problems may frequently fail in solving severe problems, More-
over, an algorithm that is capable of solving severe problems will usually 
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not be efficient for solving easy problems. For instance, evaluating a func-
tion for all representable numbers on a computer is clearly a robust method 
for finding a solution of an equation in one variable, however, using inter-
polation will be far more efficient in most cases but may fail sometimes. 
In most practical cases, the user does not know in advance whether his 
problem is relatively easy to solve. Hence, he wants to choose the algorithm 
that has both the highest probability that it solves his problem and is the 
most efficient algorithm for solving it. However, the arguments above indi-
cate that these: wishes are rather contradictory in most cases. Hence, the 
user has to choose the appropriate algorithm by a method of trial and error. 
The goal of this report is to tell him which algorithm is the best to try 
first and which one when the first is failing and so on. 
In performing an analysis of the relative efficiency and reliability 
of some algorithm one should have some measure for these properties. For 
many non-iterative algorithms it is easy to count the number of basic arith-
metical operations (+,-,x,/) and the number of evaluations of the functions 
involved, if there are any. This gives a very practical measure of the ef-
ficiency of such algorithms. Furthermore, a theoretical analysis of non-iter-
ative algorithms will usually give enough information about the reliability. 
However, for iterative algorithms these problems are far more complicated. 
Although it is possible to count the number of arithmetical operations as 
well as the nurn~er of function evaluations performed at each iteration step, 
provided that there are no iterative subprocesses, we do not know the num-
ber of iteration steps needed to obtain a certain result. Therefore, we 
have to make programs which implement the iterative algorithms in order to 
be able to get this number for a representative set of testproblems. Clear-
ly, the reliability of the algorithm is measured by just counting the num-
ber of failures while solving the problems of the given set. By measuring 
the efficiency, however, we feel that we should not take into account the 
failures of an algorithm, since we know that it may fail in solving rela-
tively difficult problems. Therefore, it is necessary to create a set of 
relatively easy testproblems in a sense that should be specified clearly. 
This set should be used for comparing the efficiency of all algorithms. Ob-
viously, the notions efficiency and reliability as used in this report are 
dependent on the sets of testproblems chosen. Selection of these sets should 
be based on thorough theoretical and practical arguments. We tried to do 
so, but we do realize that it is still far from being ideal. 
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Finally, we want to emphasize that a measure for the efficiency of an 
algorithm should be as independent as possible of the environment in which 
the algorithm is used. Therefore, computation time is a very bad measure, 
since it depends on the running system of the computer (usually swapping 
time is added to normal computation time), on the hardware (the ratio of 
the time needed for addition and for multiplication varies from one computer 
to another), on the compiler used (see PARLETT & WANG [42]) and on many 
other things which are difficult to define precisely. 
3. Analysis of programs 
Examples of properties that the program should satisfy are: 
a. the program should be well-structured (built up from independent modules), 
so that error detection becomes easy; 
b. stopping criteria should be such that the required results can be guar-
anteed (if at all possible); some kind of error messages should be given 
when the algorithm breaks down; 
c. machine-dependent quantities should be avoided if at all possible, other-
wise they should be defined explicitly and the computation should be such 
that under- and overflow is avoided. 
In this report we will be concerned with the first two stages with re-
spect to the problem of solving systems of nonlinear equations, although 
the first stage is mainly restricted to giving relevant literature. 
In section I the problem is defined. In section 2 some theoretical 
background is given. Particularly, Newton-like algorithms are briefly dis-
cussed. In section 3 we describe the methods known and mention relevant lit-
erature about convergence and stability. In section 4 we list the programs 
which are chosen for testing. We did only choose those programs of which 
an implementation in ALGOL 60 or FORTRAN is readily available from the lit-
erature. We did not implement algorithms by ourselves since one of our pur-
poses is to present the unsophisticated user a guide for choosing an exist-
ing program for solving his problems. 
In section 5 we define the testproblems and we propose a classification 
of these problems. In section 6 we summarize the results of section I to 5 
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in some rules of thumb for the user. We give him the tools which should en-
able him to classify his problem. The main part of this report, at least 
quantitatively, consists of section 7 where the numerical experiments are 
described and where the results are given in tables and diagrams. In sec-
tion 8 conclusions about the efficiency and reliability of the various pro-
grams are given. Here we give the user the information that is necessary to 
make a reasonable decision about which program he should choose 'for his prob-
lem. 
Finally, the unsophisticated user is advised to examine his problem in 
the way that is advised in section 6, subsequently, to choose the program 
with the help of the conclusions given in section 8, and finally, to read 
the description of the program given in section 4 and to perform the modi-
fications proposed there. Doing so, he will not be involved with theoreti-
cal considerations and yet he will take advantage of the results of this re-
port as much as possible. 
I. STATEMENT OF THE PROBLEM 
We considier the problem of solving a system of nonlinear equations. 
Let F denote an n-dimensional continuous (nonlinear) function of n variables, 




Then we want to compute some vector z ED, such that 
( I. 2) 
In numerical analysis, a wide variety of problems may be formulated in such 
a way that the solution of a system of nonlinear equations is required for 
solving these problems. For instance, solving a two point boundary value 
problem 
u" == f(t,u), 
u(O) = a, u(l) = B, 
with a finite difference or finite element method gives rise to a system of 
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nonlinear equations if f(t,u) is nonlinear in u. Other problems, for which 
solving may require the solution of a system of nonlinear equations are 
elliptic boundary value problems, integral equations or two-dimensional var-
iational problems (see ORTEGA & RHEINBOLDT [40]). 
Algorithtns for solving nonlinear problems are usually iterative. I.e., 
given any initial approximation x0 to z, the algorithm generates a series 
00 
of approximations {x.}. 1 to z, such that 1. 1.= 
lim x. = z. 
i-+<>o 1. 
It is very obvious that the choice of the initial guess may highly affect 
the convergence of the sequence {x.} to the solution vector z. Therefore, 
1. 
we give a more! precise definition of the problem considered 
( I. 3) 
. F mn n d g1. ven : D c = ➔ JR an x0 E D; 
calculate z ED, such that F(z) = O. 
We denote this problem by 
( I. 4) 
In this report we compare programs for solving problem (1.3). 
2. THEORETICAL BACKGROUND 
2.1. General, theoretical considerations 
An iterative m-step method which uses the function and its first deri-
vative for solving problem (1.3) may generally be defined by: 
calculate fork= m-1,m,m+l, ••• 
(2.1.1) 
where J(x) is the so-called Jacobian matrix of partial derivatives. Speci-
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where M(~) will usually be some approximation to J(~). Most methods con-
sidered in this report, including Newton's method, can be given in the form 
(2.1.3). Therefore, we will pay some special attention to these so-called 
Newton-like methods. 
A theoretical analysis of Newton's method, which is based on the New-
ton-Kantorovich theorem can be found in the literature (e.g. ORTEGA & RHEIN-
BOLDT [40], COLLATZ [16], RALL [45]). For this method, one can prove that 
the error in ¢(x) as an approximation to the solution z satisfies: 
(2.1.4) 
2 II ¢(x)-zll s S (x, z) II x-zll , 
-I 
where S(x,z) depends on ll[J(x)J II and the norm of the second derivative of 
the function in some region containing x and z (COLLATZ [16], BUS [14]). 
Hence, provided S(x,z) is bounded (i.e. J(x) is nonsingular and the second 
derivative is bounded) the asymptotic order of convergence of Newton's meth-
od is quadratic. 
However, the use of iteration formula (2.1.3) leads to the more compli-
cated bound for the error in w(x): 
(2.1.5) llw(x)-zll 
-I 
s c 1(x)ll[J(x)J llllx-zll + 
-I 2 
+ ( c I ( x) II [ J ( x) J II + 1 ) S ( x , z ) II x-z II , 
where c 1(x) is a measure for the' error in M(x) as an approximation to J(x) 
(BUS [14]). It is obvious from (2.1.5) that superlinear convergence of the 
method given by (2.1.3) can only be guaranteed if 
(2.1.6) for x ➔ z. 
For somewhat different treatments of the convergence analysis of methods 
as given by (2,,1.3) we refer to ORTEGA & RHEINBOLDT [40] or BOGGS & DENNIS 
[ I J. 
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2.2. Numerical aspects 
Using a method as given by (2.1.3) on a computer, we are confronted 
with two kinds of problems due to the finite word length of a computer. The 
first one is that in computing M(xk) as an approximation to J(xk), the best 
we can obtain anyhow is a relative error which is about the same as the pre-
cision of arithmetic. Hence (2.1.6) cannot be satisfied. The second problem 
is the stability of the method for solving the linear system in each itera-
tion step. Using gaussian elimination for solving a linear system 
Ax = b 
we obtain an upper bound for the relative error in the solution 
(2.2.1) 
where£ is the precision of arithmetic, K(A) = IIAIIIIA- 111 is the condition 
number of the matrix A and R is some constant, mainly depending on the or-
der of the system and specific details of the method used (WILKINSON [49]). 
It is assumed that K(A) << 1/£. 
Let ~(x) be the value obtained by evaluating the right hand side of 
(2.1.3) with precision of arithmetic£. Then, we obtain for the error in 
~(x) as an approximation to z (BUS [14]): 
(2.2.2) - 2 ll~(x)-zll s £llxll + L(x)llx-zll + Q(x)llx-zll , 
where 
(2.2.3) L(x) = B(x) + (I + B(x))c(x)ll[J(x)J-III, 
(2.2.4) Q(x) = (1 + L(x))S(x;z), 
(2.2.5) B(x) = (1+£)a(x) + £, 
a(x) and S(x,z) are given by (2.2.1), with A replaced by J(x), and (2.1,4), 
respectively, and c(x) is a measure for the error in M(x) as a numerical 
approximation to J(x). 
Hence, using a method defined by (2.1.3) for solving problem (1.3), 
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we can not expect to obtain a numerical solution in a relative precision 
which is higher than the precision of arithmetic. Furthermore, convergence 
at all depends on the value of 
S(x,z), the convergence factor of the exact Newton method, which depends on 
the problem, 
c(x) , a measure of the error in M(x) as a numerical approximation to J(x), 
which depends on the method as well as on the problem, · 
$~a, which reflects the condition number of the linear subproblem and 
depends on the problem as well as on the method used for solving 
the linear system. 
Anyhow, 
(2.2.6) r(x) = L(x) + Q(x)llx-zll, 
for x in some region U, containing the solution, is the critical number 
which reflects whether a problem is easily solvable by a given method. 
If 
r(x) < I, for x e: U 
then convergence is assured for each starting point in U. Since almost all 
methods given in this report may be described by (2.1 .3), we will use in 
section 5.2 the quantity 




n I Dx-zll :,; r(xo)}, u = u {x e: R 
r(x) = Ell xii + II cp (x)-zll + L(x)llcp(x)-xll, 
for selecting problems which are easy or difficult to solve (see also BUS 
[14]). 
2.3. The influence of scaling 
It is well known that scaling of the variables may influence the be-
haviour of a method for solving problem (1.3). 
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Suppose problem (1.3) is given and we introduce new variables x defined 
by 
(2.3.I) x =' Dx, 
where Dis some diagonal matrix with positive nonzero diagonal elements 
d. (i=I, ... ,n). Then we obtain for the Jacobian matrix 
]. 
d - -I 
= dx F(x) = J(x)D 
and for the tensor of partial second derivatives 
= (H .. k(X)) 
l.J 
H .. k(x) = -d Id H. 'k(x). 
l.J j k l.J 
3F. (x) 
]. 
Hence, S(x), c(x),ll[J(x)J-III and S(x,z) are all changed by scaling and there-
fore the number r may well be reduced. However, it is hard to prove such a 
statement for a specific problem. In practice, it seems best to scale the 
variables such that they all have about the same order of magnitude. Another 
reason for scaling in such a way may be that one wants to have all variables 
in about the same relative precision (see section 2.4). 
2.4. The choice of stopping criteria 
Since the methods used for finding the solution of a system of non-
linear equations are iterative, we have to find some stopping criteria. 
For these methods, the most coI!llllonly used criteria are 
(2.4.1) 
(2.4.2) 
where t 0 , t 1, t 2 are tolerance values which should be given by the user. 
These criteria can be applied since these quantities are known in each iter-
ation step. In all methods discussed in this report, the calculation of a 
new iterate is done by some kind of linear approximation of the function 
and the error in such an approximation is highly dependent on the second 
derivative of the function. When we take a Newton-like method as an example, 
we see from (2.2.2) that 
(2.4.3) E II xii + r (x). 
llxk-zll 
Hence, if the right hand side is nearly equal to I then the step length may 
satisfy (2.4.1) while the error in ~(xk) as an approximation to 'z may be al-
most arbitrarily large. We see from (2.2.3) and (2.2.4) that r(x) may be 
nearly equal to I, without 11~-zll being small, when ll[J(x)J- 111 and/or the 
norm of the second derivative is large relative to I. Therefore, it is de-
sirable to use both criteria (2.4.1) and (2.4.2) in an algorithm for solving 
nonlinear systems, although one should realize that this is also not enough 
to guarantee the required precision. In order to be sure, it is necessary 
to know more about the behaviour of the function considered. 
Finally, we should point out that scaling of the variables in such a 
way that each variable has about the same order of magnitude, is desirable 
when the usual norms are used (e.g. the euclidean or maximum-norm) in (2.4.1) 
and (2.4.2) and when one wants to obtain the variables in about the same 
precision. 
3. DESCRIPTION OF METHODS KNOWN 
3.1. Newton's method and some of its modifications 
The most commonly known method for solving nonlinear equations using 
analytical derivatives of the function is Newton's method (also called the 
method of Newton-Raphson). This method is defined by (2.1 .2). However, in 
this form, it has the disadvantage that the user has to supply analytical 
expressions for the elements of ·the Jacobian matrix. This may be very dif-
ficult or even impossible. To remove this difficulty one can approximate 
the elements of the Jacobian matrix-with difference formulas. Methods ob-
tained in this way are sometimes called discretized Newton methods and they 
are included in the class of Newton-like methods which are defined by (2.1.3). 
However, the approximation of the Jacobian matrix with difference formulas 
requires, even in its simplest form, at least n extra function evaluations 
(n denotes the number of variables). This appears to be inefficient, as 
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will be shown from the experimental results. A second disadvantage of using 
discretized Newton methods is that they are sometimes very sensitive to the 
step size used. In fact, this step size should be balanced in such a way 
that the truncation error and the error due to cancellation of significant 
digtts by subtracting two almost equal function values have the same order 
of magnitude. However, the truncation error depends on the norm of the sec-
ond derivative tensor which is usually not available. 
A second disadvantage of Newton's method, which is in fact shared with 
all Newton-like methods, is the possibility of divergence in cases that the 
Jacobian matrix is (nearly) singular for some xk. There is a simple strategy 
for avoiding an unstable behaviour when the Jacobian is only nearly singular. 
This is by using step size control. Instead of formula (2.1.2) the itera-
tion is then defined by 
(3.1.1) 
- -I 
~(x) = x - w(x)[J(x)J F(x), 
where the scalar w(x) determines the step length and is chosen, for in-
stance, such that the method is norm-reducing in the sense that: 
(3.1.2) IIFa(x))II :,; IIF(x)II. 
A strategy which can also deal with singular Jacobian matrices was origin-
ally given by LEVENBERG [33] and MARQUARDT [35]. It can be defined by: 
(3.1.3) 
T -I 
~(x) = x - [J(x) + A(x)J (x)J F(x), 
where A(x) ~ 0 is chosen such that J(x) + AJT(x) is nonsingular and mostly 
such that (3.1.2) is satisfied. 
A very elegant method for avoiding the problems of a singular Jacobian 
matrix is the use of the Moore-Penrose pseudo-inverse. Here the iteration 
is defined by 
(3.1.4) 
+ where A denotes the pseudo-inverse of the matrix A. 
One should note that for all these methods, the solution of a linear 
system is needed or even the calculation of the pseudo-inverse. Since the 
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number of arithmetical operations needed for such calculations is of order 
n cubed, it may be inefficient for large n. 
In order to give a theoretical analysis of the given methods, one 
should realize that they are all Newton-like methods, even the one given by 
(3.1.4) if the Jacobian matrix is assumed to be nonsingular. Therefore, the 
theory in section 2 can be applied. For a detailed analysis see BOGGS & 
DENNIS [I], BUS [14] or ORTEGA & RHEINBOLDT [40]. 
3.2. Generalized secant and related methods 
The secant method for solving the equation 
f ( t) = 0 E R, t E R, 
which can be defined by 
can be extended ton dimensions. Then we calculate the next iterate as the 
intersection of n hyperplanes which interpolate F(x) at given points in a 
neighbourhood of x (see ORTEGA & RHEINBOLDT [40]). 





n let x, x , ... ,x be given; 
I n H = [x-x , ... ,x-x J 
i be the matrix with columns x - x, i = l, ... ,n; then 





M(x,H) = [F(x+He 1) - F(x), ... ,F(x+Hen) - F(x)]H 




Obviously, this method requires the solution of a linear system in every 
-1 
iteration step. In order to avoid this we can use [M(x,H)] , or rather the 
triangularized form of M(x,H), in a certain number of subsequent iteration 
steps. Such a modified generalized secant method can be defined by the super-




let x,x , ••• ,x be given, 




fork= 0,1, ••• ,u compute 
(u+l) 
~(x) = v (x), 
where u is some fixed value which should depend on the order of 
convergence of the iteration. 
We call this a super-iteration, since u + 1 modified iteration steps are 
taken together as one step. Another useful modification of the generalized 
secant method is proposed by GRAGG & STEWART [28]. In their method the or-
thogonal decomposition of the subsequent matrices M(x,H) is used. The ad-
vantage is that, once this orthogonal decomposition is calculated, which 
requires O(n3) arithmetical operations, only O(n2) arithmetical operations 
are required to obtain the orthogonal decomposition of the matrix used in 
the next step. 
With the formulations (3.2.2) and (3.2.5) we may again use the analy-
sis of Newton-like method to obtain results about the convergence behaviour. 
However, the error in M(x,H) as an approximation to J(x) (in (3.2.2)) or 
J(v(k)(x)) (in (3.2.5)) is the most important problem here (note that His 
singular when x 1, .•• ,xn are linearly dependent). For further results about 
the stability and convergence of these methods, see GRAGG & STEWART [28], 
ORTEGA & RHEINBOLDT [40] and ROBINSON [46]. 
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3.3. Quasi-Newton metlzods 
One of the most remarkable Newton-like algorithms is the so-called 
quasi-Newton algorithm (DAVIDON [18], BROYDEN [7], [8], POWELL [44]). 
In this algorithm the Jacobian matrix or its inverse is approximated by a 
matrix which is updated in each iteration step with the information gained 
so far about the function. The algorithm can be defined by: 
(3.3.1) $(x) = x - Q(x)F(x), 
Q($(x)) = Q(x) + U(x,$(x),F(x),F($(x)),Q(x)) 
or 
(3.3.2) $(x) = x - [P(x)J- 1F(x), 
P($(x)) = P(x) + U(x,$(x),F(x),F($(x)),P(x)). 
The updating of the matrices Q and P requires no additional function evalu-
ations. Clearly, the formulation given by (3.3.2) requires the solution of 
a linear system. So in this formulation the number of arithmetical opera-
tions needed per iteration step is proportional ton cubed. Therefore, at 
least from a theoretical point of view, formulation (3.3.1) is preferable 
since the number of arithmetical operations needed per iteration step is 
only proportional ton squared. We can use the same analysis as for Newton-
like algorithms (see BUS [14]) to obtain results about the convergence be-
haviour of formulation (3.3.2) and in a slightly modified way also of for-
mulation (3.3.1). However, proving reasonable bounds for the errors in Q(x) 
and P(x) as approximations to [J(x)J-l and J(x) respectively, appears to 
be a hard problem. An analysis of quasi-Newton methods is given by BROYDEN 
[9] and DENNIS & MORE [20],[21]. 
3.4. Methods of component-wise approximation 
These methods can be defined by the following formula (see also ORTEGA 
& RHEINBOLDT [40]): 
(3.4.1) 
( i) ( i) ( 1 ) ( i-1 ) ( i) ( n) 
xk+l = g (~+1'·•·,~+l ,xk , ••• ,~ ), i= l, ••• ,n, 
k=O,l, ••• , 
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(I) (n) T n (i) n 
where xk = (xk , ... ,xk ) E.R and g : R + R for 1 = I, ... ,n. 
Hence, a new approximation x~~~ to the j-th component of the solution vector 
is used as soon as it is available. The choice of g. is usually based on ex-
i 
panding the function into a Taylor series at the point 
(I ) ( i-1 ) ( i) ( n) T • • 
(~+ 1, ••• ,xk+l ,xk , ••• ,~ ) and neglecting second and higher order terms. 
Examples of such methods are the Gauss-Seidel algorithm and successive over-
relaxation methods (see ORTEGA & RHEINBOLDT [40], section 7.4). 
A remarkable algorithm which we will also incorporate in this class is 
given by BROWN [2]. This method is based on expanding a component, say 
F(i)(x), of the function F(x) = (F(l)(x), ••• ,F(n)(x))T into a Taylor series. 
Neglecting second and higher order terms, we obtain a linear approximation 
which is equated to zero and solved for one of the variables, x(j) say. 
Subsequently, another function component is expanded into a Taylor series 
as a function of the remaining n - 1 variables (x(j) is substituted) and 
equated to zero again. After n such steps we obtain a new approximation to 
the solution vector. For a detailed description see BROWN [2]. He also gives 
theoretical justifications for his method and some results about the con-
vergence behaviour. For further theoretical results about methods of compon-
ent-wise approximation see ORTEGA & RHEINBOLDT [40]. 
3.5. Continuation methods 
The continuation methods (DAVIDENKO [17], BROYDEN [8], MEYER [36] and 
ORTEGA & RHEINBOLDT [40]) have a rather special place among the methods for 
solving systems of nonlinear equations, because, in fact, the problem is 
transformed into a sequence of problems of the form (1.3) which might be 
easier to solve than the original problem. Let the problem [F(x) = O;x0 ;D] 
(cf. (1.4)) be given. Then this problem is replaced by the sequence of 
problems 
(3. 5. 1 ) k = 1, .•• ,m, 
where z0 = x0 and zk is a solution of Pk' k = l, ... ,m. Furthermore, 
G(x,8 ) - F(x) 
m 
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and a solution of G(x,e 0) should be easy to calculate. Examples of Gare 




where O = e0 < e 1 < ••• <em= I. These methods are primarily designed to 
remove the difficulty of choosing a good initial guess. Hence, these methods 
are designed to be robust rather than efficient. 
Obviously, we can use any method of the preceding sections for solving 
the subproblems Pk, k = l, ... ,m. 
3.6. Additional remarks 
In practice, it appears to be almost impossible to separate the algor-
ithms according to the theoretical framework given in this section. Several 
procedures known use mixtures of the methods described and quite often, the 
first step is entirely different from all others. For instance, the initial 
approximation to the inverse Jacobian used in quasi-Newton methods is usual-
ly obtained with forward difference formulas and inversion. However, summing 
up the basic tools used in the various algorithms is sufficient to make this 
report comprehensible. 
Considering the data that are required by the various algorithms, we 
can distinguish two classes: 
, I. algorithms that use a Jacobian matrix whose elements are obtained by the 
evaluation of analytical expressions supplied by the user; 
2. algorithms that only require the programming of the function. 
In the first case, the efficiency is dependent on the ratio between the 
time needed to evaluate the function and the time needed to evaluate the 
Jacobian matrix. As will appear from our comparisons, the use of an algor-
ithm that requires analytical derivatives will not necessarily be more ef-
ficient than using an algorithm that requires only function evaluations. 
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4. SELECTED PROGRA.~S 
4.1. Introductory remarks 
The goal of this report is to test those programs for solving systems 
of nonlinear equations that are available as computer programs in ALGOL 60 
or FORTRAN from the literature or well-known software libraries. The sources 
from which the programs are selected are: 
1. Collected Algorithms from CACM, 
2. Computer Journal, 
3. Computing, 
4. Mathematical Science Library [37], 
5. NUMAL, [39], 
6. Some specific papers as are given by BROWN [2], GRAGG & STEWART [29] and 
POWELL [44]. 
It should be pointed out here that we did not test programs for minimizing 
sums of squares of nonlinear functions which can also be used for solving 
systems of nonlinear equations. In our opinion this should be the scope of 
a separate test report. Furthermore, we will not consider programs that 
implement continuation methods. In fact, the program used for solving the 
subproblems that arise in these methods should be selected on the basis of 
this test report, while the choice of G(x,9) and the stepsize (cf. section 
3.5) is outside the scope of this report. Therefore, one of the programs 
(nonlinb) given by BROYDEN [8] is omitted. 
For two reasons we distinguish between programs written in ALGOL 60 
and in FORTRAN. Firstly, since arithmetical operations and elementary func-
tions deliver different results in different languages, a problem defined 
in ALGOL 60 differs from the mathematical analogue in FORTRAN. Therefore 
the tests are not quite comparable. Secondly, we like to give the user a 
possibility to overview the field of programs which are available in the 
programming language he uses. 
The source texts of the programs are given in the appendix. In this 
report we will denote the programs to be tested by capitals. 
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4.2. "Programs written in ALGOL 60 
PROGRAM A 
This program, written by Kok (see also NUMAL [39], section 5.1) is based 
on Newton's algorithm (see section 3.1). We supplied analytical deriva-
tives. No step size control is performed. There are no method dependent 
control parameters in this program. In each iteration step one evaluation 
of the function, one evaluation of the Jacobian matrix and the solution 
of a linear system have to be performed. 
PROGRAM B 
This program, written by Kok, is based on Newton's algorithm with step size 
control (cf. (3.1.1)). We supplied analytical derivatives. In this algor-
ithm, w(x) is chosen by successively trying the values 2-k fork= 0,1,2, .•. 
.•• ,u-1, where the upper bound u should be supplied by the user. In fact, 
-r 
w(x) = 2 , where r = 0 if 
IIF(x-s)II ~ HF(x)U 
otherwise, r is the minimum of u and the smallest value of k such that 
-k IIF(x-2 s)II < IIF(x)II 
and 
-1 
wheres= [J(x)] F(x). In this program an error exit is incorporated when 
-u int subsequent iteration steps the value of w(x) is chosen to be 2 • The 
value of the integer t should also be given by the user. We chose u and t 
(in [6] and in [7] in the program given in the appendix) as follows: 
u = 15, t = I. 
No other method dependent control parameters have to be set by the user. 
In each iteration step one evaluation of the Jacobian matrix and the 
solution of a linear system have to be performed. The number of function 
evaluations in an iteration step depends on the value of r in that step. 
If r = 0, then one evaluation of the function is performed, otherwise 
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r + 2 evaluations of the function are performed. 
PROGRAM C 
This program is the same as program A, except for the evaluation of the 
Jacobian matrix, which is done by approximating it with forward difference 
formulas with step size equal to I0-4llx II + 10-4 , where x denotes the ar-
gument vector. There is no difference in the source texts of the programs 
A and C since the user has to program the evaluation of the Jacobian 
matrix. In each iteration step n + l evaluations of the function and the 
solution of a linear system have to be performed. 
PROGRAM D 
This program :1s the same as program B, except for the evaluation of the 
Jacobian matrix, which is done by approximating it with forward difference 
formulas with step size equal to J0-4n x II + 10-4 . As for the programs A 
and C there i:s no difference between the source texts of the pro~rams B 
and D. In each iteration step a linear system has to be solved. The number 
of function evaluations in a certain iteration step depends on the value 
of r (see program B). If r = 0 then n + I otherwise r + n + 2 evaluations 
of the function have to be performed. 
PROGRAM E 
The Newton-like algorithm as given by PANKIEWICZ [41]. This algorithm is 
the same as algorithm C except for the choice of the step size, used to 
approximate the Jacobian matrix with forward differences. In fact, this 
step size should be given initially by the user and it is multiplied by 
0. I in every step. Since choosing the step s1.ze too small may cause 
singularity of the approximation to the Jacobian matrix, we followed the 
advise of PANKIEWICZ [41] to use the given procedure repeatedly. 
As is required, we incorporated a procedure for solving linear systems. 
Furthermore we changed some minor details concerning error exits such 
that it became more convenient for our test programs. 
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PROGRAM F 
This is a program given by SCHWETLICK [47], which is based on the modified 
generalized secant algorithm given by (3.2.5). In order to be able to 
deal with zero vectors, we incorporated in our program stopping criterion 
(2.4.2) and replaced the statements: 
g:= y[k] x eps 
and 
if abs(h) > abs(eps) x abs(g) 
by 
g:= y[k] x eps + eps x eps 
and 
if abs(h) > abs(epsxg) + abs(eps) 
We chose eps = 0.0001. This value is used as a step length to obtain the 
matrices Hand M(x,H), (in fact xi is chosen to be x + eps x ei, where 
ei denotes the i-th unit vector). Furthermore the value of pivot is 
chosen equal to the precision of computation (F:::t 10- 14). This value is 
used to check whether or not the matrix H (cf.(3.2.1)) is singular. 
In each (super-) iteration step of this algorithm the solution of a 
linear system is required and at least n + 1 (cf.(3.2.5)) evaluations 
of the function have to be performed. 
PROGRAM G 
This program, given by DULLEY &.PITTEWAY [22], is based on the generalized 
secant algorithm (formula (3.2.2)). As is required, we incorporate a 
procedure for solving linear equations (Bus, NUMAL [37], section 
3.1.1.1.1.1.3). The value of the control parameter initstep, which is 
used as a step length in the same way as eps is used in program F, is 
chosen equal to 0.0001. 
In each iteration step of this algorithm the solution of a linear system 
is required and one evaluation of the function is required. 
We tested two versions: 
proiram Ga: the program given by DULLEY & PITTEWAY [22] with the minor 
changes described above; 
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program Gb: the same program but with the change incorporated, which is 
proposed by VANDERGRAFT & MESTENYI [48]. 
PROGRAM H 
This program is given by BROYDEN [8] (procedure nonlina) and is based on 
the quasi-Newton algorithm defined by (3.3.1). Initially, an approximation 
to the inverse Jacobian matrix is obtained by using the updating formula 
with fixed steps along the coordinate axis. We like to point out here that 
this requires 3n3 multiplications, while normal inversion of a forward 
difference approximation to the Jacobian matrix would only require n3 
multiplications (neglecting lower order terms). So it seems to be rather 
inefficient to use the method in the form proposed by Broyden. 
In the source text that we used, we chose the step size in the initializing 
phase relative to the value of the arguments: 
We used a version which is converted for use with the software library 
NUMAL [ 39]. 
After the rather expensive initializing phase the number of arithmetical 
operations per iteration step is only proportional ton squared. 
Furthermore n. + I evaluations of the function have to be performed in the 
initializing phase and one in each iteration step. 
PROGRAM I 
This program is based on the method of component-wise approximation given 
by BROWN [2] (see also section 3.4). The source text that we use is al-
ready adapted to our software library NUMAL [39]. Apart from some details, 
such as adding absolute tolerances where only relative tolerances were 
used, it is e:quivalent to the source text given by BROWN [2]. 
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In this program, difference approximations to the elements of the Jacobian 
matrix are made with a step size equal to 0.001. Furthermore, instead of 
supplying some procedure for calculating the vector function F(x), one 
should supply a procedure that calculates the i-th component of this vec-
tor F(x), for given i (l~i~n). 
Furthermore it is advised to define the function in such a way that its 
linear components come first. 
4 
The number of multiplications needed per iterative step is 0.25 n , where 
lower order terms are neglected, and the number of function-component 
evaluations equals (n2+3n)/2 in each step. For a more up to date im-
·plementation of this method see program O. 
4.3. Programs wPitten in FORTRAN 
PROGRAM J 
This is the program, based on Newton's method, which is available in the 
MSL (37] software library as routine NEW!'. The Jacobian matrix is approxi-
mated with forward difference formulas and there is a possibility of incor-
porating step size control. The step size control is done in terms of a 
fraction of the norm of the current solution vector. In fact, the step 
vector is multiplied repeatedly with the factor 
min(E/(S2/(Sl+0.001))½, I) 
until (3.1.2) is satisfied. Here S2 denotes the norm of the current solu-
tion vector squared, SI is the norm of the step vector squared and Eis 
the so-called maximum fractional change allowed. When Eis chosen large 
enough, no step size control is done. 




in order to be able to deal with the zero vector as initial guess. 
We tested this program for two values of E: 
Program Ja: E = 10100 , so that no step size control can occur; 
Program Jb: E = 0.18, a value suggested in the manual, such that step 
size control should work as well as possible. 
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For both programs the solution of a linear system is required in each 
iteration step. Furthermore, without step size control, n + 1 evaluations 
of the function have to be performed in each iteration step, with step 
size control this number may be more. 
The source text of this program is not given in the appendix since it is 
not free for publication. 
PROGRAM K 
This program is given by GRAGG & STEWART [28], and is based on the 
generalized secant algorithm. The matrices appearing are kept as products 
of orthogonal matrices (see section 3.2). We made two changes to the 
source text as given by Gragg and Stewart. The first one is on line 3000 
of subroutine SSM which reads in our program MCEPS = l.E-14 since 
the precision of computation on the computer used is about that value. 
The second one is the correction of a small programming error on line 
3200 of subroutine SSM which should read: OUTBND = NN + 3. 
The program has the feature to deal directly with linear function compo-
nents. We did not use this feature for the general tests. 
The user has to provide n + 1 starting guesses of the solution vector. 
Since in our problems only one initial guess is given we generate them 
automatically as follows: 
(0) 
XO = XO 
(4.3.1) 
x(k). = x + se (k) 
0 · 0 
, k = I, .•• , n. 
Wh d h ' ' ' . 1 (k) h k h . ere x0 enotes t e given initia guess, x O t e -t starting guess 
for the program, e(k) the k-th unit-vector ands some fixed value. We do, 
in fact, consider two programs: 
Program Ka: s = 0.5; 
Program Kb: s = 0.001. 
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For both programs, Householder orthogonalisation of two n-th order matri-
ces (see WIU:INSON [50]) is necessary initially, which requires 8n3 /3 
arithmetical operations (neglecting lower order terms).The iteration 
steps require only O(n2) arithmetical operations. The number of function 
evaluations needed per step may vary from I up ton. We do not give the 
source text that we used, since it is fully given by Gragg and S~ewart, 
apart from the two small corrections mentioned above. 
PROGRAM L 
This program, which is available in the MSL [37] software library is based 
on the generalized secant algorithm given in section 3.2 (formula (3.2.2)). 
As in program K, the user has to provide n + I starting guesses, which are 
chosen according to formula (4.3.1) withs= 0.5. 
In each iteration step the solution of one or two linear systems is re-
quired.(There is a recovery scheme in cases the matrix appears to be 
singular.) In each iteration only one evaluation of the function is per-
formed. The source text of this program is not free for publication. 
PROGRAM M 
This program, which is available in the MSL [37] software library is based 
on the quasi-Newton algorithm defined by (3.3.2). In each iteration step 
the solution of a linear system and one evaluation of the function has to 
be performed. The source text is not available for publication. 
PROGRAM N 
This program 1s given by POWELL [44] and is basically an implementation 
of a quasi-Newton method as defined by (3.3.1). A version of this program 
is also available in the NAG [38] software library. Here, this method 
is combined with the steepest descent method for minimizing HF(x)II and 
with Newton's method with forward difference approximations to the 
Jacobian matrix. Initially, and in some iteration steps, the approximation 
to the inverse Jacobian matrix is (re-)set by inverting the forward dif-
ference approximation to the Jacobian matrix. Hence, initially and in 
some iteration steps, the number of arithmetical operations is O(n3) (ne-
glecting lower order terms). In all other steps it is proportional to n2• 
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The number of function evaluations needed in a particular step depends on 
what kind of step it is. 
The value of the control parameter DMAX is chosen to be equal to 10. 
DMAX controls the changes in the variables and is used in an error condi-




DSTEP = 10-4 
DSTEP = 10-7 • 
DSTEP we tested two values: 
DSTEP is used as a step size for the forward difference approximation, but 
also for controlling the updating of the approximation to the Jacobian ma-
trix. We used the source text given by Powell except for the change of 
line 0092 where the call of subroutine MB01B for solving a linear system 
is replaced by a call of the subroutine INVERS from the MSL [37] software 
library. 
PROGRAM 0 
This program is obtained from the University Computer Center of the Uni-
versity of Minnesota and is based on the method of component-wise approxi-
mation of BROWN [4]. A FORTRAN-version of this agorithm which is the same 
as we used is available in the IMSL [32] software library. 
The program has the same properties as program I. In the program the value 
for the step length to calculate the forward difference approximations to 
the elements of the Jacobian matrix has been given the value 10-8 • 
We tested the program for two different values for the step length: 
Program Oa: steplength 10-4 
Program Ob: steplength 10-8• 
Furthermore we used an absolute tolerance value in the stopping criterion 
in order to be able to solve problems with the zero-vector as a solution. 
4.4. General remarks about the programs selected. 
Although it is desirable that both stopping criteria (2.4.1) and 
(2.4.2) are used in a program for solving systems of nonlinear equations, 
almost none of the programs given in this section meets these require-
ments In our opinion it is not too hard to incorporate these criteria. 
However, we did not do so for testing, partly to reduce the possibility 
of making errors, partly because different norms are induced by the 
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various programs, so that they would not be equivalent after all. 
Finally we give in table 4.1 the work that has to be done by the 
various programs in the initializing phase, A. say, as well as per ite-
1 
ration step, A say. In fact, we give the number of multiplications needed 
s 
in the initializing phase and per iteration step. Since, these numbers 
will usually depend on the number of variables n, we denote A. and A as 
1 S 
functions of n and only give the highest order term. 
2 However, if the highest order term is of order n, we neglect all. 
For program F, A denotes the work per super-iteration and for program L, 
s 
we assume that one linear system is solved per iteration step. 
TABLE 4.1 
Size of magnitude of A. and A relative ton 
1 S 
PROGRAM A. A 
1 s 
A - t~ 
B - t~ 
C - t~ 
D - t~ 
E - t~ 
F - L~ a 
G - ¼~ 
H 3n 3 -
I - ¼n4 
J - w 
K 8 3 -Jn 
L - t~ 
M - ½~ 
N nj sometimes n3 
0 - l 4 4Il 
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5. CLASSIFICATION OF PROBLEMS AND SELECTION OF TESTPROBLEMS 
5.1. Classification of problems 
We consider the class 'I' of all problems of the form (I. 4). When we 
measure the efficiency of a program for solving some problem from class 'I' 
we may distinguish the following three characteristics which influence. 
this efficiency. 
a. The degree of difficulty for solving. 
b. The number of variables of the problem. 
c. The computational effort of an evaluation of the function, i.e. the 
number of basic arithmetical operations needed to evaluate the function. 
Before defining precisely these characteristics we like to point out why 
the first characteristic is important. It is obvious that it is desirable 
to know in advance whether a problem is easily solvable or not. However, 
the degree of difficulty also depends on the method used and, in practice, 
it is very hard, or even impossible, to measure it before solving the 
problem. Hence, a classification according to this characteristic will, 
in general, not be very helpful to the user. However, it is extremely im-
portant for comparing the efficiency of the various programs. Since none 
of the programs for solving nonlinear systems is such that it solves all 
problems from class 'I' we have to take into account that the programs 
tested fail sometimes. Therefore we have to decide whether a failure is 
due to a difficultly solvable problem or to bad progra1Illlling of the method. 
If the problem appears to be difficultly solvable then it makes no sense 
to draw from this failure the conclusion that the program is inefficient, 
for then all programs will appear to be inefficient. Clearly, we need a 
precise definition of the notions easily solvable and difficultly solv-
able. Although several definitions are possible we choose one which is 
based on the fact that all methods considered in this report can be de-
fined as Newton-like methods in some way or another, and which appears to 
be convenient. In fact, we use as a model-method the Newton-like method 
defined by (2. 1.3), where M(~) is calculated with forward difference ap-
proximations. For this method we can compute an upper bound for the error 
in M(x) as an approximation to J(x), by calculating the second derivative 
and using the mean value theorem. Hence, for this method we can calculate 
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an upper bound for the number r (cf. (2.2. 7)) of a certain problem. (For 
more details and an example see BUS [14].) When this upper bound appears 
to be less than 1, then, obviously, the problem is easy to solve by this 
Newton-like method. However, we do not use this number 1 so rigorously, 
because we made a lot of choices and sometimes, crude estimates. There-
fore, we end up with the definition: 
DEFINITION 5. I • 1 
A problem is easily solvahle when the number r, given by (2.2.7), for this 
problem and for Newton's method with forward difference approximations to 
the Jacobian matrix, has an order of magnitude about 1 or less. 
Otherwise the problem is difficultly solvable. 
We will denote the class of easily solvable and difficultly solvable 
problems with superscripts e and d respectively. So ~e denotes the class 
of easily solvable problems, ~d the class of difficultly solvable problems. 
As far as classification according to the number of variables is 
concerned, wei distinguish between small and large problems, where the 
choice of the bound, n = 15, is a matter of practical experience. 
The last classification quantity is induced by the fact that for 
most programs tested the number of basic arithmetical operations needed 
to perform one iteration step is not neglectable relative to the number 
of arithmetical operations needed to evaluate the function when the func-
tion is not too complicated. Therefore, neither the number of function-
evaluations, nor the number of iteration steps is a good measure for the 
efficiency of the programs. We should use a combination of these two 
quantities, which depends on the expensiveness of the function. For small 
problems we use only a distinction between cheap and expensive functions 
where it is mainly a matter of feeling how to classify a certain problem. 
For large problems, however, we can relate this quantity to the number of 
variables n. When we express the number of arithmetical operations needed 
to evaluate a function as a polynomial inn and we assume that an8 is its 
leading term, where Sis some integer, usually equal to 1,2,3 or 4 and 
a is some real, then we distinguish between: 
very cheap problems 8 = 1 , 
cheap problems 8 = 2, 
expensive problems 8 = 3, 
very expensive problems 8 ~ 4. 
Combining this with classification according to the size we obtain the 







cheap and easily solvable problems; 














cheap (8=2) and easily solvable problems; 
expensive (8=3) and easily solvable problems; 
e o/£4 large (n>l5), very expensive (8~4) and easily solvable 
problems. 
We obtain analogously for the subclass o/d of difficultly solvable problems 
the classes: 
5.2 Definition of testprobZems 
We have chosen a number of testfunctions known from literature. 
Most of them are used with several initial guesses, since it depends 
highly on the choice of the initial guess, whether a problem is easily 
solvable or not. 
5. 2. I (BROWN [3]). 
n 
F. (x) = (n+ I) + x. + I x., i = 2, ••• ,n; l. l. j=I J 
n 
FI (x) = - I + TT x .• 
j=I J 
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Initial guess: xi= 0.5, i = 1, ... ,n. 
Order 
Solutions 
n = 2, 3, 5, IO, 15 and 25. 
x. = 
1. 
( i = I , ••• , n) ; 
for instance for n = 5, approximately: 
T 
X = (-0,579, -0,579, -0,579, -0.579, 8.90) • 
Remarks: All function components are linear except for the first one. 




= x 1 - x2 - 1, 
= (x1 - 2) 2 + (x2 - 0.5) 2 - I. 
Initial guess: 
Solutions 
o. (0. I , 2) T' 
I. (2' 
T 0. 5) , 
2. (-I ' 
T I • 5) , 
3. ( I , 0.99)T . 
(1.54634288, l .39117631/, 
(1.06734609, 0. 139227667)T, 
approximately. 
5. 2. 3 (FREUDENSTEIN & ROTH [26], BROWN [3]) 
F1(x) = - 13 + x 1 + ((-x2 + 5)x2 - 2)x2 , 
F2 (x) = - 29 + x 1 + ((x2 + l)x2 - 14)x2. 
Initial guess: o. (I 5. -2) T, 
I. (-5' O)T, 
2. (-5, 3/, 
3. 
- T 
(0, 2.24) , 
Solution (5' 4/. 
5.2.4 (CARNAHAN, LUTHER & WILKES [15], BROWN & CONTE [5]) 
F1(x) 0.5 sin (x 1x2) - x2/(4TI) - x 1/2, 
F2(x) = (I - l/(4TI)) (exp(2x 1) - e) + ex2/TI - 2exr 
Initial guess: 
Solutions 
0. (0.6, 3)T, 
T I. (0.4, 3) • 
T (0.5, 1T) , 
(0.2994487,2.836928)T, approximately, 
(1.604571, -13.36290)T, approximately. 
5.2.5 (BROWN & CONTE [5]) 
5.2.6 
2 F 1 (x) = 3x1 + x2 + 2x3 - 3, 
2 
F2(x) = -3x1 + Sx2 + 2x1x3 - 1, 
F3(x) = 25x1x2 + 20x3 + 12. 
T Initial guess: (0, 0, 0) • 
Solutions (0.2900523, 0.6874306, -0.8492385)T, 
(I.I, -0.8, 0.5)T, approximately. 
(BROWN [3]) 
FI (x) 
2 - 2x + l , = xi 2 
F2 (x) 
2 3. = xi + 2x -2 
Initial guess: 
Solutions 
T 0. (0, I) , 
T I • ( -0 . 5 , I ) , 
T 2. (I, -0.5) , 
T 3. (1, -0.24). 
T 
(I, I) ' 
(-1.402680, 1.483683)T, approximately. 
5.2.7 (POWELL [44]) 
F1(x) = I0000x1x2 - I, 
F2(x) = exp(-x1) + exp(-x2) - 1.0001. 
Initial guess: o. (0, 1l, 
I. (0, -1l. 
( 1.098 T approximately. Solution -5, 9.106) , 
1 0 
Remark: This problem is badly scaled. 
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5.2.8 (POWELL [44]) 
5.2.9 
FI (x) -- x 1 - I , 
F2(x) - x 1x2 - I. 
Initial guess: o. 
I. 
2. 
Solution ( I ' 
(BROYDEN [ 8]) 
FI (x) IO(x2 -
2 -· xi) 
F2(x) -· I - xl. 
(- I ' 2/, 
(- I ' -2)T' 
T (0.01, 0) . 
I/. 
Initial guess: o. (-1.2, T 1.0) . 
Solution 
5 • 2 • I O ( BRO YD EN [ 8]) 
Initial guess: 
Solution 
5.2.11 (POWELL [44]) 
( 1 • 
o. 
I. 
( l ' 
l)T. 
2 F2(x) - lOx 1/(x 1 + 0.1) + 2x2. 
Initial.guess: 0. (3, 1/, 
T I. (0, I) , 
T 2. (-1, I) , 
3. (-0.9, 0.24)T. 
Solution (0, O)T. 









10(x3 - X ) - 8(x -
3 2x3) , 4 2 
-lO(x - x) - 40(x 
3 
- X4) • 3 4 1 
guess: (3, -1 ' 0, 1) T. 
(0' 0, 0, o/. 
Remark: The Jacobian matrix has only rank two at the solution. 
5.2. 13 (DEIST & SEFOR [ 19]) 
6 
F. = I cot (s.x.), i = 1, .•. ,6, 1. j=l 1. J 
jji 
where SI = 0.02249, S2 = 0.02166, S3 = 0.02083, 
s,4 = 0.02000, S5 = 0.01918, s6 = 0.01835. 
Initial guess: x. = 75.0, 
1. 
i = 1, ••. ,6. 
Solution (121.850, 114.161, 93.6488, 62.3186, 
41.3219, 30.5027)T, approximately. 
5.2. 14 (FLETCHER [24]) 
Chebyquad, a function defined by the ALGOL 60 program given by 
FLETCHER [ 24]: 
Order: n = 2, 3, 4, 5, 6, 7 and 9. 
Initial guess: x. = i/(n + I), 
1. 
1. = I, ... ,n. 
For reasons of brevity we omit the solution vectors. 
5.2. 15 (GHERI & MANCINO [27]) 
Fi = Snxi + ( i - ¥> Y + 
n 
l [z .. (sina(ln(z .. )) + 
• 1 1.J 1.J j= 
jji 




+ 1. , 
J 
a cos ( ln ( z .. ) ) ) ] , 
1.J 
i,j = l, ... ,n. 






n = IO, 20, 30, 50. 
x = -F(O) (.cl) 
'2cK 
K =Sn+ (a+ l)(n - I) and 
c = Sn - (a+ I)(n - I). 
We distinguished between the following cases: 
o. a = 5 s = 14 y 
I. a = 4 s = 7 y 




A solution for n = 50 of case a is given by GHERI & MANCINO [27]. 
5.2.16 (FLETCHER & POWELL [25]) 
F(x) = e - (As(x) + Bc(x)), 
where A and Bare n x n matrices, whose elements are generated as 
random integers between -100 and +100, s(x) and c(x) are n-vectors 
such that: 
s(x) = (sin(x 1), sin(x2), ... , sin(xn))T and 
T c(x) = (cos (x 1), cos (x2), •.. , cos (xn)) . 
* a vector, calculated as follows. Let x be a vector, whose elements e l.S 
are generated as random numbers between -TT and +TT, then 
* * e = As(x) + Bc(x ). 
Order 
Initial guess 
n = 10, 20, 30, 4U. 
* x + 0.01 o, where the elements of o are random 
* numbers between -TT and +TT and x as used for 
calculating e. 
Solution * x, as used for calculating e. 
5.2. 17 (BROYDEN [II]) 
2 , 2 F.(x) = (k 1 + k2x.)x. + I - k3· l (x. + x.), 
l. l. l. • I J J 
JE i 
where Ii= {k I k =f i, max(l ,i-r 1):o;k::; min(n,i+r2)} 
and rl, r2, kl, k2 and k3 are given integers. 
Order: n = 20, 30. 
Initial guess: x. = - I' i = 1,2, ••• ,n. 
1 
We distinguish between the following cases: 
o. rl = 3 r2 = 3 kl = k2 = k3 = . , , , , , 
1 • rl = 5 r2 = kl = k2 = k3 = . , , , , 
2. rl = 5 , r2 = 5 , kl = 2 , k2 = k3 = . , , 
3. rl = 3 , r2 = 2 , kl = 3 , k2 = 2 , k3 = ; 
4. rl = 4 ' 
r2 = 4 kl = 2 , k2 = 5 , k3 = .. 
For reasons of brevity we do not give the solution vectors. 
Remark: The Jacobian matrix of this function is a band matrix with lower 
band width rl and upper band width r2. 
5.2.18 (BROYDEN [II]) 
F1(x) = (3 - kx 1)x1 + 
F (x) = (3 - kx )x + n n n - X I' n-
where k is a given integer. 
Order: n = 5, 10, 20, 30, 40. 
i = 2, ••• , n-1 , 
Initial guess: x. = -1, i = I, 2, .•. ,n. 
1 
We distinguish between the following cases: 
0. k = 0. 1 , 
1. k = 0.5 
2. k = 2.0 
For reasons of brevity we do not give the solution vectors. 
Remark: The Jacobian matrix of this function is a tridiagonal matrix. 
In the sequel we will denote a given testfunction by a triple 
(p,n,c), where p denotes the last number of the subsection in which it 
is defined (I up to 18), n the number of variables (i.e. the order of 
35 
the problem) and c the starting point or case. For instance, testfunction 
(18,20,1) denotes the testfunction given in 5.2. 18, with order 20 and 
fork= 0.5. 
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5.3. CZassifiaation of testprobZems 
We classify our testproblems according to the same rules as 
given in section 5.1. However, the data that we derive from our prac-
tical experience (the number of function-evaluations and iteration 
steps) is independent of the expensiveness of the function. Hence, we 
do not have to distinguish between cheap and expensive problems,, this 
would only be necessary if we use computation time as a measure. 
We obtain four sets of testfunctions. 
Set Te (1,2 ,0) , s (2,2,0) , (2,2,2) , 
(4,2,0) , (4,2,1) , (6,2,1) , 
(8,2,0) , 
(15,10,k) , k = 0,1,2 , 
(18,n,k) , n = 5 , IO and k = 0 , I , 2 . 
e 
Set TR. (15,n,k) n = 20,30,50 and k = 0,1,2 , 
(17,n,k) n = 20,30 and k = 0,1,2,3,4 , 
(18,n,k) n = 20,30 and k = 0, I ,2 , 
(18,40,k), k = 1 , 2 . 
Set Td ( I ,n,O) , n = 3,5, 10 , s 
(2,2,1) , (2,2,3) , 
(3,2,c) ' 
C = 0,1,2,3, 
(5,3,0) , 
(6,2,c) , C = 0,2 , 
(7,2,c) , C = 0, I 
(8,2,c) , C = I , 2 , 
(9,2,0) , 
(IO, 2, c) , C = 0, I , 
(11,2,c), C = 0,1,2,3 , 
(12,4,0) ' 
(13,6,0) ' 
(14,n,O) , n = 2,3;4,5,6,7,9 ' 
(16,10,0). 
d (l,n,O) 15,25, Set TR. n = 
(16,n,O) n = 20,30,40 
(18,40,0) . 
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e e Although all problems of sets Ts and T2 are easily solvable in the 
sense of definition 5.1.1., it is not certain that all problems of sets 
T~ and Tt are difficultly solvable since we calculated rather crude upper 
bounds for the number r (cf.(2.2.7)) and it may be possible that r is 
small enough although we could not prove it. However, the given distinc-
tion is sufficient for our purpose. 
We use Te 
s e e 
~ii' ~t2' 
as a test set for the classes ~f func~ions ~:I and ~:2, T: for 




~23 and ~24° 
e Furthermore, T 
d s 
Tt are used for 
and T: are used for testing the efficiency, while T: and 
testing the reliability. 
6. RULES FOR USERS 
In this section, we give some rules of thumb for the non-specialist 
user of algorithms for solving systems of nonlinear equations. In fact, 
we sunnnarize the results of the preceding sections, in such a way that the 
user is able to classify his problem. After that, it appears from the con-
clusions of section 8 which algorithm will most likely solve his problem. 
6. 1. Information available 
Theoretically, the use of numerical approximations to the Jacobian 
matrix will always slow down convergence to the solution (see BUS [14]). 
However, in practice the use of forward difference approximations to the 
elements of the Jacobian matrix will usually give as good results as 
evaluation of the analytical expressions. In fact, it depends on the 
smoothness of the function and ~he choice of the step length in the for-
ward difference formula (see section 3.1). 
If analytical expressions for the Jacobian matrix are available, 
then the user should compare the number of arithmetical operations re-
quired for evaluating the function and the number of arithmetical opera-
tions required for evaluating the analytically given Jacobian matrix. 
It depends highly on the ratio between these numbers, whether it is 
efficient to use analytical expressions for the calculation of the 
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Jacobian matrix. A final ruling on this point, based on experimental re-
sults, will be deferred to the conclusions in section 8. 
6.2. The size of the problem 
The number of variables, i.e. the order of the nonlinear system, 
and the number of arithmetical operations required for evaluating the 
function, defines the size of the problem. The user should decide in 
which of the classes defined in section 5.1, his problem has to be placed. 
6.3. Special features of the problem 
It may be possible that the way in which the problem is formulated, 
will give some preference for one algorithm above another. 
Properties that should be noted are: 
a. are some or most of the function components linear; 
b. is the evaluation of one component of the function independent 
of evaluation of the other components or has a lot of work to 
be done for all components together. 
Conclusions about the effect of these properties on the efficiency and 
reliability of the algorithms are given in section 8. 
6.4. Solvability of the problem 
If the user can derive an upper bound for the value of r as de-
fined by (2.2.7), it may be considerably simplify the process of choosing 
the right algorithm. If this number is less than l or its order of 
magnitude is about I, then he should choose the most efficient algorithm. 
However, if the order of magnitude of the number r is about 1; e: or more, 
where£ denotes the precision of computation, then he might prefer the 
most reliable algorithm. 
Unfortunately, for most practical problems, it is not possible to give a 
reasonable estimate of the number r. Since all algorithms may fail on se-
vere problems, the best we can advise is, once the problem is classified 
according to the rules 6.1 up to 6.3, one should choose the most efficient 
algorithm for this problem. If it fails in solving the problem, then 
a more reliable algorithm can be used subsequently. 
6.5. Seating of the variabZes 
In practice, it appears to be desirable to scale the variables 
in such a way, that their order of magnitude is about the same (see sec-
tion 2.3). 
6.6. The stopping criteria and source text to be used 
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When one chooses a program according to the conclusions given in 
section 8, one should use the source text, which is given in appendix, or 
one can use the source text to which is referred. 
However, in the last case, one should incorporate the changes mentioned 
in section 4. In either case the conclusions are based on the values for 
the input parameters as given in section 4. 
Concerning the stopping criteria, the user is advised to incorporate both 
criteria (2.4. 1) and (2.4.2) when it is not done already. 
6.7. Inter-pretation of resuZts 
The user should be cautious in interpreting his results. Nor a 
small norm of the function, neither a small step length in the last 
iteration step does necessarily imply a small error in the approximate 
solution vector. Validation of such statements can be done only if an 
estimate of the value of r (cf.(2.2.7)) is known. 
7. EVALUATION OF NUMERICAL EXPERIMENTS 
7. I. The method of evaZuation 
7. I. I Evalmition of the relative efficiency. 
As is already pointed out in the introduction and in section 5.1, 
we use a set of easily solvable testproblems for comparing the efficiency 
of the various programs. In fact, we use the sets T: and T~. We say that 
a program is reasonabZe if it solves all easily solvable testproblems. 
Let p denote some easily solvable problem of the form (I. 4). Let R 
be some program for solving problems of the form (I. 4) and let the number 
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of iteration steps ns' the number of function evaluations °F and the number 
of evaluations of the Jacobian matrix nJ, which are needed for solving pro-
blem p by program R, be obtained experimentally. Then, the total amount of 
work which has to be done by program R in order to solve problem p can be 
defined by: 
(7.1.1.1) 
where A. and A denotes the work done in the initializing phase and per 
l. s 
iteration step respectively (cf. section 4.4) and AF and AJ denote the 
work needed to evaluate the function and its Jacobian, respectively. 
Hence, we say that program R is more efficient than program Q for solving 
problem p if 
A(R,p) < A(Q,p). 
Note that, for reasonable programs, we may assume that the numbers ns, °F 
and nJ are finite, since pis easily solvable (compare section 5.1). 
Clearly, formula (7.1.1.1) is not very useful for our purpose since 
we should solve the problem before we can compute A(R,p) and we like to 
know the efficiency of a program for solving some problem before we do 
actually solve it, in order to be able to choose the most efficient pro-
gram. Therefore we will define the notion "expected relative efficiency". 
Let~ be some class of easily solvable problems and suppose Tis a repre-
sentative set of testproblems from the class~. Let, moreover, 6 be a 
class of reasonable programs for solving problems from class~. Then we 
obtain experimentally the number ns' nF and nJ for all programs RE 6 
and all problems p E ~. Therefore, we obtain 
A(R,p) for all R E 6 ·and p E ~, 
provided Ai, As, AF and AJ are known. 
Then, the expected relative efficiency of program RE 6, for solving a 




E(R,6,T,~) = I l max(A(Q,~))' 
PET Qe: 6 
where t denotes the number of testproblems in T. Obviously, there remains 
the problem of measuring Ai, As, AF and AJ. As we did before, we will ex-
press them in basic arithmetical operations (additions plus multiplications) 
(see section 4.4). 
Since AF and AJ are usually related, we express this relation by 
(7.).).3) 
We will use only rough estimates for the quantities AF' Ai and As since 
precise values are highly dependent on the way of programming. How we 
estimate these values depends on the kind of problems that are involved. 
We distinguish between the classes of easily solvable problems defined 
in section 5.1. 
Class fe 1• The quantities A., A and AF are all small for all programs and S 1 S -----all problems in this class. Hence, the expected relative efficiency is 
always acceptable. Therefore, the approximated expected relative effi-
ciencies of all programs for solving a problem of class fe are defined 
st 
to be equally high: 
(7.J.1.4) 
for all RE 6, where 6 is some set of reasonable programs, c is some value 
between O and 1 and the bar above E denotes that it is an approximated 
value. Note that the quantity in (7.J.1.4) does not depend on a set of 
testproblems. In fact, only the reliablility of a program is important 
e 
if one wants to solve a problem _of class fsl' 
e Class fs 2 • For these problems we may neglect As and Ai relative to AF. 










e e e e 
Classes ~£}, ~£ 2 , ~£3 and ~£4 , For the problems we express AF as a func-
tion of the number of variable-s n and neglect lower order terms· 
(cf. section 5.1). 
(7.1.1.7) s A =an' F 
for some integer Sand real a.. For the quantities A. and A we use the 
1 S 
approximations given in table 4.1. Doing so we obtain for PET; 
(7. I. l. 8) :~(R, p) = [n /3 + s 
S-3 3 for R {A,B}, (nF+ y n1 )a.n ]n , E 
(7.1.1.9) :~(R,p) [n /3 + S-3 3 for RE {C,D,E,F,G,J,L,M}, = a.nFn ]n , s 
(7.1.1.10) :~(H,p) [3 S-3 3 = + a.nFn ]n , 
(7.1.1.11) A(R' p) [n n/4 
S-3 3 for RE {I,O}, = + a.nFn ]n , s 
(7.1.1.12) A(K,p) [8/3 S-3 3 = + a.nFn ]n , 
:~ (N ,p) ' S-3 3 (7.1.1.13) = [ I + n + a.Ilyn ]n , s 
where n denotes the number of iteration steps that the Jacobian matrix 
s 
is reset to the inverse of the forward difference approximation. 
Using (7.1.1.8) up to (7,1.1.13) we obtain the approximate expected re-
lative efficiency similarly to (7.1.l.6), where the set of testproblems 
is chosen to be T:. 
7 .1.2. Evaluation of the reliability 
In order to obtain a measure for the reliability we use the set Td 
of testfunctions. The reliability of a program is simply obtained by 
counting the number of failures when solving problems of the testset. 
Let qi be somie class of difficultly solvable problems and let T be a re-
presentable set of testproblems from <P, then the reliability of a program R 
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for solving a problem of class~ is defined to be 
(7.1.2.1) 1 = 2 x (number of problems p ET which are solved 
successfully), 
where i is the total number of testproblems in T. We distinguish between: 
d d a. the reliability for small problems: Z(R,T ,f ); s s 
d d b. the reliability for large problems: Z(R,T2 ,f2); 
d d c. the reliability for all problems: Z(R,T ,f ). 
7.1.3. General remarks 
All experiments reported in the next sections are carried out on a 
CDC Cyber 73 computer, with precision of arithmetic of about 14 digits. 
The values of the control parameters used are reported in section 4, where 
the programs are described. In the 
(programs A and B) and n' (program 
s 
tables we give the numbers ns, nF, n3 
N). These are the smallest numbers, so 
that the euclidean norm of the function vector is less than some threshold. 
-7 -6 We chose this threshold 10 for the small testproblems (n s 15) and 10 
for the large testproblems (n > 15), The testing on the convergence behav-
iour of the various programs and on special features of some programs is 
reported in section 7.3. 
7.2. Efficiency experiments 
As is already mentioned in section 4.1, we distinguish between 
programs written in ALGOL 60 and those written in FORTRAN. The results 
of the ALGOL 60 programs for small and large problems are listed in the 
tables 7.1 and 7.2, respectively, and those of the FORTRAN programs in the 
tables 7.3 and 7,4, Concerning programs I and O, we assume that we may say 
that n evaluations of function components are equal to one evaluation of 
the function vector, so that nF is equal to the total number of function 
component evaluations divided by n. For program L, we did in fact give 
the number of linear systems solved instead of n. In many iteration steps s 
of this program two linear systems are solved because of some recovery 
scheme. However, since the solution of a linear system is the bulk of 
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Problem A 
p n C n ~ s 
1 2 0 1 2 
2 2· 0 24 25 
2 2 2 9 10 
4 2 0 4 5 
4 2 1 5 6 
6 2 1 6 7 
8 2 0 2 3 
15 10 0 3 4 
15 10 1 3 4 
15 10 2 3 4 
18 5 0 3 4 
18 5 1 3 4 
18 5 2 4 5 
18 lO 0 4 5 
18 10 1 4 5 
18 10 2 4 5 
TABLE 
Experimental results for small problems of set Te 
s 
B C D 
nJ n ~. nJ n ~ n ~ 6 s s 
1 1 2 1 1 4 1 4 
24 8 I 7 8 27 76 8 33 
9 8 13 8 8 25 7 26 
4 4 5 4 4 13 4 13 
5 3 9 3 5 16 3 15 
6 5 10 5 6 19 5 20 
2 2 3 2 2 7 2 7 
3 3 4 3 3 34 3 34 
3 3 4 3 3 34 3 34 
3 3 4 3 3 34 3 34 
3 3 4 3 3 19 3 19 
3 3 4 3 3 19 3 19 
4 4 5 4 4 25 4 25 
4 4 5 4 4 45 4 45 
4 4 5 4 4 45 4 45 
4 4 5 4 4 45 4 45 
45 
7. I 
and all programs in ALGOL 60 
E F Ga Gb H I 
n ~ n ~ n ~ n ~ n ~ 
n ~ s s s s s s 
I 4 1 4 9 12 I 4 3 6 1 2 . .5 
10 31 9 28 9 12 13 16 1 2 15 6 15 
8 25 5 17 I I 14 12 15 23 26 9 22.5 
4 13 3 10 7 10 6 9 7 JO 4 10 
5 16 3 IO 25 28 I l 14 10 13 10 25 
6 19 7 21 10 13 I7 20 10 13 8 20 
2 7 2 8 4 7 2 5 3 6 I 2.5 
3 34 1 15 5 16 4 15 4 15 3 19.5 
3 34 1 15 6 I 7 4 15 4 15 3 19.5 
3 34 1 16 6 17 4 15 4 15 3 19.5 
3 19 2 20 9 15 6 1 2 6 12 3 12 
3 19 2 20 9 15 6 12 6 12 4 16 
4 25 3 26 9 15 9 15 9 15 4 16 
4 45 2 40 15 26 9 20 9 20 4 26 
4 45 2 37 I 7 28 7 18 8 19 4 26 
4 45 2 38 12 23 IO 21 9 20 4 26 
46 
Problem A 
p n C n ~ nJ n s s 
15 20 0 3 4 3 3 
15 20 1 3 4 3 3 
15 20 2 3 4 3 3 
i 
15 30 0 3 4 3 3 
15 30 1 3 4 3 3 
15 30 2 3 4 3 3 
15 50 0 3 4 3 3 
15 50 1 3 4 3 3 
15 50 2 3 4 3 3 
17 20 0 3 4 3 3 
17 20 1 4 5 4 4 
17 20 2 4 5 4 4 
17 20 3 5 6 5 5 
17 20 4 5 6 5 5 
17 30 0 4 5 4 4 
17 30 1 4 5 4 4 
17 30 2 4 5 4 4 
17 30 3 5 6 5 5 
17 30 4 5 6 5 5 
18 20 0 5 6 5 4 
18 20 1 4 5 4 4 
18 20 2 4 5 4 4 
18 30 0 5 6 5 4 
18 30 1 4 5 4 4 
18 30 2 4 5 4 4 
18 40 1 4 5 4 4 
18 40 2 4 5 4 4 































results for large problems of 
C D 
n °E' n ~ s s 
3 64 3 64 
3 64 3 6'4 
3 64 3 64 
3 94 3 94 
3 94 3 94 
3 94 3 94 
3 154 3 154 
3 154 3 154 
3 154 3 154 
4 85 4 85 
4 85 4 85 
4 85 4 85 
5 106 5 106 
5 106 5 106 
4 125 4 125 
4 125 4 125 
4 125 4 125 
5 156 5 156 
5 156 5 156 
5 106 4 88 
4 85 4 85 
4 85 4 85 
5 156 4 128 
4 125 4 125 
4 125 4 125 
4 165 4 165 
4 165 4 165 
; 2) norm of function only 210-6 
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7.2 
set T: and all programs in ALGOL 60 
E F Ga Gb H I 
n °F n °F n nF n °}., n °F n °F s s s s s s 
3 64 I 25 6 27 4 25 4 25 3 34.5 
3 64 I 25 6 27 4 25 4 25 3 34.5 
3 64 I 27 6 27 5 26 5 26 3 34.5 
3 94 1 36 7 38 5 36 5 36 3 49.5 
3 94 1 36 6 37 4 35 4 35 3 49.5 
3 94 1 37 7 38 6 37 5 36 3 49.5 
3 154 1 56 7 58 4 55 4 55 3 79.5 
3 154 l 56 6 57 4 55 4 55 3 79.5 
3 154 l 57 7 58 5 564) 5 56 3 79.5 
3 64 2 71 8 29 8 29 6 27 4 46 
4 85 2 71 19 40 8 29 7 28 4 46 
4 85 2 71 8 29 8 29 7 28 4 46 
5 106 2 73 15 36 14 35 13 34 5 57.5 
5 106 2 73 H D 11 D 13 34 5 57.5 
3 94 I 74 7 38 7 38 6 37 4 66 
4 125 I 74 22 53 9 40 7 38 4 66 
4 125 2 105 9 40 9 40 8 39 4 66 
5 156 2 106 15 46 14 45 13 44 5 82.5 
5 156 2 106 16 D 16 D 13 44 5 82.5 
5 106 2 79 24 451) 13 34 1 I 32 5 57.5 
4 85 2 71 21 4z2) 9 30 8 29 4 46 
4 85 2 71 l 1 32 IO 31 8 29 4 46 
5 156 3 148 12 - D 9 D 13 44 5 82.5 
4 125 2 105 22 523 11 42 8 39 4 66 
4 125 2 105 l 1 42 I l 42 8 39 4 66 
4 165 I 97 23 64 12 53 9 50 4 86 
4 165 I 97 l l 52 l l 52 8 49 4 86 
3) norm of function only 5 10-6 4)norm of function only 210-6 
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TABLE 
Experimental results for small problems 
Problem Ja Jb Ka Kb L 
2 n C n nF n ~ n nF n nF 
n ~ s s .s s s 
1 2 0 1 4 8 25 1 4 1 4 20 24 
2 2 0 8 27 24 73 8 13 12 18 2 D 
2 2 2 8 27 32 97 18 22 12 16 65 63 
4 2 0 4 13 4 13 9 12 7 11 18 16 
4 2 1 3 13 4 15 10 13 9 12 4 D 
6 2 1 5 18 6 19 7 10 8 12 14 11 
8 2 0 2 7 50 T 2 5 3 7 5 8 
15 10 0 3 34 3 34 5 16 4 18 8 15 
15 10 1 3 34 4 45 6 19 4 23 8 15 
15 10 2 3 34 3 34 5 18 4 24 10 16 
18 5 0 3 19 5 31 6 14 5 15 13 18 
18 5 I 3 19 4 25 8 14 6 15 13 18 
18 5 2 4 25 5 31 36 D 8 19 19 21 
18 10 0 4 45 8 89 10 25 9 33 21 32 
18 10 l 4 45 4 45 13 27 7 28 17 30 
18 JO 2 4 45 5 56 61 T 8 30 23 33 
7.3 
of set Te and all programs in FORTRAN 
s 
M Na Nb 
n. nF n' n °F n' n S" s s s s 
9 12 1 7 10 I 7 
15 18 I I l 14 I I l 
17 20 I I I 15 I 11 
7 10 I 8 12 l l I 
6 12 I 11 15 I I I 
JO 13 1 9 12 I 9 
15 22 I I I 14 I l I 
4 15 l 4 16 1 4 
6 I 7 J 4 16 I 4 
5 16 I 5 17 I 5 
8 14 1 8 15 I 8 
6 12 I 6 13 1 6 
10 16 1 10 19 I 9 
13 24 I 12 25 l l I 
9 20 I 9 22 1 9 
I I 22 I 12 28 l l I 
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Oa Ob 
nF n nF n nF s s 
10 1 2.5 2 5 
14 6 15 6 15 
14 9 22.5 9 22.5 
14 4 10 4 10 
14 18 45 I 3 33 
12 8 20 8 20 
14 I 2.5 2 5 
15 2 13 3 19.5 
15 3 19.5 3 19.5 
16 3 19.5 3 19.5 
14 3 12 3 l 2 
12 3 12 3 12 
15 4 16 4 16 
22 4 26 4 26 
20 4 26 4 26 
23 4 26 4 26 
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Problem Ja Jb 
p n C n ~ n ~ s s 
15 20 0 3 64 3 64 
15 20 1 3 64 5 106 
15 20 2 3 64 4 85 
15 30 0 3 94 3 94 
15 30 1 3 94 3 156 
15 30 2 3 94 4 125 
15 50 0 3 154 3 154 
15 50 1 3 154 5 256 
15 50 2 4 205 4 205 
17 20 0 4 85 4 85 
17 20 1 4 85 4 85 
17 20 2 4 85 4 85 
I 7 20 3 5 106 6 127 
17 20 4 5 106 5 106 
17 30 0 4 125 4 125 
1 7 30 1 4 125 4 125 
17 30 2 4 125 4 125 
17 30 3 5 156 6 187 
17 30 4 5 156 5 156 
18 20 0 4 86 9 190 
18 20 1 4 85 4 85 
18 20 2 4 85 4 85 
18 30 0 4 126 9 280 
18 30 I 4 125 4 125 
18 30 2 4 125 4 125 
18 40 I 4 165 4 165 
18 40 2 4 165 4 165 
TABLE 
Experimental results for large problems 
Ka Kb L 
n 1\, n ~ n ~ s s s 
5 27 4 38 8 25 
7 31 4 44 8 25 
6 30 5 44 10 26 
5 38 5 62 8 35 
7 42 4 64 8 35 
6 40 5 62 10 36 
6 60 5 99 8 55 
6 59 5 106 8 55 
7 62 5 105 10 56 
26 62 7 40 15 69 
101 T 7 41 15 49 
23 60 9 47 14 69 
82 166 14 61 29 56 
36 93 15 58 27 75 
28 82 7 58 15 99 
65 180 7 61 17 70 
26 79 1 1 73 16 100 
151 T 14 93 29 76 
115 T 17 98 23 103 
90 T 10 51 45 T 
37 106 8 49 17 50 
107 201 9 55 23 53 
60 187 14 80 50 T 
IOI T 9 70 17 70 
124 T 1 I 75 23 73 
48 D 10 94 19 91 
208 T 12 101 21 92 
7.4 
e of set TR, and all programs in FORTRAN 
M Na 
n nF n n nF s s s 
5 26 l 4 25 
6 27 l 4 26 
6 27 l 5 27 
5 36 l 5 37 
7 38 l 4 35 
7 38 l 6 38 
5 56 l 5 57 
7 58 l 4 55 
7 58 l 6 58 
6 27 l 8 31 
7 28 l 8 30 
8 29 l 8 30 
14 35 l 17 45 
14 35 l 17 46 
6 37 l 7 39 
8 39 l 8 40 
8 39 1 9 42 
14 45 1 17 55 
14 45 1 16 53 
1 l 52 l 15 35 
9 30 l 10 32 
JO 31 1 10 34 
18 49 1 18 51 
10 41 1 12 46 
10 41 1 10 43 
10 51 1 12 56 
10 51 I 10 53 
Nb Oa Ob 
n n n- n n 




























4 25 3 34.5 3 34.5 
4 25 3 34.5 3 34.5 
6 27 3 34.5 3 34.5 
5 36 3 49.5 3 49.5 
4 35 3 49.5 3 49.5 
6 37 3 49.5 3 49.5 
5 56 3 79.5 3 79.5 
4 55 3 79.5 3 79.5 
6 57 3 79.5 3 79.5 
7 28 4 46 4 46 
8 29 4 46 4 46 
8 29 4 46 4 46 
14 35 4 46 5 57.5 
13 34 5 57.5 5 57.5 
7 38 4 66 4 66 
8 39 4 66 4 66 
8 39 4 66 4 66 
14 45 4 66 5 82.5 
14 45 5 82.5 5 82.5 
15 36 5 57.5 5 57.5 
10 31 4 46 4 46 
9 30 4 46 4 46 
18 - 49 5 82.5 5 82.5 
10 41 4 66 4 66 
10 4 I. 4 66 4 66 
I l 52 4 86 4 86 
10 51 4 86 4 86 




the work per iteration step, it is convenient to count the solution of a 
linear system as an iteration step. In the tables the capital D means that 
the program diverged and is terminated by some error exit, T means that 
the program is terminated because the number of function evaluations be-
came too high. It is clear from table 7.2 that program G is not a reason-
able program for solving large functions, since it failed to solve some 
easily solvable problems and other problems were not solved in the preci-
sion required. For the same reasons we see from tables 7.3 and 7.4 that 
the programs Land Ka are not reasonable at all for solving nonlinear 
systems, while program Jb should not be used for small problems. This re-
sult for program Ka is rather surprising. We feel that the starting guesses 
in program Ka should give better results than those given in program Kb. 
This is affirmed by the fact that for many problems the recovery scheme 
built in program K is used to obtain a new set of starting guesses when 
using version Kb. Probably, there are some small progranuning errors in the 
code published by GRAGG & STEWART [28]. Another simple concl9sion that can 
be derived from tables 7.3 and 7.4 is that the number of function evalua-
tions as well as the number of iteration steps, needed by program Jb for 
solving the given problems is always greater or equal to those, needed by 
program Ja. For this reason and for the one given above, we will also con-
sider program Jb as not reasonable. These conclusions will also be justi-
fied by the reliability tests given in section 7.3. 
Using the results given in tables 7.1 up to 7.4 we will now calcu-
late the values for the approximate expected relative efficiency of the 
various procedures for solving the problems from the various classes. 
For this calculation we use the notions and formulas from section 7.1. 
7.2.1. Efficiency for solving small cheap problems 
As is already stated in section 7.1, we define the approximated 
expected relative efficiency of all.reasonable programs for solving pro-
blems of class ,:1 equally high (cf.(7.1.1.4)). Only the reliability of 
the various programs is important if one wants to solve these problems. 
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7. 2. 2. Efficiency for solving small expensive problems 
In order to evaluate the right hand side of (7.1.I .6) we should know 
the value of y (see (7.1.1.3)). In table 7.5 we give the approximated ex-
pected relative efficiency of the various reasonable ALGOL 60 programs for 
e 
solving problems of class 'l's 2 , for some typical values of y. Since for all 
FORTRAN programs the value of y is equal to zero, we can give tlie required 
results in table 7.6 independent of y. 
In our notation !::.A means the set of reasonable ALGOL 60 programs: 
(7.2.2.1) li A = {A, B , C , D , E , F , Ga , Gb , H , I } 









LlF = {Ja,Kb,M,Na,Nb,Oa,Ob}. 
TABLE 7. 5 








, for R E !::.A 
D E F 
0.9 0.9 0.7 
0.9 0.9 0.7 
0.8 0.7 0.6 
0.9 0.9 0.7 
0.9 0.9 0.7 
0.5 0.5 0.4 
TABLE 7. 6 
for R E !::,.F 
Ja Kb M Na Nb Oa Ob 























As an innnediate result of table 7.5 we see that programs A or B (Newton's 
method with analytic Jacobian) is only preferable above other algorithms 
if y is small (about 1). 
Furthermore, programs C, D and Ja (Newton's method with forward difference 
Jacobian) is not efficient. 
7.2.3. Efficiency for solving large very cheap problems 
To evaluate the approximated expected relative efficiency of the 
e reasonable programs for solving problems of class l 11 we substitute the 
values for ns' nF and nJ given in tables 7.2 and 7.4 in the expressions 
(7.1.1.8) up to (7.1.1.13) where a= 1. However, since the first term with-
in the brackets of these expressions is of order 1 or more and the second 
/ 2 . . term is of order °F n we can neglect the second term for large n. 
Doing so, we obtain with the use of a formula similar to (7.1.1.6) the re-
sults given in tables 7.7 and 7.8. These results are independent of a and 
y since they only appear in the terms that we neglected. 
Since the programs Ga and Gb are considered to be not reasonable for solv-
ing large problems, we will drop them and use the set 6A of reasonable pro-
grams in ALGOL 60, where 
(7.2.3.1) 6A = {A,B,C,D,E,F,H,I}. 
TABLE 7.7 
-
, for R e: 6A 
A B C D E F H I 
0.05 0.05 0.05 0.05 0.05 0.02 0. 1 1 
TABLE 7.8 
, for R e: 6F 
Ja Kb M Na Nb Oa Ob 
0.05 0. 1 0. 1 0.05 0.05 1 1 
Clearly program Fis the most efficient program in ALGOL 60 and the pro~ 
grams I in ALGOL 60 and O in FORTRAN are relatively very inefficient for 
solving large very cheap problems. 
7.2.4. Efficiency for solving large cheap problems 
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As in section 7.2.3 we substitute the values for ns, nF and nJ, given 
in tables 7.2 and 7.4, in the expressions (7.1.1.8) up to (7.1.i'.13), where 
S = 2. However, we can no longer neglect the second term in these expres-
sions since nF is usually of order n. Therefore, substituting n and S, 
there still remain two parameters a and y (see (7.1.1.7) and (7.1 .J.3) 
respectively). In table 7.9 we list the values for the approximated expec-
ted relative efficiencies of the programs in ALGOL 60 for some typical 
values of a (a=1,20) and y (y=1/n, 1,n). Since y = 0 for all programs in 
FORTRAN, the results for these programs, given in table 7.10 depend only 
on a. 
TABLE 7.9 
-, for R E t:.A and some typical values of y and o 
a ~ A B C D E F H I 
1 1/n 0.06 0.06 0.2 0.2 0.2 0. 1 0.2 1 
1 1 0.06 0.06 0.2 0.2 0.2 0. 1 0.2 1 
1 n 0.2 0.2 0.2 0.2 0.2 0. 1 0.2 I 
20 1/n 0. 1 0. 1 1 1 I 0.6 0.4 0.9 
20 1 0. 1 0. 1 1 1 1 0.6 0.4 0.9 
20 n 1 1 1 1 I 0.6 0.4 0.9 
TABLE 7. 10 
, for RE t:.F and some values of a 
X Ja Kb M Na Nb Oa Ob 
1 0.2 0.2 0.2 0.09 0.08 1 1 
20 1 0.6 0.4 0.4 0.3 0.8 0.9 
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It is easily seen from table 7,9 that Newton's method with analytical de-· 
rivatives (programs A and B) is the most efficient method as long as evalu-
ation of the Jacobian matrix is about as expensive as one evaluation of the 
function or cheaper. In all other cases, program F (if a=l) or program H 
(if a=20) is preferable when a program in ALGOL 60 has to be chosen. 
From table 7,10 we see that the most efficient FORTRAN program is program 
Nb, for both values of a. 
7.2.5. Efficiency for solving large expensive problems 
In a similar way as in section 7.2.4 we obtain the results given in 
table 7.11 and 7.12. For this class of functions B = 3 (cf.(7.1.1.7)) is 
substituted. 
TABLE 7. I I 
, for R € 6A and some typical values of a and y. 
a ~ A B C D E F H I 
I I 0. I 0. I I I I 0.6 0.4 0.8 
I n I I I I I 0.6 0.4 0.8 
20 I 0. I 0. I I I I 0.6 0.3 0.5 
20 n I I I I I 0.6 0.3 0.5 
TABLE 7.12 
, for RE: 6F and some values of a 
~ Ja Kb M Na Nb Oa Ob 
I I 0.6 0.4 0.4 0.3 0.8 0.8 
20 I 0.6 0.4 0.4 0.4 0.5 0.5 
As for large cheap problems (section 7.2.4) we see that programs A and B 
(Newton's method with analytical derivatives) are superior above the other 
programs in ALGOL 60 as long as the evaluation of the Jacobian matrix is 
about as expensive as one evaluation of the function or cheaper. Otherwise 
program His preferred. The programs Mand N are the most efficient 
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programs in FORTRAN. 
7. 2. 6. Effici1ency for solving large very expensive problems 
In calculating the approximated expected relative efficiencies of the 
e various programs for solving problems of class f£4 we may simplify the ex-
pressions (7.1.1.8) up to (7.1.1.13) by neglecting the first term within 
the brackets relative to the second since S = 4. Therefore, the results do 
not depend on a. For the programs in ALGOL 60 we give the results, for 
y = l or n, in table 7.13. For the programs in FORTRAN, where y = 0 for all 
programs, the results are given in table 7.14. 
TABLE 7. 13 
, for RE ~A and some values of y 
~ A B C D E F H I 
1 0. l 0. l l 1 ] 0.6 0.3 0.5 
n I 1 I I I 0.6 0.3 0.5 
-
TABLE 7. 14 
, for RE ~F 
Ja Kb M Na Nb Oa Ob 
1 0.6 0.4 0.4 0.3 0.5 0.5 
Again we see that the programs A and Bare superior as long as the evalua-
tion of the analytical Jacobian is about as expensive as one evaluation of 
the function. Otherwise, program His the most efficient program in 
ALGOL 60. The programs N and Mare the most efficient programs in FORTRAN. 
7. 3 Reliability experiments 
Since the reliability of a program, defined by (7. I . 2. I), is inde-
pendent of other programs we do not have to distinguish between programs 
rn ALGOL 60 and FORTRAN when we calculate the reliability. As is mentioned 
in section 4. I and 7.1.2 we use the set Td of testfunctions to measure the 
5_8 
Problem A 
J> n C il s 
1 3 0 6 
1 5 0 17 
1 10 0 2 
I 15 0 2 
I 25 0 2 
2 2 I I 
2 2 3 14 
3 2 0 42 
3 2 I 22 
3 2 2 5 
3 2 3 16 
5 3 0 7 
6 2 0 6 
6 2 2 100 
6 2 3 I I 
7 2 0 12 
7 2 I 16 
8 2 I 2 
8 2 2 2 
9 2 0 2 
TABLE 
Experimental results for testproblems 
B C D 
ilF n nF n ~ n nF s s s 
7 5 1 1 6 25 5 26 
18 6 17 1 7 103 6 47 
D 12 51 2 D 12 171 
D 2 D 2 D I D 
D 2 D I D I D 
D I D 18 55 6 34 
15 6 20 14 43 6 32 
43 4 D 56 169 4 D 
23 5 D 65 196 5 D 
6 4 8 6 19 4 16 
17 4 14 16 49 4 22 
8 6 13 7 29 6 31 
7 5 10 6 19 5 20 
T 3 D 67 T 3 D 
12 6 18 I I 34 6 30 
13 70 367 12 37 70 507 
16 4 .D 14 43 4 D 
3 2 D 2 7 2 D 
3 9 47 3 10 9 65 
3 15 71 2 7 15 IO I 
7. 15 
d 
of set T and programs in ALGOL 60 
E F Ga 
n n n nF n nF s F s s 
6 25 6 25 4 D 
20 133 2 D 4 D 
] D 2 D I D 
l D 2 D l D 
l D 2 D I D 
8 25 16 48 l D 
7 22 19 58 I 2 15 
25 D 8 25 98 T 
30 D 25 D 98 T 
5 16 5 16 9 12 
12 37 2 D 98 T 
7 29 7 29 27 31 
6 19 7 21 12 15 
26 D 7 D 16 19 
9 28 I I 33 62 D 
12 D 10 31 23 26 
I l D 12 37 26 29 
2 7 2 8 4 7 
2 7 2 7 2 5 
2 7 2 6 5 8 
I) norm of function only 8.4 10-3 
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Gb H I 
n . ~ n nF n ~ s s s 
3 ] 7 10 14 6 18 
1 D 9 15 I 7 68 
l D 56 D 76 T 
I D 37 D 83 T 
1 D 4 D I D 
l D 97 T 6 15 
I 1 14 I 7 20 6 15 
98 T 97 T l I 27.5 
98 T 97 T 40 T 
9 12 l I 14 6 15 
15 18 97 T 7 17.5 
18 22 13 I 7 7 21 
8 1 1 0 I 6 15 
55 D 97 T 12 30 
63 D 33 36 12 30 
24 27 26 29 I 2 30 
26 29 70 73 13 32.5 
2 5 3 6 ] 2.5 
2 5 4 7 l 2.5 
3 6 3 6 2 5 
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TABLE 
Problem A B C D 
p n C n n n nF n nF n nF s F s s s 
10, 2 0 6 7 100 T 9 28 44 T 
10 2 1 2 3 100 T 8 25 44 T 
11 2 0 15 16 15 16 14 43 14 43 
11 2 1 13 14 13 14 13 40 13 40 
11 2 2 15 16 4 D 15 46 4 D 
11 2 3 17 18 3 D 17 52 3 D 
12 4 0 19 20 19 20 19 96 19 96 
13 6 0 6 7 6 7 6 43 6 43 
14 2 0 - - - - 4 13 4 13 
14 3 0 - - - - 4 17 4 17 
14 4 0 - - - - 6 31 5 31 
14 5 0 - - - - 5 31 5 34 
14 6 0 - - - - 8 D 5 39 
14 7 0 - - - - 6 D 6 59· 
14 9 0 - - - - 4 D 5 D 
16 10 0 8 9 8 9 8 89 8 89 
16 20 0 100 T 7 13 96 T 7 153 
16 30 0 6 7 6 7. 6 187 6 187 
16 40 0 7 8 7 8 7 288 7 288 
18 40 0 5 6 4 8 4 3; 165 4 168 
2) norm of function only 2.0 10-5 
3) norm of function only 3.6 10-4 
4) norm of function only 1.0 10-4 
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7.15 (continued) 
E F Ga Gb H I 
n nF n nF n nF n ~ n ~ n ~ ,_ s s s s s s 
9 28 7 21 98 T 98 T 97 T 28 70 
·9 28 5 17 98 T 98 T 97 T 24 60 
14 43 13 44 24 27 22 25 22 25 13 32.5 
13 40 l l 37 6 D 142 17 18 21 13 32.5 
15 46 l:3 42, 21 24 23 26 23 26 13 32.5 
21 67 ]!6 51 6 D 20 23 20 23 I I 27.5 
2q 106 16 81 6 D 4 D 27 32 57 T 
6 43 4 32 15 22 14 21 0 I 8 36 
4 13 4 12 I I 14 5 8 5 8 4 10 
5 21 3 13 8 D 6 10 7 I l 4 12 
7 36 5 25 17 22 12 17 9 14 4 14 
7 D 4 27 53 D 10 16 9 15 6 24 
3 D 2 D 3 D 18 25 31 38 7 3 I. 5 
4 D 2 D 44 D 14 22 13 21 5 25 
1 D 2 D 3 D 3 D 20 30 5 D 
6 67 2 D I D I D 16 27 7 45.5 
26 T 1 D I D 1 D 18 39 86 T 
6 187 2 76 l D l D 21 52 90 T 
25 T 2 D I D l D 24 65 75 T 
5 206 2 D 324 73 6 D 15 56 5 107. 5 
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TABLE 
Experimental results for testproblems 
Problem Ja Jb Ka Kb L 
p n C n °F n °F ns °F n °F n 1\· s s s s 
1 3 0 
I 
6 26 32 134 12 23 10 20 12 D 
1 5 0 7 49 50 T 10 23 7 22 45 T 
1 10 0 10 121 50 T 16 49 5 26 35 T 
1 15 0 50 T 50 T 16 60 6 38 24 T 
I 25 0 1 D 50 T I D 1 D 1 D 
2 2 1 16 58 6 19 8 1 I 10 16 14 1 1 
2 2 3 6 29 7 22 8 12 8 12 20 14 
3 2 0 50 T 50 T 66 T 75 T 12 D 
3 2 1 50 T 50 T 29 41 78 T 14 D 
3 2 2 4 14 15 46 8 13 13 19 2 4 
3 2 3 4 20 18 55 8 12 I 1 19 20 16 
5 3 0 6 27 29 11 7 23 28 15 22 66 60 
6 2 0 5 18 8 25 1 4 10 . 15 6_ D 
6 2 2 25 204 50 T 8 1 I 12 16 22 D 
6 2 3 6 26 9 28 7 10 8 12 22 19 
7 2 0 33 169 18 55 23 43 20 37 14 D 
7 2 1 40 275 50 T 25 46 25 46 7 D 
8 2 1 13 102 50 T 7 10 6 10 5 8 
8 2 2 5 24 31 94 4 7 4 8 20 20 
9 2 0 
' 
10 53 35 106 2 5 7 10 6 D 
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7. 16 
d of set T and programs in FORTRAN 
M Na Nb Oa Ob 
' I n 11p n n °F n n .1], n °F n °F s s s s s s s 
21 31 I 8 12 I 8 12 6 18 6 18 
31 51 I 9 15 I 9 15 17 68 I 7 68 
42 84 I 9 20 I 9 20 50 T I D 
40 T 1 10 26 I 10 26 50 T I D 
28 T I 10 36 I 10 36 I D I D 
9 12 1 8 11 I 8 11 6 15 6 15 
10 13 1 9 13 1 9 12 6 15 5 12.5 
83 T 8 47 D 8 47 D IO 25 10 25 
83 T 2 23 D 2 23 D 19 47.5 19 47.5 
18 30 l 12 15 I 12 15 6 15 6 15 
22 30 I 12 16 I 12 15 7 17.5 7 17.5 
76 T I I I 16 1 12 16 7 21 7 21 
10 13 I 10 14 1 10 13 6 15 6 15 
83 T I 13 16 I 13 16 7 17.5 2 5 
13 16 I 9 13 I 9 12 I I 27.5 2 5 
31 46 I 114 117 I 132 135 12 30 7 D 
78 151 2 50 D 2 50 D I I 28 8 D 
83 T 3 95 D 3 95 D I 3 2 5 
83 T 2 4 8 2 4 8 I 3 2 5 
19 32 l 24 27 1 24 27 2 5 3 8 
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TABLE 
Problem Ja Jb Ka Kb L 
p n C ns nF ns 1\, ns ~ n ~ ns ~ s 
10 2 0 50 T 50 T 87 T 87 T 8 D 
10 2 l 50 T 50 T 85 T 85 T 9 D 
l I 2 0 15 46 50 T 19 34 23 41 4 D 
I I 2 l 13 40 26 79 20 37 19 36 2 D 
I I 2 2 28 205 50 T 20 36 23 41 17 D 
l I 2 3 27 174 50 T 22 39 21 38 2 D 
12 4 0 19 96 31 156 35 71 29 62 56 76 
13 6 0 6 43 7 50 20 32 15 33 68 D 
14 2 0 4 13 4 13 6 I I 6 12 19 16 
14 3 0 4 17 4 I 7 I I 19 6 13 26 24 
14 4 0 5 28 5 27 21 33 9 16 47 57 
14 5 0 4 26 4 26 27 43 I I 19 70 T 
14 6 0 5 37 6 43 35 55 15 28 46 51 
14 7 0 6 54 5 44 2 D 19 36 4 D 
14 9 0 24 355 26 341 I D 25 48 I D 
16 10 0 3 34 3 34 21 40 6 17 30 26 
16 20 0 3 64 3 64 52 93 6 28 100 T 
16 30 0 3 94 3 94' 83 162 7 40 100 T 
16 40 0 4 165 4 165 160 T 35 17 I 100 T 
18 40 0 4· 166 9 370 131 T 13 l 0 1 100 T 
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7. 16 (continued) 
M Na Nb Oa Ob 
n n n' n n n' n n n n n n 
s F s s F s s F s F s F 
83 T 1 97 T 1 97 T 16 40 15 38 
83 T 1 97 T 1 97 T 17 42.5 16 40 
83 T 4 134 140 4 125 131 13 32.5 10 D 
20 23 1 151 154 1 152 155 13 32.5 10 D 
83 T 3 11 D 3 I I D 13 32.5 10 D 
83 T I 185 188 I 179 182 1 1 27.5 8 D 
29 34 1 57 66 I 78 83 45 T 50 T 
14 35 1 30 38 I 30 37 6 27 6 27 
6 9 1 5 8 l 5 8 4 10 4 10 
6 10 I 7 13 I 8 14 4 12 4 12 
10 18 I I I 19 1 9 14 4 14 12 42 
10 16 I I I 20 I 9 15 5 20 5 20 
12 28 1 31 41 I 29 36 4 18 ' 4 18 
15 31 I 19 30 l 17 25 4 20. 4 20 
22 44 I 28 41 1 31 41 6 36 5 30 
6 I 7 I 7 21 1 7 18 3 19.5 3 19.5 
5 26 I 6 28 1 6 27 3 34.5 3 34.5 
6 37 1 8 41 1 8 39 4 66 3 49.5 
8 51 I 9 51 I 9 50 7 150.5 7 150.5 
19 60 I 21 65 1 20 61 5 107.5 5 107.5 
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reliability and we distinguish between the reliabiltiy for small problems 
d d d d (Z(R,Ts,~s)), for large problems (Z(R,T1 ,~1)) and for all problems 
(Z(R,Td,~d)). In order to be able to calculate these values we give in 
table 7.15 and'7.16 the resuits of the programs in ALGOL 60 and FORTRAN re-
d spectively for the set of testproblems T • 
Besides the notation that is also used in the tables 7.1 up to 7.4 the 
capital I in these tables means that the program is already terminated in 
the initializing phase because of a singular Jacobian matrix. 
As is seen in table 7.15 we do not give experimental results of programs 
A and B for solving the problems (14,n,O), n = 2,3,4,5,6,7,9. For these 
problems, the analytical Jacobian matrix is not available. Therefore, we 
give the reliability of the programs Cup to O, which is measured with all 
problems in Td, in table 7.17. Furthermore, the reliability of all programs 
measured with the problems in Td except for the problems (14,n,O), 
n = 2,3,4,5,6,7,9, are given in table 7.18. 
We use the notation: 
(7.3.1) -d d T = T , {(14,n,O), n = 2,3,4,5,6,7,9}. 
Since we do not pretend that Td or Td is really a representative set of 
functions for testing the reliability we do only give one significant fig-
ure in the tables 7.17 and 7.18. From the results given in these tables, 
we can draw some simple conclusions. 
The statement, given in section 7.2, that the programs Ga, Gb, and L can 
not be considered as reasonable programs is affirmed by these results. 
Their reliability is only 0.5 or less, i.e. for at least half of the pro-
blems of Td these programs fail. Furthermore, the programs B, D and Jb 
(Newton's method with some kind 9f step size control) are considerably less 
reliable than its equivalent without step size control (programs A, C and 
Ja, respectively). Since step size control is incorporated to increase 
the reliability, we must conclude that this goal is not attained and that 
these programs are not useful. The conclusion that program Ka is not use-
ful is not affirmed by the figures, but as we mentioned already, the be-
haviour of program Ka is not clear to us and we feel that there are some 
small programming errors in the code published by GRAGG & STEWART [28]. 



















TABLE 7 .17 
reliability of programs 
d d 







































There is another conclusion that can be derived from the tables 7.17 and 
7.18. Comparing the figures for the program Owe must conclude that pro-
gram Oa is to be preferred. Hence, the step length used in the forward 
difference formulas to approximate the elements of the Jacobian matrix 
should not be chosen as small as_ 10-8 if the machine precision is about 
10-14. To summarize we may say that the ALGOL 60 programs A,C,D,E,F,H and 
I are useful where A,C and I are the. most reliable programs; furthermore 
the FORTRAN programs Ja,Kb,M,N and Oa are useful, where only program Mis 























TABLE 7. 18 
reliability of programs 
Z (R Td 'I'd) -d d Z(R,Td ,'I'd) , s, s Z (R, TR,, 'i' R,) 
0.9 0.7 0.8 
0.6 0.8 0.6 
0.9 o.s 0.8 
0.6 0.8 0.7 
0.7 0.5 0.7 
0.7 0.3 0.7 
0.4 0.2 0.4 
0.5 0.2 0.4 
0.6 0.8 0.6 
0.9 0.3 0.8 
0.8 0.8 0.8 
0.5 0.8 0.6 
0.9 o.s 0.8 
0.9 0.8 0.9 
0.3 0.2 0.3 
0.6 0.8 0.6 
0.7 1. 0 0.8 
0.7 1. 0 0.8 
0.9 0.8 0.9 
0.7 0.8 0.7 
7.4 Experiments about aonvergenae behaviour and special features 
of the programs 
7.4. 1. Convergence behaviour 
For the programs Cup to I in ALGOL 60 and Ja,Ka,Kb,M,Na,Nb,Oa in 
FORTRAN we give some diagrams to show the progress of the iteration as a 
function of the number of function evaluations. These diagrams are only 
illustrations of the performance of the various programs and, in fact, 
only for the classes of functions 'i':2 and '!':4 where the work done per 
iteration step can be neglected, these diagrams are illustrations of the 
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relative efficiency. Nevertheless, the diagrams are typical as illustra-
tions of the behaviour of iterative methods for solving nonlinear systems. 
The symbols used in these diagrams are explained by the following reference 
tables. 
programs in ALGOL 60: 
(l- program.C . , 
):( program D 
I::,. program E 
□ program F ; 
* 
program Ga; 
X program Gb; 
◊ program H 
. , 
0 program I 
programs in FORTRAN: 
0 program Ja; 
0 program Ka; 
* program Kb; z program M; 
◊ program Na; 
):{ program Nb; 
* 
program Ob. 
One can see from these diagrams, that, once convergence starts, it is 
going fast (superlinearly or even quadratically). 
Furthermore, there appears to be no reason to expect that one program is 
is more efficient to obtain the solution in a high precision than another 
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Hence, as long as the precision is not too high, relative to the round-
off error in the function and/or its Jacobian, the efficiency of the pro-
gram. is not influenced by the precision required. 
7.4.2. Special properties and features 
The use of most programs is about the same. The user should provide 
the function and sometimes its Jacobian matrix, the precision required and 
sometimes some controlling parameters. For most programs the function has 
to be progrannned such that for a given argument vector the whole function 
vector is calculated. However, the programs I and O require the progrannning 
of the function such that only one component of the function vector is cal-
culated for a given argument vector. This may have severe consequences for 
the efficiency of programs I and O when the evaluation of one component is 
almost as expensive as evaluation of the whole function vector. 
An advantage of the programs I and O, which is induced by the underlying 
algorithm, is that solution of problems for which part of the function 
components are linear can be done relatively very efficient if the function 
components are ordered in the right way. We will illustrate this feature 
by the following example. 
If we reorder the function components in problem (I,n,O) (see section 
5.1.1) such that the first (n-1) are linear and the last one is non-
linear, thus: 
n 
F. (x) = (n+l) + x. + I x. , i = I, ... ,n - 1 , i i j=l J n 
F (x) = - 1 + TT x.' n j=l J 
then, this problem is solved by the program I and O and solution is re-
markably efficient. The difference between solving problem (1 ,n,O) and its 













Influence of reordering function components 
such that linear ones come first for the 
programs I and 0 and problem (1,n,0) 
program I program 0a 
normal reordered normal reordered 
n nF n ~ n nF n ~ s s s s 
1 2.5 4 10 1 2.5 4 10 
6 18 5 15 6 18 5 15 
17 68 5 20 17 68 6 24 
76 T 6 39 50 T 7 46 
83 T 7 63 50 T 7 63 
1 D 7 98 l D 7 98 
83 
The reason for this behaviour is that in the reordered case the linear 
components are treated first so that a much better approximation to the 
solution is used by the time that the nonlinear component is approximated. 
All other programs use a method of vector-wise approximation so that re-
ordering does not influence the behaviour of the program. 
However, program K has a mechanism for treating linear components 
apart. The user may define the problem function as an underdetermined linear 
system together with an underdetermined system of nonlinear equations. For 
program K the number of nonlinear equations has to be at least two. The re-













Influence of the use of the feature 
for linear components in the programs 
Ka and Kb for problem (1,n,O) 
program Ka program Kb 
normal with feature normal with 
n nF n nF n nF n s s s s 
12 23 5 10 10 20 5 
10 23 8 16 7 22 5 
16 49 6 13 5 26 5 
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Clearly, the reliability of the programs I, Kand O is influenced by the 
use of these features. When we assume that the user takes full advantage 
of these features, then we should do the same if we compute the reliability 
of these programs and we should replace the values for the programs I, Ka, 
Kb and Oa in table 7. 17 by those given in table 7.21. We see from this 
table that program Oa is fully reliable if we give only one significant 
digit for these values. In fact, it failed only once by solving 40 diffi-
cultly solvable problems. As is seen from table 7. 16 it failed to solve 
problem (12,4,0). This problem has a singular Jacobian matrix (rank 2) at 
the solution. 
TABLE_7,21 
Reliability for some programs if special features are used. 
·-· 
Z (R Td 'I'd) d d Z(R,Td .~·d) R 's' s Z(R,TR,,'1'£) 
I 0.9 0.5 0.8 
Ka 0.9 0.7 0.8 
Kb 0.9 1 0.9 
Oa I 1 I 
The last remark about the behaviour of the programs which is induced by 
the experimental results is concerning the failure detection of the pro-
grams. Most of the programs do only generate an error exit if the matrix 
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of the linear system appears to be (numerically) singular. Sometimes, step 
size control (program Band D) or a resetting mechanism (program N) gives 
a possibility to detect divergence or convergence to a stationary point 
which is no solution, so that an error exit can be generated. However, we 
see from the tables 7.15 and 7.16 that rather often the program has to be 
terminated by the user by choosing some upper bound for the number of func-
tion evaluations. Sometimes, this facility is built in in the program, so 
that the best results obtained so far are given as output, however, in 
other cases the user himself should build in a jump out of the program by 
programming the function in such a way, which is very undesirable. 
In either case, the user has to choose some upper bound on the number of 
function evaluations or iterations without having any reasonable idea about 
it, since this depends heavily on th~ method used and the problem to be 
solved. 
We feel that good failure exits are essential for a good program, 
however, we do not judge the given programs on this criterion in this 
report. 
8. CONCLUSIONS 
8.1. General remarks 
As we mentioned before, the method of choosing a program for solving 
a system of nonlinear equations will usually be a method of trial and 
error as long as we do not know whether the problem is easily solvable. 
However, with the results given in section 7 we feel that we can give 
the user reliable information about what program he should try first and 
if it fails what will be the best to try subsequently and so on. We dis-
tinguish between the six classes of problems o/sl' o/sZ' o/ 11 , o/12 , o/ 13 
and o/14 defined in section 5.1 and we assume that the user is not able to 
determine whether his problem is easily solvable or not. Our method of 
choosing is as follows: 
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-first of all drop all programs that are not reasonable (see 
section 7.1); these are the programs B,D,Ga,Gb,Jb,Ka,L and Ob; 
-then the most efficient program in ALGOL 60 and FORTRAN is chosen; 
if two programs are equally efficient, then the most reliable is 
chosen; (we use Z(R,Td,,d) from tables 7.18 and 7.21); 
-as the next choice we take the next efficient program whose relia-
bility is higher than the reliability of the program that is chosen 
first (for both ALGOL 60 and FORTRAN) 
-we repeat this process until we do not have any choice any more; 
-we will not use program C if program A can be used more efficiently 
and vice versa, since these programs are the same, except for the 
use of an analytical or approximated Jacobian matrix. 
Hence, we obtain for a certain class of problems a sequence of programs 
in ALGOL 60 and in FORTRAN. So, all the user has to do is to determine in 
which class his problem should be placed, to read the conclusions given 
about this class and to try and solve his problem with the programs in the 
order given. Only if he is not interested in efficiency he should choose 
the last program of the sequence of programs in the language he uses, 
since this is the most reliable one. 
The conclusions are based on the assumption that the user makes use of 
the features of some programs mentioned in section 7.4.2 if one or more 
of the function components are linear. 
Furthermore, it is obvious that we assume that the programs are 
used in the form as described in section 4. 
To simplify our conclusions we do not distinguish between programs Na 
and Nb. There is always a slight preference for program Nb. 
For convenience we say that a cheap Jacobian is avaiZabZe if the user can 
supply analytical derivatives df the function and the evaluation is about 
as expensive as one evaluation of the function or cheaper. Furthermore, 
we formalize the notation of the sequences of programs as follows: 
a semicolon between two programs means that one should try first the 
program mentioned before the semicolon and if it failed then one should 
try the program behind the semicolon; Bin or-symbol (:v) between two pro-
grams means that there is no preference between these two programs, 
-· 
the user should try one of them. So we end up with the following conclu-
sions for the various classes of problems. 
8.2. Solving small aheap problems c,sl in section 5.1) 
Programs in ALGOL 60: Av C v I , 
where A can only be used if analytical derivatives are available. 
Programs in FORTRAN: Oa. 
8.3. Solving small expensive problems (,s2 in section 5.1) 
Programs in ALGOL 60: 
if a cheap Jacobian is available then: A, otherwise: H; I. 
Programs in FORTRAN: Oa. 
8.4. Solving large very aheap problems (,tl in section 5.1) 
Programs in ALGOL 60: Av C; I , 
where A can only be used if analytical derivatives are available. 
Programs in FORTRAN: Ja; Oa. 
8.5. Solving large aheap problems (tt2 in section 5.1) 
Programs in ALGOL 60: 
if a cheap Jacobian is available then: A, 
otherwise: 
if a (defined by (7.1.1.7)) is about 1 or less then: F; C , 
t otherwise: H ; F ; I • 
Programs in FORTRAN N Kb; Oa. 
8.6. Solving large expensive problems c,i3 in section 5.1) 
Programs in ALGOL 60 : 
if a cheap Jacobian is available then: A, 
otherwise, if a is about l or less then: H F I ' 




Programs in FORTRAN: 
if a is about I or less then: N; Kb Oa, 
otherwise: N; Oa. 
8.7. Solving large very expensive problems 
Programs in ALGOL 60 : 
if a cheap Jacobian is available then: A, 
otherwise: H . I . , 
Programs in FORTRAN N Oa. 
8.8. General conclusions 
('1',Q,4 in section 5.1) 
We see that the following programs in ALGOL 60 are useful for having 
available {fior instance in a software library): 
A, C, F, H, I. 
Except for A and C (both Newton's method) they are based on different types 
of algorithms. Program Fis based on the secant algorithm, program Hon the 
quasi-Newton algorithm and program I on a method of component-wise approxi-
mation. As far as programs in FORTRAN are concerned it is sufficient to 
have available: 
.Ja, Kb, N, Oa. 
Here again w,e have Newton's method (Ja), a secant method (Kb), a quasi-
Newton method (N) and a method of component-wise approximation {Oa). 
The comparison of the programs in ALGOL 60 indicates that it might be use-
ful to have a FORTRAN-version of program A. 
Furthermore it should be noted that translation of the programs K 
and N in ALGOL 60 may change the picture and the modifications in Oa re-
lative to its analogue in ALGOL 60, program I, seems to be worth while. 
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APPENDIX 
In this appendix we give source texts of some programs which have 
been changed with respect to the text given in the references. Some of 
them are already adapted to the software library NUMAL [39]. Some other 
programs are changed. We give these texts, mainly to show what source 
texts are tested. Therefore, source texts of programs which are not 
changed by us, can be found in literature and we did not list those here. 
Furthermore the source texts of the subroutines NEWI (program J), NONLIQ 
(program L) and QNWI (program M) from the MSL software library are not 
listed since they are not available. 
Since some of the programs in ALGOL 60 make use of procedures de-
clared by code numbers, we will give a short explanation of their perfor-
mance. Detailed descriptions and source texts are given in NUMAL [39]. 
real proaedu:t'e vecvec(l,u,shift,a,b) ; 
vecvec delivers the inner product of the vectors given in 
a[l:u] and b[l+shift: u+shift]. 
real proaed:ure matvec(l,u,i,a,b) ; 
matvec delivers the inner product of the vector given in 
b[l:u] and the row-vector given in a[i:i,l:n]. 




tamvec delivers the inner product of the vector given in 
b[l:u] and the column-vector given in a[l:u,j:j]. 
dupvec(l,u,s,a,b) ; 
dupvec duplicates the vector given in b[l+s u+s] to a[l:u]. 
elmvec(l,u,s,a,b,x) ; 
elmvec adds x times the vector given in b[l+s u+s] 
to the vecor given in a[l:u]. 
elmcolvec(l,u,j,a,b,x) ; 
elmcolvec adds x times the vector given in b[l:u] to the 
column-vector given in a[l:u,j:j]. 
procedure gsssol(a,n,aux,b) 
gsssol solves the linear system of order n, whose matrix is 
given in a[l:n,1:n] and whose right-hand side is given in 
b[l:n]. The solution is overwritten on b[l:n]. The matrix 
elements are overwritten. In the auxiliary array aux one 
should give in aux [2] the precision of arithmetic and in 
aux [4] some controlling parameter (advised value 8). The 
rank of the matrix is delivered in aux [3]. 
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The parameter lists of the tested procedures in ALGOL 60 are made as uni-








order of system; 
the initial guess as input and the solution as output 
the functionvector; on exit the functionvector at the calcu-
lated solution 
a boolean type procedure; 
boolean proced'UI'e funct(n,x,f) the parameters have the same 
meaning as above and the program is terminated if the proce-
dure delivers false for some argument vector; 
a procedure for calculating the Jacobian matrix 
proced'UI'e jacobian(n,x,f,jac,funct) 
the Jacobian matrix is delivered in jac[l:n,1:n] 
the other parameters have the same meaning as above; 
some auxiliary array to provide tolerance and values for 
control parameters (input) ; 
some auxiliary array in which some by-products are delivered; 
For the programs E up to I out [5] i O means that no solution 
is found; for the programs A up to D out [6] r 6,4 means that 
no solution is found. 
Since the given texts are not really intended for use, but only to vali-
date our conclusions and to show what changes are made to the original 
source texts, we assume that the short description above will be suffi-
cient. 
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•COMMENT•. ~EWTDNS_ME!~OD, PROGRAM A OR C1 
•PROCEDUR~• PRQGRAM,A(N, X, F, FUNCT, JACOBIAN, IN, OUT)J 
•VALUE• N, ~INfEGER•.Nt 
•ARRAY• X, ,F, JN, OU!t 
•8001,.EAN". ~PRQCEDURE9! ,uNCTs 
•PROCEDURE• JACOBIAN, 
"BEGIN• •jNTEG!R" TEXT, IT, ?TMAX, FEYAL, FEVALMAXt 
~REAL• R~,.RELTO~PAR, ABSTOLPAR, ABSTOLRES, STAP, NORMXt 
• BOOLE 4N•. TElfTHf L . . . . 
•ARRAy• JAC[l1N ♦ 1,laNJ, SOLtl t NJ, AUXtt I TJt 
•R[AL~•PROtEDURE~ VECV!CCL, U, SHiFT, A, B>1 "CODE" 140101 
•PRoc,DUR~~ DUPVFC~L, u, s. A, 8)1 •CODC" 11010, 
~PROC~DURE~ ELMVFCfL, U, S, A, 8, X)t •CODE~ 340201 
•PROCEDURE• GSSSOL(A, N, AUX, B)t •CODE• 342121 
"B00Lt4N••PffOCtOURE" LOC.FUNCT(N, x. F>, ~v•~u,~ Nt.•tNTEG~R• Nt •A~R~Y• x,_,, 
•B!GIN• Loe ,uN~Ta• TEST THF1• FUNCTCN, x, ,, 
. •iND• trst TMFI FEVALi ■ FEVAL ♦ t 
•END• LDC FUNCTt 
?TMAxi, F[VALMAXi• INt4lt 4UXt2Jiv N * iNtOJI 
AUXt4~1• ,, ~ELTnLPAR~• INt1~ ** 2t ABSfDL~AR~• IN[ZJ ** Zt 
ABST9LRESa ■ IN[J1 ** lf TEXTIW fs TEST THF1 ■ •TRUE•, 
ITAP1, OUTtiJ i• eyuu,l i ■ 0UTt7l 1• o, 
FUNCTc~, X, i9L)e RNt ■ V~CVEC(t, N. o, SOL, SOL)J 
OUTtJJU,IQ!JT(RN,9 ,EVALl•.1t 
11 FOR• IT111. l• IT.+ 1 "WHILf" lT ca XTMAX "AND• 
.. ,EV6L.c.FFVALMAX •00• 
•8!Gl~~ ~UTJ~J••.JTa JACDBtAN(N, X, SOL, JAC, LoCrUNCT)s 
•Ir• •NOY• T~~T THr 11 TH[N" 
11 BEG1N~ T~XTst 1, •GO TO• FAIL 11 END•r 
GS&SOLcJAC, ~• AUX, SDLll . 
"lf•.•u~t)J f N •THEN"•BEGIN• T!XTzs 1J "GO TO" FAIL "END"r 
ST4Pa, VECV!Ctlt N, O, SOL, SOL)g 
NO9~x,,_vE~VE~c1, N, o, X, X)s, 
•IF~ IJAf > RfLTOLPAR *.NDRMX t A8STOLPAR 
. 11 0R~ IT • ! . ~ANO• STAP > 0 11 Tt:tEN 11 •.. 
"BEilN! ~LMVEr.(1, N, O, X, SOL,• 1)9 FEVALla FEVAL + lr 
•1,• •NOT" FUNCTCN, X, Fl "THEN" 
•BJGIN• TE!Ti• z, •Go TO• FAIL "FND"r 
RNI ■ VECVEr.(1, N, O, F, F)1 ~l'" R~ c■ .~fSTOLRES •T~EN". 
~BEGI~• TEXTJ• 4t IT~AXI• IT.•END 11 
•~LOE" OUP~!C(t, N, Q, SOL, F) 
11 END" ~TERATJ~N ANO TESTS "!LSE" 
•BEGIN• TEXT1111 •1 lTMAXa• IT "ENO" 
•END" OF ITERATIONS, 
FAIL I 
OUTtlJJ• SQRT(STAP)f 9UT[Z1s ■ SQRT(RN)' OUT(ijJI• FEVALr 
OUT U,J e• T!:XTt OIIT t81 U AUX t:U t OUT (fl) Iii AUX [51 
•END• PROGRAM At 
"COMMENT" ijEWTONS MEiHOO WITH STEP SIZE CONTROL, PROGRAMS BAND DJ 
•PROCEQURE".PRQG~AM ACN, X, F, FUNCT, JACOBIAN, IN, OUT)t 
"VALUE" Nt 1 INJEGERN_N9 
•.uuuv 1~ x •.. F. JN, ou:r, . 
•BOO~EAN". ~PRQtEDURE~ FUNCTt 
"PROCEDURE" JACOBIAN, 
"BEGIN" ~iNTE~~~i I, .J, INR, HiT, TEXT, 
IT, IJMAX. rNRMA~. TIM. FEVAL, FEVALMAXr 
"RfAL" RHO. REil. RESZ, RN, RELTOLFAR, ABSTOLPAR, ABSTOLRES, 
ST~P, N9RMXI • _ 
~B00LE4N"_CO~Y• fE~TTHF, DAMPING ONJ . 
11 Ali0Uv" JAC[1zN • 1,1;NJ, PR. FU2, SOLri s NJ, AUX[1 3 7lz 
"R!AL;iPRO~EDURE; VECVECCL. LI, SHI~T• A, Blr "CODE" 34010s 
"PROCEDURE~ OUPVfC(L, U, S. A, 8)1 "CODi" ltOJOs 
"Pl,OC£0URE 11 ELMVFC~L, U, S, A, B, X)I "CODE" ~l.lo20r 
"PROCEDURE" GSSSnl.CA, N, AUX, B)t 11 C00f" 31.1232P 
11 B1J0Lr~N"."Pijoceo11RE" 1.oc FuNtTcN. x. r,, 
11 V,lL.U~ 11 Nr. 11 JNTE!j~R" Nt "ARRfl'" X,_Fs 
"BfGlij" ~oe FUNCyga:: TEST THFJ• FUN~TCN, x. F) 
"AND" TEST THFt FEVALEm FEVAL + t 
"fl~0 11 LDC P'UNCTr 
IT 1~.Ui~ Fe:VALMAX;l!I INJ'tJ P AUX t2J i111 N tr PHO! 1. TJMga:: IN [7] s 
AUX[l.ll&lli ~· REI.TnLPARas INflJ ,. ii ABSTOLPARg111 IN[2] ** 2, 
A8STO~RfSsm INtJ\ •• Zt INRMAX1111 I~tbl I 
OUl'V~C:C1• N 1 9• ~R, lOf -, 
TEXTJ111 81_MJT1• QI TJST THFs•. 11 TRu, 11 r . 
RE:Sza, SHf:'glli OUH1J fill OUTr5J 3111 0UTC'7J u Of 
FUNCTc~, X, SQL)v RNi~ VfCVJCCt, N, o, S9L, SOL)J 
PUTt3J1•.SQ~T(RN1; ,EVALs~ IB DAMPING ON1111 Nf~LS["r 
11 F0R" ITma 1. IT. 1 11 WHILE 11 IT C9 ITMAX "AND" 
_FEiji(.c,F~VALMAX "09" 
"BfGiij" ourc~i-~ IT1 JACOBIAN(N, x. SOL, JAC, LOCFUNCT)J 
11 IF 11 • .. TfST.TtofF "THEN" 
"BEGIN~ JtXT11 ls "GO TO• FAIL "EN0"1 
GS5$0LCJAC, ~• AUX, SOL,, 
"lF" A~Xpl ., ~ 11 THfN 11 
11 BfGJNN T~xr,, 1, WGO row FAll "[N0"1 
STA~l•.VECVECr:, N,.o. JOL, SOL]J 
RMgu i• .NQRM~a• VECVfCO, N, 9• x, X)s 
"IF~ SJ•~-> RELTOLF4R t_NO~MX t ABSTOLPAR 
. "OR~ IT• i "~NO" STAP > 0 "TH~NP 
97 
98 
•BE;lN!~FQ~• iN~I• O,_l~R ♦ 1 
"WHJL~"•IF• JNR • l •THEN" DAMPING ON "OR• RES2 >• RN 
. •{L$t~: CONY "ANO• (RN c ■ RfSi "OR" RESl < RESt) "DO" 
•B!GJN~•CQMH.lNT• DAMPING STo,s WHEN 
RO> Rl •ANO• Rt c■ R2 (BEST RESULT IS x1, Rt) 
wH~ xi •XO ♦ I * DX, ti ■ 1, .5, ·.25 • • 125, ETC. 
RHOII RHO/ ?1 "IF" INR > 0 "THEN" 
•BEGIN" RESll ■ RE82t DUPVECCl, N, O, F, FU2)J 
DAMPrNG ONi ■ lNR > 1 
~[NO~t , . 
"FOR" It• 1 "STEP" 1 •UNTIL" N "00" 
• PR[Itj ■ Xtil ~RHO* 30Ltl1a . 
Jf3T THF&• FUNCT(N, PR, FU2)J FEVALI• FEVAL ♦ tr 
•IF" •NnT• TEST THF "THEN• 
~BEGjN• .. TeXTi~ 21 •GO T0 11 FAIL .•ENO", . 
RfS21• VECVECC1, N, 0, FU2, FU2)1 CONVg ■ INR >a INRMAX 
"END".DAMPj~G OF STEP VECTORr 
"lF'w CONY •THEN• 
jBE~JNwiCO~M!NT• RESIDUE CONSTANTt MIT~: MIT ♦ lr 
wIF" MIT c TIM •THEN• CONY&• "FALSl" 
nfNoi "ELSFj MITi ■ 01 
~IFn iNR ~ j •THEN• . . . 
"BEGI~• RHQJ ■ RHO* 2B ELMV~C(t, N, O, X, SOL,• RHO)J 
. ~~t• REJ1 I "IF" lNR > 2 "THEN" OUT [7) & ■ IT 
•END""E'LSE• 
jBEGIN• ~UPVECC1, N, 0, X, PR)r R~i• RFS2r 
OUPVEC(t, N, O, F. FU2) 
11 ENDj, 
•IFn RN, < ■ .4,STOLRES •T~EN" 
•BEGIN• TEXTI ■ 41 ITMAXB• IT nfNO•"ELSE" 
•IFn CONV •AND• INRMAX > O "THEN" 
"BEGI~" TExTi• Sr IT~AXi ■ IT."EN0" 
"tl3E" QUPVECCt, N, o, SOL, Fl . 
"fND" JTERATJnN WITH QAMPING AND. TESTS "ELSE" 
•BEGIN• TEXT1 ■ •s RMOtQ lt ITMAX1• YT "END" 
•END• o, iTERATiaN81 
FAIL I , 
OUTtlJ 1• fQRTCSTAPl * RHOJ OUTCZJ a, SQ,TCRN)I OUT[CIJ i• FEVAL1 
OUT t•J 1• T!l<Tr OllT (SJ I ■ AUX [JJ t OUT [~Ju AUX t5J 
"ENOii IIROi;RAM Be 
"COMMENT• DISCRETIZED.NEWTON METHOD OF PANKIEWICZ, PROGRAM EJ 
NPROC!OURE• PRQGRAM ErN, x, F, FUNCT, I~, our,, 
•VALUE• Nr"•INJ!GER" NJ "ARRAY" X, ,, I~, our, 
•BOOLEAN• ~PROC!OURE•.FUNCTt . 
"COMMENT• ALGORITHM 378 FROM CACM BY W. PANKIEWICZ, ALGOR 378 SOLVES 
A SYSTE~ OF NONLINEAR EOUATtONS9 
"BEGIN" 
"REAL" NPROC!DURE" V[CVECCL,U,S,A,B)t "COD!" l40lor 
"INTEGER" "PROCEDUJJE" NIEi.IN, (N, H,. ,i, [PS, Y, Z) t 
"VALUE" N, ~• W, EPSt "INTEG!R" Nr •REAL" H, W, EPSJ 
"ARRAY~ '[, l• 
"BEGIN" •INTEGER" M, I, Ks "REAL" ALPHA, Rt "BOOLEAN" Bl, B2t 
•ARRAY" A ti i N, 1 IN t 11, V [1 i NJ, AUXtli7Jr 
11 PROcEDUe£•. GSS~OL (A. N, AUX, B)t 
"CODE" l4l32t 
11 PROCEQUBt".GAU8$ (U, A, il1 "lNT!GER 11 ,U1 "ARRAY" A, Vs 
•BEGIN". •HITEQEi,• I, Js "ARRAY" HA. (1 I U, l I UJ, HV tl Ul f 
"EOR" t1• l ~ST~P• 1 "UNTJL" U •DO• 
"BEGIN" ,HY. tTJ u A U, _U + 1J J 
"FOR• JIQ 1 •STEP" I •UNTIL" U 
. •poii_HA ci, J]i~ A JI, JJ, 
"END"1.AUXCZU• "•10t AUXt4JI ■ 89 
Gf$SO~CHA, U. AUX, HY)1 , 
"lf"' .. AU~ tJJ.,< U "THEN• "GOTO• ERRORr 
"fOR" Is ■ 1 •STEP" 1 "UNTIL" U 11 00 11 Y CI) is HY [IJ 
11 END•t 
"'RoctouRE• ~ccx,,,, 




"BEGzij" CNTa, CNT t 1J 
"IF" C":'T ill> I~ JIU "THEPII" 
"&EGIN 11 .NI~LT~t• • 'It 11 GOTO" EPIIO "fND"J 
•1F" ~ FUNCT (N, X, F) 11 TH!N 11 
"~OTOii ALARM 
"ENDn FC1 
Mi ■ Of . 
POCZATEKI B1u •TRIIE"s FC(Y,Z)J 
"FOR~ Ii, i nsr~r" 1, "UNTIL" N "00" 
"BEGIN" A [I, N + 11 &• Rg1111 z tll s Ria ABS (R), 
B1ia 81 "ANO" R c EPSJ 
"END"• 
"IF" Bl "THEN" "GOTO" KONIEC1 
"FOR~ Ii1111,i jST~P" l "UNTIL" N "00" 
"8EG1N 11 IHI!' y en B y [IJ $1111 R + H1 FC CY, Z) I 
11 FOR 11 K pi! t 11 STEP" 1 "UNTIL" N 11 00 11 A (K, I J a= Z [KJ r 
Y [!l ia R 
"ENDn1 
GAUSS (N, A, V)J ALPH&ia tr 
11 fl'0Rn Ii111 i 11STf.P" 1 11 UNTJL 11 N 11 00 11 ALPHA is ALPHA ,. V CIJ I 
"lF 11 ALPHA a O 11 TMEN 11 11 GOTO" ALPHs ALPHA1111 H / ALPHAJ 
"fl'ORn_xi, j "STF,P" 1 "UNTIL" N 
"~0" Y £II 1111 Y ril • I/ CIJ • ALPHAs His J.I • ws 
MISM.+1J .• 
"GOJ0 11 PQCZ~TEKi 
KONlE~I NIE~I~1• Mt 11 GOT0" END1 
ALARMJ ~IELJNp111 • !B "G0T0 11 ENDa 
ERRO~a ~IELI~1•.• ~B •GOTO" ENDg 
ALPH1 NXfLINJ• • ), 
ENr>a ouy t41l u M + OUT [41 » 
"END" NIEi.IN, 
11 INTEG~R~ TEL, CNT: ITTi 
OUTE'lll11J10F 
T!LJ• C~T•~ Os • 
REPEATS ITn• NU:LIN rN, IN C~J. IN ttol, IN (1), X, F)1 
TELa• T~L ♦ ii . 
"IF" ~zrr 111 ~ 2 "O~" xrr •• 11 "•"'o" TEL« 1 
"THEN• ~GQTQ" .. REPE~TI . 
"IF" ITJ ) o ~Tl:fEN~ OUT CIJil 1111 0 "ELSE" OUT C5l i111.;,ITT1 
OUT t11 ,. SQRT ,ve:cvEC Cl, N. o, )(, ~))I 
OUT t2JJ ■ SQRT cVEt:VEC (1, N, O, F, l")lf OUT [3]1111 CNT1 
OUT [,~J 1111 TEL 
"ENO" PROGRAM Eu 
11 cOMMENT 11 MODzFIEO GENERiLIZED $ECjNT METHOD. PROGRAM Fr 
~PROCEDUIRE" PeiOGRAM,FcN, .. X. ,, f'UNcT, IN. OUT)9 
11 \IALUE" NJ "INTEGER" NB "UIUV" x, F, IN. our, 
11 800LEAN 11 11 PRotEOURE~ FUijtTi • , 
ntOMMENT 11 ALGoRITHM_tz FRO~ COMPUT!NG BV H. SCHWETLICK, 
ALGOR 12 SOLVES A SYSTEM o, NON LINEAR fQUAtIONSy 
"8EGIN 11 
~PROCEDURE; FU ~N,X,Fi)t 11 \IALUEi Ng 11 INTEGERn NB 
IIARRU" X,E~• -,-
11BEGIN0 CNy11CijTt&t • . 
11 IF 11 fNT > JN[4l "TI-IEN 11 11 ~EC,HJ 11 OUHSH•llf 11 GOTO"_L4 "END 11 t 
"IF"" FUNCTCN,X,FAl "THEN 11 "BEGIN" OUTt5l 1•5r "GOTO" L4 "END"! 
11 END 11 FU; . _ . 
11 REAL 11 11 PRQCEDURE 11 VEeVECCL.u.s.,.s,, 11 COOE 11 J4010r 
11RfAl., 11 RESs ?1N!EGE~" C"IT,n,r, 11 ARRAVii V [tiNls 
11SWITCH 11 D1Va•Lla-~2,_LJ 
nPROCEOURE~ REGULA(D,FU, ,PIVOT,IMAX) TRANSi CX,Yl EXIT~ COIV)y 
"VALUE" o,rPS,PIVOT,IMAKf 
nINT[GfRn O,IMA~I 
nREAL" EPS 4 PIVOTr 
11 ARRA,Y 11 x,xe . 
•PROC:EDURE11 FU, 
11swnc1-1 11 .oiv, . 
11sfG!N 11 "INTEGER" i,J:K,L,P,Q,NR,KM&Xt 
11 1U:&L 11 G~Ht 
"61001,.EAN~ TUT t .. . . 
"A,RRAV 11 _F,FJuol ,DEi TA Ct Si;), i H)]' 
11 !1-lHGE!J~ 11 ARij~Y 11 PERM[t1DJg 
11 ~0HMENT~ B~ST!~MU~G VPN KMAX; 
Kgm o, ~1• 9! Gp1 !/H1.@P!OH<Hi9>1Dr 
11 FOR 11 K11i1 K+t 11 WHI1 E" G >l!I H "00 11 





8 FOR 11 L11i1 l 11 STfP 11 _1 nUNTIL" IMAX "00" 




"8EGIN 11 "COMMENT" AERECHNUNG DER STEtGUNG DELTA1 
"FOR8 Ki■ D •sr,, 11 •1 11 UNTlL" 1 "00 11 
"BEGi~• Git Y [Kl • ~ [KJ t X tKJ 1111 Y [KJ J 
Fvco.x.fFlJ rtST1111 •TRUE", 
CORR1 •~0~ 11 Jt•.1 11 STfP 11 t "UNTIL" D 11 00" 
"BEGIN• H1111 F'F' UJ • F UJ t 
"If"_A~S(~) t ABSCG) 111 ABS(H) "THEN" 
"BEGIN" "r.OMMENT• KORREKTUR VON Xr 
.~Ifni 8 .. T!ST •Tl;iEN• 
•~EGIN 11 OUT£GJJ•Lr •GOTO• DIV[tl "END~r 
Ga•YJK1 * EPS ♦ ~~S * !PSt )([KJ1•XCK]wGJ FUCD,X,F)1 
X [l<J 1as Y [Kl 1 TEST&• 11 f'ALSE8 J "GOTO" CORR 
"END• KDRREKTURt 
DELTAU,K1i• H/G1 FrIJi• Fl'UJ 
"(ND" i 
"[ND• Kt 
"COM~ENT• QRiIEr,KZERLEGUN~ VON DELTAJ • 
"F'OR! Kfs 1 ~STfP• 1 ~UNTIL" D "00" P!RM[KJt: Kt 
"FOR• Paa l •STFP" t •UNTIL" D•t "DO" 
•BEC,iN" .. Hil!' 01 .. 
•roR• ~••.P !STEP" 1 "UNTIL" D "00" 
•a!Gl~! Ga~ +e,cDELTAtK,PJ>r 
"!F• G ~ H 11 THEN" 
•~tGiN• Hi ■ Gt eia K •!NO• 
•~~D" PIVOTS~CHEt 
"IF" H .. c ABS!PJVOT) •T~EN" 
11 8fGIN• OUT tqJ •~LB "GOTO" DIV [2] "F.~D" r 
N81• P!~M[QJJ Ha• 1/DELTAtQ,PJt. • 
"FOR" 1<1111 1 "STEP" 1 •uNTIL 11 D •DD" FF [KJ pr DEL TA [Q,KJ r 
Ji ■Ot •• . . 
"FDR" t11110 "AT!P" •1 "ijNTlL" P. •00 11 
"BEGIN" 11 lF'" I•Q "TH!N• •GOTO• WflTERt 
"F'p~~ Ki111i,iSTEP" 1 •UNTIL• P•l "00" 
DfLTAtJ,K~11110ELTAtI~KJ1 
G1111 QEI.TArJ,PJ1111 DE~UU,Pt * Ht 
"'QA.~ Kaw ~•1 "STEP~ 1 1 VNTtL" D "00 11 
DELTAtJ,K11• DELTAU 1 KJ • H[KJ • i;, 
P~R'!I [JJ n PERM UJ t JI• J•l 9 
WEI1FER1 "END 11 It 
"fOR 11 1<,11 i •S'l'fll111 1 11 uNTlL" D 11 00" OELTAtP,KJa• F'FtK!r 
Pi RM re, n NR. 
11 tN0 11 P,Q~EIECK7ERLEGUNGs 
11 CO~~!Ny 11 fT~FE~l!fRATXON; 
11 FOR~ Ja,.o .. •$TrP! I "UNTIL" KMAX_ 11 00" 
"BEG1N 11 , 11 If" It O "THEN" FU(O,Y,F)t 
"!!OR" ~ii!, 1 !STEP" 1 11 lJNTI~ 11 D 11 00" 
"etG%N 11 Jp1 PflHHKl J FF [KJ 1i11 F CJ! 
~tND" 1< 3 PER~UTATlON 0£R RtCHTfN S£ITE1 
ncoMME~T" ELXMINATION DER RECHTEN SEITEr 
"~OR 11 F,im,2 ~STfP" 1 "UNTIL" D "00" 
"BEGIN" Hgm Ffl' tPl r 
"FQ~n Kim_l 11 STfP 11 i "UNTIL" Put "00" HU• H • D!LTAtP,KJ 
• FF' U<l r FF [Pl p11 H 
"~ND~ ~f • . 
"FOR" Pim O 11STf'" •1 wuNT!L" 1 11 00 11 
11 se:G?N• .Hi, ;n,1 s . 
11 FQ'" Kte_P+1 wsTfPn 1 "UNTIL" D "DO" Him H•DELTAlP,Ki 
. * .Ff[KJ I ,,r,t ;e H/OELTACP,PJ 
11 fNO• '« ELIMINATION DER RfCHTtN SE!TE1 
11 ~0~M£NT 11 .AB§RUCHTEST; . 
Rts1,sQ~T(~E~VEC(t,o.o.F,F))r TEST: ■ RES<• IN!t] J 
"fOR~ ~1•. l ~$TEP" 1,"UNTXL~ O 11 00 11 . . 
"Bf(;?~~ Hp; FF 00 J GPI )( no pi V [Kl I Gp1 V [Kl u G .. H, 
•z,• AB~(H)) ABSCEPS * G) + ABScEPS) "THEN" 
rp;sri• "F,LSE 11 
11 tti!P 11 .K1. _ . 
11 IF 11 TfST 11 TM~N" 11 GOT0 11 SCHI.USS 
11 ENO; I, SiUFENiTERATIONg 
11 !'.NO" l,.i _ 
OUT t4l tgl'!'1@ 11 C,.0T0 11 OH' tll: 
SCH~USS!i OUT[~) m ■ SQRTcVEevico.o.o.F,F))r OU'ftlll i•L 
11£ND" R!GULAJ 
11 FOR~ I~ ■ i 11 SjtP~ ;UNTIL 11 N ~DO" 
Y[Il1:• Xtil t11 p + INJ8l) + INtSli C:NTi ■ Og 
REGUL.ACN, FU, VHSl, YN[Ol, INCi.Al, X, V, DIVH 
.OUT[!ils~ Og 11 ~0+0 11 u1i 
I.O 0UU5Jp1 1' 111,oyo11 L~: 
L2~ OUT 1:sJ p1 ~t WQ0j0 11 l.~i 
LH OUT 1:sl ,. :u 11 GOTQII Ltq 
LU OUTl[1JI• sGRT(VEC\IECr1, N, 0, v, Y))t OUTC3Ji• CNT 
11 EN0 11 PF!OGR,01 F g 
I 03 
104 
"COMMENT• MET~OD o, DULLFY AND PITTEWAY, BASED ON GENERALIZED SECANT 
METHOD, PROGRAM G1 
•PROCEDURE" PROGRAM G~N, X, F, FUNcT, IN, OUT)s "VALUE" Ns "INTEGER"~, 
"ARRAY• x, F,_IN, .OVTt "~QOLEAN" ·~ROCEDUR[" FUNCTr 
•BEGIN• •REAL• •PROCEOURF• VECVEC(L, u, I, A, B)r "CODE" 34010s 
•PROCEDURE~.11',(F, X)J •ARRAY" F, XJ 
•BEGIN• "If.• ~U~CT<Ni X, F) •THEN" 
•BE~IN? ouyr5Ja• 51 •GOTO" EXT •END•, 
CNTa ■ ~NT t Jt,"I~• CNT > INt4l "TH[N" 
"BE91N• 0UT(5J1• 4S "GOTO" EXT "END" 
"ENO" l"Cr 
•INTEGER• cNT, COUNTJ •ARRAY• ACCESTtliNJ1 
•PROCEOURE•.NDI~VT(FU~CTIONS,lNtTSTEP,ERROR,cYcLES,X,F,ACClST,N)J 
"VALUE" Nt •PROtEDURE" FUNCTIONSr •REAL" INITSTEP,ERRORs 
•INTEGER" ~YCLES,N9 •iRRAY• X,F,ACCEST1 
•BEGIN• •R(4L" WORK,SUMSQRES,PREVRESt 
"INTEGER~ t.,11 
•BOOLEAN 11 IWIT~~• •. . . 
"ARRAY~ PREVFt11Nl.COPYDELFt11N,11NJ,DELX,OELF[11N,11N+1J, 
,uxuit1, . . • . 
•PROCE~u~t~_GSIOL(t,,,AUX,8)1 ~CODE• 34232s. 
AUXl2Ja~••101 AUXtqJ1•8J COUNT1 ■0J SUMSQRE81•t"l01 
FUNCTIONS(PRJVF,X)t 
•FDR 11 ii, i ~STEP" t.•UNTIL 11 N "00• 
•B!GIN•.~tilf! X(I1 + INITITtPt 
l"UNCJIO~Sf~,~)I.. . 
"'OR!~·· 1.•ST,.P~ 1 •UNTJL" N •oo• 
•IEGJN• OIi.i!' U, JJ I• F [JJ " PR!VF [JJ t 
"cOHMtNT" IF.THE R[MAR~ OF VA~DERGRAFT ANO MESZTENYI SHOULD 
Bf lNCO~PpRATED, THEN THE LAST STATEMENT SHOULD START WITH 
D~LF f.J .X l f • • r 
DJLX U,Jl u• Of 
•!NO~_OIF!ERtNC!N~ INITIAL POINT, 
D!~XJI,IJ1• JNITSTEPJ xru., XUJ • lNlTSTE~, 
"!ND• SETTING UP TME INITIAi. MATRIX OF POINTSe 
ITEUTEi 
SIUTCHiip 11 TIWE"s 
PREVRJSam 8UMSQRES, 
TRYA(iAINg 
"FOR• Ii, 1 ~STEP" I 11 UNTIL" N "DO• 
11 HEGIN 11 F CIJ u PREVF [ll J 
"FORi Jim i nSTFP" 1 "UNTTL" N 11 D0" COPYOfLFCI,JJ 1a DELF[l,Jl 
"END" COPYING DELF FOR DESTRUCTIVE USE IN PROCEDURE EQNSOLVEs 
G!iSOL.(CQ~VO~LF,N.AllX.n1 "IF'" AUX[]JcN "THEN" "GOTO" l"AlINE1 
SUMSQRff u. o ~ 
"'OR 11 ts• 1 ~STEP" I 11 UNTIL 11 N "00 11 
•SfGlN""WO,KI! Qr , . 
"FOR11 Jas 1 •STfP" 1 11 UNTrL• N "DO" 
WOFU<,s WORK ; 0,1..xCI,Jl ti FCJ]; ACCEST[Il iz WORl<1 
XCXJ11111Xpl tWORl<J 
SUM8;RE8l1111_$UMS~RIS t WOR~ ti WO~K 
"fN0 11 _CALCUL&TJON nF NEXT POINTg 
COUNT3a COUNT• 11 
FUNCT!OijS(F,XJs .. 
"ltl'" COUNT :i» CYCLES 11 THEN 11 "BEGlN 11 OUT rs, i•~, "GOTO" EXIT "END" J 
"IF" SUMS0~E$ < fRiOR • ERRO~ 11 AND 11 
(fRRoR ~_0_ 11 QR" _SUHSQRES > PRfVRfS) 11 THEN" 
11 1,rnIN 11 ourrsJ 1110, 11 GOT0 11 Exxr 11 EN0 11 , 
"'OR 11 li• i_~STEP" i_nUNTIL 11 N "00 11 
11 !IEGHl" WORKu Ftl1 • PREVFCIJt 
PREVf. £Ilia P'Cil .i . 
•FOR? Jaa N 11 $Tf,~ 11 ~1 "UNTIL" 1 ~oo• 
11 BEG_!N 11 QEL~_l:I,ihiJ ;a O!I.XtJ,Jl '" ACCEST!IJ g 
D{Lfl' [l,J+1l I• OELF tI ,Jl '" WORK. 
•tND~ C~L~Ul+TlQN OF NEW ot,FfRENCESt 
DfL.Xp,!],a ~ACCfSTtil1 
DfL.FcI,111, .wo,K 
11 END 11 MgVIN;_POINT5 UP ONE PLACE IN TABLfSr 
11 1iOT0 11 tTERHft 
INL!Nf a 
"'OR 11 Ii• i itTEP" l "UNfJL" N 11 00 11 
"llfGIN 11 OfLK (I,Nl is DELX tI,N+lJ t 
DfLFjI,NJ i, Dfl..~tl,N+iJ 
11 END 11 9I8iAROJNG ALTERNATIVE POINTt 
GWITCHs,_ S~ITCHr . 
"IF" SWITCH 11 THEN, OUT(SJ s•l 11 ELSf" 11 GOT0" TRVAGAINg 
fXITli 
11 END" Nl)INyT g 
CNTi11 Of Nohivji;e, Il)IUJ, rnr21,.JNtCIJ, IC, F, AC:CEST, N>, 
fXTa OU1'Uls•_39RT(Y!CV~CO, N, o, &CCUT, ACU$Tll1 
OUTt~IH• CNTB oun2Js1111 SQRTCVECVEtO, N. o, F, ,,,, 
. OUT t,11 i• COUNT 
11 fN0 11 i!:&F!OGAAM GJ 
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11 COHMENT 11 QUASI;NEWTON METHOD o, 8ROYDIN, PROGRAM Hr 
nPROCEQURE• PRQGRAM H(N, X, F, FUNCT, tN, OUT)J 
"VALUE" N, "INTEGER" NB 11 ARRAY 11 x, ,. IN, our, 
11 B00LEAN 11 •PROCEDURE" FUNCTJ 
"BEGlN" 11 jNTEG!~" I, J, FCOUNT. MAXF, ERR, IT, 
1 REAL~.s~. TOLRE§, RELTOL, ,s,TOL, R~S, 
"AR1Ut 11 Y, P, Yt11Nl, HtllN,UNJr 
"SWITCH" LAB[Lr• LB1, LB2, LB3, LB4, LB5t 
11 REAL• "PROCEDURF" VECVECCL, U, S, A, B)t "CODE" 340l0r 
nR[AL• "PROCEDURF• MATVEC(~, U, I, A, B)t "CODE" 34011t 
11 REAL• 11 PRQC[0URF• TAMVEC(L, U, I, 4, B)t "CODE" l4012J 
"PROCEDUREW, DUPVFCCL, U, S. A, B>r "COD~" 3t030t 
11 PROC[DUR[" ELMVFCCL, U, S, A, B, X)t "CODE 11 34020J 
•PROCEOURE 11 ELMCOLVECCL, U, I, A, 8, X)r 11 CODE" 140221 
11 PROC[DURE" ~TEPcTP1, TP2)t 11 VALUE" TPl, TP2r 
"INTEG~R".TPt, TP,2t . 
11 BEGlN" "J~!EGER• x, "REAL~ see, 11 ARRAY" SB(liNJ' 
E1,.MVECfl, N, 0, X, P, 1)1 
ovPvE,ft, N, o. v, F)s FUNCTCN, x, F)s 
FcOUNJf ! FCOllNT + 1 J 
D~PVEC~1• N, 0, Y, F>1. 
E1,.MVECq, N,_,O, Y, V, •1>f 
11 fOR 11 Ir• l.•STEP" J "UNTIL" N 1100 11 
11 aEGIN• see,. SBtIJa• rd ATVECc1, ~, I, H, v>, 
V ( I J I. SAB • p u l 
"t;,:40" I. 
s,a~VECVEC(l~ N, o, SB, P)t 
~lF" S~.• 0 ~THEN• 11 GOT0 11 LABEL[TP2J t 
•~OR". Ia,.1 11 STEP 11 1 "UNTIL" N "00 11 
!LMCOLVECC1, N, I, H, V, •TAMVfCCl, N, I, M, P 
) / SA) 
11 END 11 .,JTEe1 . . . 
RELTOLB" IN[llt ABSTOLui IN[2lt TOLRESu IN(1Jr 
MAXP"if IN[4Jt _ . . . 
,uNCTcN, x, ~)I ~COUNTa, ll IT1• ERR1• o, 
"F0R 11 I1u t 11 STEP 11 1 11 UNTIL 11 N 11 00" 
11 BECH~• P.cqia o, HU,IJia 19 , 
"~OR 11 Jt• I+ t "STEP" 1 "UNTIL" N "00 11 
HcJ,JU• 1:itJ!U1• o 
11 END 11 l~ITlALIAZATIONJ . 
~FOR" %1• l ~8Tte 11 1 "UNTIL 11 N 11 00" 
11 BfGINn P[IJI ■ "•b * ABSCXCil) ♦ "•10S STEPC5, 4)J 
. PijJi,o .. 
11 EN0 11 _~ALCUL~TJON OF INITIAL ITERATION ~ATRIX1 
REPEAT& Ir,~ I!~ 11 .. 
•FOR" II• t •sTEP 11 1 "UNTIL" N "00 11 
PtIJ j., •MATVECC1: N, I, H, F)J 
STE~Cl, 2lP _ . 
RES1•.SQRfCVECVE~(1, N, O, F, F))J 
11 1~ 11 SQRTCY~tVEC!l• N, 0, P, P)) c 
SQRTCVfCVECCt,. Np Q, X, X)l * RELTOL t ABSTOL "ANO" 
RES c TOLRES "THFN 11 "GOTO" EXITJ 
"1F 11 ,FC0UNT c MAXF •THEN" "GOTO" REPEAT, 
LB11 ERR1a lr 11 GOT0" EXlTJ 
LB21 ERRja St "GOTO" EXIT! 
LBJ& ERRJa 2t ~GOTO" EXITJ 
LB4J ERRJs ~• "GOTO" EXITJ 
LB51,ERR1~_1, "GOTO" EXITJ. 
EXIT1 OUTqJal!l,SQRT(VECVECq, ~, 0, P, P))t OUT!2ll• RES, 
OUTtlJ&• FCOUNTs OUT(4J:• rr, OUT['iJIIIII ERR 
"ENO" PROGRAM H1 
jCOMM~NT~ BROWNS METHOD OF COMPON[NTeW!SE APPROXIMATION, 
f'ROGR~M I J, _ . _ 
"PROCiQUR["_PROGRAM !(N, X, FA, FUCOM, JN, OUT)s 
"VAI.Uf" ~• .. "!N'fEt;.ER" Ns ~ARRA'/'" x. ,., IN, our, 
"800L~AN~ "PROCfQURE" FUCOM3 .. 
"C0MM~NT" AbGORI~HM lib FRQM CACM BY K.M. BROWN, 
. AL~0~.11~ SOLV!S A $YSJfM OF NON L!N!AR fQUATlONSJ 
"BEGIN" "INT[G£R 11 I,J,K,M,tTfMP,J3ue.KMAX,KPLUS,TALLY,TIM,eNT, 
M6X1TA 'RR, ;MAXg 
"REAL" F,H,HOLO,FPlUS,D[RMAXaT!ST,FACTOR,PT,HCDE,X!,TH, 
~~LTDLa ~BSTOLs . . . . 
"INTEGrR" "A~RAY" ~9INTfRt11~,t1~l,JSUBCisNl B 
"AlfHUy 11 TEMP.PARTti;NJ.COf:[131\lolaN + tlw 
"itAL~ •PROCFDURE".VECYEC(L, u. 1, A, a,, "CODf" 3qo10, 
~eROtrouRE" ~u,vECCL, u, 8, A, B)g •CODE" 31010, 
•eRDC[DURE: 11 ~LMVECcl... y, s. A, .. a. :iq, 11 cooE 11 J11020, 
"r~OCEqu,t• ~ACK IUBSTtK)J 11 VALU!" K, "INTEGER"~, 
werG;~w ~INTfGl!R• KH,K~a,,JSU81 •RfAL" XKMAXs 
~PPR" KHJ$ ~. 11 ST!Pn • 1 "YNTIL" l ~DO• 
11 !l!GJN" !$MAX!!!! UUUl<M •. 11, XKMAxu or. 
"F0R 11 Jam KM "STEP" i 11 UNTIL 11 N "D0" 
9BEGTN 8 JfUBse POI~T!RtKMoJli 
XKMAXgm XKMAX + CO!(l<M • 1,JSUBJ * XtJSUBJ 
•ENDifg 
X(KM&XJim XKMAX + con10>1., 1,N + tJ 
"[NP" 
11 EN0 11 !UCK l118ST 1 
"~ROCEPU~E" fHEORFU(N, K, X, F>1 "VALUE" N, K1 
iiiNT~G,~ii N, Kl "RJAL" Fg "ARRAY~ Xs 
•arGi~n CNT:~ C~T ~ lt nIF• CNT > FMAX "THEN" 
"fEGIN" FRRas ir "GOTO• EXIT "fND"r 
"IF" r FuCOMCN, K, X, F) "THEN" 
"Bf;GIN" FRRia 21 "GOTO" EXIT "fN0 11 I FA [Kl i• F 
"£ND" THEORF'lJJ 
R[L.T9Li, ±Nti:H ABSTOLie IN[llf . 
F~Ax,. JN[gJ! MAXIT;s tN[4J * 1 I Na ERRis CNT1s OJ 
"fOR~ ~I!.• l "'TEP" 1."UNTIL" MAX IT "DO" 
"S!G!N" "FOR" JI• 1 "STEP" 1 "UNTIL" N "DO" 
PgINJfRJi, JJ~e Jr 
"FORn Kim 1 "ST,P• 1 "UNTIL" N "00" 
"B[GINj ~IF" K > l "THEN" BACK SUSSTCK)g 
.T~EQBFW(N,K,x,,1, FACTORss "•3D 
AGAIN; T~Ll Ygs Og_ . 
•rORw I1a K. 11 ST[P" 1 nUNTll" N nOQ" 
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"BEGTN" ITEMPi ■ POINT!RCK,IJt HOLOi ■ X[ITfMPJ t 
Hi• FACT9R t HOL9t "I'" H • 0 "THEN" His FACTORt 
~tITEMPt1• HOLD ♦~, 
~I'" K > l "THEN" BACK SUBST(K)t 
~H~oR,U(N,~,x,,P~US)t 
PTt• PARTtITEMPJ •• (,PLUS• F) / Ht 
~tITEMPJa• HOLDJ . 
•IF" ABS(F /PT)> "10 "THEN" TALLY&• TALLY ♦ 1 
"ENDiis 
"IF" TALLY> N • K "THEN" 
"B!GjN" FACTQRs•.F~CTQR t tor 
•IF" FACTOR> .5 •TH!N" 
•BEGIN• ERRi• 4J "GOTO" EXIT "END"t 
iiGOTO" AGAiN 
•iNo•a . 
"IF" K ■ N "TH!N" 
"B!GjN• "l~" A8f(PT) • 0 "THEN" 
•BEGJN" ER~1• ,, •$OTO" EXIT •END"t 
.. HCOE•• Os KMAXam ITEMPt "GOTO• END K 
"END•, 
KHAXtf POI~TtRtK,KJt D!RMAXi• ABS(PART[KMAXJ)t 
KPLU~a•.K + 1J 
~FOR~~•• K ~LUS "STEP" 1 "UNTIL".N "00" 
"BEG HJ" J$UfHIII POINTER CK, IJ s TESTs• ABS(PART [JSUBJ) t 
•IF" TEST c OERHAX "THEN• 
P,OINTEREKPLUS,JJi,JSUB "ELSE" . 




"IF" DtRMAX • Q "THEN" 
~BEG~N"_ERRi• lJ "GOTO" EXIT "END"s 
I$UBJKJ,, KMAXt HCOEa, Ot 
~FOR~ J1• l<P~US •STEP" 1 "UNTIL" N ~DO" 
"B!GJN" JSUBa• ~OINTER[KPLUS,JJr PT1• PART[JSUBJ J 
r.OE(~,JSUBJ I~• PT/ PUT[KMAXI t 
.. HCOE1• HCOE + PT t XtJSUBJ 
"fND!I . 
END Ka HC0£1• COEtK,N + ll i. (HCOE • r> / PART[KMAX] + 
X tKMUJ 
"f;ND• ICJ. _ _ 
XJ~~AXll ■ _HCOEt "If.• N > 1 "THEN" BACKSUBST(N)s 
"lF" M.•.• 1 "THEN• "GOTO• JUMPs 
E~~VEC(l 6 N, 0, TEMP, X, •1)1 
"IF~.SQR~CVECVECC1 1 N, O, TEMP, TEMP)) c 
SQRTCVEC~ECCi, N,· o, X, X)) • RELTOL + ABSTOL 
~THEN" ";OTO" EXIT1 
JµMP1 DUPV£Cr1, N, 0, TEMP, X)1 
•1:~o~ ~• • 
EXITi 01,JT[tJJ• ff.'IRT(VECVEC(1 1 ~, 0, TEMP, TEMP))S 
our t3J ,. CNT . .I Nt OUT t,J •• ERR, 
0UTt4Ja ■ •IF• ERR• 0 "THEN" M + 2 "ELSE" M + 1 
"END" PROGRAM Is 
0 
