Abstract. Research activities in the field of human-computer interaction increasingly addressed the aspect of integrating some type of emotional intelligence. Human emotions are expressed through different modalities such as speech, facial expressions, hand or body gestures, and therefore the classification of human emotions should be considered as a multimodal pattern recognition problem. The aim of our paper is to investigate multiple classifier systems utilizing audio and visual features to classify human emotional states. For that a variety of features have been derived. From the audio signal the fundamental frequency, LPCand MFCC coefficients, and RASTA-PLP have been used. In addition to that two types of visual features have been computed, namely form and motion features of intermediate complexity. The numerical evaluation has been performed on the four emotional labels Arousal, Expectancy, Power, Valence as defined in the AVEC data set. As classifier architectures multiple classifier systems are applied, these have been proven to be accurate and robust against missing and noisy data.
Introduction
Research in affective computing aim to provide simpler and more natural interfaces for human-computer interaction applications. In this kind of applications detecting and recognizing the emotional status of an user is important in order to develop efficient and productive human-computer interaction interfaces [3] . Analysis of human emotions and processing recorded data, for instance the speech, facial expressions, hand gestures, body movements, etc. is a multidisciplinary field that has been emerging as a rich area of research in recent times [5, 11, 20, 24, 21, 27] . In this paper multiple classifier systems for the classification of audio-visual features have been investigated, the numerical evaluation of the proposed emotion recognition systems has been carried out on the data sets of the AVEC challenge [23] . Combining classifiers is a promising approach to improve the overall classifier performance [25, 19] . Such a team of classifiers should be accurate and diverse [9] . While the requirement to the classifiers to be as accurate as possible is obvious, diversity roughly means that classifiers should not agree on the set of misclassified data. Various feature views on the audio and visual data are utilized to achieve such a set of diverse and accurate classifiers.
Features
In the following section we briefly describe the features we extracted within the audio and visual channel, that served as input for the successive classification architecture.
Audio Features
For the audio analysis we extracted a variety of standard features:
Fundamental Frequency (f 0 ) and Energy. From each speech segments the f 0 values are extracted, using the f 0 tracker available in the ESPS/waves+ 1 software package. This f 0 track as well as the energy of the plain wave signal is extracted from 32 ms frames with an offset of 16 ms. Both one dimensional signals are combined with the eight dimensional LPC signal to form a ten dimensional feature vector.
Linear Predictive Coding Coefficients (LPC).
Linear predictive coding (LPC) is a popular method to represent the spectral envelope, which corresponds to a curve fitting tightly around the peaks of the short time log magnitude spectrum of a signal, in a highly compressed manner. As described in [14] the main reasons for the popularity of LPC are, that especially for steady state voiced regions of speech, such as vowels with constant vocal source pressure and tract, LPC provides a good approximation of the spectral envelope of the signal. However, the main flaws of LPC are in the representation of unvoiced regions of an utterance. Furthermore, the straightforward and computationally cheap method to extract the LPC coefficients outperforms most of the other methods to approximate the spectral envelope.
Mel Frequency Cepstral Coefficients (MFCC).
The Mel frequency cepstral coefficient (MFCC) representation is motivated by biological factors, as the known perceptual variations in the human ear are modeled using a filter bank with filters linearly spaced in lower frequencies and logarithmically in higher frequencies in order to capture the phonetically important characteristics of speech [4] . The MFCC are extracted, following [28] :
1. The speech signal is divided into windowed frames of 25 ms in size with an offset of 10 ms. A Hamming window is applied to reduce discontinuities in the spectrum at the end of the frame. 2. For each frame calculate amplitude spectrum using short-term fast Fourier transform (FFT). 3. Apply a filter bank of triangular filters that are equally spaced in the Mel scale. 4. Take the log energy of every filter output. 5. Take discrete cosine transform (DCT) yielding de-correlated cepstral coefficients for each frame.
MFCC are quite commonly used features based on short-time spectrum in speech recognition tasks, since they are compact representations of the speech and its spectral envelope with the characteristic to retain most of the phonetically significant acoustic information [4] . As mentioned in [4] the key features of the MFCC include the following important points:
-Parameters such as MFCC derived from the short-term Fourier spectrum preserve acoustic information to a larger extent than those relying on LPC. -MFCC allow an improved suppression of higher frequencies that are less relevant parts of the spectrum for speech applications. -MFCC allow a very compact representation of the acoustic signal since only a few coefficients suffice for the most relevant data (mostly 8-24 coefficients).
Relative Spectral Perceptual Linear Predictive Coding (RASTA-PLP).
The perceptual linear predictive (PLP) analysis is based on two perceptually and biologically motivated concepts, namely the critical bands, and the equal loudness curves [6, 17] . Frequencies below 1 kHz need higher sound pressure levels than the reference, and sounds between 2 -5 kHz need less pressure, following the human perception.
The critical band filtering is analogous to the MFCC triangular filtering, apart from the fact, that the filters are equally spaced in the Bark scale (not the Mel scale) and the shape of the filters is not triangular, but rather trapezoidal.
After the critical band analysis and equal loudness conversion, the subsequent steps required for the relative spectral (RASTA) processing extension, follow the implementation recommendations in [8] . After transforming the spectrum to the logarithmic domain and the application of RASTA filtering, the signal is transformed back using the exponential function.
The last steps are according to the estimation of the LPC coefficients. The LPC coefficients are calculated over the critical band energies of a single frame, which is followed by the transformation of the LPC coefficients to cepstral values. In [7] , PLP speech analysis was first introduced as a method to represent speech signals with respect to the human perception and with as few parameters as possible. However, PLP was, as most of the other analysis techniques, sensitive towards steady-state spectral factors caused by transmission channels, such as telephone recordings or the usage of different microphones [8] . Therefore, [8] introduced the RASTA methodology for PLP rendering it more robust towards these channel distortions and reducing error rates in several speech recognition experiments with only a slightly more computationally expensive extraction method. In this study 21 critical bands are analyzed in frames of 25 ms in length and with a 10 ms offset.
Visual Features
Initial processing is organized along two mainly independent pathways, each specialized for the processing of form and shape as well as the processing of motion, respectively. The organization of both pathways is hierarchical, i.e. along a series of processing stages with increasingly larger scales of interaction [18] . Form processing is mainly orientation selective and combines activities to build representations of localized features and shape configurations. Motion processing, on the other hand, is direction selective and combines activities to build representations of flow discontinuities as well as motion patterns. We assume that the hierarchical processing in both pathways is organized in a similar fashion and, thus, make use of a generic processing architecture for neural feature extraction as shown in Figure 1 . The architecture is a modified variant of the object-recognition model proposed by [10, 16, 26] . In layer S1, different scale representations of the input image are convolved with 2D Gabor filters of different orientations (form path) and a spatiotemporal correlation detector is used to build a discrete velocity space representation (motion path). Layer C1 cells pool the activities of S1 cells of the same orientation (direction) over a small local neighborhood and two neighboring scales and speeds, respectively. The layer S2 is created by a simple template matching of patches of C1 activities against a number of prototype patches. These prototypes are randomly selected during the learning stage (for details, see [10] ). In the final layer C2, the S2 prototype responses are again pooled over a limited neighborhood and combined into a single feature vector which serves as input to the successive classification stage.
Initial Feature Detection for Form and Motion Processing. The model architecture consists of a series of stages consisting of alternating levels of filtering and pooling steps (S-and C-layers, respectively). These stages operate at different scales of spatial neighborhood.
-Oriented contrast detection. For the generation of initial contrast representation, an input image is transformed into a pyramid of 9 different spatial scales, with a downscaling factor of 2 1 4 (using bicubic interpolation). Each scale is convolved with a bank of 2D Gabor filters given by
where X = x cos θ − y sin θ and Y = x sin θ + y cos θ (for performance reasons only the even part is used). The variables x and y range from −5 to 5 and θ varies between 0 and π in steps of π/6. The aspect ratio γ, the effective width σ, and the wavelength λ are set to 0.3, 4.5, and 5.6, respectively (in accordance with [10] . This results in six orientation maps at each scale. -Directional motion detection. The initial motion representation is generated by utilizing a spatio-temporal correlation detector which is quantized into 12 movement directions and two different speeds to build a discrete velocity space representation [1] .
These maps represent the initial S1 layer for the form and motion path. The activations are subsequently pooled over a small 10 × 10 spatial neighborhood and integrated over two neighboring scales by a local maximum operation. This operation forms the C1 layer representations in the form and motion pathway. The non-linear pooling operation by max-selection achieves an input pattern invariance against variations in position and size. The distributed activity maps are subsequently pruned by a combined thresholding and normalization step. Minimum and maximum activities, R min and R max , are determined at each location of S1 or C1 responses. Responses R of an S1/C1-unit are set to zero if R < R min + h(R max − R min ) where h = 0.5 denotes the inhibition level.
Intermediate-Level Feature Processing. In the successive processing stage, intermediate level features are learned by selecting the most descriptive and discriminative prototypes among an exhaustive number of response patches. This is achieved by randomly sampling the C1 responses. The resulting S2-prototype patterns P denote filters with complex feature selectivities topographically organized around the spatial locations of their most likely spacial occurrence. The response of an n × n patch of C1 units X to a particular S2-prototype P is calculated by
implementing a Gaussian radial basis function to weight the allowed degree of dis-similarity w.r.t. prototypical patterns in the shape or motion domain, respectively. To further increase generalization, only the dominant activities at each spatial location of a patch P is taken into account. The standard deviation of the Gaussian σ is set to 1. A patch of C1 units X as well as the S2-prototype P have dimensions n × n × 6 in the form path, while n × n × 12 in the motion path (n ∈ {4, 8, 12, 16}). To obtain a larger degree of similarity in higher dimensional space. The normalization constant is set to α = (n/4) 2 in the case of n > 4. At the final stage, responses from all prototypical complex filters as generated in the S2 representation are again pooled over a limited spatial neighborhood. This process selectively operates on the different spatial scales. The responses are combined into a single C2 feature vector which serves as input to the classification architecture described in Section 3. For the implementation of the visual feature extraction architecture, we used the CNS: Cortical Network Simulator as described in [13] .
Classifier Architectures
In this section the proposed multi classifier systems for the different subchallenges are described.
Audio Sub-Challenge
For each label dimension and and for each audio feature a bag of hidden Markov models (HMM) have been trained [2, 15] . The hidden states and the number of mixture components of the HMM have been optimized using a parameter search resulting in the selection of three hidden states and two mixture components in the Gaussian mixture model (GMM) having full covariance matrices. The evaluation of the optimization process further inferred that some features appear to be inappropriate to detect certain labels. It turned out, that only the label Arousal can draw information from all features, Expectancy and Power performed better using only the energy, fundamental frequency and the MFCC features. The label Valance favored only the MFCC features. For each label the log likelihoods of every HMM trained on the features are summed. To obtain more robust models, we decided to additionally use five times as many models per class and summed the outcome as well.
Furthermore, the assumption was made that the labels are changing only slowly over time. We therefore conducted the classification on turn basis by collecting the detections within one turn and multiplied the likelihoods to obtain more robust detections. A schema visualizing the applied fusion architecture is shown in Figure 2 . The results of this approach are reported in Table 1 .
Video Sub-Challenge
Within the video challenge the ν-SVM 2 was employed as the central classifier [22] . We concatenated 300 form and 300 motion feature and used them to train a ν-SVM having a linear kernel and probabilistic outputs according to Platt [12] . Due to memory constraints only 10.000 randomly drawn samples were used. Again a parameter search was applied to obtain suitable parameters, resulting in setting ν to 0.3 for Arousal and Power and 0.7 for Expectancy and Valence. Based on the results of all label dimensions an intermediate fusion was conducted using a multi layer perceptron (MLP) to obtain the final prediction. A schema illustrating the architecture used is shown in Figure 3 . The results are reported in Table 1 .
Audio-Visual Sub-Challenge
Considering the audio-visual challenge, we used the same approach for each modality as described in the earlier sections but omitted the last layer in which the class decision was performed. The probabilistic outputs of the video stream are collected using averaging and multiplication with a subsequent normalization such that the decision are on word level. The HMM log likelihood of the label dimensions are transformed and normalized such that they are ranging between zero and one. By concatenating the results of all label dimensions, a new 12 dimensional feature vector is obtained. The new features are then used to train an intermediate fusion layer based on a MLP. Like in the audio challenge, the final decision is done on a turn basis by collecting the outputs within one turn and fusing them using multiplication. Figure 4 shows the audio-visual classifier system, while the results are given in Table 1 . 
Discussion
The results presented in Table 1 are preliminary and must be evaluated in several directions: 1) Feature extraction techniques as described in the previous sections have been successfully applied to the recognition of Ekman's six basic emotions for benchmark data sets consisting of acted emotional data. In these data sets emotions shown by the actors are usually over-expressed and different from the emotional states that can be observed in the AVEC data set.
2) The classifier architecture is based on the so-called late fusion paradigm. This is a widely used fusion scheme that can be implemented easily just by integrating results of the pre-trained classifier ensemble by fixed or trainable fusion mappings, but more complex spatio-temporal patterns on an intermediate feature level can not be modeled by such decision level fusion scheme. 3) Emotional states of the AVEC data set are encode by crisp binary labels that difficult to get from human annotators. They have usually problems to assign a confident crisp label to an emotional scene (e.g. single spoken word or a few video frames), and thus dealing with fuzzy labels or labels together with a confidence value during annotation and classifier training phase could improve the overall recognition performance.
