Term-Weighting Scheme (TWS) is an important step in text classification. It determines how documents are represented in Vector Space Model (VSM). Even though state-of-the-art TWSs exhibit good behaviors, a large number of new works propose new approaches and new TWSs that improve performances. Furthermore, it is still difficult to tell which TWS is well suited for a specific problem. In this paper, we are interested in automatically generating new TWSs with the help of evolutionary algorithms and especially genetic programming (GP). GP evolves and combines different statistical information and generates a new TWS based on the performance of the learning method. We experience the generated TWSs on three well-known benchmarks. Our study shows that even early generated formulas are quite competitive with the state-of-the-art TWSs and even in some cases outperform them.
INTRODUCTION
Text Classification (TC) aims to automatically assign a set of predefined categories to a text document based on their content. TC is an important machine learning problem that has been applied to numerous applications such as spam filtering [4] , language identification [5] , authorship recognition [3] , sentiment analysis [2] , and so on. Generally, the TC approach is to learn an inductive classifier from a set of predefined categories. This approach requires that documents are represented in a suitable format such as the Vector Space Model (VSM)representation (Salton and Buckley, 1988) .
In a VSM, a document d j is represented by a term vector d j = (w 1,j ,w 2,j , ...,w t,j ) where each term is associated with a weight w k,j .
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Numerous TWSs exist such as Term Frequency-Inverse Document Frequency (TF-IDF). They are generated according to human a priori and mathematical rules. TWSs are usually simple mathematical expressions. Unfortunately, depending on the application, it is not easy to know a priori which TWS will be effective.
As expression discovery may naturally be addressed by genetic programming [1] , we are interested in this paper to study the effectiveness of Genetic Programming (GP) generated formulas and their aspects. We are also interested to know if a stochastic evolutionary process with no information about the complexity, the shape and the size of the expression can find at least competitive discriminative TWS.
EVOLVING TERM WEIGHTING SCHEME USING GENETIC PROGRAMMING
A TWS is a combination of statistical information. It is intended to measure the discriminative power of a term, i.e. it tells how much a term is related to a certain category. These statistics combined by means of mathematical operators and functions. We are interested in automatically evolving a TWS (an individual) using GP.
In our context of automatically evolving term weighting methods, an individual is a combination of the function set that is built with simple arithmetical operators (+,-,*,/,log,...) and the terminal set (constant values and inputs to our problem).
As in most conventional GP approach, programs (generated TWS) are depicted as trees. In this problem, the terminal nodes consist of statistical information extracted from training data, while the inner nodes are a set of defined operators that combines the statistical information to form a new TWS.
In this study, we try to generate new TWS by evolving the Collection Frequency factor and then combines it with the Term Frequency factor. The CF factor is a combination of constants, statistical information (N , N t ,. ..), and mathematical operators. Hence we define the terminals as the statistical information shown in Table 1 . Regarding the mathematical operators, they are defined as one of the following (+, −, /, * , √ x, loд1(x ) = log(1 + x ) and loд2(x ) = log(2 + x )). We should note that the statistical information has different types (single value, vector, and matrix). For instance, the number of documents in the training data N is a constant (single value), the number of documents that contains a term t is a vector containing the number of documents for each term and finally, the number 
Type OnePointMutation Probability 1/indvidual size CrossOver Type SubtreeCrossover Probability 0.85 of documents that belongs to a category cat and contains a term t is a matrix. Operations on these different types of statistical information are taken care of by Eigen library using element-wise transformations.
In GP, a set of individuals is initialized and then evolved according to a set of genetic operators. At first, we randomly generate a random size individuals with a max size of twenty genes (the max size could be overpassed during the cross-over operation). As for genetic operators, we use the elite selection and re-insertion, a subtree crossover with a probability of 0.85 and one point mutation with a probability of 1/size of the individual.
In order to assess the performance of generated TWSs, classification models are evaluated using the f 1 measure. Table 1 shows the statistical information used as terminal set for generating formulas (the function set) which represent TWSs. Table 2 shows the parameters used in the genetic programming algorithm. As it can be seen, the function set is made of very simple arithmetical functions while the terminal set includes to the best of our knowledge all the statistical information used to build a TWS.
RESULTS
In our experiments, we have used three widely well-known benchmarks in TC: Reuters-21578 Benchmark Corpus 1 , Oshumed Benchmark Corpus 2 and the 4 Universities data set also called Webkb 2 . Regarding Reuters-21578, the generated TWSs and the baseline schemes have similar performances. However, on Oshumed and Webkb data sets, the GP-Based TWSs outperforms the best baseline schemes.
From Table 3 , we can see that the average performance (macrof 1 ) of the generated TWSs outperforms the best baseline on the three corpora which means that the three learned TWS have good generalization performance.
CONCLUSION
In this paper, we have studied the benefits of using genetic programming for generating term-weighting schemes for text categorization. Unlike previous studies, we generate formula by combining statistical information at a microscopic level. This kind of generation is new, and we can conclude that :
• Different data sets require a different formula. This means that having a good generic formula is really hard to find.
• Within a corpus, it is even better to use a different formula for each category. The hard task is to find the best for each one.
• Genetic programming is able to find very good formulas which outperform standard formulas given by experts in the literature.
• Eventually, even if the generated formula is specific to a given category, results show that the best formula for one category is generic enough to be good (but not best) for other categories.
• Further learning can be done in order to find more generic and robust formula.
