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Dokument se zabývá studií technologie NetFlow od společnosti Cisco a jejím možném využití při 
monitorování  datových  sítí  a  detekci  síťových  anomálií.  Na  základě  analýzy  útoků  na  síťové  a 
transportní  vrstvě je navržena pro vybrané bezpečnostní  hrozby aplikace detekující  jejich výskyt. 
Implementační část obsahuje také systém pro predikci provozu na síti a s tím související detekování 
odchylek od standardního chování  na základě statistických údajů.  Využití  technologie Netflow je  
demonstrováno na příkladech, kde by výsledky ostatních současných bezpečnostních a monitorovací 
technik selhaly, případně nepodaly dostatečně kvalitní výsledky. 
Abstract
This document focuses on Cisco Netflow technology and its possible usage in monitoring networks  
and detecting network anomalies. Based on the analysis of attacks at the network and transport layer 
is designed an application for selected security threats which detects its presence. The implementation 
section provides a system for predicting network traffic and related detecting deviations from the  
baseline on the basis of statistical data. Use of NetFlow technolgy is demonstrated on examples where 
the  results  of  other  current  security  and  monitoring  techniques  have  failed  or  did  not  provide 
sufficiently good results.
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Se  stále  se  zvětšující  velikostí  internetu  a  rapidním nárůstem přenášených  dat  se  objevují  nové 
možnosti  ale  i  nebezpečí.  Trend posledních let  je  přechod na sítě  orientované na služby,  jejichž 
výpadek  znamená  většinou  také  nemalé  ekonomické  ztráty.  Bohužel  výpadky  nemusejí  být 
způsobeny  jen  technickými  problémy,  ale  v  současné  době  čím  dál  tím  více  cílenými  útoky 
kybernetických zločinců.
Je  třeba  provádět  monitorování  počítačových  síti,  bez  kterého  není  možné  zajistit  jejich 
bezpečnost  ani  navrhovat  optimalizace.  Administrátoři  potřebují  mít  k  dispozici  informace  o 
datových tocích, které v síti probíhají. K získání takových informací lze úspěšně využít technologii  
Netflow od společnosti Cisco. Jedná se o vhodné a potřebné doplňení současných bezpečnostních 
prvků jako jsou IDS/IPS systémy a firewally. S dennodenním výskytem velkého množství nového 
škodlivého kódu a velikosti přenesených dat například není možné na rychlostních spojích provádět  
inspekci aplikační vrstvy z důvodu nedostatečných výpočetních prostředků. Útočníci jsou však vždy 
o krok napřed a důmyslným skrýváním škodlivého kódu mohou obejít i systémy, kde není takové 
množství přenesených dat a kontroluje se obsah celých paketů. A právě v takových případech nám 
muže  pomocí statistická analýza informací z transportní a síťové vrstvy datových toků.
Cílem této práce je navrhnout a implementovat doplňky do již existující průmyslové aplikace 
NfSen určené pro správce sítí. Původní systém obsahuje pouze základní funkcionalitu, které nemusí  
vždy dostačovat.  Proto je navržen právě pro vytváření pluginů splňujících požadavky konkrétních 
firem a institucí.  Hlavním tématem implementační  části  diplomové práce je detekce odchylek od  
standardního chování sítě. Dále pak vytvoření doplňků pro odhalování vybraných útoků se známými 
signaturami.
Zpráva je členěna do několika kapitol, které jsou organizovány následovně. Kapitola 2 uvádí 
čtenáře do problematiky datových toků a architektuře systémů na nich vystavěných. Další kapitola se 
zaměřuje  na různé síťové útoky z  pohledu jejich detekovatelnosti  na  síťové a  transportní  vrstvě. 
Kapitola 4 popisuje teoretické základy pro detekci odchylek od standardního chování. Následující dvě 
kapitoly se zabývají návrhem a implementací vybraných doplňků v pluginovacím systému projektu 
NfSen.  V poslední  části  je  čtenář  seznámen s  výsledky měření  při  nasazení  aplikace  v  reálném 
prostředí. Dále jsou také diskutovány možnosti rozšíření.
Tato práce navazuje na semestrální projekt vypracovaný v zimním semestru roku 2010. Projekt 
se  týkal  především rozboru útoků a  jejich  detekovatelnosti  na  síťové a  transportní  vrstvě.  Svým 
obsahem odpovídal převážně kapitolám dvě a tři.
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2 Technologie Netflow
2.1 Úvod do Netflow
Tehnologie Netflow byla vyvinuta společností Cisco pro monitorování síťových toků jako doplňková 
služba k routerům. Jedná se o otevřenou technologii,  která se využívá zejména pro monitorování  
síťového provozu na základě IP toků  jako prostředek pro detekci síťových anomálií a útoků [1].
2.1.1 IP tok
IP tok je podstatou celé Netflow technologie. Jedná se o jednosměrný proud dat se stejnými údaji –  
zdrojová/cílová IP adresa, zdrojový/cílový port a typ protokolu. Navíc je zaznamenán celkový objem 
přenesených paketů a dat v toku, doba trvání a časové značky vzniku a ukončení toku. Pokud chceme 
zaznamenat  obousměrnou komunikaci,  která  v počítačových sítích převažuje,  je  třeba po každou 
takovou komunikaci  zaznamenat  dva  datové  toky -  ve  směru  příchozím a  odchozím ze  zařízení 
(neboli zdroj a cíl) [1].
2.1.2 Využití Netflow
Technologie Netflow je dnes velmi populární a má mnoho způsobů využití: [9]
• Monitorování  sítí  a  aplikací –  Pomocí  Netflow  dat  je  možné  v  reálném  čase 
monitorovat počítačové sítě a výsledky názorně vizualizovat do přehledných tabulek a 
grafů. To umožňuje snazší detekci problému a jeho řešení. Mimo to nám poskytuje  
přehled o službách, které síť poskytuje a jejich detailní přehled využití v průběhu dne – 
tedy informace nutné při plánování a optimalizacích.
• Plánování sítí – Technologie Netflow nám umožňuje uchovávat data o aktivitě v síti 
za delší časové období. Z nich poté můžeme vytvářet stastistiky a dlouhodobý pohled 
na využití sítě.
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Obrázek 2.1: Vizualizace IP toku.
• Bezpečnostní analýza – Pomocí datových toků je možné odhalit počítače v síti, které 
jsou  nakažené  některým  druhem  malwaru.  Takové  stanice  vykazují  nestandardní 
chování a je třeba ho detekovat. Monitorovaná síť může také být součástí útoků, které 
nevyžadují  napadení  konkrétního  serveru,  ale  využívají  naopak  jeho  služeb  jako 
legitimní  uživatelé  (reflection  DoS).  Netflow data  poté  pomohou  při  porozumnění 
takových útoků a při snaze jim zabránit.
• Monitorování  uživatelů –  Dalším  ze  způsobů  využití  je  monitorování  síťového 
provozu  konkrétních  osob  v  organizaci.  Ať  už  jde  o  monitorování  z  důvodu 
optimalizace výkonnosti nebo kontrolních opatření proti zneužívání firemních zdrojů 
(p2p,  instant  messaging),  Netflow bude vhodným nástrojem k dosažení  vytyčených 
cílů.
• Vyúčtování – Vzhledem k tomu, že Netflow obsahuje informace o přenesených datech 
i celkové době přenosu, je výborným prostředkem pro vyúčtování zákazníků s ohledem 
na denní dobu přenosu dat nebo jejich typ. 
• Plnění vyhlášky o veřejné komunikaci - Vyhláška o veřejné komunikaci č. 485/2005  
ze 7. prosince 2005 ukládá provozovatelům veřejných komunikačních sítí uchovávat  
několik měsíců údaje o elektronické komunikaci.[8] S pomocí Netflow je možné splnit 
některé z bodů této vyhlášky (konkrétně bod 3.3.5).
2.2 Architektura
Architektura protokolu Netflow se skládá ze dvou základních prvků a to Netflow exportéru(může být 
více)  a  Netflow  kolektoru(zpravidla  jeden),  které  mohou  být  zapojeny  v  tradiční  nebo  moderní 
architektuře. Architektury se liší především v typu a umístění exportéru. 
2.2.1 Netflow Exportér
Netflow exportér  je  zařízení  připojené  k  monitorované  lince  analyzující  procházející  pakety.  Na 
základě těchto dat generuje Netflow statistiky, které zasílá na Netflow kolektor v několika případech.
K zaslaní datového toku dojde buďto po jeho ukončení, které u TCP spojení značí paket FIN (RST), u 
UDP spojení prohlásíme jeho ukončení po uplynutí časovače. Pokud by datový tok byl příliš dlouhý, 
musí se zasílat statistiky i v průběhu monitorování. Sledovaný tok je pak prohlášen za ukončený a  
statistika odeslána. V exportéru ovšem jeho sledování pokračuje dále pod novým IP tokem. Pokud by 
v zařízení mělo dojít k zaplnění paměti či přetečení čítačů, jsou statistiky rovněž odeslány. [3]
Tradiční architektura
Tradiční architektura využívá ke sběru dat klasické síťové prvky - směrovače, které provádějí výpočet  
statistik.  Z  toho  plynou  mnohé  nevýhody  počínaje  vysokou  pořizovací  cenou  zařízení  a  konče 
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vysokým zatížením CPU. Proto většina směrovačů využívá pro výpočet statistik jen každý n-tý paket.  
To ovšem snižuje přesnost a pravděpodobnost odhalení některých bezpečnostních incidentů. 
Moderní architektura
Moderní architektura odstraňuje všechny nedostatky architektury tradiční a to pomocí pasivních sond. 
Jedná se o velmi oblíbené řešení,  které je specializované pouze na sběr dat. Je tedy jednodušší a  
levnější. Nespornou výhodou je také nemožnost sondu detekovat na jiné než fyzické vrstvě ISO/OSI 
modelu  a  možnost  zapojení  do  kteréhokoliv  bodu  sítě  transparetním  způsobem.  Připojení  je 
realizováno pasivní  přípojkou TAP, která pouze spojuje elektrický signál v ethernetovém kabelu se 
dvěmi destinacemi, případně je možné využít funkcionality síťový přepínáčů a data zrcadlit do portu s 
připojenou  sondou.  Exportované  statistiky  se  na  kolektor  zasílají  dedikovanou  linkou.  Schéma 
takovéto  architektury  je  zobrazeno na obrázku  2.1  [1].  Příkladem výkonné sondy je  v  ČR např. 
FlowMon od firmy INVEA-TECH. Jedná se hardwarově akcelerovaná zařízení schopná zpracovávat 
až  10  Gb  datových  toků  na  páteřních  sítích.  Sondu  je  možné  implementovat  také  na  linuxové 
platformě (Linux, FreeBSD, NetBSD, OpenBSD). [8]
2.2.2 Netflow Kolektor
Jedná se o zařízení s vysokou úložnou kapacitou připojené k jedné nebo více sondám a sbírajícím 
informace o datových tocích. Data jsou uložena v databázi. Nad nimi potom běží aplikace, která je  
pravidelně zpracovává a jejímž výstupem jsou přehledné grafy a tabulky.  Ty slouží  k jednodušší 
analýze monitorovaného provozu a ke zjištování problému na síti. Aplikacím zpracovavájící data z 
databáze je také možné nastavit různé hraniční úrovně provozu, po kterém bude správce informován o 
pravděpodobném incidentu v síti. [1]
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Obrázek 2.2: Moderní schéma architektury.
2.3 Verze Netflow
Protokol Netflow existuje v devíti verzích, ovšem dnes se nejvíce využívají verze v5 a v9.
Existující verze a jejich charakteristika [2]:
• v1: Původní  implementace,  která  se  dnes  již  nepoužívá.  Chybí  podpora  beztřídního 
adresování a podpora číslování autonomních systémů
• v2 – v4: Interní verze firmy Cisco, které nebyly nikdy zveřejněny
• v5: V dnešní době nejpoužívanějsí verze, která je bohužel limitována absencí IPv6 protokolu. 
• v6: Dnes již nepodporovaná, přidáno monitorování tunelového provozu.
• v7: Použití na Cisco Catalyst switchích.
• v8: Přidána podpora agregace.
• v9: Strukturu záznamu je možné měnit šablonou, je tedy velice flexibilní. Dále je přidána 
podpora pro IPv6, Multi Protocol Label Switching(MPLS), BGP nexthop a další. RFC 3954.
2.3.1 Netflow v5
Struktura protokolu v5 je pevně daná,  což nemusí vždy vyhovovat  potřebám monitorované 
sítě. Je totiž nutné zpracovávat  a posílat na kolektor i informace, které nemusí být užitečné. Dále není  
možné přidávat dle potřeby některé další informace o datovém toku (např. MPLS). Každý záznam se 
skládá z verze protokolu, sekvenčního čísla toku, SNMP informace o vstupním/výstupním rozhraní, 
velikosti přenesených dat, časových značek, kombinace zdrojové adresy/portu a cílové adresy/portu, 
příznaky TCP(např. RST/ACK) a některé další.
Zprávy protokolu v5 jsou zasílány pomocí protokolu UDP a není žádným způsobem zaručeno 
jejich  znovuzaslání v případě ztráty paketu. Pakety se skládají z hlavičky a těla, které může předat  
informace až o třiceti datových tocích. [3] 
Hlavička v5 má následující tvar:
Bytes Obsah Popis
0-1 verze  číslo verze Netflow
2-3 count počet vyexportovaných toků (1-30)
4-7 sys_uptime aktuální doba běhu exportéru (ms)
8-11 unix_secs aktuální počet vteřin od 00:00 UTC 1970
12-15 unix_nsec dodatečný počet nanosekund od 00:00 UTC 1970
16-19 flow_sequence sekvenční čítač všech uskutečněných toků
20 engine_type typ zařízení exportéru
21 engine_id id slotu exportéru
22-23 sampling_interval první 2 bity označují mód vzorkování, ostatní hodnotu intervalu
Tabulka 2.1: Hlavička protokolu Netflow v5. [4]
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Záznam o toku obsahuje následující informace v pevně dané syntaxi:
Bytes Obsah Popis
0-3 srcaddr zdrojová IP adresa
4-7 dstaddr cílová IP adresa
8-11 nexthop IP adresa nexthop routeru
12-13 input SNMP index vstupního rozhraní
14-15 output SNMP index výstupního rozhraní
16-19 dPkts počet paketů v toku
20-23 dOctets celkový počet bajtů vrstvy L3 v toku
24-27 first čas začátku toku
28-31 last čas konce toku
32-33 srcport TCP/UDP číslo zdrojového portu
34-35 dstport TCP/UDP číslo cílového portu
36 pad1 nevyužité byty
37 tcp_flags TCP flagy
38 prot typ IP protokolu (např. TCP = 6, UDP =  17)
39 tos Type of service z hlavičky paketu
40-41 src_as číslo autonomního systému příchozího paketu
42-43 dst_as číslo autonomího systému odchozího paketu
44 src_mask maska sítě zdrojové adresy
45 dst_mask maska sítě cílové adresy
46-47 pad2 nevyužité byty
Tabulka 2.2: Záznam datového toku Netflow v5. [4]
2.3.2 Netflow v9
Výrazná odlišnost v Netflow verze 9 je vytváření šablon. Šablony nabízejí možnost definovat a  
rozšiřovat  zpracovávané  informace  z  datových  toků  podle  potřeby  a  to  beze  změny  exportního 
formátu.  Jedná se  o velmi mocný nástroj,  který je schopný v nadefinované šabloně zasílat  např.  
informace o aktuálním vytížení procesoru exportéru nebo některé údaje z vyšších vrstev ISO/OSI.
Další novinkou je podpora agregovaných toků umožňující v jednom toku sledovat celou subsíť.  
Zásadním přínosem a vlastně i důvodem, proč přejít z verze v5 na v9, je schopnost monitorovat toky 
IPv6, dále podpora Multiprotocol Label Switching (MPLS) nebo BGP nexthop informací.
UDP datagram zasílající informace na exportér se skládá z hlavičky následované jednou a více 
šablonou pro  datový tok.  Šablony definují  popis  bloků bytů,  které  se  vyskytnou v následujících 
záznamech. Na kolektoru dochází k periodickým expiracím těchto šablon, pokud nejsou obnovovány. 
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To se může provést jejich přeposláním s každým N-tým paketem nebo po vypršní časovače. Obě 
možnosti jsou uživatelsky konfigurovatelné. [5]
2.3.3 IPFIX
IPFIX (Internet Protocol Flow Information Export) je produkterm pracovní skupiny IETF. Byl 
vytvořen  z  důvodu  potřeby  obecného  a  univerzálního  standardu  pro  export  datových  toků  ze 
směrovačů, sond a ostatních zařízení. Předlohou pro vytvoření protokolu IPFIX je Netflow v9. Z toho 
důvodu se také někdy označuje Netflow v10.
Tento standard definuje jak jsou informace o datových tocích formátovány a přeposílány z  
exportéru  na  kolektor.  Je  podrobně  popsán  v  RFC  3917.  IPFIX  preferuje  Stream  Control 
Transmission Protocol (SCTP) jako protokol transportní vrstvy pro přenos informací. Je ale možné 
použít i tradiční TCP/UDP. [6]
2.4 Ostatní technologie na bázi datových toků
Netflow od společnosti  Cisco není jedinou technologií zpracovávající  a monitorující  datové toky. 
Jelikož Netflow bylo ve svých počátcích proprietární záležitostí, vyvíjeli ostatní výrobci pod jiným 
jménem podobné protokoly, které jsou částečně nebo úplně kompatibilní s Netflow.
Zde je seznam některých výrobců a jejich implementací [7][3] :
• Mikrotik – Traffic flow, kompatibilní s Netflow v1, v5, v9
• Extreme Networks – nepodporuje index vstupního/výstupního rozhraní
• Juniper Networks – CFlow, kompatibilní s Netflow v5, v8
• Riverstone Networks – chybí nativní podpora Netflow, existuje konvertor LFAP – Netflow
• Huawei Technology – NetStream, kompatibilní s Netflow v5, v8, v9
• Foundry  Networks  – sFlow,  může zpracovávat  informace  na  vrstvách L2 – L7 síťového 
modelu ISO/OSI
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3 Síťové bezpečnostní hrozby
Tato  kapitola  se  zabývá  studiem bezpečnostních  hrozeb  detekovatelných  na  třetí  a  čtvrté  vrstvě 
síťového modelu ISO/OSI a jejich detekovatelnosti pomocí technologie datových toků. 
3.1 Vertikální a horizontální skeny
Vertikální sken je často prvním krokem ve snaze napadnout nějaký počítač. Účelem tohoto skenu je  
zjištění otevřených portů a tudíž i služeb, které na daném strojí běží. Nejčastěji de o běžné služby 
jako HTTP(s), FTP, SSH, atd. Takové skenování není náročné na přenosovou kapacitu ani výpočetní 
prostředky [9].
Vertikální skenování může být provedeno ruznými způsoby, z nichž některé jsou velmi těžko 
odhalitelné. Zde je přehled možností [12].
TCP SYN Scan
Tento typ umoňuje  provést  skenování  bez dokončení  procesu TCP Handshake.  Jedná se  o 
zákeřný způsob skenování, protože se neznamenává do logů napadaných stanic. Zde jsou ukládána 
pouze  navázaná  spojení.  Poté,  co  stanice  obdrží  na  port  paket  s  příznakem SYN,  odpoví  buďto 
paketem  RST(značící  uzavřený  port)  nebo  v  případě  otevřeného  portu  poketem  s  příznakem 
SYN/ACK. Útočník však místo dokončení handshake zašle RST paket a zresetuje tím  navazované 
spojení(viz  obrázek 3.1).  Nevýhoda tohoto  přístupu je  složitější  implementace,  například  pomocí 
systémových raw sockets [12].
TCP Connect() Scan
Je  pojmenován  po  volání  systému call  (),  které  se  využívá  k  inicializaci  TCP  spojení  do 
vzdáleného  zařízení.  Na  rozdíl  od  předchozí  techniky  dochází  k  regulárnímu  uzavření  TCP 
handshaku. Poté je zaznamenáno, že daný port je otevřen zašle se TCP RST paket k ukončení spojení.  
Nevýhodou  tohoto  přístupu  je  zaznamenání  útoku  a  vyšší  vytížení  systémových  prostředků 
napadaných stanic. Výhodou je jednodušší implementace [12].
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Obrázek 3.1: Schéma TCP SYN Scan 
otevřeného portu [12].
Stealth Scanning
Tato kategorie zahrnuje tři velmi podobné techniky - Fin Scan, Xmas Tree Scan, Null Scan. 
Všechny mají  společné to,  že  zasílají  neočekávaně  paket  bez  předchozího navázání  spojení(TCP 
handshaku). Tyto skeny operují s jednotlivými bity TCP hlavičky a nastavují je na takové kombinace, 
které  se v reálné komunikaci  nevyskytují.  Po odeslání  se  neočekává konkrétní  odpověď, protože 
implementace TCP stacku se v různých operačních systémech liší. Dle RFC 793 (TCP) by stanice 
přijímací  paket  na uzavřený port  měla odpovědět  paketem RST. Při  přijetí  neznámého paketu na 
otevřený port by naopak neměla vůbec odpovídat. Například operační systém Windows odpoví RST 
paketem na všechny takové žádosti. Z toho můžeme vyvodit, že pokud nám skenovaná stanice na 
některém portu neodpoví, jedná se pravděpodobně o jiný operační systém než Windows.
• Fin  Scan  –  Pakety  zaslané  tímto  druhem skenu  jsou  neobvyklé,  protože  uzavírají 
spojení, které nebylo předtím navázáno. V případě otevřeného portu  neodpoví stanice 
žádným paketem, v případě uzavřeného portu se zasílá paket RST.
• Xmas Tree Scan – Zde dochází  k zaslání  více příznaků – URG, PUSH a FIN. Ty 
zapsány  v  binárním  tvaru  (00101001)  připomínají  světla  na  vánočním  stromečku, 
odtud pochází název. Stejně jako v předchozím případě otevřený port odpoví paketem 
RST, otevřený port mlčí.
• Null Scan – Tento typ simuluje chybějící příznaky tím, že místo nich zašle samé nuly 
(viz. obrázek 3.2). Stanice odpovídají stejně jako v předchozích případech.
Výše  zminěné  skeny jsou  na  síti  ještě  více  „neviditelné“  než  TCP Syn  Scan.  Nevyskytují  se  v 
aplikačním  logu,  zaberou  minimální  šířku  pásma  a  poskytnou  více  informací  na  ne-windows 
systémech [12].
UDP Scan
Toto je velice jednoduchý sken, který nepotřebuje žádné SYN, FIN apod. pakety k navázání 
spojení.  Protokol  UDP předpokládá,  že pakety jsou odeslány bez předchozího očekávání.  Tím je  
proces skenování velmi zjednodušen.
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Obrázek 3.2: Schéma Null Scan při uzavřeném 
portu [12].
Uzavřený  port  signalizuje  odpověď  ICMP:  Port  Unreachable.  Stanice,  která  neodpoví  se 
považuje za takovou, která má port otevřený nebo blokuje odpověď(filtrovaný port). Odpoveď s UDP 
daty potom logicky značí otevřený port.
Vzhledem k tomu, že UDP protokol má díky absenci handshake minimální režii, mohlo by se 
zdát,  že  i  skenování  je  minimálně náročné na šířku  pásma.  Opak je  však  pravdou.  Kvůli  ICMP 
odpovědím v případě nedostupného portu převyšuje UDP skenování TCP skenování v počtu paketů 
až o 30% [12].
Ping Scan
Ping Scan patří mezi tzv. horizontální skeny sítě. Těmi se útočník snaží zjistit aktivní stanice 
zpravidla v jedné podstíti. Na ně poté aplikuje vertikální skenování. 
Tento sken zasílá jednoduchý paket ICMP echo request na cílovou stanici a pokud je stanice 
aktivní, odpoví pomocí ICMP echo reply(pokud není ICMP filtrovaný).
Hlavní  výhoda  tkví  v  jeho  jednoduchosti  a  rozšiřitelnosti.  ICMP zprávy  využívají  síťový 
administrátoři dnes a denně a pokud útočník neskenuje obrovské množství IP adres, je takový útok 
velmi obtížně detekovatelný. Na druhou stranu nám nepřínáší mnoho informací o hledané stanici. 
Ping Scan se může hodit spíše k vytváření inventáře stanic na sítí  a následnému komplexnějšímu 
skenování například některými z již zmíněných technik [12].
3.2 SSH slovníkové útoky
Secure Shell (SSH) je síťový protokol, který slouží k přístupu k shellu operačního systému a výměně 
dat po šifrovaném kanále. Byl vyvinut jako náhrada protokolu Telnet a ostatních nezabezpečených 
protokolů  zasílajících  přihlašovací  údaje  v  otevřené  podobě.  Zaručuje  důvěrnost  a  integritu 
přenesených dat [11].
Vývoj  protokolu  zahrnuje  několik  verzí,  z  nichž  verze  označené  1.X  obsahují  známou 
zranitelnost a je možné komunikaci relativně snadno napadnout. Předpokládejme tedy, že používáme 
bezpečnou verzi 2.X a chceme získat přístup do cizího systému.
Princip  takové  útoku  spočívá  ve  snaze  uhodnout  přístupové  jméno  a  heslo  do  systému.  
Vzhledem k tomu,  že většina uživatelů používá jednoduchá hesla  a většinou jde o známá slova, 
využívá se princip slovníkové útoku. Ten se provádí tak, že se jako hesla zkouší postupně slova z 
nadefinovaného slovníku. Použití útoku hrubou silou je totiž v případě komunikaci přes síti téměř 
vyloučené z důvodů obrovské časové náročnosti.
Detekce takových útoků je  důležitá  i  v  případě dobré bezpečností  politiky,  kdy jsou hesla 
dlouhá a skládají se ze speciálních znaků. Jelikož je navázání komunikace provázeno SSL Handskem,  
dochází k nežádoucímu vytížení CPU při kryptografických operacích. Detekování prováděného útoku 
potom může sloužit k blokování IP adres, ze kterých je veden.
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Existují  dva  základní  přistupy  k  detekování.  Základním  přístup  je  zkoumání  vrstvy  L7  v 
IDS/IPS sytémech případně parsování Unix/Linux systémových logů a následné vytváření reportů.  
Tento  přístup  není  možné  využít  na  vysokorychlostních  gigabitových  linkách  z  důvodu  vysoké 
výpočetní náročnosti. Zde se uplatní právě technologie datových toků, která nám poskytuje také více 
informací (IP adresa, počet přenesených paketů a bajtů, časové značky, ToS, atd. ) [11].
Na základě sledování reálných útoku [11] byla zjištěna jejich zákládní charakteristika na úrovni 
Netflow:
• TCP port napadaného počítače je 22, TCP port útočníka je náhodné číslo větší než 
1024
• desítky  až  stovky  toků  ve  směru  od  útočníka  k  napadanému  v  krátkém  časovém 
intervalu (5 minut)
• datové toky jsou malé: 10 – 30 paketů a 1400 – 5000 bajtů
• doba trvání toku je do 5 vteřin
• poslední tok je v případě úspěšného útoku rozdílný
3.3 (D)DoS útoky
(Distributed)  Denial  of  Service  [13] jsou  útoky  se  snahou  o  dočasné  znepřístupnění  služby  pro 
uživatele. Útočníci se často zaměřují na komerční servery jako banky, webové obchody a karetní  
asociace. Jejich  motivem bývá vidina peněz získáných výměnou za ukončení tohoto útoku.
United States Computer Emergency response team definuje DoS útok takto [13]:
• neobvykle pomalé internetové připojení
• nedostupnost konkrétní webové stránky
• nemožnost přístupu na žádnou webovou stránku
• dramatický nárůst příchozího spamu
Útok je založen na několika principech [13]:
• maximálním vytížení systémových prostředků
• změna konfigurace zařízení (např. poškození routování)
• poškození stavových informací (např. ukončení TCP sezení)
• poškození fyzických zařízení
• blokování přístupového média mezi uživatelem a obětí útoku
       Tato práce se bude zabývat možností zaplavení cíle obrovkým množstvím paketů a následné 
vyčerpání systémových prostředků. Oběť poté nemůže odpovídat regulárním požadavkům zákazníků 
případně s velmi dlouhou odezvou. 
Typickou odezvou na takovýto útok je zablokování příslušné adresy. V případě, že útočník 
použije k útoku několik (stovek až tisíců) počítačů, které jsou například součástí botnetu, je velmi 
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těžké odlišit  legitimní uživatele od těch útočících. Takovému útoku se říká Distributed Denial  of 
Service. 
Dále jsou uvedené  některé konkrétní implementace útoků:
Syn flood – jedná se o útok využivájící mechanizmu navazování spojení u TCP protokolu.  
Oběti je zasláno velké množství TCP SYN paketů, na které útočník již neodpovídá. Jelikož je počet 
takových polonavázaných spojení omezen, tak dokud nedojde k vypršení příslušných časovačů, jsou 
odmítány všechny další požadavky včetně těch regulérních.
Smurf útok [13] je tzv. reflected dos útok. V tomto případě nejsou pakety zasílány přímo 
oběti, ale je zneužita některé standardní síťová služba (icmp, dns). Poslení část útoku – zahlcení oběti  
- poté provádí v „dobré víře“ stroje, které před tím nebyly nijak napadnuté. 
Smurf zneužívá špatně nakonfigurovaná síťová zařízení, která umožňují zaslání icmp paketu s 
broadcastovou adresou.  Útočníci  zasílají  velké množství  paketů s upravenou zdrojovou adresou – 
adresou  oběti.  Všechna  zařízení  na  dané  broadcastové  doméně  poté  stanici  zahltí  odpověďmi  a 
spotřebují značnou část šířky pásma.
3.4 DNS anomálie
DNS je jedna z nejdůležitějších služeb na síti. Bez ní bychom nebyli schopní přistupovat na webové 
stárnky nebo kontrolovat emaily. Zároveň je to také jedna ze služeb, které jsou v internetu často 
napadány.
Útoků na DNS existuje mnoho, některé jsou detekovatelné pouze s využitím dat z aplikační 
vrstvy  síťového  protokolu.,  některé  naopak  můžeme  objevit  pouze  díky  použití  datových  toků. 
Obecně je můžeme rozdělit do dvou skupin – útoky přímo proti DNS serverům a útoky využívající  
DNS servery k útoku na jiné systémy.
Útoky proti DNS serverům [14]
• Základním útokem proti DNS serverům je (D)DoS. Ovšem s ohledem na konektivitu 
takových serverů je  třeba obrovský počet  útočících počítačů,  které  by v konečném 
důsledku ani neměli na výkon vliv. Zde se spíše spoléha na využití programátorské 
chyby v softwaru.
• Recursive query attack je speciální verzí reflection dos attack. Základní myšlenkou je  
dotazování  se  velkého množství  DNS serverů na adresy,  které  neznají.  To způsobí 
rekurzivní  vyhledávání  u  autoritativního  serveru,  který  chce  útočník  napadnout. 
Protože  si  servery  udržují  poslední  dotazy  v  paměti  cache,  je  třeba  se  dotazovat  
pokaždé na jiné doménové jméno.
• DNS cache poisoning je útok využívající absence autentizace odpovědi serveru. Díky 
tomu, aby útočník oběti podstrčil upravenou odpověď. Útok se zahajuje v okamžiku, 
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kdy si host vyžádá překlad adresy. Útočník se pak bude snažit  odpověďet na dotaz 
rychleji než dotazovaný server. Bude k tomu navíc potřebovat adresu dotazovaného 
autoritativního serveru, aby ji mohl podstrčit jako zdrojovou adresu paketu. Jedním ze 
způsobů zaručení, že DNS neodpoví jako první je jeho zpomalení pomocí DoS.
Útoky využívající DNS servery [14]
• Reflection attack – jeho princip byl již popsán v předchozím textu, avšak tento útok v  
sobě skrýva další výhody, např. vlastnost zvyšovat datový tok. Odpovědi DNS serverů 
jsou totiž průměrně třikrát větší než dotazy na ně. Útočník tak ve skutečnosti zahltí 
obět třikrát větším objemem dat než sám vyprodukuje. 
• DNS tunelling – nejedná se o útok v pravém slova smyslu. Jde o vyžití DNS paketů k 
tunelování jiných dat. Místo pole s doménou se prostor využije k zaslání uživatelských 
dat.
Výše zmíněné útoky mají v datových tocích konkrétní příznaky, podle kterých je možné je  
detekovat. Zákládním přístupem je dodržení symetrie datových toků UDP paketů. Kdy na jeden dotaz 
je očekávaná jedna odpověď. Dále je možné detekovat útoky podle průměrné velikosti paketů. Pokud 
se útočník snaží server zahltit velkým množstvím požadavků, použije k tomu co nejmenší dotazy, aby 
dosáhl vyšší propustnosti – tedy prázdné dotazy. Útok také často značí použití více DNS serverů, což  
není typické chování uživatelů, kteří mají nastavený jeden primární server [14].
3.5 Detekce červů a komunikace s botnetem
Tato podkapitola se zabývá možnostmi detekce komunikace napadeného počítače s botnetem nebo 
jiným řídícím prvkem.
Napadení počítače nemusí vždy znamenat okamžité spuštění některého typu útoku, například 
skenování aktivních stanic. Zombie stanice může tiše čekat nějakou dobu na příkazy od útočníka 
teprve v určitý čas provést to, k čemu byla nastavena. Protože nebude počítač vykazovat abnormální  
chování, nebude ani zjištěna jeho infikace malwarem.
Červ ovšem čas od času zašle nevinně vypadající paket na svůj řídící počítač. Dá tak najevo  
svou existenci a připravenost, případně si stáhne sadu úkolů. To se děje typicky pomocí protokolu 
WWW, IRC. Díky různým seznamům cílových adres řídích počítačů na internetu je možné taková 
spojení identifikovat a tím odhalit možné napadené stroje v počítačové síti. Spojení je dále možné  
detekovat  pomocí  známých  portů,  např.  červ  SQL Slammer  komunikuje  na  portu  1434,  Netbus 
Trojan na portu 12345 [16].
Dále je třeba detekovat malware, který již provádí nějakou nežádoucí činnost. Typicky by měl 
administrátor prověřovat stanice s nejvyšším počtem navázaných spojení tzv. Top N session a stanice 
s nejvyšším množstvím přenesených dat tzv. Top N data [16].
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V případě, že organizace používá pro provoz do internetu proxy případně její zabezpečenou 
variantu, v podstatě tím malware odstřihne od přístupu ke světové síti. Ačkoliv by se zdálo, že bez 
takového  přístupu  je  červ  „bezbranný“,  dokáže  i  přesto  napáchat  škodu.  Například  červ 
Downup/Conflicker se v takové síti chová tak, že generuje cca 250 skenů sítě denně a snaží se dostat  
na  internet.  Protože  neprojde přes  proxy,  vyvolá  TCP  SYN  útok.  Svým  chováním  také  zvýší 
několikrát datový provoz na síti [17] .
3.6 Spam
Spam je nevyžádané sdělení,  které je masově zasíláno přes internet.  Tvoří  ho převážně reklamní 
emaily a z celkového počtu celosvětově zaslaných zpráv se podílí zhruba 80%. Ostatní formy spamu 
zahrnují například diskuzní fóra, nebo instant messaging.
Nevyžadaná pošta nemusí znamenat nutně bezpečnostní hrozbu. Pokud není předmětem zprávy 
například  phisin/pharming,  jedná  se  víceméně  o  neškodnou záležitost,  která  pouze  plýtvá  časem 
uživatele.
Závažnou hrozbou je ovšem přítomnost spammera v naší síti v podobě napadeného počítače. 
Ten je často součástí distribuované sítě rozesílající tyto nevyžádané zprávy. Může tak dělat neustále  
nebo v určitých interval, aby snížil riziko odhalení.
Zásadním problém plynoucí  z  přítomnosti  takového  zdroje  spamu je  možnost  umístění  IP 
adresy na tzv.  blacklisty  a  s  tím plynoucí  nemožnost  zasílání  regulárních emailů.  Což v případě 
korporátní  korespondence  může  způsobit  nemalé  finanční  ztráty. Poskytovatelé  internetového 
připojení mohou také sami aktivně blokovat SMTP komunikaci  z infikované sítě.  Potom už není  
možné zprávy doručit ani na servery, které blacklisty nevyužívají.
Pomocí technologie Netflow je možné spamující stanice identifikovat na základě informací ze 
síťové  a  transportní  vrstvy.  Odchozí  pošta  je  definovaná  TCP  spojením  s  cílovým  portem  25. 
Legitimní  poštovní  komunikace  probíhá  občas  na  jeden  nebo  více  poštovních  serverů.  Naopak 
napadený počítač navazuje v krátkých časových intervalech mnoho spojení na různé adresy [3].
3.7 Bezpečnost a monitorování VoIP
Voice over IP [15] (VoIP) je služba poskytující hlasové služby přes internetový protokol. Jedná se o 
přímou  konkurenci  klasické  telefonní  sítě  PSTN.  V  poslední  době  se  těší  velké  oblibě  a  do 
budoucnosti se počítá s celosvětově několikanásobným zvýšením tržního podílu.
Avšak zároveň s roustoucí oblibou rostou i bezpečnostní hrozby. Protože je služba vystavěna  
na Internet protokolu, hrozí ji stejné útoky jako ostatním službám na světové síti a navíc některé další. 
Jako příklad mohou sloužit případy špatně zabezpečených telefonních ústředen ve firmách. V lepším 
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případě mohou útočníci využít  ústřednu k hovorům na účet společnosti,  v tom horším přesměrují 
hovory přes exotické země s vysokým tarifem a způsobí tak obrovské škody.
V dnešní době se pro telefonování pomocí VoIP používa nejvíce kombinace protokolu SIP a 
RTP. SIP slouží jako řídící kanál např. pro navázání hovoru a RTP pro transport hlasových dat. K 
detekování anomálií už nestačí pouze informace o IP adresách a portu, ale je třeba zahrnout informaci 
z vyšší vrstvy. Konkrétně identifikátor protokoku SIP – URI, který slouží k identifikaci uživatele.
 Na  první  pohled  by  se  zdálo,  že  technologie  datových  toků  je  k  takovému  zkoumání 
nepoužitelná, protože nám takové informace neposkytuje. To by byla pravda u Netflow v5, ovšem s  
novou verzí v9 dostáváme do rukou mocný nástroj. Jak již bylo zmíněno ve druhé kapitole, nová  
verze Netflow nám umožňuje definovat uživatelské šablony. Taková šablona potom bude obsahovat 
standardní informace o datovém toku plus některé informace ze SIP nebo RTP, které se dají použít 
kromě detekce útoků i k monitorování provozu VoIP. V tabulce 3.1 jsou uvedeny jaké informace je 













Tabulka 3.1: VoIP metrika měřitelná sondou nProbe [15].
Nyní si představíme konkrétní typy útoků , které využívají charakteristikých vlastností služby 
VoIP a je možné je detokovat analýzou provozu na síti. Dají se rozdělit do tří skupin, SIP flooding, 
RTP flooding, SIP scan [15].
SIP  flooding –  zde  útočník  zasílá  konkrétnímu  SIP  proxy  serveru  mnoho  SIP  request 
zpráv(např.  INVITE,  REGISTER,  atd.)  ve  velmi  rychlém  časovém  sledu.  Způsobí  tím  tak 
vyhladovění systémových zdrojů a tím pádem nemožnost poskytovat služby. V případě zasílání zpráv 
INVITE  nedochází  pouze  k  nefunkčnosti  služby  jako  takvové,  ale  navíc  k  trvalému  vyzvánění 
telefonů [15].
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RTP flooding – zde útočník zasílá v krátkém časovém sledu mnoho RTP paketů bez kódového 
schématu. To pak může způsobit pokles kvality služby nebo její přerušení. Jelikož je VoIP služba 
provozována v reálném čase, je velmi citlivá na kvalitu jejiž i malý pokles může být kritický [15].
SIP scan – tento útok se využívá jako první krok při složitějších VoIP útocích, kde je nutné 
znát některé další informace( např. URI). V  SIN scan útoku se útočník snaží zaregistrovat náhodné 
URI u serveru. Když server na takvou žádost odpoví, je možné zkontrolovat platnost URI. Dále je  
možné zjistit uživatele, kteří jsou online zasláním INVITE zprávy na všechny zařízení v síti. SIP scan 
nezpůsobuje škodu sám o sobě, ale skýta potencionální hrozbu v následujících útocích [15].
Toto  byly  základní  principy  útoků.  Při  jejich  detekování  můžeme  použít  některé  další 
charakteristiky [15].
Symptomy INVITE flooding útkoku se odlišují na SIP proxy serveru a uživatelském agentovi.  
Pokud je mnoho těchto zpráv zasláno na server, objem na takové cílové zařízení abnormálně vzroste a 
server  není  schopen  odpověďet  zprávou  signalizující  vyzvánění  (RINGING).  Pokud  je  útok 
nasměrován na uživatelského agenta, charakterizuje ho množství zpráv INVITE v příchozím směru a 
zpráv 200OK v odchozím. Stejným způsobem je možné detekovat  i  útok REGISTER flooding – 
použitím poměru mezi zprávami REGISTER a 200OK.
RTP je protokol  založený na UDP. Neexistuje tedy žádná specifická odpověď na zaslanou 
zprávu. Kvůli tomu je  velmi obtížné detekovat například útok RTP flooding na základě chování.  
Ovšem  platí  zde  pravidlo,  že  by  zprávy  zaslané  ze  stejného  zařízení  měly  mít  stejné  SSRC 
(Synchronizing Source Collision Resolution).  Měřením počtu zdrojových IP adres RTP paketů se 
stejným SSRC může odhalit distribuovaný RTP flooding útok.
SIP scan útoky se dělí na útoky proti registračním serverům – REGISTER scan a útoky proti  
uživatelským stanicím – INVITE scan. Pro detekování prvního zmíněného útoku je třeba se zaměřit  
na sledování počtu REGISTER zpráv pro každou IP adresu. Pokud se adresa snaží zaregistrovat různé  
URI, jedná se pravděpodbně o podezřelé chování. Druhý zmíněný útok se detekuje počtem INVITE 
zpráv z jedné IP adresy na různá URI během krátkého časového úseku.
Metriky, na které je třeba se zaměřit při detekci jsou souhrně uvedeny v tabulce 3.2.
18
Útok Předmět analýzy Kontrolovaná metrika
INVITE 
flooding
provoz SIP směrem na 
SIP Proxy server
objem provozu SIP, poměr zpráv INVITE a RINGING
provoz SIP směrem na 
uživatelské agenty
objem provozu SIP, poměr zpráv INVITE a 200OK
REGISTER 
flooding
provoz SIP směrem k 
registračním serveru
objem provozu SIP, poměr zpráv REGISTER a 200OK
RTP flooding
provoz RTP v každém 
sezení
objem provozu RTP, počet zdrojových IP adres v RTP 
paketech se stejným SSRC
REGISTER 
scan
provoz SIP směrem k 
registračnímu serveru
objem provozu SIP, poměr zdrojových IP adres a URI 
ve zprávách REGISTER
INVITE scan
veškerý provoz SIP poměr zdrojových IP adres a URI volajících ve zprávách 
INVITE
Tabulka 3.2: Metriky pro detekci útoků [15].
3.8 Bezpečnostní hrozby v IPv6
Tato  subkapitola popisuje  ve  stručnosti  hrozby  spojené  s  novým  Internet  Prokolem  verze  6.  V 
současné  době  není  protokol  rozšířen  takovým  způsobem,  aby  lákal  větší  pozornost  útočníku. 
Neexituje proto zatím tolik známých útoků ani jejich realizací. S postupem času se jistě dočkáme 
odhalení spousty zranitelností v návrhu a s tím souvisejících bezpečnostích hrozeb pro datové sítě a 
uživatele [24].
Současné  hrozby  v  IPv6  souvisí  i  s  neznalostí  problematiky  při  nasazování.  Ignorace 
zabezpečení  může způsobit vytvoření zadních vrátek do systému. Je také důležité si uvědomit, že  
vrstvy nad a pod síťovou vrstvou jsou zranitelné stejným způsobem jako doposud a zavedení nového 
protokolu tedy neznamená spásu v bezpečnosti [24].
Rozšíření adresního prostoru přináší výhodu v tom, že útočníci již nebudou schopni provádět  
horizontální skeny sítí. I v případě obrovské kapacity linky by odhalovaní aktivních stanic trvalo až 
desítky let. Z toho důvodu se budou hledat nové metody pro skenování včetně útoků na aktivní síťové 
prvky, které bude třeba monitorovat. Na druhou stranu se již počítače nebudou skrývat za NATem a 
budou mít přímý přístup z veřejného internetu. To útočníkům velice usnadní provádění útoků [24]. 
Upnout pozornost bude také třeba na nástupce ICMP protokolu ICMPv6. Je to nepostradatelná 
součást  IPv6,  bez  které  by  nemohl  fungovat.  Zahrnuje  funkcionalitu  objevování  sousedů, 
bezestavovou konfiguraci,  práci  se skupinami v multicatu,  diagnostiku nebo signalizaci.  Můžeme 
proto s jistotou počítat se zájmem útočníků v této oblasti. Již nyní se objevují návody na zneužití  
špatných konfigurací zařízení se silnějšími variantami IPv4 útoků. Například Reverse smurf attack 
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využívá  zaslaní  ICMP  paketu  na  multicastovou  adresu.  Jeden  takový  paket  vyvolá  mezi  100 
stanicemi 10 000 paketů [24].
Obecně můžeme nástup IPv6 shrnout  tak,  že nový protokol  kopíruje většinu bezpečnostích 
hrozeb svého předchůdce. Opět budou útoky na dostupnost služeb, podvrhování adres, fragmentace.  
Některé útoky se zesložití a jiné budou snažší zejména z důvodu nezralosti protokolu a neznalosti 
případně ignoraci správců a uživatelů [24].  
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4 Detekce odchylek
V této kapitole se zaměříme na detekci odchylek od běžného provozu v počítačových sítích. Touto  
metodou je možné detekovat i tzv. „zero days“ útoky, ke kterým ještě nebyly vytvořeny signatury. 
Případně  může  jít  o  známý  útok  upravený  tak,  aby  bez  povšimnutí  prošel  IDS/IPS  systémy. 
Odhalování  odchylek  v  implementační  části  diplomové  práce  je  založeno  na  vylepšeném 
exponenciálním prokládání pomocí algoritmu Holt-Winters [18].
4.1 Metody prokládání
Abychom mohli rozhodnout, jestli  nějaké chování vykazuje známky vychýlení,  musíme definovat 
standardní  průběh.  Takový průběh definujeme  nad  získanými  hodnotami  v  časových řadách.  Na 
případě vizualizace časové řady grafem jde o proložení křivkou, kterou je možné vytvořit několika 
metodami prokládání.
Klouzavý průměr [19]
Jedná se o nejjednodušší přístup, kdy se proložená hodnota s t vypočítá jako průměr posledních 
k získaných hodnot. Formální popis výpočtu je zobrazen ve vzorci 4.1.
Vzorec 4.1: Klouzavý průměr [19].
Proměnná k je volitelná celočíselná konstanta větší rovna 1. Nízká hodnota k klade větsí důraz 
na aktuálnější získané hodnoty. Kdežto vyšší hodnota  k způsobí větší odklon od aktuálních dat a 
proložené posloupnosti. Jedna z nevýhod této techniky je mimo jiné to, že nemůže být použita na 
prvních k-1 záznamů časové řady. 
Vážený klouzavý průměr [19]
Jedná se  o vylepšení  výše zmíněného klouzavého průměru.  V první  řadě je  třeba zvolit  si  
vážené faktory {w1,w2,...,wn} takové, že: ∑
n=1
k
wn=1 . Ty se poté využijí při výpočtu statistiky {st}:
Vzorec 4.2: Vážený klouzavý průměr [19].
Díky těmto faktorům můžeme dát větší váhu mladším datům a menší váhu starším údajům 


















Jednoduché exponenciální prokládání [19]
Exponenciální  prokládání  je  ve  své  podstatě  exponenciální  vážený  průměr  a  má  šíroké 
možnosti  využití.  Nenabízí  totiž  pouze  prokládání  historických dat,  ale  i  předpověď chování  do 
budoucnosti  na  základě  premisy  opakující  se  minulosti.  Tato  metoda  se  obvykle  využívá  na 
finančních trzích,  ovšem může  být  využita  kdekoliv,  kde se  pracuje  s  dikrétními  opakujícími  se 
hodnotami. Vstupní hodnoty algoritmu můžeme označit jako {xt} a výstupní jako {st}, které označují 
nejlepší odhad následníka hodnoty  x.  Uvažujme počátek časové řady v čase  t = 0, formální zápis 
exponenciálního prokládání vypadá následovně (vzorec 4.3):
Vzorec 4.3: Exponenciální prokládání [19].
Jinými slovy můžeme říct, že proložená hodnota st je vážený průměr předchozí získané hodnoty 
xt-1 a předchozí proložené statistiky st-1. Parametr alfa smí nabývat hodnot v rozsahu 0 až 1. Hodnoty 
bližší jedné mají menší prokládací efekt a dávají velkou váhu záznamům naposledy získaným. Pokud 
je  alfa blíže  0,  efekt  proložení  je  větší,  protože  více  zohledňuje  starší  data.  Bohužel  neexistuje 
formální procedura určení správné hodnoty tohoto faktoru. Rozhodnout se můžeme podle statistik,  
alternativně se dá velikost alfa optimalizovat metodou nejmenších čtverců.
Dvojité exponenciální prokládání [19]
Výše  zmíněné  jednoduché  prokládání  nepracuje  správně  s  časovými  řadami,  ve  kterých 
vykazují hodnoty nějaký trend, např. zvyšující nebo snižující. V těchto situacích je vhodnější použít 
dvojité exponenciální proložení.
Vstupem  algoritmu  jsou  opět  získané  hodnoty  {xt}  zaznamenané  od  času  t  =  0,  {st} 
reprezentuje proloženou hodnotu pro čas  t,  {bt} zastupuje nejlepší odhad trendu v čase  t.  Výstup 
zapisujeme jako Ft+m , což vyjadřuje odhad hodnoty  x v čase  t+m ,  m > 0, založené na získaných 
datech do času t. Formálně zápis zachycuje vzorec 4.4.
Vzorec 4.4: Dvojité  
exponenciální prokládání [19].
Parametr  alfa smí opět nabývat hodnot od 0 do 1, parametr  beta nazvěme prokládací faktor 
trendu, jeho rozsah je také 0 až 1. Pro t = 0 se b0 vypočítá jako (xn-1 – x0)/(n – 1) pro n > 1. Dále je 
třeba si uvědomit, že výstup F0 není definovaný.
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s1=x0
st= x t−11−st−1=s t−1xt−1−st−1 ,t1, 01
s0=x0




Holt-Winters [18] je sofistikovaný algoritmus vytvořený pro účely předpovídání budoucích hodnot na 
základě několika komponet. Jedná se o další rozšíření algoritmů zmíněných v předchozí podkapitole 
4.1. Zároveň obsahuje mechanizmus rozhodování jestli je naměřená hodnota již příliš odchýlená od 
normálu nebo se nachází v mezích obvyklých hodnot korespondujích se sezóním údajem (časovou 
periodou).
Metoda vychází z premisy, že pozorované hodnoty můžeme dekomponovat do tří komponent a 
to  základní  úroveň,  lineární  trend  a  sezónní  trend.  Tyto  části  se  v  průběhu  času  inkrementálně 
rozvíjejí aplikováním algoritmu exponenciálního prokládaní. Nechť a, b, c značí jednotlivé současti v 
pořadí uvedeném výše, časovou periodu označme m. Předpověď vypočítáme jako sumu uvedených 
komponent  ŷt+1  = at +  bt +  ct+1-m.  Po každé inkrementaci  Holt-Winters  se  nová hodnota  v čase  t 
vypočítá následovně:
• základní úroveň (a) : at=y t−ct−m1−a t−1bt−1  
• lineární trend (b) : bt=at−at−11−bt−1
• sezónní trend (c) : c t= y t−a t1−c t−m
Připomeňme  se,  že  m označuje  periodu  sezónního  cyklu.  Tím  pádem  koeficient  v  čase  t 
odkazuje na poslední vypočítaný koeficient v tom stejném časovém bodě sezónního cyklu. Faktory 
alfa,  beta,  gama se nazývají adaptační faktory a mohou nabývat hodnot 0 až 1. Vyšší hodnoty opět 
přikládají větší váhu aktuálnějším hodnotám a algoritmus se rychleji přizůsobuje změnám.
Standardně  Holt-Winters  předpovídá  hodnoty  jeden  časový  krok  dopředu.  S  vyžitím 
mechanizmu pro vypořádání se s chybějícími daty je možné předpovídat delší časové řady. To ovšem 
nespadá do náplně této práce.
Tolerovaná hranice odchylek [18]
Tolerovaná  hranice  odchylek  se  vypočítává  pro  každý  bod  v  časové  řadě.  Mechnizmus 
modeluje sezónní proměnlivost hodnot. Výpočet (vzorec 4.5) vychází z váženého průměru absolutní 
odchylky aktualizované pomocí exponenciálního prokládání.
Vzorec 4.5: Výpočet  
tolerované odchylky [19].
Kde dt je předpovězená odchylka v kroku t. Iterační vzorec je podobný tomu pro výpočet c t. 
Dokonce s ním sdílí i adaptační parametr  gama. Hranice tolerovaných odchylek se dá tedy vyjádřit 
jednoduše jako kolekce intervalů  y t− -⋅d t−m , y t+⋅d t−m  pro každý prvek yt v časové řadě. 
Symboly delta_ a delta+ limitují výšku tolerované hranice. Obvykle se nastavují symetricky. Rozumná 
hodnota vycházející z teorie statistiky je mezi 2 a 3.
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d t=∣y t− y t∣1−d t−m
Rozhodování o výskytu ochylky [18]
Detekování  anomálie  by se  dalo intuitivně rozhodovat  tím,  že  naměřená hodnota  přesáhne 
tolerovanou  hranici  odchylek.  Ovšem prakticky  tento  přístup  generuje  velké  množství  falešných 
poplachů. Je nutné zavést sofistikovanější přístup. A to vytvořením klouzavého okna zahrnujícího 
konstantní počet nejmladších získaných hodnot. Dále se definuje prahová hodnota počtu překročení 
tolerované hranice v klouzavém okně, po které je rozhodnuto o výskytu anomálie.
Volba parametrů [18]
Alespoň jeden z parametrů by měl umožňovat adaptaci v kratším časovém rámci. Jelikož se 
sezónní trend (alfa) aktualizuje po delším časovém období a smyslem lineárního trendu (beta) je 
zachycení  pomalu se měnícího trendu,  logicky nám zůstavá parametr  základní  úrovně (alfa).  Pro 
správné nastavení je třeba počítat s váhami exponenciálního prokládání. Suma posledních  n vah se 
vypočítá jako 1 - ( 1 – α )n . Vzorec vypadá následovně:
Vzorec 4.6: Volba 
parametrů [19].
Například  pokud  chceme,  aby  posledních  45  minut  hodnot  snímaných  v  pěti  minutových 
intervalech znamenalo 95% váhy, zvolíme α = 0.28 .
Účelem parametru beta je zachycení lineárního trendu delšího než je sezónní cyklus. K výpočtu 
se využívá stejný vzorec jako pro alfa. Například pokud je délka cyklu jeden den a naměřené hodnoty 
snímány v pětiminutových intervalech ( 288 za den ), potom β = 0.0024 garantuje to, že se hodnoty z 
posledního dne budou aplikovat s váhou menší 50 %.
Sezónní  adaptační  parametr  gama může  být  také  volen  na  základě  vah  exponenciálního 
prokládaní  s  využitím předchozího vzorce.  Ovšem je  nutné si  uvědomit,  že  ovlivňuje  navíc  také 
adaptaci odchylek.
Délka okna by měla být nejvýše v řádu hodin. Při pětiminutových intervalech se doporučuje 
hodnota mezi 9 a 12. Vyšší práhová hodnota znamená méně falešných poplachů, ovšem může dojít  
neodhalení skutečného poplachu. 
Inicializace [18]
Model  vyžaduje  inicialiční  hodnoty  pro  parametry  základní  úrovně,  lineárního  trendu, 
sezónního trendu a odchylek. Ty  mohou být zadány libovolně, vypočítány z delší historie časových 
řad, případně odvozeny z prvních dostupných dat.
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5 Návrh implementace
Pro účely impementační části  diplomové práce jsem si vybral pluginy odhalující skenování sítě a  
detekci odchylek. Tato kapitola se zabývá seznámením se systémem NfSen a jeho komponentami, 
dále pak detaily návrhu pluginů.
5.1 Kolektor NfSen
Open-source projekt NfSen [20] je grafický webový frontend pro nástroj NfDump. Nejedná se tedy o 
samostatnou aplikaci, ale o nadstavbu nad jinými samostatnými komponentami NfDump a RRDTool. 
Nejdůležitější funkce NfSenu jsou:
• Zobrazení netflow dat – přehledy o paketech, bytech a tocích
• Snadná orientace v netflow datech
• Zpracování dat v uživatelsky definovaných úsecích
• Vytvoření reálných a historických profilů pro sledování datových toků
• Vyvolání poplachů na základě definovaných podmínek
• Možnost vytvořit si vlastní plugin zpracovávající netflow v pravidelných intervalech
Jádro Nfsenu je napsané v programovacím jazyce Perl a řídí backendové funkce. Jsou to jednak 
funkce,  které  nejsou  nijak  vizualizované.  Mezi  ně  patří  například  nastartování  démonů  nfcapd 
systému nfdump, které sbírají data o netlofw záznamech z různých zdrojů (pro každý zdroj běží právě 
jedna instance takového démona – obrázek 5.1) nebo periodický update záznamů v RRD databázích. 
Visualizované funkce backendových funkcí zahrnují převážně práci a generování grafů při interakci  
systému s uživatelem. 
Uživatelská správa systému (frontend systém) je navržená v programovacím jazyce PHP. V 
přehledných záložkách zobrazených na obrázku 5.2 je možné provádět většinu nastavení a prohlížení.  
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Obrázek 5.1: Systém sběru dat v systému NfSen [21].
Nfsen ovšem disponuje  navíc pokročilým konfiguračním souborem načítaným při  spouštění  nebo 
restartování. 
Záložka Home v defaultní instalaci zobrazuje zmenšené přehledné grafy pro toky, pakety a 
byty v denních, týdenních, měsíčních a ročních přehledech. To stejné, ale v přehlednějším uspořádání  
zobrazuje záložka Graphs.
 Další v pořadí Details jak již název napovídá vypíše uživateli veškeré informace o vybraném 
profilu. Patří sem například počátek a konec zaznamenávání, statistiky jednotlivých kanálů, možnost  
interaktivního posouvání grafů ukazovátkem a frontend pro dotazy do systému nfdump. S pomocí 
nich se dají vyfiltrovat konkrétní toky podle zdrojové/cílové IP adresy, zdrojového/cílového portu a 
typu. Případně systém dovolí zobrazit agregovaná data podle metriky Top N toků.
Záložka  Alerts  slouží  ke  generování  upozornění  na  specifikované  chování  v  síti.  Systém 
umožňuje nastavení zasílání emailu administrátorovi sítě. Pro definování chování se využívají výše  
zmíněné nfdump filtry.
V následující záložce Stats se vytváří profily a kanály. Profil je specifický pohled na netflow 
data skládající se ze jména, typu a jednoho nebo více filtrů v syntaxi NfDump. Vždy existuje alespoň  
profil 'live', který nabízí pohled na nefiltrované příchozí statistiky o datových tocích. Přepínání mezi  
profily zajišťuje nejpravější záložka v hlavním panelu. Na obrázku 5.1 můžeme vidět vybraný profil  
live. Existují dva druhy profilů – průběžný a historický, které se dělí ještě na 2 subkategorie – reálný 
a stínový. Reálné profily při zpracování dat z kolektoru kopírují vyfiltrované datové toky do vlastních 
úložišť. Kdežto stínové profily pracují s daty live profilu. Rozdíl mezi aktální a historickou verzí je 
zřejmý z názvu. Pro upřesnění historická verze vytváří jednorázový pohled na data z minulosti  a  
nedochází u ní k periodickému zpracování. Každý profil se musí skládat alespoň z jednoho kanálu.  
Kanál  obsahuje  NfDump filtr,  barvu,  znaménko a  pořadí  v  jakém se  kanál  bude  zobrazovat  při 
vykreslení v grafech. Dále je založen na jednom nebo více netflow zdrojích (z netflow sond) z live  
profilu.  Počet  kanálů  je  nezávislý  na  počtu  netflow zdrojů.  Přehledné  schéma  je  zachyceno  na 
obrázku 5.3 .
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Obrázek 5.2: Panel nástrojů frontendového pluginu systému Nfsen.
5.1.1 NfDump Tools 
Nejen pro účely implementační části bych ještě rád uvedl některá specifika a principy práce s  
rodinou  nástrojů  NfDump Tools  [21].  Jak  již  bylo  zmíněno  výše,  pro  každý  zdroj  je  třeba  mít  
spuštěný  samostatný  démon  nfcapd.  Ten  sbírá  data  do  souborů  obsahujících  vždy  pětiminutové 
intervaly.  Sobory  se  pojmenovávají  dle  názvu  démona  a  časové  značky  ve  tvaru 
nfcapd.RRRRMMddhhmm a jsou uloženy v binárním tvaru. Soubory se dále ukládají do speciální 
adresářové struktury uspořadané v časové hierarchii. Například nfcapd.201105081120 značí interval  
11:20 – 11:25 dne 8.5.2011 .
Při potřebě filtrování nebo agregování nad získanými daty se využívá nástroj nfdump. Jde o 
utilitu s rozhraním příkazové řádky. Pomocí široké škály přepínačů nám dovoluje pracovat s více 
nfcapd  soubory  najednou  a  provádět  dotazy  pomocí  specifikovaných  filtrů  spojených  logickými 
spojkami AND, OR a NOT. Nutno zdůraznit, že prováděné operace jsou velice rychlé a na dostatečně 
výkonném počítači dovoluje zpracovávat až řádově miliony záznamu za sekundu [9].
5.1.2 RRD Tools 
RRD [22] je akronym pro Round Robin Database. Jedná se o open-source průmyslový standard 
s vysokým výkonem logování dat a vykreslování grafů časových řad. Je jednoduše integrovatelný do 
skriptů shellu, perlu, pythonu a dalších. 
Ačkoliv nástroj obsahuje ve svém názvu slovo databáze, nejedná se o typickou databází. RRD 
se  nestartuje  ani  nevypiná.  Ve  skutečnosti  obsahuje  pouze  sadu  funkcí  pro  práci  s  instancemi 
databáze,  která se skládá pouze z binárního souboru s daty.  Pokud potřebujete data aktualizovat,  
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Obrázek 5.3: Schéma profilů a kanálů systému NfSen [20].
jednoduše zavoláte funkci, která přístoupí k definovanému souboru a provede v něm drobné úpravy. 
Typicky zápis nových hodnot a posunutí ukazatelů v round robin poli.  Při vytváření databáze se  
vytvoří  pole  specifikované  délky,  které  s  dobou  již  neroste.  Starší  údaje  se  přepisují  a  velikost  
uchovávaných údajů na disku se nemění.
Struktura binárního souboru je složena z Data Source (DS) a Round Robin Archives (RRA). 
DS definuje libovolný zdroj  dat,  například vytížení  procesoru,  odchozí  data ze síťového rozhraní  
serveru.  Navíc se dělí do několika skupin podle typu přijímaných dat. Ty mohou kontinuálně narůstat  
(např.  čítače)  nebo  obsahovat  hodnoty  klesájící  i  vzrůstající  (vytížení  CPU).  Nad  DS je  možné 
vytvářet různé konsolidační funkce. Systém umožňuje uchovávat průměry, maximání nebo minimální 
hodnoty v RRA. Každý DS může mít  libovolné množství  RRA a při  příchodu nové hodnoty se 
aktualizují všechny přidružené round robin archivy. Originální získané hodnoty se ukládají přímo v 
DS. Může se také stát, že data nepřijdou vždy ve stejném intervalu a RRD tools interpolují získanou 
hodnotu  tak, aby údaj co nejpřesněji korespondoval s daným intervalem. NfSen pracuje s defaultní  
hodnotou pěti minut.
V generování grafů nabízí RRD tools téměř nekonečné možnosti.  Uživatel není omezen na 
generování grafů z jedné databáze, ale může si vybírat jednotlivé RRA z různých databází vzájemně 
nijak nesouvisejících. Velmi mocným nástrojem je předzpracování dat  před jejich vykreslením. S 
pomocí  polské  notace  umožňuje  systém  úpravu  dat  v  paměti  počítače.  Nabízejí  se  libovolné 
kombinované varianty se základními numerickými operacemi (+,-,*,/),  porovnávacími operátory i  
řídícími strukturami if-else.
5.1.3 Systém pluginů 
Poslední  dosud  neprobranou  záložkou  je  Plugins.  Jde  o  velmi  důležitý  prvek  systému 
umožňující  uživatelům  doprogramovat  funkcionalitu,  kterou  postrádají  v  základní  verzi.  Nyní 
nastíním princip fungování a tvorby pluginů pro lepší pochopení návrhu vlastních doplňků.
Každý plugin se dělí  na dvě části  – backendovou část v jazyce Perl a frontendovou část v  
jazyce PHP.  Backendové pluginy se  načítají  do jádra  systému běžící  na  pozadí  při  startu.  Jejich 
funkcionalita  zahrnuje  periodické  zpracování  dat,  definovaní  podmínek  a  zasílání  poplachů. 
Frontendové části mohou vizualizovat výsledky vypočítané na pozadí. Komunikace mezi oběma typy 
probíhá přes soket nfsend.comm [23].
Struktura backendových pluginů [23]
Struktura  backendových  pluginů  je  pevně  definovaná  včetně  povinných  funkcí  a  jejich 
návratových hodnot. Nedodržení způsobí selhání při startu a následnou nefunkčnost. Každý plugin 
nese unikátní jméno, které jej rozlišuje od ostatních. Toto jméno se využije při pojmenování souboru 
a dále pak v souboru samotném. Mezi zásady správného programování patři vytváření funkcí v jazyce  




Řetězec identifikující verzi pluginu
our $version = 130
Inicializační  funkci,  která  se  zavolá  při  načítání  pluginu.  Jejím  účelem  je  dát  možnost 




Volitelně je možné využít další předdefinované funkce:
• sub Cleanup – Umožňuje pluginu po sobě „uklidit“, volá se při ukončování systému 
NfSen.
• sub run – Tato funkce je periodicky volaná jádrem systému. V parametrech funkce 
jí je předáván název pluginu, pro který byla funkce spuštěna a časový slot. Typicky se  
volá každých pět minut. Je nutné si dát pozor, aby funkce skončila svůj výpočet než je  
znovu zavolána v periodickém intervalu.
• sub   alert_condition –  Zde  je  možné  nadefinovat  speciální  podmínky  pro 
vyvolání poplachu. Pokud je funkce definovaná v modulu, objeví se v záložce alerts ve 
frontendové části.
• sub alert_action – Tato funkce definuje libovolné chování po vzniknutí poplachu. 
Pokud je  definovaná,  objeví  se  v  záložce  alert  ve  frontendové  části  jako  možnost 
reakce na poplach.
NfSen definuje strukturu konfiguračního souboru pro nastavení různých parametrů systému. 















Struktura frontendových pluginů [23]
Frontendová  část  je  PHP  skript  pojmenovaný  podle  názvu  pluginu  s  příponou  .php.  Není 
bezpodmínečně  nutná  pro  fungování  doplňku.  Je  možné  vytvořit  pouze  backendovou  část  s 
periodickým zpracováním dat. Každý fronted skript musí obsahovat  alespoň tyto dvě funkce:
• <PluginName>_ParseInput –  Tato  funkce  má  za  úkol  analyzovat  možná  data 
přenášená ve formulářových prvcích.
• <PluginName>_Run – Funkce  _Run  je  volána  pokaždé,  když  je  zvolena  záložka 
konkrétního pluginu. Její návratová hodnota se ignoruje. Zavolání této funkce se děje 
navíc také v případě, že vyprší platnost stránky. Toto si řídí internetový prohlížeč sám 
podle údajů v hlavičce html.
Komunikace backend – frontend [23]
Frontendová část pluginu může zobrazit  jakákoliv výstupní  data backendové části.  Existuje  
dedikovaný  komunikační  kanál,  přes  který  data  putují.  Funkcionalitu  rozhraní  zajišťují  moduly 
Nfcomm.pm a nfsenutil.php. Schéma je zobrazeno na obrázku 5.4 .
30
Obrázek 5.4: Schéma komunikace  
backend-frontend [23].
Aby bylo  možné spouštět z webového rozhraní funkce v Perlu, je třeba je v backendovém 




 Jména  funkcí  mohou být  libovolná,  ovšem musí  souhlasit  volaná  funkce  (volání)  v  PHP 
skriptu  s  klíčem  hashe  v  %cmd_lookup.  Samotné  volání  probíhá  poté  například  následujícím 
způsobem:
$out_list = nfsend_query("Pluginname::try", $opts);
Proměnná $out_list slouží pro uložení zpracovaných dat, v $opts se přenáší uživatelsky definované 
parametry funkce. Backend plugin má možnost odpovědět více funkcemi odlišenými podle výsledku 
zpracování.  Pokud  se  výpočet  nevydařil  nebo  modul  nezískal  v  parametrech  všechny  potřebné 
hodnoty, odpoví pomocí 
Nfcomm::socket_send_error($socket, "p í ina chyby");ř č
v  případě,  že  všechno  proběhlo  v  pořádku,  použije  se  následující  funkce,  která  předá  výsledky 
zpracování v hashi args:
Nfcomm::socket_send_ok($socket, \%args);
Backend plugin může generovat libovolné dynamické obrázky (typicky grafy), které by měly 
být také zaslány pro vizualizaci ve webovém rozhraní. Ovšem nedochází k zaslání celého souboru,  
nýbrž k předání  odkazu na obrázek umístěný ve složce $BACKEND_PLUGINDIR definované v 
konfiguračním souboru NfSenu. Z bezpečnostních důvodů se nepřenáší celá cesta, ale pouze název. K 
tomu účela vznikla funkce pic.php, která se používá v tagu IMG např. 
<IMG src='pic.php?picture=graf.jpg'>
5.2 Baseline Detector plugin
Tato podkapitola popisuje návrh implementace stěžejní  části  diplomové práce – pluginu Baseline 
Detector.  Jedná  se  o  doplňek  pro  síťové  administrátory  detekující  anomálie  v  síťových  tocích. 
Součástí  je  i  speciální  modul  pro  vyhodnocování  odchylek  a  zasílání  kumulovaných  událostí  v 
uživateli  definovaných  intervalech.  Návrh  vychází  z  teorie  algoritmu  Holtwinters  uvedeného  v 
kapitole 4 a využívá nástrojů z kapitoly 5.1 . 
Požadavky na funkcionalitu systému
Požadavky na funkcionalitu sytému odpovídají běžným úkonům pracovníků administrace. Pro 
každý profil musí být možné:
• prohlížet denní, týdenní, měsíční přehledy
• každý přehled obsahuje grafy s byty, pakety, toky
• vedle každého grafu je přehled posledních n varovných a kritických událostí
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• pro každý přehled je možné zobrazit historická data, tzn. n dnů/týdnů/měsíců zpět
• úprava základních nastavení – warning level,  critical level,  klouzavé okno, prahová 
hodnota
• úprava expertních nastavení – váhy pro učení HoltWinters (alfa, beta, gama )
• reset a smazání naučených dat
• rychlá inicializace, tzn. okamžité přehledy pomocí módu rychloučení (systém se naučí 
určitou dobu dat pozpátku)
• zasílání kritických a varovných událostí
Přehledné schéma s diagramy užití zachycuje obrázek 5.5 .
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Obrázek 5.5: Diagram užití pluginu Baseline Detector.
Poplachy
Systém musí být schopný varovat administrátora o výskytu podezřelého chování v síti. Existují 
dvě úrovně poplachů a to varovná a kritická. Úrovně, při kterých se události generují, lze uživatelsky  
měnit. Nejčastěji na míru prostředí, aby se snížil výskyt množství falešných poplachů.
V případě kritické události je nutné okamžité zaslání varování. Pokud vznikne taková událost  
ve více profilech zároveň, musí být program schopný zaslat jednu zprávu zahrnující všechny výskyty.  
Pokud jde o pokračování kritické události, upozornění se znovu neodešle. Administrátor tedy má k 
dispozici vždy čas počátku anomálie.
Pokud odchylka ještě nedosáhne kritické úrovně, ale už překročí varovnou úroveň, je rovněž 
zasláno upozornění. Protože však nejde o tak závažný problém, kumulují se varování a zasílají se v  
uživatelsky  definovaném  intervalu.  Stejně  jako  v  předchozím  případě  platí,  že  je  administrátor 
uvědoměn pouze o začátku události a nedochází tedy k duplikování varování, které trvá přes více  
intervalů. Varovné i kritické události plugin musí umět zaslat v jedné zprávě.
Nastavení  parametrů  odesílání  nebude  řešeno  ve  webovém  rozhraní,  ale  v  konfiguračním 
souboru NfSen. Bude možné nastavit i vyjímky, kdy se nebudou zpracovávat poplachy. Typicky by 
mělo jít o testovací profily, kde by administrátor sítě rád viděl průběh a případné chyby, ale není třeba  
zasílat zprávy s upozorněním.
Implementace Holt-Winters
Nasezení algoritmu Holt-Winters bude provedeno pomocí jeho implementace v nástroji RRD 
Tools  [22].  Pro  tyto  účely  je  možné  v  databázi  RRD nadefinovat  speciální  round robin  archivy  
(RRA),  které  jsou  vzájemně  propojené  (obrázek  5.6)  a  při  obdržení  nové  hodnoty  do  databáze 
dochází k jejich aktualizacím. Celkem existuje pět takových speciálních RRA, ovšem není nutné vždy 
definovat všechny. Baseline Detector plugin bude využívat maximálních možností všech archivů:
• RRA:HWPREDICT  –  Uchovává  předpovězené  hodnoty  vypočítané  ze  základní 
úrovně, lineárního trendu a sezónního trendu. Součástí definice tohoto archivu je počet 
uchovaných hodnot, parametry alfa a beta, délka sezóny.
• RRA:SEASONAL – Ukládá sezónní  koeficienty,  součástí  definice archivu je  délka 
sezóny a parametr gama.
• RRA:DEVSEASONAL  –  Podobný  archiv  jako  SEASONAL  s  tím  rozdílem,  že 
uchovávány jsou sezónní odchylky.
• RRA:DEVPREDICT – Tento archiv ukládá předpovězené ochylky. Při jeho vytváření 
se definuje pouze počet uchovávaných hodnot.
• RRA:FAILURES – Uchovává výskyt anomálie v časových bodech. Pokud je v bodě 
odchylka, uloží se do databáze hodnota 1. Součástí  definice je počet uchovávaných 
chyb, délka klouzavého okna a hraniční hodnota.
33
Součástí definice RRA je navíc i nastavení provázanosti archivů pomocí indexů. V případě, že 
programátor  nechce toto provádět,  je  možné nadefinovat  pouze archiv HWPREDICT,  který poté 
všechny ostatní RRA vytvoří s defaultními hodnotami.
5.3 Scan Detector plugin
Do impementační částí diplomové práce jsem si dále vybral plugin na detekování vertikálních skenů. 
Jedná se o doplňek pro síťové adminstrátory, který pomáhá odhalit hlavně ty typy skenování, které  
není  možné  vyčíst  z  logů  jednotlivých  počítačů.  I  když  skenování  samo  o  sobě  není  nikterak 
nebezpečné, může jít o předzvěst sofistikovanějšího útoku a je užitečné takové informace vědět.
Požadavky na funkcionalitu systému
Požadavky na funkcionalitu sytému odpovídají běžným úkonům pracovníků administrace. Pro 
každý profil musí být možné:
• prohlížet grafy s přehledy detekovaných skenů
• zobrazit grafy s historickými událostmi
• na žádost provést analýzu datových toků a zobrazit zdrojové a cílové IP adresy pro 
jednotlivé druhy skenů
• mít možnost nastavit prahové hodnoty pro eliminaci falešných poplachů
Aplikace bude obsahovat detekci tzv. neviditelných TCP skenů Fin, Null, Xmas, Syn a navíc 
ještě  standardní  Connect  sken  (viz.  kapitola  3.1).   Cílem  není  pokrýt  naprosto  všechny  možné 
techniky, ale ty nejobvyklejší, které se nezaměřují například na speciality konkrétních linuxových 
distribucí.
I když bude možné detekovat skeny pro každý profil, není zaručeno, že bude plugin generovat  
relevantní  výsledky.  Je  vhodné  analyzovat  filtry  se  zdroji  a  aktivovat  doplňek  pouze  pro  určité 
34
Obrázek 5.6: Schéma propojení RRA 
archivů v implementaci Holt-Winters.  
Každý  archiv  obsahuje  ukazatel  do 
jiného archivu (konec šipky).
profily.  Pokud si  například nadefinujeme profil  pro  webový provoz,  nebude možné  zjistit  Syn a 
Connect sken, protože není možné rozeznat ztracený paket od takového skenování.
Pro zjištění datových toků jednotlivých skenů se přímo nabízí nástroj nfdump. S jeho pomocí  
se nadefinují specifické filtry, které vyberou podezřelé toky. Ty pak budou buď rovnou prohlášeny za 
skeny, případně předány pro další zpracování.  Filtry je třeba nadefinovat pomocí kombinací TCP 
příznaků. Netflow exportér zasílá v informacích o toku logický součet příznaků, které se objevily v  
každém paketu.
Fin, Null, Xmas skeny
Rozeznání těchto typů skenů je velice snadné z důvodů jejich neobvyklých vlastností. Protože 
jsou založeny na nastavení příznaků na takové hodnoty, které se v běžném provozu v žádném případě 
nemohou objevit, můžeme je prohlásit ihned po vyfiltrování za toky určené pro skenování. Kromě 
příznaků jsou typické také počtem paketů. Každý tok je totiž složen pouze z jednoho. Pravidla ve 
filtrech vypadají  následně tak,  že musí  platit  zároveň (logický AND) počet  paketů,  výskyt  určité 
podmnožiny příznaků a absence jejího doplňku z množiny všech osmi TCP flagů.
Syn a Connect skeny
U těchto technik skenování není možné přesně určit účel daného toku. Navíc je nemožné jejich  
odlišení  v  případě  testování  uzavřeného  portu.  V  obou  případech  by  skenovaná  stanice  měla 
odpovědět paketem s příznakem RST. Na základě vlastního testování různých operačních systémů 
nástrojem Nmap a Wireshark jsem navíc zjistil, že stanice nemusí odpovědět vůbec. Z toho důvodu je 
například zbytečná filtrace toků a k nim odpovídajícím odpovědím. Další  nepříjemností  je  stejné  
chování při skenování i při ztrátě odpovědi případně neodpovědi vytížené stanice. Není tak možné  
prohlasit komunikaci složenou pouze z jednosměrného toku s jedním SYN paketem za sken, protože 
by se pak generovalo velké množství falešných poplachů. To jsem ostatně ověřil při analýze netflow 
statistik,  kdy se běžně v pětiminutových intervalech vyskytovaly až desítky takových paketů bez  
odpovědí, které jednoznačně patřily do standardní komunikace.
Jelikož se ale u vertikálních skenů obvykle skenuje velké množství portů, můžeme rozhodovat  
pomocí jejich počtu. V případě, že počet záznamů se stejnou zdrojovou a cílovou IP adresou, ale 
jiným cílovým portem překročí tolerovanou mez, jedná se o skenování. Tolerováním se myslí hlavně 
ztracené pakety.  V případě výpadku serveru,  který poskytuje  více  služeb může jít  o  jednotky (v 
extrémním  případě  desítky)  unikátních  cílových  portů  při  marném  navazování  komunikace. 
Rozhodovací algoritmus je zachycen na obrázku 5.7 .
V případě  odpovědi  na  testování  otevřeného portu  se  obě  techniky  liší.  Filtry  budou opět  
nadefinovány  především  pomocí  TCP  příznaků.  A  to  tak,  že  logickým  součtem  budou  spojeny 
příznaky pro otevřený i uzavřený port společně s podmínkou absence doplňku množiny všech TCP 
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příznaků. Poslední důležitou vlastností je velikost maximálně tří paketů v toku. I zde se musí ovšem 
použít tolerovaná hranice k eliminaci falešných poplachů.
V  návrhu  aplikace  se  nepočítá  s  dohledáváním  a  filtrováním  odpovědí  podezřelých  toků,  
protože by tento přístup nepřinesl v běžném provozu lepší výsledky a zvýšil by výpočetní náročnost 
pluginu. Nastavené podmínky filtrování jsou dostatečně mocné a jejich rozšiřování by mělo význam 
teprve při detekci extrémně opatrných skenování případně zjišťování běhu konkrétní služby.
Pro uchování hodnot a vykreslování grafů bude využit již osvědčený nástroj RRDTools. Každý 
typ skenu se uloží do samostatného data source (DS). Pro každý DS potom bude stačit jediný Round  
Robin Archive uchovávající hodnoty po dobu například jednoho měsíce.
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Obrázek 5.7: Rozhodovací algoritmus pro TCP Syn a Connect skenování.
6 Implementace pluginů




Frontendová část  pluginu je  rozdělena do čtyř přehledných záložek.  Zobrazí  se poté,  co uživatel 
vybere záložku Plugins v hlavním panelu systému a následně plugin BaselineDetector. Ten je dále  
rozdělen na kategorie denní, týdenní, měsíční přehled a nastavení (obr. 6.1). 
Přehledy s grafy
Každá záložka s přehledem po zvolení zobrazí grafy zachycující přenesené byty, pakety a toky. 
Vedle každého takového grafu se nachází tabulka s výpisem posledních dvaceti výskytů kritických 
chyb a varování. Oba dva typy událostí se v grafu vyznačující svislým pruhem rozlišeným barvou. 
Pruh s kritickou událostí překrývá varování. V grafu jsou dále vykresleny tři průběhy časových řad a 
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Obrázek 6.1: Panel pluginu BaselineDetector.
Obrázek 6.2: Graf zachycující denní přehled toků společně s výpisem anomálií.
to reálný průběh, úrovně při kterých se vygeneruje varování a kritická chyba. Barevné rozlišení lze 
vyčíst z legendy grafu. Na obrázku 6.2 lze vidět příklad, na kterém jsou zachyceny obě události.
Poslední důležitou funkcionalitou je možnost prohlížet historická data. K tomu slouží modrý 
panel zobrazený nad každým grafem. Uživatel může zvolit kolik dnů/týdnů/měsícu zpět se mu má 
zobrazit. Volba se aplikuje synchronně na všechny grafy ve zvolené záložce.
Nastavení
V poslední  záložce Settings nalezneme dvě úrovně nastavení.  V základním módu, který se  
zobrazuje jako defaultní volba může administrátor nastavit pouze varovnou a kritickou úroveň, dále 
pak délku klouzavého okna a k němu korespondující prahovou hodnotu. Pokud se zaškrtne checkbox 
s  volbou „show expert  settings“  (obr.  6.3),  dojde  k  odkrytí  pokročilých  nastavení  určených pro 
zkušené  administrátory  se  ználostí  principu  algoritmu  Holt-Winters.  Nové  možnosti  zahrnují 
nastavení parametrů alfa,  beta,  gama. Pro každou položku v nastavení je vytvořena nápověda, která 
se zobrazí po najetí myši na otazník na konci řádku.
Vytvářené pluginy si kladou za cíl být co nejvíce uživatelsky přívětivé a předcházet nechtěným 
změnám a chybám. Proto pro každý typ zobrazení (byty, pakety, toky) existuje checkbox „apply“. 
Teprve po jeho zatržení a odeslání formuláře se provedou změny v databázích.
V záložce nastavení  jsou umístěny navíc  možnosti  resetování  databází  spjatých  s  aktuálně 
vybraným profilem. Možnosti jsou následující:
• soft – Dojde k zahození všeho co se plugin naučil z daného profilu o chování sítě.
• hard  to  defaults –  Dojde  ke  smazání  a  znovuvytvoření  databází  s  defaultními 
hodnotami .
• hard to upper settings – Dojde ke smazání a znovuvytvoření databází s hodnotami 
nastavenými výše.
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Obrázek 6.3: Možnosti nastavení pro jednotlivé typy zobrazení  
(na obrázku byty).
Poslední možností k výběru je zaškrtnutí checkboxu s popiskem „turbolearning“. Tato možnost 
se aplikuje pouze pokud byla provedena zároveň s některým z „hard resetu“. Jejím výsledkem je  
naučení databáze na historických datech několik týdnů pozpátku. Volba s rychloučením je vhodná 
zejména při prvotní instalaci pluginu, kdy už je systém nějakou dobu nasazen. Import tolika dat je 
výpočetně náročnější, není proto vhodné ho spouštět těsně před periodickým zpracováním dat. To by 
totiž aktualizovalo databázi s hodnotou aktuální časové značky a nebylo by možné do databáze dodat  
zbývající starší hodnoty.
Přestože webové rozhraní neumožňuje konfigurovat zasílání upozornění, zobrazuje se na konci 
stránky alespoň kompletní přehled o nastavení z konfiguračního souboru NfSen.
Logika aplikace
Frontendovou aplikaci řídí funkce  BaselineDetector_Run. Ostatní funkce v PHP skriptu jsou 
pouze  pomocné  pro  tisknutí  html  kódu.  Pro  uchování  kontextu  se  využívá  standardní  proměnná 
$_SESSION.  Komunikace  s  backendovou  části  probíhá  pomocí  soketu  nfsend.comm.  Je  nutné 
předávat vždy index záložky, ve které se pracuje, volitelně potom volby uživatele.
Pokud  administrátor  něco  přes  webové  rozhraní  vybere  nebo  zaškrtne,  zašle  skript 
BaselineDetector.php sám sobě metodou POST zvolené hodnoty. Skript samotný poté vypadá tak, že 
při startu se ověří, jestli uživatel něco vybral. V negativním případě dojde k nastavení defaultních 
hodnot pokud již v proměnné prostředí $_SESSION není nastavena jiná hodnota. Následující akce 
skriptu  se  rozhoduje  podle  aktuální  záložky.  Obecně  ale  skript  kontaktuje  backend  plugin  s 
požadavky a po obdržení požadovaných informací vykreslí prohlížeč webovou stránku.
6.1.2 Backend
Základním kamenem backend  modulu  jsou  RRD databáze.  Téměř  každá  funkce  s  nimi  určitým 
způsobem pracuje, počínaje získáváním parametrů databáze a konče jejich změnami. V módu Holt-
Winters  je  sice  možné  uchovávat  pro  jednu  instanci  DB více  data  source  (DS).  Chceme-li  mít 
rozdílné nastavení pro byty, pakety i toky, je třeba vytvořit tři databáze. Každá z nich ovšem dokáže 
pracovat pouze s jednou úrovní odchylek ve směru rostoucím a ve směru klesajícím. Požadavky na 
plugin ovšem vyžadují rostoucí úroveň varovací a kritickou. Z toho důvodu je třeba vytvořit  dvě 
instance pro každý přehled. Celkově aplikace vytvoři pro každý monitorovaný profil dohromady 6 
RRD. Konvence pro jejich pojmenování se skládá ze syntaxe profilename.level.type.rrd. Profilename 
zastupuje jméno profilu.  Level určuje úroveň varování, možnosti jsou w (warning) nebo c (critical). 
Poslední volitelná položka je type, na jejím místě mohou být hodnoty bytes, packets, flows. I když se 
může zdát, že šest databází pro jeden profil zabírá zbytečně mnoho místa, není tomu tak. Například 
uchování měsíčního přehledu znamená cca 300 KB pro jednu DB.
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Jelikož ve specifikaci nebyly definovány požadavky na hledání odchylek pro nízké hodnoty,  
nejsou ani implementovány. Protože jsou však součástí Holt-Winters v RRD a musí se s nimi počítat,  
využila se pro jejich zneaktivnění velmi vysoká hranice tolerance (10 000). 
Zásadní otázka při vytváření RRD je volba délky sezóny. Je třeba promyslet po jaké době se 
chování na síti začíná opakovat. V případě podniku s provozem 24/7 může být označena jedna sezóna 
jako čtyřiadvaceti hodinový interval. Častěji ale asi bude figurovat interval jednoho týdne. Pracovní  
týden pak bude vykazovat jiné statistiky provozu než víkend. Ve své aplikaci jsem zvolil  nejvíce  
vyhovující délku sezóny právě 7 dní.  Jelikož se statistiky vytvářejí  v pětiminutových intervalech, 
znamená to dohromady 2016 záznamů v sezónních RRA archivech SEASONAL a DEVSEASONAL. 
Celkově jsem se rozhodl uchovávat statistiky za poslední měsíc, což znamená 8064 záznamu v RRA 
archivech HWPREDICT, DEVPREDICT a FAILURES. 
Periodická funkce
Všechny databáze plní a aktualizuje periodická funkce run. Ta je volána jádrem systému NfSen 
v pětiminutových intervalech. Na vstupu získá informace o zpracovávaném profilu a aktuální časový 
slot. Architektura systému je tedy taková, že pro každý profil se spouští samostatná instance.
Průběh funkce je následující:
• Kontrola existence profilu a získání jeho parametrů.
• Kontrola existence RRD souborů (pokud neexistují, vytvoří se).
• Sestavení řetězce s parametry pro nástroj nfdump. Součástí je získání cesty k souborům 
démona nfcapd pro jednotlivé profilové kanály a zjištění, zda se jedná o reálný nebo 
stínový profil.
• Spuštění nástroje nfdump a vyhodnocení jeho výsledků.
• Pokud  došlo  při  zpracování  k  chybě  (typicky  neexistující  *.nfcapd  soubory  kvůli  
výpadku), uloží se do databáze nedefinovaná hodnota „U“.
• V případě správných údajů se provede aktualizace všech šesti profilových databází.
Pokud je profil aktivní pro generování zpráv s poplachy, spustí se příslušná obsluhující funkce 
o jejíž logice se zmíním později.
Interaktivní funkce
Druhou nejdůležitější funkcí v backendové části pluginu je  RunProc. Má na starost obsluhu 
požadavků z webového rozhraní. Funkce je zaregistrovaná v hashi %cmd_lookup, její název tedy není 
povinný, ale drží se konvence. Na vstupu získá funkce data zaslaná z frontendové části včetně profilu, 
který má obsluhovat. Další postup je pak závislý na záložce, se kterou uživatel právě pracuje.
V  případě,  že  administrátor  chce  sledovat  přehledy  s  grafy,  je  třeba  v  první  řadě  získat 
informace o databázích. Potřebné jsou parametry varovné a kritické úrovně. Hranice v grafu se totiž  
generují  až  při  vykreslování  a  musí  se  explicitně  definovat.  Následující  krok  zahrnuje  samotné 
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vykreslování pomocí funkce z RRD Tools. Výsledkem je obrázek,  jehož název se zašle frontend 
části, která ho vykreslí. Nakonec zbývá projít všechny profilové databáze a získat časové údaje o  
počátcích výskytu anomálií. Tyto informace se rovněž zašlou pro vykreslení uživateli.
Při  volbě  záložky upravující  nastavení  pluginu  zpracovává  funkce  RunProc  požadavky  na 
změny databáze a provádí je standardními nástroji RRD Tools. To stejné se děje i v případě mazání 
databáze.  Jen  s  tím rozdílem,  že  před provedením změny jsou smazány všechny profilové  RRD 
soubory a vytvořeny nové.  Poté se aplikují  změny parametrů databází.  Funkcionalita rychloučení 
(turbolearning)  je  velice  podobná s  logikou funkce run.  Jen místo aktualizace poslední  hodnotou 
dochazí v cyklu k získávání informací pomocí nfdump a jejich ukládání do RRD.
Zasílání poplachů
Na BaselineDetector plugin jsou kladeny požadavky na odesílání kumulovaných upozornění ze 
všech profilů. Ovšem periodická funkce zpravidla nemá informace o existenci jiných profilů. Z toho 
důvodu jsem se rozhodl implementovat zvláštní funkci, která z jednoho profilu ověří výskyt chyb ve 
všech RRD databázích systému. Je ale bezpodmínečně nutné, aby tuto funkci spouštěla právě jedna  
instance funkce run. Toho jsem dosáhl analýzou části konfiguračního souboru, která se využívá při 
startu NfSenu a načítání  modulů do jádra.  V případě,  že je BaselineDetector plugin povolen pro  
všechny  profily  (v  konfiguraci  značí  symbol  '*'),  provádí  vyhodnocování  periodická  funkce  s 
profilem  live. Pokud je plugin povolen jen pro určité profily, provádí vyhodnocování první profil ze 
seznamu. Výše uvedený rozhodovací  proces se provádí  již ve funkci  Init a  výsledky se uloží  do 
globálních proměnných. Prakticky to potom vypadá tak, že periodická funkce ke konci svého běhu 
srovná své jméno se jménem v globální proměnné a v případě shody obslouží upozorňování. Vyjímku 
pro zpracování mají pouze jména profilů nadefinovaná v poli exceptions v konfiguraci.
Ve funkci Init se navíc také uloží časová značka spuštění pluginu. Využivá se poté pro výpočet, 
zdali již uběhl nadefinovaný počet period a je na čase vytvořit kumulovanou zprávu s varovnými 
událostmi. Vypočet je založen na modulu rozdílu aktuální a inicializační časové značky.
Pro  zaslání  samotného  emailu  se  v  aplikaci  využívá  knihoven  jazyka  Perl,  konkrétně 
Mail::Header  a  Mail::Internet.  Uživatel  může  nastavit  několik  parametrů  zprávy  a  to  buď  ve  
standardní konfiguraci nebo v hashi  %PluginConf  v konfiguračním souboru nfsen.conf. Patří  sem 
volba  příjemce  emailu,  odesílatele  emailu,  předmětu  zprávy,  SMTP  serveru,  počet  period  pro 
kumulaci  varovný událostí  a  vyjímek pro zpracování.  Je  možné zneaktivnit  odesílání  upozornění 
nastavením proměnné active na hodnotu 0. Přehledně je to vidět na následujícím příkladu konfigurace 
















Frontendová  část  pluginu  se  skládá  pouze  z  jediné  záložky zobrazující  defaultně  ovládací  panel 
(obrázek 6.4) a graf s přehledem útoků. Graf se zobrazuje vždy jednodenní s možností posunu o n dní 
zpět a vykresluje již nasbíraná a zpracovaná historická data bez dalšího upravování.
V případě, že by uživatel chtěl zobrazit podrobnosti o skenování zahrnující zdrojovou a cílovou 
IP adresu a přesný čas, musí zašktnout checkbox „show details“. Toto rozdělení je z důvodu velké  
výpočetní  náročnosti  filtrování  delšího  časového  období  na  vyžádání.  Zobrazení  podrobnosti  má 
navíc smysl pouze v případě, že v grafu něco již je. Urychlí se tak proces kontroly výsledků tohoto 
pluginu,  kdy  není  administrátor  zdržován  výpočtem  na  pozadí,  který  by  nevyprodukoval  žádné 
užitečné výsledky. S pomocí posunu časové osy v grafu je možné zobrazit navíc výsledky, které se již 
v RRD databázi nevyskytují z důvodu jejich neaktuálnosti.
Poslední volitelnou možností v ovládacím panelu je uživatelská změna toleranční hranice pro 
rozhodnutí  o  tom,  jestli  byl  datový  tok  součástí  skenování.  Její  defaultní  hodnota  se  načítá  z  
konfiguračního  souboru  NfSenu.  Změna  se  pak  aplikuje  dočasně  pouze  na  výpis  s  detailními 
statistikami.
PHP skript při svém spuštění ověřuje, zda mu byly předány pomocí metody POST uživatelské 
parametry. V negativním případě nastaví do proměnné prostředí  $_SESSION defaultní hodnoty. Ty 




Backendová část  ScanDetector  pluginu pracuje  hlavně s  nástrojem nfdump a jeho výstupy.  Tyto 
výstupy je důležité filtrovat pomocí specifických filtrů a zároveň je formátovat takovým způsobem, 
že jejich následovné zpracování v kódu programovacího jazyka Perl bude co nejefektivnější.










Kde velká písmena zastupují jednotlivé TCP příznaky takto:  A – ACK,  F – FIN,  P – PUSH, 
R – RST,  S – SYN, U – URG. Pomocí přepínačů aplikace nfdump je také třeba nastavit, aby výpis 
programu neobsahoval  zbytečné informace týkající  se  stastik,  ale  pouze  řádky složené z  řetězců  
formátovaných sourceIP dstIP dstPort time  ( ­o „fmt: %sa %da %ts“ ).
Periodická funkce
Periodická  funkce  run při  svém zavolání  provede  kontrolu  existence  RRD souboru,  jehož 
název se řídí syntaxí  profilename.scans.rrd. V případě, že databáze ještě neexistuje, dojde k jejímu 
vytvoření.  Dále  se  načte  hodnota  parametru  threshold sloužící  pro  nastavení  tolerované  hranice 
podezřelých toků.  Poté se  zavolají  funkce produkující  pro každý typ skenu pouze počet  výskytů 
unikátních dvojic zdrojové a cíle IP adresy. Výsledky jsou využity při aktualizace databáze.
Interaktivní funkce
Interaktivní funkce RunProc je o něco složitější než periodická. Provádí kontrolu uživatelských 
parametrů zaslaných frontendovou částí a jejich předzpracování pro účely volání dalších funkcí. Poté 
je načtena hodnota parametru  threshold z  konfiguračního souboru.  Nezávisle na uživateli  se dále 
zavolá vykreslení grafu. Pokud byla ve frontendové části zaškrtnuta volba „show details“, spustí se 
funkce filtrující datové toky pomocí nástroje nfdump s filtry uvedenými výše. Jejich výstupem je ale 
tentokrát trojice zdrojové IP adresy, cílové IP adresy a času počátku posledního testovaného toku.
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Obrázek 6.4: Ovládací prvek pluginu ScanDetector
Minimální  časové  rozpětí,  ve  kterém  můžeme  hledat  známky  skenování  je  pětiminutový 
interval. To při kontrole celého dne znamená 288 spuštění aplikace nfdump a následný postprocesing 
dat ve skriptu. Z toho důvodu jsem se rozhodl implementovat optimalizaci spočívající v agregování 
výsledků do  delšího  časového období  patnácti  minut.  Toto  časové  období  může  být  předmětem 
diskuze, protože jeho definice je závislá na požadované přesnosti. Nastavíme-li úsek příliš dlouhý,  
přijdeme o informace o opakovaných skenováních. Tato délka je volitelná změnou jediné konstantní 
globální proměnné v programu. 
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7 Výsledky a možnosti rozšíření
Oba dva implementované pluginy byly testovány na reálném provozu z prostředí firmy Invea-Tech. 
Nasazení  bylo  provedeno  ve  dvou  různých  systémech.  Prvním  byl  vlastní  server  s  operačním 
systémem Ubuntu linux a nejnovější verzí NfSen. Zde se sbírala data ze sondy od srpna roku 2010. 
Druhým prostředím byl virtuální server s produktem FlowMon kolektor běžící na operačním systému 
CentOS se starší verzí Nfsen. Sběr dat probíhal od dubna 2011.
BaselineDetector plugin 
Při testování BaselineDetector pluginu na FlowMon kolektoru se vyskytly drobné problémy se 
starší verzí systému. Konkrétně nebylo možné odstranit pseudonáhodné průměrování při výpočtech 
baseline. Důsledkem potom bylo občasné rozhození křivek s varovnou a kritickou úrovní varování v 
grafech. Problém se tyká především verze RRD Tools, která není ve starší verzi Nfsen podporována.
Pro detekování odchylek je důležité sledovat statistiky s toky, byty a pakety zvlášť. Pokud by 
se například nějaký nový červ snažil marně navázat spojení s řídící stanicí ve veřejném internetu,  
nevygeneroval by při tom do statistik vyšší množství přenesených bytů, ale pouze paketů a toků. 
Naopak pokud by se dělo nežádoucí stahování velkých objemů dat, projevilo by se to zvýšením bytů 
a paketů, ale už ne počtu toků. Obě dvě varianty byly nasimulovány a v grafech pluginu byly správně 
označeny jako abnormální chování společně se zasláním upozornění administrátorovi systému. Na 
obrázcích 7.1 a 7.2 je zachycena ukázka přenosu velkého množství dat mezi virtuálním serverem a 
školním serverem Merlin ve dvou po sobě následujících úsecích. Je zde jasně vidět, že údálost se  
vygenerovala pouze pro statistiku s pakety, ale neovlivnila graf s toky.
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Obrázek 7.1: Detekování abnormálního chování ve statistice s pakety.
      Plugin  byl  dále  testován  na  možnosti  uživatelských  nastavení  při  přizpůsobování 
konkrétním  prostředím.  Schopnost  detekovat  lze  výborně  upravovat  modifikováním  parametrů 
klouzavého okna a prahové hodnoty. Na obrázku 7.3 je vidět graf se stejnou statistikou jako na 7.1,  
ale  s  nastavením  větší  tolerance  pomocí  delšího  klouzavého  okna.  Výsledkem  této  změny  je 
zachycení pouze prvního delšího přenosu dat.
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Obrázek 7.2: Neovlivněná statistika toků při simulaci abnormálního chování.
Obrázek 7.3: Detekce odchylek při větší toleranci.
Detekování odchylek od průměrné hodnoty přináší jedno velké úskalí a to především při fázi 
učení  algoritmu.  Pokud by  se  při  inicializaci  na  síti  již  vyskytovalo nevyžádané  chování,  logika 
aplikace by ho pokládala za obvyklý provoz a administrátor by nebyl v budoucnu upozorněn. Proto je  
třeba analyzovat při nasazování pluginu prostředí a vyhnout se podobným chybám. Pokud například 
víme,  že  jsme  před  týdnem  vyčistili  síť  od  deseti  zavirovaných  počítačů,  nemůžeme  použít 
BaselineDetector s módem  rychloučení.
Scan Detector 
Testování Scan Detectoru bylo rovněž prováděno na reálných datech při skenování skutečných 
stanic a podsítí ve veřejném internetu. Konkrétně bylo prováděno skenování z virtuálního serveru s 
FlowMon kolektorem oproti linuxovému routeru a proti firemní subsíti s maskou 27 (oba byly v době 
testování pod mou správou). Výsledky jsou zobrazeny na obrázku 7.4. Jde zde názorně vidět, že pro 
skenování celé subsítě byly využity techniky s příznaky Null a Fin a že bylo skenováno všech 32 
potencionálních stanic. Rovněž se prokázalo, že techniky neviditelného skenování fungují spolehlivě, 
protože je nedetekoval ani IDS systém ISA serveru (produkt firmy Microsoft) ani nebyly nalezeny v  
logu linuxového routeru.
Manuální kontrolou jsem dále ověřil, že plugin vyfiltroval potencionální falešné poplachy pro 
Syn/Connet  skeny,  které  byly  způsobeny  ztracením  nebo  nevytvořením  odpovědi  na  pokus  o 
navázání spojení.
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Obrázek 7.4: Výsledky skenování veřejných IP adres.
Možnosti rozšíření
Tato práce nabízí mnoho možností pro rozšíření. V první řadě by bylo možné doplnit systém 
NfSen o pluginy detekující ostatní hrozby rozebrané v kapitole 3. V reakci na současný rozvoj IP  
telefonie  by  jistě  našel  hojné  využítí  detektor  útoků  na  VoIP  ústředny.  Vhodným  a  aktuálním 
doplněním by také byla možnost  detekování  komunikace s botnetem. Správci  sítě by pak měli  k 
dispozici společně s Baseline Detector pluginem zajímavý funkční celek pro odhalování napadených 
počítačů.
Další možné rozšíření se skrývá v doplnění a úpravě již naimplementovaných pluginů. Využití  
by  jistě  našlo  dodělání  detekce  veškerých  skenovacích  technik,  které  využívá  velmi  rozšířený 
program Nmap. Dále je možné vylepšit uživatelskou přívětivost webových rozhraní. S očekávaným 
nárůstem provozu protokolu IPv6 by bylo vhodné otestovat a případně doplnit  podporu pro tento 
nový protokol. I když v současné době může být problém získat užitečná testovací data pro ověření a  
demonstraci funkcionality detekce vybraných bezpečnostních hrozeb.
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8 Závěr
Tato diplomová práce se věnovala technologii  datových toků a jejich využitelnosti  při  ochraně a 
monitorování  datových sítí.  Čtenář byl  seznámen se základními stavebními prvky a architekturou 
systému  založeného  na  netflow  sondách  a  kolektorech.  Zmíněn  byly  rovněž  trend  vývoje  pro 
vysokorychlostní páteřní spoje a to nasazení hardwarových sond.
V práci  byly  dále  zmapovanány bezpečnostní  hrozby z  pohledu jejich  detekovatelnosti  na 
síťové a transportní vrstvě. Pro vybrané útoky byla navržena aplikace umožňující jejich odhalování  
v síťovém provozu. Stěžejní části implementace je však detektor odchylek od obvyklého chování. 
S jeho pomocí je možné odhalovat navíc tzv. Zero-days útoky, na které v době jejich provádění ještě 
neexistují signatury. Nabízí se také využití v detekování sice neškodného ale nechtěného chování, 
například stahování  velkých objemů dat.  Aplikace byla  navrhnuta s  požadavkem na uživatelskou 
přívětivost  a  srozumitelnost  pro  běžné  síťové  administrátory  bez  znalosti  pokročilých  algoritmů 
predikce chování využitých v aplikaci.
Návrh  byl  implementován v  pluginovacím systému open-source  projektu  NfSen.  Výsledné 
pluginy se testovaly v produktu FlowMon kolektor společnosti Invea-Tech, na který byly kontinuálně 
zasílany data z netflow sond. Testování a vývoj probíhal rovněž na vlastním testovacím systému. Pro 
ověření  funkcionality  byly  navrženy  simulace  útoků  a  nechtěného  chování.  Dále  se  ověřovaly 
možnosti uživatelského nastavení aplikace, které pomáhá přizpůsobit programu pro různá prostředí  
firem a institucí.  Výsledky testů ukázaly správnost  imlementace.  Při  simulacích plugin detekoval 
odchylky v běžném provozu. Dále byla odhalena přítomnost tzv. neviditelných skenovacích technik 
definovaných známými signaturami, které ovšem standardní IDS/IPS systémy nezaznamenaly. 
Závěr  práce  obsahuje  ukázky grafů  získáných při  testování  aplikace  společně  s  některými 
postřehy  z  fáze  nasazování  systému.  Dále  byly  diskutovány  možnosti  budoucího  rozšíření  
v souvislosti se současnými potřebami ve světě internetu.
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