The Seychelles Child Development Study (SCDS) examines the effects of prenatal exposure to methylmercury on the functioning of the central nervous system. The SCDS data include 20 outcomes measured on 9-year old children that can be classified broadly in four outcome classes or "domains": cognition, memory, motor, and social behavior. Previous analyses and scientific theory suggest that these outcomes may belong to more than one of these domains, rather than only a single domain as is frequently assumed for modeling. We present a framework for examining the effects of exposure and other covariates when the outcomes may each belong to more than one domain and where we also want to learn about the assignment of outcomes to domains. Each domain is defined by a sentinel outcome which is preassigned to that domain only. All other outcomes can belong to multiple domains and are not preassigned. Our model allows exposure and covariate effects to differ across domains and across outcomes within domains, and 1 
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Introduction
Many studies have examined the effects of prenatal exposure to methylmercury on multiple neurodevelopmental outcomes. Often, the multiple outcomes are manifestations of a smaller number of outcome classes, latent traits, or "domains" in which they are nested. Appropriate modeling of the nesting structure allows information from outcomes in different domains to be used in a single model. For example, Thurston et al. (2009) used data from the Seychelles Child Development Study (SCDS) and fit a model to 20 outcomes measured on children nine years of age.
The outcomes were in four domains: cognition, memory, motor, and social behavior. In BudtzJørgensen et al. (2002) , 11 outcomes measured on 7-year old children in the Faroes Islands cohort were classified into two domains: motor and verbal.
In many analyses of multiple outcomes data (e.g., Budtz-Jørgensen et al. 2002; Thurston et al. 2009 ), the nesting of outcomes into domains is determined by expert knowledge and treated as known, with each outcome assigned to exactly one domain. Often, however, it makes sense scientifically and empirically to assume that at least some outcomes belong partly to multiple domains with domain membership not known a priori; for example, Thurston et al. (2009) found evidence that some outcomes in the SCDS are related to more than one domain. In this article, we develop a framework for investigating the effects of covariates, including exposures to environmental toxins, on multiple correlated outcomes in which the data help determine the membership of outcomes in domains and in which outcomes may belong to more than one domain. Using this framework, we reanalyze the SCDS data and find strong support for allowing outcomes to belong to several domains and for the use of covariate information to assign outcomes to domains.
In Thurston et al. (2009) , each of the 20 SCDS outcomes was assumed to belong to a single known domain, and outcomes within a domain were assumed to be exchangeable. However, for two outcomes in the motor domain, Trailmaking A and Trailmaking B, girls did much better on average than boys, whereas the opposite was true for the other motor domain outcomes. This was 1 ACCEPTED MANUSCRIPT Downloaded by [24.59.124 .168] at 07:13 19 August 2013 ACCEPTED MANUSCRIPT addressed in Thurston et al. (2009) by the expedient of allowing Trailmaking A and Trailmaking B to have a different slope for sex than other motor domain outcomes. However, there is no good reason why some outcomes solely in the motor domain should have a slope for sex that differs substantially from that of other outcomes solely in that domain. The situation suggests instead that some outcomes have characteristics of two or more domains. A primary motivation for the current work is that, unlike the other motor domain outcomes, the two trailmaking tests require number and letter recognition and we hypothesized that these outcomes belong partly to the cognition domain.
As do some other authors such as Budtz-Jørgensen et al. (2002) , we use a joint model that incorporates information from multiple correlated outcomes. Models of this type are more powerful than separate outcome-specific models to detect exposure effects that are small but nonetheless important when a large population is exposed. Our model framework differs from the structural equation model (SEM) used for the Faroes data (Budtz-Jørgensen et al. 2002) . In SEMs such as used in Budtz-Jørgensen et al. (2002) and Sanchez et al. (2005) , a factor loading matrix allows different loadings of outcomes in a domain; domains are treated as unobservable latent variables. The different factor loadings allow variability in how much an outcome belongs to a domain. Although the factor loading matrix could allow outcomes to belong to more than one domain, this additional flexibility is not typically used. In the SEM model used for the Faroes data (Budtz-Jørgensen et al. 2002; Sanchez et al. 2005 ) each outcome was assumed to belong to one domain. The key difference between our model and both the multiple outcomes model in Thurston et al. (2009) and the SEM model in Budtz-Jørgensen et al. (2002) is that our model uses information in the data to determine domain assignment and allows outcomes to belong to multiple domains.
The model developed here fits into the general framework of mixed-membership models as defined by Erosheva et al. (2004) in which objects are clustered, but have membership probability vectors which assign them weighted membership in multiple groups. In our model we group regression outcomes into classes or domains, instead of the usual situation in which the grouping pertains to subjects or variables. Erosheva et al. (2004) 
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ety of mixed-membership models are defined by assumptions at four levels: population, sampling scheme, subject, and latent variable. For our model, the population level assumptions are of multivariate linear relationships between the jth outcome, y j , and the known exposure, x, and covariates, z. At the sampling scheme level, the n replications of each outcome are not independent, but are assumed to have a covariance as specified by the random effects (which can be domain specific), while the outcomes are conditionally independent given the random effects and the domain assignments (the standard subject level assumption). At the latent variable level, we use a sparse prior for group membership.
Our model is useful to investigators in three major ways. First, our model is the first to allow the investigator to learn more about outcomes by seeing how individual deviations and covariate relationships determine how outcomes are assigned to domains. Second, our model is more realistic than other multiple outcome models when some outcomes measure characteristics of more than one domain or latent trait, and accounting for the partial domain memberships in the model allows us to estimate exposure and covariate effects more accurately. Finally, like other multiple outcomes models, it allows estimation of exposure and covariate effects with more power than separate models for each outcome.
From an investigator's perspective, it is not particularly useful if an outcome has a very small membership in a particular domain. This motivates a need for sparsity of possible domains to which an outcome can belong. To accommodate this, we develop a sparsity-inducing prior for the domain membership.
When applied to the Seychelles data, several outcomes were found to have partial membership in several domains in which they were not originally thought to belong. The discovery of new partial membership of outcomes to domains can give important insights into the specific nature of these neurodevelopmental or other outcomes. Posterior predictive checks for the model in which each outcome is assumed to nest in a single domain (Thurston et al. 2009 ) suggested some model misspecification of pairwise correlations between outcomes. The additional flexibility from our ACCEPTED MANUSCRIPT model resulted in substantial improvements in the posterior predictive checks when applied to the same data.
There is a large literature on Bayesian factor analysis related in various degrees to our work.
Here we mention a few of these papers. Ghosh and Dunson (2009) propose default prior distributions for factor loadings that lead to efficient computation of posterior distributions. The problems caused by normal priors that they mention do not apply here since in our model the factor loadings are on a compact set, the simplex. Also, the identifiability issues that they and other authors address do not arise in our model because of our use of prior information, in particular, sentinel outcomes. Ghosh and Dunson also develop methodology for the case where the number of factors is unknown. In their correlated topic model, Blei and Lafferty (2007) use a logistic-normal model (Aitchison and Shen 1980) to model the distribution of topics in a document. Their model is somewhat similar to model (4) in Section 3; it differs from our model in that it is not designed to induce sparsity. Additionally, it uses a non-diagonal covariance matrix to accommodate correlated topics. The focused topic model of Williamson et al. (2010) uses a compound Dirichlet process "to decouple across-data prevalence and within-data proportion." Motivated by gene expression analysis, West (2003) introduces sparsity into factor models using priors similar to model (4), although in his model the loadings are not restricted to a simplex.
The remainder of the paper is organized as follows. Section 2 introduces our model, compares it with the traditional structural equation model (SEM; Skrondal and Rabe-Hesketh 2004) , gives model assumptions and priors for model parameters, and describes our MCMC sampling algorithm. Section 3 develops a sparsity-inducing prior and proposes a sampling scheme for the domain membership. Results from fitting the model to the SCDS are presented in Section 4 and simulation results are given in Section 5. We conclude with some discussion in Section 6.
Model
In our notation we use subscripts on covariates to indicate how they are treated in the model. Each covariate is specified as having fixed effects (no shrinkage between outcomes) and/or random effects (shrinkage between related outcomes) at different nesting levels based on expert knowledge.
A particular covariate may appear several times with different subscripts; the F subscript indicates a fixed effect. For the ith observation, we use the vectors S F ,i for covariates included in overall fixed effects, S D,F ,i for covariates for which we allow domain-specific fixed effects, S D,i for covariates with domain-specific random effects, and S O,i for covariates with outcome-specific random effects within domains. If a covariate was included in S D,F ,i , then it would be excluded from S F ,i and S D,i for identifiability.
To illustrate basic concepts, in this paragraph we will start with the simple case where each outcome is fixed in exactly one domain. We let d( j) indicate the domain in which outcome j is nested. For notational consistency, we subscript β (which always represents a fixed effect) and b (which represents a random effect) in the same way. Then the model is
where y * i, j is the scaled and centered jth outcome on the ith subject, dim( 
where correlations are large for pairs of outcomes in the same domain relative to outcome pairs in different domains, the domain-specific subject effects will be relatively large. This was the case for the SCDS data in the model fit by Thurston et al. (2009) , suggesting that for these data the domain-specific subject effects carry substantial information about the membership of outcomes in domains.
Model comparison
We first note that both models (1) and (2) can be regarded as structural equation models (SEM, Skrondal and Rabe-Hesketh 2004) . To see this, let (2) can be written as
where y * i is the J length vector of outcomes for the ith subject, η i is a D length vector of latent factors for the ith subject, B is a D × D matrix with 0's on the diagonal, and I − B is invertible. To get model (2), take ν = 0, α = 0, B = 0, ξ i = i + r i 1 J , and ζ i = r D,i , where i is the J length vector of i, j 's for the ith subject. Woodard et al. (2013) showed that if we take the covariance matrices of both ξ and ζ in (3) to be diagonal, then there exists a matrix B such that the SEM in (3) is equivalent to the model from correlations between outcomes. However in our model, a key advantage of using this simple correlation structure is that the residual correlations between outcomes can help determine domain membership. Had our model assumed a more general correlation structure, it would have been more difficult to identify partial domain membership.
When B = 0, for a covariate that is included in u i but not in x i , its slope on two outcomes in the same domain would differ only by the ratio of the corresponding λ j,d 's. This ratio would apply not only to all covariate effects, but also to the variance of ζ. Also since all λ j,d ≥ 0, the sign of a covariate slope will be the same for all outcomes in a domain. In contrast, in our model (2), the slope for a covariate on two outcomes depends on the two λ j vectors and the covariate slopes for two outcomes that share partial membership in the same domain may differ in sign. 
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to properly capture their correlations with outcomes in the motor domain and cognition domains, as well as to capture the slopes for several covariates. In particular, the slope for sex was strongly positive for all motor outcomes except for the trailmaking outcomes, where it was strongly negative. Under model (2), the slope for sex will be a weighted average of domain-specific slopes, whereas in a traditional SEM the slope for sex could not be negative if Trailmaking A is in the motor domain, except through outcome-specific deviations in b O, j . Also, in model (2), Trailmaking
A can be correlated with outcomes in the cognition domain, but there is no clear reason to assume that, conditional on r i , the other outcomes in the motor domain should be correlated to those in the cognition domain.
Model assumptions and prior distributions
Here we give our model assumptions and priors for model components except Λ, which we will discuss in Section 3. We assume that
We assume for i = 1, . . . , n,
For the error terms, we assume i ∼ N(0, Σ ) and
which allows covariate-specific variances.
Furthermore, we assume
, where IG(A, B) denotes the inverse gamma distribution with shape parameter A and scale parameter B. We use hyperparameter values that correspond to weakly informative priors. We take β F ,0 = 0, Σ 
Sampling scheme
We use Markov chain Monte Carlo (MCMC) to sample from the joint posterior distribution of all model parameters. For all model parameters except the domain membership vector λ j , we use Gibbs sampling and iteratively sample a parameter or parameter vector from its posterior full conditional. The full conditional posteriors of the model parameters are provided in Web Supplement Section S.2. We decompose λ j into a product of a binary vector z j and a log-transformed weight vector v j (see Section 3 for details). We sample z j like other model parameters using Gibbs sampling and provide a Metropolis-Hasting sampler for v j . The MCMC algorithm was coded in R.
Modeling Λ
We write the ( j, d)th element of Λ as
where
. As in Ghahramani et al. (2006) and Griffiths and Ghahramani (2006) , Z is a binary matrix specifying which elements of Λ are non-zero. What is different here is that the exponential of V, rather than V itself, contains the relative membership weights. The expression (4) implies that all elements of Λ are non-negative and the sum of each row of Λ is 1. Because of the binary Z, the reparameterisation in (4) is an extension of the multinomial logit transform. We use the (Z, V) parameterisation because priors for (Z, V) can allow some elements in λ to be 0, while the commonly used Dirichlet prior does not provide such flexibility. 
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Second, for each j, we need to fix one v j,d at 0 because λ j in (4) is invariant to translations of that was used in the simulation study.
Prior specification
The remainder of this section focuses on the case where for each outcome a d * ( j) has been selected and v j,d * ( j) is fixed at 0. The method below for sampling Z and V can be easily extended to the more complex case and hence is omitted.
Let J be the index set of non-sentinel outcomes and the prior is
where I(•) is an indicator function that equals 0 if the statement inside the parenthesis is true and 0 otherwise. This prior forces the constraints z j,d * ( j) = 1 and v j,d * ( j) = 0 discussed above. We let We now show why the mixture prior specified above is suitable and how to construct a proper hierarchical prior for σ 2 v . We use the following equality 
with a large value of g. We let g = 10 in the simulation study and in the Seychelles study. Other large values of g can also be used and the robustness of our model to the choice of g is studied with simulations.
Next we construct a proper prior for σ is also evaluated in the simulation study.
Sampling (Z, V)
We briefly describe our method of sampling (Z, V) from the posterior and provide further details in 
Results from the Seychelles Child Development Study
The SCDS (Marsh et al. 1995; Davidson et al. 1998; Myers et al. 2003) , began enrollment in 1989
to examine the effects of prenatal methylmercury (MeHg) exposure on childhood outcomes. MeHg is a known neurotoxicant, and prenatal exposure to MeHg, such as from maternal fish consumption, is thought to be particularly detrimental (Clarkson 2002) . The MeHg level in maternal hair grown during pregnancy is used as a biomarker for the fetal MeHg exposure level. Pregnant mothers in the SCDS cohort consumed an average of 12 fish meals per week (Myers et al. 2003) , and had MeHg hair levels averaging 6.83 ppm, nearly nine times greater than the average among US women of child-bearing age who ate fish at least three times per week (McDowell et al. 2004 ).
Thurston et al. (2009) developed a model for multiple outcomes nested in domains which they applied to 20 SCDS outcomes in four domains. In Thurston et al. (2009), each outcome was
considered to be part of a single domain which was specified a priori. The model adjusted for prenatal MeHg exposure and six covariates: sex (1=male, 0=female), maternal age, the HOME score (a measure of the stimulation of the home environment), K-BIT (a measure of maternal IQ), the Hollingshead SES (a composite measure based on parental education and employment), and the child's age at testing (averaging nine years). The model in Thurston et al. (2009) was fit on the 533 eligible subjects with complete covariate data who had measures of at least two outcomes in each domain. Missing outcome data were handled by a data augmentation step (Schafer 1997) .
In this paper we fit our model to the same 20 SCDS outcomes in four domains, using data from the same 533 subjects and using data augmentation (Schafer 1997) 
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WISC Verbal IQ (cognition domain), CVLT recognition (memory domain), grooved pegboard dominant hand (motor domain), and CBCL internalizing T score (behavior domain). These tests were selected as sentinel outcomes because they were validated for assessing the domain and were well-known and widely accepted as measures of the domain (Sattler and Hoge 2006; Sattler 2008 ).
We list these sentinel outcomes first for the readers' convenience. Setting these values of λ j,d to 1
(and the other λ j,d to 0 for these outcomes) defines the four domains and prevents label switching.
This also ensures that the denominator for λ j,d is > 0 for all j, as discussed in Section 3.
We ran the MCMC for 35,000 iterations using a single chain with starting values known to be reasonable when the membership of outcomes into domains is known. We discarded the first 5,000 iterations as burn-in. We assessed convergence for v j,d rather than for λ j,d since the latter is often a mixture with a point mass at zero. The Raftery-Lewis (Raftery and Lewis 1996) diagnostic indicated that 30,000 draws were sufficient for all model parameters to estimate the q = 0.025th
quantile of all relevant model parameters to within r = ±0.0125 with s = 95% probability. The effective sample size was more than 500 for all parameters. 
The WISC-R digit span, originally in the memory domain, is classified as mainly in the cognition domain and only partly in the memory domain, as well as partly in the behavior domain.
Part of the WISC-R digit span requires the subject to reverse digits presented aurally; a task that requires cognition. The WRAML design memory, originally classified as belonging to the memory domain, was found to be primarily in the cognitive domain and to a lesser extent in both the motor and the memory domains. Partial membership of the WRAML design memory in the cognition and motor domains is reasonable since this test has a component of spatial reasoning (a cognitive task) and a perceptual-motor component (a motor task).
Our finding that the grooved pegboard nondominant hand has a substantial cognitive component, unlike the grooved pegboard dominant hand or either fingertapping endpoint, suggests that this task requires more cognitive resources than performing the same action with the dominant hand. The absence of a cognitive component when performing the grooved pegboard task with the dominant hand is due to the neuronal efficiency in executing a task with the dominant hand. With more frequency in use and practice of a motor skill, the more automatic the movement sequence becomes as demonstrated in motor learning studies (Arbib 2003; Steele and Penhune 2010) . Performing the grooved pegboard task with the nondominant hand might require higher level processing and allocation of attentional resources to plan and carry out the correct motor sequence (Strenge and Niederberger 2008) . The lack of a cognitive component in the nondominant fingertapping results could be due to the less demanding nature of the task.
Our estimate for the posterior probability that the overall MeHg effect is greater than zero is 79%, which is very similar to the case when each outcome is assumed to be nested in a single, for the four outcomes in which this was checked, both the maximum correlation and the minimum correlation between an outcome and the other 19 SCDS outcomes were generally very different from the corresponding values from the posterior predictive draws, suggesting a lack of model fit for these features. We examined these posterior predictive checks for all 20 outcomes under both our model and the model in Thurston et al. (2009) . The checks for the minimum correlations under our model were somewhat to very reasonable in nearly all cases. We did find noticeable lack of fit for the maximum correlations for eight outcomes, of which the five with most severe lack of fit (y 10 , y 11 , y 12 , y 13 , and y 17 ) were all originally classified as belonging to the motor domain. Six of the eight motor outcomes are part of a pair of closely related outcomes, such as fingertapping in the dominant and non-dominant hands. The correlations between these outcome pairs are much larger than the other correlations within the "motor" domain, and our model failed to predict these very large correlations. These high correlations could be modeled by allowing i, j and i, j to be correlated when outcomes j and j form such a pair.
In Figure 1 we show the distribution of the minimum correlation and the maximum correlation for four outcomes under our model and under the model in Thurston et al. (2009) . On each plot we have superimposed a vertical dashed line showing the corresponding observed statistic in the Seychelles data. These distributions are shown for three motor outcomes, specifically the sentinel outcome, grooved pegboard dominant hand (y 10 ), Trailmaking A (y 14 ) and Trailmaking B (y 15 ), as well as for the sentinel outcome in the behavior domain, CBCL internalizing T score (y 18 ). The posterior predictive checks for the maximum correlation for the two sentinel outcomes is poor for one outcome (y 10 ), but good for the other (y 18 ) under our model. Similarly, both the maximum and minimum correlations are reasonable for Trailmaking B, but not for Trailmaking A. These indicate that partial membership of an outcome in multiple domains is not the only factor determining fit or lack of fit. Nonetheless, the posterior predictive checks were improved relative to Thurston et al. (2009) for nearly all outcomes. This improvement suggests that, for these data, allowing an outcome to belong partly to multiple domains better captures the correlation structure between outcomes than a similar model without this feature.
A Simulation Study
We use simulations to investigate our method's ability to estimate Λ, and, in particular, to detect possible sparse structure in Λ. The robustness of the proposed prior specification of p(v|z) is also investigated. Most importantly, we compare our method to separate regressions fit to each outcome and show that our method has greater ability to detect exposure effects. This significantly strengthens the result in Thurston et al. (2009) that multiple outcome models have greater power to detect exposure effects when Λ is known exactly.
Settings
We consider a model with J = 20 outcomes in D = 4 domains and with n = 500 observations. The model is
The model has exposure, x, and a vector of six covariates, z = (z 1 , . . . , z 6 )
T .
We designed a full 2 3 factorial experiment with three factors each with two levels: the outcome- Table S .3 for details. We drew 50 datasets under each model condition.
Outcomes 1, 4, 10 and 18 were set to be sentinel outcomes for the four domains. The value of g in the mixture prior for p(v|z) was 10 and σ 2 v had a uniform distribution in (1, 4), as described in
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Section 3. Moreover, we focused on the more complex case where there is no prior information as to which domain each outcome always has a membership, i.e., no information is available for selecting d * defined in Section 3.1. We used the prior in Web Supplement Section S.3 and randomly selected pairs of ( j, d) for which the v's are fixed at 0 as starting values. We used a single MCMC chain with reasonable starting values. The MCMC chain was long enough so that it has an effective sample size of at least 400 and contains more draws than required by the Raftery-Lewis diagnostic using q = 0.025, r = ±0.0125, and s = 95% as in Section 4. Table 2 gives the results of estimating the outcome-specific slopes for exposure from both our model and separate regressions, under one model condition. Let β j be the exposure effect for the jth outcome andβ j be an estimate. We report: the median relative absolute bias which is the median of |β j /β j − 1|; the length of posterior (confidence) intervals; the relative mean squared errors (rMSE) which is the mean of |β j /β j − 1| 2 over all data sets; and the coverage probability of the true exposure effects. From We found that outcomes 1 to 3 (slopes 1 to 3 in Table 2 ) have the most biased estimates, which is reasonable because these estimates are substantially shrunk to the overall exposure and hence biased.
Results
Also in Web Supplement Section S.5 are further simulation results including the posterior means of Λ and these results show that our model is capable of using information in the data to identify the sparse structure of Λ. Moreover, the posterior means of Λ show that the non-zero elements in Λ were also accurately estimated.
To summarize, our simulations demonstrate that our method is capable of using the information in the data to accurately find the outcome-specific slopes by identifying the sparse structure of the outcome-to-domain membership. This can be done without pre-assigning outcomes to domains except for the sentinel outcomes which are required for defining the domains.
Sensitivity analysis
We examined the robustness of our method for identifying the sparse structure of Λ to the prior for σ 
Discussion
A number of related models have examined the effect of exposure and covariates on multiple outcomes within a single model to increase power. In some cases the outcomes belong to more than one class or "domain". Previous work assumes that each outcome belongs to a single domain known a priori (Budtz-Jørgensen et al. 2002; Thurston et al. 2009 We applied our model to data on 20 outcomes within four domains from the SCDS. Previous results suggested that at least two outcomes belonged partly to more than one domain. Our results suggest that mixed-membership of outcomes in the four domains is considerably more extensive than this.
Results from our model may be sensitive to the choice of sentinel outcomes.We recommend that sentinel outcomes always be chosen by the subject-matter expert so that domains are established
sensibly. An alternative method would not use sentinel outcomes, but this would require handling label switching and the results might be less interpretable since there would not necessarily be any outcome belonging to only one domain.
Although the membership of outcomes in domains will differ with different choices for sentinel outcomes, in this application these differences are not likely to have much effect on the overall or outcome-specific exposure effects. Our model gives substantially more flexibility than a model in which each outcome is assigned to a single domain a priori. When applied to the SCDS data, our model found an improvement in model fit as compared to the model that assigns each outcome to a single domain. Our model is particularly useful in elucidating the membership of specific outcomes in domains. When sentinel domains cannot be identified a priori, further work to determine how sensitive results are to different choices of sentinel outcomes would be of interest.
Supplemental materials
In the Web Supplement, Section S.1 discusses further model formulation. Section S. Table 2 : Simulation results for the exposure effects under model condition 1. Rows labeled slope 1 to slope 20 refer to the estimated exposure effects on outcomes 1 to 20. Column headings under "Model results" and "Separate regressions" give the median relative absolute bias, length of 95% posterior (confidence) intervals, relative mean squared error (rMSE) and coverage probability.
