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ABSTRACT

The rationale for this thesis stems from the vulnerability of the coastal areas in Guyana to
the escalating problems resulting from sea level rise. The objectives are to: (i) assess
coastline change in Guyana; (ii) develop a physical-based coastal vulnerability index; and
(iii) identify variables that influence the personal concern of coastal residents to waterrelated problems.

The extraction of the Guyana coastlines from ten Landsat satellite images indicates
spatial and temporal changes in 25 segments of the 128 km coastline of the Study Area.
The estimates of the coastal vulnerability index identify segments of the coastline which
are highly vulnerable to sea level rise. Education, age, and distance from the coast are
the key variables that influence the level of personal concern.

The thesis addresses the problem of paucity of coastal vulnerability research in Guyana.
This is a contemporary research problem in low lying coastal areas throughout the world.
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CHAPTER 1
INTRODUCTION
1.1 Introduction

There is an ever increasing need for more research on coastline changes and associated
vulnerability assessments because low lying coastal areas throughout the world are
becoming more vulnerable to the adverse impacts of sea level rise (SLR) associated with
global climate change. An analysis of past trends and projections by the
Intergovernmental Panel on Climate Change (IPCC, 2007; Wong et al., 2014) indicates
that in the past two decades, SLR has been greater than in the early part of the 20th
century. During the 20th century, SLR was between 1.5 mm/yr to 2.0 mm/yr while in the
past decade SLR was nearly 3.1 mm/yr. Depending on which greenhouse gas emission
scenario is used, the Fifth Assessment Report (AR 5) of the IPCC projects that SLR will
be between 28 cm to 98 cm by the year 2100 (Wong et al., 2014). This escalation in SLR
will have devastating impacts on the physical characteristics of the coastline, coastal
ecosystems, socioeconomic systems and coastal communities throughout the world
(Nicholls and Cazenave, 2010). While the accuracy of the IPCC projections could be
questioned on grounds of the effects of global climate change on ocean thermal
expansion and melting of glaciers, it should, nevertheless, be emphasized that even a
small increase in SLR will intensify problems of flooding, saltwater intrusion, inundation
and erosion in low lying vulnerable coastal areas. Guyana, the focus of this study, is a
prime example of a country with a low lying and vulnerable coastline that is prone to the
damage caused by SLR (Lakhan, 2005).

Currently, a significant part of the Guyana coastline is subject to erosion (Ahmad and
Lakhan, 2012). Along with saltwater intrusion and flooding, there is a loss of arable land.
Further, saltwater intrusion into fresh water aquifers leads to fresh water shortages. The
loss of coastal ecosystems poses serious risks. Lakhan (2005) has indicated that Guyana’s
coastal ecosystems are under threat from three main factors i.e. human activities that
include pollution, over exploitation of resources and urbanization; misguided policies and
public investments; and SLR associated with climate change.
1

Since settlement of the coast in the early seventeenth century, residents have been
confronted with water-related problems, especially flooding, inundation, and saltwater
intrusion (Lakhan, 1994). Lakhan (2014) has indicated that a SLR of 3 mm/yr would lead
to more than 45 percent of the agricultural lands along the coast of Guyana to be flooded.
This would result in significant reductions in agricultural production because salt water
intrusion will prevent the cultivation of many of the crops currently being grown. He
recommended the relocation of coastal settlements and the implementation of flood
control strategies to alleviate the impacts of water related problems.

In 2014, about 90% of the estimated 785,000 inhabitants of Guyana lived in the coastal
plain (World Bank, 2015). The coastal plain covers an area of 16,125 km² (Daniel, 2001;
UNEP, 2010). Within the coastal plain, the land area in the low elevation coastal zone
(LECZ) is 8,574 km². The LECZ is defined as an adjacent area along the coast that is less
than 10 meters above sea level. About 55% of the population or 431,750 inhabitants live
in the LECZ. Approximately 58% or 250,415 inhabitants live in the capital city of
Georgetown. The population density in the LECZ is 50.4 people/km² compared to a
country wide average of 3.63 people/km² (ECLAC, 2011). As a result, economic
activities and infrastructure are concentrated along the LECZ which becomes sensitive to
exposure from extreme climate-related factors like discrete hazards (hurricanes, storm
surge and floods) or a continuous hazard like SLR. In particular, coastal aquifers close to
the land sea interface are highly sensitive to SLR (Lakhan, 1994, 2014). Given that the
coastal areas of Guyana, where about 90 percent of the population resides, are exposed to
continuous SLR which is expected to accelerate in the 21st century, the coastal
households are vulnerable to the damaging effects of SLR.

As sections of the coast are between 0.5 m to 1 m below mean sea level, flooding and
inundation are ongoing problems that would be aggravated by SLR. Using data for 19511979 collected at the Georgetown port, Leung (2010) reports a mean sea level rise of 10.2
mm/year that was 5 times the global mean SLR. Persaud (2014) indicates that between
1960 and 2010 the mean SLR in Georgetown was 23.5 cm against a global mean SLR of
20 cm in the previous 100 years. Persaud (2014) states that if the relationship between
2

mean SLR in Guyana and the global mean SLR continues to hold at 2.35 times, then the
range for SLR in Guyana by 2100 would be between 94 cm and 148 cm. This is referred
to as the relative SLR for Guyana. Even if the increase in relative SLR is 94 cm, Persaud
(2014) claims that the large areas of the coast along the east and west banks of the
Demerara River, and the east bank of the Essequibo River would be significantly affected
by flooding and salt water intrusion. This background of the coastal areas of Guyana and
the likelihood that the water-related problems will escalate in the future because sea level
along the Guyana coastline will be rising faster than the global average due to regional
sea level rise and land subsidence (Office of the President, Government of Guyana, 2010)
provides the context for the thesis.

1.2 Rationale for and Objectives of Thesis

1.2.1 Rationale for Thesis
Given the likelihood that global mean SLR will be higher in the 21st century, the relative
SLR in Guyana would have to rise at a faster rate than experienced in the previous half
century. The physical, economic, and human systems would be affected by the relative
SLR in the low lying coastline of Guyana. The physical system includes the
geomorphological coastal features like rocky coasts, sand dunes, mudflats and
mangroves, coastal elevation, and coastal slope that identify the coastline and its
movement over time. The economic system consists of physical and social infrastructure,
transportation networks, and tourism and heritage sites. The human system focuses on the
coping or adaptive capacity of people to gradual and continuous SLR in the 21st century
as the realized loss from relative SLR to coastal residents would differ depending on
differences in household adaptive capacity. Exposure, sensitivity and adaptive capacity to
relative SLR in each of the three systems will determine their respective vulnerability.
This thesis will focus on the physical system of the coastline and the human system that
would be impacted by relative SLR.
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The vulnerability of the coastal areas of Guyana to the escalating problems of relative
SLR makes it vital to conduct a vulnerability assessment with the aim of targeting those
coastal areas and communities that will suffer from the consequences of rising sea levels
and the associated water related problems. The assessment of coastline change and the
resulting physical and human vulnerability in the context of the adverse effects of sea
level rise are contemporary research problems in not only Guyana but in coastal areas
throughout the world.

1.2.2 Purpose and Objectives of Thesis

Given the threats posed by relative SLR and a paucity of vulnerability assessment
research for the coast of Guyana, the purpose of this thesis is to assess the change and
vulnerability of the densely settled areas of the Guyana coastline to rising sea levels. An
assessment of coastline change in Guyana is required to identify the locations that have
experienced erosion and accretion over an extended period of time in order to identify
coastal areas under threat. This is an integral component in the determination of the
physical vulnerability of the coastline to relative SLR in the 21st century. A physical
coastal vulnerability assessment is required to highlight those regions along the coast
where the effects of relative SLR would be the most severe. The assessment of coastline
change and the associated physical vulnerability will be based on multi-temporal Landsat
and other satellite imagery.

Given the concentration of the population of Guyana in the coastal areas, coastal
residents are likely to experience loss resulting from physical vulnerability. This potential
loss could be tempered by augmenting the adaptive capacity of households. The level of
personal concerns of coastal residents to coastal change is an important determinant of
household adaptive capacity. Survey data are needed to gain insights on identifying the
variables that influence the personal concern of coastal residents to water-related
problems arising from sea level rise. The identification of these variables that influence
personal concern of coastal residents is important for designing initiatives for
strengthening the adaptive capacity of households to sea level rise.
4

In order to attain the stated purpose, the study will:

(i)

Assess coastline change in Guyana through the extraction of the coastlines
from ten Landsat satellite images to estimate erosion and accretion rates and
to identify locations that are under the greatest threat of erosion.

(ii)

Develop a physical-based coastal vulnerability index (CVI) using geologic
and physical process variables to identify the locations of the Guyana
coastline where the effects of relative sea level rise would be the most severe.

(iii)

Identify variables that influence the personal concern of coastal residents to
water-related problems induced by sea level rise through the use of categorical
data acquired from questionnaire surveys and assess the extent to which the
results on the identification of the variables at a personal level could be used
to draw insights on strengthening the adaptive capacity of households to sea
level rise.

In assessing coastline change in the first objective, a 27 year period with 10 coastlines is
considered sufficient to provide a suitable data base. The choice of the 10 Landsat images
was based on their availability to the author and their suitability to detect coastlines using
remote sensing methodology. Once the coastlines were detected, the Digital Analysis
Shoreline System (DSAS) proposed by Theiler et al. (2009) was used to quantify coastal
change or rates of erosion and accretion along specified segments of the coastline.

The output of the first objective is an input in the determination of the CVI in the second
objective. The development of the CVI draws on the coastal change variables
recommended by Pendleton et al. (2010a) in determining physical coastal vulnerability to
relative SLR. A distinction is drawn between geologic (historical coastline change rate,
coastal elevation, coastal slope, and geomorphology) variables and physical process (sea
level rise, mean significant wave height, and mean tidal range) variables. While the
geologic variables affect a coastline’s resistance to erosion and inundation, the physical
5

process variables contribute to inundation hazards along the coastline (Pendleton et al.,
2004, 2010a). The estimates of CVI along segments of the coastline are used to determine
the ranking of the extent of physical coastal vulnerability at a point in time. The sources
of data used to estimate the geologic and physical process variables vary. The geologic
variables can be obtained from satellite and bathymetry data sources while the sources of
the physical process variables are the relevant government departments in Guyana.

The key to the attainment of the third objective is the availability of data from surveys of
coastal residents on social, demographic, locational, and occupational variables; concerns
of residents to rising water levels, vulnerability and adaptability; and responsiveness of
local and national governments to rising sea levels and associated water-related problems.
The primary data set used to attain the third objective was collected by Caribbean
Research Solutions (CRS) which conducted a Coastal Vulnerability Survey on Water
Level Rises and Associate Impacts in Guyana in the first half of 2015 (CRS, 2014). As
these data are mostly categorical, the method adopted to identify the variables that
influence the personal concern of individuals to water-related problems is log linear
analysis (Agresti, 2013; Lakhan and LaValle, 2002).

In order to qualitatively assess the factors that influence the adaptive capacity of
households to water-related problems, the author held informal meetings with randomly
selected participants who were coastal residents. The insights on government
responsiveness, availability of social services, and household adaptation to relative SLR
gained from these informal meetings were used to identify areas where the
responsiveness of the government needs to be improved.

1.3 Setting and Study Area

1.3.1 Setting

Guyana is located between 0.9° and 8.7° north latitude and 56.3° and 61.6° degrees west
longitude. It lies along the north-east coast of South America and is bounded in the south6

east by Suriname, south and south-west by Brazil; north-west by Venezuela and by the
Atlantic Ocean in the north.

The Guyana coast is a part of the north-eastern coast of the South American continent
that is termed the Guiana coast that stretches 1600 km between the mouths of the Orinoco
and Amazon Rivers. The volume of sediments discharged by the Amazon River is
supplemented by those discharged by the Essequibo, Demerara, and Mahaica Rivers.
These sediments are transported along the Atlantic coast in a north-westerly direction by
the Guiana and Equatorial currents.

These sediments deposited along the coast lead to the formation of mud banks which
migrate in a north westerly direction (Allersma, 1971 and Augustinus, 1987). Accretion
occurs on the coastline directly opposite the mud banks, while, erosion takes place along
the coast opposite the troughs situated between mud banks. Daniel (2001) demonstrated
that the presence of mud banks influences the patterns of erosional and depositional states
along the Guyana coastline thereby changing the configuration of the coastline. Further,
Lakhan and Pepper (1997) indicated that when mud banks remain stationary along the
coast, broad mud flats begin to develop on the landward edge.

Guyana has a land area of 216,000 km² with a coastal length of about 430 km. It is
divided into four geomorphologic regions, namely, the Coastal Plain (16,125 km²), Sandy
Rolling Land (25,800 km²), Pakaraima Mountain Region (30,020 km²), and PreCambrian Lowlands (143,520 km²) (Daniel, 2001). In the east near the Corentyne River,
the Coastal Plain is approximately 77 km in width while it is 26 km in width in the west
near the border with Venezuela. The focus of this thesis is on the Coastal Plain. While the
Coastal Plain is about 7.5 percent of the total land area of Guyana, it constitutes the most
important economic region for the country. With large parts of the Coastal Plain lying 2.5
meters below mean high tide sea level, it is vulnerable to hurricanes, storm surges, and
relative SLR.

7

Guyana has a sea defense system consisting of 169 km of earthen embankments, 69 km
of masonry sea walls and 78 km of sand banks protected by 80,432 hectares of
mangroves in several places (ECLAC, 2011). Owing to prolonged periods of neglect
since the 1970s, large parts of the sea defense system are crumbling and in urgent need of
repair and reconstruction (Hickey and Weis, 2012). With mangroves functioning as
natural breakwaters along the coast, they provide an important natural sea defense for the
Guyana coastline. The low lying coastal wetlands where the mangroves grow are being
threatened by relative SLR, increases in sea surface temperature and extreme weather
events.

The coastal plain is gently sloping (Daniel, 2001). As a result, heavy rainfall and
breaches along the sea defenses during periods of high tide make the coastal areas
vulnerable to flooding. Also clay soils drain poorly and allow water to accumulate on
land thereby adding to the problem of flooding.

Guyana is divided into ten Administrative Regions with each being divided into sub
regions, districts, communities, neighborhoods, and people's cooperative units. Six of the
Administrative Regions are located along the coast: Region 1: Barimi-Waini (3.23%),
Region 2: Pomeroon-Supenaam, (6.56%), Region 3: Essequibo Islands-West Demerara
(13.72%), Region 4: Demerara-Mahaica (41.31%), Region 5: Mahaica-Berbice (6.98%),
and Region 6: East Berbice-Corentyne (16.47%) with the numbers in the brackets
representing the percentage of the total population of Guyana located in each of the
Administrative Regions along the coastline (ECLAC, 2011).

1.3.2 The Study Area

The contiguous coastal regions of Pomeroon-Supenaam (Region 2), Essequibo-IslandsWest Demerara (Region 3), and Demerara-Mahaica (Region 4) that contain 61.59% of
the total population of Guyana constitute the Study Area shown in Figure 1.1.
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Figure 1.1: Study Area
The Study Area extends from Dartmouth (7ᴼ 22’ 0” N and 58ᴼ 36’ 0” W) in Region 2 to
Mahaicony (6ᴼ 34’ 20.99” N and 57ᴼ 48’ 36.8” W) in Region 4. The length of the
coastline between these two locations highlighted in red is approximately 128 km.

The Pomeroon-Supenaam region has the Amerindian settlements and villages that are
concentrated along the coast. This region has forested highlands and low coastal plains.
Rice farming is the main economic activity of this coastal region, with the existence of
some coconut, dairy and beef farming. The Essequibo Islands-West Demerara region
includes the Leguan Island and Wakenaam Island in the mouth of the Essequibo River
and the western part of Demerara. This region consists of low coastland with sandy and
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clayey soils. The main economic activity is rice farming. The Demerara-Mahaica Region
extends from east of the Demerara River to the western bank of the Mahaica River.
Guyana’s main administrative and commercial activities are located in the DemeraraMahaica Region. Georgetown which is located on a 14-20 km estuary of the Demerara
River is the capital of Guyana. The Port of Georgetown situated at the mouth of the
Demerara River is the country’s major manufacturing and commercial center.

In addition to Georgetown, the Study Area selected for this research includes many of the
major coastal communities. Socio-economic activities and infrastructure are concentrated
along the low lying coastal areas. More than 55% of the country’s manufacturing, trade
and commercial activities are located in the Study Area. In addition, this area supplies a
significant amount of agricultural produce including rice, sugar, coconuts, bananas and
citrus (ECLAC, 2011).

In the Study Area, there is high exposure and sensitivity to extreme weather conditions
(e.g. hurricanes, storm surges, floods) and long-term climate change effects resulting in
relative SLR. Water resources (coastal aquifers) are close to the land sea interface and
hence are highly sensitive to sea-level changes (Lakhan, 2014).

1.4 Organization of Thesis

The thesis has six chapters including the Introduction. Given the rationale and the
purpose of the thesis, the chapters are designed to contribute to fulfilling the three
objectives. In Chapter 2, a review of the relevant literature on the major methodological
and empirical issues pertaining to the objectives of the thesis is provided. Chapter 3
assesses the temporal and spatial change of the Guyana coastline. In Chapter 4, a
physical-based CVI is developed and estimated. Chapter 5 addresses issues related to
identifying the major variables that influence the personal concern of coastal residents to
water-related problems arising from relative SLR. The thesis ends with a Conclusion in
Chapter 6.
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CHAPTER 2
REVIEW OF LITERATURE

The scope of the review of the literature has been determined by the rationale, purpose,
and objectives of the thesis. Sea level rise (SLR) and the associated water-related
problems in Guyana lead to physical coastal vulnerability and losses that are both
economic and human to coastal communities. SLR could be viewed as the shock and its
effects on the physical and human systems could be viewed as the resulting vulnerability.
Accordingly, this review will focus on the following areas: (i) concept of sea level rise;
(ii) effects of SLR in low lying coastal areas; (iii) coastal vulnerability concepts; (iv)
assessment of coastline change; (v) measurement of physical coastal vulnerability; (vi)
identification of variables that influence the personal concern of individuals for the
environment; and (vii) assessment of household adaptive capacity through semistructured interviews.

2.1 Concept of Sea Level Rise

Sea level rise (SLR) can be viewed from three perspectives i.e. global, regional, and local
(Nicholls and Cazenave, 2010). Global mean sea level rise (GMSLR) provides a
measurement of the average rise in sea level in a global context (Wong et al., 2014).
Regional sea level rise provides a measurement of the average rise in sea level in a
specific region (Nicholls and Cazenave, 2010). Relative sea level rise (RSLR) provides a
measurement of the average rise in sea level in a country or a particular part of a country
(Pendleton et al., 2010a). While SLR is a generic term, the other three are specific to
quantitative measurements of sea level rise at a global, regional or a country context.

The most comprehensive scientific treatment of climate-induced GMSLR has been
provided by the Intergovernmental Panel on Climate Change (IPCC) which has published
five major assessment reports since it was established in 1988. In the Fifth Assessment
Report (AR5) of the Intergovernmental Panel on Climate Change (IPCC), Wong et al.
(2014) projected GMSLR to be 28 cm to 98 cm by 2100 as compared to a range from 18
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cm to 59 cm in the Fourth Assessment Report (AR4). The projected GMSLR by 2100 in
the First to Third Assessment Reports are 31-110 cm, 13-94 cm, and 9-88 cm
respectively. The IPCC has applied different climate models and scenarios for
greenhouse gas emissions that are major contributory factors for differences in the
projections for GMSLR in successive Assessment Reports. For example, the projection
of 1997 in AR4 is relatively low as it did not take into account the melting of the
Greenland and West Antarctica Ice Sheets. In contrast, AR5 incorporated better
understanding of the dynamics of these ice sheets, improvements in analysis techniques
applied to satellite altimeter data together with tide gauge data to measure sea level, and
newly developed process-based models including atmospheric and oceanic general
circulation models (Mimura, 2013). Ocean thermal expansion and melting of glaciers that
have accounted for more than 80 percent of the GMSLR for 1993-2010 have been
incorporated in the AR5 projections (Wong et al., 2014).

Using the climate model simulations of AR5, Slangen et al. (2016) decomposed the main
drivers of GMSLR i.e. ice sheet melting and ocean thermal expansion into greenhouse
gas emissions, aerosol pollutants in the atmosphere, natural climate variability, variable
solar radiation, and volcanic eruptions. They demonstrated that the contribution of
greenhouse gases and aerosols to GMSLR was about 15 percent in the early part of the
20th century up to 1950 and then started rising. After 1970 up to the present, their
contribution rose to 70 percent.

On Regional SLR, Mitrovica et al. (2009) examine the impact of melting of the West
Antarctica Ice Sheet on sea level rise in North America and indicated that SLR in some
coastal locations will be significantly higher, by up to 30 percent, than elsewhere. They
attribute this to gravitational forces linked to melting of the ice sheet. The gravitational
attraction of the ice sheet decreases as it melts and water will migrate away from the ice
sheet. As a result, sea level could fall up to a distance of 2000 km of the collapsing ice
sheet and the migrating water will raise the sea level by a greater level the further the
distance from the melting ice sheet. Differing patterns of ocean circulation and differing
changes in wind and air pressure in different parts of the world will lead to each ice sheet
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producing “a distinct geometry, or finger print, of sea level change” (Mitrovica et al.,
2009). With the cumulative effects of these forces, the melting of the West Antarctica Ice
Sheet is expected to raise the sea level progressively with the movement northwards
along the coastline from South to North America along the Atlantic Ocean. Regional
variations in the rate of sea level rise over time and space are likely to occur. Since 1993,
the rate of sea level rise was three times higher in the Western Pacific compared to the
rate of GMSLR (Nicholls and Cazenave, 2010). About 70 percent of the coastlines of the
world are projected to experience sea level change that is within 20 percent of the global
mean sea level change which in the medium emission scenario is projected to be 53 cm
by 2100 (Wong et al., 2014).

Regarding RSLR, while global and regional sea level rise will affect the level of the sea
relative to land in the coastal area of a country, another factor that has to be taken into
account is the local crustal and land movement (Mimura, 2013). Land subsidence refers
to the sinking or lowering of the land surface that is specific to a local area For example,
in India and Bangladesh, deltas formed by the Ganges and Brahmaputra rivers have
experienced subsidence due to a variety of natural and anthropogenic factors. The natural
factors include consolidation of loose deposit of sediments and changes in sediment
supply. Anthropogenic factors include sediment compaction resulting from building
loads, harbor dredging, and ground water extraction. Persaud (2014) indicates that land
subsidence experienced in Georgetown in Guyana was 4 cm during 1970-2008.

Eggleston and Pope (2013) in their study of land subsidence and relative sea level rise in
the Southern Chesapeake Bay Region in the US demonstrated that land subsidence
contributes to RSLR. In Figure 2.1, it is seen that land subsidence leads to sea level rise
against a benchmark on land. Since tidal station measurements of sea levels cannot
differentiate between water that is rising and land that is sinking, the combined elevation
changes measured in tide gauges are termed RSLR.
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Figure 2.1: Shoreline retreat caused by a combination of sea-level rise and land
subsidence
Source: Eggleston and Pope (2013)

Mean sea level is defined as the height of the sea using a local land benchmark that is
averaged over a long enough period to remove fluctuations caused by waves and tides
(Kumar and Kunte, 2012). Changes in mean sea level that are measured by coastal tide
gauges are named relative sea level change (Church et al., 2013).

The review on the concepts underpinning sea level rise is relevant for an understanding of
RSLR in Guyana. The combined effects of GMSLR, regional SLR, and land subsidence
on RSLR in the context of Guyana need to be understood and measured.

Assuming that RSLR is the sum of GMSLR, Regional SLR, and land subsidence and
using the data provided by Persaud (2014), an accounting of effects can be demonstrated
for Guyana. Persaud (2014) indicates that the RSLR in Georgetown was 23.5 cm during
1960-2010. The GMSLR was 20 cm during the previous century. Land subsidence in
Georgetown was 4 cm during 1970-2008. Expressing GMSLR and land subsidence for
50 year periods yield GMSLR at 10 cm (20/2) and land subsidence at 5.3 cm (4x50/38).

Using the accounting identity:
RSLR ≡ GMSLR + Regional SLR + Land Subsidence
Regional SLR ≡ RSLR - GMSLR - Land Subsidence
Regional SLR ≡ (23.5 - 10 - 5.3) = 8.2 cm
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In terms of the review of SLR and its relevance for the thesis, two issues emerge. First,
Mitrovica (2009) asserts that the melting of the Antarctica ice sheets will lead to regional
sea level rise in North America. The flow of currents to North America will also impact
on regional sea level along the coast of Guyana. Second, the importance of measurement
of regional sea level rise and land subsidence in Guyana emerges as important areas of
data generation and analysis.

2.2 Effects of Relative Sea Level Rise in Low Lying Coastal Areas

The combined effect of GMSLR, regional SLR and land subsidence termed RSLR is the
determining factor in causing flooding, inundation, and erosion of soft coastlines in a
particular coastal area (Nicholls and Cazenave, 2010). Most of the world’s megacities are
located in coastal areas (Brown et al., 2013). In terms of the concentration of population,
infrastructure, and economic activities, the LECZ are very important. In the 21st century,
RSLR is likely to be a major factor affecting the LECZ, particularly in the developing
countries.

Doig and Ware (2016) indicate that the growth of megacities resulting from natural
population growth and migration together with RSLR will expose more than a billion
people to coastal flooding by 2060. Nine of the top ten cities ranked in terms of
population exposed to coastal flooding are in Asia. Kolkatta (14 m), Mumbai (11.4 m),
Dacca (11.1 m) and Guanghou (10 m) would be the worst affected. The only non-Asian
city in the top ten is Miami (4.8 m). In terms of exposed assets including property and
businesses in 2060, Miami tops the list with $3.5 tn followed by Guanghou at $3.4 tn and
New York at $2.1 tn. The findings of the sixth Global Environmental Outlook (GEO 6)
for the Regional Assessment for the Asia Pacific Region (2016) are consistent with those
provided by Doig and Ware (2016) for people exposed to flooding as a result of RSLR in
the urban areas of the Asia Pacific Region. Given that the regional sea level rise will have
very significant effects on people and assets in Miami, Guyana is also likely to be
negatively impacted by the melting of ice sheets in the Antarctica and the patterns of
ocean circulation.
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Given the size of their populations, small-island and low lying countries in the Indian and
Pacific Oceans and the Caribbean do not receive as much attention in reports that
highlight the magnitude of threat from RSLR. For example, in the sixth Global
Environmental Outlook (GEO 6) for the Regional Assessment for Latin America and the
Caribbean (2016), Guyana is not even mentioned. While the small island and low-lying
countries are also endangered by RSLR, the absolute impact in terms of the number of
people and value of economic assets are small as compared to larger countries. However,
within these countries, the impact of RSLR could be very significant.

In this context, the following physical effects of RSLR highlighted by Nicholls et al.
(2007, 2010) and Lakhan (2005) are important for Guyana: (i) permanent inundation of
low lying areas; (ii) increased flooding due to extreme weather related events like heavy
rain and storm surges; (iii) higher long-term erosion rates of soft shores as a result of
both natural and anthropogenic factors; (iv) increase in the salinity of estuaries and
aquifers; (v) rise in coastal water tables and impeded drainage; and (vi) wetland loss and
damage. An example of (ii) in Guyana is the extensive flooding in January 2005 caused
by heavy rainfall that resulted in the breaching of a conservancy pool for water that
affected large parts of Region 4 (Leung, 2010; Mycoo, 2014).

These physical effects of RSLR will have a number of economic effects: (i) damage to
coastal infrastructure and other infrastructure; (ii) increased risk of flood with loss of
property and life; (iii) loss of transport facilities, tourism, and recreational activities; (iv)
loss of non-monetary cultural and heritage sites; (v) decline in soil quality affecting
agriculture and a decline in water quality affecting aquaculture; and (vi) loss of coastal
habitats (Lakhan, 2014; Murali et al., 2013; Ramieri et al., 2011; Nicholls et al., 2010;
McLaughlin and Cooper, 2010).

These physical and economic effects resulting from RSLR will have effects on people in
terms of their (i) assets; (ii) avenues of income and livelihood; (iii) health; (iv) access to
electricity, water, sanitation services; and (v) transport services (Maiti et al., 2015; Yesuf
et al., 2008).
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2.3 Coastal Vulnerability Concepts

The physical, economic, and human effects of RSLR may increase coastal vulnerability.
The definition of vulnerability to environmental stress or shock has varied significantly
depending on the objectives of the researchers. First, the Intergovernmental Panel on
Climate Change (IPCC) defines vulnerability to climate change as “the degree to which a
system is susceptible to or unable to cope with, adverse effects of climate change”
(Cardona et al., 2012). The IPCC definition suggests that vulnerability is a function of
exposure, sensitivity, and adaptive capacity or resilience. Exposure refers to the
frequency and magnitude of a climatic event which could be discrete like a hurricane or
continuous like GMSLR. Sensitivity signifies the extent to which the system being
investigated is affected by the exposure. Adaptive capacity or resilience indicates the
ability of the system to recover from that exposure. Wamsley et al. (2015) suggest that
exposure and sensitivity of a system define the potential impact of a hazard or the
potential loss. However, it is only after the effects of adaptive capacity are factored in
that the net impact of the hazard or the extent of actual or realized loss will be
determined. This net impact constitutes the vulnerability of the system to the hazard. The
IPCC definition could thus be viewed as the end point of a series of sequential steps or
described as post adaptation vulnerability (Smit et al., 2000). The IPCC definition of
vulnerability could be applied to a physical, economic or human system or a combination
of them.

Second, Blaikie et al. (1994) adopted a natural hazard perspective to define vulnerability
which has two components. Their first component consists of exposure as a measure of
natural hazard. Their second component encompasses the adaptive capacity of people
which they view as being largely determined by socio-economic structures and
population relations. Blaikie et al. (1994) sharply distinguished the biophysical from the
social dimension with a focus on the human dimension alone. The capacity of people to
predict, adapt, fight back, and recover from the impact of a natural hazard is at the core of
their view of vulnerability. However, the biophysical component that provides a measure
of the natural hazard, and is not included formally in the Blaikie et al. (1994) definition of
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vulnerability cannot be ignored. At the heart of vulnerability is an exposure to a specific
hazard or a set of hazards. Therefore, vulnerability and exposure must be considered
together.

Third, closely related to Blaikie et al. (1994); Kelly and Adger (2010) define
vulnerability in terms of ability, or lack of it, of individuals and social groupings to
respond to, cope with, recover from or adapt to an external or exogenous shock or stress
that impinges on their livelihoods and well-being. Their focus is on relaxing the binding
constraints that inhibit individuals and social groupings from responding to natural
hazards. These natural hazards or the nature of stress have to be specified prior to
determining the levels of vulnerability. The Blaikie et al. (1994) and Kelly and Adger
(2010) definitions of vulnerability could be described as pre-adaptation vulnerability
(Smit et al., 2000).

Fourth, Murali et al., (2013) combine the physical and economic systems in defining
vulnerability. They recommend the inclusion of socio economic factors in coastal
vulnerability assessment. They state “this is because these disasters do not become
catastrophes until human lives are affected”. The impact of a natural calamity has to be
assessed in terms of devastation to human and natural resources. The simultaneous
consideration of both socio-economic factors and physical parameters significantly
increases the understanding of coastal vulnerability. However, this widens the scope and
complexity of factors and variables that have to be taken into account in vulnerability
assessment in coastal areas.

The review of the literature reveals that the studies on coastal vulnerability could be
viewed from four perspectives: (i) physical vulnerability is equated with coastal
vulnerability; (ii) socio economic vulnerability is equated with coastal vulnerability; (iii)
a composite of physical and socioeconomic vulnerability determines coastal
vulnerability; and (iv) human vulnerability is equated with coastal vulnerability. The
studies of: Theiler and Hammar-Klose (1999), Pendelton et al. (2004, 2005), Ozyurt et al.
(2008, 2012), Le Cozannet (2013) represent (i); Cutter (1996), Boruff et al. (2005) and
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Wu et al. (2002) represent (ii); McLaughlin and Cooper (2010) Murali et al. (2013),
Thatcher et al. (2013), Wu et al. (2015) represent (iii); and Adger (1999) and Torresan et
al. (2012) represent (iv).

These four perspectives could be related to alternative definitions of vulnerability. First,
when the IPCC definition is combined with the assumption that people exposed to natural
hazards can cope with them on their own, the equation of physical vulnerability with
coastal vulnerability can be justified. Second, the IPCC definition combined with the
assumption that local governments will address the issues of physical vulnerability lead
to coastal vulnerability being equated with socio-economic vulnerability. Third, the IPCC
definition combined with the assumption that people can cope with a natural hazard on
their own leads to equating physical and economic vulnerability with coastal
vulnerability. Fourth, the justification of the definition of vulnerability of Blaikie et al.
(1994) and Kelly and Adger (2010) with its sole emphasis on the capacity of people to
cope with natural hazards and respond to them could be based on the assumption that the
physical and economic systems could autonomously adapt to the occurrence of a natural
hazard.

In drawing lessons for determining the concepts of vulnerability to use in the thesis, the
distinction drawn by Thatcher et al. (2013) in conceptualizing vulnerability from two
viewpoints is useful. First, they define vulnerability as the potential exposure to a
physical hazard. For example, this would include vulnerability to the coastline from
RSLR. Second, they define vulnerability in terms differential losses of people affected by
a natural hazard resulting from differences in adaptive or coping capacities of
communities. The thesis adopts the first viewpoint in the second objective to develop and
determine a physical-based CVI and adopts the second viewpoint in the third objective to
identify the variables that influence the level of personal concern to water-related
problems arising from RSLR. Subsequently, the variables identified are related to
augmenting the effectiveness of social and physical infrastructure services to improve
household adaptive capacity. A review of these issues is provided in Section 2.7. While it
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is acknowledged that the two viewpoints are interrelated, for purposes of this thesis they
are considered to be distinct.

The overall approach adopted in the thesis stems from the IPCC definition of
vulnerability which is the most comprehensive both in terms of components and systems
incorporated. In the second objective, physical vulnerability is equated with coastal
vulnerability. In the third objective, the Kelly and Adger (2000) definition of
vulnerability with its emphasis on human adaptive capacity is adopted.

2.4 Assessment of Coastline Change

The methodology for coastline extraction and measurement of change follows two
sequential stages. First, the extraction of coastlines from satellite images is based on
remote sensing techniques (Lakhan, 2016). Second, the measurement of change of the
temporally and spatially delineated coastlines i.e. the quantitative assessment of erosion
and accretion rates uses the Digital Shoreline Analysis System (DSAS) proposed by
Thieler and Danforth (1994) and Thieler et al. (2009).

2.4.1 Coastline Extraction using Satellite Imagery

The corner stone of the techniques to extract coastlines from satellite images is to exploit
differences in the spectral reflectance signatures of water from non-water bodies. In this
context, the differences in tidal heights between satellite images will play a pivotal role in
coastline extraction. For example, the dry/wet boundaries of a satellite image would
differ significantly between high and low tidal levels which are affected by both daily and
seasonal factors. As a result, the reflectance of sensor bands would be affected and
introduce errors in coastline detection. Gomez et al. (2014) have emphasized the
importance of varying tide conditions in extracting coastlines. Their approach has been to
utilize satellite images that are similar in tidal conditions, time of day and date of
acquisition over similar months or seasons.
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In general, five main techniques can be identified that extract the coastline from satellite
images. First, the on screen digitizing method could be used by super imposing one
coastline on another in order to visualize coastline differences over time (Maiti and
Bhattacharya, 2009; Rahman et al., 2011). While this method is based on experience,
expertise and specialized skills of the analyst, it is highly subjective.

Second the unsupervised and supervised classification methods have been used to extract
the coastlines from satellite images. Classification refers to grouping pixels that have the
same spectral reflectance properties in an image (Lakhan, 2016). The grouping of pixels
represents different land/water cover types. In supervised classifications, the analyst
processing the image guides the image processing software to classify land/water cover
types by focusing on their spectral signatures. In unsupervised classifications, the
software is used to do the processing (Yu et al., 2011; Gomez et al., 2014).

Third, edge detection is based on discontinuity in image intensity (grey values) at or near
boundaries that change abruptly. Edge detection for coastal extraction based on
identifying significant pixel intensity changes between water and non-water bodies. The
Canny edge detector has been widely used for water feature extraction (Canny, 1986).
The Canny algorithm requires the setting of two related threshold values. The Otsu
(1979) algorithm can be used to calculate the high threshold value which is needed for
the Canny algorithm. Xu-Kai et al. (2012) used the Otsu algorithm in the Canny edge
detection model to identify coastlines along the Qinhuangdao coastline of China. Kuleli
et al. (2011) applied the Otsu algorithm to detect shorelines on the coastal Ramsar
wetlands of Turkey.

The fourth technique for coastline extraction is image segmentation which determines the
boundary (coastline) separating two homogeneous regions (water and non-water bodies).
Segmentation techniques based on spectral bands TM band 5, band ratios TM bands 2
and 5 and TM band 2 and 4, the normalized difference water index (NDWI) and modified
normalized difference water index (MNDWI) have been widely used in the literature on
coastal extraction.
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In the single band approach, the histogram of the reflectance values for TM band 5 versus
the frequency of occurrence of these values will indicate that water with low digital
number (DN) values form one peak and land and vegetation with high DN values form
another peak. The histogram of TM band 5 usually displays a sharp double peaked curve
due to minimal reflectance of water and high reflectance of vegetation. The transition
zone between water and non-water bodies resides between the peaks. A threshold value is
then determined for the TM band being used between the two peaks to delineate water
from land. This is termed histogram thresh holding.

Band combinations which could be termed spectral indices magnify water from nonwater bodies by exploiting differences in the spectral signatures. Three types of spectral
indices for image segmentation are highlighted. Alesheikh (2004, 2007) demonstrated the
effectiveness of multiplying two images consisting of separating land from water through
histogram thresh holding and an image resulting from TM band (2 / 5) > 1 and TM band
(2 / 4) > 1 in coastline extraction.

McFeeters (1996) proposed the normalized difference water index (NDWI) to delineate
water from non-water bodies:

NDWI = (TM band 2-TM band 4) / (TM band 2 + TM band 4)

(1)

The rationale for the NDWI is based on exploiting the differing reflectance values of TM
bands 2 and 4 with respect to water and non-water features (soil, vegetation and land).
The NDWI would be greater than zero and less than one for water and less than zero for
soil and vegetation and land.

Xu (2006) pointed out through a case study that the NDWI does not achieve its goal of
eliminating non-water features in water regions that have the background of built-up land
which introduces noise. This led Xu (2006) to propose the modified normalized
difference water index (MNDWI):
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MNDWI = (TM band 2 – TM band 5) / (TM band 2 + TM band 5)

(2)

With the digital number (DN) values of TM band 5 being greater than the DN values of
TM band 2 for built-up land, the numerator in equation (2) is negative thereby
eliminating the noise that was experienced with built-up land in NDWI. The MNDWI is
greater than zero with an upper limit of one for water features. The MNDWI for nonwater features is negative.

While edge detection is simpler to implements than image segmentation, edge detection
methods generate edge detectors that are discontinuous and can rarely generate a
coastline completely. Against this drawback of edge detection, image segmentation can
create a continuous boundary. However, segmentation methods face difficulties in
determining a reliable threshold in determining the boundary. As a result, segmentation
has been followed by edge detection in coastline delineation.

The fifth technique for extraction of coastlines from satellite images can be described as
fully automated. Xu-kai et al. (2012) propose an automated detection of coastlines
incorporating MNDWI and Canny edge incorporating the Otsu method to extract the
Qinhuangdao coastline in China. Kuleli et al. (2011) proposed an automatic detection of
shoreline change in the coastal Ramsar wet lands of Turkey through the integration of
NDWI segmentation and Otsu automatic thresh holding to generate a binary image of
land and water. These studies by Xu-Kai et al. (2012) and Kuleli et al. (2011)
demonstrated that fully automated techniques represent an efficient and accurate
technique in coastline extraction.

The accuracy of extracted coastlines from Landsat imagery depends on a number of
factors. First, the contrast between wet and dry sand depends on both tidal height and
stage and swash which is the white part of the water that washes up in the beach after an
incoming wave has broken. The effects of tidal height and stage can be controlled by the
choice of the Landsat images that are used to extract the coastline. The type of swash
depends on wave conditions and beach morphology. As the swash retreats, there are
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varying degrees of water left by the swash at different times. The water line, therefore
changes over time thereby affecting the accuracy of shoreline delineation. The
implications for the accuracy of extracted coastlines would need to be compared to aerial
photography at similar times (Leatherman, 1983; Crowell et al., 1991; Galgano and
Douglas, 2000; Gomez et al., 2014). Second, accuracy would also depend on the quality
on pre-processing of Landsat images and the suitability of the coastline extraction
technique for the study area.

2.4.2 Measurement of Coastline Change
The DSAS consists of three main components: (i) definition of a baseline for the
shoreline; (ii) generation of orthogonal transects to the baseline at a user defined distance
to separate the transects; and (iii) estimation of rates of change along each transect. In
(iii), the DSAS estimates the rates of change in the shoreline as the difference measured
between shoreline positions between different periods of time. Theiler et al. (2009)
provide a variety of statistical measures to measure shoreline changes including net
shoreline movement (NSM), end point rate (EPR), linear regression rate (LRR), and
weighted linear regression rate (WLR).

The NSM reports the total distance between the oldest and youngest shorelines for each
transect. The NSM is a distance and not a rate. The formula for the EPR is the distance of
the NSM divided by the time elapsed between the oldest and youngest shoreline. It
represents a rate. The advantages of the EPR are simplicity along with minimal data
requirements of just two shorelines. Its disadvantage is that in cases where data for more
than two shorelines exist, the information about shoreline behavior provided by
additional shorelines is neglected. The LRR is determined by fitting a least squares
regression line to all shoreline points that intersect a particular transect. The rate of
change i.e. erosion and accretion is the slope of the line. The advantages of linear
regression include: (i) all the data are used; (ii) the method is mechanical; (iii) it is an
accepted statistical concept; and (iv) it is simple to apply. In the WLR, shorelines with
higher uncertainty are assigned a lower weight.
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Dolan et al. (1991), Thieler et al. (2009), and Genz et al. (2007) state that the LRR tends
to underestimate the rate of coastline change compared to other statistics like the EPR.
Dolan et al. (1991) attributed this to non-linearities in coastline movements. They
indicated that in coastal areas where rates of shoreline change are constant over time, the
change statistics give identical results. However, when shoreline change is non-linear, the
LRR which is a linear estimation method can only approximate the rate of change. As the
levels of non-linearities increase, the approximation becomes worse. Genz et al. (2007)
attributed the underestimation of the LRR to it being affected by outlier effects. Thieler et
al. (2009) state “the linear regression method is susceptible to outlier effects and also
tends to underestimate the rate of change relative to other statistics, such as EPR”. In
their study of shoreline variations of the Jonian littoral in Italy, Aiello et al. (2013)
adopted the EPR while noting that the LRR tends to underestimate the rate of change as
compared to other change statistics like the EPR.

In arriving at their conclusion, Dolan et al. (1991) used data for 65 km along the
Outerbanks of North Carolina from Cape Hateras to Oregon Inlet. The study area was
selected because of the dynamic behavior of the shoreline and a rich data base. Transects
were established at 50 m intervals. The shoreline positions used in the analysis were
plotted along a transect indicating a non-linear temporal trend. Change statistics were
used on the transect. The greater the non-linearity along transects, the greater was the
underestimation of the LRR compared to the EPR. Regarding outliers, Dolan et al. (1991)
indicated that the problem of outliers arose when there was a change in the source of
long-term data set of shoreline positions. Regressions computed from using data
containing earlier shoreline positions in the context of a cluster of more recent shoreline
positions resulted in the LRR being underestimates of shoreline change.

2.4.3 Application of Coastal Extraction Techniques and DSAS in Empirical Studies

Given the evolution of methodology for extraction of coastlines from satellite imagery,
the ready availability and improvements in Landsat data, and the easy access to DSAS in
ArcGIS (ESRI, 2015), research is now done in numerous countries on coastline changes
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and their measurements. Dewidar and Frihy (2010), Ahmad and Lakhan (2012), Romine
and Fletcher (2012), Sarwar and Woodroffe (2013), Gomez et al. (2014), and Parthasarty
and Natesan (2015) have placed the baseline on shore following the trends of the
shorelines. Kaliraj et al. (2014) use the oldest shoreline as their baseline with a 1 km
onshore buffer. In contrast, Sheik and Chandrasekar (2012) and Kusimi and Dika (2012)
have adopted off shore baselines. The intervals for transects have varied widely. At the
lowest end were 10 m by Brooks and Spencer (2012), 18 m by Kumar and Kunte (2012)
and 20 m by Romine and Fletcher (2012). At the highest end were 500 m adopted by
Kunte et al. (2014) and Bagdanaviciute et al. (2015). Ten studies took 100 m as the
transect interval while five studies adopted 50 m. The number of transects generated also
varied greatly. At the lowest end, Thieler and Danforth (1994) used 25 transects, Ahmad
and Lakhan (2012) used 86 transects, Brooks and Spencer (2012) used 100 and Murali et
al. (2013) used 84 transects. At the highest end Morton et al. (2005) used 27326 transects
while Sarwar and Woodroffe (2013) used 16499 transects. In the change statistics, Sheik
and Chandrasekar (2011), Ahmad and Lakhan (2012) and Bouchahma and Yan (2013)
used the LRR. Romine and Fletcher (2012) and Jayson-Quashigah et al. (2013) adopted
the WLR. Most of the studies used the EPR and some used it in conjunction with the
NSM.

Table 2.1 provides a summary of twelve studies that are of particular significance to this
thesis because they utilized remote sensing imagery, GIS and the DSAS to assess and
estimate coastline change. Except for Gomez et al. (2014), all the studies reviewed in
Table 2.1 focus on developing countries. It highlights the similarities and differences in
goals, coastal extraction procedures, application of DSAS and reporting of results in the
studies reviewed.
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Table 2.1: Highlights of Studies on Coastal Extraction from Satellite Imagery and
Digital Shoreline Analysis System.
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The studies in Table 2.1 indicate that the coastal extraction techniques adopted differ
greatly. For example, Dewidhar and Frihy (2010) and Gomez et al. (2014) applied an
unsupervised classification to distinguish water from non-water bodies. While the former
applied MSS band 7 and TM band 4 to distinguish water from non-water bodies, the
latter applied TM (3 / 5) for sand, Normalized Difference Vegetation Index (NDVI) for
vegetation and Modified Normalized Difference Water Index (MNDWI) for water.
Further Dewidhar and Frihy (2010) applied the Sobel filter to sharpen edge detection of
their classified image. In the use of image segmentation to distinguish water form nonwater bodies Sarwar and Woodroffe (2013) and Kusimi and Dika (2012), apply a TM 2
and TM 5 band ratio, Ahmad and Lakhan 2012 apply image multiplication proposed by
Alesheikh (2004, 2007) and Kuleli et al. (2011) and Bouchahma and Yan (2013) use the
Normalized Difference Water Index (NDWI) followed by edge detection.

In the application of DSAS, transects have been mainly placed in 50-100 m intervals. The
number of transects has varied greatly depending on the length of the shoreline. The rate
of change statistics have been mostly limited to net shore movement (NSM), end point
ratio (EPR) and linear regression rate (LRR). NSM and EPR have been favored when the
number of shorelines has been low.
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The studies by Parthasarathy and Natesan (2015), Bouchahma and Yan (2013), Sarwar
and Woodroffe (2013), Ahmad and Lakhan (2012), and Kusimi and Dika (2012) that
focus on low lying coastal areas with significant sediment deposits are relevant for this
thesis. Gomez et al. (2014) provide useful insights for data and coastal extraction
techniques.

The goal of Parthasarathy and Natesan (2015) was to assess the vulnerability of the low
lying Tuticorin coast off the Gulf of Mannar in India using a CVI. They utilized Landsat
images for 1979, 1987 and 1999 as well as India’s 2009 and 2011 IRS-LISS 3 satellite
images. In their application of the DSAS, they adopted an onshore baseline that was 2 km
behind the actual shoreline, a 100 m transect interval with no information being provided
in the number of transects. EPR and LRR were used to indicate coastal change that varied
from -7.9 m to 16.3 m per year.

The aim of Bouchahma and Yan (2013) was to monitor shoreline change in the three
regions of Rass Errmall, El Kastil and Agair in the low lying Djerba Island in the South
East of Tunisia. They used eight Landsat images from 1984-2009. For coastal extraction,
they applied the normalized difference water index (NDWI) for image segmentation and
Canny edge with Otsu algorithm to delineate the coastline. In their application of DSAS
they adopted an onshore baseline at 50 m transect interval, and 141 transects. They
adopted the end point rate (EPR) and the linear regression rate (LRR). Both erosion and
accretion processes were observed in their study area. The average erosion rate was -4.09
m per year and the average accretion rate was +11.7 meters per year in Rass Ermall. El
Kastill had an accretion rate of +21.14 meters per year while Agair experienced an
erosion rate of -6.95 meters per year.

Sarwar and Woodroffe (2013) measured rates of coastal change in the low lying alluvial
and deltaic plains of Bangladesh using Landsat images for 1989 and 2009. They
considered six images each for 1989 and 2009 to ensure no cloud cover and similar tidal
stage. They used the band ratio TM (5 / 2) to delineate water from non-water bodies. In
their application of DSAS they adopted an onshore baseline, a transect interval of 50 m
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and 16,499 transects. They used NSM and EPR as their change statistics to show that
while Bangladesh as a whole experienced an accretion rate of 2.62 m per year, sections of
the coast along Manipura had erosion rates of -9.46 m per year and Sandwip had an
accretion rate of 20.17 m per year.

Ahmad and Lakhan (2012) modeled and analyzed coastline advance and retreat in the
low lying areas of the Demerara coast in Guyana through the application of remote
sensing methodology and GIS techniques. They used historical data from empirical field
measurements for 1941-1987 to identify coastline change and related them to changes in
the sediment budget in Guyana. Further they utilized seven Landsat images spanning the
period 1987-2006 to extract coastlines. Ahmad and Lakhan (2012) multiplied the binary
images from the histogram thresholding of TM band 5 and image resulting from band
ratio TM (2 / 4) > 1 and TM (2 / 5) > 1 to delineate water from non-water bodies. In their
application of DSAS they adopted an on shore baseline, a transect interval of 300 m and
86 transects. They used the Linear Regression Rate (LRR) as their change statistic. They
established a close correspondence between the loss of sediment and erosion from
historical data. They confirmed a 30 year cycle of erosion and accretion in Guyana. The
LRR results of historical data and satellite data are similar. They demonstrated that the
Guyana coast is gradually retreating.

With the objective of assessing the impact of sea erosion, Kusimi and Dika (2012)
studied Ada Foah, a coastal town in the Accra region of Ghana that is low lying with a
tidal range of 1 m. They used a 1926 ground survey sheet and a February 2008 Landsat
image with no cloud cover to prepare shorelines for comparison. They extracted the 2008
shoreline using the TM (2 / 5) band ratio. They adopted an onshore baseline, 50 meter
transect interval, and net shoreline movement (NSM) and EPR as the change statistics to
arrive at an average erosion rate of -3.46 meters per year. After conducting household
surveys, they found that erosion had major negative socioeconomic impacts. Migration
was the highest social problem in the study area (46% of the respondents), followed by
homelessness (18%), loss of social identity (14%) and unemployment (10%).
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Gomez et al. (2014) provide useful insights for the application of coastal extraction
techniques. They developed a vulnerability indicator based on transitions from vegetation
to sand to water. They studied shoreline change and coastal vulnerability characterization
in South Uist and Benbecula in the low lying areas of the Outer Hebrides of Scotland for
1989-2011. They used Landsat images from 1989, 1995, 2003, and 2011 and aerial
photography to validate their findings. The month, date, and time of image selection were
determined to ensure that all four satellite images shared comparable characteristics in
terms of atmospheric condition, sun elevation, time of the year, and most importantly
tidal height and tidal stage. Supervised classification was used to separate land,
vegetation, and water. A hierarchical approach was adopted where sand (land) was
divided into wet sand and dry sand, vegetation was divided into grass and bush, and
water was divided into deep and shallow water. TM band (3 / 5), normalized difference
vegetation index (NDVI), and modified normalized difference water index (MNDWI)
were used to identify the training samples for sand, vegetation, and water. The change
detection was from vegetation to sand and from sand to water. DSAS was used to detect
both sets of changes. The 2003 lower limit of the land-based vegetation was used as the
onshore baseline. A 200 meter inshore and offshore buffer was created for the analysis of
coastal change and vulnerability. The transect interval was set at 100 meters. The number
of transects used was 172 for the lower limit of the land based vegetation and 140 for the
shallow water line. The authors considered the lower limit of land-based vegetation as an
indicator of the coastal edge and the shallow water line as the boundary between beach
sand and sea level. The displacement of the lower limit of the land-based vegetation
varied from -2.54 to +4.13 meters per year. The shallow water line advanced by +2.2
meters per year.

The review on satellite data used, coastal extraction techniques applied, and approaches
adopted by researchers in the application of DSAS indicates a number of insights that
warrant consideration for adoption in the attainment of the first objective of the thesis on
coastline change. In terms of the lessons learned for studies using satellite imagery for
low lying coastal areas the following emerge. First, all satellite images should be
approximately of the same month, day and time as well as being in low tidal conditions in
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order to minimize the errors emerging from dry/wet boundaries of a satellite image taken
at different tidal levels. Images should be cloud free. Second, the appropriate technique
for coastal extraction in Guyana would depend on the land cover type and the spectral
reflectance patterns. Third, the approaches adopted in the empirical studies on identifying
the baseline, determining transect intervals, and choosing change statistics in the use of
DSAS are relevant for the thesis.

2.5 Measurement of Physical Coastal Vulnerability

The method that is adopted to measure physical coastal vulnerability depends on the
goal(s) of the study, data availability, and the purpose for which the findings of the study
are to be used. While Ramieri et al. (2011) describe a variety of methods to assess coastal
vulnerability, this review will focus only on the coastal vulnerability index (CVI) which
will be used in the thesis to attain the second objective.

The CVI is the most widely used method to assess coastal vulnerability resulting from
RSLR. It focuses on physical vulnerability resulting from erosion and inundation
(Gornitz, 1990, 1991; Thieler and Hammar-Klose, 1999, 2000a, 2000b; Pendleton et al.,
2004, 2005, 2010a, 2010b). The CVI provides a simple numerical way to rank sections of
a coastline in terms of their potential for change that can be used to identify regions
where vulnerability is relatively high. The numerical CVI results can be shown on maps
to highlight regions with different levels of physical coastal vulnerability.

2.5.1 Methodological Issues

The objective of the quantitative assessment of physical based coastal vulnerability is to
determine a single composite index that will provide a numerical representation of
different levels of physical vulnerability. This involves four steps.

The first step in the estimation of the CVI identifies the key variables representing the
important drivers causing coastal vulnerability (Gornitz et al., 1991). The number of key
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variables and their typology can be modified according to specific needs. Typically, the
CVI formulation contains 6 or 7 variables.

Pendleton et al. (2004, 2010a) distinguished the geologic variables from the physical
process variables that together significantly influence the evolution of coastal areas. The
geologic variables include historical shoreline change rates, regional coastal slope, and
geomorphology. The physical process variables include relative sea level change, mean
significant wave height, and mean tidal range. The geologic variables affect a coastline’s
resistance to erosion and proneness to flooding. The physical process variables contribute
to inundation hazards along the coastline. The variables selected for the construction of
the CVI of Thieler and Hammar-Klose (1999, 2000a, 2000b) and Pendleton et al. (2004,
2005, 2010a, 2010b) accounted for the exposure and sensitivity of the coastal areas to
RSLR.

Given that the units in which these variables are expressed differ greatly, new unit
measures that incorporate vulnerability while at the same time ensure comparability
among the variables are devised in the second step. Quantification is based on the
definition of semi-quantitative scores according to a 1-5 scale (Gornitz, 1990; HammarKlose and Thieler, 2001, Pendleton et al., 2010a) with 1 indicating a low contribution to
coastal vulnerability of a specific key variable for the study area under consideration
while 5 indicates a high contribution. Alternatively, the second step can be described as
mapping the metric values of the variables to an ordinal scale. In the case of the
categorical variable i.e. geomorphology, the mapping is done from a type of physical
characteristic to an ordinal scale. The second step maps the property of a variable to a
scale. When all the variables are ranked in this manner, they become comparable in terms
of very low, low, medium, high, and very high vulnerability rankings for the variables.
In determining the ranking of each variable, the values of the variables are organized in
ranges that vary from very low (1) to very high (5) vulnerability rankings.

In the third step, a formula has to be chosen to integrate the key variables into a single
index. Gornitz and White (1992) and Gornitz et al. (1997) considered and applied
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sensitivity testing on different formulae considering 7 key variables for the derivation of
the final CVI. Using their terminology, three of their formulae are reported:

Product mean

CVI1 = (x1*x2*x3*x4*x5*x6*x7)
7

Square root of product mean

CVI2 = [CVI1]1/2

Sum of products

CVI3 = 4x1 + 4x2 + 2(x3 + x4) + 4x5 + 2(x6 + x7)

Where
x1 = rank of mean elevation

x2 = rank of local subsidence

x3= rank of geology

x4 = rank of geomorphology

x5 = rank of mean shoreline displacement
x6 = rank of significant wave height

x7 = rank of mean tidal range

While the product mean, CVI1, has the advantage of expanding the range of values, it is
sensitive to small changes in individual rankings. This was the rationale for the
introduction of the square root of the product mean. CVI2 which dampens the extreme
range was used in Gornitz (1991). Gornitz and White (1992) and Gornitz et al. (1997)
also considered CVI3 that was used in Gornitz et al. (1994). CVI3 represents a weighted
average as the weights applied to each variable differ from 2 and 4 indicating that the
contribution of each variable in determining the composite vulnerability differs.

The CVI formulation based on the square root of product mean, CVI2, was extensively
applied in applications at the local, regional and supra-regional level in the continental
US (Thieler and Hammar-Klose, 1999; Pendleton et al., 2004, 2005, 2010a, 2010b)
Pendleton et al. (2004, 2005, 2010a, 2010b) considered six variables that were combined
in the following equation:
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a= rank of geomorphology; b= rank of shoreline change rates; c= rank of coastal slope;
d= rank of relative sea level rate; e= rank of mean significant wave height; and f= rank of
mean tidal range.

In the fourth step, the CVI estimates are classified into 3 different groups in Gornitz et al.
(1997) or 4 different groups in Gornitz et al. (1991), and Thieler and Hammar-Klose
(1999). The CVI estimates are ranked in ascending order to which researchers apply
ranges to classify the coastlines into levels of vulnerability. This classification enables the
representation of the relative coastal vulnerability of different coastal segments in maps
of the study area of the researchers.

The CVI provides a numerical representation of different levels of physical vulnerability
to RSLR. The physical process variables represent the exogenous shock to the geologic
variables that would determine the extent of coastal vulnerability. The CVI methodology
and the resulting estimates are useful for a first assessment of the identification of priority
areas of coastal systems that are vulnerable to RSLR. In order to identify coastal
adaptation policies and programs, more detailed quantitative assessment would be
needed. For example Ozyurt et al., (2008) developed an index to specifically assess the
effects of RSLR. They integrated five sub-indices i.e. coastal erosion, flooding due to
storm surges, permanent inundation, salt water intrusion to ground resources and salt
water intrusion to rivers/estuaries. The sub-indices were integrated into a composite
vulnerability index.

The method that is adopted to measure physical coastal vulnerability would depend on
the goal(s) of the study, data availability, and the purpose for which the findings of the
study would be used. Ramieri et al. (2011) indicate that the methods used to assess
coastal vulnerability arising from RSLR fall into three main categories: (i) index-based
approach; (ii) GIS-based decision support systems; and (iii) dynamic computer models.
While each of the methods has advantages and disadvantages in terms of data
requirements, costs of acquiring the data, availability of open source remote sensing and
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GIS software, the choice of the coastal vulnerability measurement approach would
depend on the goal(s) of the study and the financial resources earmarked. The indexbased method has been favored by researchers world-wide (Abuodha and Woodroffe,
2006; Di Paola et al., 2011; Le Cozannet et al., 2013; Parthasarathy and Natesan, 2015;
Bagdanviciute et al., 2015 and Gorokhovich et al., 2014). It dominates the other methods
on grounds of ease of access to satellite imagery, availability of open source GIS data,
and freely available remote sensing and GIS soft wares needed for assessing coastal
vulnerability.

Based on the research of Gornitz and Kaniruck (1989) and Gornitz et al. (1994), Thieler
and Hammar-Klose (1999, 2000a, 2000b) applied the CVI to assess the vulnerability of
Atlantic, Pacific, and Gulf of Mexico coasts to RSLR. Pendleton et al. (2004, 2005,
2010a, 2010b) developed a CVI to assess the vulnerability of the coast of Assateague
Island in Maryland, coast of the Golden Gate National Recreational Area in Northern
California, and in the Northern Gulf coast to RSLR.

2.5.2 Application of CVI in Empirical Studies

The CVI methodology initially developed for the continental United States and
extensively applied there has been subsequently applied worldwide. There are two main
reasons. First, the ready availability of satellite imagery, remote sensing and GIS
software, and the recognition of the importance of assessing coastal vulnerability to the
hazard of RSLR have greatly accelerated the measurement of CVI. Second, with the
increase in the occurrence of extreme weather related events in the 21 st century, the
interest in research on coastal vulnerability has increased significantly. Consequently,
research is now done in numerous countries including developing countries on coastal
vulnerability. A review of the literature highlights coastline change and vulnerability
assessment research being done in Argentina (Diez et al., 2007), Australia (Abuodha and
Woodroffe, 2006), Bangladesh (Islam et al., 2015; Uddin, 2015), Brazil (Szlafsztein and
Sterr, 2007), Canary Islands (Di Paola et al., 2011), China (Yin et al., 2012), France (Le
Cozannet et al., 2013), Ghana (Kusimi and Dika, 2012), India (Pramanik et al., 2015;
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Parthasarathy and Natesan, 2015; Mahapatra et al., 2015; Kunte et al., 2014; Murali et
al., 2013;), Lithuania (Bagdanviciute et al., 2015), Philippines (Clavano, 2012), South
Africa (Palmer et al., 2011), Thailand (Duriyapong and Nakhapakorn, 2011), Turkey
(Ozyurt and Ergin, 2010), United Kingdom (Gomez et al., 2014), United States of
America (Gorokhovich et al., 2014).

The findings from the review are reported in terms of the four methodological steps in the
estimation of the CVI. In the first step, while most studies broadly incorporated the
geologic and physical process variables described in Pendleton et al. (2004, 2005, 2010a,
2010b) and also used in Thieler and Hammar-Klose (1999, 2000a, 2000b), in some
studies the variables were interchanged with those considered to be more suitable to the
study area being considered. Abuodha and Woodroffe (2006) assessed the vulnerability
of seven beaches of the Illawara coast in Australia through a customization process that
replaced the geomorphology and coastal slope variables with dune height, barrier type
and beach type as they were deemed to be more representative of the Illawara coast.
Pramanik et al. (2015), Joevivek et al. (2013) and Di Paola et al. (2011) included mean
elevation and geology as variables that had been originally proposed by Gornitz (1991).
Bagdanaviciute et al. (2015) introduce a set of coastal vulnerability variables that
characterize low lying coastal segments with negligible tidal range affected by substantial
storm surges. They retained coastline change and sea level rise but replaced the others
with underwater slope, beach width, beach height, sand bars, and beach sediments. Kunte
et al. (2014) in their study of Goa in India replaced coastal slope and geomorphology
with beach width and bathymetry.

There are two viewpoints on the effect of tidal range on vulnerability. First, higher tidal
ranges are expected to lead to greater wave attack resulting in erosion and coastline
retreat while lower tidal ranges with lower wave energy are likely to lead to slower
coastline retreat (Gornitz et al., 1994). Second, coastal areas with low tidal range have
been observed to be at high tide during a storm and hence are more vulnerable to erosion
and flooding (Pendleton et al., 2005, 2010a, 2010b). Accordingly, some studies have
ranked coastal regions with a high tidal range as highly vulnerable (Addo, 2013; Di Paola
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et al., 2011; Duriyapong and Nakhapakorn, 2011; Yin et al., 2012). Following, the studies
of Thieler and Hammar-Klose (1999); and Pendleton et al., (2005, 2010a, 2010b), other
studies designated coastal areas with a low tidal range as the more vulnerable (GakiPapanastassiou et al., 2010; Gorokhovich et al., 2014; Joevivek et al., 2013; Karymbalis
et al., 2012; Ozyurt and Ergin, 2010; Parthasarathy and Natesan, 2015). The effect of
tidal range on vulnerability will depend on conditions prevailing in the study areas.

In the second step, there are two issues that need to be considered: (i) the number of
vulnerable ranking categories; and (ii) the ways to rank each variable in terms of
establishing the ranges within which each variable would be ranked. The number of
relative ranking categories used in the studies has varied. Theiler and Hammar-Klose
(1999, 2000a, 2000b), Pendleton et al. (2004, 2005, 2010a, 2010b), Karymbalis et al.
(2012), and Bagdanaviciute et al. (2015) used five relative ranking categories on an
ordinal scale from one to five. Parthasarathy and Natesan (2015) and Murali et al. (2013)
adopted an ordinal scale of one to four while Kunte et al. (2014) adopted an ordinal scale
of one to three in establishing their relative rankings categories. There are no standards
that have been established in the literature for the ordinal scale or the number of
vulnerability ranking categories in the CVI.

Once the number of vulnerability ranking categories is established, the range used by
authors for each variable to map from the metric number to the ordinal scale has varied.
In the US, Gorokhovich et al. (2014) have used the ranges of the variables as adopted by
Thieler and Hammar-Klose (1999, 2000a, 2000b). Addo (2013), Di Paola et al. (2011),
and Diez et al. (2007) have used the same ranges as adopted in Gornitz (1991). The
majority of CVI studies reviewed have modified the ranges to those originally adopted by
Gornitz (1991, 1992, 1997), Thieler and Hammar-Klose (1999, 2000a, 2000b) and
Pendleton (2004, 2005, 2010a, 2010b). These include Duriyapong and Nakhapakron
(2011), Gaki-Papanastassiou et al. (2010), Joevivek et al. (2013), Murali et al. (2013),
Parthasarathy and Natesan (2015), and Ozyurt and Ergin (2010).
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The important conclusion that emerges from the review of the literature of the second
step is that no standards exist on the number of vulnerable rankings in terms of an ordinal
scale. Further, no standards exist to determine the range of each variable to be used to
map from the metric measurement of the variable to the ordinal scale that is used in
establishing the number of vulnerable rankings. The judgment of the researcher is critical
in the second step.

In the third step, most studies reviewed adopted the CVI2 formula with the implicit
assumption that all the geologic and physical process variables are equally important in
contributing towards coastal vulnerability. The exceptions found include Bagdanviciute
et al. (2015), Mahapatra et al., (2015), Ozyurt and Ergin (2010), Yin et al., (2012), Le
Cozannet et al., (2013), and Murali et al., (2013) whose studies apply differential weights
using variants of the CVI3 formula.

In the fourth step, once the CVI values were estimated, they were classified into different
groups of 3 or 4 (Thieler and Hammar-Klose, 1999; Murali et al., 2013). With this kind
of classification, coastlines were identified as those with very low, medium, high, and
very high vulnerability. The coastal maps with this kind of classification were presented
in the studies.

This review of CVI indicates that the methodology is straightforward and gives
researchers degrees of freedom to determine the components of each of the four steps that
are relevant to meet the objectives of the research. All the studies demonstrated that the
data requirements are intensive in the estimation of the CVI. The data for the geological
variables can be sourced from satellite and bathymetry images that are available from
global data banks at minimal cost.

The review leads to the conclusion that the methodology for CVI developed by Gornitz
(1990, 1991) and originally applied in the US by Thieler and Hammar-Klose (1999,
2000a, 2000b) and Pendleton (2004, 2005, 2010a, 2010b) and subsequently applied
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worldwide is relevant for meeting the second objective of this thesis. The data sources
identified in the studies reviewed are relevant for estimating the CVI for Guyana.

2.6 Identification of Variables that influence the Personal Concern of Individuals for
the Environment

An extensive literature has emerged on the concern for the environment as shown by
Gifford and Nilsson (2014) who provide a comprehensive review of over 200 scholarly
studies from 1967 to 2013 on the personal and social factors that influence proenvironmental concern and behavior of individuals. The influences are grouped into
thirteen personal and five social factors. In the attainment of the third objective of the
thesis, the more important findings of Gifford and Nilsson (2014) on four personal
factors, namely, knowledge and education, place attachment, age, and gender and three
social factors i.e. urban-rural difference, social class, and proximity to problem sites are
reported:

(i)

Correct knowledge is a requirement for informed decision making with
respect to pro-environmental choices. In general in both developed and
developing countries, people with more education are more concerned about
the environment. The exception is Norway.

(ii)

People with a strong attachment to a place want to protect it. This is indicated
from the evidence in Canada and India. The inclusion of place attachment
doubled the predictability of Australian landowner’s conservation of native
plants.

(iii)

When discussing age, Gifford and Nilsson (2014) draw a distinction between
environmental concern and environmental behavior. Most research reviewed
demonstrates that younger people are more environmentally concerned than
older people. However, older people are found to participate in more proenvironmental activities than younger people. In the age group 4-18, the
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management of resources improves with increases in cognitive ability. Girls
manage better at early ages while boys sometimes manage better at later ages.

(iv)

Research from the mid-1990s onwards suggests that women tend to report
stronger environmental concerns, attitudes, and behaviors than men. In China,
this pattern was reported for women in domestic activities. However, outside
their homes, women expressed lower levels of concern than men. Also, there
were no gender differences in behavior outside the home.

(v)

The research results on urban versus rural residences in different countries
have yielded differing results. In China, people living in larger cities engaged
in more pro-environmental behaviors than people living in smaller cities.
Urban Germans reported greater verbal commitment to environmental issues.
Students in the UK who were raised in rural areas demonstrated more positive
attitudes towards the natural environment as compared urban-raised students.

(vi)

In the context of the residents of richer countries reporting preferences for
general environmental improvement measures over economic growth as
compared to the residents of poorer countries, middle and upper-middle class
individuals in richer countries reported greater concern for the environment.

(vii)

In an examination of proximity to problem sites, the evidence indicated that
people living closer to a problem site such as a landfill or waste disposal site
tend to be more concerned about environmental problems.

(viii) People were supportive of a reduction in the emission of greenhouse gases
provided that these efforts would not endanger their employment
opportunities. This evidence was reported for developed countries.

These findings of Gifford and Nillson (2014) provide an overview that is useful in the
review of studies that are pertinent for attaining the third objective of the thesis.
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2.6.1 Modeling Multi -Dimensional Categorical Data

The studies reviewed by Gifford and Nillson (2014) span many disciplines including
psychology, environment, and business. Survey data of households and individuals are
the basis for the empirical findings. The survey data consist of both non-metric and
metric variables. The non-metric variables could be categorical or ordinal (Gilbert, 1981).
The most basic level of measurement is known as the categorical or nominal level.
Measurement at the categorical level only applies names or labels to the variables being
measured. For example, survey data containing respondents that are male and female or
urban and rural would be classified with names or labels. The classified data cannot be
ordered or ranked. In contrast, measurement at the ordinal level means that the data can
be ranked. For example, respondents to surveys that were asked for an opinion about their
levels of concern about the environment in terms of no, little, somewhat, and high
concern represent ordinal measurement. In ordinal measurement, while the levels of
concern are ordered or ranked, no conclusion can be drawn about the amount of
difference between the levels of concern. In metric measurement, the numbers can be
added, subtracted, multiplied, and divided.

Log linear analysis is a technique used in statistics to examine the relationship between
more than three categorical variables. Fischer (1978) presents a number of techniques
which could be used to explore the model-building stage of research in order to analyze
multi-dimensional contingency tables. These techniques could include forward selection
and backward elimination. The simplest data-driven model building approach is called
forward selection. In this approach, variables are added to the model one at a time. At
each step, each variable that is not already in the model is tested for inclusion in the
model. The most significant of these variables is added to the model, so long as its
statistical significance value is below some pre-set level (Sig.<.05). In forward selection,
the process begins with a model including the variable that is most significant in the
initial analysis, and continues adding variables until none of remaining variables are
"significant" when added to the model. Forward selection has shortcomings, including

42

the fact that each addition of a new variable may render one or more of the already
included variables non-significant.

An alternate approach which avoids this is backward selection. Under this technique, the
process begins with considering a model where all the effects are included or starting
with fitting a model with some of the effects of interest included following an initial
screening procedure. Then the least significant effect is dropped as long as it is not
significant at the chosen critical level. This is continued by successively re-fitting
reduced models and applying the same rule until all remaining variables are statistically
significant. In this thesis, the backward elimination procedure is adopted.

Linear models are fitted to the data to predict expected frequencies or the number of
cases expected in a category. Models are tested to find the most parsimonious or the least
complex model that best accounts for the variance in the observed frequencies (Brown,
1976; Gilbert, 1981; Dillon and Goldstein, 1984; and Agresti, 2013). The lower is the
difference between the observed and the model generated expected frequencies or lower
is the error, the better is the goodness of fit.

An outline of the features of log linear analysis that is relevant for the thesis is provided
below.

The goal of log linear analysis is to determine which model components are necessary to
retain in order to best account for the observed frequencies in the data. Model
components are the number of main effects and interactions in the model. If the
relationship between four variables is being studied A, B, C and D , there are 15 model
components in the saturated model: 4 main effects (A, B, C, D), 6 two-way interactions
(A*B, A*C, A*D, B*C, B*D, C*D), 4 three-way interactions (A*B*C, A*B*D, A*C*D,
B*C*D) and 1 four-way interaction (A*B*C*D).

The log linear models can be viewed as a spectrum between two extremes with the
simplest model at one end and the saturated model at the other (Gilbert, 1981). The
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simplest model is the model where all the expected frequencies are equal. This is true
when the variables are not related. The saturated model is the model that includes all 15
model components. This model will always explain the data the best, but it is the least
parsimonious as everything is included. Using the observed categorical data, the goal of
log linear analysis is to find a model between the two extremes in order to ensure that the
resulting expected frequencies from the model is a good fit with the observed frequencies
in the data set.

Log linear models can be hierarchical or nonhierarchical. Hierarchical models are the
most common. The characteristic of a hierarchical log linear model is that it contains all
the lower order interactions and main effects of the interaction that is under examination.
For example, the interaction term A*B*C includes the two-way interaction terms A*B,
A*C, B*C and the main effects A, B, and C.

As indicated, in log linear analysis, backward elimination is used to determine which of
the model components need to be retained in order to best account for the data. Log linear
analysis can start with the saturated model and the highest order interactions are removed.
At each stage, after the removal of the highest order interaction, the likelihood ratio chisquare statistic is computed to measure how well the model fits the data. The highest
ordered interactions are no longer removed when the likelihood ratio chi-square statistic
is significant with a value of less than 0.05.

The closer are the observed frequencies to the expected frequencies the better is the
model fit. If the likelihood ratio chi-square statistic is non-significant at close to 1.00,
then the model fits well or the estimated expected frequencies are close to the observed
frequencies. If the likelihood ratio chi-square statistic is significant, then the model does
not fit well or calculated expected frequencies are not close to observed frequencies.

A feature in log linear analysis is that there is no clear distinction between the variables
that are independent and those that are dependent variables. All variables are treated the
same. Rather, the results of the most parsimonious model can be interpreted to signify the
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influence of variables in the interactive terms. For example, if A represents age, B
represents education, and C represents concern for the environment, and A*B*C is
included in the most parsimonious model, then it could be stated that age and education
influence concern. However, this does not mean that concern is dependent on age and
education.

2.6.2 Log Linear Analysis to Identify Factors Influencing Personal Concern for the
Natural Environment

The application of log-linear analysis to categorical data enables the identification of
complex interaction structures which cover various forms of effects and associations.
Methods for the analysis of interactions have proved to be useful when the focus of
interest is on the joint behavior of the variable or the effects of some of them on others in
contrast to the individual analysis of the variables (Agresti, 2013). The identification of
complex interaction structures (Azen and Walker, 2011), and as such will facilitate the
determination of the patterns of effects and associations among variables of interest in the
dataset.

In the application of modeling multi-dimensional categorical data, three studies that
applied log linear models to categorical data for the purpose of identifying factors that
influence personal concern for the natural environment are considered.

The objective of Ronald (1997) was to evaluate rural urban differences in environmental
concern in Guyana through the application of log linear analysis. The data set consisted
of 1062 randomly selected questionnaires from a survey conducted by the Canada
Caribbean Research Group in Essequibo, Demerara, and Berbice in Guyana. The
questionnaires collected information on major environmental concerns at a personal level
and factors that affect those concerns. The data set utilized by Ronald (1997) consisted of
environmental concern, urban and rural location, educational attainment of respondents,
gender, and age. Log linear analysis was applied to four and five dimensional
contingency tables. In order to determine the most parsimonious model, the analysis of
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Ronald (1997) could be described in three steps. The first step was used to find a model
to serve as a starting point in order to explore the types of interactions that could be
expected in the final model. K-factor interactions were fitted to the observed data. In the
second step, the aim was to identify a subset of models arising from the four and five
dimensional contingency tables. Marginal and partial association tests were used to
identify each of the possible effects that could be included in the final model. The first
two steps led to the identification of an initial model. Starting with this initial model, the
third step used a backward elimination procedure to determine the most parsimonious
model. The three main results were (i) the relationship between educational attainment
and concern for the environment was strong and respondents with more than 15 years of
education were more concerned about the environment; (ii) respondents who lived in
urban areas were more concerned about the environment; and (iii) women with higher
levels of education were more concerned about the environment.

Lakhan and Lavalle (2002) used log linear models to assess factors that influence
personal concern for the natural environment in Guyana. They identified the interactions
and interrelationships that underlie multi-dimensional survey data on the environment. In
1997, the senior author participated in the conduct of surveys of 1600 citizens that were
randomly selected from 36 communities throughout Guyana. While 965 samples were
collected in urban areas, 695 samples were collected in non-urban areas. The questions
focused on the education, age, residential location, and gender factors as they affected
personal concern for the environment. Log linear analysis was applied to a five
dimensional contingency table. K-factor interactions, marginal and partial association,
and backward elimination were used to identify the most parsimonious model. The three
main results were: (i) there is a direct relationship between education and personal
concern for the environment; (ii) there is interaction between age and education with
younger respondents expressing greater concern for the environment as compared to
older respondents; and (iii) residential location and gender do not have statistically
significant association with personal concern for the environment.
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The objective of Parizanganeh et al. (2011) was to apply log linear techniques to
categorical environmental survey data in order to identify the most significant factors that
influence the personal concern for the natural environment in Iran. During 2006-2007,
interviews were conducted with 5645 male and 3417 female respondents from different
age groups, educational levels, occupational categories, and residential locations. Each
respondent answered 15 questions that provided information on age, gender, religious
background, education, residential location, knowledge of sustainability, environmental
problems, and concern for the environment. Log linear techniques were applied to a 5
dimensional contingency table comprising concern for the natural environment,
educational attainment, age, gender, and residential location. In the log linear analysis,
marginal and partial association tests and backward elimination were used to determine
the most parsimonious model. The three main results were: (i) high levels of educational
attainment had a close correspondence with high concern for the natural environment; (ii)
rural and urban male and female respondents in the 15-24 age category and with 10-12
years of education had the strongest interaction with personal concern for the
environment; and (iii) close interactions were found between concern for the
environment, gender, and age as well as between concern for the environment, gender,
and location.

The review in Sections 2.6.1 and 2.6.2 is highly relevant to the attainment of the third
objective of the thesis. While the focus of the third objective is to identify the variables
that influence the personal concern arising from water-related problems arising from sea
level rise, the methodology of log linear analysis, the use of categorical survey data of
people, and the combined use of graphical and log linear analysis can be usefully
incorporated in the thesis.
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2.7 Assessment of Household Adaptive Capacity through Semi-Structured
Interviews

Adger (1999) concentrated on a single district in Vietnam to analyze the processes
leading to social and physical vulnerability in the face of natural hazards. Xuan Thuy is
an agricultural district in Nam Dinh Province on the fringe of the Red River Delta in
northern Vietnam. The district was physically vulnerable to climatic changes due to its
topography, proximity to the coast, and the condition of its physical infrastructure. Data
for analysis of institutional adaptation and of institutional inertia in the treatment of
climate related extremes in Xuan Thuy District were collected through acquiring
qualitative data from Commune-level officials and from households within these
Communes. This involved semi-structured interviews with Commune officials in 11
Communes in Xuan Thuy and with households within those Communes in April and May
1996. The same Communes were used as for the quantitative household survey with all
of the coastal as well as two inland Communes being covered for both officials and
household respondents. This approach was aimed to produce qualitative data on
Commune-level institutional practices; on household-level adaptation; and underlying
views on the hazardous nature of the physical environment. The data collection was
based on a mixture of qualitative household surveys that focused on assessing
institutional adaptation and perceptions of institutional change and interviews with
commune and district officials to assess institutional adaptation and the wider political
economy.

Wongbusarakum and Loper (2011) emphasize the importance of adaptive capacity to
climate change at the household and societal levels. The awareness of household to the
vulnerability they face from climate hazards measures a household’s knowledge of
susceptibility to climate hazards and influences its ability to cope with, recover from, or
adapt to those hazards. Thus, the recognition and awareness of household vulnerability to
SLR constitute the first essential step in determining the adaptive capacity of households.
Wongbusarakum and Loper (2011) indicate that awareness has three components,
namely, whether households comprehend the specific areas of threat posed by RSLR,
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recognize the level of impact of RSLR on them, and can rank adaptation efforts to
address the most damaging events and impacts on them resulting from SLR. In order to
determine these three components, Wongbusarakum and Loper (2011) suggest that data
collection will need to be based on surveys to be conducted on households.

In addition to household adaptive capacity, Wongbusarakum and Loper (2011)
emphasize the importance of social adaptive capacity that is determined by a set of
diverse factors like a community’s sociocultural, economic, and political circumstances
as well as the governance and institutional setting that are prevailing. The social adaptive
capacity establishes the institutional context within which the households’ adaptive
capacity functions while facing a natural hazard. They suggest that data collection for an
assessment of social adaptive capacity be undertaken through surveys of village leaders,
community elders, government officials, disaster mitigation officers, long‐term project
staff who are knowledgeable on climate events and their impacts in the past in the study
area under consideration.

There have been a number of recent studies on Guyana that directly and indirectly
address the issue of household and community response to natural hazards like flooding.
Thus, these studies address one aspect of social adaptive capacity.

Gossai and Watson (2011) used the results from a survey of 1000 households in
Georgetown to construct community social vulnerability indices for different
neighborhoods by income category. The determinants of these indices included financial,
human, social, natural/environmental, and physical capital. The community social
vulnerability index ranged from 0 (most vulnerable) to 1 (least vulnerable) to sea level
rise. These indices were used to rank the vulnerability of ten neighborhoods of
Georgetown.

Drawing from budgetary and other documentary sources as well as in-depth interviews
with key governmental officials in government ministries, Hickey and Weis (2012) focus
on the “nation” state of Guyana to assess priority accorded to climate change adaptation,
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investments made, implementation experience, and results achieved. They concluded that
government investments made in adaptation have been relatively small in comparison to
what was desirable. This happened for a variety of reasons. Scarcity of budgetary
resources compounded by the long term planning horizon required for investments in
adaptation meant that while the government of Guyana was aware of the need to increase
its efforts in adaptation to sea level rise, short term priorities deflected from investments
in adaptation. This was compounded by low public awareness. Limited technical skills in
design and implementation in Guyana also contributed to low levels of investment in
public infrastructure.

Mycoo (2014) drew attention to the condition of the residents of Georgetown resulting
from perceptions of ineffective governments at the national and local city levels. While
70% of respondents in a household survey of four wards indicated that the central
government was primarily responsible for flood risk reduction, 80% indicated that the
Georgetown City Council was also responsible for flood protection. Importantly, the
respondents had little confidence that either the central government or local councils
would take measures to reduce vulnerability arising from floods and RSLR. As a result,
local communities and households had to depend on themselves to design and adopt
adaptation measures in the face of natural hazards. In the case of Georgetown, these
autonomous adaptation measures taken by households have become a major component
of urban resilience to flooding.

Leung (2010) and Mycoo (2014) used household surveys of four wards with different
income levels, Belair Park (high income), Roxanna Burnham Gardens (middle income),
South Cummingsburg (lower middle income), and Sophia (low income). These surveys
were designed to collect primary data on socio economic (age, income, education, and
gender) features, exposure to floods, and adaptation measures taken by households to the
occurrence of floods. Data on adaptation to climate change was also collected from
interviews with policy and decision makers as well as from field visits. Both Leung
(2010) and Mycoo (2014) found that the poorer the ward, the greater was its vulnerability
to floods. In Belair Park, while the rich households took effective measures to protect
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their properties, these same measures adversely affected flooding and drainage in other
less affluent wards. Mycoo (2014) referred to “maladaptation” resulting from a lack of
coordination between the city council and various wards that independently adapted to
the dangers of floods.

In terms of relevance of the review of Section 2.7 for the thesis, two issues warrant
consideration. First, the extent to which the findings on the variables that influence
personal concern of the natural environment could be used to contribute to a better
understanding of adaptive capacity at a household level needs to be explored. Second, the
role that could be played by semi-structured interviews with village leaders, community
elders, and government officials to gain insights to social adaptive capacity in Guyana
needs to be assessed.
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CHAPTER 3
ASSESSING TEMPORAL AND SPATIAL CHANGE OF THE GUYANA
COASTLINE

3.1 Introduction

The purpose of this chapter is to identify and estimate the temporal and spatial change of
the coastline in Guyana using multi-temporal Landsat data. Locations of erosion,
accretion, and no change along the coastline are estimated at a disaggregated level. This
leads to the identification, demarcation, and ranking of different segments of the coast.
Remote sensing (Idrisi TerrSet, Clark Labs, 2014) and GIS (ArcGIS 10.3.1, ESRI, 2015)
software are applied in the delineation of the coastline and in the estimation of temporal
and spatial change. The Study Area shown in Figure 1.1 extends from Dartmouth (7ᴼ 22’
0” N and 58ᴼ 36’ 0” W) to Mahaicony (6ᴼ 34’ 20.99” N and 57ᴼ 48’ 36.8” W). The
coastline between these two locations is approximately 128 km in length.

The approach adopted in this chapter for coastline extraction and measurement of change
follows two sequential stages. First, the extraction of coastlines from satellite images is
based on remote sensing that exploits the differences in spectral reflectance signatures of
water from non-water bodies to delineate coastlines. These issues were reviewed in
section 2.4.1 and 2.4.3. Second, the issues related to the measurement of change of the
temporally and spatially delineated coastlines i.e. the quantitative assessment of erosion
and accretion rates using the Digital Shoreline Analysis System (DSAS) were reviewed
in sections 2.4.2 and 2.4.3. A flowchart of the methodology adopted to assess coastline
change using Landsat images is shown in Appendix 1.The methodology adopted in this
chapter is provided below.

3.2 Materials and Methods

There are four main steps: (i) acquiring satellite data; (ii) preparing data for analysis; (iii)
extracting coastlines; and (iv) estimating rates of coastal change.
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3.2.1 Acquiring Satellite Data

Landsat TM data, Landsat ETM+ data, and Landsat 8 OLI data were acquired for ten
time periods (1987, 1990, 1992, 1999, 2002, 2004, 2006, 2008, 2010, and 2014). The
source for all ten satellite images is the United States Geological Survey (USGS). Both
the TM and ETM+ data have seven spectral bands while the Landsat 8 OLI data have
eleven spectral bands. The approach adopted is to utilize satellite images that are similar
in tidal conditions, time of day and date of acquisition over similar months or seasons.
Table 3.1 provides the satellite and associated tidal information.

Table 3.1 Landsat and Associated Tidal Information
Years
Acquisition Date
SCENE_CENTER_TIME
(UTC)
Satellite
Sensor
Path/ Row
Image Cloud State
Approximate wave height (m)
Lowest Tide That Day (m)
Highest Tide That Day (m)
Tide Level

LANDSAT Information and Tidal Data
1992
1999
2002
19-Sep
2-Jan
13-Sep

1987
1-Jan

1990
6-Mar

13:29:00
Landsat 5
TM
231/55
Less Clouds

13:42:00
Landsat 4
TM
231/55
Good

13:20:04
Landsat 4
TM
231/55
Good

1.22
0.55
2.74

1.52
1.07
2.23

1.52
0.88
2.44

Quarter Low Quarter High Quarter Low

2004
28-Sep

13:49:14
14:00:00
13:54:16
Landsat 5
Landsat 7
Landsat 5
TM
ETM+
TM
231/55
231/55
231/55
Less clouds Some Clouds Less clouds

2006
2-Sep
14:03:47
Landsat 5
TM
231/55
Good

2008
11-Jan

2010
16-Jan

2014
8-Sep

14:01 PM 2:01:00
14:10:13
Landsat 5 Landsat 5 Landsat 8
TM
TM
OLI_TIRS
231/55
231/55
231/55
Good
Less clouds Less clouds

0.91
0.46
2.77

1.22
0.61
2.74

0.55
0.55
2.74

1.68
1.1
2.16

1.22
0.61
2.71

0.79
0.76
2.62

0.46
0.46
2.74

Low

Quarter Low

Low

Quarter High

low

Low

Low

Source: http://landsat.usgs.gov/tools_L8_acquisition_calendar.php
http://tides.mobilegeographics.com/locations/2129.html
Five of the Landsat images were at low tide (1999, 2004, 2008, 2010 and 2014), four
were at quarter low (1987, 1990, 1992 and 2002) and the 2006 image was at quarter high.
All Landsat images were taken between 9 to 10 am local time in Guyana. Six of the
Landsat images were taken in the dry season i.e. February to April and September to
November (1990, 1992, 2002, 2004, 2006 and 2014) where cloud cover was sparse over
the Guyana coast. The two driest months in Guyana are September and October.

3.2.2 Preparing Data for Analysis

The Landsat images were assigned an extension name as (.TIF). This file type is unique
in that the characteristics of each image are imbedded with the metadata information. The
Landsat images acquired were imported into Idrisi Selva. To import the files a drop down
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menu process is followed: File > Import > Government/Data provider formats >
GEOTIFF/TIFF.

The imported images in Idrisi Selva were prepared for analysis through pre-processing
procedures that involved three steps i.e. (i) resample for geometric correction, (ii) correct
for radiometric distortions and (iii) project all geometrically and radiometrically corrected
images to the UTM 21N coordinate system (Ali, 2014).

Geometric correction is necessary because raw remotely-sensed images contain
geometric distortions introduced by several factors including altitude, attitude, and
velocity of the sensor platforms. The objective of geometric correction is to avoid
geometric distortions from a distorted image. The geometric correction is achieved
through establishing a relationship between the image coordinate system and the
geographic coordinate system. In geometric correction, the choice of ground control
points (GCP) plays an important role.

A GCP is a location on the surface of the earth like a road, buildings or an airport that can
be identified in a satellite image and also located accurately on a map. Two distinct sets
of coordinates are linked to each GCP: (i) satellite image coordinates in R rows and C
columns; and (ii) map coordinates in x, y measured in degrees or latitude and longitude or
meters in a Universal Transverse Mercator (UTM) projection system.

During a field visit to Guyana in August-September of 2015, the author collected over 40
coastal location coordinates in the three Administrative Regions of the Study Area for
GCPs to be used in the resampling process. The locations included Windsor Castle,
Anna-Regina, Zorg and Good Hope in Region 2; Parika, Zeelugt, Anna Catherina and
Vreed-en-Hoop in Region 3; and Georgetown, Mon-repos, Golden Grove, Kensington
and De-kinderen in Region 4. A hand held Garmin GPS device was used to collect data
in the form of degrees, minutes, seconds (DMS) and altitude of each location. For
example, a prominent location such as Anna Regina was recorded in degrees, minutes,
seconds (DMS) (7ᴼ 16’ 04.3” N and 58ᴼ 28’ 37.2” W) at an altitude of 3 m.
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Over 25 of the on field GPS coordinates were used in the resampling module in Idrisi
Selva. The GPS coordinates which were manually inputted represented a prominent
visualized feature in the satellite imagery. In order to further increase the distribution of
GCPs, on screen visualization on the base image of 2008 was used for locations where
prominent features on the ground like intersection of roads, buildings, airports and river
bends were observed by the author. In this chapter, 2008 was chosen as the base image
because it had the least amount of cloud cover present among the ten satellite images that
were used. The output reference parameters from the 2008 TM band 2 were used in the
resampling process.

The geometric correction was done with the use of the Idrisi Selva software (Clark Labs,
2014). The outcome of geometric correction should be such that an error of less than one
half of one resolution is considered acceptable. As Landsat has a resolution of 30 meters,
an error of up to 15 meters is acceptable (Richards, 1986). Table 3.2 indicates the
resampling results.

Table 3.2: Resampling Results

Year
1987
1990
1992
1999
2002
2004
2006
2008
2010
2014

Root Mean Square
RMS
Number of
Error
GCP
8.17
34
4.97
37
8.56
36
7.42
36
9.51
34
2.68
36
8.78
37
Base Image
8.30
36
8.36
34

Given that the satellite images were acquired at different times, it is necessary to make
radiometric corrections to all of the images in order to eliminate the effects of smoke,
haze, dust particles and solar angle variations. Since the solar angles are different in all of
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the images they need to be normalized so that the various solar angle variations become
representative as being taken by the same sensor. The aim of radiometric correction is to
improve the fidelity of the brightness values. In coastline detection, it is important to
distinguish real changes from those that arise from the noise of radiometric distortions.
The radiometric correction becomes important when the spectral signals are not
sufficiently strong in order to minimize the effects of the noise factors. The Radiance
module in the Idrisi software was used to radiometrically correct each of the images.

The Radiance module converts raw satellite DN values to calibrated radiances through
the use of look up tables and offset settings for the LANDSAT satellites. The Radiance
module also adjusts the user-defined values for Lmin/Lmax or offset/gain for other sensor
systems. By adjusting for brightness, radiometric correction makes the comparisons
between images taken at different points in time more accurate.

While the specified coordinate system for all bands for all the study years is UTM Zone
21 N, the Project Module of Idrisi Selva was used on all the image bands to remove
distortions, if any, that could have arisen in the data set in the resampling process.

3.2.3 Extracting Coastlines

The satellite images that were prepared for analysis became the basis for using a
segmentation technique for coastline extraction. An examination of the spectral
reflectance patterns of water, built-up land, and vegetation of raw Landsat images of
Guyana revealed that the pattern of reflectance values of TM 2 and TM 4 of built-up land
exhibited similar patterns. As a result, the normalized difference water index proposed by
Mcfeeters (1996) to delineate water from non-water features cannot work in the case of
Guyana as the value of the NDWI is positive for both water and built-up land. In contrast,
in the case of Guyana, the reflectance values of TM 5 for built-up land and soil and
vegetation are much higher than for TM 4. As a result, the MNDWI proposed by Xu
(2006) to delineate water from non-water features is suitable for Guyana. With the
reflectance values of TM band 5 being greater than the reflectance values of TM band 2
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for built-up land, the value of the MNDWI is negative thereby eliminating the noise that
is experienced with built-up land in the NDWI. As a result, The MNDWI has been
adopted in the thesis to delineate water from non-water features in the extraction of
coastlines. Ho et al. (2010), Xu-Kai et al. (2012), Deus and Gloaguen (2013),
Mwakapuja et al. (2013), Goncalves et al. (2014), Gomez et al. (2014) and Ali (2014)
have applied the MNDWI in coastal extraction from satellite images.

3.2.4 Estimating Rates of Coastline Change

The raster images of the coastlines extracted in Idrisi Selva were exported to ArcGIS
10.3.1 as GeoTiff image files. In ArcGIS, a personal geodatabase relating to all the ten
images was created by using Arc Catalog. In Arc Catalog, ten single polyline feature
classes were created in the personal geodatabase. These were appended as a single
polyline feature class in the DSAS extension module of ArcGIS 10.3.1.

The DSAS was used to determine coastline change rate. In defining the baseline for this
chapter, four considerations were taken into account: (i) the baseline must be onshore or
inwards of the coastline of the ten images, on the basis of which the 2008 coastline was
chosen; (ii) the baseline was drawn to be broadly parallel to the 2008 coastline; (iii) none
of the 10 extracted coastlines can intersect with the baseline; and (iv) the transects from
the baseline must not intersect. On these grounds the sections of the baseline were
established to be 0.3-1.50 km onshore of the 2008 coastline. The orthogonal transects to
the baseline were separated at 100 m intervals in order to minimize the effect of inter
transect differences in identifying coastline change rates. The end point rate (EPR), the
net shoreline movement (NSM) and the linear regression rate (LRR) were chosen from
the menu of change statistics provided in DSAS.

Figure 3.1 illustrates the 2008 coastline, the user-defined baseline, and transects at 100 m
intervals for Region 3. Similar figures were generated for Regions 2 and 4.
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Figure 3.1: Coastline, Baseline and Transects for Region 3

The 128 km of the coastline of the Study Area with 100 m transect intervals had 1276
transects which could be used to differentiate the three Administrative Regions: (i)
Transect Numbers 1 to 461 represent Pomeroon-Supenaam (Region 2); (ii) Transect
Numbers 462 to 759 represent Essequibo-Islands-West Demerara (Region 3); and (iii)
Transect Numbers 760 to 1276 represent Demerara-Mahaica (Region 4). The coastline
distances of Regions 2, 3, and 4 are 46 km, 30 km, and 52 km respectively. At transect
intervals of 100 m, the entire coast was divided into 25 segments as shown in Table 3.3
and Figure 3.2. The name assigned to each segment represents the main town or village
associated with the segment. This segmentation enables the DSAS statistical results to be
presented at four levels i.e. coastline of the entire Study Area, coastlines of the Regions,
coastline along a segment, and coastline in a section of a segment. Table 3.3 will be used
in the presentation of the results of coastline change for each of the regions of the Study
Area.
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Table 3.3: Transect IDs Representing Coastal Communities

Transect IDs for Coastal Segments
Region
2
2
2
2
2
2
2
2
2

Transect ID
1-50
51-100
101-150
151-200
201-250
251-300
301-350
351-400
401-461

Segment
1
2
3
4
5
6
7
8
9

Name
Dartmouth
Windsor Castle
Anna-Regina
Aberdeen
Annandale
Zorg
Onderneeming
Vilvoorden
Good Hope

3
3
3
3
3
3

462-511
512-561
562-611
612-661
662-711
712-759

10
11
12
13
14
15

Parkia
Ruby
Zeelugt
Anna Catherina
Windsor Forest
Vreed-en-Hoop

4
4
4
4
4
4
4
4
4
4

760-809
810-859
860-909
910-959
960-1009
1010-1059
1060-1109
1110-1159
1160-1209
1210-1276

16
17
18
19
20
21
22
23
24
25

Georgetown
Better Hope
Mon-repos
Enterprise
Golden Grove
Grove
Kensington
Columbia
De-kinderen
Mahaicony
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Figure 3.2: Segmentation of the Coastline

3.3 Results and Discussion

The graphs for NSM, EPR and LRR for Transects 1-461 in Region 2 are shown in Figure
3.3 a, b, c. Within Region 2, EPR and NSM that compare the 1987 with the 2014
coastlines and LRR which takes into account changes in the 10 coastlines between 1987
and 2014 show broadly similar patterns. There is erosion in Dartmouth (1-50), accretion
and erosion in Windsor Castle (51-100) and Anna-Regina (101-150), erosion in Aberdeen
(151-200) and Annandale (201-250), and accretion in Zorg (251-300), Onderneeming
(301-350), Vilvoorden (351-400), and Good Hope (401-461). In Region 2, except for
Dartmouth, Aberdeen, and Annandale, there is accretion in the other segments of the
coastline. The maximum erosion occurs in Annandale and the maximum accretion occurs
in Anna Regina. The overall picture that emerges from Figure 3.3 is that within Region 2
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there is spatial variation regardless of the measure, EPR or LRR used to quantify the
coastline change rate.

a

b
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c

Figure 3.3: Estimates of a [NSM (m)], b [EPR (m/yr)], c [LRR (m/yr)] for all
Transects in Region 2, Pomeroon-Supenaam

In order to consider temporal variation, changes in particular sections of the coastlines or
along a transect over the 10 time periods are considered. The visual representation of
coastline changes over 10 time periods is best done if a small section of the coastline is
considered at a time. The sub scene in Figure 3.4 a represents a 1.1 km section of the
Aberdeen coastline between transects 176 and 186. The shoreline farthest from the coast
i.e. 1987 and the shoreline closest to the baseline i.e. 2006 at each transect represents the
greatest distance between all shorelines. This is defined as the shoreline change envelope
(SCE) (Thieler et al., 2009). Within the SCE, the movements of the coastlines overtime
are clearly visible. The coastlines alternate between outward movements towards the
Atlantic Ocean and inward movements towards land. The average change statistics for
the 1.1 km section of the coast are -89.3 m for NSM, -3.3 m/yr for EPR, and -1.5 m/yr for
LRR. Figure 3.4b is a micro sub scene of Figure 3.4 a.
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Figure 3.4 a: Sub scene for Transects 176-186 for Region 2

Figure 3.4 b: Micro Sub scene for Transect 179
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Figure 3.4 b highlights the 10 coastline movements along transect 179 shown in white.
Figure 3.4 c shows the temporal changes of the coastline along transect 179. Erosion
from 1987 to 1992 is followed by accretion from 1992 to 1999 that is followed by erosion
from 1999 to 2002. Accretion from 2002 to 2004 is followed by no change from 2004 to
2006 that is followed by erosion from 2006 to 2008. Accretion from 2008 to 2010 is
followed by erosion from 2010 to 2014. The change statistics for Transect 179 are -93.42
m for NSM, -3.46 m/yr for EPR, and -1.64 m/yr for LRR. Figure 3.4 a, Figure 3.4 b and
Figure 3.4 c indicate that there are considerable temporal variations even along a small
section of the Aberdeen coastline. In Figure 3.4 c, the dotted curve represents a fitted
polynomial trend line.

Temporal Changes of Coastline Along Transect 179
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Figure 3.4 c: Temporal Changes of Coastline along Transect 179
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2015

The graphs for NSM, EPR and LRR for Transects 462 to 759 in Region 3 are shown in
Figure 3.5 a, b, c.

a

b
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c

Figure 3.5: Estimates of a [NSM (m)], b [EPR (m/yr)], c [LRR (m/yr)] for all
Transects in Region 3, Essequibo Islands-West Demerara

Within Region 3, EPR and NSM that compare the 1987 with the 2014 coastline and LRR
which takes into account changes in the 10 coastlines between 1987 and 2014 show
broadly similar patterns. In the Parika (462-511), Ruby (512-561), Zeelgut (562-611),
and Vreed-en-Hoop (712-759) segments of the coastline, there are sections which
alternate between accretion and erosion. For example, Vreed-en-Hoop which broadly
exhibits erosion, also exhibits the maximum accretion for Region 3. Anna Catherina
(612-661) shows erosion while Windsor Forest (662-711) shows accretion. The
maximum erosion occurs in Anna Catherina as per the EPR and in Vreed-en-Hoop as per
the LRR. The overall picture that emerges from Figure 3.5 is that within Region 3 there is
considerable spatial variation in coastlines.

In order to consider temporal variation, changes in particular sections of the coastlines or
along a transect over the 10 time periods are considered. The sub scene in Figure 3.6 a
represents a 1.1 km section of the Anna Catherina coastline between transects 640 and
650. There is no clear SCE as the shoreline farthest from the coast alternates between the
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2014 and 1987 shorelines. The 2002 shoreline is closest to the baseline. The movements
of the coastlines overtime are clearly visible. The coastlines alternate between outward
movements towards the Atlantic Ocean and inward movements towards land. The
average change statistics for the 1.4 km section of the coast are -26.2 m for NSM, -0.97
m/yr for EPR, and -0.5 m/yr for LRR. Figure 3.6 b is a micro sub scene of Figure 3.6 a.

Figure 3.6 a: Sub scene for Transects 640-650 for Region 3
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Figure 3.6 b: Micro Sub scene for Transect 648

Figure 3.6 b highlights the 10 coastline movements along transect 648 shown in white.
Figure 3.6 c shows the temporal changes of the coastline along transect 648. Erosion
between 1987 and 1992 is followed by accretion between 1992 and 1999. Sharp erosion
between 1999 and 2002 is followed by sharp accretion between 2002 and 2004. Erosion
between 2004 and 2006 is followed by accretion between 2006 and 2008, and erosion
between 2008 and 2014. The change statistics for Transect 648 are +10.14 for NSM, 0.37
m/yr for EPR, and 0.38 m/yr for LRR. Figure 3.6 a, Figure 3.6 b, and Figure 3.6 c
indicate that there are considerable temporal variations even along a small section of the
Anna Catherina coastline. In Figure 3.6 c, the dotted curve represents a fitted polynomial
trend line.
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Temporal Changes of Coastline Along Transect 648
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Figure 3.6 c: Temporal Changes of Coastline along Transect 648

The graphs for NSM, EPR and LRR for Transects 760 to 1276 in Region 4 are shown in
Figure 3.7 a, b, c.
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a

b
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Figure 3.7: Estimates of a [NSM (m)], b [EPR (m/yr)], c [LRR (m/yr)] for all
Transects in Region 4, Demerara Mahaica

Within Region 4, EPR and NSM that compare the 1987 with the 2014 coastlines and
LRR which takes into account changes in the 10 coastlines between 1987 and 2014 show
broadly similar patterns except in a 3.1 km stretch of the coastline between Transects
1210 and 1240 in Mahaicony where NSM and EPR show erosion while LRR shows
accretion. Georgetown (760-809) and Better Hope (810-859) experience accretion and
erosion as per NSM and EPR and accretion as per the LRR. Mon-repos (860-909)
experiences both accretion and erosion. While Enterprise (910-959) shows erosion,
Golden Grove (960-1009) shows accretion. Grove (1010-1059) has both accretion and
erosion. Kensington (1060-1109), Columbia (1110-1159), De-kinderen (1160-1209)
experience erosion as per the EPR and accretion as per the LRR. Both the EPR and LRR
indicate that from Transect 1250 to 1276, the coastline in Mahaicony experiences
erosion. The maximum erosion occurs in De-kinderen as per the EPR and Mahaicony as
per the LRR. The maximum accretion occurs in Mahaicony. The overall picture that
emerges from Figure 3.7 is that within Region 4 there is spatial variation.
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In order to consider temporal variation, changes in particular sections of the coastlines or
along a transect over the 10 time periods are considered. The sub scene in Figure 3.8 a
represents a 1.7 km section of the Mahaicony coastline between transects 1259 and 1275.
There is no clear SCE as the shoreline farthest from the coast alternates between the
1990, 1999 and 2004 shorelines. The 2010 shoreline is closest to the baseline. The
movements of the coastlines overtime are clearly visible. The coastlines alternate
between outward movements towards the Atlantic Ocean and inward movements towards
land. The average change statistics for the 1.7 km section of the coast are -245.8 m for
NSM, -9.1 m/yr for EPR, and -10.5 m/yr for LRR. Figure 3.8 b is a micro sub scene of
Figure 3.8 a. Figure 3.8 c shows the temporal changes of the coastline along transect 648.

Figure 3.8 b highlights the 10 coastline movements along transect 1267 shown in white.
As shown in Figure 3.8 c, between 1987 and 1990 there is accretion followed by erosion
between 1990 and 1992. Between 1992 and 1999 there is accretion followed by erosion
between 1999 and 2002. Between 2002 and 2004 there is accretion followed by erosion
between 2004 and 2006. There is erosion between 2006 and 2008. Between 2008 and
2010, there is erosion followed by no change between 2010 and 2014. The change
statistics for Transect 1267 are -264.4 m for NSM, -9.8 m/yr for EPR, and -10.2 m/yr for
LRR. Figure 3.8 a, b, c indicate that there are considerable temporal variations even along
a small section of the Mahaicony coastline. In Figure 3.8 c, the dotted curve represents a
fitted polynomial trend line.
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Figure 3.8 a: Sub scene for Transects 1259-1275 for Region 4

Figure 3.8 b: Micro Sub scene for Transect 1267
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Figure 3.8 c: Temporal Changes of Coastline along Transect 1267

A summation of coastline change in the Study Area is shown in Figure 3.9 a, b, c. NSM,
EPR, and LRR for all 1276 transects are shown. Tables 3.4 and 3.5 provide summaries of
the averages of the EPR and NSM for all transects and for each of the three regions.
These tables show the changes between 1987 and 2014. In Table 3.4, the percentage of
transects for the whole coastline of the Study Area exhibiting erosion and accretion are
57.8% and 41.5% respectively. While erosion is concentrated in Region 4, accretion
occurs mainly in Region 2. The maximum erosion occurs at -12.31 m/yr at Transect 1191
in De-kinderen in Region 4. The maximum accretion at 10.80 m/yr occurs at Transect
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757 in Vreed-en-Hoop in Region 3. The average change for the whole coastline is erosion
of -0.89 m/yr with Region 4 having an erosion rate of -2.14 m/yr.

Table 3.5 shows that the average NSM for the whole coastline is -24.52 m with a
maximum erosion of -337.63 m at Transect 1191 in De-kinderen in Region 4 and a
maximum accretion of 296 m at Transect 757 in Vreed-en-hoop in Region 3.

a

75

b

c

Figure 3.9: Estimates of a [NSM (m)], b [EPR (m/yr)], c [LRR (m/yr)] for all
Transects in Study Area
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Table 3.4: Summary of EPR from DSAS
EPR
(1987-2014)

Whole Coastline

Region 2

Transect

Region 3

Transect

Region 4

Transect

Transect

Max Erosion
(m/yr)

-12.31

1191

-6.30

239

-4.52

658

-12.31

1191

Max
Accretion (m/yr)

10.80

757

4.88

116

10.80

757

7.13

1246

Avg. Change
Rate (m/yr)

-0.89

1-1276

-0.04

1-462

-0.05

462-759

-2.14

760-1276

Eroding
Transects (%)

57.8

738

40.6

188

56.7

169

74.0

382

Accreting
Transects (%)

41.5

No Change
Transects (%)

0.7

(Subtotal)
529

(Subtotal)
59.0

(Subtotal)

Total
Transects

9

272

(Subtotal)
42.3

(Subtotal)
0.4

2

126

(Subtotal)
25.2

(Subtotal)
1.0

3

130
(Subtotal)

0.8

4

(Subtotal)

(Subtotal)

(Subtotal)

(Subtotal)

1276

462

298

516

Table 3.5: Summary of NSM from DSAS
NSM
(1987-2014)

Whole
Coastline

Region 2

Region 3

Region 4

Meter

Transect

Meter

Transect

Meter

Transect

Meter

Transect

Max Erosion
(m)

-337.63

1191

-172.95

239

-123.88

658

-337.63

1191

Max
Accretion (m)

296.25

757

133.98

116

296.25

757

195.61

1246

Avg. Change
(m)

-24.52

1276
(Total)

-1.09

462
(Total)

-1.51

298
(Total)

-58.68

516
(Total)

Table 3.6 provides a summary for the LRR that shows estimates of the rates of change
taking into account 10 coastlines at various periods of time. It indicates that when
averages are taken over all 1276 transects, the summary results are considerably different
from those obtained at a disaggregated level for the three regions of the Study Area and
the segments within each region.
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Table 3.6: Summary of LRR from DSAS
LRR
(1987-2014)

Whole
Coastline

Region 2

Transect
Max Erosion
(m/yr)
Max Accretion
(m/yr)
Avg. Change
Rate (m/yr)
Eroding
Transects (%)
Accreting
Transects (%)
No Change
Transects (%)
Total
Transects

Region 3

Transect

Region 4

Transect

Transect

-14.48

1273

-4.45

239

-8.68

723

-14.48

1273

14.31

758

4.82

265

14.31

758

9.62

1217

0.16

1-1276

0.32

1-461

-0.24

462-759

0.24

760-1276

39.0

498
(Subtotal)

30.1

139
(Subtotal)

51.0

152
(Subtotal)

39.7

205
(Subtotal)

60.5

771
(Subtotal)

69.5

321
(Subtotal)

48.7

145
(Subtotal)

59.5

307
(Subtotal)

0.5

7
(Subtotal)

0.4

2
(Subtotal)

0.3

1
(Subtotal)

0.8

4
(Subtotal)

1276

462

298

516

The average EPR and LRR by segment for Regions 2, 3, and 4 are shown in Table 3.7.
The 25 segments provide disaggregated erosion and accretion estimates within each of
the three regions. Even within each region, considerable variations occur across
segments. Spatial variations occur between coastlines of the three Regions of the Study
Area, within each Region, and within each segment.
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Table 3.7: Estimates of EPR and LRR of Segments

Average EPR & LRR for Coastline Segments
Averages
Region
2
2
2
2
2
2
2
2
2

Transect ID
1-50
51-100
101-150
151-200
201-250
251-300
301-350
351-400
401-461

Segment
1
2
3
4
5
6
7
8
9

Name
Dartmouth
Windsor Castle
Anna-Regina
Aberdeen
Annandale
Zorg
Onderneeming
Vilvoorden
Good Hope

EPR
-0.5
-0.2
0.4
-2.0
-2.4
0.5
1.2
1.1
1.3

LRR
-0.1
0.3
0.7
-0.4
-0.8
0.5
0.7
1.0
0.9

3
3
3
3
3
3

462-511
512-561
562-611
612-661
662-711
712-759

10
11
12
13
14
15

Parkia
Ruby
Zeelugt
Anna Catherina
Windsor Forest
Vreed-en-Hoop

0.4
0.0
0.0
-1.0
1.0
-0.8

0.0
-0.2
0.1
-0.4
1.1
-2.2

4
4
4
4
4
4
4
4
4
4

760-809
810-859
860-909
910-959
960-1009
1010-1059
1060-1109
1110-1159
1160-1209
1210-1276

16
17
18
19
20
21
22
23
24
25

Georgetown
Better Hope
Mon-repos
Enterprise
Golden Grove
Grove
Kensington
Columbia
De-kinderen
Mahaicony

-0.1
-0.2
-2.8
-1.4
0.0
-0.8
-4.1
-2.7
-4.9
-3.9

0.8
0.1
-2.0
-1.0
0.9
1.9
0.4
0.4
1.8
-0.7

As indicated in subsection 2.4.2, the LRR tends to underestimate the rate of change
relative to coastline statistics like the EPR on account of the effects of outliers as well as
non-linear movements of the coastlines. As shown in the polyline trends fitted in Figures
3.4 c, 3.6 c, and 3.8 c, the coastline movements along a transect are non-linear. This non
linearity, according to Dolan et al. (1991) leads the LRR to underestimate the rate of
change relative to the EPR. The pattern of coastline change movement (Figures 3.3, 3.5,
3.7, 3.9) and non-linearities along transects (Figures 3.4 b, c, 3.6 b, c, 3.8 b, c) in this
chapter are similar to the pattern of coastline change movements and the non-linearity
79

along a transect described in Dolan et al. (1991). Therefore, in the Study Area, the EPR
estimates are viewed to be more representative of coastline change.

3.4 Conclusion

The assessment of coastline change is based on the coastlines extracted from 10 Landsat
images over the 1987 to 2014 time period. Both spatial and temporal changes emerged.
Spatial change was assessed by using the end point rate for 1987 and 2014 and the linear
regression rate for the 10 extracted coastlines for 25 segments of the coastline of the
Study Area. These estimates are provided in Table 3.7. Spatial variability characterizes
the coastline of the Study Area. Significant erosion in Annandale in Region 2 and Monrepos, Kensington, Columbia, De-kinderen, and Mahaicony in Region 4 pose a threat to
these locations. Temporal variability of the coastline was demonstrated through
considering the movements of ten coastlines along sections of coastlines within
individual segments and along individual transects. These are seen in Figures 3.4 a, b, c,
3.6 a, b, c and 3.8 a, b, c. Insights from these demonstrations indicate that the coastline of
the Study Area exhibits temporal variability.

The assessment of coastline change and the results on spatial and temporal variability of
the coastline of the Study Area suggest that the low lying coastal areas of Guyana with
soft sandy beaches, extensive mudflats, and depleting mangroves would be vulnerable to
sea level rise in the 21st century. The existing threat posed by coastal erosion is likely to
be reinforced by exposure to future sea level rise. The estimates of erosion and accretion
of coastline segments of 5 km in this chapter provide planners with additional estimates
of erosion that identify the locations of areas of greatest concern or the hot spots that are
under the threat of erosion. Prioritization of repair and reconstruction of the sea defenses
should follow. Further, the disaggregated estimates of erosion and accretion are an
essential input in determining the physical coastal vulnerability of the Study Area.
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CHAPTER 4
PHYSICAL COASTAL VULNERABILITY IN GUYANA

4.1 Introduction

Coastal erosion contributes towards physical coastal vulnerability. To date, Guyana has
not been included in any vulnerability study which applies the coastal vulnerability index
(CVI). The main objective of this chapter is to assess the physical vulnerability of low
lying coastal areas of Guyana resulting from exposure to RSLR. This is done through the
construction of CVIs for select segments of the coastline in the Study Area which as
shown in Figure 1.1 extends from Dartmouth (7ᴼ 22’ 0” N and 58ᴼ 36’ 0” W) to
Mahaicony (6ᴼ 34’ 20.99” N and 57ᴼ 48’ 36.8” W). The coastline between these two
locations is approximately 128 km in length. Figure 3.2 showing segmentation of the
coastline is the basis on which CVI estimates for the 25 segments of the Study Area are
estimated and presented.

4.2 Methodology Adopted for Estimating CVI

As indicated in the review of the CVI in Section 2.5, the objective of the quantitative
assessment of physical based coastal vulnerability is to determine a single composite
index that will provide a numerical representation of different levels of physical
vulnerability. The major methodological issues in generating such a physical based CVI
include the following four steps: (i) identify the variables that best represent physicalbased coastal vulnerability; (ii) given that the units in which these variables are expressed
differ greatly, devise new unit measures that incorporate vulnerability while at the same
time ensure comparability among the variables; (iii) identify the formula that should be
used to estimate the physical-based CVI; and (iv) use the estimates of CVI to prepare
coastal vulnerability maps of the Study Area. This methodology has been accepted in this
chapter for the quantification of the CVI and the presentation of the results. The details of
the methodology adopted in this chapter are described below.
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In step (i), a combination of the choices of variables made by Gornitz (1992, 1997),
Thieler and Hammar-Klose (1999, 2000a, 200b), and Pendleton (2004, 2005, 2010a,
2010b) has been adopted. First, coastline change (X1) is included as a key component of
coastal vulnerability as coastlines in retreat suffer from the loss of both natural and manmade resources. Second, regional coastal elevation (X2) defined as average elevation
above mean sea level in an area is incorporated as coastal regions with low elevation are
highly vulnerable to sea level rise. Third, the coastal slope (X3) is included because
vulnerability through inundation by flooding and the accompanying land loss is directly
related to coastal slope. In a gently sloping coast, a rise in the sea level would inundate
large tracts of land. Fourth, some aspects of geomorphology (X4) defined as the study of
the surface of the Earth, processes, and evolution of the Earth are considered. For
example, soft sandy and muddy forms like coastline mudflats that offer little resistance
and are very vulnerable to sea level rise are included. Fifth, RSLR (X5) as the principal
consequence of climate change is included as a variable. Sixth, mean significant wave
height (X6) defined as the average height (trough to crest) of one-third of the waves in a
wave spectrum for a given period of time is incorporated as wave energy is directly
related to the square of the wave height. Coastlines that experience elevated wave heights
are vulnerable. Finally, mean tidal range (X7) defined as the vertical difference in meters
between high tide and the consecutive low tide is included because inundation risks are
related to tidal range. High tidal range is linked to tidal currents which can cause erosion
and the transport of sediments. The geologic variables X1, X2, X3, and X4 contribute
towards the coastline’s resistance to erosion, long-term erosion and accretion, and a
coastline’s vulnerability to flooding. The physical process variables X5, X6, and X7
account for the inundation hazards of particular sections of a coastline over different time
scales ranging from days to decades (Pendleton, 2004).

In step (ii), there are two issues that need to be addressed: (a) determine the number of
vulnerable ranking categories; and (b) establish the ranges within which each variable is
ranked. In (a), each variable is ranked on an ordinal scale of one to four with 1, 2, 3, and
4 representing low, moderate, high, and very high vulnerability respectively. The
minimum score 1 is assigned to the least important vulnerability class that indicates a low
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contribution to coastal vulnerability. The maximum score 4 is assigned to the most
important vulnerability class that indicates a high contribution to coastal vulnerability.
Once the number of vulnerable ranking categories is decided, each of the 7 variables in
each segment of the coastline has to be assigned a vulnerability rank. In (b), four ranges
for each variable have to be determined in order to be able to assign the variable of a
segment to its rank category. In this manner, each of the variables expressed in different
units of measurement is mapped to an ordinal scale representing four different
vulnerability ranks. The vulnerability ranks enable comparison between variables in each
segment. The variable X1 is expressed in a rank form as ρ(X1). The rank of the variable
Xi, i=1, 2,…..7 will be represented as ρ(Xi).

In step (iii), two decisions need to be taken. First, the assumption is made that all the
variables are equally important, a practice that has been extensively adopted in most CVI
studies as described in section 2.5.2. Second, the ranked variables are converted into a
single composite index using the following formula:

The rationale for adoption of this formula in this chapter is on the basis of the
methodology described in sub section 2.5.1, the description of its extensive use in CVI
studies in sub section 2.5.2 and the fact that taking the square root dampens the effects of
outliers in the estimate of the CVI.

In the fourth step, each ranked variable classified as low, moderate, high, and very high
vulnerability for each of the 25 segments is represented along the coastline of the Study
Area. Once the 25 CVI values are estimated, they are classified into 4 different groups
with low, medium, high and very high vulnerability. A coastal vulnerability map with this
kind of classification is presented.
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A flowchart of the methodology adopted in the chapter to estimate the CVI is provided in
Appendix 2.

4.3 Materials and Methods

4.3.1 Coastline Change Rate

The coastline change rate for the Study Area was estimated in Chapter 3. The EPR and
LRR estimates of coastline change for the 25 segments are shown in Table 3.7. As
discussed in section 3.3, given the non-linearities identified in coastline movements, the
LRR underestimates the rate of coastline change as compared to the EPR. Therefore, the
EPR estimates in Table 3.7 are adopted for estimating the CVI in this chapter. This is
shown in Table 4.1.

4.3.2 Coastal Elevation

The source of the data for coastal elevation was the United States Geological Survey
(USGS) Earth Explorer Portal. Since 2014 this Portal has made available the Shuttle
Radar Topography Mission (SRTM) image files at 1 Arc-Second (30 m resolution) to
anyone who registers at the site (http://earthexplorer.usgs.gov/). The Digital Elevation
Model (DEM) image files from SRTM are made available in .dem and .tif format.

The regional elevation data set downloaded from the Earth Explorer Portal at 30 m
resolution is imported into ArcGIS 10.3.1 which is used as the basis for estimating the
coastal elevation of the Study Area. The downloaded data is geo-referenced to the UTM
21N projection system in the Data Frame Properties Module using the coordinate system
tab. The raster to TIN, a 3D Analyst Tool, is used to create a Triangulated Irregular
Network (TIN) file. The Arc Tool Box is used to identify the contours of the elevation of
the Study Area. These are shown in Appendix 3. In order to calculate the coastal regional
elevation variable, the coastal distance extending inland from the coastline for each
segment is determined. Contours of positive elevation were visible in intervals of 1, 2 and
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5 km inwards from the coastline. At 5 km, the contours became smoothly curved across
each region. A distance of 5 km was chosen to determine the elevation for sections for
each of the 25 segments. The estimates of coastal elevation are provided in Table 4.1.

4.3.3 Coastal Slope

The data source for coastal slope was the same as that used for coastal elevation. The
SRTM provides both onshore and offshore elevation data. The bathymetry contours are
shown in Appendix 4. The offshore bathymetry data which refers to the depth from the
coastline towards the open ocean was imported into ArcGIS 10.3.1. After the bathymetry
data was geo-referenced to the UTM 21 N coordinates, the depth contours from the
bathymetric map were converted into vector files in Arc Scan. The vector files were used
in the TIN model to identify the offshore contours. The depth contours were drawn at 10
m intervals using the Spatial Analyst extension of ArcGIS 10.3.1. With the depth contour
map created, the coastal slope was calculated for sections of each segment in the aspect
module of the Spatial Analyst extension. The estimates of coastal slope are provided in
Table 4.1.

4.3.4 Geomorphology

The main source of data for geomorphology was the World Imagery base map provided
in ArcGIS 10.3.1 (http://goto.arcgisonline.com/maps/World_Imagery). In the base map
layer properties, a description and source of the data are given. Each base map provides a
detailed description of the layer properties. The source given in the website is: Esri,
DigitalGlobe, GeoEye, Earthstar Geographics, CNES/Airbus DS, USDA, USGS, AEX,
Getmapping, Aerogrid, IGN, IGP, swisstopo, and the GIS User Community. World
Imagery provides one meter or better satellite and aerial imagery for developed countries
and lower resolution satellite imagery in developing countries. In the case of Guyana, a
2.5 m SPOT Image (288k to 72k) was provided in ArcGIS 10.3.1 for 2015. The base map
had already been geo-referenced to UTM 21 N. The World Imagery base map represents
geomorphology features. Appendix 5 shows these geomorphology features. With the 2.5
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m resolution, the World Imagery for Guyana was used for delineating the coastline into
the dominant landform types, including rocky cliffs, sand pebbles and boulders, cobble
and sandy beaches, and mudflats and mangroves. Given the fine resolution, an
identification of the dominant landforms was determined for sections along each segment
of the coastline of the Study Area.
The identification of the dominant landforms was consistent with the author’s findings
from a field visit to the Study Area. The description of geomorphology for each segment
is provided in Table 4.1.

4.3.5 Sea Level Rise

Mean sea level is defined as the height of the sea using a local land benchmark that is
averaged over a long enough period to remove fluctuations caused by waves and tides.
Changes in mean sea level that are measured by coastal tide gauges are named relative
sea level change. The availability of tide gauge data from stations in alternative locations
determine the feasibility of measuring relative sea level changes along different segments
of a coastline (Pendleton et al., 2010a, Pramanik et al., 2015, Islam et al., 2015). In
Guyana, data on mean sea level are collected in two tide gauge stations.
The operating tide gauge stations in Guyana are at Stabroek (6° 8’ 0” N, 58° 16’ 0” W)
operated by the Maritime Administration Division (MARAD), Ministry of Public Works
and at Lighthouse at Kingston, Georgetown (6° 50’ 0” N, 58° 10’ 0” W) operated by the
Guyana Land and Survey Commission (GLSC). Visits by the author to MARAD and
GSLC indicated that there had been periodic stoppage of collection of tidal data in these
stations leading to gaps in time series data on mean sea level height.

Three sets of data for mean sea level were collected: (i) 1870-1970 (NEDECO, 1972); (ii)
1951-1979 for Georgetown (EPA, 2002); and (iii) 1970-2000 (NEDECO, 2003). Given
the different sources of the data and their collection methods, the comparability of the
data on mean sea level is difficult to assess. The mean sea level data from (i) indicates
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that RSLR was 1.2 mm/yr. In (ii), the RSLR is 10.2 mm/yr. In (iii), the RSLR is 6.07
mm/yr. Using available tidal data for 1960 to 2010 from the Tide Gauge station at
Stabroek, Persaud (2014) estimates annual sea level rise at 4.70 mm/yr.

These estimates indicate a range from 1.2 mm/yr to 10.2 mm/yr. A focus on the post
1950 period reduces the range from 4.70 mm/yr to 10.2 mm/yr. In this chapter, it is
assumed that the tide gauge data for the area around Georgetown is representative for the
coastline of the Study Area. As there are no other tide gauge stations operating in Guyana
apart from Stabroek and Kingston which are located close to each other, this is the only
feasible assumption. The available estimates for RSLR for the post 1970 period range
from 4.70 mm to 6.07 mm per year for the post 1970 period. Given the projected
GMSLR from 2020 onwards (Wong et al., 2014), the RSLR in Guyana is likely to be
higher than 6.07 mm/yr. The ICBA (2006) Report indicates a RSLR of 7.4 mm/yr for
1986-2020 for Guyana. The assumption made for RSLR in this chapter is 4.70 mm/yr as
shown in Table 4.1. The assumption of RSLR of 4.70 mm/yr may be an underestimate.
Its choice was based on the recent studies of Lakhan (2014) that considered a RSLR of
3.0 mm/yr and Persaud (2014) who provided an estimate of 4.70 mm/yr for RSLR.

4.3.6 Significant Wave Height

The data for significant wave height was made available to the author by officials of the
Ministry of Public Works. In Guyana, wave height data using directional wave rider
buoys is collected in offshore stations at 7° 0’ 0” N , 57° 75’ 0” W (off Georgetown) and
7°5’0”N, 58°25’0” W (off Dartmouth). As reported in ICBA (2006), using the SWAN
(Simulating Waves Nearshore) numerical wave model, the offshore wave heights were
translated into inshore wave heights at 14 locations along the coast. These 14 locations
were in Region 2 (7), Region 3 (3), and Region 4 (4). These estimates were made
available to the author. Given the locations of these estimates of significant wave height,
they were assigned to the relevant segments in each of the three Regions of the Study
Area. The estimates of significant wave height are provided in Table 4.1.
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4.3.7 Mean Tidal Range

In addition to the Stabroek and Kingston, Georgetown tide gauge stations, tidal data is
also collected at Parika (6° 52’ 0” N, 58° 25’ 0” W). Tide level predictions for the
Standard (Georgetown Harbor) and Secondary ports are given in Guyana Tide Tables and
List of Lights published by MARAD of the Ministry of Public Infrastructure
(http://publicworks.gov.gy/index.php/agencies/maritime-administration-departmentmaarad). Tidal data are available continuously for observations over several years.
Averages smooth out the meteorological effects on the sea level. Online Mobile
Geographic (http://tides.mobilegeographics.com/locations/2129.html) on the basis of the
data of Stabroek and Parika Tide Gauge Stations provides historical tidal data from 1970
to 2015 and projections up to 2037. The Online Mobile Geographic data have been used
to estimate the tidal range.

The tidal variation along the Guyana open coast is low. The tidal ranges are marginally
lower in the north western side of Georgetown along the Essequibo coast in Region 2 and
marginally higher in the south western side. In each case the difference is approximately
0.2 m below and above the Georgetown levels. The Online Mobile Geographic tidal data
indicate that the mean tidal range in Stabroek is 1.79 m and is 1.55 m in Parika. The tidal
range to the north west of Parika is assumed to be 1.55 m and the tidal range to the south
east of Stabroek is assumed to be 1.79 m. The estimates of mean tidal range are provided
in Table 4.1.
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Table 4.1 Estimates of Geological and Physical Process Variables for 25 Segments.
Table: 4.2 Estimates for Geological and Physical Process Variables for 25 Segments
Variables
Geologic
Physical Process
Rate of
Coastal Coastal
Significant
Region Segment
Name
Coastline
Elevation Slope
Geomorphology
Sea Level
Wave
Mean Tidal
Change (m/yr)
(m)
(%)
Rise (mm/yr) Height (m) Range (m)
2
1
Dartmouth
-0.5
3.9
0.32
Mudflats, Mangroves
4.7
1.08
1.55
2
2
Windsor Castle
-0.2
3.1
0.33 Cobble & Sandy Beaches, Estuary
4.7
1.08
1.55
2
3
Anna-Regina
0.4
4.8
0.26 Cobble & Sandy Beaches, Estuary
4.7
1.21
1.55
2
4
Aberdeen
-2.0
10.2
0.27 Cobble & Sandy Beaches, Estuary
4.7
1.21
1.55
2
5
Annandale
-2.4
17.5
0.25 Cobble & Sandy Beaches, Estuary
4.7
1.21
1.55
2
6
Zorg
0.5
20.7
0.18 Cobble & Sandy Beaches, Estuary
4.7
1.18
1.55
2
7
Onderneeming
1.2
14.3
0.22
Mudflats, Mangroves
4.7
1.22
1.55
2
8
Vilvoorden
1.1
19.6
0.22
Mudflats, Mangroves
4.7
1.26
1.55
2
9
Good Hope
1.3
30.9
0.25
Sand, Pebbles, Boulders
4.7
1.39
1.55
3
3
3
3
3
3

10
11
12
13
14
15

Parkia
Ruby
Zeelugt
Anna Catherina
Windsor Forest
Vreed-en-Hoop

0.4
0.0
0.0
-1.0
1.0
-0.8

3.2
2.33
1.9
1.76
1.07
0.79

0.33
0.29
0.31
0.32
0.31
0.33

Sand, Pebbles, Boulders
Cobble & Sandy Beaches, Estuary
Cobble & Sandy Beaches, Estuary
Cobble & Sandy Beaches, Estuary
Cobble & Sandy Beaches, Estuary
Mudflats, Mangroves

4.7
4.7
4.7
4.7
4.7
4.7

1.34
1.34
1.25
1.25
1.11
1.11

1.79
1.79
1.79
1.79
1.79
1.79

4
4
4
4
4
4
4
4
4
4

16
17
18
19
20
21
22
23
24
25

Georgetown
Better Hope
Mon-repos
Enterprise
Golden Grove
Grove
Kensington
Columbia
De-kinderen
Mahaicony

-0.1
-0.2
-2.8
-1.4
0.0
-0.8
-4.1
-2.7
-4.9
-3.9

0.15
0.56
1.73
2.57
4.18
5.2
5.23
4.9
4.88
2.09

0.32
0.32
0.32
0.32
0.34
0.32
0.30
0.32
0.32
0.32

Sand, Pebbles, Boulders
Sand, Pebbles, Boulders
Cobble & Sandy Beaches, Estuary
Cobble & Sandy Beaches, Estuary
Cobble & Sandy Beaches, Estuary
Cobble & Sandy Beaches, Estuary
Mudflats, Mangroves
Mudflats, Mangroves
Mudflats, Mangroves
Mudflats, Mangroves

4.7
4.7
4.7
4.7
4.7
4.7
4.7
4.7
4.7
4.7

1.07
1.07
1.36
1.36
1.36
1.75
1.75
1.75
1.39
1.39

1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79
1.79

4.3.8 Vulnerability Ranking Criteria for Variables

The choice of the number of vulnerable ranking categories and the associated ranges for
each variable were based on the following considerations: (i) availability of data; (ii)
maximum and minimum values of all the variables in the study area (iii) views expressed
by senior officials in the Ministry of Public Works on physical process variables; (iv)
practices adopted by the originators of the CVI in the US (Gornitz, 1990, 1991; Thieler
and Hammar-Klose, 1999; Pendleton et al., 2004, 2005); and (v) practices adopted by
researchers in low lying developing countries (Parthasarathy and Natesan, 2015; Kunte et
al., 2014; Murali et al., 2013).

The data available in Guyana for the physical-process variables was limited. In addition,
their ranges were narrow. The senior officials in the Ministry of Public Works advised
that the data they had made available were the most comprehensive and up to date. Under
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these circumstances, three to four ranking categories were the most that were feasible.
The number of rankings adopted in CVI research in low lying developing countries
varied from three to four. In this chapter four vulnerability ranks were adopted.

The variables in Table 4.1 have to be ranked from 1 to 4. The ranges for the variables that
would determine their vulnerability ranking from 1 to 4 for the low-lying Guyana coast
were determined on a number of considerations. Though Pendleton et al. (2010a) use five
vulnerability rankings, the ranges specified by them were used as a starting point. Their
ranges for coastline change, coastal slope, and sea level rise were utilized as guides.

In the case of the categorical variable geomorphology, the components and ranges of
Pendelton et al. (2010a) were modified as done for the low lying coasts considered by
Kunte et al. (2014), Murali et al. (2013), and Parthasarathy and Natesan (2015). The
findings of Daniel (2001) and UNEP (2010) on coastal elevation in Guyana were
considered in determining the ranges for coastal elevation. The coastal elevation in
meters adopted in each of the ranges broadly conformed to those adopted by Murali et al.
(2013) and Parthasarathy and Natesan (2015).

Discussions with some senior officials in the Ministry of Public Works were helpful in
determining the ranges for significant wave height and mean tidal range. Based on the
data that they supplied and the discussions with them, the ranges for the significant wave
height were determined. These are consistent with the ranges adopted by Pendleton et al.
(2010a) for the coastal areas in North America along the Atlantic Ocean.

As described in subsection 2.5.2, coastal areas with low tidal range are likely to be at
high tide during a storm and hence are more vulnerable to erosion and flooding
(Pendleton et al., 2005, 2010a, 2010b). Given that Guyana is characterized by low tidal
range, the chapter associates low tidal range with high vulnerability. The tidal range data
on Guyana and the viewpoints expressed by the senior officials in the Ministry of Public
Works led to the determination of the ranges for mean tidal range for use in vulnerability
ranking in this chapter.
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Table 4.2 represents the best judgment of the author in terms of the conditions in the
study area and ranges adopted by other researches of CVI in low lying coastal areas.

Table 4.2: Vulnerability Ranking Criteria for Variables
Vulnerability Ranking Criteria for Variables used for coastal Vulnerability Index
Variables
Low (1)
Moderate (2)
High (3)
Very High (4)
Coastal Change (m/y)
>1.0
-0.9 to 1.0
-2.0 to -1.0
<-2.0
Coastal elevation (m)
>9.0
6.0 to 9.0
3.0 to 6.0
<3.0
Coastal Slope (%)
>0.9
0.9 to 0.6
0.6 to 0.3
<0.3
Geomorphology
Rocky Cliffs Sand, Pebbles, Boulders Cobble & Sandy Beaches, Estuary Mudflats, Mangroves
Relative Sea Level Change Rate (mm/y)
<2.5
2.5 to 3.0
3.0 to 3.4
>3.4
Significant Wave Height (m)
<0.91
0.92 to 1.11
1.12 to 1.31
>1.31
Mean Tidal Range (m)
>2.5
1.75 to 2.5
1.0 to 1.75
<1.0

Source: Prepared by Ayat Ruh Ali

Table 4.2 is the basis on which the metric values of all the variables in Table 4.1 are
transformed to the ordinal rankings from 1 to 4 indicating low to very high contributions
to coastal vulnerability. The same also applies to geomorphology which is a categorical
variable.

4.4 Results and Discussion

A summary of the vulnerability ranking of all seven variables for the 25 coastal segments
based on Table 4.1 and Table 4.2 is shown in Table 4.3. On the basis of Table 4.3, the
vulnerability rank of each variable is described and mapped.
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Table 4.3: Summary of Vulnerability Ranking of all Variables for each Segment
Table: 4.3 Summary of Vulnerability Ranking of all Variables for each Segment
Variables
Geologic
Region
2
2
2
2
2
2
2
2
2

Physical Process

Rate of Coastline Coastal Coastal
Sea Level Significant
Mean Tidal
Change
Elevation Slope Geomorphology Rise
Wave Height Range
Segment Name
1
Dartmouth
2
3
3
4
4
2
3
2
Windsor Castle
2
3
3
3
4
2
3
3
Anna-Regina
2
3
4
3
4
3
3
4
Aberdeen
3
1
4
3
4
3
3
5
Annandale
4
1
4
3
4
3
3
6
Zorg
2
1
4
3
4
3
3
7
Onderneeming
1
1
4
4
4
3
3
8
Vilvoorden
1
1
4
4
4
3
3
9
Good Hope
1
1
4
2
4
4
3

3
3
3
3
3
3

10
11
12
13
14
15

Parkia
Ruby
Zeelugt
Anna Catherina
Windsor Forest
Vreed-en-Hoop

2
2
2
3
2
2

3
4
4
4
4
4

3
4
3
3
3
3

2
3
3
3
3
4

4
4
4
4
4
4

4
4
3
3
2
2

2
2
2
2
2
2

4
4
4
4
4
4
4
4
4
4

16
17
18
19
20
21
22
23
24
25

Georgetown
Better Hope
Mon-repos
Enterprise
Golden Grove
Grove
Kensington
Columbia
De-kinderen
Mahaicony

2
2
4
3
2
2
4
4
4
4

4
4
4
4
3
3
3
3
3
4

3
3
3
3
3
3
3
3
3
3

2
2
3
3
3
3
4
4
4
4

4
4
4
4
4
4
4
4
4
4

2
2
4
4
4
4
4
4
4
4

2
2
2
2
2
2
2
2
2
2

4.4.1 Rate of Coastline Change

The estimates of the rate of coastline change were used to identify Annandale in Region 2
and Mon-repos, Kensington, Columbia, De-kinderen and Mahaicony in Region 4 as the
most vulnerable to coastal erosion. The erosion rates range from -2.4 m to -4.9 m per year
(very high vulnerability rank). The erosion rates of the coastline of Aberdeen in Region 2,
Anna Catherina in Region 3, and Enterprise in Region 4 were estimated in the range from
-1.0 m to -2.0 m per year (high vulnerable rank). Dartmouth, Windsor Castle, AnnaRegina, and Zorg in Region 2; Parika, Ruby, Zeelugt, Windsor Forest, and Vreed-enHoop in Region 3; and Georgetown, Better Hope, Golden Grove and Grove in Region 4
were estimated to have erosion rates from -0.8 m to 1.0 m per year (moderate rank). The
coastlines of Ruby and Zeelugt in Region 3 and Golden Grove in Region 4 showed no
change (moderate rank). In Region 2, while Zorg had an accretion rate of 0.5 m per year,
in Region 3, Parika had an accretion rate of 0.4 m (moderate rank). The segments of the
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coast with both low erosion and accretion rates had a rank of moderate vulnerability. The
range of the accretion rates for Onderneeming, Vilvoorden, and Good Hope in Region 2
was from 1.1 m to 1.3 m per year (low rank). Figure 4.1 displays the relative vulnerability
ranking of the 25 segments for coastline change. There is a concentration of very high
vulnerability in the south eastern part of the coastline of Region 4.

Figure 4.1: Vulnerability Ranking of Coastline Change
4.4.2 Regional Coastal Elevation

The regional coastal elevation of the Study Area ranges from 0.15 m to 30.9 m. In Region
2, except for the Dartmouth, Windsor Castle, and Anna-Regina segments which have a
coastal elevation range from 3.1 m to 4.8 m (high rank), all other segments from
Aberdeen to Good Hope have a coastal elevation range from 10.2 m to 30.9 m (low
rank). In Region 3, while Parika has a coastal elevation of 3.2 m (high rank), all other
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segments from Ruby to Vreed-en-Hoop have a coastal elevation range from 0.79 m to
2.33 m (very high rank). In Region 4, the segments from Golden Grove to De-kinderen
have coastal elevation range from 4.18 m to 5.23 m (high rank). The range of the coastal
elevation for Georgetown, Better Hope, Mon-repos, Enterprise, and Mahaicony is 0.15 m
to 2.57 m (very high rank). Figure 4.2 shows the relative vulnerability rankings of the 25
segments for coastal elevation.

Figure 4.2: Vulnerability Ranking of Coastal Elevation

4.4.3 Coastal Slope

The coastal slope of the Study Area is gently sloping in all the segments. As a result, in
Region 2, apart from Dartmouth and Windsor Castle with a range of 0.318 to 0.333
percent (high rank), all other segments from Anna-Regina to Good Hope have a range of
0.182 to 0.272 percent (very high rank). In Region 3, while Ruby has a coastal slope of
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0.298 percent (very high rank), the other segments including Parika and the segments
from Zeelugt to Vreed-en-Hoop have a coastal slope range from 0.313 to 0.331 percent
(high rank). The segments in Region 4 have a range from 0.301 to 0.338 percent (high
rank). Figure 4.3 displays the relative vulnerability rankings of the 25 segments for
coastal slope.

Figure 4.3: Vulnerability Ranking of Coastal Slope

4.4.4 Coastal Geomorphology

While the coastline of the Study Area has an extensive sea defense system, it is in various
stages of decay. Even in the Georgetown area where the sea defense wall has been raised
by 0.6-0.9 m, during high tide, sea water flows over the wall to the adjacent land areas
and the water pumps that are supposed to pump the sea water back to the sea do not work
regularly because of damage and power outages. Breaches in the sea defense wall are
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visible in all three regions with flooding from waves compounded by periods of heavy
rainfall. Therefore, despite the sea defense system, geomorphology plays an important
role in coastal vulnerability.

Mud flats and mangroves are present in Region 2 (Dartmouth, Onderneeming,
Vilvooorden), Region 3 (Vreed-en-Hoop), and Region 4 (Kensington, Columbia, Dekinderen, Mahaicony) (very high rank). In Region 2, the segments from Windsor Castle
to Zorg, in Region 3, the segments from Ruby to Windsor Forest, and in Region 4, the
segments from Mon-repos to Grove have cobble and sandy beaches and estuaries (high
rank). In Good Hope, Parika, Georgetown, and Better Hope sand, pebbles and boulders
are present (moderate rank). Figure 4.4 shows the relative vulnerability for
geomorphology for the 25 segments.

Figure 4.4: Vulnerability Ranking of Geomorphology
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4.4.5 Sea Level Rise

Even with a conservative assumption of a relative sea level rise of 4.70 mm per year, the
entire coastline of the Study Area has a very high vulnerability rank in accordance with
Table 4.1. Figure 4.5 displays the vulnerability ranking of the 25 segments for sea level
rise.

Figure 4.5: Vulnerability Ranking of Sea Level Rise

4.4.6 Mean Significant Wave Height

In Region 2 (Good Hope), Region 3 (Parika, Ruby) and Region 4 (segments from MonRepos to Mahaicony) have a range of 1.34 m to 1.39 m (very high rank). In Region 2
(segments from Anna Regina to Vilvoorden) and in Region 3 (Zeelugt, Anna Catherina)
are in a range from 1.18 m to 1.26 m (high rank). In Region 2 (Dartmouth, Windsor
Castle), Region 3 (Windsor Forest, Vreed-en-Hoop), and Region 4 (Georgetown, Better
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Hope), the range of the mean significant wave height is 1.07 m to 1.11 m (moderate
rank). Figure 4.6 shows relative vulnerability ranking for mean significant wave height
for the 25 segments.

Figure 4.6: Vulnerability Ranking of Significant Wave Height

4.4.7 Mean Tidal Range

The segments along Region 2 are ranked as being highly vulnerable and segments along
Region 3 and Region 4 are ranked as being moderately vulnerable. Figure 4.7 shows the
relative vulnerability ranking for mean tidal range for the 25 segments.
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Figure 4.7: Vulnerability Ranking of Tidal Range

4.4.8 Coastal Vulnerability

As indicated, a summary of the vulnerability ranking of all seven variables for the 25
coastal segments based on Table 4.1 and Table 4.2 is shown in Table 4.3. The CVI
estimates based on the formula for CVI given in Section 4.2 and applied to the 25
segments in Table 4.3 are shown in Table 4.4. The CVI estimates range from 7.4 to 29.6.
Two approaches were explored to classify the CVI estimates. First, following the practice
of Pendleton et al. (2004), Murali et al. (2013), Kunte et al. (2014), and Parthasarathy and
Natesan (2015) the CVI estimates were put into four groups based on the 25th, 50th, 75th
percentiles after accounting for CVI estimates that were identical across segments.
Second, the approach explored for this classification is to place the CVI estimates in
ascending order. Natural breaks in the estimates were identified in order to establish the
ranges. Appendix 6 describes the process to determine the ranges for the estimates of
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CVI in Table 4.4. The two approaches gave almost identical results: Low (<11.0),
Moderate (11.1-15.0), High (15.1-20.0) and Very High (>20.1). Table 4.4 presents the
coastal vulnerability estimates and the rankings of the 25 segments. The coastal
vulnerability map of the Study Area is shown in Figure 4.8. From Figure 4.8 it was
determined that while about 29 percent of the coast is highly vulnerable to RSLR, about
20 percent is least vulnerable.

As indicated in section 2.5, the equivalents of Table 4.4 and Figure 4.8 have been used by
other researchers in their assessment of coastal vulnerability. As described in section
2.5.2, studies differ in terms of variables used, number of vulnerability rankings and
ranges applied, uniform versus non-uniform weighting of variables and CVI formulae
applied, and rules applied for the classification of CVI estimates and mapping of coastal
vulnerability. In terms of comparing the results of Table 4.4 and Figure 4.8, the results of
four studies which apply broadly similar methodologies and approaches used in this
chapter are reported.

Pendleton et al. (2010b) in their coastal vulnerability assessment of the Northern Gulf of
Mexico to RSLR divided their CVI estimates into low, moderate, high and very high
vulnerability based on natural breaks. Their ranges were very similar to the legend
provided in Table 4.4. The coast of their study area was categorized as 61 percent with
very high vulnerability, 16-21 percent with high vulnerability, 13-15 percent with
moderate vulnerability and 3-7 percent with low vulnerability. The distinguishing feature
of this study was the incorporation of differing RSLR of the study area based on data
from 16 tide gauge locations and varying land subsidence.

Pramanik et al. (2015) in their study of the Krishna-Godavari delta Region in South India
reported a range of CVI estimates from 1.84 to 17.25. About 22 percent of the coastline
was categorized as having very high vulnerability and 33 percent with low vulnerability.
Islam et al. (2014) in their study of Bhola Island in Bangladesh and Kunte et al. (2014) in
their assessment of coastal vulnerability in Goa, India also included population density as
a variable. While their results are reported, they are not strictly comparable to those
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reported in Table 4.4 and Figure 4.8. Islam et al. (2014) who used 5 vulnerability ranking
categories reported a CVI range of 11.61 to 122.47. While 22 percent of the coastline had
very high vulnerability, 24 percent had low vulnerability. Kunte et al. (2014) used 3
vulnerability ranking categories and reported a CVI range of 1.84 to 17.25. The coastline
of their study area had 45 percent with high vulnerability and about 30 percent with low
vulnerability.

The description of the four studies and their reported results highlight the difficulties of
comparing results that are based on differing methodologies, approaches, and
assumptions that are applied to study areas that may refer to low lying coastal areas but
differ significantly in terms of both geologic and physical process variables.
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Table 4.4: Estimates of Coastal Vulnerability Index & Vulnerability Ranking
Table 4.4: Estimates of Coastal Vulnerability Index & Vulnerability Ranking
Region Segment
2
1
2
2
2
3
2
4
2
5
2
6
2
7
2
8
2
9

Name
Dartmouth
Windsor Castle
Anna-Regina
Aberdeen
Annandale
Zorg
Onderneeming
Vilvoorden
Good Hope

CVI Result
15.7
13.6
19.2
13.6
15.7
11.1
9.1
9.1
7.4

Vulnerability Ranking
High
Moderate
High
Moderate
High
Moderate
Low
Low
Low

3
3
3
3
3
3

10
11
12
13
14
15

Parkia
Ruby
Zeelugt
Anna Catherina
Windsor Forest
Vreed-en-Hoop

12.8
20.9
15.7
19.2
12.8
14.8

Moderate
Very high
High
High
Moderate
Moderate

4
4
4
4
4
4
4
4
4
4

16
17
18
19
20
21
22
23
24
25

Georgetown
Better Hope
Mon-repos
Enterprise
Golden Grove
Grove
Kensington
Columbia
De-kinderen
Mahaicony

10.5
10.4
25.7
22.2
15.7
15.7
25.7
25.7
25.7
29.6

Low
Low
Very High
Very High
High
High
Very High
Very High
Very High
Very High

Legend for Table 4.4
Low: < 11.0
Moderate: 11.1-15
High: 15.1-20.0
Very High >20.1
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Figure 4.8: Coastal Vulnerability Map

The coastal vulnerability map in Figure 4.8 shows that the transition of contiguous
segments from very high to high, high to moderate, and moderate to low vulnerability
categories is generally smooth. The exception is Better Hope with a low vulnerability
rank to Mon Repos with very high vulnerability rank. This is caused by differences in the
rate of coastline change, geomorphology, and significant wave height between Better
Hope and Mon Repos.

As shown in Table 4.4 and Figure 4.8, segments of the coast with very high vulnerability
are concentrated in Region 4: Enterprise to Mon-repos and Kensington to Mahaicony. In
Region 3, Ruby has very high vulnerability. These seven segments cover 37 km of the
coastline. As seen in Table 4.3, except for mean tidal range which has a vulnerability
ranking of moderate, all other variables for both the geologic and physical process
variables have very high and high ranks. The only exception is Ruby which has a
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moderate rank for coastline change. Very high and high coastal erosion, low coastal
elevation, preponderance of mudflats and mangroves, and very high mean significant
wave height contribute towards very high coastal vulnerability.

As shown in Table 4.4 and Figure 4.8, segments of the coast with high vulnerability are
dispersed over the three regions: Dartmouth, Anna Regina, and Annandale in Region 2,
Zeelugt and Anna Catherina in Region 3, and Golden Grove and Grove in Region 4.
These seven segments cover 35 km of the coastline. Table 4.3 shows wide variability of
both the geologic and physical process variables across coastline segments. The number
of geologic variables with high vulnerability ranks is large together with a lower number
of very high and medium ranks that are equally distributed. There is a concentration of
high rank among the mean significant and mean tidal range variables. Low coastal slope,
low coastal elevation, cobble and sand, and significant wave height in the range of 3.0 m
to 3.4 m mainly contribute to high coastal vulnerability.

As seen in Table 4.4 and Figure 4.8, segments of the coast with moderate vulnerability
are found in Windsor Castle, Aberdeen, and Zorg in Region 2 and Parika, Windsor
Forest, and Vreed-en-Hoop in Region 3. These six segments cover 30 km of the
coastline. Low coastal slope and cobble and sandy beaches, coastal elevation that ranges
from low to very high pointing towards higher vulnerability are compensated by erosion
that is moderate and mean tidal range that is high to moderate that point towards lower
vulnerability.

As shown in Table 4.4 and Figure 4.8, segments of the coast with low vulnerability are
mainly found in Onderneeming, Vilvoorden, and Good Hope in Region 2 and in
Georgetown and Better Hope in Region 4. These five segments cover 26 km of the
coastline. Except for coastal slope and mudflats in Onderneeming and Vilvoorden, the
ranks of the other geologic variables and physical process variables point towards low
vulnerability.
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4.5 Conclusion

A study of vulnerability of the coastline of Guyana is a fruitful area of research. This is
the first study of application of the CVI methodology to Guyana.

The methodology for estimating the CVI is well established in the literature. It is the
generation and application of the relevant data that constitutes the contribution of this
chapter. The data generated for the geologic variables from satellite imagery and from a
field visit to Guyana by the author provided a sound basis. The data on the physical
process variables that were mainly collected from the relevant Government Departments
in Guyana are constrained by the number and dispersion of tidal gauge stations.

The results indicate that the coastline of the Study Area can be grouped into four
categories: very high vulnerability (37 km), high vulnerability (35 km), moderate
vulnerability (30 km), and low vulnerability (26 km). The coastal segments with very
high vulnerability are concentrated in the south east of the Study Area in Demerara
Mahaica. The geologic variables and the significant wave height variable are the main
causal factors for very high coastal vulnerability. The coastal segments with high
vulnerability rank are distributed over the entire Study Area. Coastal elevation, coastal
slope, geomorphology, and mean significant wave height contribute towards high
vulnerability. Segments with moderate vulnerability are evenly distributed between two
of the regions, namely, Pomeroon-Supenaam and Essequibo-Island West Demerara. Low
coastal slope and cobble and sandy beaches, coastal elevation that ranges from low to
very high pointing towards higher vulnerability are compensated by erosion that is
moderate and mean tidal range that is high to moderate pointing towards lower
vulnerability. Segments with low vulnerability are located in Pomeroon-Supenaam and
Demerara Mahaica which includes Georgetown and Better Hope. Both the geologic
variables and physical process variables point towards low vulnerability.

The identification of the most vulnerable segments of the coastline constitutes the first
step in determining the extent of the problem. The variables used in the estimation of the
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coastal vulnerability index provide insights into assessing the causal factors. While, the
geologic and physical process variables could be viewed as given, there are elements of
coastal erosion and geomorphology like receding mudflats that are influenced by
anthropogenic factors. An in depth examination of the anthropogenic factors that impact
on coastal erosion and receding mudflats is needed prior to designing plans and programs
of managed adaptation to RSLR in the coastal areas of Guyana.
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CHAPTER 5
IDENTIFY VARIABLES THAT INFLUENCE PERSONAL CONCERN OF
INDIVIDUALS IN COASTAL AREAS TO WATER-LEVEL RISE

5.1 Introduction

The objective of this chapter is to identify the variables that influence the personal
concern of coastal residents to water-related problems arising from sea level rise through
the use of categorical data acquired from the conduct of questionnaire surveys on
individuals. An assessment is then made on the extent to which the results could be used
to draw insights on strengthening the adaptive capacity of households to water level rise.
The Study Area shown in Figure 1.1 extends from Dartmouth (7ᴼ 22’ 0” N and 58ᴼ 36’
0” W) to Mahaicony (6ᴼ 34’ 20.99” N and 57ᴼ 48’ 36.8” W). The coastline between these
two locations is approximately 128 km in length.

The methodology of log linear analysis as applied to categorical data that has been used
in the literature to identify the factors that influence the personal concern of individuals
on the environment and described in Section 2.6 has been adopted in this chapter. The
IBM SPSS Statistics 24 (2016) software is utilized to process the categorical data
obtained from surveys conducted on individuals in Guyana.

5.2. Data Acquisition

The primary data set used in this chapter was collected by the Caribbean Research
Solutions (CRS, 2014) which conducted a Coastal Vulnerability Survey on Water Level
Rises and Associate Impacts in Guyana in the first half of 2015. Surveys were conducted
on individuals in randomly selected coastal communities in urban, non-urban, and rural
communities. Field personnel using random and stratified sampling techniques
interviewed adults to complete a questionnaire. It consisted of four sections: (i) social,
demographic, location, and agriculture; (ii) rising water levels and concerns of residents;
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(iii) water level rise and erosion; and (iv) concerns, vulnerability and adaptability. CRS
(2014) made available a subset of the data to the author for preparing this chapter.
The sample size was determined by the equation proposed by Cochran (1977): n= (Z2 p
q)/e2 where n is sample size, Z2 is the desired level of confidence at 95%, p is the
estimated proportion of the sample, q is 1-p, e is the desired level of precision at 5%. In
this chapter, n= (1.962*0.5*0.5) / (0.052) =385.

The sample size of 385 individuals was distributed across the coastline of the Study Area.
The contiguous coastal regions of Pomeroon-Supenaam (Region 2), Essequibo-IslandsWest Demerara (Region 3), and Demerara-Mahaica (Region 4) contain 61.59% of the
total population of Guyana. The 30 locations for which the 385 survey data from
interviews of individuals were requested are indicated in Figure 5.1. The data provided
by CRS (2014) did not include the coding for the individual locations in the Study Area
where it conducted the surveys. Therefore, the survey data is viewed to be representative
of the Study Area as a whole and not for specific locations.
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Figure 5.1: Locations Requested for Survey Data in Study Area
Table 5.1 shows the variables for which survey data were made available to the author by
CRS (2014). The questions on “How concerned are you that rising water levels will
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eventually cause you to move and settle in another location?” (C) and “How vulnerable
or threatened would you feel if water levels continue to gradually rise in the future?” (V)
are aimed at assessing awareness of individuals to vulnerability arising from rising water
levels. As both questions are directed at individuals, the responses represent personal
concern to rising water levels and personal vulnerability or perceived threat to water
levels continuing to rise. The first question also includes an element of adaptation efforts
in terms of moving and settling in another location. The second question addresses the
future. Given the differences in nuances, these two questions are treated as separate
variables. Age (A) in years and education (E) in years of formal education are expected to
influence knowledge, attitudes, economic status, and willingness and ability to move
thereby enhancing personal adaptive capacity. The number of years of living in a
community or number of year of residence (R) could affect the desire to move. The
distance of the house (D) from the coast at high tide represents exposure to rising water
levels. In Table 5.1, the variables C and V are ranked from highest to lowest while A, E,
R, and D are ranked from lowest to highest. Contingency tables with the 5 variables in
Table 5.1 i.e. C, A, E, R, D and V, A, E, R, D would have 2304 (4 x 4 x 4 x 6 x 6) cell
counts each.
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Table 5.1: Variables used in Analysis
Variable
Name
Concern

Vulnerability

Description of Variable
Concerned that rising water
levels will cause movement
and settlement in another
location
Vulnerable to gradually
rising water levels in future

Age

Age of respondents in years

Education

Years of formal education

Residence

Years of living in the
community

Distance
(km)

Distance from house to
coast at high tides

Available Choices





























Highly Concerned
Somewhat
Concerned
Little Concerned
Not Concerned
Very Vulnerable
Somewhat
Vulnerable
Little Vulnerable
Not Vulnerable
15-29
30-44
45-59
>59
5-8
9-12
13-16
>16
0-2
2-4
4-6
6-8
8-10
>10
<0.5
.5-1
1-2
2-3
3-4
>4

Letter
Code
C

V

A

E

R

D

In preparing the data for analysis, the data made available to the author by CRS (2014)
were first entered into a Microsoft Excel spread sheet. The data were coded numerically
using the Replace Function. The coded data were imported directly from Microsoft Excel
to SPSS 24 (2016). In Variable View, the “Value Column” was used to add value labels
to distinguish numerical Excel values in the text table. The Measuring Column was then
set to nominal/scale.
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Figure 5.2 presents the frequency distribution of the observed data for the six variables
considered in this chapter. Figure 5.2a shows that at about 31% each, the level of concern
leading to relocation is concentrated among the somewhat and little concerned categories.
In contrast, Figure 5.2b shows that level of vulnerability to rising water levels has a
higher concentration of 36.2% and 33.9% among the respondents who feel little or
somewhat vulnerable respectively. Figure 5.2c shows that 29.9% of the respondents were
in the age group 15-29 and 33.6% were in the age group 30-44. Figure 5.2d shows that
45.2% of the respondents had 9-12 years of education and 29.0% had 13-16 years of
education. In terms of spatial factors, Figure 5.2e indicates that 40.6% of the respondents
live between 1-2 km from the coast and 28.7% live 2-3 km from the coast. Regarding the
period of residence or years in a community, Figure 5.2f shows that 72% have lived in
the same community for over 10 years.

a

b
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c

d

e
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f

Figure 5.2: Frequency Distribution of Observed Variables

5.3 Methodology Adopted for Analysis of Categorical Data

The purpose of the analysis of the categorical data in this chapter is to identify
interactions and associations between the variables in Case 1 and in Case 2. There is no
established research in theory or practice that provide guidance on what variables
influence the personal concern of individuals arising from water-related problems. The
survey data available has to be analyzed in order to identify the patterns of significant
interactions and associations.

Fischer (1978) describes techniques that could be used in the model-building stage of
exploratory research to analyze categorical data in multi-dimensional contingency tables.
Two techniques from the backward elimination approach in log linear models are
relevant. In backward elimination, models are selected by deleting effects in a stepwise
fashion from a model. The decision to delete an effect is based upon the statistical
significance of the difference chi-square values comparing two models which differ by
the presence or absence of the effect being considered. A backward elimination algorithm
first tests effects of the highest order, and proceeds systematically to tests of lower order
effects. At each stage, the effect associated with the difference chi–square that is not
significant is deleted. Alternately, the effect which contributes least to the overall
goodness-of-fit of the model is eliminated. The deletion of effects stops when further
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deletion would result in a statistically significant loss of fit, or when the goodness of fit of
the overall model falls below a specified rejection level.

The model from which effects are deleted may be either: (i) stepwise backward
elimination of effects from a saturated model; or (ii) stepwise backward elimination of
effects from a baseline model. In (i), the initial model selection includes all the possible
effects that exist among the variables. For example, if Case 1 is considered, the initial
model will include 31 effects in total: 1 five-way effect, 5 four-way effects, 10 three-way
effects, 10 two-way effects, and 5 one-way or main effects. In the saturated model, no
effect is omitted at the initial step. This distinguishes (i) from (ii).

In (ii), the researcher identifies a baseline model. Dillon and Goldstein (1984) use
marginal and partial association tests to screen effects terms so that only a limited number
of effects in log-linear models would need to be considered when trying to find the most
parsimonious or simplest model. The effects terms indicate the effects that the variables
have on cell frequencies. The marginal and partial association tests show the order of
magnitude of the change in the goodness of fit generated by deleting an effect from a
model. They can be used to group the effects by importance. These tests are used as
screening devices to classify effects that should be included, excluded, and effects
requiring further study in the baseline model.

In terms of methodology, the saturated model in (i) and the baseline model in (ii) are
different: (a) (i) includes all effects from the outset while in (ii) the researcher has to
determine a baseline model which is a subset of (i); (b) the marginal and partial
association tests are crucial in (ii) to screen out effects in order to consider a limited
number of models, in (ii) they provide additional information for assessing model results.

In this chapter, the approach of stepwise backward elimination of effects from a saturated
model is adopted. The SPSS 24 (2016) software package is used to conduct the log linear
analysis of the categorical survey data in order to identify the most significant variables
that influence the personal concern of individuals to water-related problems in the Study
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Area. Field (2013) outlines the methodology adopted for analyzing categorical data in
SPSS, describes the application of log linear analysis in SPSS, and identifies the outputs
generated by SPSS. This chapter adopts the overall approach described by Field (2013) in
the analysis of categorical data in SPSS.

In log linear analysis in SPSS, the initial model utilized is the saturated model which
includes all the effects. SPSS fits the saturated model by default. The backward
elimination process is started with the highest order effect or interaction being eliminated
first. A new model is constructed without this interaction and from this model, the
expected frequencies are calculated. The expected frequencies from the model are
compared with the observed frequencies using a likelihood ratio statistic. If the new
model significantly changes the likelihood ratio statistic, the removal of the interaction
term has a significant effect on model fit implying that the interaction effect is
statistically important. In case of statistical significance of the highest order effect, the
SPSS algorithm will stop. This becomes the model output. Other lower level effects are
not tested as they are included in the highest order interaction. This is the hierarchical
model. However, if the removal of the highest order interaction or effect does not
significantly affect model fit, then the backward elimination process moves on to the next
highest order effect. In this second step, the next higher order effects are removed one at
a time, new models are created with which expected frequencies are generated and
compared with the observed frequencies using a likelihood ratio statistic. If any of the
new models leads to a significant change in the likelihood ratio statistic, then the
interaction or effect is retained. The main effects in the interactive term are not examined
as they are included in the interaction term. However, if the likelihood ratio is interactive
term is unchanged with the new model, then the interactive term is removed, and the next
order effects are considered. This process is continued till the best model is found and all
the effects included are statistically significant. The deletion of effects stops when further
deletion would result in a statistically significant loss of fit.
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Field (2013) advocates the use of the Pearson’s chi square test to determine whether
variables are independent. If the significance value is small enough i.e. Sig is less than
0.05, the hypothesis is rejected that the variables are independent. In SPSS, the value of
the chi square statistic, the degrees of freedom and the significance value are provided.
Field (2013) suggests that the Likelihood ratio statistic be preferred in cases with smaller
samples.

The likelihood ratio statistic can also be used to assess each model. The observed values
remain constant while the expected or model frequencies are generated from the model
being tested. In the saturated model, the likelihood ratio statistic is always 0 because the
expected and observed frequencies are identical. In other cases, the likelihood ratio
statistic will provide a measure of how well the model fits the observed data. The
difference between likelihood ratio of the current versus the previous model is used to
test whether the new model has changed the likelihood ratio.

In the application of SPSS, Field (2013) outlines the steps in model selection for log
linear analysis like the variables to be included, defining their ranges, the maximum
number of steps; the options available for display of output from the saturated model; and
the model criteria available for selection like the maximum number of iterations,
convergence, and delta which in the default mode adds 0.5 to each cell count. In the
SPSS algorithm, each time an estimate is obtained it is called iteration. The largest
difference between successive estimates is called the convergence criterion. When the
parameter convergence option is selected, the algorithm stops after an iteration in which
the absolute change in parameter estimate is less than the value specified. The number of
iterations is indicated in the model outputs in SPSS.

In terms of log linear output available in SPSS 24 (2016), the following three are
highlighted by Field (2013) in the order in which the results are reported in the SPSS 24
(2016) output module: (i) K-Way and Higher order effects that indicate the interactions
or effects that can be removed; (ii) Association table which breaks down the results of (i)
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into its parts; and (iii) Backward elimination results. In this chapter, the results of the log
linear analysis are presented in the sequence of SPSS outputs.

In the application of SPSS 24 (2016), the Hierarchical Log Linear Analysis module was
selected. The categorical data already in the SPSS database is used. The variables and
their ranges are defined in the Model Selection module. In the Loglinear Options module,
the default option of the saturated model was chosen. The backward elimination option
was selected. The maximum number of iterations is set at 20, convergence is set at
0.0001, and the default option of Delta at 0.5 was selected.

5.4 Results of Log-linear Analysis from SPSS

The categorical data made available to the author from the household surveys conducted
by CRS (2014) consisted of six variables C, V, A, E, D, and R. Given the limited number
of variables, all the variables were used in the log linear analysis.

Two cases are

considered: Case 1 includes C, A, E, D, R and Case 2 comprises V, A, E, D, R. In each
case, the starting model is the saturated model with the inclusion of all 31 effects.
Backward elimination of the saturated model is used to identify the most parsimonious or
least complex model. A summary of the model results are presented below.

5.4.1 Case 1

The K-Way and Higher-Order Effects and the K-Way effects indicate which effects of
the model can be removed. Table 5.2 shows the results of fitting all the K-factor
interactions to the observed data. Table 5.2 presents two outputs labeled (a) K-way and
Higher Order Effects and (b) K-way effects. Also reported for each of these outputs are
the likelihood ratio and Pearson chi-square statistics, the degrees of freedom when K=1,
2, 3, 4, 5 and significance (Sig). In (a), when K=1, the row results indicate whether the
removal of the one-way and higher order effects will significantly affect the fit of the
model. Table 5.2 indicates that removing the one-way effects and higher order effects
will significantly affect the fit of the model (Sig=0.000) as per the Pearson Chi-square
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test. When K=2, the removal of the two-way effects and higher order effects will affect
the model (Sig=0.000) as per the Pearson Chi-square test. The rows of K=3, 4, indicate
that the removal of three-way and higher order effects and four-way and higher order
effects will not affect the fit of the model. In the lower half of Table 5.2, the K-way
effects express what is contained in (a) but without the higher order effects. When K=1,
2, 3, the K-Way test indicates that the removal of the one, two, and three-way effects will
have a significant effect on the model as per the Pearson Chi-square test. The Likelihood
ratio test that the removal of the one-way and two-way effects will have a significant
effect on the model. As Field (2013) indicates that the Likelihood ratio test is more
suitable for smaller samples, the Pearson Chi-square tests are deemed to be more suitable
for Case 1. The K-Way effects in Table 5.2 suggest that one, two, and three way effects
could be expected in the final model that emerges from the backward elimination process.

Table 5.2: K-Way and Higher Order Effects for Case 1

Source: SPSS 24 (2016)

Table 5.3, a model result of SPSS 24 (2016), provides the partial associations. Field
(2013) suggests that Table 5.3 be used to break down the results of Table 5.2 into its
component parts. For example, Table 5.2 indicates that removing the three-way effects
significantly affects the model fit. There are 10 three-way effects. The partial association
test indicates which of the 10 three way effects are significant or whose removal would
affect model fit. This is done by considering a log-linear model including the 10 three119

way effects and removing one three-way effect at a time to test for significance. A value
of p<.05 demonstrates significance. Table 5.3 suggests that the removal of C*A*E and
C*E*D would significantly affect model fit. Similarly, for the two-way interactions, a
log-linear model is considered with all ten two-way effects included. One two-way effect
is excluded at a time to test whether its exclusion would significantly affect model fit.
Table 5.3 indicates that all 10 two-way effects could be included in the final model. Table
5.3 may be viewed as a screening device to identify the effects that could be included
within partial models that are described in this paragraph.

Table 5.3: Partial Associations for Case 1
Partial Associations
Effect
C*A*E*D

df

Partial ChiSquare
135
10.375

Sig.
1.000

Number of
Iterations
20

C*A*E*R

135

0.581

1.000

20

C*A*D*R

225

6.621

1.000

20

C*E*D*R

225

1.228

1.000

20

A*E*D*R

225

0.786

1.000

20

C*A*E

27

45.589

0.014

20

C*A*D

45

58.101

0.091

20

C*E*D

45

64.029

0.032

20

A*E*D

45

57.677

0.097

20

C*A*R

45

27.256

0.983

20

C*E*R

45

20.292

0.999

20

A*E*R

45

12.961

1.000

20

C*D*R

75

37.502

1.000

20

A*D*R

75

20.150

1.000

20

E*D*R

75

26.000

1.000

20

C*A

9

51.027

0.000

19

C*E

9

16.927

0.050

20

A*E

9

51.610

0.000

20

C*D

15

152.660

0.000

20

A*D

15

25.690

0.041

20

E*D

15

28.705

0.018

20

C*R

15

33.909

0.004

20

A*R

15

76.970

0.000

20

E*R

15

73.277

0.000

20

D*R

25

39.768

0.031

20

C

3

20.293

0.000

2

A

3

41.848

0.000

2

E

3

98.047

0.000

2

D

5

200.054

0.000

2

R

5

561.577

0.000

2

Source: SPSS 24 (2016)
The test for partial association in Table 5.3 uses the entire 5-way multi-dimensional
contingency table and compares a log linear model with all possible interactions or
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effects of the same order with a log-linear model that excludes the interaction under
consideration (Brown, 1976). Models are fitted through excluding the interactions or
effects under consideration. For example, in order to test the significance of three-way
effects, a log linear model with all ten three-way effects shown in Table 5.3 is created.
Within this model context, to test the significance of a three-way effect, e.g. C*A*D, the
log linear model containing all the 10 three-way interactions is compared with the log
linear model that excludes C*A*D i.e. a log linear model containing 9 three-way effects.

In Table 5.3, C*A*E* and C*E*D were found to be statistically significant within the
explicit context of a log linear model that only considered 10 three-way effects. C*A*D
and A*E*D are found to be statistically not significant within the context of the log linear
model that contains just the 10 three-way effects.

Backward elimination starts with the saturated model. The least complex or the best
model shown in Table 5.4 was determined at the end of 13th step in the backward
elimination process. Table 5.4 is selected as the most parsimonious model for Case 1.
The model output that includes statistics for the final or best model confirms that
convergence was achieved at Step 13.

Table 5.4: Best Model from Backward Elimination: Case 1
Best Model from Backward Elimination: Case 1
Step
13

ChiSquare

Effects
Generating Class

Deleted
Effect

df

Sig.

1

C*A*E,
C*A*D,
C*E*D,
A*E*D,
E*R, C*R,
A*R
C*A*E

47.020

27

0.010

20

2

C*A*D

64.662

45

0.029

20

3

C*E*D

64.926

45

0.027

20

4

A*E*D

71.015

45

0.008

20

5

E*R

74.132

15

0.000

20

6

C*R

32.411

15

0.006

20

7

A*R

75.690

15

0.000

20

Source: SPSS 24 (2016)
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278.144

2005

1.000

Number of
Iterations

The following conclusions emerge from Table 5.4. First, the Generating Class which
includes all 7 effects in the least complex model results from backward elimination with a
starting model of 31 effects. This least complex model generates expected frequencies
that are the same as the observed frequencies as shown by the Sig=1.000. Second, each
effect in the least complex model is statistically significant with Sig< 0.05. Overall, the
model fit is good and each effect is statistically significant in the least complex model.

Since the objective is to identify the variables that influence personal concern (C), the
focus will be on C*A*E, C*A*D, C*E*D, and C*R. The remaining effects A*E*D, E*R,
and A*R are required to fit the model to the data. A detailed discussion of the results of
Table 5.4 is provided in sub-section 5.4.2.

The results from Table 5.2 on K-Way effects using the Pearson Chi-square test are
consistent with the best model selected for Case 1 in Table 5.4.

In the best model in Table 5.4, C*A*D and A*E*D are included while Table 5.3 suggests
that they should be excluded. This happens because in backward elimination, the model
that is being used at each step keeps changing and the effect of deletion of an interactive
term is considered in the context of the log-linear model under consideration at that step.
This is clearly seen in the step summary of the backward elimination process that is
provided in Appendix 7. As indicated, this is in contrast to the test for partial association
where a comparison is made between a model with all possible effects of the same order
being compared with a model that excludes the effect of the same order under
consideration. Therefore, while Table 5.3 is useful as a screening device, the process of
backward elimination starting from a saturated model in Table 5.4 makes the effects
included in the Generating Class credible both in terms of model fit and statistical
significance of each effect included in the most parsimonious or least complex model. On
these considerations, Table 5.4 is selected as the best log-linear model for Case 1.
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5.4.2 Discussion of Log linear Results: Case 1

The results in Table 5.4 enable an assessment of the variables that influence personal
concern to rising water levels (C). The inclusion of C*A*E, C*A*D, C*E*D, and C*R in
the best log linear model means that there is interaction between concern, age, education;
concern, age, and distance; concern, education, and distance; and concern and years spent
in a community (R). For example, the interaction effect C*A*E means that age and
education influence personal concern; C*A*D means that age and distance influence
personal concern; C*E*D means education and distance influence personal concern; and
C*R means that years spent in a community influence personal concern.

In Figure 5.3, components of the interactive term C*A*E i.e. age and education on
personal concern to rising water levels are shown. In Figure 5.3 a, education and personal
concern for rising water levels are shown for the age group 15-29. Respondents with 9-12
years of education are highly concerned and somewhat concerned. In Figure 5.3 b,
education and personal concern are shown for the age group 30-44. Respondents with 1316 and 9-12 years of education are somewhat concerned and highly concerned. In Figure
5.3 c, respondents in the age group 45-49 with 13-16 years of education are somewhat
concerned. In Figure 5.3 d, respondents in the age group 60+ with 9-12 years of education
are somewhat concerned about the environment.

The main conclusion that can be drawn from Figure 5.3 is that the age group 15-29 with
9-12 years of education and the age group 30-44 with 13-16 and 9-12 years of education
show higher levels of personal concern for water-related problems followed by
respondents in the 45-49 age group with 13-16 years of education.
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a) Education and Concern for Age Group 15-29
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b) Education and Concern for Age Group 30-44
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c) Education and Concern for Age Group 45-59
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d) Education and Concern for Group Age 60+

Figure 5.3: Age, Education and Personal Concern to Water Level Rise

In Figure 5.4, components of the interactive term C*A*D i.e. age distance, and personal
concern for water level rise are shown. In Figure 5.4 a, distance and concern for the age
group 15-29 are shown. At 1-2 km distance from the coast, respondents are highly
concerned and somewhat concerned. At 2-3 km distance, respondents are somewhat
concerned. In Figure 5.4b, respondents in the age group 30-44 are highly and somewhat
concerned at a distance of 1-2 km, 0.5-1 km, and <0.5 km from the coast. As shown in
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Figure 5.4 c, in the age group 45-49, as the distance to the coast decreases, respondents
are little concerned and not concerned. In Figure 5.4 d, respondents in the age group 60+
are somewhat concerned at a distance of 1-2 km from the coast.

The main conclusion that can be drawn from Figure 5.4 is that respondents in the age
group 30-44 are highly and somewhat concerned as the distance to the coast decreases.
The distance of 1-2 km from the coast is the point at which the level of concern to rising
water levels shows a significant increase for age groups 15-29 and 30-44. The younger
age groups show a greater level of concern as the distance to the coast decreases.

a) Distance and Concern for Age Group 15-29
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b) Distance and Concern for Age Group 30-44
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c Distance and Concern for Age Group 45-59
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d) Distance and Concern for Age Group 60+

Figure 5.4: Age, Distance and Personal Concern for Water Level Rise

In Figure 5.5, components of the interactive term C*E*D i.e. education, distance and
personal concern for water level rise are shown. In Figure 5a, distance and concern for
respondents with 5-8 years of education are shown. At a distance of 1-2 km, respondents
are highly concerned and somewhat concerned while at a distance of 2-3 km they are
somewhat concerned. In Figure 5b, respondents with 9-12 years of education are highly
and somewhat concerned at a distance of 1-2 km from the coast. At a distance of 2-3 km
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they are somewhat concerned. In Figure 5c, respondents with 13-16 years of education
showed a jump in the level of concern as the distance to the coast decreases. This is seen
for respondents who are highly concerned and somewhat concerned. In Figure 5d,
respondents with 17+ years of education are highly concerned as the distance to the coast
decreases.
The main conclusion that can be drawn from Figure 5.5 is that at 13-16 and 17+ years of
education

the level of concern is high as the distance to the coast decreases.
a) Distance and Concern for Education Group 5-8 years
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b) Distance and Concern for Education Group 9-12 years
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c) Distance and Concern for Education Group 13-16 years
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d) Distance and Concern for Education Group 17+ years

Figure 5.5: Education, Distance and Personal Concern for Water Level Rise

In Figure 5.6, components of the interactive term C*R i.e. residence or the number of
years of living in a community and personal concern for water level rise are shown. As
indicated in Figure 5.2 f, 72% of the respondents have lived in the same community for
more than 10 years. Within this group of 10+ years of living in the same community, the
respondents who are somewhat and little concerned are higher than those who are highly
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and not concerned. No inference can be drawn about the years of living in a community
and concern for water-related problems.

Figure 5.6: Years of Living in a Community and Personal Concern for Water Level
Rise

The overall conclusions that can be drawn from the log linear analysis of Case 1 are the
following. First, education emerges as an important influence on personal concern for
rising water levels. While higher the level of education, the higher is the level of personal
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concern, respondents with 9-12 and 13-16 years of education showed greater concern.
Second, age is also an important influence on personal concern. The respondents in the
younger age groups, particularly at 15-29 and 30-44 showed greater concern. An
inference can be drawn that younger age group respondents with higher levels of
education show greater personal concern to rising water levels. Third, respondents with
13-16 and 17+ years of education showed higher level of concern as the distance to the
coast decreases. The younger the age and greater the level of education, the greater is the
level of personal concern as the distance to the coast decreases. Fourth, given that over
72% of the respondents were concentrated in the 10+ years of living in a community, no
clear cut inferences emerged on its influence on concern. Fifth, given the focus on
identifying the variables that influence the level of personal concern to rising water
levels, the inclusion of distance from the coast and years of living in a community or
residence in the best model from backward elimination is notable. It is notable because
distance from the coast and years in a community in low lying coastal areas are directly
related to water-related problems.

Case 1 could be viewed as exploratory research to identify interactions between variables
and concern for water-related problems. In that context, the inclusion of distance and
residence in the least complex or best model suggests that further work is required in
terms of data collection. While the findings of the influence of distance on concern for
water-related problems emerged, the same was not seen for residence or years of living in
a community. The implication is that future surveys on individuals should use a different
set of years in residence like less than 8, 8-10, 10.1-15, and 15 and above to improve the
understanding of the influence of years in residence on concern for water-related
problems.

5.4.3 Case 2

Case 2 comprises V, A, E, D, R. The starting model in Case 2 is the saturated model with
the inclusion of all 31 effects. Backward elimination of the saturated model is used to
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identify the most parsimonious or least complex model. A summary of the model results
are presented.

The K-Way and Higher-Order Effects and the K-Way effects indicate which effects of
the model can be removed. Table 5.5 shows the results of fitting all the K-factor
interactions to the observed data. Considering the K-way effects, the Likelihood ratio test
indicates that the final log linear model could include two-way effects while the Pearson
test suggests that the final model could include three-way effects.

Table 5.5: K-Way and Higher Order Effects for Case 2

Source: SPSS 24 (2016)

Table 5.6, a model result of SPSS 24 (2016), provides the partial associations. Field
(2013) suggests that Table 5.6 be used to break down the results of Table 5.5 into its
component parts. Table 5.6 indicates that the three-way effect V*A*D could be included
in the final model.
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Table 5.6: Partial Associations for Case 2
Partial Associations
Effect
V*A*E*D

df

Partial ChiSquare
135
22.466

Sig.
1.000

Number of
Iterations
20

V*A*E*R

135

5.117

1.000

20

V*A*D*R

225

2.977

1.000

20

V*E*D*R

225

0.868

1.000

20

A*E*D*R

225

4.097

1.000

20

V*A*E

27

38.974

0.064

20

V*A*D

45

69.831

0.010

20

V*E*D

45

50.959

0.251

20

A*E*D

45

49.281

0.306

20

V*A*R

45

36.707

0.806

20

V*E*R

45

30.500

0.952

20

A*E*R

45

11.972

1.000

20

V*D*R

75

37.452

1.000

20

A*D*R

75

13.180

1.000

20

E*D*R

75

19.444

1.000

20

V*A

9

61.517

0.000

19

V*E

9

12.811

0.171

20

A*E

9

47.415

0.000

16

V*D

15

78.904

0.000

20

A*D

15

22.459

0.096

20

E*D

15

29.890

0.012

20

V*R

15

29.189

0.015

20

A*R

15

64.523

0.000

17

E*R

15

70.508

0.000

18

D*R

25

38.823

0.038

20

V

3

59.067

0.000

2

A

3

41.848

0.000

2

E

3

98.047

0.000

2

D

5

200.054

0.000

2

R

5

561.577

0.000

2

Source: SPSS 24 (2016)
Backward elimination starts with the saturated model. The least complex or the best
model shown in Table 5.7 was determined at the end of 19th step in the backward
elimination process. Table 5.7 is selected as the most parsimonious model for Case 2.
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The model output that includes statistics for the final or best model confirms that
convergence was achieved at Step 19.

Table 5.7: Best Model from Backward Elimination: Case 2
Best Model from Backward Elimination: Case 2
Step
19

ChiSquare

Effects
Generating Class

Deleted
Effect

df

Sig.

544.441

2191

1.000

Number of
Iterations

1

E*R, V*R,
A*R, A*E,
E*D, V*A,
V*D
E*R

69.129

15

0.000

9

2

V*R

27.578

15

0.024

18

3

A*R

67.590

15

0.000

7

4

A*E

53.072

9

0.000

8

5

E*D

42.458

15

0.000

18

6

V*A

60.060

9

0.000

18

7

V*D

80.552

15

0.000

18

The following conclusions emerge from Table 5.7. First, the Generating Class which
includes all 7 effects in the least complex model results from backward elimination with a
starting model of 31 effects. This least complex model generates expected frequencies
that are the same as the observed frequencies as shown by the Sig=1.000. Second, each
effect in the least complex model is statistically significant with Sig< 0.05. Overall, the
model fit is good and each effect is statistically significant in the least complex model.

Since the objective is to identify the variables that influence personal vulnerability (V),
the focus will be on V*A, V*D, and V*R. The remaining effects E*R, A*R, A*E, and
E*D are required to fit the model to the data. A more detailed discussion of the results of
Table 5.5 is provided in sub-section 5.4.4.

The results from Table 5.5 on K-Way effects using the Pearson Chi-square test are
consistent with the best model selected for Case 2 in Table 5.7.
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The results of Table 5.6 and Table 5.7 are consistent with each other with one exception.
In the best model in Table 5.7, three-way effects are excluded while Table 5.6 suggests
that V*A*D could be included. This happens because in backward elimination, the model
that is being used at each step keeps changing and the effect of deletion of an interactive
term is considered in the context of the log-linear model under consideration at that step.
This is clearly seen in the step summary of the backward elimination process that is
provided in Appendix 7. As indicated, this is in contrast to the test for partial association
where a comparison is made between a model with all possible effects of the same order
being compared with a model that excludes the effect of the same order under
consideration. Therefore, while Table 5.6 is useful as a screening device, the process of
backward elimination starting from a saturated model in Table 5.7 makes the effects
included in the Generating Class credible both in terms of model fit and statistical
significance of each effect included in the most parsimonious or least complex model. On
these considerations, Table 5.7 is selected as the best log-linear model for Case 2.

5.4.4 Discussion of Log linear Results: Case 2

The results in Table 5.7 enable an assessment of the variables that influence personal
vulnerability to rising water levels (V). The inclusion of V*A, V*D, and V*R in the best
log linear model means that age influences vulnerability, distance influences
vulnerability, and number of years in a community or residence influences vulnerability.

In Figure 5.7, age and personal vulnerability are shown. The younger the respondents the
more vulnerable they are as seen in the very vulnerable and somewhat vulnerable
categories.
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Figure 5.7: Age and Personal Vulnerability

In Figure 5.8, distance and personal vulnerability are shown. At a distance of 1-2 km
from the coast, there is a noticeable increase in the somewhat vulnerable and very
vulnerable categories. Overall, the interaction between distance from the coast and
vulnerability is present.
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Figure 5.8: Distance and Personal Vulnerability

In Figure 5.9, years of living in a community and personal vulnerability are shown. The
majority of respondents are in the somewhat vulnerable and little vulnerable categories. It
is difficult to draw any inferences between vulnerability and years in residence when
more than 72% percent of the respondents have lived in the same community for 10+
years.
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Figure 5.9: Years of Living in a Community and Vulnerability

Two main conclusions emerge from the results of the best log linear model for Case 2.
The younger respondents in the 15-29 and 30-34 age groups express greater vulnerability.
The inclusion of distance from the coast and years in a community influencing
vulnerability to gradually rising water in the future is notable in identifying influences on
vulnerability perceptions of individuals to water-related problems associated with
proximity to the coast. It is notable because distance from the coast and years in a
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community in low lying coastal areas are directly related to water-related problems.
There is room for improvement in the data collected and how it is collected.

The insights that emerge from Case 1 are clearer than those from Case 2. While there
could be many reasons, two are likely to be important. First, the two variables that differ
in the two cases are that C emerges from a question that is linked to ongoing water level
rise while V is associated with water level rise in the future. The respondents are likely to
be clearer about the past than about the future. Second, the absence of data on the level of
water rise experienced could also be a reason. Respondents could have associated a rise
in water level in centimeters in the past with vulnerability from rising water levels in the
future. This is discussed in Section 5.5.

5.5 Qualitative Assessment of Views of Coastal Residents on Rising Water Levels
from Informal Meetings

In order to strengthen an understanding of the views and apprehensions of coastal
residents from rising water levels, the author informally met with coastal residents
including community elders to gather qualitative information. Table 5.8 provides the
locations in the Study Area where these informal meetings were held in AugustSeptember 2015. The numbers on the first column in Table 5.8 refer to the locations in
Figure 5.1.
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Table 5.8: Location of Informal Meetings with Coastal Residents

1
3
4
5
8

Location of Informal Meetings with Coastal Residents
Number of Participants
Community
Region
3
Anna Regina
2
1
Main Stay
2
1
Queens Town
2
1
Golden Fleece
2
1
Suddie
2

11
12

3
3

14
15
17
19
20
23
24
27
28
29

4
4
4
4
4
4
4
4
4
4

Anna Catherina
Cornelia Ida
Greater Georgetown
Kitty Georgetown
Better Hope
Mon Repos
Lusignan
Enterprise
Melanie Damishana
Golden Grove
Cove and John
Hope
Total

Poor
1
1
1
1

7
1

2

3
10
8
5
8
5
8
5
1
5
73

3

2
3
2
3
1
3
23

The following features in the conduct of the informal meetings need to be noted. First,
they were held between 3 pm and 6 pm on week days when the participants were willing
to speak. Second, while most participants were enthusiastic to express their views and
voice their apprehensions, anonymity in their identity was required. Third, the
participants were unwilling to any entertain any reference to monetary matters. Under
these circumstances, only qualitative information could be ascertained.

At the outset, it became clear to the author that a rough distinction between the poor and
the non-poor had to be made as the views expressed by these two groups were very
different. A visual inspection of the respondent in terms of footwear, clothes worn,
appearance, condition of hands and occupation were used to identify the poor. In Table
5.7, the number of poor is 23 with the rest, 50, being categorized as non-poor.

In terms of the subject matter of the informal meetings, an attempt was made to follow a
semi-structured approach to collect the following information: (i) nature and extent of
perceived threat from rising water levels; (ii) nature of losses; (iii) types of responses to
146

the threat; and (iv) assistance received from national and local governments in responding
to the threats.

A summary of the qualitative information ascertained from the 73 informal meetings with
coastal participants is provided. The greatest threat perceived in every part of the Study
Area was the rise in water levels as concretized by level of increase in cm or inches on a
ruler. Once the respondent could demonstrate the rise in water level, the greater the
increase in water level, the greater was the revealed vulnerability. This was true as the
distance to the coast decreased. The participants in the low lying areas between the sea
defense system and the higher elevation areas about 1-2 km from the coast indicated that
these areas had become the catchment for both the overflow from the sea defense system
at high tide and rainwater flow. The flow of sea water at high tide over the sea defense
wall and rain water flowing towards the coast would fan out before flowing into the
canals.

The participants from Region 4, particularly those living less than 1 km from the coast
emphasized that the threat of rising water levels was aggravated by two additional
factors. Frequent power outages led to pumping stations being unable to function
especially when they were most needed to pump out flood water. Second, the sea defense
wall and associated systems were in decay making salt water intrusion more frequent.

While a broad consensus on the threat posed by rising water level emerged from the
informal meetings, there was a distinct difference of opinion on the nature of losses and
how to respond between the poor and non-poor groups.

The poor lived next to the sea in temporary shelters in Regions 2 and 3 and immediately
next to the sea defense wall where it existed in Region 4. They consisted mostly of
fishermen and people who were looking for job opportunities in urban areas. They tended
to sell fish to nearby communities. Many fishermen indicated that they have had to
rebuild their dwellings frequently due to the regular occurrence of floods. They had also
experienced their farm animals and family members being killed by these flood events.
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The poor were the most vulnerable to rising water levels. In terms of responding to the
threat of rising water levels, the poor made the following points. First, they had to earn a
living whatever the weather conditions and the natural hazards they regularly faced.
Second, there was extreme reluctance to relocate from their current location of residence.
While resettlement away from the coast was rare, there were some examples of the poor
moving inwards when family circumstances made available housing and land available
from relatives. Third, the poor were suspicious of the motivations of the government and
rejected government sponsored programs, plans, and projects. Even government warnings
of not going to sea in the face of storms were routinely rejected. Out of the 23 poor, 20
participants indicated that they had not received any form of government assistance and
were unaware of a distinction between national and local government. In terms of
adapting to water level rise, the poor expressed their opinion that the government as an
institution was ineffective. The overall picture that emerged from the informal meetings
with the poor was autonomous adaptation to rising water levels as well as to all hazards.

The non-poor were better educated and had higher economic status than the poor. Many
of the houses of the non-poor were permanent and some were on stilts. The residents had
the capacity to buy sand bags and also had private pumps when rising water levels and
floods threatened their houses. Among the non-poor, 25 acknowledged that they had
received assistance from the government. They expected that the government would
address power outages and rehabilitate the pumping stations. They recognized that the
government had constraints on responding to rising water levels. The non-poor
demonstrated autonomous adaptation to rising water levels resulting from the inability of
the state to address the institutional shortcomings and inadequate infrastructural
investment required to meet the challenges posed by rising water levels. The non-poor
who had lived in their current residence for more than 10 years felt they had no need to
move as they had learnt to cope with rising water levels. Among the non-poor, 25
considered the government to be effective and 25 to be non-effective. In the group which
thought that the government was effective, 10 of the participants either worked for the
government or were affiliated to it.
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While the informal meetings were held with individual participants, the views expressed
and the threats perceived could be interpreted to be applicable at the household level. The
deficiencies perceived by both the poor and non-poor in the role of the government in
terms of impact on the social adaptive capacity are relevant for an understanding of
household vulnerability to water-related problems in Guyana (Wongbusarakum and
Loper, 2011). This issue was described in section 2.7.

5.6 Strengthening Household Adaptive Capacity in Guyana

The contents of this chapter raise two issues on strengthening household adaptive
capacity in Guyana. First, to what extent can the findings on the variables that influence
personal concern for water-related problems be used to contribute to a better
understanding of adaptive capacity at a household level? Second, how could the
strengthening of social adaptive capacity in Guyana augment household adaptive
capacity?

The recognition and awareness of household vulnerability to rising water levels constitute
the first essential step in determining the adaptive capacity of households. This awareness
has three components, namely, whether households comprehend the specific areas of
threat posed by rising water levels, recognize the level of impact on them, and can rank
adaptation efforts to address the most damaging events and impacts on them resulting
from rising water levels (Wongbusarakum and Loper, 2011).

The identification of the variables that influence the personal concern for rising water
levels can be helpful in the first component i.e. the extent to which households
comprehend the specific areas of threat posed by rising water levels. To what extent can
the results of the log linear analysis on variables that influence the personal concern to
rising water levels i.e. education, age, distance from the coast assist in raising recognition
and awareness at the household level and in the process strengthen household adaptive
capacity? For example, focusing education expenditure on the younger age groups will
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increase personal concern for rising water levels and thereby raise recognition and
awareness at the household level.

The autonomous household adaptation efforts of both the poor and non-poor resulting
from poor governance, institutional apathy, and insufficient infrastructural investment in
Guyana highlight the importance of strengthened and improved social adaptive capacity
in order to augment the adaptive capacity of households to cope with water level rise.

These findings are captured in Figure 5.10 that describes a conceptual framework for
household vulnerability to the hazard of rising water levels in Guyana. Exposure to and
sensitivity from rising water levels will result in the potential loss of households.
Strengthened adaptive capacity results from household adaptive capacity at a point in
time and the extent to which actions to enhance social adaptive capacity will increase
household adaptive capacity over time. The log linear results on age and education feed
into the component on increasing household adaptive capacity. The results on distance
and residence are relevant for strengthening social adaptive capacity. Enhanced
household and social adaptive capacity would contribute toward a cushioning or reducing
the actual or realized loss of households to below potential loss. Managed adaptation
would thus have two components: improved access to and provision of better quality
social services including education and provision of improved physical infrastructure
services including functioning water pumping stations, uninterrupted electricity, and
strengthened sea wall defenses.
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Figure 5.10: Conceptual Framework for Household Vulnerability to Water Level
Rise in Guyana
Source: Prepared by Ayat Ruh Ali

5.7 Conclusion

The objective of this chapter was to identify variables that influence the personal
concerns of coastal residents to water-related problems induced by rising sea levels
through the use of categorical data acquired from questionnaire surveys on individuals.
An assessment was then made on the extent to which the results could be used to draw
insights on strengthening the adaptive capacity of households to water level rise.
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There are three aspects of this chapter that warrant attention. First, the survey data from
CRS (2014) is new as it became available in mid- 2015. Second, there is no theory or
empirical studies on the factors or variables that influence the personal concern of
individuals on water-related problems arising from sea level rise. In this context, the log
linear analysis on recently available categorical data to find patterns of interrelationships
between socio economic and spatial variables on the one hand and personal concern for
water-related problems could be viewed as exploratory research. As outlined by Fischer
(1978), the log linear approach is an effective methodology to identify patterns of
interactions from survey data.

An advantage of starting with the hierarchical log linear model in SPSS 24 (2016) to
determine the best model shown in Table 5.4 and Table 5.7 is that even with stringent
convergence criterion, model convergence is reached efficiently. With the default option
being the saturated model, the backward elimination procedure systematically deletes the
highest order effects sequentially to arrive at the Generating Class where model fit is
excellent and each effect in the Generating Class is statistically significant.

Third, in this chapter, an attempt has been made to apply the insights gained from the
influences on the personal concern for water-related problems from the log linear analysis
to identifying initiatives that would strengthen household adaptive capacity of coastal
residents to mitigate the losses resulting to households from exposure to the threats from
sea level rise.

The overall conclusions that can be drawn from the log linear analysis of Case 1 are the
following. First, education emerges as an important influence on personal concern for
rising water levels. While higher the level of education, the higher is the level of personal
concern, respondents with 9-12 and 13-16 years of education showed greater concern.
Second, age is also an important influence on personal concern. The respondents in the
younger age groups, particularly at 15-29 and 30-44 showed greater concern. An
inference can be drawn that younger age group respondents with higher levels of
education show greater personal concern to rising water levels. Third, respondents with
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13-16 and 17+ years of education showed higher level of concern as the distance to the
coast decreases. Fourth, given the focus on identifying the variables that influence the
level of personal concern to rising water levels, the inclusion of distance from the coast
and years of living in a community or residence in the best model from backward
elimination is notable. It is notable because distance from the coast and years in a
community in low lying coastal areas are directly related to water-related problems.
While the findings of the influence of distance on concern for water-related problems
emerged, the same was not seen for residence or years of living in the community. In this
context, the inclusion of distance and residence in the least complex or best model
suggests that further work is required in terms of data collection.

The data set from the Guyana Coastal Vulnerability Survey on Water Level Rises and
Associated Impacts (CRS, 2014) is new and became available in mid-2015. This chapter
presents the first set of findings from the recently available data. While the technique of
log linear analysis has been applied to finding the significant interactions between
concern for the environment and socio economic and spatial variables, the application of
log linear analysis to identifying significant interactions between concern and
vulnerability arising from rising water levels and socio economic variables like age and
education and spatial factors like distance from the coast and years in residence in a
community is new. Both in terms of the utilization of newly available data and the
application of log linear analysis to categorical data to identify the socioeconomic and
spatial factors that influence the personal concern of individuals to the threat from rising
water level, the chapter adds to research literature to rising sea level both within and
outside Guyana.

The findings from qualitative data collected from participants in informal meetings
enable key insights on the imperative for augmenting both household adaptive capacity
and social adaptive capacity. When considered in the larger context of household
vulnerability to water level rise, enhanced adaptive capacity of households would dampen
their potential loss from exposure and sensitivity to rising sea levels. The provision of
social infrastructure services to improve educational services to households and physical
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infrastructure to reduce power outages that reduce the ability of pumping stations to
pump water from flooded areas and repair sea defense systems would constitute major
elements of managed adaptation plans and programs to reduce losses to households from
sea level rise.
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CHAPTER 6
CONCLUSION

The purpose of this thesis is to assess the change and vulnerability of the densely settled
areas of the Guyana coastline to rising sea levels with the use of multi-temporal Landsat
imagery and survey data. In order to attain the stated purpose, the threefold objectives of
this thesis are to: (i) assess coastline change in Guyana; (ii) develop a physical-based
coastal vulnerability index using geologic and physical process variables; and (iii)
identify variables that influence the personal concern of coastal residents to water-related
problems through the use of categorical data acquired from questionnaire surveys on
individuals.

The assessment of coastline change is based on the coastlines extracted from 10 Landsat
images over the 1987 to 2014 time period. Both spatial and temporal changes emerged.
Spatial change was assessed by estimating rates of coastline change i.e. the end point rate
for 1987 and 2014 and the linear regression rate from the 10 extracted coastlines for 25
segments of the coastline of the Study Area. These estimates are provided in Table 3.7.
Spatial variability characterizes the coastline of the Study Area. Significant erosion in
Annandale in Region 2 and Mon-repos, Kensington, Columbia, De-kinderen, and
Mahaicony in Region 4 pose a threat to these segments. Temporal variability of the
coastline was demonstrated through considering the movements of ten coastlines along
sections of coastlines within individual segments and along individual transects. These
are seen in Figures 3.4 a, b, c, 3.6 a, b, c and 3.8 a, b, c. Insights from these
demonstrations suggest that the coastline of the Study Area exhibits temporal variability.

The results on spatial and temporal variability of the coastline of the Study Area indicate
that the low lying coastal segments of the Study Area with soft sandy beaches, extensive
mudflats, and depleting mangroves would be vulnerable to sea level rise in the 21st
century. The existing threat posed by coastal erosion is likely to be reinforced as a result
of exposure to sea level rise in the future.
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As shown in Table 4.4 and Figure 4.8, segments of the coast with very high physical
vulnerability are concentrated in Region 4: Enterprise to Mon-repos and Kensington to
Mahaicony. In Region 3, Ruby has very high vulnerability. These seven segments cover
37 km of the coastline. The geologic variables and significant wave height are the main
causal factors for very high vulnerability. Segments of the coast with high vulnerability
are dispersed over the three regions: Dartmouth, Anna Regina, and Annandale in Region
2, Zeelugt and Anna Catherina in Region 3, and Golden Grove and Grove in Region 4.
These seven segments cover 35 km of the coastline. Coastal elevation, coastal slope,
geomorphology, mean significant wave height contribute towards high vulnerability.
Segments of the coast with moderate vulnerability are found in Windsor Castle,
Aberdeen, and Zorg in Region 2 and Parika, Windsor Forest, and Vreed-en-Hoop in
Region 3. These six segments cover 30 km of the coastline. Low coastal slope, cobble
and sandy beaches, and coastal elevation point towards higher vulnerability. These are
compensated by erosion that is moderate and mean tidal range that is high to moderate
that point towards lower vulnerability. Segments of the coast with low vulnerability are
found in Onderneeming, Vilvoorden, and Good Hope in Region 2 and in Georgetown and
Better Hope in Region 4. These five segments cover 26 km of the coastline. Both the
geologic variables and physical process variables point towards low vulnerability.

The identification of the most vulnerable segments of the coastline constitutes the first
step in determining the extent of the problem. The variables used in the estimation of the
physical coastal vulnerability index provide insights into assessing the causal factors that
contribute towards very high and high coastal vulnerability. These would provide the
basis for identifying the programs and plans needed to manage adaptation to sea level
rise.

Given the concentration of the population of Guyana in the coastal areas, coastal
residents are likely to experience loss resulting from physical vulnerability. This potential
loss could be tempered by augmenting the adaptive capacity of households. The level of
concern of coastal residents to coastal change is an important determinant of household
adaptive capacity. Survey data were used to gain insights on identifying the variables that
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influence the personal concern of coastal residents to water-related problems arising from
sea level rise. The identification of these variables that influence personal concern of
coastal residents is important for designing initiatives for strengthening the adaptive
capacity of households to sea level rise.

The overall conclusions that can be drawn from the log linear analysis of Case 1 are the
following. First, education emerges as an important influence on personal concern for
rising water levels. While higher the level of education, the higher is the level of personal
concern, respondents with 9-12 and 13-16 years of education showed greater concern.
Second, age is also an important influence on personal concern. The respondents in the
younger age groups, particularly at 15-29 and 30-44 showed greater concern. An
inference can be drawn that younger age group respondents with higher levels of
education show greater personal concern to rising water levels. Third, respondents with
13-16 and 17+ years of education showed higher level of concern as the distance to the
coast decreases. Fourth, given the focus on identifying the variables that influence the
level of personal concern to rising water levels, the inclusion of distance from the coast
and years of living in a community or residence in the best model from backward
elimination is notable. It is notable because distance from the coast and years in a
community in low lying coastal areas are directly related to water-related problems.
While the findings of the influence of distance on concern for water-related problems
emerged, the same was not seen for residence or years of living in the community.

A qualitative assessment of the views and perceived threats of coastal residents provided
insights on measures that national and local governments could take to increase
responsiveness to the needs and expectations of coastal respondents in the context of
water-related problems arising from sea level rise. More cost-effective social expenditure
to improve levels of education particularly for the younger age groups would increase the
level of personal concern to water-related problems. Over time, this would strengthen
household adaptive capacity. In addition, cost-effective physical infrastructure
investment, particularly in the strengthening of the coastal defense system and the power
sector to reduce outages would be needed to improve the confidence of coastal residents
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in local and national governments. These measures aimed at strengthening social adaptive
capacity would contribute towards enhancing household adaptive capacity.

The methodologies adopted for extracting coastlines from Landsat imagery and
measuring coastline change rates, determining physical coastal vulnerability, and
identifying variables that influence the personal concern to water-related problems from
sea level rise are well established in the literature as described in Sections 2.4, 2.5, and
2.6. It is in the adoption of the appropriate methodologies and the generation and
application of the relevant data in Guyana that constitute the contribution of this thesis.

In the choice of the ten Landsat images, the month, date, and time of image selection
were determined to ensure that all ten satellite images shared comparable characteristics
in terms of atmospheric condition, sun elevation, time of the year, and most importantly
tidal height and its stage. In preparing the Landsat data for analysis, geometric correction
was done on the basis of ground control points that were selected during a field visit by
the author to Guyana. The root mean square error in the resampling process as shown in
Table 3.2 was in the range of 2.68-9.51 providing confidence that all images are aligned
to the base image. In extracting the coastlines, the MNDWI segmentation technique was
applied as it was demonstrated to be suitable for Guyana (section 3.2.3).

In procuring and preparing the data for estimating the physical coastal vulnerability
index, the estimates of the geologic variables were based on data from satellite imagery
while the data for the physical process variables were mainly collected by the author from
the relevant Government Departments in Guyana. The procedures used to procure the
data and generate the estimates conform to practices adopted by other researchers on CVI
in developing countries (Section 2.5).

The data set from the Guyana Coastal Vulnerability Survey on Water Level Rises and
Associated Impacts (CRS, 2014) is new and became available in mid-2015. To the
knowledge of the author, this kind of survey data is either not available or has not been
used in identifying variables that influence personal concern of households to water158

related problems arising from sea level rise in other developing countries. This thesis
presents the first set of findings from an analysis of the recently available CRS (2014)
data.

The author collected qualitative data from informal meetings with participants who were
residents of coastal areas in August September 2015. These informal meetings were held
to ascertain the views of coastal residents on the threat of water-related problems, their
experience with addressing these problems, and whether their needs and expectations
from local and national governments to respond to these threats had been met. The
insights gained from these informal meetings were useful to identify the broad areas on
how social adaptive capacity could be strengthened.

The up to date data used, the methodologies applied, and the results obtained suggest that
the purpose of the thesis and the three main objectives i.e. assessing coastline change,
designing and estimating a physical coastal vulnerability index, and identifying variables
that influence the personnel concern of individuals to water-related problems have been
achieved. The conduct of the research and results of thesis address the problem of paucity
of coastal vulnerability research in Guyana. This is a contemporary research problem in
not only Guyana but in low lying coastal areas throughout the world.

In terms of areas of improvement in conducting future research on coastal vulnerability in
Guyana, six major areas are identified with four focusing on the need to improve the
quality of data. First, data on the physical process variables like sea level rise, mean
significant wave height, and tidal range need to be collected, stored, disseminated, and
analyzed more systematically for the entire coastline. The relevant institutions in Guyana
would need to be strengthened and modernized. Second, while data on the geologic
variables are available from GIS sources, the accuracy of the resulting estimates needs to
be established through on the ground validation. Third, future survey questionnaires
should be designed where the issues of personal exposure, sensitivity, and adaptive
capacity to water-related problems resulting from sea level rise are explicitly
incorporated. Fourth, quantitative household survey data that have been collected
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formally through extensive coverage is required to more rigorously assess the views and
concerns of coastal residents in order to systematically identify the improvements needed
in the provision of social and physical infrastructure services by national and local
governments. Fifth, an assessment of economic vulnerability to coastal areas arising from
sea level rise should be conducted. This would entail the modification of the
methodology of Thatcher et al. (2013) in order to adapt it to be suitable for the heavily
concentrated population in a low lying developing country like Guyana where the
relevant data would need to be collected from surveys of the economic system. Lastly, a
method where physical, economic, and human systems interact in Guyana should be
developed to comprehensively assess coastal vulnerability resulting from sea level rise in
the 21st century.
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Appendix 6 Classification of CVI Estimates

CVI Estimates from Tables 4.4
Segments
CVI Results
1
15.7
2
13.6
3
19.2
4
13.6
5
15.7
6
11.1
7
9.1
8
9.1
9
7.4
10
12.8
11
20.9
12
15.7
13
19.2
14
12.8
15
14.8
16
10.5
17
10.4
18
25.7
19
22.2
20
15.7
21
15.7
22
25.7
23
25.7
24
25.7
25
29.6

Ascending Order
7.4
9.1
9.1
10.4
10.5
11.1
12.8
12.8
13.6
13.6
14.8
15.7
15.7
15.7
15.7
15.7
19.2
19.2
20.9
22.2
25.7
25.7
25.7
25.7
29.6
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Grouping Identical
numbers
1
2
2
3
3
4
5
5
6
6
7
8
8
8
8
8
9
9
10
11
12
12
12
12
13

Percentile

25%

<11

50%

11-15

75%

15.1-21

100%

>20.1
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