ABSTRACT
INTRODUCTION
Obtaining 3D models of very high quality and more accurate is the main concern of researchers of 3D reconstruction domain. This is why several methods are proposed in the literature [1, 2, 3] . Most of these methods rely on a classical reconstruction process that provides us with only a scattered set of 3D points. This does not give us enough information about the scene. Hence, the interest of enriching this 3D structure by other information contained in the depth map what is the subject of this paper where we present the different steps to estimate a dense depth map. However, the quality of the depth map and the performance of the process of creating this map are our main objective in this paper.
Our work is structured around four sections. In the second section, we present a synthesis of existing approaches in the literature concerned with the estimation of the depth map. Then, we describe in the third section the different steps to build the depth map. The experiments and interpretation are the subject of the fourth section. Finally, the fifth section provides a conclusion to this work.
RELATED WORK
The depth information is a key and essential element in several fields of research such as video processing [4] , visual communication [5, 6] , computer vision [7, 8] , and many others areas. Its importance encouraged researchers to work on the accuracy of this information by presenting the latter in the form of a map, called depth map, where the value of each pixel of this map corresponds to its depth.
In all these researches interested in the depth map, we find in the literature two categories of the researchers, the first category is interested in the exploitation of the depth map [9, 10, 11] and the second is interested only to the improvement of the quality of this map [12, 13, 15, 16] ,so that other researchers use it in their research.
Among the researches that used the depth map are the one based on image-based rendering (IBR) techniques [9] : in this work, Kim et al. found that they needed accurate depth information in order to generate reliable and accurate multiview intermediate images for use in a multiview 3D display system. It is for this reason that they decided to exploit the depth map. In their article, they carried out an experiment to estimate the depth map quantization for multiview intermediate image generation using depth image-based rendering (DIBR). This DIBR synthesizes several virtual views of a 3D scene from a 2D image and its associated depth map.
Using the vanishing point, Kim et al. [10] proposed a new 3D panorama system based on the generation of the depth map to restore a 3D space structure from the 2D images. The points of intersection of the vanishing lines detected indicate the vanishing points.
In order to describe the human actions Li et al. [11] also exploited the depth map, they presented a real-time human action recognition system that uses the depth map sequence as input. The proposed algorithm uses only depth information for applications where environmental illumination is weak or changing. This algorithm is based on depth continuity, which is the most essential attribute of objects in depth maps.
For the second category, several efforts have been made in recent years to estimate the depth map whose main objective is to improve the quality of this map. As an example, Pascal Fua [12] proposed a correlation algorithm that reliably produces much denser depth maps with little false correspondence and in the presence of depth discontinuities and occlusions. This algorithm aims to match each point of the image and uses a consistency criterion to reject invalid matches. This criterion is designed so that when the correlation fails, instead of producing an incorrect response, the algorithm does not return a response. Subsequently, in order to calculate dense depth maps, the author proceeds to combine the depth map produced by correlation and the gray level information present in the image itself to introduce depth discontinuities and to adjust a surface, which is smooth in pieces.
With the same objective, Zhang et al. [13] have developed a new system for the estimation of high quality and high resolution depth maps by the common fusion of stereo data and Kinect depth sensor [14] . The fusion problem is formulated as a maximum a posteriori probability (MAP) estimation problem and the MAP problem is solved using a multi scale belief propagation (BP) algorithm.
Similarly, Malik and Choi [15] presented a new focus measure for the estimation of the depth map using image focus. This depth map can then be used in techniques and algorithms leading to the recovery of a 3D structure of the object. This new measurement aims to determine the best number of frames for each pixel, that is to say the frame where the pixel is best focused. In other words, only the frame corresponding to the best focusing value is selected for each pixel, and all the other frames in which the pixel is less focused are ignored.
For a successful 2D-3D conversion, depth information is required. Then, for this reason Yang et al. [16] proposed an interactive method of depth map generation from a single image for 2D-3D conversion using a local depth hypothesis. The use of a depth variation hypothesis can reduce human effort to generate a depth map. The only thing required from a user is to mark some salient areas to be distinguished with respect to depth variation. The proposed algorithm assumes hypothesis of each salient area and generates a depth map of an input image.
STEPS FOR DEPTH MAP ESTIMATION
In order to generate the depth map, the disparity map is first calculated. Given a pair of stereoscopic images, it is possible to calculate a dense disparity map, which encodes the correspondences per pixel between two views of the same scene. Given the calibration parameters of a pair of cameras, it is possible to transform a disparity map into a depth map. The steps for estimating the depth map is as in Fig. 1 . Fig. 1 Steps for estimating the depth map
Calculation of the Disparity Map
A disparity map is a collection of distances of correspondence between the homologous visual indices of two images studied. We call visual index any object extracted from the image and containing in a compact way the information relevant to its analysis [17] . These indices may be points of interest, regions or contours. The points are mainly present, specific and numerous which give them more advantages over the contours and regions. In this work, we will use the primitive point.
To generate this map several steps to follow:
Detecting Points Of Interest
This step involves extracting points of interest: Points of interest are defined as points that have characteristics that distinguish them from other points in the image. To detect these points, a point of interest detector is used. This detector consists of calculating a response value, representing the interest for each pixel of the image and then selecting the best ones. In this work, we will use the Harris detector [18] , which has given better results according to this comparative study of the detectors of points of interest [19] . Fig. 2 The points of interest of the left image Fig. 3 The points of interest of the right image
MATCHING
This phase consists in finding, on two images of the same scene taken from different positions, the two points corresponding to the projection of the same element of the scene. In recent years, many matching methods have been proposed [20, 21, 22, 23] .
In this work we will compute the pairings of each image (left / right) using a mapping method based on the correlation measure. In this case, it is assumed that the points neighboring two homologous points have gray levels that are similar. This resemblance can be quantified by a correlation measure. Thus, only the neighborhood of a point is used to find its correspondent.
The correlation between stereoscopic images consists, from a window placed in one of the images, in calculating the degree of correlation with another window moving along the corresponding epipolar line in the other image. A sequence of correlation values along the epipolar line is thus obtained. The point corresponding to the best score will be chosen as being to match the point of the center of the fixed window in the other image.
Several families of correlation measures can be distinguished in the literature [21] . In our work, the correlation measure between the points of the images is carried out by the centered and normalized correlation function ZNC (Zero mean Normalized Cross Correlation), it is a centered version of the NCC family, which obtained the best percentages d 'Matching according to the evaluation carried out in [21] .
The function ZNCC for each point (u, v) is written: 
DISPARITY MAP
After the matching step, it is possible to calculate the disparity map. For each point of the left image (right resp). The position difference is calculated with the corresponding point of the right image (left resp) on the same line. These differences are then transformed for each point into a gray level image. The disparity map is closely related with the depth map. We can create a depth map from a disparity map if we knows the camera focal length and the distance between the cameras.
The distance Z from the 3D point to the camera is inversely proportional to the disparity measured on the image as in To find these unknown, once the parameters of the camera are estimated then it is easy to deduce the value Z of depth.
EXPERIMENTATIONS
To estimate the depth map, an object-oriented programming language (Java) implemented the steps of estimating this map
In the first interface as in Fig. 6 , our process allows loading the left and right image and then displaying the points of interest for each image, thereafter displaying the matching points. In addition, it can generates a file of the matching points. Then the process provide the possibility of calculate disparity map and depth map as in Fig. 7 . Our program is being improved, in order to generate a more precise depth map to use it later in the 3D reconstruction.
INTERPRETATION
The results obtained in Figures 6 and 7 , shows the satisfaction of our depth map estimation method. In addition this result would be used later to improve the 3D reconstruction
CONCLUSION
In this article, we have presented the different steps to estimate a dense depth map for the reason that the generation of this map is a very important step in improving the quality of 3D reconstruction. Our goal later is to get other information more than depth from this map before proceeding to the reconstruction step.
