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Abstract
It is shown that a square matrix A over an arbitrary field F is a sum of two diagonalizable
matrices, except when F D GF.2/, in which case A is a sum of three diagonalizable matrices.
The extent to which the ranks of the summands can be prescribed over an infinite field is also
investigated, and necessary and sufficient conditions are presented. © 2000 Elsevier Science
Inc. All rights reserved.
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1. Introduction
A square matrix over a field F is diagonalizable if it is similar to a diagonal matrix
over F. In the sequel, F will denote an arbitrary field, unless stated otherwise. The set
of all n  n matrices over F will be denoted by Mn.F/. Similarity of A;B 2 Mn.F/
will be denoted by A  B.
In Section 2, we show that every A 2 Mn.F/ is a sum of two diagonalizable ma-
trices, except when F D GF.2/. In that case it is a sum of three diagonalizable matri-
ces—it is a sum of two if and only if
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A  N 

Ok X
I Ok

 .I C M/ for some k > 0;
where N and M are nilpotent, and X and X C I are nonsingular (Theorem 2.6).
Sections 3 and 4 investigate the extent to which the ranks r1; r2 in a diagonalizable
sum decomposition of a matrix A 2 Mn.F/ can be prescribed. It turns out that, over
an infinite field F; r1; r2 may be chosen arbitrarily, subject to the following three
conditions:
(i) r1 C r2 > rank A,
(ii) n > r1; r2 > s.A/, and
(iii) r1 C rank A > r2 .assuming r2 > r1/,
where s.A/ denotes the number of invariant polynomials of I − A of nonzero de-
gree which does not split over F into linear factors with distinct roots (Theorem
4.7).
A further remark on notation and terminology: The kth row and column of A 2
Mn.F/ will be denoted by A.k/ and A.k/, respectively, and the (i, j)th element of A
by aij . The ith column of In will be denoted by ei (the magnitude of n will be clear
from the context). In the product a1 : : : an, omission of the ith term will be denoted
by a1    Oai    an. We call a matrix cyclic if it is similar to a companion matrix.
2. Diagonalizable matrix sums
For n even, let
Gn D
M
n=2

0 0
1 −x

and Hn D T0U 
0
@ M
.n−2/=2

x 0
1 0
1A TxU;
and for n > 3 odd, let
Gn D
0
@ M
.n−1/=2

0 0
1 −x
1A T0U and Hn D T0U 
0
@ M
.n−1/=2

x 0
1 0
1A :
If x =D 0, then both Gn and Hn are diagonalizable, and
Jn D
2
66664
0 0
1
.
.
.
.
.
.
0 1 0
3
77775 D Gn C Hn
This shows that, over any field, a nilpotent matrix is a sum of two diagonalizable
matrices.
Lemma 2.1. If jFj > 2; then any A 2 Mn.F/ can be expressed as a sum of two
diagonalizable matrices.
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Proof. It suffices to establish the result for companion matrices. Hence assume
A D
2
66664
0 a0
1
.
.
. a1
.
.
. 0
:::
0 1 an−1
3
77775 :
Let v D .a0; : : : ; an−2/T.
The proof follows from the following four decompositions, which distinguish be-
tween n even and odd, and between an−1 zero and nonzero:
(i) n > 3 odd and an−1 D 0:
A D
"
Gn−1 v
0 −1
#
C
"
Hn−1 0
eTn−1 1
#
;
where x =D 0; 1 (cf. [1, Lemma 1.1(c)]).
(ii) n > 3 odd and an−1 =D 0:
A D
"
Gn−1 v
0 an−1
#
C
"
Hn−1 0
eTn−1 0
#
;
where x =D 0;−an−1:
(iii) n even and an−1 D 0:
A D
"
Gn−1 0
eTn−1 −1
#
C
"
Hn−1 v
0 1
#
;
where x =D 0; 1:
(iv) n even and an−1 =D 0:
Let an−1 D bn−1 C cn−1, where bn−1; cn−1 =D 0: Then
A D
"
Gn−1 0
eTn−1 bn−1
#
C
"
Hn−1 v
0 cn−1
#
;
where x =D 0; cn−1. 
To prove the corresponding result for jFj D 2, we need the following.
Lemma 2.2. Suppose jFj D 2; and A 2 Mn.F/ is a nonsingular matrix which can
be expressed as a sum of two diagonalizable matrices. Then trace A D n  1:
Proof. Let A D E1 C E2, where E1 and E2 are diagonalizable. Since F D GF.2/;
E1 and E2 are also idempotent.
Now,
Fn D rangeA D rangeE1 C rangeE2:
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The sum is direct, for suppose
v 2 rangeE1/ rangeE2:
Then
Av D .E1 C E2/v D E1v C E2v D v C v D 0;
and since A is nonsingular, v D 0:
Thus
rank E1 C rank E2 D n;
and therefore
trace AD trace E1 C trace E2
D.rank E1/  1 C .rank E2/  1
Dn  1: 
Lemma 2.3. If jFj D 2; then A 2 Mn.F/ can be expressed as a sum of three diag-
onalizable marices; and the number 3 is sharp.
Proof. It suffices to prove the result for companion matrices. Let therefore A and v
be as in Lemma 2.1.
For n > 3 odd,
A D
"
Gn−1 0
0 1 C an−1
#
C
"
Hn−1 0
eTn−1 0
#
C
"
0 v
0 1
#
;
where x D −x D 1:
For n even,
A D
"
Gn−1 0
eTn−1 1
#
C
"
Hn−1 0
0 an−1
#
C
"
0 v
0 1
#
;
where x D −x D 1:
The number 3 is sharp, since, e.g. by Lemma 2.2
1 1
1 0

is not a sum of two diagonalizable matrices. 
To establish necessary and sufficient conditions for a matrix over GF.2/ to be a
sum of two diagonalizable matrices, we need the following preliminary result.
Lemma 2.4. Let A 2 Mn.F/; where jFj D 2; and suppose A and A C I are nonsin-
gular. Then A can be expressed as a sum of two diagonalizable matrices if and only
if n is even and
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A 

0n=2 X
I 0n=2

; (1)
where X and X C I are nonsingular.
Proof. If A is similar to (1), then
A 

0 X
0 I

C

0 0
I I

;
and both matrices on the right are idempotent.
Conversely, suppose A D E1 C E2, where E1; E2 are diagonalizable, and hence
also idempotent in this case.
Then
A C I D .I C E1/ C E2:
Since A C I is nonsingular, it follows as in the proof of Lemma 2.2 that
Fn D range.I C E1/  range E2:
With respect to this decomposition, A C I has the form
I B
C I

;
hence
A 

0 B
C 0

:
Since A is nonsingular, B and C must also be nonsingular. Moreover, since the zero
blocks are square, B and C must be of order n=2. Hence
A 

0n=2 X
I 0n=2

;
where X D BC is nonsingular. Finally, the nonsingularity of A C I implies the same
for X C I . 
Lemma 2.5. Suppose jFj D 2. Then A 2 Mn.F/ can be expressed as a sum of two
diagonalizable matrices if and only if
A  N 

0k X
I 0k

 .I C M/;
where N and M are nilpotent; and X and X C I are nonsingular.
Proof. It follows from the rational canonical form of A that
A  N  B  .I C M/;
where N and M are nilpotent, and B and I C B are nonsingular. Since the charac-
teristic polynomials of N; B and I C M are pairwise relatively prime, it follows as
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in the proof of [2, Lemma 2] that A is a sum of two diagonalizable matrices if and
only if each of N; B and I C M is.
Since by the comment preceding Lemma 2.1, N, and hence also I C M , is a sum
of two diagonalizable matrices, we conclude that A is a sum of two diagonalizable
matrices if and only if B is. The result now follows from Lemma 2.4. 
We summarize:
Theorem 2.6. A 2 Mn.F/ can be expressed as a sum of two diagonalizable ma-
trices; except when jFj D 2; in which case it can be expressed as a sum of three
diagonalizable matrices.
Moreover; in the case where jFj D 2; A is a sum of two diagonalizable matrices
if and only if
A  N 

0k X
I 0k

 .I C M/;
where N and M are nilpotent; and X and X C I are nonsingular.
3. Prescribing the ranks—some necessary conditions over an arbitrary field
In this section and in the next, we investigate the extent to which the ranks in
diagonalizable sum decompositions can be prescribed. In this section, we derive a
set of necessary conditions over an arbitrary field, which in the next section is shown
to be sufficient over an infinite field.
For A 2 Mn.F/, let s.A/ denote the number of invariant polynomials of I −
A of nonzero degree which does not split over F into linear factors with distinct
roots (equivalently, the companion matrix associated with each one of them is not
diagonalizable).
Proposition 3.1. Let A 2 Mn.F/; and suppose it can be partitioned as
A D

C E
F D

;
where C is a square matrix of order m > 0 and D is diagonal. Then s.A/ 6 m.
Proof. The proof is done by induction on n. The result holds for n 6 2m, since the
companion matrix associated with each of the s.A/ polynomials defined above is of
order at least 2. Assume therefore n > 2m and that the result holds for matrices of
order less than n.
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Let B D I − A: Then
B

1 2    m
1 2    m
c
D . − amC1;mC1/    . − ann/
(we follow the notation in [3, Section 2.4]).
Hence dn−m, the greatest common divisor of all minors of B of order n − m (cf.
[3, Chapter 7]), splits over F. If its zeros are distinct, the same applies to the first
n − m invariant polynomials of B (whose product is dn−m ), and hence the result
follows.
Assume therefore without loss of generality that
. − amC1;mC1/. − amC2;mC2/
is a factor of dn−m,
amC1;mC1 D amC2;mC2 D    D amCt;mCt
and
amCk;mCk =D amC1;mC1; n − m > k > t > 2:
Let
rankTE.1/   E.t/U D r; m > r > 0:
By performing, if necessary, a suitable similarity operation on A resulting in a per-
mutation of the columns of E, we may assume that E.1/; : : : ; E.r/ are linearly inde-
pendent.
Let rows i1; : : : ; ir .1 6 ij 6 m; j D 1; : : : ; r/ of TE.1/   E.r/U be linearly in-
dependent.
The proof is established by considering the following three cases:
(i) Suppose
r D rankTE.1/    E.t/U D rank
2
64
F.1/
:::
F.t/
3
75 D t :
Then 2 6 t D r 6 m < n − m:
Let i and j be such that t < i 6 n − m and 1 6 j 6 m:
It follows that the minor
B

i1    it m C t C 1       n
j m C 1    m C i − 1 m C i C 1    n

of B of order n − m is equal to
E

i1    it
1    t

F

i
j

. − amCtC1;mCtC1/
   . −[amCi ;mCi /    . − ann/;
by performing a Laplace expansion along the t columns containing what remains of
the first t columns of E and another along the row containing what remains of the ith
row of F (cf. [3, Section 2.4]).
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The only way for dn−m to divide this polynomial, is when
fij D F

i
j

D 0:
Hence
F.tC1/ D    D F.n−m/ D 0:
Similarly
E.tC1/ D    D E.n−m/ D 0
by interchanging the roles of E and F .
Hence the result follows by induction in this case.
(ii) Suppose
rankTE.1/   E.t/U D 0 .or rank
2
64
F.1/
:::
F.t/
3
75 D 0/;
i.e. E.1/ D    D E.t/ D 0:
If F.1/; : : : ; F.t/ are linearly independent, it follows as in (i) that
E.tC1/ D    D E.n−m/ D 0;
hence E D 0: Therefore A has a set of n − m linearly independent eigenvectors.
Hence it can be expressed as a direct sum of at least n − m cyclic matrices, and it
follows that not more than m of them can be of order greater than 1.
Suppose therefore F.1/; : : : ; F.t/ are linearly dependent – say, without loss of gen-
erality,
F.t/ D vT
2
64
F.1/
:::
F.t−1/
3
75 for some v 2 Ft−1:
Let
X−1 D
2
664
Im 0 0 0
0 It−1 0 0
0 −vT 1 0
0 0 0 I
3
775 :
Then X−1AX is identical to A, except that F.t/ is replaced by 0.
Applying induction to the matrix obtained from X−1AX by deleting the tth row
and column yields the result also in this case.
(iii) Suppose
0 < r D rankTE.1/    E.t/U < t
0
B@or 0 < rank
2
64
F.1/
:::
F.t/
3
75 < t
1
CA :
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Performing a series of similarly operations of the type used in (ii), we may assume
that
E.rC1/ D    D E.t/ D 0:
Suppose, without loss of generality, that F.rC1/; : : : ; F.rCl/; l > 1; is a maximal
linearly independent subset of F.rC1/; : : : ; F.t/.
Choose 1 6 jrC1; : : : ; jrCl 6 m such that
F

r C 1    r C l
jrC1    jrCl

=D 0:
It follows that the minor
B

i1    ir m C r C 1             n
jrC1    jrCl m C 1    m C r m C r C l C 1    n

of B of order n − m is equal to
E

i1    ir
1    r

F

r C 1    r C l
jrC1    jrCl

. − amCrClC1;mCrClC1/    . − ann/;
by performing a Laplace expansion along the r columns containing what remains of
the first r columns of E and another along the l rows containing what remains of rows
r C 1; : : : ; r C l of F .
Since dn−m is a divisor of this polynomial, which is nonzero, it follows that m C
r C l < m C t . Hence we conclude that F.rC1/; : : : ; F.t/ is linearly dependent.
An argument similar to the second part in (ii) yields the results in this case, and
completes the proof. 
Lemma 3.2. Suppose A 2 Mn.F/ can be expressed as a sum A D E1 C E2 of diag-
onalizable matrices E1; E2 of rank r1; r2; respectively.
Then
(i) r1 C r2 > rank A;
(ii) r1; r2 > s.A/; and
(iii) r1C rank A > r2:
Proof. (i) Holds since
rangeA  rangeE1 C rangeE2:
(ii) Choose a basis
fu1; : : : ; v1; : : : ; w1; : : : ; x1; : : :g
of Fn such that
 fu1; : : : ; v1; : : :g is a basis of range E1,
 fv1; : : :g is a basis of range E1 \ rangeE2, and
 fv1; : : : ; w1; : : :g is a basis of range E2 with the wi eigenvectors of E2.
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With respect to this basis, E1 and E2 have the following 4  4 block matrix forms
(in each case the matrix partitioning corresponds to the partitioning of the basis as
indicated)
E1 D
2
664
   
   
0 0 0 0
0 0 0 0
3
775 ; E2 D
2
664
0 0 0 0
  0 
  D1 
0 0 0 0
3
775 ;
where D1 is a nonsingular diagonal matrix. Hence
A D E1 C E2 D
2
664
   
   
  D1 
0 0 0 0
3
775

2
664
   
   
  D1 0
0 0 0 0
3
775 ; since D1 is nonsingular
D

C E
F D

;
where
D D

D1 0
0 0

and C is of order r1.
By Proposition 3.1, r1 > s.A/. Similarly r2 > s.A/.
(iii) We may assume k D r2 − rank A > 0, otherwise the result is automatically
true.
Let v1; : : : ; vk be linearly independent eigenvectors of E2 in range E2 such that
spanfv1; : : : ; vkg \ rangeA D f0g: (2)
Write E2vi D ivi , where i =D 0; 1 6 i 6 k:
E1v1; : : : ; E1vk are linearly independent. For suppose
a1E1v1 C    C akE1vk D 0:
Then
A.a1v1 C    C akvk/ D E2.a1v1 C    C akvk/ D a11v1 C    C akkvk:
This linear combination lies in the intersection (2). Hence
a11v1 C    C akkvk D 0;
which implies that a1 D    D ak D 0, since each i =D 0. Hence r1 D rank E1 > k:

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4. Prescribing the ranks – necessary and sufficient conditions over an infinite
field
In this section, we show that the necessary conditions derived in Lemma 3.2 for
a matrix over an arbitrary field to be a sum of two diagonalizable matrices with
prescribed ranks are also sufficient when F is an infinite field.
We start with the following preliminary result which holds over an arbitrary field.
But first we fix some additional notation for the rest of this section: Jn denotes the
Jordan block of order n associated with the eigenvalue 0, i.e.
Jn D
2
66664
0 0
1
.
.
.
.
.
.
0 1 0
3
77775 ;
and Cn denotes a companion matrix of order n, i.e. Cn D Jn C yeTn for some y 2 Fn.
The diagonal of a matrix A, written as a column vector, is denoted by diag A, while
Diag y denotes the diagonal matrix of which y D .y1; : : : ; yn/ is the diagonal. The
n  m matrix with 1 in the .i; j/th position and 0 elsewhere is denoted by Eij . The
actual size of the matrix is determined from the context.
Lemma 4.1. Let D D Diag.x1; : : : ; xn−1/; n > 2; be a diagonal matrix of order
n − 1 over an arbitrary field F. Then
XTJn C .T0U  D/UX−1 D Jn C .D  T0U/;
where
X D In C J Tn .T0U  D/:
Note that X is an upper triangular matrix with last row equal to en.
Proof. Since
J Tn .T0U  D/Jn D D  T0U;
.D  T0U/J Tn .T0U  D/ D J Tn .T0U  D/2
and
JnJ
T
n .T0U  D/ D T0U  D;
it follows that
XTJn C .T0U  D/U D TJn C .D  T0U/UX;
and hence the result follows. 
Lemma 4.2. Let Cn D Jn C yeTn denote a companion matrix of order n > 2 over
an infinite field F; and let n > r1; r2 > 1 be integers such that r1 C r2 D n. Then Cn
is similar to
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Jr1 C D1 F
E1;r1 Jr2 C D2

;
where D1;D2 are diagonal matrices such that their diagonal elements are distinct
and different from 0; 1 and 21:
Moreover; the similarity XCnX−1 can be achieved by an upper triangular matrix
X with last row equal to en.
Proof. The proof is done by induction on n. For n D 2; r1 D r2 D 1 is the only
possibility. If
X D

1 a
0 1

;
which is of the required form, then
XC2X
−1 DX

0 y1
1 y2

X−1
D

a y1 C ay2 − a2
1 y2 − a

:
Choosing a 2 F such that a; y2 − a =D 0; 1; 21, the result follows for n D 2.
Assume therefore n > 2 and that the result holds for companion matrices over F
of order less than n. We may assume r2 > 1.
Partition Cn as
Cn D

0 y1eTn−1
e1 Cn−1

;
where Cn−1 is the companion matrix obtained form Cn by deleting the first row and
column.
By induction there exists a nonsingular upper triangular matrix Y of order n − 1
with last row equal to en−1 such that
YCn−1Y−1 D

Jr2−1 C D02 F1
E1;r2−1 Jr1 C D01

;
where D01 and D02 are diagonal matrices satisfying the conditions listed in the state-
ment of the lemma. If X1 D Ty11U  Y (where y11 denotes the (1,1) entry of Y),
then
X1CnX
−1
1 D

Jr2 C .T0U  D02/ F2
E1;r2 Jr1 C D01

:
By Lemma 4.1 there exists a nonsingular upper triangular matrix Y2 of order r2 with
last row equal to er2 such that
Y2TJr2 C .T0U  D02/UY−12 D Jr2 C .D02  T0U/:
Let X2 D Y2  Ir1 . Then
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X2X1CnX
−1
1 X
−1
2 D

Jr2 C .D02  T0U/ F3
E1;r2 Jr1 C D01

:
Finally, let
X3 D
2
4Ir2−1 0 00 1 aeT1
0 0 Ir1
3
5 :
Then X D X3X2X1 is of the required form, and
XCnX
−1 D

Jr2 C D2 F
E1;r2 Jr1 C D1

;
where D2 D D02  TaU and D1 D D01 − Diag.ae1/. The result follows by choosing
a in such a way that the diagonal entries of D1 and D2 remain distinct and different
from 0, 1 and 21. 
Lemma 4.3. A companion matrix Cn D Jn C yeTn of order n > 2 over an infinite
field F can be expressed as a sum of two diagonalizable matrices of rank n > r1; r2 >
1; respectively; if and only if r1 C r2 > rank Cn.
Proof. By Lemma 3.2(i) the condition is necessary. To prove sufficiency, begin by
assuming r1 C r2 D n − 1. This implies that rank Cn D n − 1, and therefore Cn can
be partitioned as
Cn D

0 0
e1 Cn−1

;
where Cn−1 is the companion matrix obtained from Cn by deleting the first row and
column. It follows form Lemma 4.2 that
Cn−1 

D1 F1
F2 D2

;
where D1;D2 are nonsingular diagonal matrices of rank r1; r2, respectively. Hence
Cn 
2
40 0 0y D1 F1
z F2 D2
3
5 D
2
40 0 0y D1 F1
0 0 0
3
5C
2
40 0 00 0 0
z F2 D2
3
5
and the matrices on the right are diagonalizable of rank r1; r2, respectively.
Now assume r1 C r2 > n. Choose ri > ti > 0 such that .r1 − t1/ C .r2 − t2/ D n.
Let t D t1 C t2, and note that r1; r2 > t , since n > r1; r2. It follows from Lemma 4.2
that
Cn 

D1 F1
F2 D2

D

D1 − .Or1−t  It2/ F1
O It1  Or2−t

C

Or1−t  It2 O
F2 D2 − .It1  Or2−t /

;
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where D1;D2 are nonsingular diagonal matrices of rank r1 − t1; r2 − t2, respective-
ly, satisfying the conditions in the statement of Lemma 4.2. Thus the diagonal ele-
ments of D1 − .Or1−t  It2/ and D2 − .It1  Or2−t / are different from 0 and 1, and
therefore the matrices on the right are diagonalizable of rank r1; r2, respectively. 
To prove in general that the conditions in Lemma 3.2 are sufficient when F is an
infinite field, one could attempt to apply Lemma 4.3 to the individual direct sum-
mands Cnj in the rational canonical form A D
Lm
jD1Cnj of A by writing
r1 D r11 C    C r1m and r2 D r21 C    C r2m
in such a way that each triple Cnj ; r1j ; r2j satisfies the conditions of Lemma 4.3.
However, when J2 occurs among the summands this is not possible, as the following
example illustrates: Let A D J4  J2. Then s.A/ D 2. Thus we could, for example,
choose r1 D r2 D 2, since rank A D 4. The only way to choose rij ; 1 6 i; j 6 2 is
to let all of them be equal to 1. But then J4; r11; r21 do not satisfy Lemma 4.3,
since rank J4 D 3. This problem can be circumvented by combining J2 with other
summands.
Another situation that needs special attention is when a summand is equal to [0].
Say Cnm D T0U, and suppose we are forced to choose r2m D 1. Then it must be pos-
sible to choose r1m D 1, in order to write Cnm D TxU C T−xU, where x =D 0. This will
be ensured by condition (iii) of Lemma 3.2. (It is only in situations like this that this
condition is needed.)
Lemma 4.4. Let Cm be a companion matrix of order m > 2 over an infinite field F.
Let r1; r2 be integers such that
m C k > r1; r2 > k C 1 and r1 C r2 D m C k for some k > 0:
Then
Cm  Ok 

D1 F1
F2 D2

;
where D1;D2 are nonsingular diagonal matrices of rank r1; r2; respectively.
Proof. For k D 0 the result follows from Lemma 4.2.
Assume therefore k > 0. From Lemma 4.2, applied to Cm, it follows that there
exists a nonsingular matrix X1 such that
X1.Cm  Ok/X−11 D
2
4Jr1 C D1 F1 OE1;r1 Jr2−k C D O
O O Ok
3
5 ; (3)
where D1;D are nonsingular diagonal matrices of rank r1; r2 − k, respectively, with
distinct diagonal elements. Choose an r1  k matrix

X
O

, with X of order k such that
.Jr1 C D1/

X
O

D

aIk
Y1

D Y (say);
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where a =D 0 is chosen different from the diagonal elements of D and such that D1 −
.aIk  Or1−k/ is nonsingular with distinct diagonal elements.
Let
X2 D
2
4Ik O −XO Im−k O
Ik O Ik − X
3
5 (4)
and X D X2X1. Then
X−12 D
2
4Ik − X O XO Im−k O
−Ik O Ik
3
5 :
In the next product the partitionings in (3) and (4) cannot be used to block multiply,
since the blocks are not compatible. Instead, in both partitionings we group the first
two block rows and columns together to form a single block row and column of
width m. Then
X.Cm  Ok/X−1 D
2
4Jr1 C D1 − Z F1 YE1;r1 Jr2−k C D O
F2 F3 aIk
3
5 ;
where
Z D

aIk O
Y1 Or1−k

:
The result follows since by the choice of a the lower triangular matrix, Jr1 C D1 − Z
has distinct, nonzero diagonal elements and the spectrum of Jr2−k C D and aIk are
disjoint, hence
Jr2−k C D O
F3 aIk

 .Jr2−k C D/  aIk: 
Lemma 4.5. Let A D Cm  .Lk J2/ be a matrix of order n D m C 2k over an infi-
nite field F; where Cm is a companion matix of order m > 2 and k > 0. If r1; r2 are
integers such that n > r1; r2 > k C 1 and r1 C r2 > rank A, then A can be expressed
as a sum of two diagonalizable matrices of rank r1; r2; respectively.
Proof. For k D 0 the result follows from Lemma 4.3. Assume therefore k > 0.
(a) Suppose r1 C r2 D rank A. SinceM
k
J2 

Ok Ik
Ok Ok

;
A 
2
4Cm O OO Ok Ik
O O Ok
3
5 :
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If rank Cm D m, if follows form Lemma 4.4 that
A
2
4D1 F1 Y1F2 D2 Y2
O O Ok
3
5
D
2
4D1 F1 Y1O O O
O O Ok
3
5C
2
4O O OF2 D2 Y2
O O Ok
3
5 ;
where D1;D2 are nonsingular diagonal matrices of rank r1; r2, respectively. Hence
the result follows since the matrices on the right are similar to D1  O2k and Ok 
D2  Ok , respectively.
If rank Cm D m − 1, partition A as
A D
2
664
O O O O
e1 Cm−1 O O
O O Ok Ik
O O O Ok
3
775
and apply Lemma 4.4 to Cm−1  Ok to obtain
A 
2
664
O O O O
y1 D1 F1 Y1
y2 F2 D2 Y2
O O O Ok
3
775 ;
where D1;D2 are nonsingular diagonal matrices of rank r1; r2, respectively.
(b) Suppose r1 C r2 > rank A C k.
Let rij D 1; i D 1; 2; 1 6 j 6 k C 1. Then, if rank Cm > 2, first enlarge r11; r21;
subject to
kC1X
jD1
rij 6 ri ; i D 1; 2; ()
until r11 C r21 D rank Cm, and thereafter enlarge all of rij , subject to () and
rij 6

m if j D 1;
2 if 1 < j 6 k C 1;
until equality holds in ().
By Lemma 4.3, Cm and J2 can be expressed as Cm D X1 C Y1 and J2 D Xi C
Yi; 2 6 i 6 k C 1; where Xj ; Yj are diagonalizable matrices of rank r1j ; r2j , re-
spectively, 1 6 j 6 k C 1.
A D
0
@kC1M
jD1
Xj
1
AC
0
@kC1M
jD1
Yj
1
A
yields the required decomposition.
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(c) Suppose rank A C k > r1 C r2 > rank A.
Let
r1 C r2 D rank A C t; where k − 1 > t > 1;
A0 D Cm 
 M
k−t
J2
!
;
and
r 0i D ri − t; i D 1; 2:
Then r 0i > k − t C 1, and
r 01 C r 02 D r1 C r2 − 2t D rank A − t D rank A0:
By (a) above A0 D X1 C Y1, where X1; Y1 are diagonalizable of rank r 01; r 02, respec-
tively, and by Lemma 4.3 J2 D X2 C Y2; where X2; Y2 are diagonalizable and each
of rank 1.
A D
 
X1 
 M
t
X2
!!
C
 
Y1 
 M
t
Y2
!!
yields the required decomposition, and completes the proof. 
The next lemma will go a long way in describing how Lemmas 4.3 and 4.5 can
be used to prove the sufficiency result in general. Direct summands are combined
in certain ways to circumvent the difficulties described earlier (after Lemma 4.3),
and then the rest of the proof is basically a description of how to systematically
choose the components of r1; r2 in order to apply the above-mentioned lemmas to
the individual direct sum combinations.
Lemma 4.6. Let
A D
 
lM
iD1
Cni
!

 M
k
J2
!

 
tM
iD1
TziU
!
 Om
denote a matrix of order n > 2 over an infinite field F; with l; k; t;m > 0; 0 =D zi 2
F .1 6 i 6 t/ and rank Cni > 2 .1 6 i 6 l/:
Let r1; r2 be integers such that
n > r2 > r1 > k C l;
r1 C r2 > rank A, and
r1C rank A > r2.
In each of the following cases A can be expressed as a sum of two diagonalizable
matrices of rank r1; r2; respectively.
(a) t D m D 0:
(b) t D 0 and each Cni is singular.
(c) k D 0 and each Cni is singular if m > 0:
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Proof. (a) The proof is divided into the following two cases:
(i) Suppose k is large enough such that A can be written as
A D
lM
iD1
2
4Cni 
0
@M
ki
J2
1
A
3
5
 M
k0
J2
!
;
where ki D rank Cni − 2 > 0; 1 6 i 6 l; and k0 D k −
Pl
iD1 ki > 0:
Let
rij D

kj C 1 if 1 6 j 6 l;
1 if l < j 6 l C k0;
i D 1; 2:
Then
lCk0X
jD1
rij D k C l; i D 1; 2;
and
r1j C r2j D2kj C 2
Dkj C rank Cnj
Drank
2
4Cnj 
0
@M
kj
J2
1
A
3
5 ; 1 6 j 6 l:
Enlarge, if necessary, all of rij , subject to
rij 6
8>><
>>:
order
2
4Cnj 
0
@M
kj
J2
1
A
3
5 if 1 6 j 6 l;
2 if l < j 6 l C k0;
until
ri D
lCk0X
jD1
rij ; i D 1; 2:
By Lemmas 4.3 and 4.5,
Cnj 
0
@M
kj
J2
1
A D Xj C Yj ; 1 6 j 6 l and J2 D Xj C Yj ; l < j 6 l C k0;
where Xi; Yi are diagonalizable matrices of rank r1i ; r2i , respectively, 1 6 i 6 l C
k0.
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A D
0
@lCk0M
iD1
Xi
1
AC
0
@lCk0M
iD1
Yi
1
A
yields the required decomposition.
(ii) Suppose k is not large enough to satisfy the condition in (i) above.
Then A can be expressed as
A D
l0M
iD1
2
4Cni 
0
@M
ki
J2
1
A
3
5
0
@ lM
iDl0C1
Cni
1
A ;
where
ki D rank Cni − 2 > 0; 1 6 i < l0;
0 6 kl0 < rank Cni0 − 2;
and
k D
l0X
iD1
ki:
Let
rij D

kj C 1 if 1 6 j 6 l0;
1 if l0 < j 6 l;
i D 1; 2: Then, as in (i),
lX
jD1
rij D k C l; i D 1; 2;
and
r1j C r2j D rank
2
4Cnj 
0
@M
kj
J2
1
A
3
5 ; 1 6 j < l0:
Enlarge rij ; l0 6 j 6 l, until
r1j C r2j D
8>>><
>>>:
rank
0
@Cnj 
0
@M
kj
J2
1
A
1
A if j D l0;
rankCnj if l0 < j 6 l;
which is possible, since r1 C r2 > rank A:
Proceed by further enlarging, if necessary, all of rij , subject to
rij 6
8>><
>>:
order
0
@Cnj 
0
@M
kj
J2
1
A
1
A if 1 6 j 6 l0;
nj if l0 < j 6 l;
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until
ri D
lX
jD1
rij ; i D 1; 2:
The rest of the argument is similar to (i).
(b) If r2 6 n − m, then it follows from (a) that 
lM
iD1
Cni
!

 M
k
J2
!
D X C Y;
where X;Y are diagonalizable matrices of rank r1; r2, respectively.
Hence,
A D .X  Om/ C .Y  Om/
yields the required decomposition.
Assume therefore m0 D r2 − .n − m/ > 0. Then
r1 > r2 − rank ADr2 − .n − m − k − l/
D l C k C m0; (5)
since rank Cni D ni − 1; 1 6 i 6 l:
Let
r2j D
8<
:
nj if 1 6 j 6 l;
2 if l < j 6 l C k;
1 if l C k < j 6 l C k C m0:
Start with r1j D 1; 1 6 j 6 l C k C m0 (which is possible according to (5)), and
proceed to enlarge them, subject to r1j 6 r2j , until
r1 D
lCkCm0X
jD1
r1j :
By Lemma 4.3,
Cnj D Xj C Yj ; 1 6 j 6 l and J2 D Xj C Yj ; l < j 6 l C k;
where Xi; Yi are diagonalizable matrices of rank r1i ; r2i , respectively, 1 6 i 6 l C k:
AD
" 
lCkM
iD1
Xi
!

 M
m0
TxU
!
 Om−m0
#
C
" 
lCkM
iD1
Yi
!

 M
m0
T−xU
!
 Om−m0
#
with 0 =D x 2 F yields the required decomposition.
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(c) If t D m D 0 or t D 0; m > 0, then the result follows from (a) and (b), re-
spectively. Assume therefore t > 0.
Let
r21 D    D r2l D 1 and r2;lC1 D    D r2;lCtCm D 0:
Proceed by enlarging r2j through the following stages until
r2 D
lCtCmX
jD1
r2j V
 If r2 > l, change r2;lC1; r2;lC2; : : : to 1, but do not exceed r2;lCt .
 If r2 > l C t , enlarge r21; : : : ; r2l , subject to r2i 6 rank Cni − 1.
 If r2 > rank A − l, enlarge r21; : : : ; r2l , subject to r2i 6 ni .
 If r2 > n − m, change r2;lCtC1; r2;lCtC2; : : : to 1.
For r1, let r11 D    D r1l D 1. Then consider the following two separate cases:
(i) Suppose r2 > n − m.
Then m > 0, and therefore n − m D rank A C l, since rank Cni D ni − 1; 1 6
i 6 l.
Let r2 D rank A C l C m0, where 1 6 m0 6 m. Then, since r1 > r2 − rank A D
l C m0, it is possible to choose
r1;lC1 D    D r1;lCt D 0; r1;lCtC1 D    D r1;lCtCm0 D 1;
and
r1;lCtCm0C1 D    D r1;lCtCm D 0:
If r1 > l C m0, enlarge r11; : : : ; r1;lCt , subject to r1j 6 r2j , until
r1 D
lCtCmX
jD1
r1j :
By Lemma 4.3, Cnj D Xj C Yj ; where Xj ; Yj are diagonalizable matrices of
rank r1j ; r2j , respectively, 1 6 j 6 l.
Let Xj D Txj U; Yj D Tyj U; where xj ; yj 2 F are chosen such that
zj D xj C yj ;
xj and yj are nonzero if r1j D 1; and
xj D 0; yj D zj if r1j D 0; l < j 6 l C t :
A D
" 
lCtM
iD1
Xi
!

 M
m0
TxU
!
 Om−m0
#
C
" 
lCtM
iD1
Yi
!

 M
m0
T−xU
!
 Om−m0
#
;
with 0 =D x 2 F, yields the required decomposition.
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(ii) Suppose r2 6 n − m:
Let
r1j D 1 − r2j ; l < j 6 l C t and r1j D 0; l C t < j 6 l C t C m:
Enlarge r11; : : : ; r1;lCt , subject to
r1j C r2j > rank Cnj ; 1 6 j 6 l and r1j 6

nj if 1 6 j 6 l;
1 if l < j 6 l C t;
until
r1 D
lCtCmX
jD1
r1j :
By Lemma 4.3, Cnj D Xj C Yj ; where Xj ; Yj are diagonalizable matrices of
rank r1j ; r2j , respectively, 1 6 j 6 l:
Let Xj D Txj U; Yj D Tyj U; where xj ; yj 2 F are chosen such that zj D xj C yj ,
and xj .yj / is zero or nonzero depending on whether r1j .r2j / is 0 or 1, l < j 6
l C t :
A D
" 
lCtM
iD1
Xi
!
 Om
#
C
" 
lCtM
iD1
Yi
!
 Om
#
yields the required decomposition, and completes the proof. 
Theorem 4.7. Let A 2 Mn.F/; where F is an infinite field; and let r1; r2 be integers
such that n > r2 > r1 > 0.
A can be expressed as a sum of two diagonalizable matrices of rank r1 and r2;
respectively; if and only if
(i) r1 C r2 > rank A,
(ii) r1; r2 > s.A/, and
(iii) r1C rank A > r2.
Proof. The necessity of the conditions was established in Lemma 3.2.
If one of the invariant polynomials of A is equal to t2, then the corresponding com-
panion matrix is J2, and A can be expressed as in Lemma 4.6(b), with k C l D s.A/.
Hence the result follows.
If none of the invariant polynomials of A is equal to t2, then A can be expressed
as in Lemma 4.6(c), with k C l D l D s.A/. This concludes the proof. 
For further results on additive combinations of matrices (operators), the reader is
referred to the survey paper by Wu [4].
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