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RATIONALITY OF POINCARE´ SERIES FOR A FAMILY OF LATTICE
SIMPLICES
BENJAMIN BRAUN AND BRIAN DAVIS
Abstract. We investigate multi-graded Gorenstein semigroup algebras associated with an infinite
family of reflexive lattice simplices. For each of these algebras, we prove that their multigraded
Poincare´ series is rational. Our method of proof is to produce for each algebra an explicit minimal
free resolution of the ground field, in which the resolution reflects the recursive structure encoded
in the denominator of the finely-graded Poincare´ series. Using this resolution, we show that these
algebras are not Koszul, and therefore rationality is non-trivial. Our results demonstrate how
interactions between multivariate and univariate rational generating functions can create subtle
complications when attempting to use rational Poincare´ series to inform the construction of minimal
resolutions.
1. Introduction
1.1. Background. For a fieldK of characteristic 0 and Zn-graded quotient ringR = K[x1, . . . , xn]/I,
the Betti number βRi,α(K) is the rank of the α-graded component of the i-th module in a minimal
free resolution of K ∼= R/(x1, . . . , xn) over R. The Poincare´ series of K over R is the generating
function
PRK (z,y) :=
∑
α∈Zn
∑
i≥0
βRi,α(K)z
iyα =
∑
α∈Zn
∑
i≥0
dimK Tor
R
i,α(K,K)z
iyα,
where yα denotes the multinomial yα11 · · · y
αn
n . Unlike resolutions of finitely generated graded mod-
ules over K[x1, . . . , xn], these Betti numbers are not necessarily eventually zero; as a result, inter-
esting questions arise as to their behavior. Traditionally, the Poincare´ series has been considered
with respect to only the variable z, setting yi = 1 for all i. In this context, a classical question of
Serre-Kaplansky was whether or not the Poincare´ series is rational for all such R. This question
was answered in the negative by Anick [1], and much subsequent work has focused on determining
the properties of R that lead to rationality or irrationality [8].
When I is generated by monomials, as in the case of Stanley-Reisner theory, the Poincare´ series
is known to be rational. Berglund, Blasiak, and Hersh [3] describe a combinatorial method for
computing the rational form. Less is known about infinite graded resolutions associated to quotients
by another important class of ideals in combinatorics, toric ideals [9]. An example of a toric ring
with transcendental Poincare´ series was found by Roos and Sturmfels [10], and it is known by work
of Gasharov, Peeva, and Welker [6] that quotients arising from generic toric ideals have rational
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Poincare´ series. It is not known whether rationality or irrationality of the Poincare´ series is the
more “common” property for toric rings. One property that implies rationality for Poincare´ series
is when R is Koszul, i.e. when K admits a linear minimal free resolution over R. Rationality follows
from the fact that Koszul rings have Hilbert and Poincare´ series satisfying the functional equation
(1) HR(−z)P
R
K (z) = 1 .
Much of what is known about rationality of the Poincare´ series in the toric setting is a consequence of
the rationality of Hilbert series and a proof of Koszuality of the specific algebras under consideration.
Another line of investigation relevant to this paper is the rationality of Poincare´ series for cer-
tain Gorenstein rings. Elias and Valla proved [5] that the Poincare´ series of an almost stretched
Gorenstein local ring of dimension d and embedding codimension h is given by
(2)
(1 + z)d
1− hz + z2
.
Rossi and S¸ega proved [11] that for any finitely-generated module over a compressed Gorenstein
local ring of socle degree 2 ≤ s 6= 3, the Poincare´ series is rational. A noteworthy aspect of these
results on Gorenstein local rings is that their proofs are not constructive, in the sense that they do
not explicitly construct a minimal free resolution satisfying the recursive behavior encoded in the
rational series. This is particularly interesting in light of the first “practical application” discussed
in the following quote from Avramov [2, pg. 44]:
Besides the aesthetic of the formula in ‘closed form’ that it embodies, a rational
expression for a Poincare´ series has practical applications. First, it provides a re-
current relation for Betti numbers that can be useful in constructing a minimal
resolution. Second, it allows for efficient estimates of the asymptotic behavior of
Betti sequences.
1.2. Our Contributions. For a family of lattice polytopes described in Definition 2.3 and denoted
by ∆m2 , we prove in Theorem 4.1 that the Poincare´ series for their associated semigroup algebra
E(∆m2 ) (defined in the next section) using a fine grading is rational, with structure similar to (2).
However, the recurrence given in (2) is realized only after specializing our fine grading to a coarse
grading and then algebraically canceling. Our method of proof is to produce an explicit resolution
of K over the quotient of E(∆m2 ) by a linear system of parameters such that the resolution reflects
the recursive structure encoded in the denominator of the finely-graded Poincare´ series. We show
that E(∆m2 ) is not Koszul, and therefore rationality does not follow from (1). We believe that
the results in this paper will be of interest to both geometric combinatorialists and commutative
algebraists, for the following reasons.
• There has been fruitful investigation of the Hilbert series of E(P ), i.e. the Ehrhart series of
P , in relation to the geometry and arithmetics of P . We believe that a similar investigation
should be conducted for Poincare´ series. Our work is a contribution in this direction.
• For an arbitrary lattice simplex P , the arithmetic properties of the fundamental paral-
lelepiped of P should significantly impact the behavior of the Poincare´ series for E(P ). This
influence should be more subtle than the interpretation of the Hilbert h-vector of E(P ), i.e.
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the Ehrhart h∗-vector of P , in terms of lattice points in the fundamental parallelepiped.
Our results show how this works in a special case.
• Our results demonstrate how interactions between multivariate and univariate rational gen-
erating functions that are “typical” in combinatorics can create subtle complications when
attempting to use rational Poincare´ series to inform the construction of minimal resolutions,
adding complexity to Avramov’s proposed application of using rational Poincare´ series to
construct minimal resolutions.
The remainder of our paper is structured as follows. In Section 2 we describe a family of lattice
simplices and their associated semigroup algebras. We introduce the Fundamental Parallelepiped
Algebra for lattice simplices and explain its connection to Poincare´ series. In Section 3 we present
a tree whose weighted rank generating function is equal to the Poincare´ series of the Fundamental
Parallelepiped Algebra, and whose structure is related to the rationality of that formal power series.
In Section 4 we state and prove our main result, Theorem 4.1, which gives a rational expression for
the fine graded Poincare´ series of the Fundamental Parallelepiped Algebra of an infinite family of
lattice simplices.
2. The Fundamental Parallelepiped Algebra and ∆m2
For a lattice polytope P ⊂ Rd, i.e. a polytope whose vertices {v1, . . . , vn} lie in the integer lattice
Z
d, we define the cone over P to be
(3) cone(P ) :=
{
n∑
i=1
ai · (1, vi) : ai ∈ R≥0
}
⊂ R× Rd ,
where (1, vi) is the embedding of vertex vi in R
1+d. The set Λ := cone(P )∩Z1+d forms a semigroup
under addition. It is known that there exists a unique minimal set of additive generators for Λ called
the Hilbert basis of cone(P ). We call the associated semi-group ring E(P ) := K[Λ] = K[cone(P ) ∩
Z
1+d] the Ehrhart ring of P . It is well-known that E(P ) is a quotient of a polynomial ring by a toric
ideal. To the lattice point z ∈ Λ we associate the formal basis element ez ∈ K[Λ]. When the degree
of the algebra element corresponding to the lattice point (m0, . . . ,md) ∈ cone(P )∩Z
1+d is defined
to be m0, the resulting Hilbert series is referred to in combinatorics as the Ehrhart series of P .
Further, it is known by a theorem of Hochster [7] that E(P ) is a Cohen-Macaulay integral domain.
The study of Ehrhart series for lattice polytopes is an active area in geometric combinatorics, with
direct connections to Hilbert series of Cohen-Macaulay algebras. While the study of Ehrhart series
is well-established in combinatorics, the study of Poincare´ series for E(P ) has not to our knowledge
been the subject of explicit investigation by combinatorialists. When a lattice polytope has the
property that E(P ) is Koszul, then knowledge of the Ehrhart series is equivalent to that of the
Poincare´ series by (1).
We assume throughout the remainder of this paper that P is a lattice simplex, i.e.,
P has d+1 vertices {v1, . . . , vd+1} ⊂ Z
d. There is a natural decomposition of cone(P ) obtained by
tiling the cone with copies of the fundamental parallelepiped of P , defined as follows:
(4) Π :=
{
d+1∑
i=1
ai · (1, vi) : 0 ≤ ai < 1
}
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Consequently, every element of Λ has a unique representation as the sum of a lattice point in the
fundamental parallelepiped and a non-negative integer combination of the primitive ray generators
(1, vi). When P is a simplex, the Hilbert basis consists of the ray generators (1, vi) and the set
{h1, . . . , hm} of minimal (additive) generators of lattice points in Π. We associate a variable Vi to
each (1, vi) and a variable xi to each hi. This defines a surjective degree map deg(·) from the set
of monomials of K[V1, . . . , Vd+1, x1, . . . , xm] onto Λ by
deg
(∏
V sii ·
∏
x
rj
j
)
=
∑
si(1, vi) +
∑
rjhj .
Extending deg(·) K-linearly, the semi-group ring E(P ) = K[Λ] then has a presentation
0 −→ I −→ K[V1, . . . , Vd+1, x1, . . . , xm] −→ E(P ) −→ 0,
where the toric ideal I is generated by all binomials
VuV xux −VwV xwx
such that deg (VuV xux) = deg(VwV xwx).
Definition 2.1. The Fundamental Parallelepiped Algebra (FPA) of a simplex P with toric ideal I
is the quotient algebra
R̂ :=K[Λ]/(e(1,vi) : i = 1, . . . , d+ 1)
∼=K[V1, . . . , Vd+1, x1, . . . , xm]/(I + (Vi : i = 1, . . . , d+ 1)) .
R̂ is finite dimensional as a vector space, with K-basis {ez : z ∈ Z
d+1 ∩ Π}. Letting ϕ be
the projection Vi 7→ 0 from K[V1, . . . , Vd+1, x1, . . . , xm] onto K[x1, . . . , xm], we see that R̂ is iso-
morphic to K[x1, . . . , xm] modulo the ideal J := ϕ(I). The ideal J is not itself toric, as it has
both binomial and monomial generators. The binomial generators xu − xw in J correspond to
additive identities deg(xu) = deg(xw) ∈ Π. The monomial generators of J lift to monomials of
K[V1, . . . , Vd+1, x1, . . . , xm] that are in the same equivalence class modulo I as a monomial divisible
by some Vi, and so correspond to elements of Λ\Π.
Our interest in the Fundamental Parallelepiped Algebra R̂ stems from the fact that the Vi’s form
a linear system of parameters for K[V1, . . . , Vd+1, x1, . . . , xm]/I. By Proposition 3.3.5 of [2], we
have that
(5) P
E(∆)
K (z) = (1 + z)
d+1 P R̂K (z) .
Thus we may study the Poincare´ series of the toric ring E(∆) by considering the “simpler” Artinian
ring R̂.
Example 2.2. Computation in Macaulay2 gives that for the simplex ∆ with vertices (1, 0), (0, 1),
and (−2,−3), cone(∆) has Hilbert basis (and associated variables) given by the columns below:

V1 V2 V3 x1 x2 x3 x4
1 1 1 1 1 1 1
0 1 −2 0 0 −1 −1
1 0 −3 0 −1 −1 −2

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The associated toric ideal I is given by
I =(V1x2 − x
2
1, V2V3 − x2x4, V2x4 − x
2
2, V3x2 − x
2
4, V1x4 − x1x3,
x1x4 − x2x3, V2x3 − x1x2, V3x1 − x3x4, V1V3 − x
2
3).
The Ehrhart ring E(∆) is isomorphic to K[V1, V2, V3, x1, x2, x3, x4]/I and
R̂ ∼= K[x1, x2, x3, x4]/(x
2
1, x2x4, x
2
2, x
2
3, x
2
4, x1x3, x1x4 − x2x3, x1x2, x3x4) .
The following family of simplices are the main objects under investigation in this work.
Definition 2.3. Let ∆m2 be the (m+ 1)–simplex whose vertices are the standard basis vectors in
R
m+1 together with the point (−2, . . . ,−2,−2m− 1) ∈ Rm+1.
The simplices ∆m2 form a subfamily of lattice simplices recently studied by Braun, Davis, and
Solus [4] in the context of reflexive simplices having the integer decomposition property and also
having a unimodal Ehrhart h∗-polynomial.
Theorem 2.4. Let R̂ denote the fundamental parallelepiped algebra for ∆m2 . The following iso-
morphism holds for all m ≥ 1:
R̂ ∼= K[x1, x2, x3, x4]/(x
2
1, x
2
2, x
2
3, x
m+1
4 , x1x2, x1x3, x2x
m
4 , x3x
m
4 , x2x3 − x1x4)
Further, the quotient algebra has a K-vector space basis given by the cosets represented by the
elements of
{1, x1, x
ℓ+1
4 , x1x
ℓ+1
4 , x2x
ℓ
4, x3x
ℓ
4}0≤ℓ≤m−1 .
Proof. We first describe the fundamental parallelepiped Π for ∆m2 and identify additive relations
among the generators of the lattice points in it. As shown in [4], lattice points in Π are parameterized
by integers b in [0, 4m + 1], with each b corresponding to the lattice point
zb :=

b−m⌊ b2m+1⌋ − ⌊b/2⌋
−⌊ b2m+1⌋
...
−⌊ b2m+1⌋
−⌊b/2⌋
...
−⌊b/2⌋

∈ Π .
Considering the cases b < 2m+ 1 and b ≥ 2m+ 1, and then considering the parity of b, we see
that for each choice 1 ≤ h ≤ m of zeroth coordinate, we get exactly four solutions (presented as
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column vectors below):

z2h−1 z2h z2(m+h)−1 z2(m+h)
h h h h
0 0 −1 −1
...
...
...
...
0 0 −1 −1
−h+ 1 −h −(m+ h) + 1 −(m+ h)
...
...
...
...
−h+ 1 −h −(m+ h) + 1 −(m+ h)

.
By Theorem 4.1 of [4], the simplex ∆m2 has the integer decomposition property, implying that R̂
is generated by elements with zeroth coordinate equal to 1, i.e., ez1 , ez2 , ez2m+1 , and ez2m+2 . Thus
we may assume without loss of generality that additive identities in the fundamental parallelepiped
have the form zb + zb′ = zc + zc′ , where zb and zc have zeroth coordinate equal to 1 and the zeroth
coordinate of zb′ and zc′ is h. It follows by inspection that every such identity is of the form
z1+ z2(m+h) = z2 + z2(m+h)−1 for some h between 2 and m. Every such identity may be written as
(h− 1)z2 + (z1 + z2m+2) = (h− 1)z2 + (z2 + z2m+1) ,
and is therefore a consequence of the primitive additive identity
z1 + z2m+2 = z2 + z2m+1 .
Now that we have a better understanding of the structure of R̂, we get close to our desired
isomorphism by constructing the map
ψ : K[x1, x2, x3, x4]/(x1x4 − x2x3)→ R̂ = K[Λ]/
(
e(1,vi)
)
defined by algebraically extending the map on variables given by
x1 7→ ez2m+1 , x2 7→ ez2m+2 , x3 7→ ez1 , x4 7→ ez2 .
To verify that ψ is well-defined, consider a pair of monomials
∏
i x
si
i and
∏
j x
tj
j that are in the same
equivalence class. Then (
∏
i x
si
i )−(
∏
j x
tj
j ) is in the ideal (x1x4−x2x3), so that (
∏
i x
si
i )−(
∏
j x
tj
j ) =
t(x1x4 − x2x3) for some t. It follows that ψ(
∏
i x
si
i ) − ψ(
∏
j x
tj
j ) = ψ(t)(ez2m+1+z2 − ez2m+2+z1) is
zero, since, as we have seen, z1 + z2m+2 = z2 + z2m+1. It is straightforward to verify that the
homomorphism ψ is surjective.
We next determine the kernel of ψ. Observe that since 2z1 is not among z3, z4, z2m+3, and z2m+4,
we can conclude that 2z1 is not in Π. We can similarly conclude that 2z2m+1, 2z2m+2, z1 + z2m+1,
and z2m+1+ z2m+2 are not in Π. We additionally see that z4m+1 = mz2+ z2m+1, so that mz2+ z1,
mz2+z2m+2, and (m+1)z2 are not in Π, since Π contains a unique element with zeroth coordinate
equal to m+ 1. Since z1 + z1 is an element of Λ but not Π, we conclude that z1 + z1 = vi + z for
some z in Λ. Thus ez1+z1 = e
2
z1
= 0 in R̂. Similarly
e2z1 = ez1ez2m+1 = e
2
z2m+1
= ez2m+1ez2m+2 = e
2
z2m+2
= ez1e
m
z2
= ez2m+2e
m
z2
= em+1z2 = 0
in R̂. Thus the kernel of ψ contains (x23, x1x3, x
2
1, x1x2, x
2
2, x3x
m
4 , x2x
m
4 , x
m+1
4 ).
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Finally, we count equivalence classes of monomials in the ring
K[x1, x2, x3, x4]/(x
2
1, x
2
2, x
2
3, x
m+1
4 , x1x2, x1x3, x2x
m
4 , x3x
m
4 , x2x3 − x1x4) .
We only need to consider the monomials 1 and variables multiplied by powers of x4, since xixj is
either zero or equal to x4rk for some k. It follows that it is a (4m+2)–dimensional K-vector space
with basis
{1, x1, x
ℓ+1
4 , x1x
ℓ+1
4 , x2x
ℓ
4, x3x
ℓ
4}0≤ℓ≤m−1,
and with a surjective ring homomorphism ψˆ to the (4m+2)–dimensional vector space R̂, i.e., ψˆ is
a ring isomorphism from
K[x1, x2, x3, x4]/(x
2
1, x
2
2, x
2
3, x
m+1
4 , x1x2, x1x3, x2x
m
4 , x3x
m
4 , x2x3 − x1x4)
to the Fundamental Parallelepiped Algebra R̂. 
3. A Weighted Tree Encoding Betti Numbers
Our goal in this section is to define for ∆m2 a Λ–weighted tree T whose weighted rank generating
function
T (z,y) :=
∑
ǫ∈T
zrank(ǫ)ydeg(ǫ)
is equal to the (Λ× N)–graded Poincare´ series
P R̂K (z,y) :=
∑
α∈Λ
∑
i≥0
dimK Tor
R̂
i,α(K,K)z
iyα ,
where yα means the multinomial yα00 · · · y
αn
n . To construct our weighted tree, we require the fol-
lowing general construction.
Definition 3.1. Let P be a lattice simplex with fundamental parallelepiped algebra R̂ described
as a quotient of a polynomial ring with a monomial term order ≺
R̂
. Assume that we have a
distinguished monomial basis for R̂ consisting of all monomials outside the ≺
R̂
-leading term ideal
for the defining ideal of R̂. Let d be a map between free finitely generated Λ-graded R̂-modules M
and N , where there is an ordering ≺ on the generators of N . Consider a generator ǫ of M , and let
δ be the ≺-minimal support of d(ǫ) and s the ≺
R̂
-maximal monomial of d(ǫ) supported on δ. If δs
is distinct for each ǫ, then we say that M can be ordered with respect to d. If M can be ordered
with respect to d, we define an ordering of the generators of M as follows: ǫ ≺ ǫ′ if δ ≺ δ′ or if
δ = δ′ and s′ ≺
R̂
s. In this case, we define the leading term map LT(·) on the graded components
of M which projects each element onto the summand generated by its ≺-minimal support. For
notational convenience, we define the leading coefficient LC(·) of an element to be the ≺
R̂
-maximal
monomial of its leading term.
For a given complex (F, d) we denote by F≤n the truncated complex
F≤n : F0
d1←− F1
d2←− · · ·
dn←− Fn .
Observe that for a Λ-graded complex F of free finitely generated R̂-modules, if LT(·) is defined
for the truncated complex F≤n and the leading terms of dn+1(ǫ) for generators ǫ of Fn+1 are all
distinct, then Fn+1 can be ordered with respect to dn+1. In this case, we may define LT(·) on Fn+1.
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Definition 3.2. For R̂ corresponding to ∆m2 as given in Theorem 2.4, specify the ordering ≺R̂ of
the monomial K-basis by using the lexicographic order induced by the ordering
1 ≺
R̂
x1 ≺R̂ x2 ≺R̂ x3 ≺R̂ x4 ,
i.e. on our basis elements we have xix
j
4 ≺R̂ xkx
ℓ
4 if j < ℓ or j = ℓ and xi ≺R̂ xk.
Example 3.3. Let our simplex be ∆m2 with R̂ as given in Theorem 2.4. Consider the complex F≤2
below:
F≤2 : R̂←−−−
d1
R̂4 ←−−−
d2
R̂15
where the map d1 =
(
x1 x2 x3 x4
)
sends each δi → xi and d2 is given by the matrix

ǫ1 ǫ2 ǫ3 ǫ4 ǫ5 ǫ6 ǫ7 ǫ8 ǫ9 ǫ10 ǫ11 ǫ12 ǫ13 ǫ14 ǫ15
δ1 x1 x2 x3 x4 0 0 0 0 0 0 0 0 0 0 0
δ2 0 0 0 0 x1 x2 x3 x4 0 0 0 0 0 0 0
δ3 0 0 0 0 0 0 0 0 x1 x2 x3 x4 0 0 0
δ4 0 0 0 −x1 0 0 −x1 −x2 0 −x1 0 −x3 x2x
m−1
4 x3x
m−1
4 x
m
4
 .
We see that F1 can be ordered with respect to d1, with the result that δ1 ≺ δ2 ≺ δ3 ≺ δ4. Further,
it is straightforward to verify that F2 can be ordered with respect to d2, and hence the leading term
of the element d2(ǫ4) of F1 is LT(d2(ǫ4)) = x4δ1 and the leading coefficient is LC(d2(ǫ4)) = x4.
Construction 3.4. As in Definition 3.1, assume P is a lattice simplex with fundamental paral-
lelepiped algebra R̂ described as a quotient of a polynomial ring with a monomial term order ≺
R̂
,
together with a distinguished monomial basis. Assume that F is a resolution of a moduleM over R̂
such that Fn can be ordered with respect to dn and the order on Fn is defined in this manner, with
associated maps LT and LC. Construct a Λ-weighted tree T whose elements are the generators
of the summands of F , and whose cover relations are given by ǫ ⋗ δ if LT(d(ǫ)) = sδ. This also
defines a labeling η of the cover relations of T where η(ǫ, δ) := LC(d(ǫ)) = s ∈ R̂ (by construction
a monomial).
Note that if F0 is cyclic, then T is ranked, with the rank of an element equal to the graph distance
between an element and the root of the tree in the Hasse diagram. For each element ǫ in T , there
is a unique path 0ˆ = t0 ⋖ t1 ⋖ · · ·⋖ tℓ = ǫ, where 0ˆ is the generator of F0. We define the degree of
ǫ in T to be
(6) deg(ǫ) =
ℓ−1∑
i=0
deg(η(ti, ti+1)) ∈ Λ .
This definition agrees with the internal degree of the summand generated by ǫ, and the length ℓ
of the chain from 0ˆ to ǫ is precisely the homological degree where the summand sits. Thus there
is a degree preserving bijection between summands of the complex F and elements of T , so that
T (z,y) =
∑
ǫ∈T
zrank(ǫ)ydeg(ǫ) is equal to
F (z,y) =
∑
k≥0
∑
α∈Λ
rank [Fk]α z
kyα .
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Example 3.5. For the complex F≤2 of Example 3.3, the tree T≤2 is depicted in Figure 1. Example 3.3
implies that the cover label η(δ1, γ) is equal to x1 and the cover label η(ǫ2, δ1) is equal to x2, thus
deg(ǫ2) is equal to deg(η(δ1, γ)) + deg(η(ǫ2, δ1)) = deg(x1) + deg(x2). After making a similar
argument for each basis element in F≤2, it follows that the generating function T≤2(z,y) is given
by
T≤2(z,y) = 1+z(y
deg(x1)+ydeg(x2)+ydeg(x3)+ydeg(x4))+z2(ydeg(x1)+deg(x1)+· · ·+ydeg(x4)+deg(x4)) .
γ
δ2 δ3 δ4δ1
ǫ1 ǫ2 ǫ3 ǫ4 ǫ5 ǫ6 ǫ7 ǫ8 ǫ9 ǫ10 ǫ11 ǫ12 ǫ13 ǫ14 ǫ15
Figure 1. The tree T≤2 for Example 3.3
The following lemma gives a sufficient condition for F (z,y) to be a rational function.
Lemma 3.6. Assume the setting of Construction 3.4 and let {λi}i∈[n] denote the subset of elements
of the distinguished monomial basis of R̂ that appear as labels in T . Let the associated η-labeled
tree T have the property that the multiset {η(ǫ, δ) : ǫ⋗ δ} depends only on LC(d(δ)), i.e. for δ with
LC(d(δ)) = λj , there exists exactly ai,j elements ǫ in T with η(ǫ, δ) = λi (note that by hypothesis
ai,j is either zero or one). Let A be the n × n matrix with entries Ai,j = ai,jzy
deg(λi). Then the
generating function
F (z,y) =
∑
k≥0
∑
α∈Λ
rank [Fk]α z
kyα
has a rational representation of the form
F (z,y) =
f(z,y)
χ(z,y, 1)
,
where χ(z,y, t) is the characteristic polynomial of the matrix A and the z-degree of f(z,y) is at
most that of χ(z,y, 1).
Proof. Let bik,α be the number of rank k elements ǫ of T having degree α and with LC(d(ǫ)) = λi,
so that
n∑
i=1
bik,α = rank[Fk]α.
Define B to be the n× 1 matrix whose i-th entry is bi1,deg(λi)zy
deg(λi). Note that bi1,deg(λi) is equal
to 1 if λi is equal to a single variable in R̂, and is equal to 0 otherwise.
We prove by induction the claim that the matrix AkB is given by(
AkB
)
i
=
∑
α∈Λ
bik+1,αz
k+1yα.
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The base case k = 0 is trivial. Assume the induction hypothesis and write
(
AkB
)
i
as
(
AkB
)
i
=
n∑
j=1
Ai,j
(
Ak−1B
)
j
=
n∑
j=1
Ai,j
(∑
α∈Λ
bjk,αz
kyα
)
=
∑
α∈Λ
n∑
j=1
Ai,jb
j
k,αz
kyα
=
∑
α∈Λ
n∑
j=1
ai,jb
j
k,αz
k+1yα+deg(λi).
Observe that the coefficient of zk+1yµ in the last line above is equal to
∑n
j=1 ai,jb
j
k,µ−deg(λi)
, and
that, by equation (6), the product ai,jb
j
k,µ−deg(λi)
is precisely the number of elements ǫ of T of
degree µ and rank k + 1 such that deg(LC(d(ǫ))) = deg(λi). Thus(
AkB
)
i
=
∑
µ∈Λ
bik+1,µz
k+1yµ,
completing the proof of the claim.
Defining 1n to be the 1× n matrix of 1’s, note that
1n ·A
ℓ · B =
∑
α∈Λ
rank[Fℓ+1]α z
ℓ+1yα.
Let χ ∈ K[z,y, t] be the characteristic polynomial of A, so that χ(z,y, A) = 0, and let
χ = td +
d−1∑
i=0
χit
i,
with χi =
∑
j
qi,jz
ri,jysi,j , where qi,j ∈ K. Then A
d+
d−1∑
i=0
∑
j
qi,jz
ri,jysi,jAi is the zero matrix. Left
multiplying by 1nA
k−1 and right multiplying by B yields
1nA
d+k−1B +
d−1∑
i=0
∑
j
qi,jz
ri,jysi,j1n · A
i+k−1 ·B = 0.
Thus for all k ≥ 1,
∑
α∈Λ
rank[Fd+k]αz
d+kyα −
∑
µ∈Λ
d−1∑
i=0
∑
j
qi,j rank[Fi+k]µz
i+k+ri,jyµ+si,j = 0.
In particular, the coefficient of zd+kyα on the left hand side is zero, so that
rank[Fd+k]α +
d−1∑
i=0
∑
j
qi,j rank[Fd+k−ri,j ]α−si,j = 0.
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Since this is also the coefficient of zd+kyα in the product χ(z,y, 1) ·F (z,y), we see that this product
is a power series in K[[z,y]] which vanishes in z-degree greater than d. Since Fℓ is a finite direct
sum for each ℓ, the product is in fact a polynomial in K[z,y] and the result follows. 
4. Rationality and ∆m2
In this section we prove the following theorem, our main result in this work.
Theorem 4.1. For the simplex ∆m2 with R̂ as given by Theorem 2.4, the R̂–module K
∼= R̂/(x1, x2, x3, x4)R̂
has a minimal free resolution F satisfying the hypotheses of Lemma 3.6. The matrix A resulting
from Lemma 3.6 in this case is given by
(7)

x1 x2 x3 x4 x2x
m−1
4 x3x
m−1
4 x
m
4
x1 zy
deg(x1) zydeg(x1) zydeg(x1) 0 zydeg(x1) zydeg(x1) 0
x2 zy
deg(x2) zydeg(x2) zydeg(x2) 0 zydeg(x2) zydeg(x2) zydeg(x2)
x3 zy
deg(x3) zydeg(x3) zydeg(x3) 0 zydeg(x3) zydeg(x3) zydeg(x3)
x4 zy
deg(x4) zydeg(x4) zydeg(x4) 0 zydeg(x4) zydeg(x4) zydeg(x4)
x2x
m−1
4 0 0 0 zy
deg(x2x
m−1
4
) 0 0 0
x3x
m−1
4 0 0 0 zy
deg(x3x
m−1
4
) 0 0 0
xm4 0 0 0 zy
deg(xm
4
) 0 0 0

and thus the (Λ× N)-graded Poincare´ series P R̂K (z,y) is given by
1 + zydeg(x4)
1− z(ydeg(x1) + ydeg(x2) + ydeg(x3))− z2(ydeg(x2x
2
4
) + ydeg(x3x
2
4
) + ydeg(x
3
4
)) + z3ydeg(x1x
3
4
)
.
Corollary 4.2. Using Equation (5) and the specialization y 7→ (1, . . . , 1), the Poincare´ series of
the Ehrhart ring of the lattice simplex ∆m2 is given by
P
E(∆m
2
)
K (z) =
(1 + z)m+2
1− 4z + z2
.
Corollary 4.3. For m ≥ 2, R̂ is not Koszul for ∆m2 .
Remark 4.4. Note that the structure of the Poincare´ series in a single variable in this case does
not fully represent the structure of the minimal resolution we construct. Rather, there is cancel-
lation after specialization. This indicates that while rational single-variable Poincare´ series can be
useful for asymptotic approximation of Betti numbers, to inspire explicit construction of minimal
resolutions, sometimes a more complex multivariate rational function is required.
Proof of Theorem 4.1. Our proof will proceed as follows: first, we establish the hypotheses required
for inductively constructing our resolution; second, for the inductive step, we identify kernel ele-
ments; third, we prove those kernel elements generate the kernel; fourth, we prove that the resulting
resolution is minimal; fifth, we show that this resolution results in a rational Poincare´ series.
Step 1: Establish inductive hypotheses for constructing the resolution. We will begin
with the initial complex given in Example 3.3. Using this as a base case, we will inductively
construct a minimal free resolution F of the type we desire. To verify that the complex F≤2 in
Example 3.3 is exact at F1, assume that f is an element in the kernel of d1 with leading term
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supported on some δi. If i is equal to 1, 2, or 3, we may reduce f by subtracting a monomial
multiple of one of the elements d2(ǫ1), . . . , d2(ǫ12) in a way that strictly reduces the leading term
of f ; this is possible since no element of the kernel of d1 can have a unit as a leading coefficient.
By iterated reductions of this type, we produce an element in the kernel supported on only δ4. By
the definition of R̂ and d1, such an element must be a linear combination of d2(ǫ13), d2(ǫ14), and
d2(ǫ15), and thus our complex is exact.
It is straightforward to verify that our base case given by F≤2 in Example 3.3 satisfies the
following four hypotheses. To state the hypotheses, suppose for the sake of induction that we have
produced a complex F≤n that is exact except at F0 and Fn.
Hypothesis (Ordering): Assume that for each i, Fi is ordered with respect to di, and no
element of the kernel of dn has leading coefficient equal to a unit.
Hypothesis (Generator Poset): For each generator ǫ of Fi, where 1 ≤ i ≤ n, each coefficient,
up to K-scalar, of di(ǫ) − LT(di(ǫ)) is either zero or lies strictly below LC(di(ǫ)) in the poset in
Figure 2.
x1
x4
x2 x3x2x
m−1
4x3x
m−1
4
xm4
Figure 2.
Hypothesis (Cover Condition): For each generator δ of a summand of Fi, where i is at most
n − 1 and n is at least two, let the leading coefficient LC(di(δ)) be the monomial s. Then the
following holds:
• If s ∈ {x1, x2, x3, x2x
m−1
4 , x3x
m−1
4 }, then there are exactly four elements covering δ in T≤n,
and their leading coefficients are x1, x2, x3, and x4.
• If s = x4, then there are exactly three elements covering δ in T≤n, and their leading
coefficients are x2x
m−1
4 , x3x
m−1
4 , and x
m
4 .
• If s = xm4 , then there are exactly three elements covering δ in T≤n, and their leading
coefficients are x2, x3, and x4.
These are the only values that s takes.
Hypothesis (Boundary Condition): For each generator ǫ of a summand of Fi, where i is at
least one and LT(di(ǫ)) = sδ:
If s ∈ {x2x
m−1
4 , x3x
m−1
4 , x
m
4 }, then one of the following holds:
(i) di(ǫ) = sδ
(ii) di(ǫ) = sδ + σx1δ
′, where σ ∈ {1,−1}, LC(di−1(δ)) = x4, and LC(di−1(δ
′)) = xm4
If s ∈ {x2, x3}, then one of the following holds:
(iii) di(ǫ) = sδ where LC(di−1(δ)) = t and st = 0
(iv) di(ǫ) = sδ − x1δ
′, where LT(di−1(δ)) = tγ for t ∈ {x2x
m−1
4 , x3x
m−1
4 }
with st 6= 0 and LT(di−1(δ
′)) = xm4 γ
RATIONALITY OF POINCARE´ SERIES FOR A FAMILY OF LATTICE SIMPLICES 13
(v) di(ǫ) = sδ−x1δ
′ where LT(di−1(δ)) = tγ for t ∈ {x1, x2, x3} with st 6= 0 and LT(di−1(δ
′)) =
x4γ
If s = x4, then one of the following holds:
(vi) di(ǫ) = sδ where LC(di−1(δ)) ∈ {x2x
m−1
4 , x3x
m−1
4 , x
m
4 }
(vii) di(ǫ) = sδ − σx1δ
′ where σ ∈ {1,−1}, di−1(δ) = tγ − x1γ
′ for t ∈ {x2x
m−1
4 , x3x
m−1
4 } and
LT(di−1(δ
′)) = x4γ
′
(viii) di(ǫ) = sδ − tδ
′ + x1δ
′′ where di−1(δ) = tγ − x1γ
′ for t ∈ {x1, x2, x3}, LT(di−1(δ
′)) = x4γ,
and LT(di−1(δ
′′)) = x4γ
′
(ix) di(ǫ) = sδ − tδ
′ for t ∈ {x1, x2, x3} where LT(di−1(δ)) = tγ and LT(di−1(δ
′)) = x4γ
If s = x1, then
(x) di(ǫ) = sδ
Step 2: Inductive construction of kernel elements. Assume that hypotheses (Ordering),
(Generator Poset), (Cover Condition), and (Boundary Condition) are satisfied by our complex
F≤n, exact except at F0 and Fn. We will now use hypotheses (Ordering), (Generator Poset),
(Cover Condition), and (Boundary Condition) to show that for each generator ǫ of Fn, there exists
a set of homogeneous kernel elements whose leading term is supported on ǫ and whose leading
coefficients satisfy hypothesis (Cover Condition).
Specifically, assume that ǫ is such that LC(dn(ǫ)) = s:
• For each of the cases s ∈ {x1, x2, x3, x2x
m−1
4 , x3x
m−1
4 } we find an element fi of ker dn with
leading term uǫ for u ∈ {x1, x2, x3, x4}.
• For s = x4 we find a kernel element fi with leading term uǫ for each
u ∈ {x2x
m−1
4 , x3x
m−1
4 , x
m
4 }.
• For s = xm4 we find a kernel element fi with leading term uǫ for each u ∈ {x2, x3, x4}.
Observe that this is precisely what is needed to extend our resolution while satisfying (Cover
Condition). We will denote this collection of kernel elements by {fi} and let them be ordered by
≺ on the minimal supports (with tie breaking by ≺
R̂
on the leading coefficients).
Let ǫ be a generator of Fn with LT(dn(ǫ)) = sδ and LT(dn−1(δ)) = tγ. We construct the elements
set {fi} in a case-by-case manner as follows.
Case: s ∈ {x2x
m−1
4 , x3x
m−1
4 }. We refer to Figure 3 throughout this argument. By (Boundary
Condition), dn(ǫ) is either equal to sδ or sδ + σx1δ
′, where LC(dn−1(δ
′)) = xm4 . We suppose
u ∈ {x1, x2, x3, x4} and consider three subcases.
• If dn(uǫ) = usδ is zero, we set fi := uǫ. This can only happen in two situations, either
when s = x3x
m−1
4 and u is equal to x1, x3, or x4, or else when s = x2x
m−1
4 and u is equal
to x1, x2, or x4. Note that this assignment of fi satisfies the four inductive hypotheses.
• If dn(ǫ) = sδ and dn(uǫ) 6= 0, then dn(uǫ) must be equal to x1x
m
4 δ. This can only happen
when either s = x2x
m−1
4 and u = x3 or when s = x3x
m−1
4 and u = x2, and both situations
require consideration of the binomial relation x2x3 = x1x4. See the left-hand skematic in
Figure 3 to illustrate the following argument. Since δ ∈ Fn−1 is covered in T≤n by an
element ǫ ∈ Fn having LC(dn(ǫ)) equal to one of x2x
m−1
4 or x3x
m−1
4 , by (Cover Condition)
we have that LC(dn−1(δ)) = x4. Thus, again by (Cover Condition), there exists ǫ
′ ∈ Fn
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δ
ǫ ǫ′
γ
s xm4
x4
fi = uǫ− x1ǫ
′
δ δ′
xm4
γ
ǫ ǫ′
s x4
fi = uǫ− σx1ǫ
′
δ δ′
ǫ ǫ′
γ
s
xm4
x4
fi = uǫ− x1ǫ
′
Figure 3. The case s ∈ {x2x
m−1
4 , x3x
m−1
4 }.
with LT(dn(ǫ
′)) = xm4 δ. It follows that dn(x1ǫ
′) = x1x
m
4 δ since by (Generator Poset), each
coefficient of dn(ǫ
′) − LT(dn(ǫ
′)) is either zero or x1, and x
2
1 = 0. Thus, dn(uǫ − x1ǫ
′) = 0
and we can set fi := uǫ−x1ǫ
′. Observe that this assignment of fi satisfies the four inductive
hypotheses.
• If dn(ǫ) = sδ + σx1δ
′, observe that (Boundary Condition) implies that since dn(ǫ) = sδ +
σx1δ
′, we have LC(dn−1(δ
′)) = xm4 . We have three subsubcases that arise in this subcase,
and note the assignment of fi given in each of them satisfies the four inductive hypotheses.
– If dn(uǫ) is equal to zero, we set fi := uǫ. This will happen when u = x1 and for
certain pairs of u and s when u = x2 or u = x3, with the remaining pairs handled in
the subsubcase su = x1x
m
4 below.
– If u = x4, then us = 0 for both possible values of s. Thus, dn(uǫ) = σx1x4δ
′. See the
center skematic in Figure 3 illustrating the following argument. Since LC(dn−1(δ
′)) =
xm4 , by (Cover Condition) there exists ǫ
′ such that LC(dn(ǫ
′)) = x4δ
′. Since by (Bound-
ary Condition) any coefficient of dn(ǫ
′)−LT(dn(ǫ
′)) is either zero, x1, x2, or x3, and mul-
tiplying any of these variables by x1 results in a zero, we have that dn(uǫ−σx1ǫ
′) = 0.
Thus, we can set fi := uǫ− σx1ǫ
′.
– As before, su = x1x
m
4 can only happen in two situations, when either s = x2x
m−1
4 and
u = x3 or when s = x3x
m−1
4 and u = x2. See the right-hand skematic in Figure 3
illustrating the following argument. In either event, we have that dn(uǫ) = x1x
m
4 δ,
since multiplying x2 or x3 by the x1 in the coefficient of δ
′ will zero out that term. As
in a previous case, by (Cover Condition), we can find an ǫ′ such that LT(dn(ǫ
′)) = xm4 δ
and dn(x1ǫ
′) = x1x
m
4 δ. In this case, dn(uǫ− x1ǫ
′) = 0, hence we set fi := uǫ− x1ǫ
′.
Case s = xm4 : By (Boundary Condition), dn(ǫ) is equal to sδ or sδ+σx1δ
′, where LC(dn−1(δ
′)) =
xm4 .
• If u equals x2 or x3, then since us and ux1 are both equal to zero, dn(uǫ) = 0 and we set
fi := uǫ.
• If instead u is equal to x4, then dn(uǫ) is either zero or is equal to σx1x4δ
′ for some δ′ with
LC(dn−1δ
′) = xm4 . By (Cover Condition), since LC(dn−1δ
′) = xm4 , there exists a generator ǫ
′
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of Fn with LT(dn(ǫ
′)) = x4δ
′. By (Boundary Condition) applied to ǫ′, since LC(dn−1(δ
′)) =
xm4 , we have the stronger condition that dn(ǫ
′) = x4δ
′, so that dn(uǫ− σx1ǫ
′) = 0. Thus we
set fi = uǫ− σx1ǫ
′.
• If u = x1, then LT(dn(uǫ)) = x1x
m
4 δ, which is nonzero. By construction, any generator
ǫ′ which is after ǫ in the ordering ≺ of generators of Fn has the leading term of its image
under dn supported on generators that are after or equal to δ in the ordering of generators
of dn−1. By (Cover Condition), ǫ is the ≺-maximal generator whose image under dn is
supported on δ. Consequently, the equation
dn(uǫ) = −dn
(∑
ǫ≺ǫk
rkǫk
)
has no solutions for rk in R̂, and so no homogeneous kernel element of dn has leading term
x1ǫ. Since any monomial of R̂ of degree greater than one is divisible by x4, no minimal
generator of ker dn has leading term uǫ where u is different from x2, x3, or x4.
Case s ∈ {x1, x2, x3}: By (Boundary Condition), dn(ǫ) = sδ or dn(ǫ) = sδ − x1δ
′.
• Let u ∈ {x1, x2, x3}. Observe that us is either zero or equal to x2x3, and that ux1 is
always zero. Thus dn(uǫ) is equal to usδ, and is either zero or equal to x1x4δ (under the
equivalence x2x3 = x1x4). In the first case we set fi = uǫ. In the second case, we note
that since by hypothesis sδ := LT(dn(ǫ)) is among x1δ, x2δ, and x3δ, by (Cover Condition)
there exists ǫ′ such that LT(dn(ǫ
′)) = x4δ. By (Generator Poset), dn(x1ǫ
′) = x1x4δ since
x21 = x1x2 = x1x3 = 0, so that dn(uǫ− x1ǫ
′) = 0. We set fi = uǫ− x1ǫ
′.
• Let instead u = x4, and consider the two cases: dn(ǫ) = sδ and dn(ǫ) = sδ − x1δ
′. Again
note that by (Cover Condition) there exists ǫ′ with LT(dn(ǫ
′)) = x4δ and recall that by
(Poset Condition), dn(x1ǫ
′) = x1x4δ.
– In the case that dn(ǫ) = sδ = x1δ, we have that dn(uǫ − x1ǫ
′) = 0, and we set
fi = uǫ − x1ǫ
′. Let instead dn(ǫ) = sδ where s equals x2 or x3, and note that by
(Boundary Condition), LC(dn−1(δ)) = t where st = 0. Then by (Boundary Condition)
there are two possibilities for dn(sǫ
′). Because sx1 = 0, either dn(sǫ
′) is equal to x4sδ,
or else it is equal to x4sδ− stδ
′ for some generator δ′ of Fn−1. As we have established,
st = 0, and so dn(sǫ
′) = x4sδ, so that dn(uǫ− sǫ
′) = 0. We set fi = uǫ− sǫ
′.
– If dn(ǫ) = sδ − x1δ
′, then by (Boundary Condition), s is equal to x2 or x3. There are
two possibilities, both having LT(dn−1(δ)) = tγ where st 6= 0. The first possibility
is that t is among {x2x
m−1
4 , x3x
m−1
4 } and LT(dn−1(δ
′)) = xm4 γ. In this case, by (Cover
Condition) there exists ǫ′′ such that LT(dn(ǫ
′′) = x4δ
′. By (Boundary Condition)
applied to ǫ′, we see that since t is among {x2x
m−1
4 , x3x
m−1
4 }, dn(ǫ
′) is either x4δ or
x4δ − σx1δ
′. In either case, dn(sǫ
′) is equal to x4sδ. Also by (Boundary Condition),
since LC(dn−1(δ
′)) is xm−14 , we see that dn(ǫ
′′) is equal to x4δ
′. Thus we see that
dn(uǫ− sǫ
′ + x1ǫ
′′) = 0 and we set fi = uǫ− sǫ
′ + x1ǫ
′′.
The second possibility is that t is among {x1, x2, x3} and LT(dn−1(δ
′)) = x4γ. In
this case we see that by (Boundary Condition), since sx1 = 0, we have that dn(sǫ
′) is
equal to x4sδ− stδ
′. Observe that for s equal to x2 or x3 and t among {x1, x2, x3}, the
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fact that st is nonzero implies that st equals x2x3 = x1x4. It follows that dn(uǫ−sǫ
′) =
0 and we set fi = uǫ− sǫ
′.
Case s = x4:
• For u any monomial of N–degree less than or equal to m − 1, or for u = x1x
m−1
4 , dn(uǫ)
is nonzero, and as argued earlier, since the leading coefficient of ǫ is x4, (Cover Condition)
implies that the ordering ≺ of the generators of Fn precludes any homogeneous kernel
element of dn having leading term uǫ.
The monomials having N–degree equal to m are x2x
m−1
4 , x3x
m−1
4 , and x
m
4 . We show
that each of these monomials is the leading coefficient of homogeneous kernel element of dn
having leading support ǫ.
If u ∈ {x2x
m−1
4 , x3x
m−1
4 }, then by (Boundary Condition), either d(uǫ)) = 0 or d(uǫ) =
−x1x
m
4 δ
′, where LC(d(δ′)) = x4. In the first case we set fi = uǫ. In the latter case,
by (Cover Condition) there exists ǫ′ such that LT(d(ǫ′)) = xm4 δ
′. By (Generator Poset),
dn(x1ǫ
′) = x1x
m
4 δ
′, so that dn(uǫ+ x1ǫ
′) = 0 and we set fi = uǫ+ x1ǫ
′.
If u = xm4 , then by (Boundary Condition) we have that either dn(ǫ) = x4δ, so that
dn(uǫ) = 0, or dn(uǫ) = σx1x
m
4 δ
′, where LC(dn−1(δ
′)) = x4. In the latter case, we have
by (Cover Condition) that there exists ǫ′ such that LT(dn(ǫ
′)) = xm4 δ
′. It follows that
dn(uǫ− σx1ǫ
′) = 0 and we set fi = uǫ− σx1ǫ
′.
Thus, we have constructed a set of kernel elements {fi} satisfying the properties stated at the
beginning of this step.
Step 3: Proof that the elements {fi} generate the kernel. Note that by our inductive
construction, no element of the kernel has a leading coefficient equal to a unit in R̂. Given a
homogeneous element f of ker dn with LT(f) = vǫ, we have by hypothesis (Cover Condition)
that LC(dn(ǫ)) = s is among the cases above. If s ∈ {x1, x2, x3, x2x
m−1
4 , x3x
m−1
4 }, then since by
hypothesis the leading coefficient of f is divisible by some variable, f may be reduced by one of
the fi’s with the same minimal support to a kernel element with strictly larger leading term.
If s = x4, then as established above, v is divisible by one of x2x
m−1
4 , x3x
m−1
4 , or x
m
4 , and f may
be reduced by one of the fi’s with the same minimal support to a kernel element with strictly larger
leading term.
As there is a finite collection of possible leading terms, this process will reduce f to zero, showing
that the fi are a generating set for ker dn.
Step 4: Proof that this is a minimal resolution.
Now that we have proved that the set of fi’s generate the kernel of dn, we proceed by augmenting
F≤n with a free R̂-module with basis in bijection with the fi’s. Define a map dn+1 sending each new
basis element to its associated fi, and the result is a complex F≤n+1, which is exact except at F0
and Fn+1. We need to show that our choice of kernel generators fi is a minimal set of generators.
Since none of the fi whose leading coefficient is a variable can be written as an R̂-linear com-
bination of the others, we only need consider the minimality of fi’s whose leading coefficient is
xkx
m−1
4 , where k is 2, 3, or 4. Let LT(fi) = xkx
m−1
4 ǫ, where LT(dn(ǫ)) = x4γ and fj 6= fi be
such that [ǫ](sjfj), the coefficient of sjfj on the summand generated by ǫ, is also xkx
m−1
4 . Since,
by construction, the only coefficients appearing in fj are in {x1, x2, x3, x4, x2x
m−1
4 , x3x
m−1
4 , x
m
4 },
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we see by divisibility that [ǫ](fj) is x2, x3, or x4. Also by construction, [ǫ](fj) = x4 implies that
LT(fj) = x4ǫ, which is a contradiction with LT(dn(ǫ)) = x4γ, thus [ǫ](fj) is x2 or x3, and sj = x
m−1
4 .
Again by construction, LT(fj) = x4ǫ
′, where LT(dn(ǫ
′)) = xkγ, hence LC(sjfj) = x
m
4 6= 0, so that
if LT
∑
ℓ 6=j
sℓfℓ
 = xkxm−14 ǫ, then there exists ℓ such that [ǫ′]sℓfℓ = xm4 . But no fℓ with ℓ 6= j
can have [ǫ′]fℓ divisible by x4. Thus fi is minimal, and the collection of fi’s is in fact a minimal
generating set.
Step 5: Verification that the inductive result satisfies the four hypotheses and pro-
duces the matrix A, computation of the rational Poincare´ series. It is immediate from
the construction above that the hypotheses (Ordering), (Generator Poset), (Cover Condition), and
(Boundary Condition) are satisfied by the augmented complex F≤n+1. Further, it is immediate
from these four hypotheses that the matrix A given in the statement of the theorem is correct. We
therefore have established an inductive construction of the minimal free resolution of K over R̂.
Having constructed our desired minimal free resolution, by Lemma 3.6 we have that P R̂K (z, t) is
rational of the form
f(z,y)
χ(z,y, 1)
where χ(z,y, t) is the characteristic polynomial of the matrix A. Computation in Macaulay2 gives
that
χ(z,y, 1) = 1−z(ydeg(x1)+ydeg(x2)+ydeg(x3))−z2(ydeg(x2x
m
4
)+ydeg(x3x
m
4
)+ydeg(x
m+1
4
))+z3ydeg(x1x
m+1
4
).
Using the minimal resolution construction given above, we compute that F≤3(z,y) · χ(z,y, 1) is
given by
1 + zydeg(x4) + z4E(z,y) ,
where E(z,y) is a polynomial in K[z,y]. By Lemma 3.6,
f(z,y) = χ(z,y, 1) · F (z,y) ,
so that
f(z,y) − F≤3(z,y) · χ(z,y, 1) = (F (z,y) − F≤3(z,y)) · χ(z,y, 1)
is a polynomial divisible by z4. Since the z-degree of f(z,y) is at most three (by the degree of
χ(z,y, 1)), we see that f(z,y) = 1 + zydeg(x4), and the rational form follows. 
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