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One of the difficulties in the analysis of context-free grammars (and therefore 
languages) is the strong combinatorial nature of the mechanism. A measure 
of this complexity is suggested here. It involves labeling the productions and 
considering the sequences of labels that correspond to valid derivations. This 
gives rise to a language, and the type of this language is used to categorize the 
grammar. Results relate these categories to others introduced in the literature, 
to the generation capacity of the class, and to the use of control sets on 
grammars. 
INTRODUCTION 
A grammar is a finite specification of a (usually infinite) language. The 
grammar not only specifies the sentences but associates a structure with each 
of them. Wirth and Weber (1966) and others have noted that the sentences of
the language for the case of programming languages are not important except 
as carriers of this structure. That is, the entire purpose of a statement of the 
language may be taken as a shorthand for the derivation of the sentence, as a 
meaning (i.e., the execution) may be directly associated with the derivation. 
For various reasons, other authors (Banerji, t963; Ginsburg and Spanier, 
1968) have also become interested in the study of the derivations associated 
with a grammar as well as the language associated with the grammar. 
Motivated by these observations, we present here some results pertaining 
to the complexity of grammars as measured by the category of the associated 
set of derivations. A preliminary report of some of the following results was 
given in Fleck (1971). 
* This research was supported, in part, by the Office of Naval Research, Contract 
No. N00014-68-A-0500. 
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GRAMMARS AND COMPLEXITY 
We basically follow Ginsburg (1966) here but introduce slight variations, 
as we are interested in a study of the grammars and will be relatively uncon- 
cerned about the associated languages. The reader may consult Ginsburg 
(1966) for any results or undefined terminology which appear here. 
DEFINITION l. A labeled context-free grammar G is a 5-tuple G = 
(V, X, N, P, a), where V -- Z (nonterminal symbols), X (terminal symbols), 
and N (labels) are finite nonempty sets, Z C V, a ~ V -- Z (start symbol), and P 
(productions) is a finite set 
PCN×(V- -Z)× V*, 
such that each element of N occurs in exactly one triple of P. 
The triples of P are written in the form l: a ~ w for l ~ N, a E (V --  Z) 
and Z 6 V*. We shall have occasion to mention simply context-free grammars. 
In this case we have in mind the usual definition which may be obtained by 
deleting N in the above and taking P C (V --  Z) × V* (the reader may see 
Ginsburg (1966) for details). 
For x, y 6 V* we say that x directly generates y (in G) with respect o l ~ N, 
written x~y,  if x = uav and y = uwv for some u ,v~V*  while 
( l :a~w)  6P .  We say that x generates y (in G) if x - -~y or there is 
rr = l l l z ' " l  n6N*  ( l~N,  1 ~ i ~ n) and there are sentences z j~V* ,  
0 ~ j  ~ n, so that z 0 = x, z n = y, and zi_ 1 ~t~ zi (1 ~ i ~ n). We denote 
this by x *~ y. ~ will be called a derivation of y from x and the z i will be 
called steps of the derivation ~. In case the particular production (or sequence 
of productions) involved is not of concern, we may simply write x ~ y 
(x ~ y). 
The language associated with the context-free grammar G = (V, Z, PC-, P, a) 
is L(G) ~ {x ] a *~ x and x ~ Z*}. Any subset K_C Z* for which there is a 
context-free grammar G so that K ~--L(G) is called a context-free language. 
The label language, LL(G), of a labeled context-free grammar G = 
(V, 27, N, P, a), is LL(G) ~ {~r I r: ~ N*, ~ ~ x, and x 6 Z*}. 
It may be noted that, even for an unambiguous grammar, a derivation does 
not uniquely determine its steps. Also, we will generally assume that grammars 
are reduced (see Ginsburg, 1966). 
SIMPLE GRAMMARS 
It is natural to classify a grammar G according to the type of the language, 
LL(G). For the time being we will be interested in the following: 
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DEFINITION 2. A labeled context-free grammar G is simple if its label 
language is a regular set. Also, if K C Z* is a language for which a simple 
context-free grammar G exists such that K = L(G), we say K is a simple 
language. 
It is not necessarily clear from this definition exactly how to determine 
if a specific grammar is simple. The following gives a characterization of
simple grammars in terms of a more readily observable property. 
DEFINITION 3. A labeled context-free grammar G = (V, Z, iV, P, or) is 
nonterminaI bounded if there is a natural number M so that, if z "- = qi i (~i~ Gi  n 
(aik ~ V, 1 ~ k ~ n) is a step of any derivation in LUG ) and 
X = f f i ix (~i j  ~ " '"  f f i j k  
is a subsequence o fz  so that aim e (V -- Z), m =J l  ,J2 ..... j~, then I x I ~ M 
(I x [ will denote the length of the sequence x). As with other properties, we 
say that a subset K _C Z* is a nonterminal bounded language if there is a non- 
terminal bounded context-free grammar G so that K = L(G). That is, if in 
any derivation of G there are never more than M occurrences of nonterminal 
symbols, then G is nonterminal bounded. This concept was introduced in 
Banerji (1963). 
THEOREM 1. The labeled context-free grammar G = (V, Z, N, P, ~) is 
simple if and only if G is nonterminal bounded. 
Proof. This result was first reported by Fleck (1971). The sufficiency of 
the condition was earlier established by Banerji (1963). Recently, it has been 
observed by Moriya (1973) that the same techniques can be used to establish 
this result for general phrase-structure grammars, and so this proof need 
not be presented here. 
I f  G is linear, then G is nonterminal bounded (with M = I). Hence, we 
have 
COROLLARY. If G is a linear context-free grammar, then G is simple. 
We note now a result about the associated class of languages. To do so we 
need two other ideas, the first follows Rosenberg (1967). 
DEFINITION 4. A language L is called a ~3-linear language if /3 q~ 27, 
L _C Z* •/3 • Z*, and L = L(G), where G is a linear grammar whose only 
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terminating rules are of the form A --+/3. For convenience of statement, we 
also include the trivial language L = {e} as a/3-linear language. 
Finally, we need to refine here slightly a standard concept from Ginsburg 
(1966). 
DEFINITION 5. I f  for each a e 2: (1) 27~ is an alphabet, and (2) z(a) _C 27~* 
and we define ~-(e) = e, while for ala ~ "" are 27* 
. (a~a~ "- a~) = , (a~) , (a~) - . (a~).  
we call ~- a substitution. In case/3 is a single fixed element and .(a) = {a} for 
a ~ Z and a ~/3 ,  we say r is a fi substitution. 
Now we can state 
THEOREM 2. A context-free language is simple if and only if it can be 
obtained from the ~3-linear languages by finitely many applications of union, 
product, and/3 substitution. 
Proof. Let K be a simple language. Then by Theorem 1 K = L(G), 
where G is a reduced nonterminal bounded grammar. Let G = (V, Z, N, P, a). 
We use here the dominates relation of Banerji (1963). For A, B ~ (V - -  27) 
we say that A dominates B if there is ~r E N* so that A ~ xBy and xy (~ 27* 
(i.e., either x or y contains an element of V - -  2:). Clearly, this is a transitive 
relation. However, it is irreflexive and asymmetric in the case of nonterminal 
bounded grammars. That is, we have A dominates A for no A E (V - -  Z), 
and thus A dominates B implies B does not dominate A. Thus, the dominates 
relation over V -  27 takes the form of an acyclic graph for a nonterminal 
bounded grammar. Note that if A e (V - -  Z)  dominates no elements of V - -  Z 
then GA = (VA , Z, NA , PA , A), where PA(VA) is the subset of P(V)  which 
occurs in some derivation starting from A, is a linear grammar and hence is 
obtained from a/3-linear grammar and/3 substitution of the trivial language. 
Now let 
cr ---+ xloAnXalAl~ ... AlklXl~l 
(7 --+ xmA~ xmf l~ "" A,~ xm~ m 
be all the productions with a as a left-hand member, where xi~ 627* 
(1 ~i  ~m,O~j  ~k~) and Ai j~(V- -Z)  (1 ~i~m,  1 ~ j  ~k~).  I f  
k i = O, then the production is terminating. Hence, L(G) may be thought of 
as the union of the (finite) set of strings of these terminating productions and 
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the language generated by considering only those productions where k i > O. 
Consider the case where k i > 1. The language obtained through these 
productions i a union (one term for each such production) of products 
Xio " L(G.,,~) • xi~ "" L(G.,,~,) • x~, , 
but a dominates Ai~ (1 <~j <~ hi). Hence a cannot be derived from Ai~. 
Thus each GA~j involves no nonterminals which dominate a. 
Finally, consider the case k i = 1. The language obtained through these 
productions may be described as follows: Take G, = (V, ~, N , ,  P~, a), where 
Pz is the set of all linear productions of G together with the productions 
{B ~ fi I there is a nonlinear production for B in P}. If  there is a nonlinear 
production for B e V -- Z', then B dominates the variables of the right-hand 
side of this production. Thus no such variable can derive a. Also note that B 
may derive a but B cannot dominate a, so that a may be involved in only 
linear productions from B. Then take G~' = (VB, Z, NB,  PB', B), where 
PB '= PB-  P~. Then GB' involves no nonterminals which dominate a. 
Let J be the union of the L(G'A,I) for which All has a nonlinear production. 
Then the language obtained through these productions (i.e., those with 
hi = 1) is the fi substitution of J in the languageL(G~). 
Now we may iterate this construction on each grammar which arises unless 
its start symbol dominates nothing. Since the dominates relation takes the 
form of an acyclic graph on the finite set V, this procedure will ultimately 
terminate, yielding the desired decomposition. 
Conversely, notice that the fi-linear grammars are nonterminal bounded 
and that the operations of union, product, and fi substitution leave this 
property invariant. 
Theorems 1 and 2 here, together with a result of Ginsburg and Spanier 
(1966, Theorem 4.1), allow us to conclude the identification of all of the 
following classes of languages: (1) simple, (2) nonterminal bounded, (3) ultra- 
linear, (4) those accepted by finite-turn push-down acceptors, and (5) the 
closure of the fl-linear languages under union, product, and fi substitution. 
GENERAL RESULTS ON LABEL LANGUAGES 
Jtirvi (1970) has made a study of some of the general properties of label 
languages. He shows that even for a context-sensitive grammar the label 
language is context sensitive and points out that the label language of a 
context-free grammar need not be context free. We give a specific example 
here which we will use shortly to make several other points as well. 
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EXAMPLE l. A context-free grammar G for which LL(G) is not context- 
free. 
(1) a --+ aft start symbol = c~ 
(2) ~ ~7 L(G) = a(b u c)* 
(3) ~ ~ a LL(G) n 1"2"3 4*5* = 
(4) /3 -+ b {ln2m3 4n5~ [ n, m ~> 0} 
(5)  7 ~ e 
Since the intersection of LL(G) and a regular set is not context free, LL(G) is 
not context free. 
Perhaps the next natural category for grammars from this point of view is 
specified by the requirement that LL(G) be context free. We are not able to 
present a characterization f this class here but introduce a definition from 
Ginsburg and Spanier (1966) needed for the statement of a sufficient condition. 
DEFINITION 6. Let G = (V, S, P, ~) be a context-free grammar. The 
rank rG(w), written r(w) when G is understood, of w ~ V* is the largest 
integer (if one exists) such that there is u E V* with r occurrences of non- 
terminals, so that w E u. I f  w does not have a rank, it is said to be of infinite 
rank. 
Thus, a grammar is nonterminal bounded if and only if all variables are of 
finite rank. Since we will assume our grammars to be reduced, a grammar 
which is not nonterminal bounded must have a start symbol of infinite rank. 
THEOREM 3. Let G = (V, X, N, P, or) be a labeled context-free grammar 
and ~¢(V) be the set of infinite-rank nonterminals. Then, if G has the property 
that for each a E J (V )  there is ~t E V -  Z such that .4-+ w ~ P implies 
w ~ (Z u/1)*  andsuch that each c~ --+ x ~ Psatisfies one of 
(a) x ~ (v  - J (v ) ) *  or 
(b) x c (27 u A)*a(2 u A)*, 
then LL(G) is context free. 
Theorem 3 provides a sufficient condition for LL(G) to be context free, 
which may be tested by a pattern comparison on individual productions. 
We omit the proof to this result as it can be accomplished by a straightforward 
but somewhat laborious construction of a push-down acceptor. Moriya (1973) 
has obtained a condition which is both necessary and sufficient (his half- 
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bounded property) for LL(G) to be context free. Theorem 3 can also be 
established by using that characterization. 
Also, other frequently used structure properties seem to have little bearing 
on whether or not LL(G) is context free. For instance, the grammar of 
Example 1 is (1) left-linear in its infinite-rank variable, (2) non-self- 
embedding, (3) a precedence grammar, and (4) anLR(0) grammar. 
One last point that might be noted is that, while noncontext-free languages 
occur as LL(G) for context-free G, the family of label languages has quite 
special properties. Among the languages which can occur as LL(G) for some 
context-free G, the emptiness problem is decidable. This follows since it is 
identical with the emptiness problem for L(G). Furthermore, the question of 
whether LL(G) is regular is decidable since this is identical with the question 
of whether G is nonterminal bounded. However, both of the above-mentioned 
questions are undecidable for the family of all context-sensitive languages 
(and the latter of the two is even undecidable for the context-free languages). 
AN APPLICATION TO GRAMMARS WITH CONTROL SETS 
Recently, there has been considerable attention devoted to the generation 
capacity of grammars with control sets (see Ginsburg and Spanier (1968) 
and Salomaa (1969, 1970a, 1970b). Also, this mechanism seems to have 
importance from the point of view of programming languages. For instance, 
the formal semantics given by Wirth and Weber (1966) can be interpreted 
as an implicit specification of a control set on the precedence grammar 
specifying (partially) the syntax. Using results from the previous ection, we 
are now able to obtain some positive results on decision procedures for a 
generalization of the context-free languages. We basically follow Salomaa's 
(1969) definition of control set. 
DEFINITION 7. Let G-  (V, Z, N, P, a) be a labeled context-free 
grammar and A C N*. The language generated by G with control set A is 
L(G, A) = {x ] x E Z* and 3~r E A so that a *~ x}. 
It is known (Salomaa, 1970a) that one-sided linear grammars with context- 
free control sets yield all (and only) the context-free languages. Therefore, 
the nonterminal bounded grammars with context-free control sets yield all 
the context-free languages. 
EXAMPLE 2. A nonterminal bounded grammar with a regular control set 
which yields a non-context-free language. 
643]24/4-7 
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(1) 
(2) 
(3) 
(4) 
(5) 
Thus, 
--~ aflbcy 
fi--~ a~b 
?--~ c? 
fi--+¢ 
--~ ~ L(G, A) = {a'*b"c" [ n ~ 1}. 
the nonterminal bounded grammars with context-free control sets 
start symbol = ~, I = {a, b, c} 
A = 1(23)'45 
not only yield all context-free languages but easily extend to the generation 
of non-context-free languages. 
THEOREM 4. For the class of languages generated by a nonterminal bounded 
grammar with a context-free control set, the emptiness, finiteness, and infinity 
problems are all decidable. 
Proof. Note that L(G, A) = ~ if and only if LL(G) n A = ¢. However, 
by Theorem 1, LL(G) is regular and so LL(G) c~ A is context-free. Hence, the 
emptiness problem is decidable. In a similar manner the finiteness and 
infinity problems forL(G, A) are reduced to the corresponding problems for a 
context-free language. 
The class of languages generated by nonterminal bounded grammars with 
context-free control sets seem to be a potentially important class from these 
results. Non-context-free languages are included (frequently with a more 
convenient specification), while important algorithmic properties of context- 
free languages are retained. We include results which summarize some 
closure results for this class. 
THEOREM 5. The class of languages which can be represented by a non- 
terminal bounded grammar with a context-free control set is closed under the 
following operations: 
(1) union, 
(2) product, 
(3) homomorphism, 
(4) reversal, 
(5) substitution by a finite set. 
Proof. The usual constructions can be employed successfully. For 
instance, L(G1, At) uL(G~, As) = L(G, A) where, if G~ = (V~, l~, N~, P~, ~), 
i=  1, 2, thenG = (V1 w V2, ZlwZ2,  N ,P ,a )whereN=N~uN~u{l l ,  s}, 
P = P1 U P~ U {11: a --~ al ,  12: a - -~ a2)  , and A = 11 • A 1 tA 12 " A2 (and of 
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course we assume all variables and labels involved are distinct, a is an 
additional abstract symbol, etc.) Then G is nonterminal bounded and A is 
context-free. The details for the other operations are omitted. 
THEOREM 6. The class of languages which can be represented by a non- 
terminal bounded grammar with a context-free control set is closed under inter- 
section with a regular set. 
Proof. This result is established by a modification of a construction of 
Salomaa (1969, Theorem 14). Since the details are not different, we will just 
sketch the construction with the modification. Suppose G = (V, 27, N, P, a) is 
nonterminal bounded, R is a regular set accepted by the finite-state acceptor 
A = (S, 27, So, 3, F), and C _C N* is context free. Then L(G, C) n R = 
L(G', C') where G' and C' are given in the following. Since by Theorem 5 
this family is closed under union, we may assume without loss of generality 
that F = {f} is a singleton set. Then the nonterminals of G' are all the 
triples of the form (s, X, s'), where s, s '~ S and X~ V- -Z .  The start 
symbol for G' is (So, a,f) .  Now for each production of G of the form 
(i) 1: X -+ w, w ~ Z* 
we take a set of productions in G', one for each pair s, s 'e  S such that 
~(s, w) = s'; they are given by 
(1, s, s'): (s, X, s') -+ w. 
Also, for each production of G of the form 
(ii) l: X --> woYlwlY~ "" wk_lY~wk , 
wherek~> 1, w i~Z*(0~i~k) ,  and Y j~V- -Z(1  ~ j~k) ,  
we take a set of productions in G', one for each sequence t o , t 1 ,..., t~ from S; 
they are given by 
<1, to, q ..... t~): (to, x ,  a(t~, w~)) 
-+ Wo(~(t0, Wo), Y1, tl) w~(~(t~, wl), Y2, t~) --. w~_l(~(t~_~, w~_~), Y~, t~)w~. 
Then a finite substitution 7 is defined on N where, if l is the label of a type (i) 
production, then ~-(l) is the set of all labels in N' ,  of the form (l, s, s'), arising 
in the above construction and, if l is the label of a type (ii) production, then 
~-(l) is the set of all <l, to, t 1 .... , t~) arising above. Then we take C' = ~-(C). 
This completes the construction, and it can be verified that it has all the 
desired properties. 
398 A.C. FLECK 
COROLLARY. The class of languages which can be represented by a non- 
terminal bounded grammar with a context-free control set is closed under 
generalized sequential machine mappings. 
Proof. By a lemma in Hopcroft  and Ul lman (1969, p. 129) any family 
closed under finite substitution and intersection with a regular set is closed 
under gsm mappings. Hence, by Theorems 5 and 6 the result follows. 
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