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Abstract—This paper provides the effective capacity (EC)
analysis in futuristic intelligent reflecting surfaces (IRS) assisted
wireless communication. We investigate the two widely deployed
setups for mobile wireless communication: single input single
output (SISO) and multi-input and single output (MISO) in the
context of IRS for EC. We derive the distributions of SNR in both
setups by exploiting probability theory. Further, we encounter
the two widely known assumptions on channel state information
(CSI) (i.e. known/perfect CSI and no CSI at the base station
(BS)) and derive EC closed form expressions in each cases. We
also provide solution to the optimal transmission rate problem
when no CSI available at BS to further enhance EC, in both
SISO and MISO setups. Simulation results show the relation of
EC with different system parameters i.e. power budget, number
of transmit antennas at BS and number of reflective elements at
IRS.
Index Terms—Effective capacity, statistical QoS, meta sur-
faces, arrival process, service process, smart radio environments,
B5G, IRS, CSI, SISO, MISO.
I. INTRODUCTION
Intelligent Reflecting Surfaces (IRS) (aka re-configurable
intelligent surfaces and smart radio environments) comprise
a group of re-configurable meta-surfaces that can steer the
radio waves propagation in any arbitrary direction through
changing the reflective angle driven by a controller [1]. IRS
is considering a promising approach for beyond 5G wireless
communication systems due to its enhanced performance over
the conventional wireless communication systems [2]. Further,
the low hardware complexity and low power consumption of
IRS make it a desirable content of future wireless systems
with replacing some conventional setups (e.g. relays assisted
communication) as well. Tremendous work has been reported
on IRS so far [3]. Some of the most highlighted works
include high spectral and energy efficiency [4], physical layer
security [5] and optimal beam-forming at transmitter and IRS
[6]. Authors in [7] mention some promising applications of
utilizing IRS in wireless networks. Despite the high data rates,
high energy and spectral efficiency and security, reliability is
always a main concern in the future wireless communication
systems.
One way to quantify the QoS offered by a wireless link
is by computing the effective capacity (EC)—maximum
throughput of the channel under QoS constraints. More
formally, the EC is the maximum sustainable constant arrival
rate at a transmitter (queue) in the face of a randomly time-
varying (channel) service, under QoS constraints [8]. The
EC tool is utilized by various researchers to study the link
layer’s performance of systems with different assumptions
and channel’s conditions. The EC work is reported for
cognitive radio channels [9], [10], systems (conventional)
with various degrees of channel knowledge at the transmitter
[11], two-hop systems [12], [13], correlated fading channels
[14], device-to-device communication with the impact of
mode selection [15] and underwater acoustic communication
[16] (under impersonation attack [17]).
Motivation & Contribution: Choosing a source rate in any
communication system is a challenging process because it has
to meet the system’s requirements. A bad chosen source rate
may affect the performance of a system or may choke a system
having queue. Therefore, EC is the way to find the maximum
tolerable source rate that will meet the system’s requirements.
The source rate depends on the system’s parameters like
transmit power, channel’s knowledge, bandwidth and etc. The
above mentioned EC analyses have been done for various
different wireless communication systems. But due to different
structure of IRS assisted wireless communication systems, one
needs to find the EC which depends on the parameters of IRS
assisted communication systems. We, in this work, for the
first time provide complete analysis of EC in IRS assisted
communication.
The contribution in this paper is two fold
1) We consider IRS assisted SISO communication and derive
the distribution of SNR by exploiting central limit theorem
and then solve the Log Moment Generating Function (LMGF)
of service process through integration by parts in known CSI
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and through Markov chain in no CSI cases. Additionally, the
optimal transmission rate problem in no CSI case is solved
via gradient descent method.
2) Next, we modify the system model to MISO configuration
and derive the SNR distribution. Further, we compute the
EC through computing first and second moments of service
process in known CSI case and then exploit markov chain
for no CSI case. We also provide closed form expression of
optimal transmission rate when no CSI is available at BS.
Outline: Section II introduces the effective capacity back-
ground, Section III discusses the effective capacity analysis
in SISO setup with known and unknown CSI knowledge at
BS. Section IV provides the effective capacity analysis in
MISO setup with CSI and no CSI at BS. Section V presents
simulation results. Section VI concludes the paper.
II. EFFECTIVE CAPACITY BACKGROUND
Wu et al [8] was the first to present a link layer model for
the performance analysis of wireless communication systems
which is known as EC. By definition, EC provides the
maximum constant arrival rate at the queue of the transmitter
while satisfying statistical QoS constraints. Mathematically,
EC is given as
EC(α) = − lim
t→∞ 1αt ln(E(e−αS(t))) = −Λ(−α)α (1)
where Λ(α) = limt→∞ ln(E(eαS(t))) is a function which
depends on the LMGF of the cumulative service process
S(t) and α is so called QoS exponent which is related
with delay violation probability and length of a queue. More
specifically, when α tends to zero it implies delay tolerant
communication and when α tends to infinity it implies delay
limited communication.
III. SISO IRS
We consider a single base station (BS) with one user
equipment (UE) associated and having a finite length queue.
We assume that direct path between BS and UE is missing
due to blockage or sever path loss. The UE is getting services
through a panel of IRS which comprises N re-configurable
elements controlled by a controller which is further connected
with BS. The total transmit power budget of BS is pt. If BS
transmits a symbol x, then the received signal at UE is given
as
y = √pt N∑
i=1higiejφix + ω (2)
where hi gi ∼ CN(0,1) are the channel gains from BS to
i-th element of IRS and then to UE respectively, φi is the
phase control by the controller of IRS and ω ∼ CN(0, σ2) is
the AWGN.
Proposition 3.1: The received SNR at slot n is
γ(n) = N2 pt(16−pi2)
4σ2
χ21(λ), where χ21(λ) is non-central
chi-square random variable with one degree-of-freedom and
Fig. 1. System Model: SISO IRS
centrality parameter λ = pi2σ2
N2pt(16−pi2)2 .
Proof: Given in Appendix A.
The Shannon capacity at n slot is given as
c(n) = B log2(1 + γ(n)), (3)
where B is the bandwidth.
A. Perfect CSI
We first assume that BS has perfect CSI available. This
means that instantaneous or service rate s(n) at n time slot
is equal to Shannon capacity c(n), which is the maximum
that BS can transfer reliabily. For the perfect CSI case Eq. 1
becomes
EC(α) = − lim
t→∞ 1αt ln(E(e−α∑tn=1 s(n))) (4)
Due to independent and identical block fading Eq. 4 can be
recomputed and is given as1
EC(α) = − 1
α
ln(E(e−αs(1))) (5)
where s(1) = c(1). Further,
E(e−αs(1)) = ∫ ∞
0
e−αB log2(1+βx)fχ21(x)dx (6)
where β = N2 pt(16−pi2)
4σ2
, x ε χ21(λ) and fχ21(x) is the
probability density function (pdf) of χ21(λ). Now, even for
a low number of elements in IRS (i.e N ) the β term is
quite greater than 1 and x is indeed a positive number which
takes value from zero to positive infinity. So, we can relax(1+βx) ≈ (βx). By doing so, the above equation after some
simplification and using [18] (Theorem 3.4.1) can be rewritten
as
E(e−αs(1)) = e −λ2
2
1
2 Γ( 1
2
)β αBln(2) ∫ ∞0 0F1(; 12 ; λx4 ) e
− x2(x) αBln(2)+ 12 dx
(7)
1limt→∞ 1αt ln(E(e−α∑tn=1 s(n))) = limt→∞ 1αt ln(ΠnE(e−αs(n))) =
limt→∞ 1αt ln(∑nE(e−αs(n))) = EC(α) = 1α ln(E(e−αs(1)))
where Γ(.) is gamma function and xFx(., ., .) is gen-
eralized hyper geometric function. Now using the fact∫ ∞0 xa−1e−bx 0F1(; , c, x) = b−aΓ(a) 1F1(a, c, 1b ), and after
some calculation, Eq. 7 can be written as
E(e−αs(1)) = e −λ2
2
1
2 Γ( 1
2
)β αBln(2) (λ
4
) αBln(2)+ 12 ●
[(2λ
4
) αBln(2)+ 32 Γ( αB
ln(2) + 32) 1F1( αBln(2) + 32 , 12 , 2λ4 )] (8)
Now, putting Eq. 8 to Eq. 5 lead us to final expression of EC.
B. No CSI
When BS has no CSI knowledge available, then the only
way is to do constant rate transmissions. Let r bps is the
chosen rate for transmissions. Then due to Shannon limit we
enter into two states Markov chain i.e. when r(n) < c(n) then
we have success state S0, means the bits reached successfully
at slot n otherwise packets dropped occur which dictates S1.
The state transition probability matrix P of the considered
chain is given as
P = [p00 p01
p10 p11
] (9)
where pxy is the state transition probability from Sx at time
n − 1 to Sy at time n. The p00 is defined as
p00 = p(r < c(n) ∣ r < c(n − 1)) (10)
The n is dropped form r because of remaining constant over
time. Due to block fading the event r < c(n−1) is independent
from r < c(n). Therefore, p00 is given as
p00 = p0 = p(r < c(n)) = p(x > 2 rB − 1
β
) = Q 1
2
(√λ,¿ÁÁÀ2 rB − 1
β
)
(11)
where Qx(., .) is the Marcum Q-function of order x. Similarly,
p1 = 1 −Q 1
2
(√λ,¿ÁÁÀ2 rB − 1
β
) (12)
Next, we utilize the findings of [19] to find EC(α), given as
EC(α) = − 1
α
ln(sp(Θ(−α)P)) (13)
where sp(.) is the spectral radius and Θ(α) is the diagonal
matrix which contains MGFs of the service processes in their
corresponding states at the main diagonal. In S0, rT bits are
served in a given time slot, therefore, eαrT is the MGF of S0.
While in S1, no or zero bits are served due to crossing the
limit which lead to errors and therefore the packets need to
be re-transmitted through ARQ or HARQ, thus 1 is the MGF
of S1. Finally,
EC(α) = − 1
α
ln(p0e−αrT + p1) (14)
One can further notice that Eq. 14 is a concave function w.r.t
r. So, one can further enhance Eq. 14 by choosing optimal
transmission rate. Taking derivative of Eq. 14 w.r.t r and then
equate to zero will lead us to optimal value of r i.e. r∗ =
argmaxrEC(r). Eq. 14 implies that the argument of ln(.)
is a convex function w.r.t r. In other words,
r∗ = argmax
r
EC(r) = argmin
r
(p0e−αrT + p1) (15)
Taking derivative of above equation w.r.t r, we have
Q†1
2
(√λ, y) e−αrT
2
√
β(2 rB − 1)+e−αrT (−αrT )Q 12 (√λ, y)−
Q†1
2
(√λ, y) (16)
where Q†1
2
(√λ, y) = ∂Q 12 (√λ,y)
∂y
= − y 12
λ
−1
4
e− (λ+y2)2 I −1
2
(√λy)
[20], where Ix(.) is modified Bessel function of order x. Now
equating Eq. 16 to zero and then solving for r is quite involve
due to infinite terms in Bessel and Marcum Q-functions.
Therefore, the solution can be obtained using gradient descent
method as following
r∗ = ⎧⎪⎪⎨⎪⎪⎩r(m), for r(m) − r(m − 1) ≤ c0, else (17)
where, m shows the iteration, c is a small constant number
and r(m) updates iteratively as given
r(m) = r(m − 1) − δ∇r(m−1) (18)
where δ is the step size and ∇r(m−1) is the gradient or Eq.
16 for r = r(m − 1).
IV. MISO IRS
Next, We modify our system model by equipping the BS
with Nt number of transmit antennas as shown in Fig. 2.
The BS transmits same symbol from every antenna to achieve
Fig. 2. System Model MISO IRS
antenna diversity. In this setup, the received signal y at UE is
given as
y = √ptg∗ΠHFx + ω, (19)
where g∗ = [g1 . . gN ]H , Π = daig[ejφ1 . . ejφN ] matrix
of dimension N ×N , H is N ×Nt BS to IRS channel matrix
and F = [f1 . . fNt]T is the beam forming vector at BS. The
Shannon rate is given as
c = B log2(1 + pt ∣g∗ΠHF∣2σ2 ) (20)
Proposition 4.1: The received SNR γ = pt ∣g∗ΠHP∣2σ2 is
an exponential random variable with parameter κ
Proof: Given in Appendix B
A. Perfect CSI
The Eq. 1 with the assumption of independent block fading
can be rewritten as2 [21]
EC = α
2
σ2s(1) − µs(1) (21)
where σ2s(1) is the variance of the service process (which is
equal to Eq. 20 in this case) while µs(1) is the first moment
of service process. In short, to compute the EC, we need to
find the first and second moments of the service process. The
first moment is given as
µs(1) = B ∫ ∞
0
log2(1 + x)fX(x)dx (22)
where x ∈ X ∼ exp(κ) and fX(x) is the pdf of X (which is
SNR). The above equation can expressed as
µs(1) = Bκ
ln(2) ∫ ∞0 ln(1 + x)e−κxdx (23)
Applying integration by parts, we have
µs(1) = Bκ
ln(2) [ln(1 + x)e−κx−1κ + 1κ ∫ e−κx1 + xdx]∞
0= B
ln(2)eκE1(κ) (24)
where E1(.) is the exponential integral. Now let µˆs(1) repre-
sents the second moment of service process s(1), then it can
be computed as
µˆs(1) = B2κ
ln2(2) ∫ ∞0 ln2(1 + x)e−κxdx (25)
We follow the steps of [11] to compute the second moment
and the final result is given as
µˆs(1) = B2eκ
ln2(2) [pi26 +C2 + 2C ln(κ) + ln2(κ)]−
2κB2eκ
ln2(2) 3F3([1,1,1], f2, [2,2,2],−κ) (26)
where C is the Euler constant. Now, one can find σ2s(1) by
using Eq. 26 and then putting it and Eq. 24 to Eq. 21 lead us
to final EC expression.
2The cumulative service process S(t) for large t using CLT can be replaced
with Gaussian process
B. No CSI
For no CSI in MISO, we do the same i.e. constant rate
transmissions and enter into Markov chain. So, we need to find
the state transition probabilities and MGFs of service process
in their corresponding states. The computed probabilities are
given below
p0 = eκ(1−2 rB ), p1 = 1 − eκ(1−2 rB )
The MGFs are the same. Finally,
EC = − 1
α
ln(eκ(1−2 rB )e−αrT + 1 − eκ(1−2 rB )) (27)
and r∗ = argmaxrEC is computed and is given as
r∗ = − ln( 11+ α2κ )
αT
(28)
V. SIMULATION RESULTS
We keep B = 1, σ2 = 1 for the simulation purpose which
are designed parameters and one can adjust that according to
the system’s requirements and environments. The aim is to
see the gain or enhance performance of IRS with increase in
N and the impact of channel’s knowledge and the different
configurations of transmitter (more specifically, single antenna
or multiple antennas) on the EC.
Fig. 3 shows the EC trade off with the total power budget pt of
the system with known CSI in SISO IRS setup. The increasing
trend in EC with increase in pt is somehow logarithmic which
increases slowly at higher pt. Next, we can see that the
IRS elements N is playing a prominent positive role on EC.
Approximately 5 and 8 times increments in EC are observed
for IRS with N = 10 and N = 100 respectively over N = 1.
But note that increasing N also increases hardware cost.
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Fig. 3. SISO IRS with CSI. The effective capacity relation with the total
power budget (pt).
Fig. 4 represents EC relation with pt in no/unknown CSI
at BS for SISO IRS. Almost similar gains are observed for
N = 10 and N = 100 over N = 1 for low α while the gains
reduce a bit for high α. By comparing Fig. 4 with Fig. 3, we
can see that the knowledge of CSI at BS plays a vital role
i.e. the known CSI produces EC many times higher than EC
in no CSI. Note that optimal transmission rate r∗ is used to
compute EC in no CSI case. Fig. 5 attests the concavity of EC
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Fig. 4. SISO IRS with No CSI. The effective capacity relation with the total
power budget (pt).
function w.r.t. r for both SISO and MISO IRS setups. This
allows us to find the optimal chosen constant transmission
rates to enhance EC in no CSI cases which are presented in
equation forms in Eq. 17 and 28. We kept pt = 1 N = 1 and
Nt = 10 for Fig. 5.
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Fig. 5. The effective capacity relations with the chosen transmission rate
i.e. r and with different values of QoS exponent (α).
Fig. 6 is generated for MISO IRS setup and for known CSI.
Almost similar trends can be observed as we see in the last
figures but for low α the gains over N = 1 are comparatively
quite high in this setup. By comparing with the SISO IRS (i.e.
Fig. 3) the improvements in EC can be seen with multiple
antennas at BS. Fig. 7 shows EC relation with pt in MISO
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Fig. 6. MISO IRS with CSI. The effective capacity relation with the total
power budget (pt).
IRS with no CSI at BS. Again, no CSI has negative impact on
EC when compare with known CSI case. And by comparing
with SISO setup, we can see the difference made by using
multiple antennas at BS. Finally, Fig. 8 shows the trend of
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Fig. 7. MISO IRS with No CSI. The effective capacity relation with the
total power budget (pt).
EC with total transmit antennas Nt at BS. The more N , the
more Nt, the more we have EC. The interesting thing is that
the gains are constant over the range of Nt for no CSI and
prominently high in known CSI case and increases with the
increase in Nt. This implies that the knowledge of CSI at BS
is the main player in EC. The Fig. 8 is generated with α = 1.
VI. CONCLUSION
This work studied effective capacity (EC) in intelligent
reflecting surfaces (IRS) assisted wireless communication. The
closed form expressions of EC were provided for known CSI
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Fig. 8. The effective capacity relation with the total number of transmit
antennas (Nt) at BS.
and no CSI cases in SISO and MISO configurations of IRS
assisted communication. Additionally, solutions to optimal
transmission rate problem in no CSI case for SISO and MISO
were provided. This was observed from simulation results that
the increase in the elements of IRS, power budget and transmit
antennas increases the EC significantly. Further, known CSI
enabled BS to get prominently high EC than no CSI for both
configurations.
Some possible future extensions of this work include: encoun-
tering the direct communication link with IRS link for EC
analysis, studying the impact of security, multiple UEs and
etc on EC in IRS aided communication.
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APPENDIX A
PROOF OF PROPOSITION 3.1
In polar form we can write hi = aiejθi and gi = biejψi .
Then Eq.2 can be rewritten as
y = √pt N∑
i=1aibiej(φi+θi+ψi)x + n (29)
We assume no phase error (i.e we keep φi = −θi − ψi), then
the SNR of the received signal is
γ = pt∣∑Ni=1 aibi∣2
σ2
= ⎛⎝
√
pt∑Ni=1(aibi)
σ
⎞⎠
2
(30)
where ai and bi are i.i.d Rayleigh distributed. Let
Ai = √ptσ aibi, then E(Ai) = √ptpi2σ and V (Ai) =
pt(16−pi2)
4σ2
. Using Central Limit Theorem, ∑Ni=1Ai ∼N (N(√ptpi
2σ
),N2(pt(16−pi2)
4σ2
)). Finally
γ = N2 pt(16 − pi2)
4σ2
χ21(λ) (31)
APPENDIX B
PROOF OF PROPOSITION 4.1
To derive the distribution of SNR in MISO IRS setup, we
start from assuming N = 2 and Nt = 2. This means,
g∗ΠHF = pi1g1(f1h11 + f2h12) + pi2g2(f1h21 + f2h22)
(32)
where pii = ejφi , pi1g1 ∼ CN (0,1), (p1h11 + p2h12) ∼
CN (0, ∣f1∣2 + ∣f2∣2) and pi2g2 ∼ CN (0,1) (f1h21 + f2h22) ∼
CN (0, ∣f1∣2 + ∣f2∣2). So the individual term in the sum-
mation is the product of two independent complex Gaus-
sian random variable. This means pi1g1(p1h11 + p2h12) ∼
CNN (0,1,0, ∣f1∣2 + ∣f2∣2) [22], where CNN represents
complex double Gaussian. In general
g∗ΠHF = N∑
i=1Zi, (33)
where Zi ∼ CNN (0,1,0,∑Ntj=1 ∣fj ∣2). So, g∗ΠHF is the
summation of i.i.d (i.e Zi) random variables. Using Cen-
tral Limit theorem g∗ΠHF ∼ CN (0,N2∑Ntj=1 ∣fj ∣2). Thus,∣g∗ΠHF∣ ∼ Rayleigh(N2∑Ntj=1 ∣fj ∣2) and pt∣g∗ΠHF∣2σ2 ∼
exp(κ), where κ = σ4
2N4(pt∑Ntj=1 ∣fj ∣2)2
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