In this paper, we analyze the ratios of the numbers of paths p i (G) and p j (G) of different length in graph G. Namely, we are interested in the extremal values of these ratios for acyclic and cyclic graphs with given maximal degree. The values of infinum and supremum for graphs with given maximal degree are obtained. Also, the infinum of these ratios for trees with given maximal degree are obtained. Suprema for trees of given maximal degree are given when ratios of paths of length 1 and 2 are observed, and when ratios of paths of lengths 1 and 3 are observed. As the main result, a linear algorithm (in terms of maximal degree) for finding suprema of the ratios of the numbers of paths of length 2 and 3 for trees with given maximal degree is presented.
Introduction
In this paper, we analyze the possible values of the ratio of the numbers of the paths of lengths i and j, i > j. Namely we are interested in the extremal values [2] of the ratio Denote by T (∆, j) the family of all trees with maximum degree ∆ that contain at least one path of length j and by G (∆, j) family of connected graphs of maximum degree ∆ that contain at least one path of length j. We define functions:
for all i, j ∈ N, i > j.
Remark 1.1. Removing the requirement of connectivity in the definition of G (∆, j) , then φ G ij (∆) = 0, since
for all G ∈ G (∆, j) where G + x · P j+1 is the disjoint union of G and x paths of length j.
On the other hand if G is a graph with connected components G 1 , . . . , G k we have
hence Φ G ij does not change whether we require connectivity or not. Therefore, we can restrict ourselves to connected graphs. From now on, we use the term graph to imply simple connected graph.
Finding an extremal value of, not a single invariant, but an arithmetic operation on two invariants is not a new concept. It is the concept at the core of AutoGraphX software [1] . Here, we choose paths. They are well known mathematical objects. But, they are also important descriptors in chemistry, especially paths of length two and three. Their numbers are closely related to the Zagreb indices M 1 and M 2 which are very well known in chemistry (see [3, 6, 8] and references within), defined by:
where d G (u) is the degree of a vertex u in the graph G, V (G) is the set of vertices of G, and E (G) is the set of edges of G. It can be shown that:
where e (G) is the number of edges of graph G and that
for all triangle-free graphs. Comparisons of the Zagreb indices have been extensively studied [4, 9, 10, 11] . Besides this, path numbers are themselves interesting molecular descriptors. References about the use of path numbers in defining molecular descriptors and their applications in chemistry can be found in [7] .
2 Results for the infimum Denote by G (∆, x) the graph presented in the following figure: where e (G) is the number of edges of graph G and that
2 Results for the infimum Denote by G (∆, x) the graph presented in the following figure:
...
Let us prove:
Proposition 2 It holds that φ G ij (∆) = 0 and φ T ij (∆) = 0 for all j < i, i ≥ 3 and ∆ ∈ N\ {1} .
Proof. Just note that p i (G (∆, j − 1)) = 0 and that p j (G (∆, j − 1)) > 0.
Proof. The only graphs with ∆ = 2 are the path P n on n vertices and the cycle C n on n vertices, where n ≥ 3. It holds that:
and
In order to prove that
Denote by n i the number of vertices of degree i in graph G with maximum degree at least 3, and by v (G) the (total) number of its vertices. We have
Let P be any path. We say that P is an end-subpath of P if it is a subpath of P and if it contains an end-vertex of P. Proposition 2.3. Let ∆ ≥ 2 and i > j. Then,
Proof. Let G be any graph. Note that each path of length i contains two paths of length j as end-subpaths. On the other hand any path of length j can be end-subpath of at most 2·(∆ − 1) i−j paths of length i, because we have 2 choices for the direction of the extension and at most ∆ − 1 choices for adding each subsequent vertex. Therefore,
Now, let G be a ∆-uniform graph (i.e. a graph in which all vertices have degree ∆) without a cycle of length less then ∆ + 1. The existence of such graph follows from the results of paper [5] . Then
This proves the Theorem.
Determining the functions Φ T ij is a much harder problem. Here, we restrict ourselves to the cases i, j ≤ 3, i.e. to analyses of the functions Φ T 21 , Φ T 31 and Φ T 32 . First, let us determine Φ T 21 :
Proof. Let T be any tree and n i number of the vertices of degree i, i = 1, . . . , ∆. It holds that:
Let T (∆, k) be a tree with the distinguished vertex v such that all vertices have degree either ∆ or 1, and all leaves are at distance k from the root. Then
Hence, Φ T 21 (∆) ≥ ∆ 2 . Now, we shall need the concept of "pushed to leaves" function. Let T be a rooted tree with root r and let ρ : E (T ) → R be any function. The "pushed to leaves" function ρ r : L (T ) → R (L (T ) from the set of leaves to the set of real numbers is defined by pushing the weight of the edges to the leaves in the following way: Let l be any leaf and rv 1 . . . v k l a path from r to l. Then
An example of how the weight of a single edge is pushed to the leaves is presented in the following figure: in the following figure: ρ r (v) . Now, let us prove:
Proof. First, let us prove that Φ T 31 (∆) = ∆−1. Let T be any tree. Note that the It can easily be seen that uv∈E(T ) ρ (uv) = v∈L(T ) ρ r (v) . Now, let us prove:
Proof. First, let us prove that Φ T 31 (∆) = ∆ − 1. Let T be any tree. Note that the number of paths of length 3 having a middle edge uv is
Choose any vertex r ∈ V (T ) \L (T ) . Since p 3 and p 2 are expressed as the sum of the contributions of edge-weights, the functions p r 1 and p r 2 can be defined and we have:
Let T (∆, k) be defined as above. We have:
Determining of Φ T 32 is much more complex problem. Let us start with the simplest case: Proposition 2.6. Φ T 32 (2) = 1. Proof. The tree with maximum degree 2 is a path. Denote by P n the path on n vertices. It holds that p3(Pn) p2(Pn) = n−3 n−2 and therefore
.
Hence, it can be defined:
Note that k = 1 on the right hand-side implies that we observe f (m) . Now, we shall prove several auxiliary lemmas:
Proof. Recall that the number of paths of length 3 with a middle edge uv is (d (u) − 1) · (d (v) − 1) and that the number of paths of length 2 with middle vertex v is d(v) 2 . Hence
Choose any vertex r ∈ V (T ) of degree ∆. Since p 3 and p 2 are expressed as the sum of the contributions of edge-weights, functions p r 1 and p r 2 can be defined and we have:
First, let us prove that
It is sufficient to prove that for each T ∈ T (∆, 2) it holds that:
Denote by l the leaf for which the observed ratio obtains its maximum and let lv 1 v 2 . . . v q (v q = r) be a path from l to r.
It is sufficient to prove that
Denote by T (x 1 , . . . , x k ) a tree such that the following hold: 1) There is a distinguished vertex r ∈ V (T (x 1 , . . . , x k )) of degree x k + 1 such that all leaves are at distance k from r 2) Let lv 1 . . . v k−1 r be a path from any leaf l to v. Then, d (v i ) = x i + 1 for every vertex v i .
We have: 
We have which proves the claim.
Denote
Proof. First, let us prove that Γ (m) ≥ m m+1 . It is sufficient to prove that
i.e. that Simple calculation shows that
Now, let us prove that Γ (m) ≤ m 3/2 m+1 . It is sufficient to prove that for each (x 1 , x 2 , x 3 ) ∈ X, it holds that:
Note that
Hence,
This proves the Lemma.
Let us prove:
Lemma 2.10. Let k and m ≥ 2 be positive integers and r real number such that m m+1 ≤ r ≤ m 2 , and k ≥ 2. Then max t1,t2,...,t k ∈{1,...,m}
Proof. We prove the claim by induction on k. First suppose that k = 2. It is sufficient to prove that Otherwise,
In order to prove that ( * ) is increasing in t 1 , we need to prove that
but this is equivalent to
Therefore, ( * ) is increasing in t 1 , and Note that this last relation can be rewritten as
From (2.1) , it follows that S 1 is a non-empty set. Let S 2 be the set of sequences in S 1 which have one of the following two properties: 1) There are no entries from [r, m and all ms are located at the end of the sequence; 2) There is a single entry from the set [r, m ; there is no m before this entry and all entries after this one are equal to m.
Let us prove that S 3 is non-empty. Let (b 1 , . . . , b k2 ) ∈ S 2 . Let i be the first entry greater or equal r (note that at least b k2 = m ≥ r). If i = k 2 , then (b 1 , . . . , b k2 ) ∈ S 2 , hence suppose that i < k 2 . In order to prove that
The first square bracket is non-negative because it is the product of two non-negative numbers. From Lemma 2.9 it follows that m m+2 ≤ r ≤ m 2 and then from Lemma 2.10, it follows that the second square bracket is non-negative, so S 2 is non-empty. Let c = (c 1 , . . . , c k2 ) be an element of S 2 with the following properties:
1) c has the least number of entries smaller then r; 2) Among all the elements of S 2 with the same number of entries smaller then r, c is the shortest sequence.
Note that all these entries are at the beginning of the sequence. Hence, assume that c 1 , . . . , c j are smaller then r and c j+1 , . . . , c k3 are larger then r. Distinguish two cases:
Because of the minimality of (c 1 , . . . , c k3 ) , it follows that
We have:
which is a contradiction. SUBCASE 1.2: j ≤ 2. If k 3 = 2, then c 2 = m and
hence (c 1 , m, m, m) ∈ S 1 . If k 3 = 3, then c 3 = m and
hence (c 1 , c 2 , m, m) ∈ S 1 . If k 3 > 3, then c 3 ≥ r and all entries after c 3 are equal to m.
Hence, in any case there is an element of S 1 of the form c =
3) can be rewritten as
≤ {inequality between arithmetic and geometric mean} ≤ ≤
which is a contradiction.
In this case h (c 1 , c 2 ) > 0, hence f (c 1 , c 2 ) > Ψ (m) ≥ g m (c 1 , c 2 , m) ,i. e. c1c2 c1
In order to obtain a contradiction, it is sufficient to prove that
hence it is sufficient to prove that
This is equivalent to c 2 1 c 2 m + c 2 2 m ≥ c 1 c 2 2 ,which obviously holds. Hence, a contradiction is obtained.
From Lemmas 2.7 and 2.11, our main result follows:
This Theorem is very useful, because the number Ψ (∆ − 1) can be determined in ∼ ∆ 2 operations. The program for calculating the function Ψ is produced and 
It can be easily seen that all of these functions are infinitely differentiable. Also, using Mathematica, it can be verified that they have at most two stationary points (null-points of the first derivation). Let h : [1, m] → R be an infinitely derivable function: 1) with no stationary points -then MaxInt (h) = max {h (1) , h (m)} ; 2) with one stationary point x -then
3) with two stationary points x and y -then
Hence, in order to determine the Ψ (m) it is sufficient to check at most 
From the proof of the Lemma 2.11, it follows that x1x2 x1 + x2x3 x1x2 + x3m x1x2x3 + 1 x1x2x3 · m 2 m−1
and the claim follows.
The behavior of this function on its boundary is described by the following theorem: 
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