Power quality monitoring has evolved from device-specific analysis of an event to system-wide benchmarking and reporting.
THE NEED FOR IMPROVED AWARENESS
While the 2003 blackouts in Europe and America brought media attention to power quality and reliability, the need for increased awareness of the state of the grid has been growing for much longer and with much less dramatic symptoms. As new distorting loads are added, system total harmonic distortion (THD) increases, degrading the life of both industrial and consumer hardware and approaching fuse limits. Rapid voltage changes (Flicker) at the edge of human perception lead to eye strain and reduced worker productivity. And an immediate cost is borne by the economy, where the U.S. Department of Energy estimates that "power outages and power quality disturbances cost the economy from $25 to $180 billion annually. There are also operational problems in maintaining voltage levels." [1] In Europe, total cost of power quality has been estimated at over 150 B€ [2] .
If this economic loss is to be reduced, we must first understand the state of the grid today. To gather the necessary intelligence, a Wide-Area Power Quality analysis (WAPQ) system uses power quality monitors distributed throughout the grid to monitor, record and in some cases alarm on power quality phenomena. While this level of monitoring is useful for a minute-to-minute operational view, system software is required to deal with the volume of data and convert it to actionable information.
In addition to the information obtained on overall grid status, a WAPQ system improves the ability of power quality departments to respond to customer complaints. Portable or temporarily installed power quality monitors have been used for this analysis in the past. When the problem observed by the customer was caused by a quasistationary and persistent condition, such as harmonics, or by periodic events, such as line-switching or motor start-up, installing a portable PQ monitor and evaluating its data would provide the necessary information to the customer. This approach, however, is not effective for spurious events which may not repeat after the installation of the portable device. Without information on these events, it is not possible to evaluate the source of a problem or the potential damage such an event may have caused to equipment.
WAPQ systems can be effectively used to address one or more of three main needs: Standards compliance, System reliability improvements, and Customer satisfaction.
Standards Compliance
Compliance reporting against an established standard allows for a simple view of system performance. For each PQ parameter, a Yes/No or Pass/Fail indication can be generated, making evaluation easy and efficient ( Figure 1 ).
Some of the commonly used standards are:
EN50160 with IEC 61000-4-30
The EN50160 [3] standard provides a statistical model for evaluating power quality compliance against the following phenomena: supply voltage, frequency, flicker, sags, swells, long and short interruptions, harmonic distortion, interharmonic distortion and voltage unbalance. It is important to note that EN50160 does not define how the parameters themselves are measured. A standard such as IEC 61000-4-30 [4] should be used so that all parties involved can have confidence in the results, and so that all compliant monitors in the system will produce the same results when observing the same signal. 
SARFI
The System Average RMS Frequency Index, or SARFI, can be used to count the number of times that system RMS voltage drops below or exceeds an established threshold, expressed as a percentage of nominal voltage.
Potential problems: Data Integrity -planning for late or lost data
A common misconception of permanently installed systems is that all data will be returned to the master software. However, communications may be interrupted by planned maintenance, damaged or disconnected media, interruptions in the 3 rd party network (telco or WAN), or the removal from service of a PQ monitor.
To deal with the reality of lost data, system indices (SARFI, etc) should be weighted to include the number of monitors reporting. For late data, ensure that the system is designed to poll the database immediately prior to running a scheduled report so that as much valid data as possible is included. For any system, communications diagnostics at the server level will both identify problems within the system and provide confidence in the data being reported.
System reliability improvements
For system reliability improvements, the pass/fail indications sufficient for compliance reporting will not provide information early enough to affect results. System trending of PQ parameters, real-time alarming, and postevent analysis may all be used to provide information and justification for reliability improvements.
System Trending
By recording and trending the underlying PQ values themselves, rather than merely the pass/fail indication, users may determine whether the system is static, improving or declining. If system trending is implemented, measures may be taken that can prevent future failures by delivering performance metrics that indicate increasing risk. Examples include high levels of electrical harmonics that can adversely effect normal equipment operation, or a load trend that shows the possibility of a circuit being overburdened if more equipment is added. A concise view of the grid can be obtained using a combination of compliance pass/fail information and trend data ( Figure 2 ). System trending provides an opportunity for preventative action but introduces an additional requirement for the system software. Unless designed into the system, planned outages will bias the statistical trend. A data aggregation algorithm must be developed so that these events are not overemphasized. If the values being obtained by the PQ monitors are not flagged, the trend will be biased by the worst values during an outage. For example, an outage will cause the 10-minute parameters such as voltages and harmonics to be significantly different from their normal steady state values, invalidating the statistically summarized data.
Therefore, a filtering mechanism is needed to exclude invalid 10-minute data from being considered for the statistical reduction process. The obvious solution is to adapt an approach similar to the IEC 61000-4-30 flagging concept whereby the value under consideration, for example flicker, should be excluded from evaluation against the flicker threshold if it was logged in an interval which experienced a voltage sag, swell or interruption (Figure 3) . 
Post-Event Analysis
Further improvements to system reliability may be obtained through detailed post-event analysis. This procedure is similar to that used with portable devices with two notable advantages: the system is always in place (so that all events are captured) and event aggregation intelligently reduces the number of data points to analyze.
Post-event analysis can be used to determine the root cause of the power quality event and to provide recommendations to avoid similar events in the future. An estimation of equipment damage and recommendations for upgrade or maintenance can also be obtained.
To obtain maximum benefit from post-event analysis, it is important to ensure that the system design includes monitors and software capable of recording and displaying both voltage and current waveform recordings. If both are available, the direction and often the cause of the event can be determined from the captured data.
Real-time Alarming
Implementing a Real-time alarming system helps utility staff easily keep on top of all active and passive distribution paths, simultaneously. It facilitates this through two complimentary methods of operational management:
Active. The system delivers a real-time "state of the grid" view at a glance. It provides comprehensive overview snapshots of the grid and detailed information at the substation and feeder levels. It can also "push" regular status updates to staff. Geographical views may also be used to observe the effects of PQ phenomena as they migrate throughout the system (Figure 4 ). Reactive. The system delivers immediate notification of critical conditions to the right personnel, wherever they are. Staff can respond quickly and trigger recovery strategy processes when, for example, a circuit nears critical limits, excessive heat is sensed, or when equipment or circuits fail. Key data is logged to enable users to perform root cause and fault analysis, pinpoint the causes and effects of an anomaly, fix the problem and keep it from happening again.
Event Aggregation
Event aggregation is a necessary component of a WAPQ system in which large numbers of PQ monitors are being used. In these environments system events will be detected by multiple monitors, leading to an avalanche of data from which it is difficult to extract useful information. Event aggregation is an automated method that reduces the number of events requiring analysis by linking related events in the database and displaying only a single representative event.
The simplest method of event aggregation is temporal aggregation, where any event within a specified time of the first detected event is aggregated with that first event ( Figure 5 ). The time window is typically 60 seconds, based on results from EPRI's Distribution Power Quality report. When aggregated, the most severe event is chosen for display. The choice of which event is most severe is typically based on either the largest deviation from nominal voltage, or on the event representing the largest energy loss. However, this form of aggregation can miss important information.
Consider a voltage sag that is 75% of nominal. As loads are dropped during the sag, it is possible that a swell will immediately follow that rises to 115%. Temporal-only aggregation will link both events in the database but will display only the 70% sag, as it represents the higher deviation from nominal. In this case valuable information is missed, as the 115% swell may cause more severe equipment damage but is 'hidden' within the system, invisible to the operator. Prague, 8-11 June 2009
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If this is a concern, consider an aggregation method where temporal aggregation is used but where sags and swells may not be combined ( Figure 6 ). This would result in two events within the system; a 25% sag event and a 15% swell event. Any additional sags or swells within the first 60s would be included in the two aggregated events. 
Customer satisfaction and competitive advantage
To improve customer satisfaction, and thereby gain competitive advantage, system trending, post-event analysis and real-time alarming as described above can all be provided as value-added services.
Additionally, a WAPQ system introduces the opportunity for establishing performance-based rates. Once a utility understands the capability of its transmission and distribution network, a performance guarantee may be established with the customer in return for a premium surcharge. Performance criteria can also be established on the customer's side, for example a requirement can be imposed on the customer to keep below certain limits of current harmonic distortion. The establishment of these rates allows both the utility and the customer to recoup costs associated with poor power quality.
SYSTEM DESIGN FOR MULTIPLE APPLICATIONS
Once the features for the initial requirement of the WAPQ system have been specified, complementary applications may be identified using a matrix similar to the one shown in Table 1 . If the initial requirement is for PQ compliance monitoring, Table 1 shows that if event-driven "push" communications requirements are added to the monitor specifications and a long-term trending requirement is added to the software specifications, minimal added cost will put all of the necessary features for performance-based rates in place. 
CONCLUSION
The first step in mitigating power quality problems is to understand regional system behavior through a permanently-installed, always-on wide-area power quality analysis system.
A wide-area power quality analysis system can provide valuable information to multiple departments within a utility. Whether the initial driver for implementation of such a system is compliance monitoring, system reliability or customer satisfaction, many of the infrastructure costs and information provided can be leveraged by a complementary application. For this reason it is prudent to examine all possible uses of the WAPQ system early in the design stage.
At this crucial point, a minimal increase in cost may result in a significant economic advantage. Identifying other stakeholders within the organization who could benefit from the information provided by the WAPQ system may provide a more comprehensive system with a higher return on investment.
