Cover automata were introduced a few years ago for designing a compact representation of finite languages. Our aim is to extend this notion to cover transducers for functions with finite domain. Given two alphabets Σ and Ω, and a function α : Σ * → Ω * of order l (the maximal length of a word in the domain of α), a cover transducer for α is any subsequential transducer that realizes the function α when its input is restricted to the set of words of Σ * having a length not greater than l. We study the problem of reducing the number of states of a cover transducer. We report experimental results, from an implementation using WFSC (Weighted Finite State Compiler), a Xerox tool for handling weighted finite state automata and transducers.
Introduction
Cover automata for finite languages were introduced by Câmpeanu et al. [4] . A cover automaton for a language L of order l (the maximal length of a word in L) is a deterministic automaton A such that L(A) ∩ Σ ≤l = L, where Σ ≤l is the subset of Σ * of words whose length is not greater than l. In this paper, we define the notion of a cover transducer for a function with finite domain as an extension of the notion of a cover automaton for a finite language. Given two alphabets Σ and Ω, and a function α : Σ * → Ω * of order l (the maximal length of a word in the domain of α), a cover transducer for α is any subsequential transducer that realizes the function α when its input is restricted to Σ ≤l .
Since covering generally reduces the size of an automaton [15] , it is of practical interest to be able to compute a minimal cover automaton for L (with respect to the number of states). It is shown in [4] that a minimal cover automaton can be obtained from any cover automaton for L by merging states according to a relation involving their right languages. Minimality (with respect to L) comes from the fact that a similarity relation on Σ ≤l [10, 9, 6 ] underlies the state relation (see [6] for a general study of similarity relations).
Several algorithms were designed for computing a minimal cover automaton [4, 5, 13] , either from a deterministic automaton recognizing L, or from an arbitrary cover automaton for L. The best algorithm currently known [13] is O(n log n) time and O(n) space. Our solution for cover transducers is less ambitious since it seems quite difficult to give a straightforward characterization of minimal cover transducers. We first discuss the relative merging power of different relations defined on the set of states of the initial cover transducer. We show that the relation on Σ ≤l that underlies the coarsest merging relation is not semi-transitive. Computing a minimal partition of the set of states according to this merging relation is therefore more complex than according to a similarity relation. We also show that the algorithm for minimizing a subsequential transducer [8] or a weighted deterministic automaton [14] can be adapted for reducing cover transducers. Our solution combines the construction of a prefix transducer [1] and the computation of a minimal cover automaton. We discuss the power of this technique and we report experimental results obtained using Xerox tools for creating and manipulating finite state automata and transducers: XFST [11, 2] for the unweighted case, and WFSC [12] for the weighted case.
Our algorithm was run on acyclic transducers with several hundred states and the analysis of the state reduction enlightens the interest of cover transducers for handling dictionaries.
Useful definitions concerning automata, cover automata and transducers are recalled in the following section. Basic tools for the study of cover transducers are introduced in Section 3. Relations for reducing a cover transducer are compared in Section 4 (merging relations) and in Section 5 (similarity relations). Reduction via the minimization of a cover automaton is studied in Section 6. Section 7 reports on implementation aspects and presents an analysis of experimental results.
Preliminaries

Automata
The reader is assumed to be familiar with automata theory [17] ; here we just introduce some notation. Let A = (Σ, Q, q s , Q + , ·) be a deterministic automaton on the alphabet Σ, where Q is the finite set of states, q s ∈ Q is the initial state, Q + is the set of final states and the transition function, denoted by ·, 
Cover automata
A relation ∼ over Σ ≤l is semi-transitive if and only if for all x, y, z in Σ ≤l such that |x| ≤ |y| ≤ |z|, the following implications hold: x ∼ y and y ∼ z ⇒ x ∼ z, and x ∼ y and x ∼ z ⇒ y ∼ z. A reflexive, symmetric and semi-transitive relation is a similarity relation. Let L be a language of order l. Let x and y be two words of Σ ≤l and
The words x and y are said to be similar with respect to L (we write x ∼ L y) if and only if for all t in Σ ≤k the equivalence xt ∈ L ⇔ yt ∈ L holds. The relation ∼ L is a similarity relation [10, 9] . A cover automaton [4] for a language L of order l is a deterministic automaton
minimal number of states among the cover automata for L. Let C be a cover automaton for the language L of order l and Q be its set of states. The height of a state q is height(q) = l − level(q). Two states p and q of Q such that h = min{height(p), height(q)} can be merged according to the relation
Since A is a cover automaton for L, the relations ∼ C and
A general study of similarity relations over the set Σ ≤l can be found in [6] . Let ∼ be a The relation ∼ L being a similarity one, there exists a (not necessarily unique) minimal cover automaton for L. It should be noted that minimality is defined with respect to the language L. On the other hand, given a cover automaton C, a minimal one, denoted by C(C) in the sequel, can be computed by merging states, according to the following theorem. 
Subsequential transducers
Subsequential transducers [16, 7, 3 ] are a relevant model for studying functions with finite domain. A subsequential transducer is a tuple S = (Σ, Ω, Q, q , i, t, ·, * ) where: -Σ (resp. Ω) is the input (resp. output) alphabet, -Q is the finite set of states and q ∈ Q is the initial state, -i ∈ Ω * is the initialization value and t: Q → Ω * is the termination function,
The transition (resp. output) function is extended to map Q × Σ * into Q (resp. Ω * ).
The set of final states of S is equal to the domain dom(t) of t. Therefore, by sake of simplicity, we do not include dom(t) in the tuple that defines S. A path is a finite sequence
A final path ends in q n ∈ dom(t). A successful path is a final path starting in
output, final) label of the path. A transducer is said to be trim if each state q ∈ Q lies on a successful path. A subsequential transducer S realizes a subsequential function S :
The order of a function α : Σ * → Ω * is the maximal length of a word in dom(α), the domain of α. The subsequential transducer S p is deduced from S by letting p be the new initial state and ε be the initialization value.
Two subsequential transducers S and S are said to be equivalent if they realize the same function.
Cover transducers: basic properties
In this section, we state the definition of a cover transducer as well as additional definitions and propositions that are particularly useful in the sequel.
The underlying language of S is the language L(A) recognized by A(S).
Given an automaton A and a transducer S such as A = A(S), we say that is S is the overlying transducer of A and we write S = T (A).
Definition 4. Let α be a function of order l. A subsequential transducer S is a cover transducer for α if for all
In the sequel, the restriction of the function S p to Σ ≤h is denoted by S h p . Note that, by construction, the underlying automaton A of a cover transducer for a function α of order l is a cover automaton for the language
. Let y and z be two elements of Ω * . The element z is said to be a prefix of y (z y) if there exists an element t of Ω * such that y = zt. The element t is denoted by z −1 y. Let E ⊂ Ω * . We denote by u∈E u the longest common prefix (lcp for short) of the elements in E.
Definition 5. Let S be a cover transducer for a function α of order l. Let p be a state of S.
We define the following longest common prefixes:
Lemma 6. Let S be a cover transducer and p be a state of S. The following relation holds:
λ S (p) µ S (p) = ν S (p, height(p)) ν S (p, height(p) − 1) . . . ν S (p, 0). Definition 7. Let S = (Σ, Ω, Q, q , i, t, ·, * ) be a subsequential transducer. The prefix transducer of S is the transducer P = (Σ, Ω, Q, q , i P , t P , ·, * P ) such that: -i P = iλ S (q ) and, ∀p ∈ dom(t), t P (p) = λ S (p) −1 t(p), -p * P a = λ S (p) −1 (p * a)λ S (p · a), ∀p ∈ Q, ∀a ∈ Σ.
Proposition 8. [7]
The following properties hold: -the transducers P and S are equivalent, -the underlying automata of P and S are identical,
The prefix transducer of S is denoted by P (S). In the following, we address both the general case when S is an arbitrary cover transducer, and the acyclic case when S realizes the function α. In the acyclic case, the following relation holds: ∀p ∈ Q, λ S (p) = µ S (p), and P enjoys specific properties due to the specific properties of µ S . Therefore λ S (resp. P) is rather denoted µ S (resp. M) in the acyclic case.
Merging relations
Let S be a cover transducer for a function α of order l. Our aim is to compute a reduced cover transducer. We first give a precise meaning to the notion of merging two states in a cover transducer.
Definition 9.
Let S = (Σ, Ω, Q, q , i, t, ·, * ) be a cover transducer for the function α of order l. Let p, q ∈ Q, p = q and q = q . We consider the subsequential transducer
We write F for F (S, p, q) if there is no ambiguity. By construction the state q is removed; every in-going transition (r, a, r * a, q) of q in S is replaced by an in-going transition (r, a, r a, p) of p in F , where r a ∈ Ω * is a parameter that will be fixed later. 
Notice that β depends on p and h and γ depends on q and h. Condition (ii) amounts to say that there exists a function G :
It implies that β is a prefix of ν p = ν S (p, h) and γ is a prefix of ν q = ν S (q, h).
Definition 12.
Let ≈ 0 be the relation on Q such that p ≈ 0 q is equivalent to the two following conditions:
Lemma 13. The relation ≈ 0 is coarser than the relation ≈ 1 .
Proof. We prove that p ≈ 1 q ⇒ p ≈ 0 q. We suppose that p ≈ 1 q. We set ϕ = Let us examine conditions for the relation ≈ 0 to be a merging relation in S. Clearly, merging two states p and q such that height(p) ≥ height(q) implies that each transition (r, a, r * a, q) in S be replaced by a transition (r, a, r a, p) in F (S, p, q) , with r a = (r * a)ν q ν −1 p . Indeed, it would be convenient to be able to extract the function H by dividing S h p by ν(p, h), but it is generally not possible since it would lead to divide S p by ν(p, h). Consequently it is necessary that ν p be a suffix of (r * a)ν q , for all u such that (r, a, u, q) is a transition in S. This condition is satisfied in particular when ν p is a suffix of ν q . Hence the definition: Definition 14. The relation ≈ S over Q is such that p ≈ S q is equivalent to the three following conditions:
We now prove that the relation ≈ S is a merging relation in S. The next proposition is a generalization of Lemma 17 in [4] that addresses the case of cover automata for a finite language.
Proposition 15. The relation ≈ S is a merging relation in S.
Proof. The reasoning is similar to the one in the proof of Lemma 17 in [4] . As a consequence of Definition 14 the definition of the output function of the transducer F (S, p, q) can be fixed by setting r a = (r * a)ν q ν
Let us first notice that since height(r) = l ⇔ r = q , we have q = q and thus q is a valid initial state for F . Given the initial path with input label x in S, we show that the corresponding path in F (that does not contain the state q) is such that
We have to prove that |F |(x) = α(x), which is equivalent to prove that |F |(x) = |S|(x).
If there is no prefix x 1 of x such that q · x 1 = q, then the path from q to q · x 1 in S is also a path in F . Thus |F |(x) = |S|(x). Otherwise, let x = x 1 x 2 where x 1 is the shortest prefix of x such that q · x 1 = q. Since q = q , x 1 is not empty. We set x 1 = x 1 a, with a ∈ Σ. The initial path with input label x 1 in S has an output label equal to (q * x 1 ) · (r * a). By definition of the output function , the initial path with input label x 1 in F has an output label equal to (q * x 1 ) · (r * a)δ. Therefore, it suffices to prove that
First, consider the case
Suppose that the statement holds for |x 2 | < l , with 0 < l ≤ l − |x 1 |, which implies l ≤ h. Consider the case |x 2 | = l . If there is no nonempty prefix y of
. Otherwise, let x 2 = yz where y is the shortest nonempty prefix of x 2 such that
Partitioning the set of states w.r.t. the relation ≈ S
We now show that the relation ≈ on Σ ≤l that underlies the relation ≈ S is not a similarity 
Since S is a cover transducer for α, the relations ≈ S and ≈ are such that p ≈ S q ⇒ (∀(x, y) | q · x = p and q · y = q), x ≈ y.
Lemma 17. The relation ≈ on Σ
≤l is not a similarity relation.
The merging relation ≈ S is based on a relation on Σ ≤l that enjoys no nice transitivity property. Consequently, finding a minimal partition of the set of states according to ≈ is a priori a more difficult problem than finding one according to a similarity relation. At the present time we do not know whether there exists an appropriate algorithm or not for computing a minimal partition according to the relation ≈.
Similarity relations
We now consider a very simple merging relation.
Definition 18. Two different states p and q are said to be similar (p ∼ S q) if the two following conditions are satisfied:
The merging relation ∼ S is underlied by a similarity relation ∼ on Σ ≤l and thus it can be computed efficiently.
Definition 19.
Let α be a function of order l. Let x and y be two words of Σ ≤l and h = l − max{|x|, |y|}. The relation ∼ on Σ ≤l is defined by:
Lemma 20. The relation ∼ is a similarity relation on Σ ≤l .
Proof. The relation ∼ is reflexive and symmetric. Let us show that it is semi-transitive. Let x, y, z be words of Σ ≤l such that |x| ≤ |y| ≤ |z|. We first check that x ∼ y and
Since |y| ≤ |z| and x ∼ y, we have α(xu) = α(yu). Consequently, α(xu) = α(zu).
Hence x ∼ z. The proof of the second relation (x ∼ y and x ∼ z ⇒ y ∼ z) is similar.
Since S is a cover transducer for α, the relations ∼ S and ∼ are such that p ∼ S q ⇒ (∀(x, y) | q · x = p and q · y = q), x ∼ y. Consequently finding a minimal partition of Q according to the relation ∼ S can be achieved by computing a minimal partition of the relation ∼ on Σ ≤l .
According to Proposition 8, the transducers P and S realize the same function. Thus P is a cover transducer for α and a relation ∼ P can be defined. The condition (ii) of Definition 18 is replaced by the condition P
The relation ∼ P is a merging relation in P and it is underlied by a similarity 859 relation on Σ ≤l . In the acyclic case, we consider M instead of P and the relation ∼ M instead of ∼ P . Our aim is to compare the relations ∼ S , ∼ P and ∼ M . We write ∼ 1 ≥∼ 2 if the relation ∼ 1 is coarser than the relation ∼ 2 and ∼ 1 =∼ 2 if the relations ∼ 1 and ∼ 2 are incomparable.
Relative merging power of the relations ∼ S , ∼ P and ∼ M
We compare the power of the relations ∼ S and ∼ P in the general case, and the power of the relations ∼ S and ∼ M in the acyclic case. We also consider the restriction∼ S (resp. ∼ P ,∼ M ) of the relation ∼ S (resp. ∼ P , ∼ M ) to the set Q ∆ defined as follows. For all
The connection with the equivalence relation ≡ S used for minimizing a subsequential transducer [8] is the following. By definition, we have p
and that the relation ≡ P is thus coarser than the relation ≡ S . On the opposite, we show that the relations ∼ S and ∼ P are incomparable. The reason is that the prefix λ S (p) is computed on the set Σ * , whereas similarity of p and q is checked on the set Σ ≤h . Therefore there may exist two states p and
This explanation is made more precise by the following lemmas and proposition.
Lemma 21. The following implication holds:
Lemma 22. The following assertions hold:
Proposition 23. The following properties hold:
1) The relations ∼ S and ∼ P are incomparable.
2) The restrictions∼ S and∼ P are incomparable.
3) The relations ∼ S and ∼ M are incomparable.
4)
The relation∼ M is coarser than∼ S .
We now show that
Since it is possible to have simultaneously p ∼ P q and λ S (p) = λ S (q), (p ∼ P q ⇒ p ∼ S q) is not necessarily true for all q ∈ Q. We conclude that ∼ S =∼ P .
2) By Lemma 21, λ S (p)
ν S (p, h) and λ S (q) ν S (q, h). The comparison of the relations ∼ S and ∼ P does not depend on whether height(p) and height(q) are equal or not. Consequently, we have∼ S =∼ P . 860 
3) Let us check that
is not necessarily true for all q ∈ Q. On the other hand, proof of (p ∼ M q ⇒ p ∼ S q) is similar to case (2), using Lemma 22-4. We thus conclude that
Reduction via the minimization of a cover automaton
Let S be a cover transducer for a function α of order l. We are concerned here by computing a reduced cover transducer from S, through the minimization of the cover automaton associated either to the underlying automaton of S or to the underlying automaton of the prefix transducer of S (that is P for the general case or M for the acyclic case). More precisely, given a cover transducer S, we consider the transducer R such that either R = S, R = P or R = M and we compute a reduced cover transducer U R according to the following scheme.
Proposition 24. Let U R be computed from R as follows: 1) Consider the underlying automaton A = A(R) The automaton A is a cover automaton for the language L
Then U R is a cover transducer for α and it has fewer states than S.
The proof of Proposition 24 is based on the two following lemmas. (1) There exists a path
Lemma 25. Let S be a subsequential transducer and
be the input (resp. output) label of the path π S . The function realized by S is such that: 
Power of reductions based on a minimal cover automaton
Given a cover transducer S and the relation ∼ S , we define the associated relation ∼ A(S) on the set of states of the underlying automaton A(S). Let Q be the set of states of S and height(q) be the height of q in S. By convention, we set height A(S) (q s ) = l + 1 and height A(S) (q t ) = −1 so that, for all q ∈ Q, height A(S) (q) = height(q). Let p and q be two states of A(S) such that h = height A(S) (q) ≤ height A(S) (p).
Definition 27. The relation ∼
Since q t is the unique final state, for all q = q t , we have q t ∼ A(S) q. On the other hand, the state q s · (ε, i) = q is not final whereas for all q = q s , the state q · (ε, i) is either not defined or final. Hence, for all q = q s , we have q s ∼ A(S) q. Consequently, ∼ A(S) can be considered as a relation on Q.
We consider the transducer R with either R = S, R = P (general case) or R = M (acyclic case). The relations ∼ A(P) and ∼ A(M) are defined in the same way as the relation ∼ A(S) . We first compare the relations ∼ A(R) and ∼ R , for R = S, R = P and R = M. Then we compare the relations ∼ A(S) and ∼ A(P) (general case) and ∼ A(S) and ∼ A(M) (acyclic case) as well as their restrictions to Q ∆ .
Proposition 30 is similar to Proposition 23. Its proof is based on the following lemma.
Lemma 29. The following assertions hold: 2) The restrictions∼ A(S ) and∼ A(P) are incomparable.
3) The relations ∼ A(S) and ∼ A(M) are incomparable. 4) The relation∼ A(M) is coarser than∼ A(S) .
According to Proposition 28-1, a relation defined on a transducer is coarser than the associated relation on the underlying automaton; thus the technique based on the minimization of a cover automaton is only an approximation for the problem of reducing a cover transducer.
However, as a corollary of Proposition 28-2 and Proposition 30-4 it turns out that it is relevant to use the prefix transducer of S for solving the acyclic case. Indeed, the acyclic case is the only one where the restriction to Q ∆ of the transducer relation is not coarser than the restriction of the corresponding automaton relation. Moreover, the relations ∼ A(S) and ∼ A(M) being incomparable, and the restriction∼ A(M) being coarser than the restriction ∼ A(S) , it can be expected that ∼ A(M) has a better average reduction ratio than ∼ A(S) .
Experimental results
The scheme described by Proposition 24 was implemented using the Xerox tools for creating and manipulating finite state automata and transducers: XFST [11, 2] (unweighted case), and WFSC [12] (weighted case). A command was developed that combines the construction of a prefix transducer according to the algorithm of Béal and Carton [1] , and the computation of a minimal cover automaton according to the algorithm of Körner [13] . Given an acyclic cover transducer S for the function α, this command computes the cover transducers T (C(A(S))) and T (C(A(P (S)))).
Numerous tests were carried out in the acyclic case, with the following features: the size of the input and ouput alphabets are identical and they rank from 2 to 5; functions are randomly generated; more than fifty percent of the states are final states. The respective reduction ratios of the cover transducers T (C(A(S))) and T (C(A(M))) (w.r.t. the order l of the function) are given by Figure 5 (a) and Figure 5(b) .
Two main observations can be made from these experimental results: first, the reduction ratio increases with the order of the function for both relations ∼ A(S) and ∼ A(M) ; secondly, the reduction ratio is significantly greater for the transducer T (C(A(M))) than for the transducer T (C(A(S))): hence we check that the relation ∼ A(M) has a better average reduction ratio than the relation ∼ A(S) .
Conclusion
The notion of a cover transducer for a function with finite domain can be defined following the notion of a cover automaton for a finite language. The problem of reducing a cover transducer is, however, not as simple. On the one hand, merging relations have no nice transitivity property and the computation of a minimal partition is thus difficult. On the other hand, using finer similarity relations and a technique based on minimizing the underlying cover automaton yields an approximation that is only relevant for the acyclic case.
