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Abstract 
The main part of the paper (Section 3) provides an overview of case studies based on stochastic programming models 
in which reality of incomplete information about distribution of random parameters is clearly accepted and treated. Also, 
several techniques of scenario generation are surveyed in this context. 
Basic ideas of various approaches to stochastic programming models under incomplete information are briefly 
explained on illustrative examples in Section 2. 
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1. Introduction 
The general formulation of stochastic programming problems [37] 
maximize E (fo (x> 0) > 
subject to E{fi(x,o)} GO, i= 1, . . . . s, 
E{h(x,o)} = 0, i = s + 1, . . . ,s + Y, 
XEXCRrn, 
where o is random with support Q, with a known probability distribution P and the corresponding 
expectation E, X is a given closed set, fO: R” x D + Ru { - a} and f;. : R” x i2 + R are given 
functions, covers both static models and the multistage ones, models with probability constraints 
and those of penalty or recourse type. The existing theoretical results together with the progress 
in the field of numerical solution of stochastic programming problems [231 have resulted into 
special software packages and have opened the possibility to 
stochastic programs that capture both stochastic and dynamic 
problems. 
0377-0427/94/$07.00 1994 Elsevier Science B.V. All rights reserved 
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solve -successfully nontrivial 
features of real-life decision 
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The list of favorable application areas contains for instance 
-problems allied to the stochastic transportation problem, including stochastic vehicle 
stochastic networks and stochastic facility location problems, 
-water resources planning and management, 
-stochastic nutrition problem, 
-energy production and transmission, 
-production planning, 
-project scheduling, 
-inventory control, 
-financial problems including investment selection. 
routing, 
Using the related stochastic programming models in management and decision making assumes, 
however, that the input data (the analytical form of the functionsi, Vi, the values of deterministic 
parameters, the probability distribution P of random parameters, etc.) are known. Unfortunately, 
there are not many papers that report the full process of the model building and its application 
including the passage from the available data to the input needed for model implementation. One 
of the recent examples is the Russell-Yasuda model described in detail in [39]. 
We shall review here selected applications of stochastic programming that, quite realistically, do 
not pretend complete knowledge of P and assume instead that there is at disposal only a limited 
information about the probability distribution. The relevant theoretical background will be 
reduced to minimum with possible methodological approaches discussed briefly in connection with 
examples in Section 2; for details see survey papers such as [ 16,173. In connection with multiperiod 
and multistage stochastic programs we shall bring attention to several techniques that have been 
designed for generation of scenarios. 
2. Illustrative examples: the newsboy and the flower-girl 
The well-known newsboy problem can be stated as follows: A newsboy sells newspapers for the 
cost c each. Before he starts selling, he has to buy the daily supply at the cost p a paper. The demand 
is random and the unsold newspapers are returned without refund at the end of the day. How many 
newspapers should he buy? 
In the framework of stochastic programming, one assumes that the demand is random and the 
verbal description of the newsboy problem leads to the familiar mathematical formulation 
max [(c - p)x - cEp(x - w)+], 
X30 
(1) 
where c > p > 0 and E, denotes the expectation with respect to a known probability distribution 
P of the random (nonnegative) demand ct). The optimal decision is then 
x(P)= Ul-m(P), (2) 
where CI = p/c and u1 -,(P) denotes the lOO(1 - CL)“~ quantile of the probability distribution I’. 
In practice, however, the newsboy does not know the probability distribution P. He may base 
his decision on historical records, or on a few expert forecast-scenarios, he may use worst-case 
analysis, he should be interested in robustness of the optimal decision, etc. For instance, his 
decision based on independent identically distributed observed past realizations uv of o, 
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v= 1, . ..’ N, can be obtained as 
argrn;; 
[ 
(c-P)X-c/N i; (X-U”)+ 
v=l 1 (3) 
with the optimal solution x(P”), the lOO(1 - CC)“~ quantile of the empirical distribution PN. 
Applicability of this procedure depends on the available sample size N, in particular for ‘CX near 0 or 
1. With 0 < cr < 1, the empirical quantiles are asymptotically normal under quite general assump- 
tions and the quantile process can be bootstrapped to obtain an estimate of the variance; 
consequently, for N large enough, asymptotical confidence intervals for x(P) can be constructed 
[36]. Any additional knowledge about the rules that influence the changes of demand can be in 
principle incorporated into this procedure to improve the performance of the obtained solution; for 
instance, the distribution used in (3) can be modified to take into account possible interdependences 
or trends in the past data. 
Alternatively, the newsboy can confine himself to a parametric family of probability distribu- 
tions, estimate its parameters from the sample and apply formula (2) for the obtained probability 
distribution P#. If he was right in his choice of the family (and this assumption seems to be the 
stumbling block of the approach), parametric analysis plus statistical inference or the worst-case 
analysis with respect to the parameter values can be used to obtain a relationship between the true 
x(P) and the obtained x(P”). A very detailed treatment of the normally distributed demand with 
a known variance and unknown mean value is given in [24]. The author focuses at a linear 
minimax decision rule that exploits information contained in the past records. 
Known (or estimated) range and moments of P in connection with the minimax approach can be 
used to obtain lower and upper bounds L and U on the optimal value of the objective function in 
(1): one considers a family of probability distributions, say 9, described by the moments values and 
solves the problem for the “worst” and the “best” distribution of the family. The bounds 
L(P) = maxmin[(c - p)x - cEp(x - o)+], 
x30 Pt.9 
(4) 
U(P)=maxmax[(c-P)x-ccE,(x-co)+] 
X30 Pt.9 
have the property 
(5) 
L(.P) < max[(c - p)x - cE,(x - o)+] < U(P) VPEY, 
X>O 
and, with respect to the chosen family 9, they are tight. The result depends, of course, on the choice 
of 9. If (for the chosen family 9) the difference between L(P) and U(P) is too large, the news- 
boy should try to collect an additional information about the distribution of demand. For more 
details on the minimax approach see, e.g., [13-161 and for its application to this example see 
[13, 141. 
Without any historical records, the newsboy might base his decision on experts’ estimates of 
“low” and “high” demand (we can relate these values to the given range of P), augmented perhaps 
by subjective probabilities of these outcomes or by a qualitative information such as ranking 
probabilities of the outcomes. In the former case, he solves (1) for the corresponding discrete 
distribution P and, naturally, he gets interested in the robustness of the obtained decision, its 
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sensitivity on the occurrence of another outcome (scenario), etc. In the later case, the available 
qualitative information can be used to define the family P needed for the worst-case analysis [S, 61. 
The JfEower-girl problem was derived [7] from the newsboy problem by allowing stocking of 
unsold goods for one day: 
A flower-girl buys roses at p and sells at c. She has to buy roses before she starts selling. Flowers 
left over at the end of the day can be stored and sold the next day, when she starts selling the old 
stock. The roses cannot be carried over for more than one additional day at the end of which they 
are thrown away. 
The flower-girl problem is a relatively simple multistage problem, with the number of stages 
equal one plus the number of days for which the flower-girl continues selling roses without any 
break. 
Assume first, that the flower-girl works continuously for two days only and denote by x1, x2 the 
amount of roses purchased before the first and second day, respectively; ol, o2 the random 
demand on the first and second day, s1 the stock left over for the second day and z2 the amount of 
roses thrown away at the end of the second day. With known independent probability distributions 
Pi, P, of ol, 02, the problem is 
where an abbreviated notation Ei is used for the expectation with respect to Pi and Ql (xl, ol) is the 
maximal profit obtainable on the second day as a result of the first-day decision xl and the 
observed demand ol: 
QI(xI,~ = max[ql(sl): s1 b xl - q, s1 a 01, (7) 
with 
CA) = maxC(c - dx2 + E2Q2(~2,w32U 
X,20 
and 
Q2(x2, s1,02) = max [ - cz2: z2 2 x2 + s1 - co2]. 
Z,>O 
= - c(x2 + s1 - w2)+. 
Except for the amount of the stock sr, the stochastic program (8) 
max[(c - p)x, - cE2(xz + s1 - 02)+] 
X,20 
has the form of the newsboy problem (l), so that the optimal solution equals 
X2(%~1) = Cwa(P2) - 4’ 
(the existing supply s1 should be increased up to u1 -,(P2)) and 
Ml) = (c - ~)Cui-#‘~) - 4’ - cE2Cmax(w.(P2)A - WI+. 
(8) 
(9) 
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Monotonicity of qi(si) implies that the optimal value of s1 in (7) is (x1 - ai)+ so that 
QI(xI,~I) = ~I((XI - WI+) 
Our problem is to find the optimal decision x1 of (6). A relatively simple but lengthy analysis that 
applies to independent random variables wl, w2 with known distributions P1, P2 on compact 
intervals [d,, Or], resp. [d2, DJ, implies that the optimal solution x1 lies between u1 _a (PJ + d, 
and Di. Its value depends on the specific form of P,, P,. If, for instance, PI = P,:= P is a discrete 
distribution concentrated at d with probability rcl and at D with probability rc2 = 1 - nl, we have 
to distinguish two basic situations: 
(a) For c - p - nlc < 0 we have u1 _,(P) = d and any point of [D, 2d] is an optimal solution if 
2d > D, 
XT = 
1 
2d if 2d < D and c - p - TL~C < 0, 
D if 2d < D and c - p - TC:C > 0. 
(b) For c - p - xlc > 0 we have u1 _JP) = D and the set of optimal solutions is [D, D + d]. 
The optimal second-stage solutions follow from the simple rule (9). 
It is easy to formulate the flower-girl problem for K > 2 days: 
maxI - P)X, + ~lQdxl~wdl 
XL>0 
(10) 
with Q1 (x1, so, ol) defined recursively according to the formula 
Qkbk, Sk - 1, ok) = max [ - czk + qk(Sk)l 
=k 3 Sk 
subject to 
z,‘>skpi -cc)k, z,30, sk>O, 
sk + zk 2 xk + Sk-1 - ok, 
where 
qkbk) = max c(c - Pb k+l + Ek+lQk+1(Xk+1,Sk,Ok+l)l 
&+I20 
and qK G 0, so = 0, z1 = 0, Sk = 0. However, this recursive or implicit definition of the objective 
function in (10) and the increasing values K require special solution techniques. Moreover, 
the assumption of a known joint distribution of the K-dimensional random vector 
w = (Wi,O2, . . . ) oK) will be fulfilled only in exceptional cases. The most extensively used approach 
is based on scenarios that follow from a discrete approximation of the true K-dimensional 
distribution based on the observed data or on experts’ forecasts. In such a situation, postoptimality 
and stability analysis with respect to the scenarios and their probabilities is crucial, perhaps except 
for the cases when prior bounds indicate sufficient robustness of the optimal value of the objective 
function with respect to possible changes of the input. 
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3. Selected case studies and the techniques employed 
We shall give a survey of case studies in which the incomplete input information was taken into 
account and numerical results were reported. The survey is organized according to the given level 
of the input information not according to the application areas. 
3.1. A given parametric family of distributions 
There is a group of stochastic programming models intrinsically connected with the assumption 
of a speci$c type of distribution of random parameters such as models with joint probability 
constraints and random right-hand sides that require quasiconcave distributions or models with 
individual probability constraints with random coejficients in the technological matrix. If the assump- 
tion that the distribution belongs to a specific parametric family is accepted, the problem of 
incomplete knowledge of distribution is transferred into a simpler problem of estimation para- 
meters of the assumed distribution. Depending on the availability and quality of the observed past 
data or of the obtained measurements, even this can be a difficult task and, moreover, the precision 
of the estimates influences the precision of results. 
In the majority of cases, the underlying multidimensional distribution is supposed to be 
multinormal. This assumption contributes to numerical tractability of the model and it is often 
consistent with models of multidimensional time series of observed data such as monthly inflows 
needed in stochastic models of water resources systems planning and management [20, 351. Also, 
for multinormal distribution of random parameters in the (linear) objective function, the optimal 
solutions of various expected utility maximizing problems are known to be mean-variance fJicient 
in the sense of the famous Markowitz approach to portfolio optimization (see, e.g., [22]). 
Work of Armacost and Fiacco [2] is probably the first one in which (for an individual 
probabilistic constraint) sensitivity on estimated variances of normal distribution was investigated 
and treated via parametric programming techniques. In case study [33], the authors developed and 
solved numerically the STABIL model based on one joint probability constraint. They were aware 
of imprecise estimates of covariances of the assumed multinormal distribution and tried to obtain 
an additional information about sensitivity of their result on the changes of these parameters 
through repeated runs of the program for changed values of correlations. The results indicated that 
robustness could not be expected. A similar approach, i.e., comparison of results obtained for 
different correlation matrices under assumption of multinormal or multigamma distribution was 
applied to a model of a flood control reservoir system in [34]. It is necessary to say that the nature 
of joint probability constraints is the main obstacle for application of more sofisticated postop- 
timality techniques or parametric studies. 
Another approach to the validation of obtained results is based on the idea to combine simulation 
and optimization techniques: In [20], historical monthly inflows are used to assess the correlation 
structure, to fit the probability distribution and to generate artificial time series of inflows by means 
of stochastic hydrology models. These artificial time series of inflows serve as an input of a simple 
simulation model of the performance of the screened water resources system consisting of four 
reservoirs and two additional control profiles. By the trial and error method, the simulation model 
provides an operating policy and the corresponding values of storage capacities for which the 
system fulfils constraints on minimal storages, flows and withdrawals in all periods for all runs of 
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the simulation model. As the number of runs of the simulation model was rather limited, reliability 
of the screened system was subsequently evaluated by means of a simple model with individual 
probability constraints on minimal storage in all periods based on the direct decision rule; we will 
briefly highlight the main ideas. 
For the sake of simplicity, let us consider single reservoir only and denote by si the storage at the 
end of the ith period, Pi the random monthly inflow, xi the release and ei the evaporation loss in the 
ith period. The continuity equation reads 
Si=eiSi-l +ri-Xi Vi. 
Using the continuity equation m times we obtain 
m-1 m-1 k-l m-1 k-l 
‘i = ‘i-m kvo ei-k - kzo Xi-k jgoei-j + k;. ri-k jFo ei-j, 
or, in a special case of fixed evaporation losses ei = e Vi and of a time independent operation policy 
Xi = X Vi, 
m-l m-1 
Si = Si-mem - x c ek + c ri-kek. 
k=O k=O 
For a fixed memory m and a prescribed lower bound li on the storage in the ith month, the 
probability constraint reads 
i 
m-l m-l 
P Siprnem -x c ek + c ri-kek > li 
i 
> p. (11) 
k=O k=O 
The goal is to find such value of storage s* that guarantees proper performance of the reservoir 
independently of the month i and the memory m (typically a number between 1 and 48) i.e., using 
Si-m = s*, the probability constraints (11) have to be satisfied for an arbitrary i and m. For li = 1 
Vi we get easily 
i [ 
m-l 
s* = max ePm x 1 ek + 1 - minUi,m(l - p) 
m k=O i 11 
with Ui,m(l - p) the corresponding quantile of the distribution of c:Zd ri-kck. The obtained value 
s* and the corresponding maximal manageable releases x* are compared with the initial values 
based on the simulation model. In case of large discrepancies, the operating policy and the storage 
value used in simulation model have to be revised and the whole procedure has to be repeated. 
In connection with the classical Markowitz mean-variance approach to portfolio selection one 
solves the parametric quadratic program 
maximize pTx - il xT I/x 
on a simple convex polyhedron under assumption that the mean values p and the variance matrix 
I/ of random returns are known and 2 is a positive parameter. 
Sensitivity of the optimal portfolio on the input values of p was studied via parametric pro- 
gramming in [3]. The impact of errors in mean values, variances and covariances on the optimal 
return of the obtained portfolio was investigated, e.g., in [S, 261: The portfolio optimization 
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problem was solved repeatedly with perturbed selected input parameters, ceteris paribus, and the 
cash equivalent loss was computed for each run. To describe the considered form of perturbations, 
denote by Y the original value of an element of p or V; the perturbed values of the parameter are 
generated according to the formula r(1 + kz) where z has a standard normal distribution and the 
parameter k is used to model the size of the error. The results indicate that the errors in mean values 
are more important than those in the second-order moments. 
3.2. Distribution-free worst-case analysis 
This corresponds to the case that the hypothesis of a specific type of distribution is not justifiable. 
Instead, the available quantitative or qualitative (distribution-free) information is used to specify 
a relevant class of distributions defined via fixed values of some moments, specific properties such 
as unimodality or qualitative judgements on probabilities, etc., so that the worst-case analysis with 
respect to this class of distributions can be applied; see Section 2 and [13-161 for illustrative 
examples. 
The nice real-life application of the minimax approach in [31] concerns determination of the 
optimal parameters of a super conducting power cable line. The partly known distributions of 
random parameters are described by their ranges and by fixed intervals that contain the mean 
values. According to their background, the random parameters are classified into two groups and 
the worst-case analysis is done separately for each group. The minimax and maximax bounds 
(compare (4) and (5)) for the considered class of distributions of the group of experimentally 
determined parameters were sufficiently narrow, whereas the result for the group of “economic” 
parameters shows great variability and a need for an additional input information. 
The worst-case analysis has been applied to project planning model in [28]. The problem is to 
take a decision on the minimal realistic completion time T of the given project. After the decision is 
announced and the proposal accepted, an eventual delay is penalized with 4 per time unit. The 
project is represented by a network whose arcs correspond to the planned activities the completion 
times of which are random. Accordingly, the total completion time of the whole project r is 
random, too. The corresponding stochastic programming problem with recourse reads 
min {T + qE,[z(o) - T]+}, 
T 
where P denotes the joint distribution of the vector w of random completion times of individual 
activities. This distribution is in practice hardly completely known. The PERT method models it 
via independent Beta distributions whose parameters are fixed according to the available experts’ 
information about the modes and ranges of the completion times. The worst-case analysis of [28] is 
based on solution of the problem 
minimize sup {T + qE,[z(co) - T ] ‘}, 
P E .? 
where 9 denotes the set of probability distributions whose marginals are unimodal with a given 
support and a given mean value. Notice that this specification of 9 matches up the heuristic 
assumption of Beta distribution. 
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For analyzing investment decisions in iron and steel industry in India, exploitation of stochastic 
linear program with simple recourse and with random right-hand sides (demands) and technolo- 
gical coefficients was considered in Cl]. To characterize these random variables, only their mean 
values and to an extent their variances could be assigned: hence, the worst-case analysis was 
applied to the corresponding class of distributions and completed by a simple analysis of the 
influence of changes in magnitude of the prescribed values of variances. 
In connection with capital budgeting, it need not be appropriate to estimate the distribution of 
cash requirements or of cash flows from the past data that were obtained under disparate 
circumstances. Instead of relying on ad hoc or subjective estimates of probabilities it is possible [S, 
61 to formalize qualitative probability statements of the management (e.g., “It is no less probable 
that the cash requirement lies in an interval I1 than in an interval 12”) through an information 
structure, to construct a class of distributions consistent with this information structure and to 
carry out the worst-case analysis with respect to this class. 
3.3. Distribution-free approaches based on observed past or sample data 
Assume at first that the data have been preprocessed in such a way that the random phenomena 
appear in the model in the form of independent identically distributed random vectors. This allows 
to replace the unknown probability distribution or the unknown density by an estimate such as the 
empirical distribution or a suitable estimate of density, respectively, the expectations or the 
quantiles by their sample counterparts and to solve the approximate stochastic program (compare 
(3)) for whose solution various asymptotic properties and error estimates can be obtained. This 
approach is applied in [25] to optimal power dispatch: The problem is modeled as a stochastic 
program with linear constraints and with a convex quadratic objective function. The simple 
recourse penalty term is assigned to the requirement that the generated power should meet 
precisely the random demand at each of the considered time intervals. Empirical data on the past 
demand are used to obtain kernel type estimates of densities exploited in numerical treatment of 
the problem. Due to the special form of recourse, explicit formulas for the objective function and for 
its gradients can be obtained and a standard nonlinear software can be applied. 
Stochastic linear programs with individual probability constraints and random right-hand sides 
can be transformed into linear programs in which the quantiles of the marginal distributions of the 
random parameters represent the distributional information. Using the empirical probability 
distribution based on observed or sample data is equivalent to replacing these quantiles by the 
sample ones. This idea is applied in [16, IS] to the classical stochastic programming model of 
reservoir design in which the random parameters are the monthly inflows. The goal is to decide on 
the optimal size of the reservoir (subject to constraints on water storage and releases), hence, it is 
important to get error bounds or confidence intervals for this random (sample based) value. Among 
different approaches discussed in [18], the nonparametric confidence interval for the modus ‘p* of 
the size of the designed reservoir which is based on an expert estimate v and on one sample (i.e., on 
the size of the reservoir qN that results from the model implementation with the sample quantiles 
obtained from the sample of size N) proved to be the most suitable choice, The form of the 
confidence interval 
wPN - MN - vl d q* d ‘PN + tlqP - VI} 3 1 - 2/(t + 1) 
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follows from the worst-case analysis with respect to the class of unimodal distributions; see, e.g., 
[21]. Further possibility would be to use bootstrapped quantiles to get repeated “observations” of 
the reservoir sizes and to construct the corresponding approximate confidence intervals. 
3.4. Scenarios and their generation 
Partly for the reason of their numerical intractability for general continuous distributions, the 
multiperiod two-stage problems and the multistage stochastic programming models are mostly 
based on scenarios. Scenarios can be taken for a discrete approximation of the underlying 
multidimensional probability distribution. To generate them it is natural to use historical data (if 
any) in conjunction with an assumed background model (cf. statistical hydrology models or the 
random walk hypothesis typical for financial models) and to apply a suitable estimation and 
simulation procedure. 
Very often there is only one one-dimensional random parameter with its evolution in the time 
periods or stages that serves as the underlying random phenomena that determines the values of 
other random coefficients: For instance, changes of the interest rates or yields on good grade 
securities are taken as the leading random factor in financial models, This direction was described 
and exploited already in [4]: One-year interest rates on good grade municipal bonds and an 
estimated distribution of their changes are used to forecast (conditional) changes in the 20 and 30 
years rates and to forecast the future yield curves. Scenarios correspond to a discrete approxima- 
tion of the obtained normal distribution concentrated at three points (suitably chosen quantiles). 
Yield curves are fitted for each branch of the obtained tree of scenarios and used to get the input 
coefficients of the designed BONDS model for that branch. 
In general, scenario generation consists of four steps: 
(1) choice of an appropriate stochastic process to be used for modeling the changes of the 
underlying random variable; 
(2) calibration of the model (estimation of the parameters) from data; 
(3) generation of scenarios using the calibrated model; 
(4) evaluation of the input coefficients for each of scenarios. 
This scheme has appeared in several recent papers: 
Historical data on long-term and short-term interest rates for government securities together 
with the random walk model of their changes are used to simulate logarithmic yield curves and, 
consequently, the corresponding empirical distribution of the terminal debt [12]. 
In [27, 381, the evolution of the term structure of interest rates is modeled by a diffusion process 
or by a discrete binomial process with parameters fitted to the observed data. For each simulation 
(sample path from the binomial lattice), the series of short-term forward rates are generated 
and used for computing the corresponding cashflows at every point of time, i.e., for evaluation 
of the input parameters needed for the two-stage multiperiod stochastic program of the network 
structure. The size of the solved problem is remarkable: it covers 360 time periods. The whole 
procedure is complemented by a sensitivity analysis with respect to the shift in simulated interest 
rates. 
Similarly in [9], a nonlinear constrained regression model is used to estimate the parameters of 
a chosen parametric discount function and, at the same time, to estimate the corresponding term 
structure of the forward rates in such a way that the difference between actual market prices of the 
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bonds and prices implied by the model is minimal. The short-term interest rate scenarios result 
then from Monte Carlo simulation based on a lognormal model with a mean reversion term that 
forces the simulated rates to stay within historically acceptable limits and they are used again to 
evaluate the coefficients of the stochastic programming model. 
The question of an appropriate stochastic process to be used in the first step of the procedure 
revives the problems mentioned in connection with a given parametric family of distributions. Two 
distribution-free procedures for generating forecasts (multidimensional scenarios) of the joint asset 
returns are suggested in [30]: For a model over T periods, scenarios can be generated by assessing 
equal probabilities to observed T-tuples of successive past joint asset returns. Another suggestion is 
to apply principal components analysis to reduce the dimensionality of the random vector and, at 
the same time, to preserve the correlation structure given by the historical data. Principal 
components are uncorrelated and their simulated values together with estimated scores are used 
for generating scenarios, i.e., for generating the future joint assets returns that enter the considered 
two-stage model for investment planning. 
The above mentioned procedures fail if there are no reliable historical data. Under such 
circumstances, scenarios and their probabilities are mostly based on experts’ forecasts (see, e.g., 
[29] in connection with power generation planning or [ 1 l] for financial models) and resistance 
and stability analysis of the obtained solutions is crucial. Paper [19] addresses some of the 
mentioned problems in the context of financial modeling. 
Scenario generation and the adjoined problems of stability and postoptimality belong definitely 
to the areas of stochastic programming that deserve a focused effort both from the theoretical point 
of view and implementation. The general strategy is also concerned with the number of scenarios to 
be employed because of the evident trade-off between the dimensionality of the resulting problem 
and the information preserved; see, e.g., [lo, 12, 321. 
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