Abstract. In this paper we study the existence, the optimal regularity of solutions, and the regularity of the free boundary near the so-called regular points in a thin obstacle problem that arises as the local extension of the obstacle problem for the fractional heat operator (∂t −∆x) s for s ∈ (0, 1). Our regularity estimates are completely local in nature. This aspect is of crucial importance in our forthcoming work on the blowup analysis of the free boundary, including the study of the singular set. Our approach is based on first establishing the boundedness of the time-derivative of the solution. This allows reduction to an elliptic problem at every fixed time level. Using several results from the elliptic theory, including the epiperimetric inequality, we establish the optimal regularity of solutions as well as H 1+γ, 1+γ 2 regularity of the free boundary near such regular points.
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1. Introduction 1.1. Statement of the problem. The primary objective of the present paper is the study of the thin obstacle problem for a degenerate parabolic operator
where X = (x, y) ∈ R n × R = R n+1 and t ∈ R. where ∂ a y U (x, 0, t) is the weighted partial derivative of U in y on {y = 0}, defined by We also impose initial and lateral boundary conditions U (X, t 0 ) = ϕ 0 (X) on D + , U = g on (∂D) + × (t 0 , T ), (1.3) obeying the compatibility conditions ϕ 0 = g(·, t 0 ) on (∂D) + , ϕ 0 ≥ ψ(·, t 0 ) on D, g ≥ ψ on ∂D × (t 0 , T ).
The conditions on D × (t 0 where the Dirichlet condition U (x, 0, t) = ψ(x, t), and the Neumann-type condition ∂ a y U (x, 0, t) = 0 are respectively satisfied. These two regions are separated by the set Γ(U ) def = ∂Λ(U ) ∩ (D × (t 0 , T ]) (free boundary), which is apriori unknown and may in principle have a complicated structure. Thus knowing the regularity properties of Γ(U ) is one of the primary objectives of the problem.
This type of boundary conditions go back to problems of Signorini type from elastostatics, see e.g. [12] , and typically arise in problems with unilateral constraints. In fact, if
is the constraint set of functions staying above the thin obstacle ψ (see Section 1.2 for the definition of spaces V a ), then we say that U ∈ K , with ∂ t U ∈ L 2 (D + × (t 0 , T ], |y| a dXdt), is a weak solution of (1.2)-(1.3) if it satisfies for a.e. t ∈ (t 0 , T ] the variational inequality (1.4)
An important motivation for studying the problem (1.2) is that it serves as a localization of the (nonlocal) obstacle problem for the fractional heat equation. More precisely, if u is a function on R n × (−∞, T ] with a sufficient decay at infinity, satisfying the obstacle problem see [19] , [22] , and also Section 3 in [6] . Thus, the obstacle problem (1.5) can be written in the form (1.2), thus localizing the problem. We further remark that the differential equation L a U = 0 is a special case of the following class of degenerate parabolic equations ∂ t (ω(X)U ) = div X (A(X)∇ X U ) first studied by Chiarenza and Serapioni in [10] . In that paper the authors assumed that ω ∈ L 1 loc (R n+1 ) is a Muckenhoupt A 2 -weight independent of the time variable t, and that the symmetric matrix-valued function X → A(X) (also independent of t) verifies the following degenerate ellipticity assumption for a.e. X ∈ R n+1 , and for every ξ ∈ R n+1 : λω(X)|ξ| 2 ≤ A(X)ξ, ξ ≤ λ −1 ω(X)|ξ| 2 ,
for some λ > 0. Under such hypothesis they established a parabolic strong Harnack inequality, and therefore the local Hölder continuity of the weak solutions. The differential equation in (1.2) is a special case of those treated in [10] since, given that a ∈ (−1, 1), the function ω(X) = ω(x, y) = |y| a is an A 2 -weight in R n+1 .
1.2.
Notations. We indicate with x = (x 1 , . . . , x n ) a generic point in the "thin" space R n . By the letter y we will denote the "extension variable" on R. The generic point in the "thick" space R n+1 = R n × R will be denoted by X = (x, y) with x ∈ R n , y ∈ R. Also, in many cases we will identify the thin space R n with the subset {y = 0} = R n × {0} ⊂ R n+1 . The points in the thin space-time R n × R will be denoted by (x, t) and the ones in the thick space-time either by (X, t) or (x, y, t).
Given r > 0, x 0 ∈ R n , X 0 ∈ R n+1 , t 0 ∈ R we denote B r (x 0 ) = {x ∈ R n | |x − x 0 | < r} (thin Euclidean ball)
B r (X 0 ) = {X ∈ R n+1 | |X − X 0 | < r} (thick Euclidean ball)
Q r (x 0 , t 0 ) = B r (x 0 ) × (t 0 − r 2 , t 0 ] (thin parabolic cylinder)
Q r (X 0 , t 0 ) = B r (X 0 ) × (t 0 − r 2 , t 0 ] (thick parabolic cylinder).
We typically drop centers from the notations above if they coincide with the origin. Thus, we write B r , B r , Q r , and Q r for B r (0), B r (0), Q r (0, 0), and Q r (0, 0), respectively. For a set E in the thick space R n+1 or the space-time R n+1 × R we denote
Thus, B ± r , Q ± r denote thick half-balls and parabolic half-cylinders, (∂B r ) + is a half-sphere, etc.
Given an open set D ⊂ R n+1 , we denote by W 1,2 (D, |y| a dX) the space of functions in L 2 (D, |y| a dX) whose distributional derivatives of order one belong to L 2 (D, |y| a dX). We endow such Hilbert space with the norm
For given numbers a ∈ (−1, 1), −∞ ≤ T 1 < T 2 ≤ ∞, and an open set D ⊂ R n+1 , we define
and equip such space with the norm
We will also use fairly standard notations for Hölder classes of functions C ℓ , ℓ = k + γ, with k ∈ {0} ∪ N and 0 < γ ≤ 1, as well as their parabolic counterparts H ℓ,ℓ/2 . We refer the reader to [11] for precise definitions.
We will also need the following weighted Hölder classes. For an open set D ⊂⊂ R n+1 + , K = D, and γ ∈ (0, 1], by C 1+γ a (K) we denote the class of functions f such that ∇ x f , |y| a ∂ y f ∈ C γ (K), equipped with the norm
The parabolic version of the space above for
Main results.
In the case a = 0, the problem (1.2)-(1.3) is the parabolic Signorini problem for the standard heat equation with results on the regularity of solutions going back to the works of Athanosopoulos [1] and Uraltseva [24] (see also [5] ). For a comprehensive treatment of this problem we refer to the work of three of us with T. To [11] , as well as to [21] . For an alternative approach to this and related problems we also refer to [3] . For the case a ∈ (−1, 1), a version of the problem (1.2)-(1.3) has been recently studied in [2] , where the authors used global assumptions on initial data ϕ 0 to infer quasi-convexity properties of the solutions, leading to their optimal regularity, as well as to the regularity of the free boundary near certain types of points. The approach that we take in the present paper is purely local, which is of crucial importance in the further analysis of the problem as it allows to consider the blowups at free boundary points, leading to their fine classification, see our forthcoming paper [7] .
We now state the main results in this paper. Since we are mainly interested in local properties of the solutions U of (1.2), as well as their free boundaries Γ(U ), we may assume that the domain D × (t 0 , T ] is a parabolic cylinder centered on a thin space-time, and by using a translation and scaling, we may assume
Throughout this paper for a given number a ∈ (−1, 1) we denote by κ 0 the number
where s = (1 − a)/2 ∈ (0, 1) is fractional power of the heat equation, in the corresponding obstacle problem (1.5).
Theorem I (Regularity of solutions). Let U be a weak solution to (1.2)-(1.3) in Q + 1 in the sense that the variational inequality (1.4) is satisfied. Assume also that ψ ∈ H 4,2 (Q 1 ). Then,
We explicitly observe here that the estimates above are purely local in nature and do not depend on the initial and lateral boundary data ϕ 0 and g, in contrast to the results in [2] . We also note that while the estimate in part (ii) is optimal in x variables, part (i) gives a joint regularity in (X, t) variables, which is necessary in compactness arguments.
To state our next result, we need to introduce the notion of regular free boundary points. Two equivalent definitions of such points based on parabolic and elliptic Almgren-Poon type frequency functions are given in Section 4, see Definitions 4.4 and 4.16 (as well as Lemma 4.17 for their equivalence). In more elementary terms, we say that (x 0 , t 0 ) ∈ Γ(U ) is regular if
) r κ 0 is bounded away from 0 and ∞. We denote the set of all regular free boundary points Γ κ 0 (U ) and call it the regular set.
Theorem II (Smoothness of the regular set). Let U be as in Theorem I. Then Γ κ 0 (U ) is a relatively open subset of Γ(U ) and is locally given as a graph
with g ∈ H 1+γ,(1+γ)/2 , after a possible rotation of coordinate axes in the thin space R n .
Concerning our approach, we stress that the one in the present paper differs in a significant way from that in [11] . Here, we make use of a crucial new information, namely that for a solution U of (1.2) we have that ∂ t U is locally bounded, see Theorem I. We mention that for the case a = 0 treated in [11] , this fact was first established by one of us and Zeller in [21] . The boundedness of ∂ t U allows us to consider, at every fixed time level t 0 ∈ (−1, 0], the elliptic problem (3.4) below for u(X) = U (X, t 0 ). Once this reduction is made, we use several results from the elliptic theory to establish our main results. Primarily, we take advantage of a monotonicity formula of Almgren type that improves on that in [9] (as it allows for a bounded, rather than Lipschitz, right-hand side). We also rely on a Weiss type monotonicity formula as well as the epiperimetric inequality in [15] .
While in this paper we restrict ourselves to the study of regular free boundary points, in the forthcoming paper [7] we take a more systematic parabolic approach to the classification of free boundary points based on an Almgren-Poon type monotonicity formula. In that paper we also prove a structural theorem on the so-called singular set of the free boundary with the help of Weiss and Monneau type monotonicity formulas.
The structure of the paper is as follows. In Section 2 we address the question of existence and uniqueness of local solutions to (1.2) . In Section 3 we prove Theorem I. In Section 4 we recall several results from the elliptic theory (such as a truncated Almgren-type monotonicity formula, the monotonicity of a Weiss-type functional, and an epiperimetric inequality), which we use to establish Theorem II. Finally, in the Appendix we collect some auxiliary results needed in the proof of Theorem I.
Existence and uniqueness of solutions
In this section, we address the question of existence and uniqueness of local solutions to (1.2) . This is the content of Theorem 3.4 in [2] , the proof of which crucially relies on regularity estimates for the corresponding nonlocal parabolic obstacle problem. Here we provide an alternative proof independent of such nonlocal regularity estimates, and which can possibly be of independent interest. For the sake of simplicity, throughout this section we will assume g = 0.
We first note that, by even reflection in the variable y, we can extend U to the whole Q 1 . Therefore, it suffices to consider questions of existence and uniqueness for the following problem (2.1)
. We also assume that the obstacle ψ be compactly supported in B 1 ×[−1, 0], and we indicate withψ a compactly supported extension of ψ to B 1 × [−1, 0] which is symmetric in y.
Throughout the paper we assume that ψ is at least of parabolic Hölder class H 2,1 (we will actually need H 4,2 for some results). This hypothesis implies that, if
Our first step consists in reducing (2.1) to the case of zero obstacle by introducing the function
Since U solves (2.1), we have in Q
We thus see that, if we letφ 0 = ϕ 0 −ψ, then the function V satisfies the following zero obstacle problem
. We next establish existence and uniqueness of solutions to the problem (2.3) by appropriately formulating it in the framework of variational inequalities of evolution, following the approach in [12] .
In the Hilbert space V a (B
, |y| a dX)), we introduce the closed convex subset
. We say that V is a weak solution to
, |y| a dXdt) and it satisfies for a.e. t the following variational inequality (2.5)
. We approximate (2.4) with the following penalization problem (2.6)
where F ε is a mollification of F and the penalty function β ε ∈ C 0,1 (R) is given by
Clearly, V ε is a solution to (2.6) if, and only if, it satisfies for a.e. t (2.7)
We explicitly observe that the characterization of (2.6) in terms of the variational inequality (2.7) crucially uses the convexity of ζ ε . For the existence of solutions to the penalized problem, we refer to Section 5.6 in [12] . It also follows immediately from the definitions that, for any v ∈ V a (B + 1 , −1, 0) and any subsequence ε j → 0 as j → ∞, one has (2.8)
We now proceed to show that if v ε j → v and ∂ t v ε j → ∂ t v weakly in V a (B + 1 , −1, 0) as j → ∞, and
We begin by observing that, thanks to [18, Theorem 2.8], the weak convergence of v ε j and ∂ t v ε j yields the strong convergence of
We then have
from which we infer
On the other hand, it follows from the strong convergence in L 2 (Q 1 ) that
which in turn gives
Hence, M (v) = 0 and consequently v ≥ 0 a.e. in B 1 . This yields the validity of (2.9). We have thus shown that the assumptions in Theorems 5.1 and 5.2 in [12] are satisfied. Hence, we can invoke such theorems to obtain the following existence and uniqueness result.
which is weak solution of (2.4). In addition, if V ε j is a solution of (2.6) for ε j → 0, then
Remark 2.2. In view of our discussion above, the corresponding existence and uniqueness result for the original thin obstacle problem as in (2.1) also follows.
Reduction to an elliptic thin obstacle problem and localized estimates
In this section we assume that the function U be a solution in Q + 1 to the variational problem (2.4) with zero obstacle but with possibly nonzero lateral boundary conditions. Throughout, we will indicate with
the coincidence set of U , and with Γ(U ) = ∂ Q 1 Λ(U ) its free boundary. On the righthand side we assume that F ∈ L ∞ (Q + 1 ) and ∂ t F ∈ L ∞ (Q + 1 ). We first establish optimal regularity estimates by reduction to an elliptic thin obstacle problem. Subsequently, we prove localized regularity estimates for the derivatives of U independent of the boundary conditions. Such local estimates are critical in the blowup analysis in Section 6 in [7] , where the structure of the singular set is studied. The reader should be aware that we will often pass from a problem in Q + 1 to one in Q 1 , while keeping the same notation for the data of the problem. Whenever we do so, we are thinking of having extended the relevant functions to the whole of Q 1 by even reflection in y. The same applies when we consider a time-independent problem in B + 1 and pass to one in B 1 . 3.1. Optimal regularity estimate. In this subsection we establish an optimal regularity estimate for U (·, y, ·) when considered as a function of (x, t). Such a result is analogous to that in Corollary 6.10 in [9] .
We start by establishing the local boundedness of U t . We mainly follow the approach [21] . For a small h > 0, consider the quantities
Claim: The positive and negative parts of U h satisfy
We use the weak formulation of the thin obstacle problem in terms of variational inequalities. Thus, if
, |y| a dXdt) and for a.e.
Then for a nonnegative η ∈ C ∞ 0 (Q 3/4 ) and ε > 0 we let
We next note that if τ > 0 is a small number such that τ η < ε in Q 3/4 , then v = U ± τ η ε ∈ K U and hence from (3.2) we will have for a.e. t ∈ (−(3/4) 2 , 0]
On the other hand, writing the variational inequality similar to (3.2) for the time shift
and hence, taking the difference, we obtain
Now, noticing that
we can infer
and passing to the limit as ε → 0, with the help of dominated convergence theorem, we obtain that for a.e. t ∈ (−(3/4) 2 , 0]
As the nonnegative test function η ∈ C ∞ (Q 3/4 ) was arbitrary, the above inequality implies that
Using a similar argument, we also obtain that
This establishes (3.1).
Once we have (3.1), by first applying the subsolution estimate in [10] , and then letting h → 0, we infer for some constant C = C(n, a) > 0,
). This proves the local boundedness of the time derivative of U .
With this information in hand, if we letF = U t + F , we infer that at each fixed time t, U (·, t) solves the following elliptic thin obstacle problem
The reader should bear in mind that for every t > 0 one hasF (·, −y, t) =F (·, y, t).
We now proceed with the proof of the optimal regularity estimate. Since for a given t 0 the functionF (·, t 0 ) is bounded, we are precisely in the improved situation considered in Theorem 6.1 and 6.2 in [8] (note that [9] instead requires a Lipschitz right-hand side) and hence from the results there, we can infer that U (·, 0, t 0 ) is in C 1,
at every time level t 0 . From this and an argument using cut-offs as in the proof of Lemma 4.1 in [9] , we conclude
for y < 1/2. Coupled with the boundedness of U t , this allows to conclude that U (·, y, ·) ∈ H 3−a 2 ,
3−a 4
for y < 1/2. To see this, we note that
From this
3−a 2 -order of approximation at every point, a standard argument shows ∇ x U ∈ H s,s/2 . This proves the optimal regularity estimate. We summarize all of this in the following.
Then for every y
We emphasize that the elliptic regularity in Theorem 3.1 is optimal because of the following prototypical function
see [15] . Suchv 0 is a global solution in B 1 of the problem (3.4) withF ≡ 0 (this corresponds to a problem with zero obstacle). Note that we havev 0 (x, −y) =v 0 (x, y),v 0 (x, 0) ≥ 0 in B 1 , and thatv 0 is homogeneous of degree
3.2. Localized regularity estimates. In this subsection we obtain localized Hölder estimates in (X, t) for ∇ x U and y a U y , up to the thin manifold {y = 0}. We assume that ∇ x F is bounded and that F y = O(y) in Q + 1 . More precisely, we suppose that for some K > 0 the following bounds hold
We note that (3.7) is satisfied by the functions F k in [7, Section 3] . Therefore, our regularity estimates in Theorem 3.2 below can be applied to situations such as those in [7, Sections 3 and 6] .
We proceed as follows. We first show that y a U y is continuous in (X, t) up to the thin set {y = 0}. Again, from [8] , it follows that, at every time level t, y a U y is Hölder continuous in X up to {y = 0}. For a more self-contained proof of this fact, we refer to Theorem 4.6 below. Now, recall the C 1+α a norm defined in (1.7). Given t 0 , let {t j } be a sequence of times converging to t 0 . Since for every j ∈ N, U (·, t j ) solves an elliptic thin obstacle problem with uniformly bounded right hand side, from the elliptic regularity results in [8] we infer that U (·, t j )'s are uniformly bounded in C 1+α a (B + 1/2 ) for some α > 0. By Ascoli-Arzelà we infer that, up to a subsequence, U (·, t j ) → U 0 in C 1+β a (B 1/2 ) for all β < α. Also, away from {y = 0}, since U is a solution to a uniformly parabolic PDE with bounded right-hand side, by the De Giorgi-Nash-Moser theory we have that U (·, y, t j ) → U (·, y, t 0 ) in {y > 0} pointwise, and this allows us to conclude that U 0 ≡ U (·, y, t 0 ). By the uniqueness of the limit, we can assert that the whole sequence U (·, y, t j ) → U (·, y, t 0 ) in C 1+β a (B + 1/2 ) for all β < α and this in particular implies the continuity of y a U y in the variable t up to {y = 0}.
Having established the continuity of y a U y , similarly to Section 4 in [11] , we now define the extended free boundary as follows.
, then thanks to the continuity of ∂ a y U , ∇ x U and U on {y = 0}, we have that at x 0 the following facts hold:
Keeping in mind both the fact that U (·, t 0 ) solves the elliptic thin obstacle problem with bounded right hand side, and (3.9), from [8] it follows (3.10)
In turn, (3.10) coupled with the boundedness of U t yields
Next, for (X, t) ∈ Q + 1/2 , let d(X, t) be the parabolic distance from the extended free boundary Γ * (U ). As in the case a = 0 analyzed in [11] , from the estimate (3.11) it follows in a straightforward way that
Since there are no points of Γ * (U ) in this set, we have two possibilities.
Thus, we can even reflect across {y = 0}. By scaling the estimate in Proposition A.3 and taking Remark A.7 into account, in view of (3.12) we obtain
If instead (ii) occurs, then (3.13) follows from the scaled version of the estimate in Lemma A.8. We now take points (
, and we have from (3.12)
From the scaled version of the estimate in Proposition A.3, or from Lemma A.8 (depending on whether U > 0 in Q d 1 /2 ∩ Q 1 or not), it follows that for β = min{ 1−a 2 , α}, with α as in (A.31) in Lemma A.8, the following holds
where in the last inequality, we have also used (3.14) and the fact that β ≤ 1−a 2 . Likewise, for γ = min{ 1+a 2 , α}, we find |y
We can thus finally assert that
up to the thin manifold {y = 0}, for some α 0 > 0. Using such Hölder regularity of ∇ x U, y a U y , and the boundedness of U t , we can at this point argue as in the proof of Lemma 5.1 in [7] , and conclude that the following W 2,2 type estimate holds for ρ < 1,
Taking the estimate (3.3) into account, from the above discussion and from (3.15), we finally obtain the following localized regularity estimates.
Theorem 3.2. Suppose that F satisfy the bounds in (3.7) for some K > 0. Let U be a solution to
Then the growth estimate as in (3.11) holds near any free boundary point (x 0 , t 0 ) ∈ Γ * (U ). Moreover, there exists α 0 ∈ (0, 1) such that U satisfy the following local estimate
Regular free boundary points
In this section we analyze the so-called regular free boundary points. We begin with the thin obstacle problem (1.2), where ψ ∈ H ℓ,ℓ/2 for some ℓ ≥ 4. In view of the reductions in [7, Section 3], (1.2) is in turn equivalent to analyzing the following global problem with zero obstacle,
where S
We now fix an extended free boundary point of U in (4.1) and, without loss of generality, we assume that it be the origin, thus (0, 0) ∈ Γ * (U ). We next consider the quantity
where
The following result is Theorem 4.8 in [7] .
Theorem 4.1 (Monotonicity formula of Almgren-Poon type). Let U solve (4.1) with F satisfying (4.2). Then, for every σ ∈ (0, 1) there exists a constant C > 0, depending on n, a, M and σ, such that the function
is monotone nondecreasing on (0, 1). In particular, the following limit exists
Definition 4.2. The limit κ U (0, 0) is called the parabolic frequency at (0, 0) ∈ Γ * (U ). By translation, we can likewise define κ U (x 0 , t 0 ) at every other free boundary point (x 0 , t 0 ) of U .
We recall the definition (3.6) of κ 0 . The following gap result states, in particular, that κ 0 is the lowest possible frequency, see [7 
We can now introduce the notion of regular free boundary points.
Definition 4.4. We say that (x 0 , t 0 ) ∈ Γ * (U ) is a regular free boundary point if the parabolic frequency κ U (x 0 , t 0 ) = κ 0 . We denote this set of such points by Γ κ 0 (U ) and call it the regular set of U .
4.1.
Results from the elliptic theory. We next recall some results from the elliptic theory that will be needed in our subsequent analysis of the parabolic problem. As before, let a ∈ (−1, 1). Given a function v ∈ W 1,2 loc (B 1 , |y| a dX)∩ C(B 1 ), for 0 < r < 1 we introduce the quantities
where σ indicates the standard n-dimensional surface measure on ∂B r , To simplify the notation, in the sequel we omit writing the measures dσ an dX in all the surface and volume integrals involved.
4.2.
An improved monotonicity formula. The elliptic Almgren type monotonicity formula in [9, Theorem 3.1] is valid under the assumption that the right-hand side be in C 0,1 (B 1 ). In our reduction of the parabolic problem (2.1) to an elliptic one, it is essential that we deal with a right-hand side which is only in L ∞ (B 1 ). This comes from the fact that our right-hand side contains U t , which by Theorem 3.2 is only bounded. We thus need an improvement of the above cited result in [9] , similar to that first proved in [17 
We now consider a solution v ∈ W 1,2 loc (B 1 , |y| a dX) ∩ C(B 1 ) to the following elliptic thin obstacle problem with zero obstacle,
We remark explicitly that, if we let Λ = Λ(v) = {(x, 0) ∈ B 1 | v(x, 0) = 0}, and denote by H n the n-dimensional Hausdorff measure in R n+1 , then a solution v to (4.13) satisfies the equation
This means that for every ϕ ∈ W 1,2 0 (B 1 , |y| a dX), we have (4.14)
where in the last integral the function ϕ must be interpreted in the sense of traces. We also define the free boundary in the following way
We now state a few results whose proofs in this generality can be found, for instance, in [8] and [15] .
Lemma 4.5 (Caccioppoli inequality). Let v ∈ W 1,2 (B 1 , |y| a dX) ∩ C(B 1 ) be a solution to (4.13). Then, there exists a constant C > 0 depending on n, a such that
In our subsequent analysis we also need the following Schauder type estimate.
Theorem 4.6. Let v be a solution to (4.13) with f bounded. Then, there exists α > 0 such that
. Proof. This essentially follows from the regularity results in [8] , but we nevertheless provide details for the sake of completeness, since such a result is not explicitly stated there. We first evenly reflect f and then let w be the solution to
Recall that, by uniqueness, we have w(x, −y) = w(x, y). Therefore, in view of Proposition A.3, for every γ ∈ (0, 1) we have w ∈ C 1,γ loc (B 1 ). By symmetry, it follows for x ∈ B 1 ∂ a y w(x, 0) = 0.
Thus, if we define u = v − w and ψ(x)= − w(x, 0), it is clear that the function u solves the problem
Since ψ ∈ C 1,γ loc (B 1 ) for every γ ∈ (0, 1), an application of Theorem 6.1 in [8] gives u(x, 0) ∈ C 1,s (B 1 ). Then, using cut-offs and an argument as in the proof of Lemma 4.1 in [9] , we can assert that lim y→0 y a u y ∈ C β (B 1 ), for some β > 0. Adapting the difference quotient argument in the proof of [20, Lemma 2.17], we can finally conclude that, for some δ > 0, ∇ x u, y a u y ∈ C δ (B + 1/2 ). Finally, since v = u + w, the desired conclusion follows. Lemma 4.9. For every r ∈ (0, 1) one has
Given δ ∈ (0, 1), we introduce the set
Lemma 4.10. Assume v(0) = 0. There exist C, r 0 > 0, depending on n, a, f L ∞ (B 1 ) and δ ∈ (0, 1), such that for r ∈ Λ δ ∩ (0, r 0 ) one has
We also need the following result.
Lemma 4.11. Assume v(0) = 0. There exists r 0 > 0, depending on n, a, f L ∞ (B 1 ) and δ ∈ (0, 1), such that if r ∈ Λ δ ∩ (0, r 0 ), then one has
At this point we can state the relevant monotonicity formula for the elliptic thin obstacle problem (4.13), see [17, Theorem 1.4] for the case a = 0. Theorem 4.12 (Truncated Almgren type frequency formula). Let v solve the obstacle problem (4.13) and suppose that 0 ∈ Γ(v). For any δ ∈ (0, 1) there exist constants C, r 0 , depending on n, a, f L ∞ (R n+1 ) and δ, such that the function
is monotone nondecreasing on (0, r 0 ). In particular, the following limit exists
We now define the family of nonhomogeneous Almgren type rescalings. In the case a = 0 they were first introduced in [4] . Definition 4.13. Let v be a solution to (4.13) and assume that 0 ∈ Γ(v). Consider the quantity
The Almgren rescalings of v at X = 0 are defined as follows
The first obvious, yet important, observation is that
Another basic property is the following: for every 0 < r, ρ < 1 one has
A crucial consequence of Theorem 4.12 is the following compactness property of the Almgren rescalings.
Theorem 4.14. There exists a sequence r j ց 0 such that for some γ > 0 one hasṽ
Here, v 0 is a global solution of the thin obstacle problem (4.13) with f ≡ 0. Also, v 0 is homogeneous of degree (κ v − n − a)/2. Moreover, when κ v = n + a + 2κ 0 = n + 3, we have that after a rotation of coordinates in R n , v 0 is of the form (3.5).
Proof. First, similarly to [9] , [17] and [8] , from Theorem 4.12, the scaling properties of the frequency and from energy considerations, we infer that:
The convergence in C 1+γ a is then a consequence of the uniform Schauder estimates in Theorem 4.6 and the theorem of Ascoli-Arzelà. Finally, in the case when κ v = n + a + 2κ 0 , the fact that v 0 takes the form (3.5) follows from [9, Proposition 5.5].
We also have the following result on the frequency gap. We refer to the discussion on page 926 in [8] for a proof of this fact. Notice that although the functional in [8] is a bit different from our Φ δ , nevertheless both have the same limit as r → 0.
Definition 4.16. Let v be a solution of (4.13). We say that 0 ∈ Γ(v) is a regular free boundary point if Φ δ (v, 0 + ) = n + a + 2κ 0 . Likewise, we say that X 0 = (x 0 , 0) is regular if such is the point (0, 0) for the function v X 0 (X) = v(X + X 0 ). We denote by Γ κ 0 (v) the set of all regular free boundary points and we call it the regular set of v.
We recall that if U is a solution to (4.1), then U (·, t 0 ) solves the elliptic thin obstacle problem (4.13) in B + Lemma 4.17. Let U be a solution to (4.1). Then (x 0 , t 0 ) is a regular free boundary point for U in the sense of Definition 4.4 if and only if x 0 is a regular free boundary point for U (·, t 0 ) in the sense of Definition 4.16.
In particular, we see that Γ κ 0 (U ) is fully contained in Γ(U ), rather than in the extended free boundary Γ * (U ). We further note that by arguing as in the proof of Lemma 10.5 in [11] for the case a = 0, we can show that (x, t) → κ U (x, t) is upper semicontinuous on Γ(U ). Consequently, in view of Lemma 4.3, we can assert that the following holds. regular for some α > 0. This will be achieved via reduction to the elliptic thin obstacle problem satisfied by U (·, t). Besides Lemma 4.17, the other main tool in such reduction is the epiperimetric inequality established in [15] which we now describe.
4.
3. An epiperimetric inequality. In order to state the epiperimetric inequality, we introduce the relevant Weiss type functional.
. For a given κ ≥ 0 we define the κ-th Weiss-type functional r → W κ (v, r) as
It is important to observe right away that if v is a κ-homogeneous solution to (4.13) we have from (4.11)
where in the last equality we have used Euler's formula ∇v, ν = r −1 ∇v, X = κr −1 v. This identity implies that W κ (v, r) ≡ 0 for 0 < r ≤ 1. Also, to provide the reader with an understanding of the powers of r in the definition (4.27), we note that the dimension of the measure |y| a dX is Q = n + a + 1, and thus n + a − 1 + 2κ = Q − 2 + 2κ, whereas n + a + 2κ = Q − 1 + 2κ. In terms of the dimension Q the powers in (4.27) are thus in tune with the one-parameter family of Weiss-type functionals introduced in [13] for the classical Signorini problem (which we recall corresponds to the case a = 0). The reader should also see Theorem 3.8 in [16] and Lemma 7.3 in the same paper, where the case of higher homogeneities κ ≥ 2 was treated in the analysis of singular free boundary points. In the sequel we will be particularly interested in the minimal homogeneity (3.6). As a consequence, we have n + a − 1 + 2κ 0 = n + 2, n + a + 2κ 0 = n + 3, and the corresponding Weiss-type functional in (4.27) becomes
It is worth noting that we can also write (4.28) in the suggestive form (4.29)
. For brevity, we will hereafter drop the subscript κ 0 , and simply write W (v, r).
Theorem 4.20. Let v be a solution to (4.13) and suppose that 0 ∈ Γ(v) and that
Then, there exist constants C, r 0 > 0, depending on n, a and f L ∞ (B 1 ) , such that for every 0 < r < r 0 one has
In particular, the function r → W (v, r) + Cr 1+a 2
is monotone nondecreasing and therefore it has a limit as r → 0 + . Since a ∈ (−1, 1) , we conclude that also the following limit exists
Proof. In what follows we will write for brevity W (r) instead of W (v, r). Using (4.17) in Lemma 4.7 and (4.19)-(4.20) in Lemma 4.9, and recalling that 2κ 0 = 3 − a, we obtain
At this point we observe that the hypothesis Φ(v, 0 + ) ≥ n + a + 2κ 0 implies the existence of r 0 > 0 andC > 0 such that for r ∈ (0, r 0 ) we have
This gives
Similarly, we have
Finally, we find
To estimate D(r) we now use (4.15) in Lemma 4.5, obtaining
Substituting this estimate in the above one we find
where C ′′ > 0 depends on n, a, f L ∞ (B 1 ) . Combining (4.31), (4.32) and (4.33), we obtain for r ∈ (0, r 0 )
This is the desired conclusion (4.30).
In the statement of Theorem 4.21 below instead of W (v, r) we will use the following modified functional
When r = 1 we will write W 0 (v), instead of W 0 (v, 1) We will also need the prototypical functionv 0 in (3.5) with c > 0. Since, as we have noted, suchv 0 is a global solution of the problem (4.13) with f ≡ 0, from (4.18) in Lemma 4.8 we have I(v 0 , r) = D(v 0 , r). Therefore, W (v 0 , r) = W 0 (v 0 , r). Furthermore,v 0 is homogeneous of degree κ 0 , i.e., v 0 (λX) = λ κ 0v 0 (X). Therefore, from what we have noted above we have in particular
We mention that the geometric meaning of the functional W 0 in (4.34) is that it measures the closeness of the solution v to the prototypical homogeneous solutions of degree κ 0 , i.e., the functionv 0 in (3.5). The following result is [15, Theorem 4.2].
Theorem 4.21 (Epiperimetric inequality).
There exists κ ∈ (0, 1) and θ ∈ (0, 1) such that if w ∈ W 1,2 (B 1 , |y| a dX) is a homogeneous function of degree κ 0 = 3−a 2 such that w ≥ 0 on B 1 and w −v 0 W 1,2 (B 1 ,|y| a dX) ≤ θ, then there existsw ∈ W 1,2 (B 1 , |y| a dX) such that w = w on ∂B 1 ,w is nonnegative on B 1 , and
4.4.
Regularity of the free boundary near regular points. Let U be the solution of the thin obstacle problem (4.1) . In this subsection we analyze the free boundary of U near a regular point (x 0 , t 0 ). By translation, we may assume without loss of generality that (x 0 , t 0 ) = (0, 0). Since the set of regular points is a relatively open subset of the free boundary, there exists r 0 > 0 such that Γ(U ) ∩ Q r 0 consists only of regular points. We denote this set by Γ κ 0 , where κ 0 is as in (3.6). Now for every (x, t) ∈ Γ κ 0 , we note that U (·, t) solves the elliptic thin obstacle problem (4.13) with right hand side f = F +U t which is uniformly bounded independent of t. For a fixed time level t, we denote byŨ r,x (·, t) the space-like Almgren rescaling of U (·, t) centered at x, see (4.24). We also consider the space-like homogeneous rescalings centered at a point (x 0 , t 0 ) ∈ Γ κ 0 .
From the growth estimate (3.10) and the uniform Schauder estimates in Theorem 4.6, it follows that the functions U ⋆ r,x 0 (·, t 0 ) are uniformly bounded in C 1+γ a,loc , for some γ > 0 independent of (x 0 , t 0 ). Similarly, Theorem 4.14 implies thatŨ r,x are uniformly bounded in C 1+γ a,loc and converge to some v 0 on a subsequence r j → 0. Moreover, after a rotation of coordinates, we have that such a v 0 has the form (3.5).
Recalling that 0 < 1−a 2 < 1, let 1 > δ > 1−a 2 . As in (4.23), consider the functional Φ δ,x (U (·, t), r) corresponding to the free boundary point x ∈ Γ(U (·, t) ). Using the regularity estimates in Theorem 3.2 and Theorem 4.12, we can argue as in the proof of [15, Lemma 2.5] to conclude that as r → 0 + ,
∩ Q r 1 , provided r 1 is small enough. As in [15] , we denote by
, the space of x, e − 1 − a 2 x, e 2 + y 2 ,
for some c > 0 and |e| = 1. From a compactness argument as in the proof of [14, Lemma 3.4] , the uniform Schauder estimates in Theorem 4.6, and from (4.35), it follows that given θ > 0, there exists r 1 > 0 such that (4.36) inf
< θ for all r < r 1 and (x, t) ∈ Q r 1 ∩ Γ κ 0 . This shows thatŨ r,x (·, t) satisfies the hypothesis of Theorem 4.21. Since the homogeneous rescalings U ⋆ r,x (·, t) are constant multiples of the Almgren rescalings, the same also holds for U ⋆ r,x (·, t). Now using the Weiss type monotonicity result in Theorem 4.20, the scaling properties of the Weiss functional, the boundedness of U t , Theorem 4.21, the growth estimate in (3.10) and the uniform Schauder estimate in Theorem 4.6, we can argue as in the proofs of Lemma 3.7, Lemma 3.8, Lemma 5.1, Proposition 5.2 and 5.3 in [15] and consequently assert that (4.37)
for all r < r 1 and (x, t) ∈ Q r 2 ∩ Γ κ 0 , where r 1 and r 2 are sufficiently small and where C is some universal constant. We now show that for some γ > 0, we have that (4.38)
2 homogeneous functions, it suffices to show that (4.39)
From the last estimate in (4.37) above we obtain (4.40)
Applying the mean value theorem we infer (4.41)
The first estimate in (3.13) centered at the free boundary point (x 1 , t 1 ) gives, for 0 < b < 1,
Using the boundedness of U t , we obtain from (4.41) and (4.42) (4.43)
.
We now let r = (|x 1 − x 2 | + |t 1 − t 2 | 1/2 ) σ for some σ ∈ (0, 1) arbitrarily fixed. With this choice of r, combining (4.40) and (4.43), we obtain (4.44)
for some γ depending also on σ, Given (4.44), we can proceed as in the proof of Proposition 5.4 in [15] and thus we can finally assert that (4.38) holds. From now on, we will denote the blow up limit (4.45)
x, e (x,t) − 1 − a 2 x, e (x,t) 2 + y 2 .
Arguing as in the proof of Lemma 5.6 in [15] , one can deduce from (4.38) that the following inequalities hold:
With these estimates in hand, we now proceed with the proof of regularity of the free boundary Γ(U ) near (0, 0).
Step 1: We first note that the boundedness of U t and the uniform Schauder estimates in Theorem 4.6 imply that
are uniformly bounded independent of (x, t) ∈ Γ κ 0 ∩ Q r 2 for r < r 1 and some α > 0. Then, using the third estimate in (4.37), estimates in (4.46) and a compactness argument as in Step 1 in the proof of Theorem 1.2 in [15] , it is possible to show that given ε > 0, there exists r ε > 0 such that for r < r ε , we have
Step 2 (Conclusion): Without loss of generality, we may assume that e (0,0) = e n = (0, ...0, 1). Given the weighted C 1 estimate (4.47), we can now repeat the arguments as in Step 2-Step 4 in the proof of Theorem 1.2 in [15] to conclude that for a given ε small enough, there exists r ε , r 2 small enough such that for (x, t) ∈ Γ κ 0 ∩ Q r 2 ,
Here, for a unit vector e, C ε (e) is the cone in R n defined by
Fixing ε = ε 0 , this then implies in a standard way that for every t with |t| ≤ r 2 2 , there exists a Lipschitz function g(·, t) : R n−1 → R, with Lipschitz norm bounded by
, such that the free boundary Γ κ 0 ∩ Q r 2 can be represented as {x n = g(x ′ , t)}. Moreover, we also have that for all (x 0 , t 0 ) ∈ Γ κ 0 ∩ Q r 2 and r 2 small,
Moreover by letting ε → 0, we see that Γ(U (·, 0)) is differentiable at x = 0 with normal e n . This in turn implies the space like differentiability of g at 0. Likewise g(·, t) is differentiable with respect to x ′ ∈ R n−1 at every x ′ such that (x ′ , g(x ′ , t), t) ∈ Γ κ 0 ∩ Q r 2 . It also follows that Γ(U (·, t)) has a normal e (x,t) at (x, t) ∈ Γ κ 0 ∩ Q r 2 . Using the fact that (x, t) → e (x,t) is in H γ, γ 2 which follows from (4.46), we obtain that
We now make the following claim. Claim: For a possibly smaller r 2 , the following nondegeneracy estimate holds:
for some c universal independent of t 0 . Before proving the claim, we show that such a nondegeneracy estimate implies that g is in fact Hölder continuous in t with exponent Indeed from (4.50) and the boundedness of U t ( say |U t | ≤ M ) it follows
2 . Now (4.51) and (4.49) imply that
for a different C. Interchanging t and t 0 , we thus conclude
Since a ∈ (−1, 1), we have Proof of Claim: For (x 1 , t 1 ) ∈ Γ κ 0 ∩Q r 2 , we can start from (4.45) and (4.46) and proceed as in Step 2-Step 4 in the proof of Theorem 1.2 in [15] to obtain that for a given ε 0 > 0 fixed , and r 2 small enough depending also on ε 0 ,
for r 1 small enough, whenever (x 1 , t 1 ) ∈ Γ κ 0 ∩ Q r 2 . Moreover on K ε 0 (e n ) = C ε 0 (e n ) ∩ ∂B 1 , we can also ensure
for some a 0 > 0 universal depending on ε 0 . From the estimate (4.47) (with ε = a 0
2 ), we obtain that for r ≤ r 1 for a possibly smaller r 1 depending also on a 0 that the following holds,
Then by letting r = x n − g(x ′ , t 1 ), we obtain from (4.52) that
from which (4.50) follows. We have thus proved the following. graph for some α > 0.
Appendix A.
In this appendix we establish some auxiliary results on the regularity of even and odd solutions to the free equation
We note that such estimates were crucially used to establish Theorem 3.2.
A.1. Regularity of even solutions. We first consider the case of symmetric (even) solutions to
When f ≡ 0, we can assert that such solutions are twice differentiable and hence are classical solutions.
Lemma A.1. Let U be a solution to
with U (x, y, t) = U (x, −y, t). Then U ∈ H 2+β, 2+β 2 (Q r ) for all r < 1 and some β > 0.
Remark A.2. In Lemma A.1 above, it seems possible to assert that U is in fact smooth up to {y = 0} by a bootstrap argument as in the proof of Lemma 7.6 and 7.7 in [23] . We however don't address such a higher regularity result over here because for our purpose, such a H 2+β, 2+β 2 regularity result for symmetric solutions suffices.
Proof. We follow the approach as in [23] for the elliptic case. We first note that from the De Giorgi-Nash-Moser theory for such degenerate parabolic equations as in [10] , we have that U is Hölder continuous. Then by using the translation variance of the equation in x, t, we can assert that U is smooth in x, t up to {y = 0}. This later fact can be established by a repeated difference quotient type argument as in Section 5 in [6] . Next we also have that w = y a U y is a weak solution to the conjugate PDE L −a w = 0 and thus y a U y is Hölder continuous up to {y = 0} again by the results in [10] . Now from (A.2) it follows that
Thus, F = U yy + a y U y is smooth in x, t. Moreover, F is Hölder in X, t up to {y = 0}. Now since U is even in y, we can restrict it in Q + 1 and express using (A.3) in the following way,
Hence,
The Hölder continuity of G in x, t now follows from the Hölder continuity of g. By an exact analogous argument as in the proof of Lemma 7.5 in [23] using the expression for G as in (A.5), we obtain the Hölder continuity of G in y. From the Hölder continuity of a y U y , g and (A.3) if follows that U yy is Hölder continuous up to {y = 0}. This then implies that ∆ X U − U t is Hölder continuous up to {y = 0}. Moreover since U restricted to {y = 0} is smooth, therefore the conclusion of the lemma follows from classical boundary Schauder theory for the heat operator.
Our next result provides "almost" Lipschitz estimate with respect to the parabolic distance for ∇ X V when V is a symmetric solution to the nonhomogeneous equation (A.1) with bounded f .
with V (x, −y, t) = V (x, y, t). Then, for any α ∈ (0, 1) and r < 1 we have ∇ X V ∈ H α (Q r ) and moreover the following estimate holds,
Remark A.4. We stress that, even with a right-hand side f ≡ 0, Proposition A.3 fails to be true if we remove the assumption that V (x, −y, t) = V (x, y, t). The function V (x, y) = |y| −a y belongs to W 1,2 (B 1 , |y| a dX), and is a weak solution to the stationary equation
The proof of Proposition A.3 will be based on some preliminary results. We begin with the following compactness lemma.
Lemma A.5. Let V be a weak solution to (A.6) such that V L 2 (Q 1 ,|y| a dXdt) ≤ 1 and V (x, −y, t) = V (x, y, t). For any ε > 0 there exists δ = δ(ε, n, a) > 0 such that if
Proof. We argue by contradiction and assume the existence of ε 0 > 0 such that for every
We will show that (A.10) leads to a contradiction. Now from the Hölder regularity result in [10] , we see that there exists β = β(n, a) ∈ (0, 1) such that for every k ∈ N one has
By the theorem of Ascoli-Arzelà we can extract a subsequence, which we keep denoting {V k } k∈N , and a function V 0 ∈ H β,β/2 (Q 1 ), such that V k → V 0 uniformly on compact subsets of Q 1 . Suppose we can prove that
Since we clearly have V 0 (x, −y, t) = V 0 (x, y, t), and also V 0 L 2 (Q 1 ,|y| a dXdt) ≤ 1 by Fatou's lemma, (A.11) leads to a contradiction since by (A.10) and uniform convergence, we would have
To establish (A.11) we note that by for any ball Q ρ , 0 < ρ < 1, by the Caccioppoli inequality in [10] and by (A.9) again, we infer that
Therefore, possibly passing to a subsequence, we have
and consequently L a V 0 = 0 in Q ρ by passing to the limit in (A.9). Thus, (A.11) holds, and the proof of the lemma is complete.
Corollary A.6. Let V be a weak solution to (A.6) such that V L 2 (Q 1 ,|y| a dXdt) ≤ 1 and V (x, −y, t) = V (x, y, t). Given any α ∈ (0, 1) and µ > 0 there are constants δ, λ > 0, depending only on n, a and α, and µ such that if
then there exists an affine function in the x-variable, ℓ(x), such that
Proof. By Lemma A.5 for any ε > 0 there exists δ > 0 such that for any given f satisfying (A.12) there exists a weak solution
In view of Lemma A.1 we know that V 0 ∈ H 2+β,
In particular, by setting ℓ(x) = V 0 (0)+ ∇ x V 0 (0), x and using that ∂ y V 0 (0, 0) = 0, we have that for any 0 < λ ≤ 1/2
Consequently,
If we now choose λ > 0 such that C(n, a)λ 2 = λ 1+α /2 and ε = λ 1+α /2 we reach the desired conclusion.
We are now ready to provide the Proof of Proposition A.3. It will be sufficient to prove the proposition in the case Q 1/8 as the general case will follow by a covering argument. Let now V be as in the statement of the proposition and let α ∈ (0, 1) be arbitrary.
. Denote by δ, λ the numbers in the statement of Corollary A.
, we may assume without loss of generality that
By (A.13) in Corollary A.6 we thus find an affine function in x, ℓ(x), such that
We now claim that for every k ∈ N there exists ℓ k affine in x such that
We prove the claim (A.17) by induction. By taking ℓ 1 = ℓ, it is clear that (A.17) is true when k = 1. Assume it is true for a certain k ≥ 1, and thus exists ℓ k as in (A.17). We want to show that it is true also for k + 1. Let
By the first estimate in (A.17) we know that
Since α < 1 and λ ≤ 1, we have λ 2k−k(1+α) ≤ 1 and therefore by (A.15)
and thus V k and f k satisfy the assumptions in Corollary A.6. As a consequence, there exists an affine function in x,l k (x), such that
then for (X, t) ∈ Q λ k+1 the point (X ′ , t ′ ) = (λ −k X, λ −2k t) ∈ Q λ and we obtain from (A.18)
Therefore, by (A.18)
We have thus verified that (A.17) holds for k + 1. We further note that (A.17) implies that
and therefore |ℓ k (0) − ℓ k+1 (0)| ≤ 2µλ k(1+α) , |∇ℓ k (0) − ∇ℓ k+1 (0)| ≤ 4µλ kα .
In particular, there exists a limit ℓ 0 (x) of the affine functions ℓ k , as k → ∞, and
for C = C(n, a, α). Hence, we can conclude that by a standard argument (A.19) |V (X, t) − ℓ 0 (x)| ≤ C|(X, t)| 1+α , (X, t) ∈ Q 1/2 .
where |(X 1 , t 1 ) − (X 2 , t 2 )| = |X 1 − X 2 | + |t 1 − t 2 | 1/2 . In particular, V is differentiable at the origin and we can write that ℓ 0 (x) = V (0, 0) + ∇ x V (0, 0), x .
Now, if we denote W (X, t) = V (X, t) − ℓ 0 (x), (X, t) ∈ Q 1 , then by (A.19) we will have Particularly, taking the y-component of ∇W only, we obtain sup Q r/4 ((r/2)e n+1 ,t 0 )
|∂ y V | + r α [∂ y V ] H α,α/2 (Q r/4 ((r/2)e n+1 ,t 0 )) ≤ Cr α .
If we now reposition the center of the ball to (x, t) ∈ Q 1/4 , then for |y| < 1/4 we will have 
Now, let (x 1 , t 1 ), (x 2 , t 2 ) ∈ Q 1/4 and r = |(x 1 , t 1 ) − (x 2 , t 2 )|. Consider then two points (x 1 , r) and (x 2 , r). Then from the oscillation estimate above |∇ x V (x 1 , r, t 1 ) − ∇ x V (x 2 , r, t 2 )| ≤ Cr α and combined with (A.26)
Particularly, ∇ x V (·, 0) ∈ H α (Q 1/4 ). Now, considering the difference ∇ x V (x, y, t) − ∇ x V (x, 0, t) and applying the same arguments as we did for ∂ y V , we can conclude that ∇ x V − ∇ x V (·, 0, ·) ∈ H α,α/2 (Q 1/8 ). Recalling also that ∇ x V (·, 0, ·) ∈ H α,α/2 (Q 1/4 ), we conclude that ∇ x V ∈ H α,α/2 (Q 1/8 ), with bounds on the appropriate H α,α/2 -norms depending only on n, a and α.
We end this subsection with the following important remark. for a given ε > 0 up to {y = 0} and moreover an analogous estimate as in (A.7) holds for the corresponding Hölder norm.
A.2. Regularity of odd solutions. We now establish regularity for odd solutions to L a U = |y| a f or equivalently for solutions that vanish on {y = 0}. ,|y| a dXdt) + K). Proof. By an odd reflection, we note that U solves a similar equation in Q 1 with bounded right hand side. Therefore from the regularity result in [10] it follows that U ∈ H α, α 2 loc up to {y = 0}. Now by taking repeated difference quotients of the type U h,e i = U (x + he i , y, t) − U (X, t) h kα for k = 1, 2... and so on and by using zero Dirichlet conditions, the desired estimate for ∇ x U follows by a repeated application of such a Hölder continuity result. Now after an odd reflection, we also have that w = |y| a U y solves the following conjugate equation L −a w = (f ) y in Q 1 wheref is the odd extension of f across {y = 0}. Moreover by using the second estimate in (A.30), we observe that w solves an equation of the type
where G ∈ L ∞ . Over here we also use the fact that a ∈ (−1, 1). Then again from [10] it follows that w is Hölder continuous in Q 1/2 from the which the desired Hölder estimate for y a U y follows.
