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Abstract 
 
This paper deals with the problem of semantic 
transcoding of CCTV video footage. A framework is 
proposed that combines Computer Vision algorithms 
that extract visual semantics, together with Natural 
Language Processing that automatically builds the 
domain ontology from unstructured text annotations. 
The final aim is a system that will link the visual and 
text semantics in order to routinely annotate video 
sequences with the appropriate keywords of the 
domain experts’ terminology. 
 
1. Introduction 
CCTV systems have an increasing role as means of 
surveying public places. Collected surveillance video 
data is normally used to resolve crimes and used as 
evidence in courts. However, the large numbers of 
installed CCTV cameras that operate continuously 
produce enormous video datasets, in which users need 
to search to access video shots that are semantically 
interesting. Therefore, video footages need semantic 
transcoding [1], i.e. indexing of video shots with the 
appropriate semantic labels. Ideally, the semantic 
content should be described in the specialised domain 
language that is used by the operators of the system. 
Considerable research effort has been invested in the 
area of video analysis of CCTV footage especially in 
areas of low-level video processing, such as motion 
detection and motion tracking [2]. However, Video-
based semantic transcoding is required to identify the 
interesting visual semantics and appropriately tag the 
video shots. Research in the area of Natural Language 
Processing indicates that the semantics used to describe 
CCTV video footage fall into three main categories: 
agent, action and recipient. Other important semantic 
properties captured in video footages include location, 
time, and direction [1][3][4]. Agents and recipients are 
detected by motion segmentation techniques and 
labelled by an object classification algorithm [5]. Event 
detection methods use a-priori scene-based knowledge 
to identify interesting events by analysing the motion 
histories of agents and recipients [6]. As yet little 
research has explored the detection of the static 
features of the scene (i.e. locations such as routes or 
exit and entry zones). In [7] a colour-attention 
mechanism is used to segment size and position 
information to label static features, while [15] uses a 
motion-attention mechanism to determine activity-
based static scene features by accumulating activity 
observations. 
There is limited research on text-based approaches 
for constructing the video ontology. Most common 
methods of constructing the video ontology are derived 
directly from the video processing with limited 
success. Ontology abstractions, on the other hand, 
depend less on low-level video features and more on 
the domain ontology [1]. Terminology-based semantic 
transcoding helps identifying the key concepts within a 
video scene that could reduce the burden on the visual 
processing. 
Researchers have explored the application of natural 
language process (NLP) methodologies in which 
objects detected in a video scene are treated as concept 
terms that, based on their frequency, can define the 
semantics of the scene [1][7]. What is missing, though, 
is what might be called “expert knowledge of the 
domain” which lies embedded within the experiences 
of the human expert. However, manually building such 
a knowledge base is a laborious and expensive task. 
One important development is the emergence of 
markup standards for videos. The key scripting 
languages include Web Ontology Language (OWL1), 
                                                        
1http://www.w3c.org/2004/owl 
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Resource Description Framework (RDF2), and XML 
within the MPEG-73. Another scripting language, more 
specific to video, is the video event representation 
language (VERL), and its ‘companion’ VEML, that 
have been recently proposed as ‘an ontology 
framework for representing video events’ [4]. 
We have discussed elsewhere how terms can be 
extracted automatically from a corpus of documents 
belonging to a specialist domain [8], organised into a 
candidate ontology [9][10], and subsequently be used 
to annotate and retrieve crime scene images [11]. We 
have discovered that experts use a common language 
and keywords to describe video evidence. However, 
research that combines the two technologies of 
Computer Vision and Natural Language Processing is 
very limited. We propose a framework that bridges the 
gap between the visual semantics extracted from video 
footage and the ontology that is built from text 
annotations. A system architecture is presented that 
will automatically annotate unseen videos with 
appropriate keywords. Such an approach is also 
important from a cognitive point of view as the 
proposed system mimics the human learning ability to 
combine their visual experiences with 
contemporaneous verbal discussions. 
 
2. Video Annotation Framework 
Several attempts have been published on bridging 
this semantic gap between visual and terminology 
semantics [3][6][7]. However, most such attempts refer 
to annotating images rather than video. The additional 
dimension of time, therefore, must also be embedded 
within the ontology. Ontology for the CCTV domain is 
specific because operators have knowledge of objects 
and events that are important for the domain and 
ignoring other “common” objects or events. 
We have constructed a framework specific for the 
CCTV domain, which combines the visual and 
terminology semantics to produce a surveillance 
metadata model. The high level semantics extracted 
from videos are linked to concepts extracted from 
video descriptions (fig. 1). The framework supports the 
linkage of video detected objects with concepts from 
the ontology. In this manner, the video can be later 
queried with keywords related with these concepts. 
A data hierarchy scheme is proposed to facilitate the 
bridging of gap between the input (video raw data) and 
the expected output (textual description) of the system. 
(fig. 2). Raw data consists of pixels in consecutive 
                                                        
2http://www.w3.org/RDF 
3http://www.chiariglione.org/mpeg/standards/mpeg-7/mpeg-7.htm 
frames. Video Processing will segment video 
sequences into moving objects, described by blobs and 
trajectories and Machine Learning methods will extract 
the visual semantics: actors (agents), locations or static 
scene objects (recipients), and events (section 5). NLP 
of human-derived annotations will automatically build 
the CCTV-domain ontology and the Visual Evidence 
Thesaurus (Section 4). The visual semantics will be 
annotated by the keywords of the CCTV ontology and 
textual summaries of video shots will be provided. 
 
Fig. 1. Overview of the framework showing the 
process of video annotation 
 
Fig. 2. Data hierarchy representing different levels 
of information extracted from video. 
 
3. Surveillance Metadata Model 
The main purpose for automatically constructing 
CCTV ontology from text is to capture the semantics 
of the video scene that are not directly available from 
video analysis. This ontology can be used to enhance 
the video information and help with the semantic 
transcoding. There are three important features in 
video transcriptions: the moving objects, the passive 
scene objects, and the actions performed by the moving 
object(s) either as an interaction with the passive 
object(s) or other moving object(s). These objects can 
be identified directly from within video descriptions, or 
from hand-made domain ontologies such as the PITO 
(Police Information Technology Organisation4) 
                                                        
4 http://www.pito.org.uk 
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ontology. We have therefore organised and run 
workshops to collect descriptions of videos in a free-
speech format, given by CCTV operators and police 
officers. The description were later transcribed into 
free-text format and added to the domain corpus, ready 
to be processed. Finally, we encoded the PITO 
ontology from a raw text format to a structured OWL 
format, and added that to the main framework as well. 
We decided to use OWL as the scripting language 
for constructing the ontology, and Protégé5 was used 
for visualising the semantic relationships. We also 
decided to use the Jena OWL API which is a Java 
framework for building Semantic Web applications 
and provides a programmatic environment for OWL. 
The Kazuki extension to Jena was also used for 
handling concept instances within the generated 
ontology. Finally, we extended the well-established 
GATE6 text analyser system, by adding additional 
support for identifying, highlighting, and exporting the 
conceptual relationships identified within texts.  
From our analysis we also identified some common 
expert description patterns. Usually experts first 
identify and describe the most important objects, then 
elaborate the event, and finally describe the location. 
This information is also captured within the ontology. 
 
4. Ontology and Thesaurus Extraction 
To generate the text-based ontology we initially 
tokenise the video descriptions and each token is 
tagged with the appropriate PoS (Part of Speech) label. 
Tokens are then filtered based on their weirdness value 
[8] and their presence in the PITO ontology, and then 
separated into two lists: the object related words 
(actors or recipients), and the action related words. The 
action words are used for the collocation process [9]. 
For each action word we identify the object word(s) 
that it is related to, and for each object word we 
identify the other object word(s) that it is related to via 
the action word (triplets). We form a semantic network 
where we describe action and object words together 
with the frequency of occurrence and the average 
distance between them. We also automatically create 
links to other ontologies such us the WordNet and the 
PITO ontology. Finally using OWL as the scripting 
language we automatically capture the semantics of the 
video descriptions into CCTV ontology (fig. 3). 
The ontology captures the weight of the co-
occurrence between objects and actions. The weight is 
measured in terms of frequency and distance between 
the co-occurred terms. This measure is used for 
                                                        
5 http://protege.stanford.edu 
6 http://gate.ac.uk 
calculating strongest relationships between objects and 
events, which is then used for retrieving video scenes. 
 
Fig. 3. Automatic generation of term-based video 
ontology 
 
5. Extracting Visual Semantics 
Visual Semantics are extracted by a series of 
processes on different levels of the data hierarchy of 
fig. 2. We apply motion detection to extract blobs in 
individual frames and then a motion tracking algorithm 
[12] to establish the temporal correspondence of these 
blobs, represented by a set of trajectories. Since colour 
and geometric features are important for the extraction 
of visual semantics, we ensure their invariance in time 
and 3D space respectively by colour [13] and 
geometric calibration [14]. Both types of calibration 
are automatic to avoid the issues of manual calibration, 
such as access to the physical place of the surveyed 
scene and the burden of human effort. 
Object Classification based on the geometric 
attributes of the detected blobs and the dynamics of 
their trajectories is used to distinguish between 
pedestrians and vehicles (fig. 4) [5]. 
One of the key novelties of our approach is the 
extraction of static scene features. We exploit the 
observed motion of the actors to determine activity-
based scene features. It is assumed that activity-based 
scene features influence and/or enforce specific types 
of behaviour. For instance, roads constrain vehicles to 
move along specific lanes in a particular direction; 
gates and doors are related to entrance/exit events 
where actors will appear or disappear; and bus stops 
indicate where pedestrians wait for the bus. Therefore, 
the accumulation of observations of the same 
behaviour in a specific location provides a clue for the 
existence of a correspondent activity-based feature 
[15]. 
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Fig. 4. Detected blobs classified as pedestrians (P) 
or vehicles (V). 
  
Fig. 5. Automatically derived entry/exit zones and 
routes 
6. Conclusion 
We described a framework that links the 
technologies of Computer Vision and Natural 
Language Processing in the application domain of 
Visual Surveillance. The resulting schema dynamically 
merges the visual and textual ontology together, in 
order to produce systems that can automatically 
annotate unseen video footage with appropriate 
keywords that have been identified in human 
annotations of other videos. Such an approach is 
important not only for its enormous application value 
which is the facilitation of automatic retrieval of 
CCTV video shots, but also because it attempts to 
simulate the cognitive ability of humans to learn by 
combining visual experiences with verbal information. 
Furthermore, we have shown how domain experts use 
a specialist language when describing video scenes and 
how the semantics of the language are captured within 
an ontology structure automatically. The fusion of 
visual and terminology based semantics has lead to a 
comprehensive model that supports semantic 
transcoding within a video scene which could 
potentially reduce the burden on the visual processing. 
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