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ABSTRACT 
This note contains a demonstration of the convexity of the joint range of three 
Hermitian forms, and, as an immediate corollary, of the convexity of the numerical 
range of arbitrary sesquilinear forms. 
In this brief note we show that the set formed in R3 by using the three 
quadratic forms as coordinates is a convex cone. Our analysis is elementary 
and in the spirit of that given by Hestenes [l] and Dines [2, 31 for pairs of 
quadratic forms over real spaces. The demonstration of the convexity de- 
pends essentially on the complexity of the scalars. The immediate corollary 
about the convexity of the numerical range of arbitrary sesquilinear forms 
gives the classical result of Stone [2, p. 1311. 
Let X be a linear space with complex scalars C, and suppose that A,, A,, 
and A, are three Hermitian forms over X. We use the 
DEFINITION. The joint range of the forms A,, A,, and A, is the subset V 
of R3 given by V=rangev, where v(~)={A1(x),AZ(x),A3(x)} for XEX. 
It is an immediate consequence of this definition that V is a cone, since if 
u(x) E v, u(ax)= I+(x) E v. 
The principal result is the 
THEOREM. V is convex. 
Proof. Let vi = v (x1) and va = u(xa) be any two points in V. The goal is 
to show that the entire line segment S joining v1 and v2 is in V. 
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Now suppose that vu1 and I_+ are not collinear with 0, and that As(xJ # 
As( x2). Define 
*,= Ajh) Aj(X2) 
l A,(%) 43(x2) 
9 j=l,2. 
Since vr, vs, and 0 are not collinear, we have A; + At > 0. The next step is to 
construct a continuous function X from [0, I.] into X such that 
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First the trivial case that o1 and 0s are collinear with the origin: in this 
case we have by the cone property of V that 
Both ray segments are needed when or and vs lie on opposite sides of the 
origin. 
v[~(O)]=u,, v[ 2(l)] =vz, (1) 
and 
v [ X ( r) ] lies on the line through vr and vs for rE[O,l]. (2) 
The expression of (2) that is convenient is 
[~(~)-~(XI)][A3(XZ)-A3(X1)]=[A3(r)-A3(~I)l[Aj(XZ)-Aj(r,)l, 
j=1,2. (2’) 
Take X(r) to be of the form 
where u(r) is a real-valued function and cp an argument to be determined. A 
brief calculation shows that (2’) is equivalent to 
a2di+2a7Re(e-“Pgi)+72di=d. 
1’ 
i= 1,2, (3) 
where $ = Aj/[A3(~s) - As] and 
Aj(41/IA&s) - Ad41. If 4 
gi = A& x2) - A&, x2)[Ai(x,) - 
and d, are non-vanishing, then the equations 
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of (3) are made proportional to each other by taking 
v=arg[ g,d2-4g2]+-~, (4 
and both are equivalent to 
u2+2ka7+r2=1, (5) 
where k = Re( e -‘“gi/ $), Note that k can be made non-negative by an 
appropriate choice of the sign in the determination of QI. With this choice u 
can be taken to be 
u = (k$” + 1 - T2)1’2 - kr. (6) 
Clearly u given by (6) 1s continuous in 7, u(O)=l, u(l)=O, so that ?=u(r)r, 
+ ~e’%~ is continuous and satisfies (1) and (2) as desired. Note that X(0) = X, 
but X( 1) = e %a. Now if d, or dz vanishes, then the choice (4) for QJ with an 
appropriate selection of sign makes one of the equations of (3) identically 
zero and the other proportional to (5) with k > 0. Thus u is given by (6) 
again, and (1) and (2) are satisfied. 
Finally, note that the requirement A,(x,) #A,,(r,) is no restriction at all, 
since 4(x,) #A,(x,) for at least one j, and the A’s can be reindexed. n 
For an arbitrary sesquilinear form S we have the 
DECOMPOSITION. 
S = R + il, 
u;here R and 1 are the Herrnitian forms given by 
R(x,y)= 
shy)+ S(YJ) 
2 
z(x,y)= 
S ( - ix, y) + S ( y,ix) 
2 
This is eusily shown by udditim of the evident identities: 
s(x y)= S(x,y)-iS(iX,Y) 
2 ’ 
o= S( y,~) +i S( y,ix) 
2 
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When X is a complex space with inner product ( *, . ), the numerical 
range of a sesquilinear form S is the set given by { S (x,x)/(x,x) = l}. Now we 
can easily prove the 
COROLLARY. The numerical range of any sesquilinear fnm is convex. 
Proof. Using the decomposition, we note that the numerical range of S 
is the same as the intersection of the joint range V of the three Hermitian 
forms 
A,=R, A,=Z, A,=(., .)> 
with the plane As(r) 3 1. Since by the Theorem the cone V is convex, its 
intersection with plane (x,x) = 1 is also convex. n 
NOTE ADDED IN PROOF 
The result attributed here to Stone has antecedents for finite dimensional 
spaces due to Toeplitz [5] and Hausdorff [6]. Under the names of these 
authors it is well discussed in Halmos [7]. Professor Chandler Davis has 
brought to my attention his elegant proof of it [B]; another new proof by A. 
McIntosh [9] will appear shortly. 
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