Abstract-In this paper we propose a model for the generation of error patterns at the output of a turbo decoder. One of the advantages of this model is that it can be used to generate the error sequence with little effort. Thus, it provides a basis for designing hybrid concatenated codes (HCCs) employing the turbo code as inner code. These coding schemes combine the features of parallel and serially concatenated codes and thus offer more freedom in code design. It has been demonstrated, in fact, that HCCs can perform closer to capacity than serially concatenated codes while still maintaining a minimum distance that grows linearly with block length. In particular, small memory-one component encoders are sufficient to yield asymptotically good code ensembles for such schemes. The resulting codes provide low complexity encoding and decoding and, in many cases, can be decoded using relatively few iterations.
I. INTRODUCTION
Turbo codes, first presented in 1993 [1] , which are also known as parallel concatenated convolutional codes (PCCCs), are now widely recognised as a highly performing class of concatenated codes. They combine two convolutional codes or more than two 1 along with one ore more pseudorandom interleavers. In particular, the information bits at the input of the first encoder are scrambled by the interleaver before entering the second encoder. Thus, the codewords of the parallel concatenated code consist of the information bits followed by the parity check bits of both encoders.
Since their introduction, turbo codes have become the coding technique of choice in many communication and storage systems due to their near Shannon limit error correction capability [3] . These applications include 3GPP, consultative committee for space application (CCSDS) telemetry channel coding, worldwide interoperability for microwave access (WiMAX), and 3GPP UMTS, which require throughputs in the range from two to several hundred Mbps.
Due to the presence of the interleaver, the length of which is very large, a maximum-likelihood (ML) sequence decoder would be far too complex for a turbo code. Therefore, a suboptimal decoder was proposed in [1] , that implements an iterative algorithm which offers near-ML performance, being This work is partly supported by the Italian Ministry of University and Research (MIUR) within the project FRA 2015 (University of Trieste, Italy), entitled "Peer-to-peer millimeter-wave communications in 5G networks: Theoretical modeling and algorithms for massive MIMO systems" 1 In this case they are known as Multiple Parallel Concatenated Codes (MPCCs) [2] . its central core a Maximum A Posteriori (MAP) symbol-bysymbol decoder.
This suboptimum MAP iterative decoding allows to achieve a performance very close to the Shannon limit. However, the corresponding code ensembles are known to be asymptotically bad, namely it is well known that their minimum Hamming distance does not grow linearly with block length [4] , [5] . As a result, their minimum distance may not be sufficient to yield very low error rates at moderate-to-high signal-to-noise ratios (SNRs). In particular, it was shown in [6] that they exhibit a bit-error rate (BER) floor 2 due to their relatively small free distance.
On the other hand, multiple serially concatenated code (MSCC) ensembles with three or more component encoders can be asymptotically good. This has been shown for repeat multiple accumulate codes in [8] and [9] . There also exist variations of standard repeat accumulate codes that are asymptotically good [10] but are more complex to encode than classical repeat accumulate codes. MSCCs, in general, exhibit good error floor performance due to their large minimum distance, but they have the drawback of converging at an SNR further from capacity than parallel concatenated codes.
An alternative to the above schemes are hybrid concatenated codes (HCCs), first introduced in [11] . The hybrid structure shown in [11] includes a parallel convolutional code C p with rate R p c = k/n 1 , an outer code C o with rate R o c = k/p, and an inner code C i with rate R i c = p/n 2 . This gives a HCC with overall rate R c = k/(n 1 + n 2 ).
HCCs combine the features of parallel and serially concatenated codes and thus offer more freedom in code design. It has been demonstrated in [12] , and successively in [13] , that HCCs can be designed that perform closer to capacity than MSCCs while still maintaining a minimum distance that grows linearly with block length. In particular, small memoryone component encoders are sufficient to yield asymptotically good code ensembles for such schemes. The resulting codes provide low complexity encoding and decoding and, in many cases, can be decoded using relatively few iterations.
In the cited works, turbo codes performance analysis is accomplished, as in many other works, also by means of simulation. In this paper we propose a model for the generation of error patterns at the output of a turbo decoder that can be used not only to generate the output sequence with little cost, avoiding simulations, but also to investigate, with no need of simulation, the performance of HCC schemes having a turbo code as inner code (see, for instance, [14] and [15] ). This paper is organised as follows: in Section II-A we recall the Context Tree Pruning (CTP) algorithm on which our modelling is based, and in Section II-B we propose a model for the generation of error sequences with the same statistical characteristics as those output from a turbo decoder. In Section III we show an example of the construction of this model considering a particular turbo code with given rate, states number and interleaver length. In Section IV, to validate the model, we show that it is well suited to represent the error patterns at the output of a turbo decoder providing the performance analysis of a concatenated scheme having the turbo code considered in the previous section as inner code. This analysis shows a very good agreement between the performance of the fitted model and simulation results. Finally, Section V states our conclusions.
II. MODELLING ERROR STATISTICS

A. The Context Tree Pruning (CTP) algorithm
Given an n-uple x = x n (training sequence) originated from a source with unknown properties, the Context Tree Pruning algorithm (see, e.g., [16] ) is optimal in estimating the best fitting Context Tree (CT) model (C, β) when a maximum order M is assigned a priori. The basic structure of the algorithm is the following (more details are in [17] ):
1) from the n-uple x a temporary context set C ′ and the conditional probabilities P x (x|c), c ∈ C ′ , are estimated by measuring the relative frequency of transitions:
2) the child-parent test statistics (based on Kullback-Leibler distance) is generated at each child node of the tree:
3) the tree is pruned with the following rules:
with |c| ≤ min log 2 n log 2 |SF | , M 4) the tree is completed. If a node is retained (i.e., not pruned), then every node on the path from that node to the root is retained. If one child of a parent is retained, then all the children of that parent are retained. The construction of C is finished. 5) the parameter vector β is estimated from frequencies observed in the training sequence of transitions defined in C. If the source is not a CT source, when M and n are increased towards infinity the algorithm estimates a sequence of trees approximating the source with increasing detail (theoretically, a CT with infinite depth would be required).
B. Modelling the turbo decoder output
The sum-product algorithm is the basic "decoding" algorithm for codes on graphs. For finite cycle-free graphs, it is finite and exact. However, because all its operations are local, it may also be applied to graphs with cycles; then it becomes iterative and approximate, but in coding applications it often works very well. It has become the standard decoding algorithm for capacity-approaching codes, e.g., turbo codes and Low Density Parity Check (LDPC) codes.
There are many variants and applications of the sum-product algorithm. The most straightforward application is to a MAP decoding. In fact, the aim of the sum-product algorithm is to approximate MAP decoding, or equivalently to compute the a posteriori log-likelihoods of the individual transmitted bits given the received vector. The MAP decoding algorithm for the constituent convolutional codes can be implemented with the well known forward-backward or BCJR [18] algorithm (named after its inventors: Bahl, Cocke, Jelinek and Raviv), which is feasible in this case because these codes have a short constraint length.
Given an a priori estimate on each information bit 3 and an LLR for each transmitted bit
the BCJR algorithm outputs the correct a posteriori LLR for each information bit, a real number defined by the ratio
where it was supposed that the coded vector x, transmitted over a memoryless additive white gaussian noise (AWGN) channel, was received as a real vector y. The numerator and denominator of (5) contain a posteriori conditional probabilities, that is, probabilities computed after we know y. The positive or negative sign of L(u k |y) is an indication of which bit, +1 or -1, was coded at time k. Its magnitude is a measure of the confidence we have in the preceding decision: the more the L(u k |y) magnitude is far away from the zero threshold decision the more we trust in the bit estimation we have made. This soft information provided by L(u k |y) can then be transferred to another decoding block, if there is one, or simply converted into a bit value through a hard decision. A turbo decoder consists of two single soft-in soft-out (SISO) decoders that work iteratively. The output of the first (upper decoder) feeds into the second to form a turbo decoding iteration. Interleaver and deinterleaver blocks re-order data in this process. The turbo decoding algorithm iterates between the MAP decoders corresponding to the two constituent codes.
The received values corresponding to the systematic bits are used to initialize the a priori LLRs for the information bits. One of the constituent decoders then outputs the a posteriori LLRs by running the BCJR algorithm, the idea being to use these as a priori LLRs for the other decoder. However, in order not to form short loops in the so-called computation tree, the difference between the a posteriori and the a priori LLRs (this is known as extrinsic information) is fed to the other decoder as a priori LLRs, and the same operation is repeated over and over again. Various stopping rules are used to decide on convergence and guard against limit-cycles.
It is well known that the bit errors at the output of a turbo decoder are not independent but rather tend to group in error bursts. At now, the only method known for studying the error performance of a turbo code is simulation, which is usually very slow. In this paper we propose a model for the generation of error sequences with the same statistical characteristics as those output from a turbo-decoder. The whole error process can be split in two parts: 1) a binary process β i , modelling the block error process, such that:
if the i-th data block is in error 0 otherwise (6) where the block length is assumed equal to the interleaver length and a block is in error if it presents at least one error bit; 2) a process modelling the number of error bits j within a block. First we have analysed the properties of the binary process β i in order to investigate about blocks interdependence: the memory of this process has been obtained from long error sequences using the CTP algorithm 4 . Second we have analysed the properties of the error bits number j within a block.
III. RESULTS
We consider a rate-1/3, four state turbo code, obtained by parallel concatenation of two rate-1/2 convolutional codes with generator polynomials (5, 7) in octal. For simplicity we assume that the turbo code interleaver is a random interleaver. We use the iterative Maximum A Posteriori (MAP) decoding algorithm described in [1] . The turbo-decoder is assumed to know the final states of the constituent encoders.
A rate k/n turbo code may be obtained from this mother code with appropriate puncturing matrix. Consider, for instance, a rate-1/2 turbo code obtained from the above mentioned mother code with puncturing period 2. Assume an interleaver length L = 1024. The CTP confirms that error blocks are independent. Thus, the binary process of the block (of length L) successes and failures, defined by (6), can be modelled, as expected, by means of a memoryless model: this model gives always good statistical fit with the true data source. Fig. 1 shows the error number in each wrong block, with respect to the iterations number I, at E b /N 0 = 2 dB. It can be observed that P (m, L), i.e., the probability of having m errors in a wrong block of length L = 1024, is quite independent from I and is approximately given by:
i.e., it is linear in logarithmic coordinates. The approximate coefficients a ∼ = 0.090 and b ∼ = 0.697 have been determined by means of linear regression curves with I = 2. Therefore, in conclusion, the error statistics of iteratively decoded turbo codes may be approximated by using a generator that adopts a two level model: 1) a memoryless generator, modelling the binary process of the length-L blocks of successes and failures; 2) an error generator uniformly distributing m errors within each length-L block (with m chosen according to (7)). The relative frequency of error blocks decreases with the iterations number I, as shown in Table I , but within the wrong blocks the error distribution is always lower bounded approximately by (7) .
This model highlights that errors appear in bursts, but the error densities in the burst are very low (see Fig. 1 ). This suggests that, for AWGN channels, a Bose-ChaudhuriHocquenghem (BCH) code, correcting a number of independent bits, is sufficient to lower the BER (Bit Error Rate) floor typical of turbo codes performance, instead of using a ReedSolomon code as in traditional concatenated schemes.
IV. PERFORMANCE ANALYSIS OF THE CONCATENATED
SCHEME
On the basis of the statistical feature given by (7), a serial concatenation scheme, consisting of a BCH outer code and a turbo inner code, can be designed.
The BCH codes form a class of cyclic error-correcting codes that are constructed using polynomials over a finite field (also called Galois field). One of the key features of BCH codes is that, during code design, there is a precise control over the number of symbol errors correctable by the code. In particular, it is possible to design binary BCH codes that can correct multiple bit errors. Another advantage of BCH codes is the ease with which they can be decoded, namely, via an algebraic method known as syndrome decoding. This simplifies the design of the decoder for these codes, using small low-power electronic hardware.
Although the exact expression of the residual BER of the concatenated scheme is very difficult to obtain, there is a simple upper bound valid for a t-error-correcting BCH code of length n [19] . The bound is given by the following expression:
where P (j, n) denotes the probability that j bits out of n are affected by error. The BCH outer code should be chosen from the BCH codes set of length n multiple of the interleaver length L [15] with a certain error correction capability t. Here a set of BCH(1023, k) codes has been selected, with length n extended to n = 1024 by adding an overall parity check bit [20] , with t ranging from 1 to 41 (and k from 648 to 1013, correspondingly).
To validate the model, a custom software based on [21] was employed to simulate the performances of the above described serial concatenation scheme over an AWGN channel, assuming a BPSK (Binary Phase Shift Keying) modulator.
Figs. 2 and 3 show, respectively, the residual bit error probability and the residual frame error probability after decoding of the concatenated coding scheme versus the error correction capability t of the BCH(1023,k) outer code, with respect to the iterations number I, at E b /N 0 = 2 dB. The solid curves are related to the performance of the fitted model, whereas the dotted curves show simulation results.
For I = 2, the figures highlight a very good agreement between the true data source performance (dotted curve) and the performance of the fitted model (solid curve). For I > 2, the agreement between the true data source performance and the performance of the fitted model is better for low values of the error correction capability t. This is due to the fact that, for I > 2, the linear regression curve (7) approximates better the real residual error distribution within the wrong blocks for low values of the number m of errors.
V. CONCLUSIONS AND OPEN PROBLEMS
In this paper we proposed a model for the generation of error sequences with the same statistical characteristics as those output from a turbo decoder. This model is useful to avoid the extensive use of simulation needed to generate the error patterns at the output of a turbo decoder and to investigate the performance of concatenated schemes having a turbo code as inner code.
An example of the construction of this model was given, considering a particular turbo code with given rate, states number and interleaver length L, at a fixed value of E b /N 0 in dB.
The results show that, since P (m, L), i.e., the probability of having m errors in a wrong block of length L, is quite independent from the iterations number I of the decoding algorithm, the error statistics of iteratively decoded turbo codes may be approximated by using a generator that adopts a two level model: 1) a memoryless generator, modelling the binary process of the length-L blocks of successes and failures, 2) an error generator uniformly distributing m errors within each length-L block. To show that this model is well suited to represent the error patterns at the output of a turbo decoder, the performance analysis of a concatenated scheme, having the turbocode considered in the example as inner code, was provided. This analysis confirms a very good agreement between the performance of the fitted model and the simulation results. In particular, for I = 2, the figures highlight a very good agreement between the true data source performance and the performance of the fitted model. For I > 2, the agreement between the true data source performance and the performance of the fitted model was shown to be better for low values of the error correction capability t. This is due to the fact that, for I > 2, the linear regression curve (7) approximates better the real residual error distribution within the wrong blocks for low values of the number m of errors.
This work can be considered preparatory to the definition of a model for the generation of error patterns at the output of a turbo decoder (of given rate and interleaver length L) with parameters given by the iterations number I, the states number ν of the turbo code itself, and E b /N 0 in dB.
Moreover, the definition of a model for the generation of error patterns at the output of a LDPC code could be of interest, too, since we recently addressed in [22] the design of rate-compatible punctured LDPC codes, on the basis of the results of [23] and [24] . This design is useful for practical applications (see, e.g., [25] and [26] ) and may take advantage from the method described in this paper.
