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Extracting excited states from lattice gauge theory correlation functions can be achieved through
chi-squared minimization fits or algebraic approaches such as the variational method and Prony’s
method. Performing any kind of error analysis, such as bootstrap resampling, often leads to over-
lapping confidence regions of model parameters, even when the spectrum is not particularly dense.
In order to correctly estimate errors, one must beware of mislabeling the states. In this work,
we provide an algorithm that we call automated label flows which consistently and systematically
identifies a deterministic labeling of states. In the context of Prony’s method, we analyze lattice
correlation functions by using automated label flows, and compare the results to fits obtained from
chi-square minimization fits to exponentials.
1. INTRODUCTION
Correlation functions in lattice field theory
encode information about the eigenvalues and
eigenvectors of the Hamiltonian of a theory. Of-
ten only the ground state energies and matrix
elements are of interest, but a tower of excited
states contaminates the signal in any realistic
lattice calculation. Modeling the first excited
state well helps produce a better variational es-
timate of the ground state, so extracting the
first few excited states is a common practice.
For example, lattice spectroscopy of nuclei re-
quires a robust method for extracting excited
states because their spectrum is dense compared
to hadrons [1, 2]. Additionally, the excited state
spectrum may be of interest because it encodes
two-particle scattering phase shifts through the
Lu¨scher method [3, 4]. Similarly, extracting
excited states from confining gauge theories is
crucial for beyond the Standard Model lattice
spectroscopy in explorations such as composite
Higgs [5, 6].
Various methods are used for the extraction of
excited states from lattice correlation functions,
many of which involve utilizing multiple corre-
lation functions from a given quantum channel.
These can be classified into two types: least
squares approaches and algebraic approaches.
Fitting to a sum of exponentials is a common
practice for single or multiple correlation func-
tions using a joint chi-square minimization (see
for example [7]). When correlation matrices are
available, the variational method is a common
algebraic approach to spectroscopy [8]. Addi-
tionally, Matrix Prony has been used in a sim-
ilar vein [9, 10]. Also, recent studies [11, 12]
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have discussed an algebraic approach known as
Prony’s method [13, 14], where M energies are
obtained by finding the roots of an M th order
polynomial constructed from a Hankel matrix of
the data [15–17].
In any method, the best-fit values of the
masses and matrix elements are only single
points in parameter space, but to determine er-
rors on the parameters, a confidence region must
be established for each point. Therefore, regard-
less of the method, error estimation can result in
states that have overlapping confidence regions,
making identification of states ambiguous. In
most methods, this may be a result of bootstrap
or jackknife resampling, whereas in least squares
fitting, it may also appear when modeling con-
tours of χ2 fits to parameters. Error estima-
tion is especially problematic at large Euclidean
times where the signal to noise may be low, as
well as when many states are extracted. By us-
ing multiple correlation functions, this problem
can be mediated with great effort and expense
by operator pruning, where the operator basis
of a correlation function matrix is carefully cho-
sen. Such an approach is expensive in both the
computation of the correlation functions and the
user input required for pruning. In this work, in-
stead of avoiding the multi-state labeling prob-
lem, we attack it by introducing a method we
call automated label flows. In Section 2, we out-
line Prony’s method as the algebraic method
we use, and depict the labeling problem as it
emerges for real correlation function data. In
Section 3, we describe the process of automated
label flows, and show its use for our labeling
problem. In Section 4 we compare the results
of the multi-state extraction using automated
label flows to those obtained from a chi-square
minimization exponential fit, then we conclude
in Section 5.
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22. PRONY’S METHOD
In this section we outline the algebraic
method for extracting M states from correlation
function data. The method can be generalized
to a correlation matrix using Matrix Prony, but
here we focus on extraction from a single corre-
lation function in order to address the challenges
of overlapping errors.
2.1. Prony’s method in theory
Consider a two point function (one element of
a correlation matrix) of the following form :
Cij(t) = 〈0|O†i (t)Oj(0)|0〉 (1)
=
∞∑
m=1
〈0|O†i |Em〉e−Emt〈Em|Oj |0〉
(2)
⇒ Cij(t) =
∞∑
m=1
aij,m e
−Emt. (3)
Note that the sum is invariant under permuta-
tion of labels of states, m. As we will see, this
is problematic when the error regions of pairs
(am, Em) overlap because the labeling can be
ambiguous. Nevertheless, to extract M states,
we model the correlation function as a sum of
M exponentials. An exactly constrained stencil
of 2M timeslices from the correlation function
can be written as a length 2M vector yn(t) ≡
C(t+ n):
yn(t) =
M∑
m=1
ame
−Emte−Emn (4)
=
M∑
m=1
Am(t)z
n
m, (5)
where we define Am(t) ≡ ame−Emt and zm ≡
e−Em . For each choice of stencil (each timeslices
t), this equation can be written as the following
matrix equation:

y0
y1
...
y2M−1
 =

1 1 · · · 1
z1 z2 · · · zM
z21 z
2
2 · · · z2M
...
...
. . .
...
z2M−11 z
2M−1
2 · · · z2M−1M


A1
A2
...
AM
 .
(6)
Prony’s algebraic result [13, 14] to solve a sys-
tem of this form can be used to solve for the z’s
algebraically by finding the roots of the M th or-
der polynomial from the so-called Hankel matrix
determinant,
0 =
∣∣∣∣∣∣∣∣∣∣
y0 y1 · · · yM−2 yM−1 1
y1 y2 · · · yM−1 yM z
y2 y3 · · · yM yM+1 z2
...
...
. . .
...
...
...
yM yM+1 · · · y2M−2 y2M−1 zM
∣∣∣∣∣∣∣∣∣∣
. (7)
Once the energies have been determined in this
way, the amplitudes can be found by solving the
linear system of Eq. 6.
2.2. Prony’s method in practice with real
data
Using Prony’s method as described above, we
analyze a subset of correlation function data ob-
tained from the LSD collaboration’s investiga-
tion of an SU(3) gauge theory with Nf = 8
degenerate flavors [6]. Throughout this work
we show multiple state extractions for the pseu-
doscalar point-point correlator. To perform an
error estimation we use bootstrap resampling
(see, for example [18]) of the mean of the 232
correlators, C(t), with t = 0, 1, 2, . . . , Nt = 128,
computed in this dataset.
The problem of clustering emerges as the
question of how to assign labels (ground state,
first excited state, etc.) to each of the 1000 boot-
strap sets of two (M = 2) or three (M = 3), etc.
tuples (zm, am) extracted from Prony’s method.
At early times when there is little noise in the
stencil of data yn(t), there is also a small vari-
ance in the bootstrap samples. Here, the la-
beling is trivial on the log(z) log(a)-plane, as
can be seen in Figs. 1a and 1b. The labeling
showed here is determined for each bootstrap
sample by simply labeling the states by increas-
ing extracted energy/mass values.
Unfortunately, the naive approach of labeling
the states according to their extracted mass for
each bootstrap sample breaks down for larger
timeslices, where the variance of the clusters
grows with noise on the stencil yn(t). Figs. 2a
and 2b show an example of a situation where
the naive cluster assignment based on the mass
is not necessarily reliable. In this case, we can
see more than three clusters appearing because
for some bootstrap samples, one of the roots
of the polynomial was zm > 1, corresponding
to Em < 0. These states are identified in the
figure as “backwards propagating” states, al-
though they may also represent downward sta-
tistical fluctuations on the ground state. There
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(a) Sets of M = 2 tuples (zm, am) labeled according
to their mass for 1000 bootstrap samples of
yn(t = 8) from Prony’s method.
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(b) Sets of M = 3 tuples (zm, am) labeled according
to their mass for 1000 bootstrap samples of
yn(t = 1) from Prony’s method.
FIG. 1: Labeling according to mass when data is noisy. Plot shows real part of logs.
are also instances where one of the roots of
the polynomial was zm < 0, which are labeled
as “oscillating states.” Here, there are clearly
overlapping distributions, and finding the most
probable state assignment is required to prop-
erly recover the central values and errors on the
masses and amplitudes.
3. AUTOMATED LABEL FLOWS
In order to assign each bootstrap sample the
correct set of labels, one may consider a cluster-
ing algorithm such as K-means [19]. However,
points extracted from Prony’s method have an
additional constraint that each bootstrap sam-
ple of M points contains signal from M different
distributions. An expectation maximization al-
gorithm was proposed in Ref. [11] which involved
finding the most probable permutation of the
M points among M clusters for each bootstrap
sample. However, to compute the probabilities,
one must assume a model of the probability dis-
tribution such as bivariate Gaussian distributed
clusters, or use a non-parametric probability dis-
tribution/distance metric. Although a cluster-
ing method may be possible, we observe the fail-
ure of each of these methods for highly noisy,
overlapping distributions as in Fig. 2.
Instead of clustering the points as they appear
directly from Prony’s method, we propose an
alternative approach, which we call automated
label flows. The genesis of this idea stemmed
from a discussion with Dan Hoying of RBC and
UKQCD, where he described rescaling of errors,
which is mentioned in his thesis (Ref. [20]). We
expand upon this method by introducing a ro-
bust approach to scaling errors back, such that
no assumptions must made about the function
which transforms the raw correlator data into a
set of masses and matrix elements. The method
of automated label flows is therefore applicable
to any algebraic method of extracting excited
states.
3.1. Rescaling errors
Our inability to label the states is a result
of the large variance of the bootstrap samples
of yn(t) which are fed into Prony’s method. If
the distribution of each timeslice in the stencil
yn(t) was much more sharply peaked, the clus-
ters would be more distinctly separated, and la-
beling would be trivial as it is in Figs. 1a and 1b.
Consider a set of bootstrap samples, {x(i)}, from
some dataset with a variance of the bootstrap
samples given by σ2x. Any given bootstrap sam-
ple, x(i), can be expressed as a deviation, δx(i),
from the mean value of the dataset, x¯ via
x(i) = x¯+ δx(i). (8)
Then define
x(i) = x¯+ δx
(i). (9)
For  > 0, the distribution of {x(i) } has the same
information as the original distribution of {x(i)},
but a new variance given by σ2x = 
2σx. Figs. 3a
and 3b show the clusters obtained from Prony’s
method when we use  = 0.8 and  = 0.1, re-
spectively, when y
(i)
, n(t) replaces the unscaled
stencil y
(i)
n (t), defined as in Eq. 9. In general,
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forward ground: 1000 points
forward first excited: 1000 points
forward second excited: 254 points
(a) Labeling states by type according to their mass.
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(b) Same as left, but zoomed into region where
ground and first excited states lie.
FIG. 2: Labeling according to mass when data is noisy, for M = 3, t = 5. Plot shows real part of
logs.
we find that for any dataset, choice of stencil,
and model of M states, we can always find a
sufficiently small  where the labeling is trivial,
as in Fig. 3b.
3.2. Automated flow for increasing 
We propose to label the states iteratively in a
series of K steps from a small value where the
labeling is trivial, 0, to the original data where
 = 1. In this dataset we find that 0 = 0.01 is
sufficiently small so that the cluster labeling is
unambiguous. The series of values of  can be
indexed by k taking integer values from 0 to K,
so that
k
flow−→ k+1 = k + ∆, (10)
where we incrementally increase epsilon by
∆ =
1− 0
K
. (11)
The flow will be determined by increasing ,
0
flow−→ 1 flow−→ · · · flow−→ K−1 flow−→ K , (12)
thus flowing the labels to the clusters of the
original dataset (K = 1). In the results shown
below, we use ∆ = 0.01.
For each bootstrap sample, the movement of
the M points extracted from Prony’s method
are tracked for increasing . For every iteration
of the flow k → k + 1, a choice must be made
to determine which of the M points flowed from
each of the M points from the previous set. We
choose that the label flow should be determined
by selecting the permutation of the M state la-
bels that minimizes the distance traveled from
the previous value of  in the series. That is,
for each bootstrap sample, we find the permu-
tation of labels, σ = (1, 2, 3, ...), (2, 1, 3, ...) or
(3, 1, 2, ...), etc. which minimizes the sum over
the M distances d(m;σm),
arg min
σ
M∑
m=1
d(m;σm), (13)
where d(m;σm) is the distance between the m
th
point from the extraction with  = k and the
σm
th point from the extraction with  = k+1.
We define this distance to be
d(m;σm) =
√√√√∣∣∣∣∣ log(z(k)m )− log(z(k+1)σm )∆ log(z)
∣∣∣∣∣
2
+
∣∣∣∣∣ log(a(k)m )− log(a(k+1)σm )∆ log(a)
∣∣∣∣∣
2
, (14)
where we use log space because the clusters ap- pear to be more elliptical in shape in log space,
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forward ground: 1000 points
forward first excited: 1000 points
forward second excited: 208 points
(a) Rescaled errors with  = 0.8.
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(b) Rescaled errors with  = 0.1.
FIG. 3: Rescaled errors for M = 3 at t = 5 clusters. Original clusters plotted in Fig. 2a.
lending themselves to the Euclidean-type met-
ric used here. We also account for the large
separation of scales between the masses and ma-
trix elements by normalizing the scale difference
between log(z) and log(a), normalized by the
total extent of the clusters in those directions,
∆ log(z) and ∆ log(a). This normalization is
necessary because, for example in this dataset,
the log of the amplitudes, am, vary over a much
larger range than the energies (log of the roots,
zm). For example, the clusters given from the
M = 3, t = 5 extraction shown in Fig. 2 range
in the y-direction from -29 to 19, whereas the
x-direction ranges only from about 1 to -8. In
other words, we use the scales of what would
be the covariance matrix of a bivariate Gaus-
sian fitted to the clusters to set the scales of the
distance metric. Note also that the roots and
amplitudes are in general complex valued, so we
compute the distance via the modulus squared.
Fig. 4 shows an example of label flows for the
11th bootstrap sample of the M = 3, t = 16
extraction. Shown in the figure are the three
points (zm, am) on the log(a) log(z) plane for
three values of : 0.78, 0.79, and 0.80, as la-
beled in the figure. These are part of a flow
with 0 = 0.01, and ∆ = 0.01 (77 = 0.78, 78 =
0.79, 79 = 0.80). The label flow has been deter-
mined for 77
flow−→ 78 as indicated by the solid
blue (ground state), red (first excited state),
and maroon (second excited state) arrows. The
points corresponding to 79 = 0.80 are colored
in black to represent the ambiguity present in
the labels before a choice of labels is selected.
Upon executing the labels flow from 78 to 79
according to Equations 13 and 14, the labels
will flow according to the faded arrows.
An example of a full label flow for two boot-
strap samples can be seen in Fig. 5. In the fig-
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FIG. 4: Example of labels flowing from
 = 0.78 to  = 0.79 to  = 0.80 for the 11th
bootstrap sample of the M = 3, t = 16
extraction. The blue arrows, red arrows, and
maroon arrows represent the flow of the ground
state, first excited state, and second excited
states, respectively.
ure, the label flow begins at 0 indicated by the
starred point. The resulting flowed clusters for
 = 1.00 can then be used to estimate the errors
on the extracted masses and amplitudes. Flow-
ing each of the bootstrap samples in this way
determines the labels of the clusters, an exam-
ple of which can be seen in Fig. 6.
Also note that in each of these example fig-
ures, we interpret the points that were previ-
ously identified as backwards propagating by the
naive cluster assignment to actually be down-
ward statistical fluctuations on the ground state
resulting in a negative. This way, only if the
mean of a cluster is backwards propagating is a
point identified as backwards propagating. Al-
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(a) Flow of labels for first bootstrap sample.
−4 −3 −2 −1 0
log(z)
−17.5
−15.0
−12.5
−10.0
−7.5
−5.0
−2.5
0.0
2.5
lo
g(
a)
(b) Flow of labels for 33rd bootstrap sample.
FIG. 5: Label flows for two different bootstrap samples of M = 3 at t = 5 clusters, starting from
 = 0.05, denoted by the starred point, then flowing through  = 0.1, 0.2, 0.3, . . . , 0.9, to  = 1.0
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(a) Flowed clusters.
−1.2 −1.0 −0.8 −0.6 −0.4 −0.2 0.0 0.2
log(z)
−20
−19
−18
−17
−16
−15
−14
−13
−12
−11
lo
g(
a)
forward oscillating ground: 1000 points
forward ground: 1000 points
forward first excited: 1000 points
(b) Same as left, but zoomed into region where
ground state and first excited state lie.
FIG. 6: Clusters with flowed labels for M = 5 at t = 5.
though this choice is not the only possibility, we
make the choice to follow the flow from its mean
value to ensure a deterministic flow. Applying
this across all types of extracted states, every
stencil used in a model with M states yields M
clusters.
4. DISCUSSION AND RESULTS
In this section, we make note of some inter-
esting behaviors of the flows, and describe how
we deal with them. We then compile the result-
ing spectrum results and compare them to those
obtained from a chi-squared minimization fit to
a sum of exponentials.
4.1. Discussion of abnormal label flows
We note that for some timeslices, the label as-
signments may be “incorrect.” For example, in
Figs. 6a and 6b, some of the points labeled “for-
ward oscillating” may actually be signal from
the second excited state (compare to Fig. 2a).
This situation occurs when the mean of the sten-
cil yn(t) corresponds to a different state than
that of the particular bootstrap sample. An ex-
ample of this type of flow can be seen in Fig. 5b,
where arrows connect the points for each state,
representing the direction of increasing . Here,
the maroon state begins as an oscillating state,
and follows a very long trajectory towards high
masses, and then rapidly changes directions to-
wards lower masses. At the cusp of its trajec-
tory, the root zm changes sign, from negative
7(oscillating state) to positive (second excited
state). However, since the label as an oscillat-
ing state is assigned at  = 0.01, the state that
flows to  = 1.00 is identified as an oscillating
state. This behavior likely stems from fact that
we are choosing a value of M too small, where
there is actually signal for more than M states.
Therefore, it is possible that this problem may
be minimized by increasing M . In any case, for
a given M , our algorithm is designed to iden-
tify the M states with the largest signal in the
average ensemble, whereas any particular boot-
strap sample, or a different ensemble entirely,
will have its own unique signal, and thus may
give a different set of M states from Prony’s
method.
In most cases, we do not find such mislabeling
of states to be a problem because the clusters
of such states are extremely large in compari-
son with the states where this problem does not
occur. That is, an incorrect labeling is incon-
sequential for all practical purposes because the
error on the mass and matrix elements would be
too large to obtain any meaningful physics. We
choose a trade off and prefer increasing inaccu-
racy in noisy states to obtain higher accuracy in
lower lying and less noisy states. This choice is
made because it provides a unique criteria for
labeling, though it is not necessarily the best
choice. It is not clear that there is a correct,
or best, criteria for labeling, so we are simply
attempting to make a deterministic choice.
In a small fraction of bootstrap samples (<1%
for this data set), even the automated label flows
method does not provide a completely determin-
istic labeling of states. Fig. 7 depicts an exam-
ple from the M = 3, t = 16 extraction (the
same sample used in Fig. 4) where a label col-
lision occurs at  = 0.81 and there is a label
merge until  = 0.85. In this example boot-
strap sample, a small ∆ is required to resolve
the peculiar dynamics which have occurred. To
track this behavior, the flow of  is given by
{0.01, 0.02, ..., 0.99, 1.00}. As seen in Fig. 7b
the ground state (blue) follows a straightfor-
ward trajectory, but the first excited state (red)
and second excited state/oscillating state (ma-
roon) merge at  = 0.81 and separate again at
 = 0.85. For  = 0.81, 0.82, 0.83, 0.84, 0.85,
two of the roots extracted from Prony’s method
are complex conjugate pairs, so the distance be-
tween points of increasing epsilon are identical.
Whenever there are complex roots for a given
value of  for a given bootstrap sample, a col-
lision is inevitable, even if the average ensem-
ble does not have degeneracy in its spectrum.
Whenever this happens, the merging of states
represents an ambiguity in the flow because once
the states separate, a choice must be made as to
which label flows along which trajectory.
One way to address this ambiguity is to ap-
ply each permutation of the collided states with
equal probability. Another way could be to
choose the permutation based on the history of
the flow. In the case depicted here, the sec-
ond excited/oscillating state follows a very long
trajectory before the collision compared to the
ground state and first excited state. Based on
this history, the state with the longer trajectory
after the label merge could be attributed to the
second excited/oscillating state. If this permu-
tation is not chosen, the first excited state may
flow to a large negative mass, and the “incor-
rect assignment” of this bootstrap sample would
skew the variance on the average mass of the
first excited state. Therefore, we choose to min-
imize the variance on the low lying states by
choosing the permutation based on the history
of the flow. Interestingly for the small subset
of bootstrap samples that follow a flow as in
Fig. 7, the first excited state (based on trajec-
tory length described above) has a mass smaller
than the mass of the ground state due to the
looping behavior as in Fig. 7b. Hence, auto-
mated label flows results in a different labeling
than the naive clustering based on the mass of
the states.
4.2. Effective mass plots and comparison
to least squares fits
Once a consistent set of labels is found, one
can analyze generalized effective mass plots that
are obtained from Prony’s method. Since the
state extractions in Prony’s method depend on
the particular stencil chosen, yn(t) = C(t + n),
the states can be plotted as a function of Eu-
clidean time, and an effective mass plateau can
be found for each of the states that is extracted.
Fig. 8 shows the generalized effective mass plots
of the M = 2 through M = 5 state extractions
from Prony’s method. The clusters are in gen-
eral not Gaussian distributed, so the error bars
given in the effective mass plots correspond to
the 16th and 84th percentiles around the me-
dian for each cluster at each timeslice, which
would coincide with the 1σ errors for Gaus-
sian distributed data. In the plots below, we
show all of the extracted states with their error
bars obtained from automated label flows with
 = {0.01, 0.02, ..., 0.99, 1.00}.
It is interesting to observe how the effective
masses of a state varies as a function of the num-
ber of states extracted, M . Fig. 9a compares the
ground state effective mass for M = 1, 2, 3, 4, 5,
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(a) Flow depicted with arrows pointing in direction
of increasing .
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(b) Label flow on left, zoomed into region where the
flow is ambiguous.
FIG. 7: Label flow for 11th bootstrap sample of M = 3, t = 16 extraction, exhibiting a label
collision.
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(a) M = 2 state extraction effective mass.
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(b) M = 3 state extraction effective mass.
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FIG. 8: Generalized effective masses from Prony’s method using automated label flows. The x-axis
indicates the timeslice t at the beginning of the Prony stencil of 2M timeslices, i.e. the timeslices t
from a given stencil yn(t).
9and Fig. 9b compares the first excited state ef-
fective masses for M = 2, 3, 4, 5. For fair com-
parison between models, the effective mass is
plotted at the timeslice corresponding to the
middle of the Prony stencil of 2M timeslices.
The ground state comparison shows general
agreement between models for large timeslices,
but as expected, the models with larger M make
a better variational estimate of the ground state
at early times because the excited state con-
tamination is absorbed into the excited states.
The first excited state comparison shows that
the M = 2 extraction is significantly different
than the extractions obtained from M = 3, 4, 5.
Compared to the models with more states, the
M = 2 state extraction does not make a good
variational estimate of the first excited state.
In order to test the validity of the extractions
from Prony’s method, we compare the effective
masses to the masses obtained from a χ2 mini-
mization fit to a sum of decaying exponentials.
Here, the data is fit to a sum of three states or
four states, for various different fitting regions.
The χ2 values per degree of freedom for each of
these fits is summarized in Table I in the ap-
pendix. Figs. 10- 20 provide a qualitative com-
parison between the effective masses found via
Prony’s method, and the masses found through
exponential fitting. In each plot, the colored
bands represent the best fit values of exponential
fits to the correlation function for the different
fitting regions. The height of the band is given
by 1σ jackknife errors. To visualize the joint
distribution of masses over all of the timeslices
used in the Prony approach, we overlay error
boxes such that the darkest regions in the plot
represent the joint estimate of the mass for the
given model. Since a model using M states re-
quires a stencil of 2M timeslices, each point on
the effective mass plots above has been extended
to a box, where the vertical extent represents
the error, and the horizontal extent of the box
represents the stencil of timeslices used to com-
pute that mass and error. For each timeslice,
we overlay the (10,90), (20,80), (30,70), (40,60)
percentile error boxes such that a region’s dark-
ness on these box plots represents the certainty
that the true mass lies within that region.
Figs. 10- 13 show the box plots for the M =
2, 3, 4, 5 state extractions of the ground state.
Based on the darkest regions of the plots, the
Prony estimates of the ground state show mod-
est qualitative agreement with the estimates
from the exponential fits. However, note from
the scale of the y-axis, the precision of the
ground state improves for larger values of M .
For example, for M = 3, the dark band ranges
from about 0.077 to 0.084, while for M = 4,
the band ranges from about 0.081 to 0.085.
Although the exponential fits are significantly
more precise for the ground state, for the first
and second excited states, the certainties are
comparable between the two methods. The
first excited state is clearly best resolved in the
M = 4 model, where the certainty band ranges
from about 0.27 to 0.33. This result is compa-
rable to the systematic uncertainty in the least
squares fits to three states, as indicated by the
variation of the best-fit value over the fitting re-
gions.
In general, the three state fit contains signif-
icant systematic error for the different fitting
regions, while the four state fit has much less
systematic error due to the fitting regions be-
cause they agree within their statistical errors,
which are larger for these fits. This indicates
that the three state fit is insufficient to filter
out excited state contamination. This can be
compared to the time dependence of the Prony
state extractions, indicated by where the uncer-
tainty band lies along the time axis. For ex-
ample, for the M = 4 model extractions of the
second excited state, it appears that the signal
is strongest between timeslices t = 8 to t = 15.
Similar observations can be made by inspecting
the M = 5 model extraction of the second ex-
cited state. The mass of the second excited state
from the three state fits shown here may have
residual excited state contamination, and based
on the systematically smaller best fit value of
the mass for the different fitting regions.
5. CONCLUSION
In this work, we describe a new technique
called automated label flows that allows for
a systematic identification of states extracted
from correlation functions in the presence of
overlapping distributions. We illustrate this
technique for Prony’s method, but it can be eas-
ily adapted to any algebraic method for analyz-
ing correlation functions, such as the variational
method.
Our technique of automated label flows is
reminiscent of techniques used to map out er-
ror regions in χ2 minimization fitting to sums
of exponentials, where trajectories of curves are
tracked within the χ2 error regions to obtain
∆χ2 contours. However, in algebraic methods,
where there is no analogous tunable χ2 value,
we introduce a tunable parameter  that char-
acterizes the spread of the distribution of the
data that is used in the algebraic method. Then,
rather than flowing the fit parameters to differ-
ent values of ∆χ2, we flow the labels of boot-
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FIG. 9: Comparison between effective masses obtained from M = 1, 2, 3, 4, 5 state extractions from
Prony’s method. For easy comparison between different numbers of states M , the x-axis indicates
the middle timeslice used in the Prony stencil of 2M timeslices.
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FIG. 10: Ground state extraction from M = 2 model.
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(a) Exponential fit to three states.
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FIG. 11: Ground state extraction from M = 3 model.
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FIG. 12: Ground state extraction from M = 4 model.
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(a) Exponential fit to three states.
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FIG. 13: Ground state extraction from M = 5 model.
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FIG. 14: First excited state extraction from M = 2 model.
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FIG. 15: First excited state extraction from M = 3 model.
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(a) Exponential fit to three states.
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FIG. 16: First excited state extraction from M = 4 model.
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FIG. 17: First excited state extraction from M = 5 model.
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(b) Exponential fit to four states.
FIG. 18: Second excited state extraction from M = 3 model.
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FIG. 19: Second excited state extraction from M = 4 model.
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FIG. 20: Second excited state extraction from M = 5 model.
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strap samples as  increases.
In this work, we use single correlation func-
tions in Prony’s method, which results in the
need to assign labels in a two dimensional pa-
rameter space of energies and amplitudes. How-
ever, Prony’s method is easily generalizable to
multiple correlation functions from the same
quantum channel, which differ in their overlap
with each state (see Ref. [15]). A set of N cor-
relation functions would yield a N + 1 dimen-
sional parameter space: one dimension for the
energies, and N dimensions for N sets of ampli-
tudes. One may naively think that in a higher
dimensional space, the one dimensional trajec-
tories of the automated label flows will be less
likely to collide, or, similarly, the spectra result-
ing from another algebraic method such as the
variational method would also be represented in
a higher dimensional space, so label collisions
are less likely to be a problem than what was ob-
served here for Prony’s method. However, this
is not necessarily the case because label collision
occur in Prony’s method whenever the discrimi-
nant of the polynomial equation which is solved
to find the energies is less than or equal to zero.
Hence, the mass extraction determines whether
a label collision occurs, independent of the am-
plitudes, and under the influence of noise, the
polynomial can exhibit complex conjugate pairs
and therefore degeneracy. However, the behav-
ior of the trajectories in higher dimensions is a
worthwhile study of further investigations into
automated label flows.
In the example data we show here, mod-
est agreement is found between the extracted
masses from Prony’s method and those obtained
from a least squares fit to sums of exponentials.
Although the errors are much smaller for the
ground state in the least squares method, our
automated method provides a good estimation
of excited states. Furthermore, Prony’s method
with automated label flows can be used to easily
provide a least squares fitter with initial guesses
that will be close to the best fit value, thus re-
ducing the effort required to search the high di-
mensional space of a multi-exponential fit.
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Appendix
In order to provide a fair comparison between
the χ2 method and Prony’s method with au-
tomated label flows, we provide the results of
fits to the single pseudoscalar correlation func-
tion analyzed in this work. We note that this
χ2 analysis is not as complete as the one de-
scribed in the LSD publication [6] given that it
only used one of the several available pion cor-
relation functions and didn’t fully account for
data covariance. It is meant to only be used
for a direct comparison with our Prony method
which was done on the identical data set.
The values of χ2 per degree of freedom for the
exponential fits shown if Figs. 10- 20 are given
in Table I, where the χ2 value is the jackknife
average, and the error is jackknife error. Note
that while the data is highly correlated, only the
diagonal elements of the covariance matrix were
used since there are only 232 correlators, so esti-
mating the full covariance matrix is challenging.
Hence, it is not surprising that the χ2 values
are significantly less than χ2 = 1 per degree of
freedom. However, the value of χ2 per degree
of freedom is still a useful metric for the rela-
tive goodness of fit. From the point of view of
χ2 minimization, each choice of fits in the table
are comparable. If χ2 was an absolute measure
of goodness of fit, it could be used to help se-
lect the data range, tmin, tmax. Instead, a good
fit can be determined by seeing that fit param-
eters are stable under varying tmin and tmax, as
depicted in Figs. 10- 20 for the four state fits.
[1] Emanuele Mereghetti. Lattice QCD and Nu-
clear Physics for BSM searches. In 36th In-
ternational Symposium on Lattice Field Theory
(Lattice 2018) East Lansing, MI, United States,
15
States in fit tmin, tmax ground state first excited state second excited state third excited state χ
2/dof
3 1, 127 0.082227 (63) 0.3303 (17) 1.0756 (38) n/a 0.51 (9)
3 2, 126 0.082056 (63) 0.3012 (19) 0.8928 (44) n/a 0.13 (7)
3 3, 125 0.081969 (63) 0.2834 (24) 0.7686 (60) n/a 0.05 (7)
3 4, 124 0.081930 (63) 0.2735 (30) 0.6906 (82) n/a 0.03 (7)
3 5, 124 0.081909 (63) 0.2671 (35) 0.635 (11) n/a 0.03 (7)
3 6, 124 0.081900 (63) 0.2637 (42) 0.601 (16) n/a 0.03 (7)
3 7, 124 0.081898 (64) 0.2626 (49) 0.586 (23) n/a 0.03 (7)
4 1, 127 0.081912 (63) 0.2679 (35) 0.630 (11) 1.441 (14) 0.03 (7)
4 2, 126 0.081901 (64) 0.2636 (43) 0.588 (17) 1.291 (30) 0.03 (7)
4 3, 125 0.081895 (64) 0.2611 (52) 0.557 (26) 1.147 (55) 0.03 (7)
4 4, 124 0.081896 (64) 0.2616 (55) 0.566 (34) 1.22 (15) 0.03 (7)
TABLE I: Fit values and χ2 per degree of freedom (dof) for each of exponential fits in Figs. 10- 20.
July 22-28, 2018, 2018.
[2] Ning Li. New lattice interaction and the spec-
trum of light and medium mass nuclei. In 36th
International Symposium on Lattice Field The-
ory (Lattice 2018) East Lansing, MI, United
States, July 22-28, 2018, 2018.
[3] Zohreh Davoudi. The path from finite to infi-
nite volume: Hadronic observables from lattice
QCD. In 36th International Symposium on Lat-
tice Field Theory (Lattice 2018) East Lansing,
MI, United States, July 22-28, 2018, 2018.
[4] Martin Lu¨scher. Volume dependence of the en-
ergy spectrum in massive quantum field theo-
ries. Communications in Mathematical Physics,
105:153–188, 1986.
[5] Oliver Witzel. Review on composite higgs mod-
els. In Lattice field theory. Proceedings, 36th
International Symposium, Lattice 2018, East
Lansing MI, USA, July 22-28, 2028, 2018.
[6] T. Appelquist et al. Nonperturbative investiga-
tions of SU(3) gauge theory with eight dynam-
ical flavors. Phys. Rev., D99(1):014509, 2019.
[7] Thomas Degrand and Carleton DeTar. Lattice
Methods for Quantum Chromodynamics. World
Scientific Publishing Co. Pte. Ltd., 2006.
[8] B. Berg and A. Billoire. Glueball Spectroscopy
in Four-Dimensional SU(3) Lattice Gauge The-
ory. 1. Nucl. Phys., B221:109–140, 1983.
[9] Evan Berkowitz et al. Progress in Multibaryon
Spectroscopy. In 36th International Symposium
on Lattice Field Theory (Lattice 2018) East
Lansing, MI, United States, July 22-28, 2018,
2019.
[10] S. R. Beane, W. Detmold, K. Orginos, and
M. J. Savage. Nuclear Physics from Lattice
QCD. Prog. Part. Nucl. Phys., 66:1–40, 2011.
[11] Kimmy K. Cushman and George T. Flem-
ing. Prony methods for extracting excited
states. arXiv e-prints, page arXiv:1902.10695,
Feb 2019.
[12] Stefan Kunis, Tim Ro¨mer, and Ulrich von der
Ohe. Learning algebraic decompositions us-
ing Prony structures. arXiv e-prints, page
arXiv:1907.01547, Jul 2019.
[13] G. C. F. M. R. de Prony. J. Ecole Poly, 1:24,
1795.
[14] David Vandevoorde. A fast exponential decom-
position algorithm and its applications to struc-
tured matrices. PhD thesis, Rensselaer Poly-
technic Institute, Troy, New York, USA, Pro-
Quest Dissertations Publishing, 1996.
[15] George T. Fleming, Saul D. Cohen, Huey-Wen
Lin, and Victor Pereyra. Excited-State Ef-
fective Masses in Lattice QCD. Phys. Rev.,
D80:074506, 2009.
[16] George Tamminga Fleming. What can lat-
tice QCD theorists learn from NMR spectro-
scopists? In QCD and numerical analysis III.
Proceedings, 3rd International Workshop, Ed-
inburgh, UK, June 30-July 4, 2003, pages 143–
152, 2004.
[17] Huey-Wen Lin Saul Cohen, George Fleming.
Exponential time series in lattice quantum field
theory. In V. Pereyra and G. Scherer, editors,
Exponential Data Fitting and Its Applications,
chapter 4, pages 71–93. Bentham eBooks, 2010.
[18] Bradley Effron. The Jacknife, the Bootstrap
and Other Resampling Plans. Society for In-
dustrial and Applied Mathematics, 1987.
[19] Stuart P Lloyd. Least square quantization in
PCM. IEEE Transaction on Information The-
ory, 28:129–137, 1982.
[20] Daniel Hoying. Improved Pion Correlation
Functions Under Lattice Action. PhD thesis,
University of Connecticut, Storrs, Connecticut,
USA, 2019.
