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We explore the effects of artificial U(3) gauge potentials on ultracold atoms. We study background
gauge fields with both non-constant and constant Wilson loops around plaquettes, obtaining the
energy spectra in each case. The scenario of metal-insulator transition for irrational fluxes is also ex-
amined. Finally, we discuss the effect of such a gauge potential on the superfluid-insulator transition
for bosonic ultracold atoms.
I. INTRODUCTION
The study of ultracold atoms in optical lattices has
emerged to be a subject of great interest in recent years,
opening up the possibilities of synthesising gauge fields
capable of coupling to neutral atoms. This is in a vein
similar to how electromagnetic fields couple to charged
matter, for instance, or how SU(2) and SU(3) fields cou-
ple to fundamental particles in high-energy physics.1–10
The effects of these artificial abelian and non-abelian
“magnetic fields” can subsequently be studied in exper-
iments designed to realise these magnetic fields. Over
the years several innovative techniques to achieve this
have been suggested. One such procedure involves ro-
tating the atoms in a trap.2,11 More sophisticated meth-
ods involve atoms in optical lattices, making use of laser-
assisted tunnelling and lattice tilting (acceleration)12–14,
laser methods employing dark states15,16, two-photon
dressing by laser fields17,18, lattice rotations19–22, or im-
mersion of atoms in a lattice within a rotating Bose-
Einstein condensate.23 Further, in a recent work24, the
authors have proposed a two-tripod scheme to generate
artificial U(3) gauge fields. Observations in these experi-
ments are expected to show particularly conspicuous fea-
tures like the fractal “Hofstadter butterfly” spectrum25
and the “Escher staircase”13 in single-particle spectra,
vortex formation2,19,26, quantum Hall effects14,21,27,28, as
well as other quantum correlated liquids.29
A novel scheme to generate artificial abelian “mag-
netic” fields was proposed in the work by Jaksch and
Zoller.12 This involves the coherent transfer of atoms
between two different internal states by making use of
Raman lasers. Later, by making use of laser tunnel-
ing between N distinct internal states of an atom, this
scheme was generalised to mimic artifical non-abelian
“magnetic” fields by Osterloh et al.32 In addition, an al-
ternative method employing dark states has also been
discussed.24,33 In such a scenario, one employs atoms
with multiple internal states dubbed “flavours”. The
gauge potentials that can be realized by the applica-
tion of laser-assisted non-uniform and state-dependent
tunnelling and coherent transfer between internal states,
can practically allow for a unitary matrix transforma-
tion in the space of these internal states, corresponding
to U(N) or SU(N). In such a non-abelian U(2) po-
tential, a moth-like structure32 emerges for the single-
particle spectrum, which is characterized by numerous
tiny gaps. Several other works involve studies of non-
trivial quantum transport properties34, integer quantum
Hall effect for cold atoms28, spatial patterns in opti-
cal lattices26, modifications of the Landau levels35, and
quantum atom optics.36,37 An SU(3) topological insula-
tor has been constructed for a non-interacting quadratic
Hamiltonian.30 In the context of an interacting system
with three-component bosons, the Mott phase in the
presence of “SU(3) spin-orbit coupling” has been shown
to exhibit SU(3) spin spiral textures in the ground state,
both for one-dimensional chain and the square lattice.31
However, Goldman et al38 have pointed out that the
U(2) gauge potentials proposed earlier32 are character-
ized by non-constant Wilson loops and that the features
characterizing the Hofstadter “moth” are a consequence
of this spatial dependence of the Wilson loop, rather than
the non-abelian nature of the potential. They have em-
phasised that the moth-like spectrum can also be found
in the standard abelian case when the gauge potential is
chosen such that the Wilson loop is proportional to the
spatial coordinate.
In this work, we investigate whether features similar
to those discussed in the literature for U(2) gauge po-
tentials, also reveal themselves in artificial U(3) gauge
potentials on ultracold atoms. This builds upon existing
results in the literature for U(2) potentials and may be
viewed as a stepping stone toward the generalisation of
such features for arbitrary (S)U(N) gauge potentials.
Our paper is organised as follows. Sec. II describes
the necessary theoretical set-up. In Sec. III, we consider
background gauge fields with non-constant32 Wilson
loops. The spectra for both rational and irrational fluxes
are discussed. The scenario of metal-insulator transition
for irrational fluxes is also examined in Sec. III B. Sec. IV
is devoted to systems subjected to a gauge potential with
a constant38 Wilson loop. Lastly, in Sec. IV B, we study
the effect of such a gauge potential on the Mott insula-
tor to superfluid transition for bosonic ultracold atoms
for rational fluxes. We conclude with a summary and an
outlook for related future work in Sec. V.
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2II. REVIEW OF ARTIFICIAL GAUGE
POTENTIALS IN OPTICAL LATTICES
In this section, we review the theoretical framework
for studying a system of non-interacting fermionic atoms
with j flavours. We assume that the atoms are trapped in
a 2D optical square lattice of lattice-spacing a, with sites
at (x = ma, y = na), where n,m are integers. Without
loss of generality, we will set a = 1 in all subsequent
discussions. When the optical potential is strong, the
tight-binding approximation holds and the Hamiltonian
is given by:
H =
∑
m,n
(
tx Ψ
†
m+1,n UxΨm,n + ty Ψ
†
m,n+1 Uy Ψm,n
)
+ h.c.,
(1)
where Ux and Uy are the tunnelling matrices (operators),
belonging to the U(N) group, along the x and y direc-
tions respectively. Also, tx and ty represent the corre-
sponding tunnelling amplitudes, and each of the Ψ†m,n’s
is a j-component fermion creation operator at the site
(m,n). The tunnelling operators are related to the non-
abelian gauge potential according to Ux = e
iAx and
Uy = e
iAy . Throughout this work, we will impose pe-
riodic boundary conditions on both x and y directions.
In the presence of the gauge potential, the atoms per-
forming a loop around a plaquette undergo the unitary
transformation:
U = Ux Uy(m+ 1)U
†
x U
†
y (m) , (2)
where we are considering the case that Ux is position-
independent, whereas Uy depends on the x-coordinate.
Noting that the gauge potential (and hence the Hamil-
tonian) is independent of the y-coordinate, the 3-
component eigenfunction can be written as:
Ψ(m,n) ≡ eikyn
ambm
cm
 , (3)
such that H |Ψ〉 = E |Ψ〉.
The Wilson loop defined by:
W = Tr
[
Ux(m+ 1)Uy(m+ 1)U
†
x(m)U
†
y (m)
]
, (4)
is a gauge-invariant quantity and can be used to distin-
guish whether the system is in the “genuine” abelian or
non-abelian regime. For |W | = 3, the system is in the
abelian regime according to the criteria by Goldman et
al38.
III. U(3) GAUGE POTENTIAL WITH
NON-CONSTANT WILSON LOOP
In this section, we consider the U(3) gauge potential
Ax =
4pi
3
√
3
 0 −i ii 0 −i
−i i 0
 ,
Ay = −2pimdiag(α1 , α2 , α3) ,
Az = 0 , (5)
where Ax is proportional to the linear combination (λ2−
λ5 + λ7) of the Gell-Mann matrices for SU(3). In order
to realize such a potential one may consider the method
elaborated by Osterloh et al.32
The tunnelling operators corresponding to the above
non-abelian gauge potentials are given by the following
3× 3 unitary matrices:
Ux =
0 0 11 0 0
0 1 0
 ,
Uy = diag( e
−i2piα1m, e−i2piα2m, e−i2piα3m) . (6)
From Eq. (4), we find W = e2pi i{mα1−(m+1)α3} +
e2pi i{mα1−(m+1)α3} + e2pi i{mα3−(m+1)α2}, which is po-
sition dependent for generic values of α1, α2, α3, and
hence we expect a moth-like rather than a butterfly-like
structure.38 For α1 = α2 = α3, |W | = 3 and we are
then in the abelian regime where the fractal “Hofstadter
butterfly” is expected to show up with q1(= q2 = q3)
triply-degenerate bands.
A. Spectrum for rational fluxes
For the case of rational αi’s such that
αi = pi/qi ( for i ∈ {1, 2, 3} & {pi, qi} ∈ Z ) , (7)
the system is periodic in x-direction with periodicity
Q, where Q is equal to the least common multiple of
{q1, q2, q3}. The recursive eigenvalue equations are:
bm−1 + Um am + cm+1 =
E
tx
am ,
cm−1 + Vm bm + am+1 =
E
tx
bm ,
am−1 +Wm cm + bm+1 =
E
tx
cm , (8)
where
Um = 2 r cos(2pimα1 − ky) , Vm = 2 r cos(2pimα2 − ky) ,
Wm = 2 r cos(2pimα3 − ky) , r = ty/tx . (9)
Since the Hamiltonian H commutes with the transla-
tion operator defined by T Qx f(m,n) = f(m + Q,n), we
3FIG. 1. The energy eigenvalues of the system depicted by Eq. (11) for α2 = 2/3, α3 = 1/2 and r = 1, as a function of α1. The
three plots correspond to ky = 0 (top), pi/3 (bottom left) and pi/2 (bottom right).
can apply Bloch’s theorem in the x-direction:am+Qcm+Q
bm+Q
 = eikxQ
amcm
bm
 . (10)
Hence in the first Brillouin zone, kx ∈ [ 0, 2piQ ] and ky ∈
[ 0, 2pi ], and we need to solve the 3Q × 3Q eigenvalue
problem:

U1 0 0 0 0 1 0 0 0 . . 0 0 0 0 e
−ikxQ 0
0 V1 0 1 0 0 0 0 0 . . 0 0 0 0 0 e
−ikxQ
0 0 W1 0 1 0 0 0 0 . . 0 0 0 e
−ikxQ 0 0
0 1 0 U2 0 0 0 0 1 . . 0 0 0 0 0 0
0 0 1 0 V2 0 1 0 0 . . 0 0 0 0 0 0
1 0 0 0 0 W2 0 1 0 . . 0 0 0 0 0 0
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
0 0 eikxQ 0 0 0 0 0 0 . . 0 1 0 UQ 0 0
eikxQ 0 0 0 0 0 0 0 0 . . 0 0 1 0 VQ 0
0 eikxQ 0 0 0 0 0 0 0 . . 1 0 0 0 0 WQ


a1
b1
c1
a2
b2
c2
.
.
aQ
bQ
cQ

=
E
tx

a1
b1
c1
a2
b2
c2
.
.
aQ
bQ
cQ

. (11)
4This matrix equation can be decoupled into three independent equations:
U1 1 0 0 0 0 0 0 0 . . 0 0 0 0 0 e
−ikxQ
1 W2 1 0 0 0 0 0 0 . . 0 0 0 0 0 0
0 1 V3 1 0 0 0 0 0 . . 0 0 0 0 0 0
0 0 1 U4 1 0 0 0 0 . . 0 0 0 0 0 0
0 0 0 1 W5 1 0 0 0 . . 0 0 0 0 0 0
0 0 0 0 1 V6 1 0 0 . . 0 0 0 0 0 0
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
0 0 0 0 0 0 0 0 0 . . 0 0 1 UQ−2 1 0
0 0 0 0 0 0 0 0 0 . . 0 0 0 1 WQ−1 1
eikxQ 0 0 0 0 0 0 0 0 . . 0 0 0 0 1 VQ


a1
c2
b3
a4
c5
b6
.
.
aQ−2
cQ−1
bQ

=
E1
tx

a1
c2
b3
a4
c5
b6
.
.
aQ−2
cQ−1
bQ

, (12)

V1 1 0 0 0 0 0 0 0 . . 0 0 0 0 0 e
−ikxQ
1 U2 1 0 0 0 0 0 0 . . 0 0 0 0 0 0
0 1 W3 1 0 0 0 0 0 . . 0 0 0 0 0 0
0 0 1 V4 1 0 0 0 0 . . 0 0 0 0 0 0
0 0 0 1 U5 1 0 0 0 . . 0 0 0 0 0 0
0 0 0 0 1 W6 1 0 0 . . 0 0 0 0 0 0
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
0 0 0 0 0 0 0 0 0 . . 0 0 1 VQ−2 1 0
0 0 0 0 0 0 0 0 0 . . 0 0 0 1 UQ−1 1
eikxQ 0 0 0 0 0 0 0 0 . . 0 0 0 0 1 WQ


b1
a2
c3
b4
a5
c6
.
.
bQ−2
aQ−1
cQ

=
E2
tx

b1
a2
c3
b4
a5
c6
.
.
bQ−2
aQ−1
cQ

, (13)

W1 1 0 0 0 0 0 0 0 . . 0 0 0 0 0 e
−ikxQ
1 V2 1 0 0 0 0 0 0 . . 0 0 0 0 0 0
0 1 U3 1 0 0 0 0 0 . . 0 0 0 0 0 0
0 0 1 W4 1 0 0 0 0 . . 0 0 0 0 0 0
0 0 0 1 V5 1 0 0 0 . . 0 0 0 0 0 0
0 0 0 0 1 U6 1 0 0 . . 0 0 0 0 0 0
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
0 0 0 0 0 0 0 0 0 . . 0 0 1 WQ−2 1 0
0 0 0 0 0 0 0 0 0 . . 0 0 0 1 VQ−1 1
eikxQ 0 0 0 0 0 0 0 0 . . 0 0 0 0 1 UQ


c1
b2
a3
b4
a5
c6
.
.
cQ−2
bQ−1
aQ

=
E3
tx

c1
b2
a3
b4
a5
c6
.
.
cQ−2
bQ−1
aQ

, (14)
such that the full set of eigenvalues is the union of the
eigenvalues (E1, E2, E3) obtained for the three decoupled
systems. Fig. (1) shows the plots of these energy eigen-
values as functions of α1 for α2 = 2/3, α3 = 1/2 and
r = 1. The three plots, from left to right, correspond
to ky = 0, pi/3, pi/2 respectively. We have checked that
the features of the plots remain unchanged irrespective
of whether the horizontal axis is chosen as α1, α2 or α3,
whilst keeping the other two αi’s fixed.
B. Metal-insulator transition for irrational flux
The Hofstadter system25 undergoes metal-insulator
transitions for irrational values of flux and the spec-
tra do not depend on ky. For instance, let us assume
α1 =
√
5−1
2 . We will approximate this irrational number
by the rational approximation 89/144. Fig. (2) shows
the plot of the energy eigenvalues from Eqs. (12), (13)
and (14), as a function of ky for α1 = 89/144, α2 =
2/3, α3 = 1/2 and r = 1. The abelian case correspond-
ing to α1 = α2 = α3 = 89/144 has also been shown,
which shows bands with no variation along ky. Also in
Fig. (3), we show how the minimum energy states for
ky = (0, pi/2) localizes with increasing r.
We find that if we consider the case of
Ay = −2pimdiag(α1 , α2 + 1/2 , α3) such that
Uy = diag( e
−i2piα1m, −e−i2piα2m, e−i2piα3m) (other
choices remaining the same as in Eq. (5)), then for
E = 0, α1 irrational and α2 = α3 = 0, the recursive
5FIG. 2. Energy spectrum E = (E1, E2, E3) from Eqs. (12),
(13) and (14), as a function of ky for α1 = 89/144, α2 =
2/3, α3 = 1/2 and r = 1. E1, E2 and E3 have been plotted
in green, blue and orange respectively. The abelian case cor-
responding to α1 = α2 = α3 = 89/144 has also been plotted
in grey, which shows bands with no variation with ky.
equations reduce to:
a(m− 3) + a(m+ 3) + 2 γ cos (2pimα1 − ky) a(m) = 0 ,
b(m) =
a(m− 2) + 2 r (−1)m cos ky a(m+ 1)
−1 + 4 r2 cos2 ky ,
c(m) =
a(m− 1)− b(m+ 1)
2 r (−1)m cos ky ,
γ = −r (1− 4 r2 cos2 ky) . (15)
The a(m) equation is uncoupled and has the structure
like that of the Harper equation for the abelian case. This
leads us to infer that there is a metal-insulator transition
at |γ| = 1, such that |γ| < 1 corresponds to extended
states, while |γ| > 1 characterises localized states. These
two phases are shown in Fig. (4).
IV. U(3) GAUGE POTENTIAL WITH
CONSTANT WILSON LOOP
In this section, we study the effect of the U(3) gauge
potential given by:
Ax =
4pi
3
√
3
 0 −i ii 0 −i
−i i 0
 ,
Ay = 2piαm +
pi√
3
0 −i −ii 0 −i
i i 0
 ,
Az = 0 , (16)
where Ax is the same as in Eq. (5), whereas Ay now is
proportional to the linear combination (λ2 + λ5 + λ7)
of the Gell-Mann matrices for SU(3). The tunnelling
operators in this case correspond to the following unitary
matrices:
Ux =
0 0 11 0 0
0 1 0
 , Uy = −ei2piαm
3
 1 2 −22 1 2
−2 2 1
 .(17)
Here, Eq. (4) gives us |W | = 5/9, which is position-
independent and hence we expect a modified butterfly
structure.
A. Spectrum for rational flux
For α = P/Q, writing the wave-functions in terms of
Bloch functions using the same notation as in Eq. (10),
we arrive at the recursive equations given by:
bm−1 + U˜m (am + 2bm − 2cm) + cm+1 = E
tx
am,
cm−1 + U˜m (2am + bm + 2cm) + am+1 =
E
tx
bm ,
am−1 + U˜m (−2am + 2bm + cm) + bm+1 = E
tx
cm ,
(18)
where
U˜m = −2 r cos(2pimα+ ky) , r = ty/tx . (19)
This case involves solving a 3Q× 3Q eigenvalue problem
given by:
6FIG. 3. The behaviour of the system depicted by Eq. (10) for irrational flux captured by plotting the square root of the
modulus of the fourier transform of the wavefunction
(√|f(kx)| ) for the state with minimum energy when α1 = 89/144, α2 =
2/3, α3 = 1/2, as a function of kx, with ky = 0 (pi/2) for left (right) panel. The four figures in each panel, from top to bottom,
show how the state localizes with increasing r.

U˜1 2U˜1 −2U˜1 0 0 1 0 0 0 . . 0 0 0 0 e−ikxQ 0
2U˜1 U˜1 2U˜1 1 0 0 0 0 0 . . 0 0 0 0 0 e
−ikxQ
−2U˜1 2U˜1 U˜1 0 1 0 0 0 0 . . 0 0 0 e−ikxQ 0 0
0 1 0 U˜2 2U˜2 −2U˜2 0 0 1 . . 0 0 0 0 0 0
0 0 1 2U˜2 U˜2 2U˜2 1 0 0 . . 0 0 0 0 0 0
1 0 0 −2U˜2 2U˜2 U˜2 0 1 0 . . 0 0 0 0 0 0
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
0 0 eikxQ 0 0 0 0 0 0 . . 0 1 0 U˜Q 2U˜Q −2U˜Q
eikxQ 0 0 0 0 0 0 0 0 . . 0 0 1 2U˜Q U˜Q 2U˜Q
0 eikxQ 0 0 0 0 0 0 0 . . 1 0 0 −2U˜Q 2U˜Q U˜Q


a1
b1
c1
a2
b2
c2
.
.
aQ
bQ
cQ

=
E
tx

a1
b1
c1
a2
b2
c2
.
.
aQ
bQ
cQ

.(20)
In Fig. (5), the energy eigenvalues (with r = 1) have been
plotted as a function of (i) α in the left panel, and (ii) ky
for α = 3/5 in the right panel.
B. Superfluid-insulator transition of ultracold
bosons
We consider three independent species of bosonic ul-
tracold atoms, denoted by (am,n, bm,n, cm,n ), in a square
optical lattice. This system is well-captured by the Bose-
Hubbard model and has been theoretically shown to un-
dergo superfluid-insulator transitions. Here we study the
effect of the U(3) gauge potentials given in Eq. (17) on
such transitions, which result in inter-species hopping
terms. Starting from the tight-binding limit, we treat
these hopping terms perturbatively. The Hamiltonian of
the model is given by:
H = H0 +H1 ,
H0 =
∑
m,n
∑
s=a,b,c
[U
2
nˆsm,n
(
nˆsm,n − 1
)− µ nˆsm,n] ,
H1 = J
∑
m,n
{Ψ†m+1,n UxΨm,n + Ψ†m,n+1 Uy Ψm,n }+ h.c. ,
ψ†m,n =
(
a†m,n b
†
m,n c
†
m,n
)
, (21)
where the interaction strength U and the chemical po-
tential µ have been chosen to be the same for all species
for simplicity. Here the hopping matrices Ux and Uy are
given by Eq. (17). We will consider the limit 0 ≤ µ ≤ U
such that H0 describes three independent species having
a unique non-degenerate ground state with nsm,n = 1.
Following the analysis in earlier papers39–42, the ze-
roth order Green’s function (corresponding to H0) at zero
7temperature is given by:
G0s,s′(k,k
′, i ω) = δs,s′ δk,k′ G0(i ω) ,
G0(i ω) =
n0 + 1
i ω − Ep −
n0
i ω + Eh
,
Eh = µ− U (n0 − 1) , Ep = −µ+ U n0 , (22)
where ω is the bosonic Matsubara frequency and Eh (Ep)
is the energy cost of adding a hole (particle) to the Mott
insulating phase. Also, n0 = [µ/U ] is the on-site particle
number.
FIG. 4. The metallic (red) and insulating phases (blue) for
the system from Eq. (15) in the ky − r plane.
The x-components of the momenta, in the presence of
the flux α, are constrained to lie in the magnetic Brillouin
zone where two successive points differ by ±2piα. For
example, kx can be assigned the discrete values 2piα `,
where ` = 0, 1, . . . Q− 1. Using this notation, we denote
the momentum space wavefunction as ψ`(k) ≡ ψ(k +
2piα ` kˆx). The hopping matrix, obtained from H1, is
then given by:
Tk,`,k′,`′ = δk,k′
[M1(kx, `) δ`,`′ +M2(ky) δ`+1,`′
+M†2(ky) δ`−1,`′
]
,
M1(kx, `) = J ei(kx+2piα `) Ux + h.c.
= J
 0 e−i(kx+2piα `) ei(kx+2piα `)ei(kx+2piα `) 0 e−i(kx+2piα `)
e−i(kx+2piα `) ei(kx+2piα `) 0
 ,
M2(ky) = −Je
iky
3
 1 2 −22 1 2
−2 2 1
 . (23)
The dispersion relations can be found by solving:
M˜1(kx, `)ψ`(k)−M2(ky)ψ`+1(k)−M†2(ky)ψ`−1(k) = 0 ,
M˜1(kx, `) = [G0(ωr + iη)]−1 I3×3 −M1(kx, `) , (24)
where we have analytically continued to real frequencies
as i ω → ωr + iη. In other words, we have to solve the
3Q× 3Q matrix equation:

M˜1(kx, 0) −2<[M2(ky)] 0 0 0 . . 0 0 0
−2<[M2(ky)] M˜1(kx, 1) −2<[M2(ky)] 0 0 . . 0 0 0
0 −2<[M2(ky)] M˜1(kx, 2) −2<[M2(ky)] 0 . . 0 0 0
. . . . . . . . 0 0
. . . . . . . . 0 0
0 0 0 0 0 . . 0 −2<[M2(ky)] M˜1(kx, Q− 1)
 = 0 .
(25)
The value of the critical hopping parameter J = Jc is
obtained when the gap between the lowest particle exci-
tation energy and the highest hole excitation energy goes
to zero. The Mott lobes for α = (0, 1/2) are shown in
Fig. (6).
V. SUMMARY AND DISCUSSIONS
To summarise, we have extended existing studies of
ultracold atoms in artificial U(2) gauge potentials to the
case of U(3). In doing so, we have considered background
gauge fields with both non-constant and constant Wil-
son loops. We find that the spectrum for the constant
Wilson loop case exhibits a fractal structure very simi-
lar to the well-studied abelian case of Hofstader’s. Sys-
tems with irrational fluxes have been shown to undergo
metal-insulator transitions as the hopping parameters are
tuned. We have also shown the effect of such a gauge
potential in the specific case of the Mott insulator and
for superfluid transition for bosonic ultracold atoms sub-
jected to rational flux-values.
There are certain similarities observed with the U(2)
cases. For the metal-insulator transition in Section III B,
the behaviour of the extended/localized states in the ky-
r plane are similar to that in the U(2) case34. Again, for
the superfluid-insulator transition in Section IV B, the
presence of the U(3) flux led to a suppression of the values
8FIG. 5. Energy spectrum from Eq. (20) for r = 1 as a function of α (ky at α = 3/5) in the left (right) panel.
FIG. 6. The Mott lobes obtained from the critical values
of J/U . The solid blue (dotted red) curve corresponds to
α = 0 (1/2).
of Jc with respect to the zero flux case. Such suppression
was also found in the U(2) case42.
In general, it might be easier to simulate U(2) gauge
potentials rather than U(3) or higher gauge group poten-
tials in cold atom experiments. While systems with U(2)
gauge potential can be useful to study fermions with the
spin degree of freedom, which is what we find in con-
densed matter systems, the simulation of U(3) gauge po-
tentials may open the path to study QCD-like systems.
Our study opens several pathways towards future work
involving these systems. For instance, in the fractal case,
the Chern numbers for the emerging energy bands can
be calculated leading to the identification of the various
topological phases. Further, while for the scope of this
work, we have limited ourselves to the simplest case of
square lattice, it will be interesting to study cases with
other structures such as triangular and honeycomb lat-
tices. Future exploration along these directions will give
a better theoretical understanding of such systems. It
will also help in optimising design related decisions for
experiments in the field and suggest the experimental
signatures one ought to go hunting for.
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