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Simplicial Waldhausen categories and topological K-theory
Yi-Sheng Wang
Abstract
Utilizing simplicial Waldhausen theory, we prove that the geometric realization of the topologized category
of bounded chain complexes over F = C (resp. R) is an infinite loop space that represents connective complex
(resp. real) topological K-theory. The key ingredient in our proof is a generalized Waldhausen comparison
theorem.
Keywords: Simplicial Waldhausen categories; topological K-theory; topologized category of bounded
chain complexes.
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Introduction
The standard category of finite-dimensional vector spaces over F, denoted byVF, is an enriched category
whose set of objects and space of morphisms are given by the set {Fn}n∈N∪{0} and the space of m-by-n
matrices
∐
m,n∈N∪{0}
Mm,n(F), respectively, where Mm,n(F) is topologized as F
mn. Its associated category of bounded
chain complexes, denoted by Chb(VF), is an internal category in Top (topologized category) consisting of
bounded chain complexes inVF and chain maps between them (Remark 2.5). It is not difficult to see that the
geometric realization of the nerve of the subcategory of isomorphisms in VF, denoted by |wVF |, classifies
vector bundles over a paracompact Hausdorff space, and that the geometric realization of the nerve of the
internal subcategory of quasi-isomorphisms in Chb(VF), denoted by |w Ch
b(VF)|, is a group-like H-space
with π0(|w Ch
b(VF)|) = Z. It is thus natural to ask if the canonical map
|wVF | → |w Ch
bVF |, (1)
is a topological group completion. In other words, we want to show that the space |w Chb(VF)| represents
topological K-theory. Indeed, this has been observed by Segal in [15, Section 2], where he suggests a
geometric approach to this question using the notion of bundles of chain complexes developed in [14,
Appendix]. Though we are not able to work out the approach proposed in [15], we discover a homotopy-
theoretic way to solve this problem.
Our strategy can be summarized in the following commutative diagram
|wS·VF, · |
|wN·VF, · |
|wS· Ch
b(VF)· |
|wN· Ch
b(VF)· |
c
b
a
(2)
whereVF, · (resp. Ch
b(VF)·) is the singularization of the internal categoryVF (resp. Ch
b(VF)), and N· (resp.
S·) stands for Segal’s N-construction (resp. Waldhausen’s S-construction). To make sense of the diagram,
the simplicial category VF, · (resp. Ch
b(VF)·) has to admit a simplicial Waldhausen structure. In fact, we
shall prove a stronger statement:
Theorem 0.1 (Theorem 2.1). The simplicial categoriesVF, · and Ch
b(VF)· are simplicial exact categories.
By Theorem 0.1, we see that (2) is well-defined. The next step is then to prove that the solid arrows in
(2) are homotopy equivalences. While the fact that the maps a and b are homotopy equivalences follows
easily from Waldhausen’s comparison theorem [19, Section 1.8] and a straightforward generalization of the
Gillet-Waldhausen theorem [17], to prove that the map c is a homotopy equivalence is not an easy task; one
reason is that, for a given k, cofibrations in Chb(VF)k are not always splittable. In fact, we need to make use
of the simplicial structure of the simplicial category Chb(VF)· to connect a non-splittable cofibration to a
splittable one. For arbitrary simplicialWaldhausen category, we prove a generalizedWaldhausen comparison
theorem.
Theorem 0.2. (Theorem 1.25) Let C· be a simplicial Waldhausen category with Ck additive, for every k,
and suppose that it is equipped with a sum functor, its cofibrations are weakly splittable, and wCk satisfies
the extension axiom. Then the canonical simplicial exact functor
N·C· → S·C·
induces a homotopy equivalence
|wN·C· |
∼
−→ |wS·C· |.
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A cofibration in C0 is weakly splittable if and only if there exists a path—some 1-simplices—connecting the
given cofibration to a splittable one. We shall see that the simplicial Waldhausen category Chb(VF)· satisfies
the conditions in Theorem 0.2. Now, observe that the group completion theorem for Segal Γ-spaces gives us
the following topological group completion
|wVF, · | → Ω|wN·VF, · |. (3)
In addition, since the nerve of the enriched category wVF is proper and has the homotopy type of a CW-
complex at each degree, we have the homotopy equivalence
|wVF, · | → |wVF |, (4)
induced by the counit | Sing·(−)| 7→ Id, where Sing· is the singular functor. The homotopy equivalence (4)
implies that the space |wVF, · | also classifies vector bundles over a paracompact Hausdorff space, and hence,
by (3) and (2), the loop space of any space in (2) represents topological K-theory. On the other hand, we
shall also prove that the nerve of the internal category w Chb(VF) is proper and has the homotopy type of a
CW-complex at each degree. Thus, there is a span of homotopy equivalences
|w Chb(VF)| ← |w Ch
b(VF)· | → Ω|wN· Ch
b(VF)· |,
in view of the fact that π0(|w Ch
b(VF)|) = Z. We summarize these results in our main theorem:
Main Theorem. There are natural homotopy equivalences of infinite loop spaces
|w Chb(VF)|
∼
←− |w Chb(VF)· |
∼
−→ Ω|wN· Ch
b(VF)· |
∼
−→
c
Ω|wS· Ch
b(VF)· |
∼
←−
b
Ω|wS·VF, · |
∼
←−
a
Ω|wN·VF, · |,
and any of the spaces above represents topological K-theory.
One important application of the Main Theorem is the topological group completion (1), and another is a
new proof of the following theorem.
Theorem 0.3. [12, VI.4;VII][15, Section 2] Let kuF,1 be the connected component of the topological K-
theory space that contains the multiplicative identity. Then the H-structure induced by the tensor product of
vector spaces gives an infinite loop space structure on kuF,1.
The paper is organized as follows: In the first two subsections of Section 1, we recollect some basic
notions and theorems in the theory of simplicial Waldhausen categories and simplicial S-categories, which
are simplicial objects in the category of small categories equipped with categorical sums. In particular, the
notion of simplicial sum functors (Definitions 1.4 and 1.18) and properties of simplicial bi-exact functors
are discussed in details in these two subsections. The third subsection of Section 1 is devoted to generalized
Waldhausen comparison theorems. Section 2 concerns the simplicial exact structure on VF, ·. Section 3
contains the main applications of the paper. Especially, the proofs of the Main Theorem and Theorem 0.3 are
completed in Section 3. In Appendix A, a version of the realization lemma needed in this paper is presented.
Though this lemma appears to be well-known, we provide a detailed proof for the sake of completeness. The
definition and properties of homotopy bi-linear maps, which seem to be less well documented, are recalled
in Appendix B.
Throughout the paper, we work primarily in the Quillen model category of k-spaces, denoted by Top.
However, on a few occasions,we shall make use of some properties of the Strømmodel category of topological
spaces as well; in those cases, the context shall make it clear the model structure we are referring to. We
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use the category of prespectra, denoted by P, to model the stable homotopy category; some basic properties
of the category P can be found in [10] or [22, Appendix]. Given C (resp. C· · ·) an internal category in Top
(resp. multi-simplicial category), the space |C| (resp. |C· · · |) stands for the geometric realization (resp. the
iterated geometric realization (see Appendix A)) of the nerve of C (resp. C· · ·).
The author wishes to thank Sebastian Goette, Georgios Raptis, Graeme Segal and Wolfgang Steimle
for their insightful comments and discussion. He would also like to thank Dan Grayson for answering his
question on Mathoverflow. The author gratefully acknowledges the financial support of German Research
Foundation (DFG) and the University of Freiburg during the project.
1. Simplicial Waldhausen theory
1.1. Simplicial Waldhausen categories
Simplicial Waldhausen categories appear in Waldhausen K-theory as part of the S-construction [19].
Though most theorems in [19, Section 1] are stated in terms of Waldhausen categories, almost all of them
can be easily generalized to simplicial Waldhausen categories. In this subsection, we review some basic
definitions in Waldhausen K-theory [19, Section 1] and their generalizations to simplicial Waldhausen
categories.
A Waldhausen category is a small category C with zero object ∗ and equipped with two special subcate-
gories coC and wC such that they satisfy the following axioms:
1. The subcategory of isomorphisms isoC is contained in the intersection of coC and wC;
2. The morphism ∗ → A is in coC, for every A ∈ C;
3. Pushouts along any morphism in coC exist;
4. The subcategory wC satisfies the gluing lemma.
The morphisms in wC (resp. coC) are called weak equivalences (resp. cofibrations). An exact functor
of Waldhausen categories is a functor that preserves cofibrations, weak equivalences and pushouts along a
cofibration. A natural weak equivalence between two exact functors
φ : F 7→ G : C → D
is a natural transformation that takes value in wD. W denotes the 2-category comprises Waldhausen
categories, exact functors and natural weak equivalences.
Definition 1.1. (i) A simplicial Waldhausen category is a simplicial object inW, meaning a (covariant)
functor
C· : △
op →W,
where △op is the opposite of the simplex category.
(ii) A simplicial exact functor of simplicial Waldhausen categories
F· : C· → D·,
is a natural transformation from C· to D· or, equivalently, a simplicial functor with Fk exact, for every
k.
(iii) A simplicial natural weak equivalence between the simplicial exact functors
F· : C· → D·;
G· : C· → D·
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is a simplicial functor
φ · : C· × [1] → D·
such that φk is a natural weak equivalence between Fk and Gk , for every k, where [1] := {0 < 1} is
considered as a simplicial category with trivial structure maps.
sW denotes the category consisting of simplicial Waldhausen categories, simplicial exact functors and
simplicial natural weak equivalences.
Remark 1.2. In a similar manner, one can define multi-simplicial Waldhausen categories, multi-simplicial
exact functors, multi-simplicial natural weak equivalences. The 2-category consisting of bi-simplicial
Waldhausen categories, bi-simplicial exact functors and bi-simplicial weak equivalence is denoted by biW,
and mW denotes the category of multi-simplicial Waldhausen categories and the corresponding 1-(2-
)morphisms.
Recall that Waldhausen’s S-construction induces a functor from the category mW to P, the category of
prespectra,
K : mW → P,
where the n-th component of K(C· · ·), for any C· · · ∈ mW, is given by the space |wS
(n)
· C· · · | when n ≥ 1, and
the space Ω|wS(n)· C· · · | when n = 0.
As in Waldhausen K-theory, one can define the (2-) fiber product of a cospan of multi-simplicial
Waldhausen categories C· · · → E · · · ← D· · ·; the resulting multi-simplicial Waldhausen category is denoted
by C· · ·×
(2)
E···
D· · ·. For instance, given a multi-simplicial exact functor C· · · → D· · ·, we can define the following
cospan of multi-simplicial Waldhausen categories
S·C· · · → S·D· · · ← PS·D· · ·,
where PS·D· · · is the path object in S-direction, and the corresponding fiber product is denoted by S·(C· · · →
D· · ·). Another important example is the extension object E(A · · ·, C· · ·,B· · ·), which denotes the fiber product
of the cospan of inclusions
A · · · ֒→ C· · · ←֓ B· · ·,
whereA · · · and B· · · are two multi-simplicial subcategories of C· · ·.
The next two corollaries can be derived from the additivity theorem in [19, Proposition 1.3.2] and the
realization lemma (LemmaA.2). For the sake of simplicity, they are stated in terms of simplicial Waldhausen
categories even though both hold for multi-simplicial Waldhausen categories.
Corollary 1.3 (The Additivity Theorem). Let A ·, B· and C· be simplicial Waldhausen categories and A ·
and B· be simplicial subcategories of C· such that the inclusions are simplicial exact functors. Then the
simplicial exact functor
E(A · · ·, C· · ·,B· · ·) → A · · · × B· · ·
(A → C → B) 7→ (A, B)
induces a homotopy equivalence
|wS·E(A ·, C·,B·)|
∼
−→ |wS·A · | × |wS·B· |.
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Proof. By Proposition 1.3.2 in [19], we know, for every [k] ∈ △op , the exact functor of Waldhausen
categories
E(Ak, Ck,Bk) → Ak × Bk
A → C → B 7→ (A, B)
induces a homotopy equivalence
|wS·E(Ak, Ck,Bk)| → |wS·Ak | × |wS·Bk |.
The claim then follows quickly from Lemma A.2 (the realization lemma). 
Now, in [19, Proposition 1.3.2], there are two more equivalent statements of the additivity theorem. The
first one says the following two maps
t : |wS·E(C)| → |wS·C|
s ∨ q : |wS·E(C)| → |wS·C|,
induced by the exact functors
E(C) → C
(A → C → B) 7→ C
7→ A ∨ B,
are homotopic, whereas the second one asserts that, given an exact sequence of exact functors
F ′ → F → F ′′ : C → D,
the exact functors F ′ ∨ F ′′ and F induce two homotopic maps
F ′ ∨ F ′′ : |wS·C| → |wS·D|;
F : |wS·C| → |wS·D|.
In the case of multi-simplicial Waldhausen categories, these two statements do not make sense, however. In
fact, in order to define the simplicial exact functor F ′· ∨F
′′
· and the assignment (A → C → B) 7→ A∨B, one
needs a compatible way of choosing categorical sums in C· (orD·), which leads to the following definition.
Definition 1.4. A (simplicial) sum functor of a simplicial Waldhausen category C· is a map of simplicial sets
θ · : O(C·) ×O(C·) → O(Cospan(C·))
such that
θk (A, B) = (A → A∨
θ B ← B)
is a diagram of categorical sum, for every A, B ∈ Ck and [k] ∈ △op. In view of the universal property of
categorical sums, the simplicial map θ · can be extended to a simplicial exact functor
C· × C· → Cospan(C·)
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by the assignment:
(
A
A′
,
B
B′
) 7−→ (
A
A′
A ∨θ B
A′ ∨θ B′
B
B′
)
This is why we call it (simplicial) sum functor. Precomposing the projection functor
Cospan(C·) → C· × C·
(A → C ← B) 7−→ (A, B)
with the sum functor, one can further extend it to the simplicial exact functor below
Cospan(C·) → Cospan(C·)
(A → C ← B) 7−→ (A → A ∨θ B ← B).
This extension comes with a simplicial natural transformation
φ · : θ · 7→ id,
that encodes the unique morphism from A ∨θ B to C, meaning
φ · : (A → C ← B) 7−→ ( A
A ∨θ B
C
B ) (5)
The point here is that, once the choices of categorical sums are compatible, all these induced functors and
natural transformations are automatically well-defined (compatible with the simplicial structure). For this
reason, we use the same notation θ · for all these extensions of the (simplicial) sum functor.
With this definition, the following can be readily derived from Proposition 1.3.2 in [19].
Corollary 1.5. (i) Given C· a simplicial Waldhausen category equipped with a sum functor θ ·, then the
following simplicial exact functors
E(C·) → C·
(A → C → B) 7→ C
7→ A ∨θ B.
induce two homotopic maps
t : |wS·E(C·)| → |wS·C· |;
s ∨θ q : |wS·E(C·)| → |wS·C· |.
(ii) Let the sequence
F ′· → F· → F
′′
·
be an exact sequence of simplicial exact functors from C· to D· Namely, for every k, the sequence
F ′
k
→ Fk → F
′′
k
is an exact sequence of exact functors. Suppose D· admits a sum functor θ ·. Then
F ′· ∨
θ F ′′· is given by the composition of the following simplicial exact functors
C·
(F′· ,F
′′
· )
−−−−−→ D· × D·
θ·
−→ D·,
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and the induced maps
F ′ ∨θ F ′′ :|wS·C· | → |wS·D· |;
F :|wS·C· | → |wS·D· |
are homotopic.
Remark 1.6. A (simplicial) sum functor gives an alternative description of the H-structure on the loop space
of K(C·)0 (Lemma B.8). More precisely, let C· be a simplicial Waldhausen category equipped with a sum
functor θ ·. Then the H-structure (addition) on K(C·)0 can be realized by
K(θ ·) : K(C·)0 × K(C·)0 → K(C·)0.
The following fibration theorem implies thatK(C· · ·) is anΩ-prespectrum, and hence K(C· · ·) is an infinite
loop space.
Theorem 1.7. Given a simplicial exact functor
A · · · → B· · ·,
then the following sequence
|wS·B· · · | → |wS·S·(A · · · → B· · ·)| → |wS·S·A · · · |
is a homotopy q-fibration (:= homotopy Serre fibration in Top).
Proof. From the proof of Proposition 1.5.5 in [19] and Lemma A.2, we know that all vertical maps in the
commutative diagram below induce homotopy equivalences.
wS·B· · ·
wS·B· · ·
wS·Sn(A · · · → B· · ·)
wS·B· · · × wS·SnA · · ·
wS·SnA · · ·
wS·SnA · · ·
Thus, for every n, the upper sequence is a homotopyKan fibration after applying the nerve construction (inw-
direction) and the diagonal functor. Because |wS·SnA · · · | is connected, for every n, the Bousfield-Friedlander
theorem (see [6, IV.4]) applies to the sequence
wS·B· · · → wS·S·(A · · · → B· · ·) → wS·S·A · · ·,
and hence the diagonals of their nerves constitute a homotopyKan fibration. The assertion then follows from
the fact that the geometric realization of a homotopy Kan fibration is a homotopy q-fibration. 
Corollary 1.8. Given a multi-simplicial Waldhausen category A · · ·, the prespectrum K(A · · ·) is an Ω-
prespectrum.
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Proof. Via Theorem 1.7 and the following identification
S(i)· S·(A · · · → B· · ·) = S·S·(S
(i−1)
· A · · · → S
(i−1)
· B· · ·), (6)
we know the sequence
|wS(i)· B· · · | → |wS
(i)
· S·(A · · · → B· · ·)| → |wS
(i+1)
· A · · · | (7)
is a homotopy q-fibration, for i ≥ 1. When F· = id, it implies the sequence
|wS(i)· A · · · | → |wS
(i)
· PS·A · · · | → |wS
(i+1)
· A · · · |
is a homotopy q-fibration.
Now recall that, given a simplicial object X·, the inclusion X0 ֒→ PX·, induced by [n + 1] → [0] ∈ △, is
a deformation retract with the retraction and the required homotopy given by
[0] → [n + 1]
0 7→ 0
and
(a : [n] → [1]) −→ (φa : [n + 1] → [n + 1]) (8)
φa(i + 1) :=
{
i + 1 if a(i) = 1
0 if a(i) = 0,
respectively (See [19, p.341-342]). Applying this to our case, we obtain the homotopy,
wS(i)· PS·A · · · × △
1
· → wS
(i)
· PS·A · · ·, (9)
which induces the homotopy commutative diagram below
Ω|wS(i+1)· A · · · |
|wS(i)· A · · · |
∗
|wS(i)· PS·A · · · |
|wS(i+1)· A · · · |
|wS(i+1)· A · · · |
In particular, the vertical map on the right-hand side coincides with the adjoint of the inclusion
|wS(i)· A · · · | ∧ S
1 → |wS(i+1)· A · · · |.
Thus the map
|wS(i)· A · · · | → Ω|wS
(i+1)
· A · · · |
is a homotopy equivalence by the five lemma, so K(A · · ·) is an Ω-presepctrum. 
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The following discusses a generalized Gillet-Waldhausen theorem. We consider only the exact categories
equipped with an embedding into an abelian category such that the embedding is closed under extensions
and kernels of epimorphisms—the latter means that, if ι : C → A is an embedding of such, and ι( f ) is an
epimorphism in A, then f is an admissible epimorphism in C. The following criterion and construction
come in handy when we want to check if a given exact category admits such an embedding. A morphism
r : A → B is a weakly split epimorphism in C if and only if there exists i : B → A such that r ◦i = idB. If C is
an exact category such that all weakly split epimorphisms are admissible, then the associated Gabriel-Quillen
embedding ι : C → AQ is closed under extensions and kernels of epimorphisms (see [17, Example 1.11.5,
A.7.1 and A.7.6]). An exact functor of exact categories is an additive functor that preserves short exact
sequences. We let E denote the category of small exact categories with exact functors. The adjective “small"
is often dropped as all exact categories considered in this article are assumed to be small.
Now, let C be an exact category satisfying the conditions described above. Then one can define the
associated category of bounded chain complexes in C, denoted byChb(C). The categoryChb(C) can bemade
into a Waldhausen category by declaring quasi-isomorphisms and degree-wise admissible monomorphisms
to be weak equivalences and cofibrations, respectively. The Waldhausen structure admits a cylinder functor,
and its subcategory of weak equivalences w Chb(C) is extensional and saturated, and satisfies the cylinder
axiom. The Gillet-Waldhausen theorem (see [17, Theorem 1.11.7]) asserts that the natural exact functor
C → Chb(C).
induces a π∗-isomorphisms of prespectra
K(C) → K(Chb(C)).
In particular, this gives us the following homotopy equivalence
|wS(k)· C| → |wS
(k)
· Ch
b(C)|,
for every k.
Definition 1.9. (i) A simplicial exact category C·, is a simplicial object in E such that there exists an
embedding Ck ֒→ Ak that is closed under extension and kernels of epimorphisms, for every k.
(ii) Given a simplicial exact category C·, its associated simplicial category of chain complexes Ch
b(C·)
admits a simplicial Waldhausen category structure with the Waldhausen category structure onChb(Ck)
being the one defined earlier. In fact, Chb(C·) is a simplicial exact category (see [17, 1.11.8] and [3,
Sec.9]).
Remark 1.10. Notice that the collection of ambient abelian categories {Ak} does not need to constitute
a simplicial object in the category of abelian categories. Note also that the closedness under kernel
of epimorphisms ensures that it is independent of the choice of the ambient as one can define a quasi-
isomorphism of chain complexes in such an exact category to be a chain map whose mapping cone is acyclic,
where a chain complex C• is acyclic if and only if Ci → Ci+1 factors through Z i+1C•, namely
Ci → Z i+1C• → Ci+1,
for every i, such that the sequence
Z iC• → Ci → Z i+1C•
is exact in the given exact category.
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Theorem 1.11. Given a simplicial exact category C·, the map of prespectra
K(C·) → K(Ch
b(C·))
is a π∗-isomorphism in P
Proof. By the Gillet-Waldhausen theorem, we have the following homotopy equivalence
|wS(n)· Ck | → |wS
(n)
· Ch
b(Ck)|,
for every n, k. Applying the realization lemma (Lemma A.2), we find the map
|wS(n)· C· | → |wS
(n)
· Ch
b(C·)|,
is also a homotopy equivalence, for every n. The theorem thus follows. 
The notion of bi-exact functor can also be generalized to (multi-) simplicial Waldhausen categories. A
bi-exact functor of Waldhausen categories is a bi-functor ∧ : A × B → C such that the associated functors,
− ∧ B : A → C;
A ∧ − : B → C,
are exact, and given A → A′ ∈ coA and B → B′ ∈ coB, the natural morphism from a pushout of the cospan
(A ∧ B′ ← A ∧ B → A′ ∧ B) to A′ ∧ B′ is in coC.
Definition 1.12. Let A ·, B· and C· be three simplicial Waldhausen categories. Then a simplicial bi-exact
functor
∧· : A · × B· → C·
is a simplicial bi-functor such that ∧k : Ak × Bk → Ck is bi-exact, for each k.
The lemma below is a simplicial version of [19, p.342]; we give a detailed proof using Waldhausen’s
argument.
Lemma 1.13. A simplicial bi-exact functor
∧ : A · × B· → C·,
induces a map
Λi, j : |wS
(i)
· A · | ∧ |wS
(j)
· B· | → |wwS
(i+j)
· C· |,
for every i, j ∈ N ∪ {0} such that the diagram below commutes
|wS(i+1)· A · | ∧ |wS
(j)
· B· |
S1 ∧ |wS(i)· A · | ∧ |wS
(j)
· B· |
|wwS(i+j+1)· C· |
S1 ∧ |wwS(i+j)· C· |
|wS(i+j+1)· C· |
S1 ∧ |wS(i+j)· C· |
Λi+1, j
S1 ∧ Λi, j ∼
∼
11
Proof. 1. Firstly, we observe that the assumption implies that the following simplicial bi-functors
SnA · × B· → SnC· (10)
({Ai, j }, B) 7→ {Ai, j ∧ B} =: {Ci, j };
A · × SnB· → SnCk
(A, {Bi, j }) 7→ {A ∧ Bi, j } =: {Ci, j }
are well-defined and bi-exact. Now, suppose the bi-functor
S
(i)
I
A · × S
(j)
J
B· → S
(i)
I
S
(j)
J
C·
is also defined and bi-exact, where I ∈ Ni and J ∈ Nj . Then the observation (10) gives us the simplicial
bi-exact functors
S
(i+1)
I ′
A · × S
(j)
J
B· → S
(i+1)
I ′
S
j
J
C·
S
(i)
I
A · × S
(j+1)
J′
B· → S
(i)
I
S
(j+1)
J′
C·,
where I ′ ∈ Ni+1 extends I ∈ Ni , and J ′ ∈ Nj+1 extends J ∈ Nj . Therefore, by induction, the simplicial
bi-functor
S
(i)
I
A · × S
(j)
J
B· → S
(i)
I
S
(j)
J
C· (11)
is well-defined and bi-exact, for every i, j ∈ N∪ {0}, I ∈ Ni and J ∈ Nj . On the other hand, it is not difficult
to see that (11) is compatible with the simplicial structures (S-direction). Thus, for every i, j ∈ N ∪ {0}, we
have the map
Λi, j : |wS
(i)
· A · | ∧ |wS
(j)
· B· | → |wwS
(i+j)
· C· |.
2. To see the commutative diagram in the statement, we first recall the swallowing lemma in [19, Lemma
1.6.5], which says that, givenA a subcategory of B that contains all objects of B, the inclusion B → AB,
considered as a functor of double categories, induces a homotopy equivalence after applying the geometric
realization and the nerve functor. In view of the swallowing lemma, we have the following commutative
diagram
S1 ∧ |wS(k)· A · | ∧ |wS
(l)
· B· |
S1 ∧ |wS1S
(k)
· A · | ∧ |wS
(l)
· B· |
|wS(k+1)· A · | ∧ |wS
(l)
· B· |
S1 ∧ |wwS(k+l)· C· |
S1 ∧ |wwS1S
(k+l)
· C· |
|wwS(k+l+1)· C· |
S1 ∧ |wS(k+l)· C· |
S1 ∧ |wS1S
(k+l)
· C· |
|wS(k+l+1)· C· |
∼
∼
∼
where the horizontal maps on the right-hand side are homotopy equivalences. 
The lemma above can be stated in terms of prespectra as follows.
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Theorem 1.14. Let ∧· : A · × B· → C· be a simplicial bi-exact functor and K¯(C·) be the Ω-prespectrum
given by {
K¯(C·)i := Ω|wwS
(i+1)
· C· | i > 0
K¯(C·)0 := Ω
2 |wwS(2)C· |
,
then K¯(C·) ≃ K(C·) in Ho(P), and the simplicial bi-exact functor induces a map of prespectra:
Λ : K(A ·) ∧ K(B·)0 → K¯(C·).
Proof. 1. The map of prespectra is defined as follows:
Λk : |wS
(k)
· A · | ∧ Ω|wS·B· | → Ω(|wS
(k)
· A · | ∧ |wS·B· |) → Ω|wwS
(k+1)
· C· |, k ≥ 1;
Λ0 : Ω|wS
(k)
· A · | ∧ Ω|wS·B· | → Ω
2(|wS(k)· A · | ∧ |wS·B· |) → Ω
2 |wwS(k+1)· C· |. (12)
Now, let Ak , Bk and Ck denote |wS
(k)
· A · |, |wS
(k)
· B· | and |wS
(k)
· C· |, respectively. We have, for every k ≥ 1,
the following commutative diagram
Ak+1 ∧ ΩB1
S1 ∧ Ak ∧ ΩB1
Ω(Ak+1 ∧ B1)
Ω(S1 ∧ Ak ∧ B1)
S1 ∧ Ω(Ak ∧ B1)
ΩCk+2
Ω(S1 ∧ Ck+1)
S1 ∧ (ΩCk+1)
This implies that Λi constitutes the map of prespectra Λ—notice that, at degree 0, the compatibility with the
structure maps follows directly from Definition (12).
3. To see the equivalenceK(C·) ≃ K¯(C·) ∈ Ho(P), we introduce another Ω-prespectrum K˜(C·) which is
given by {
K˜(C·)i := |wwS
(i)
· C· |, i > 0
K˜(C·)0 := Ω|wwS
(1)
· C· |.
There is a natural map K(C·) → K˜(C·) induced by the inclusion
wS(i)· C· ֒→ wwS
(i)
· C·.
In view of the swallowing lemma [19, Lemma 1.6.3], it is a π∗-isomorphism. If we let E be the prespectrum
given by {
Ei := |wwS
(i+1)
· C· |, i > 0
E0 := Ω|wwS
(2)
· C· |,
then there is a π∗-isomorphism of prespectra
K˜(C·) → Ω
altE,
given by
|wwS(i)· C· | → Ω|wwS
(i)
· C· |;
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on the other hand, by the definition of K¯(C·), we know K¯(C·) = Ω
stdE, whereΩalt andΩstd are the alternative
and standard loop functors in P. Then, the π∗-isomorphism in the statement
K(C·) ≃ K¯(C·) ∈ Ho(P)
ensues from the fact ΩstdE ≃ ΩaltE ∈ Ho(P) [13, Lemma 0.81] or [22, Appendix A.1.3]. 
Theorem 1.15. Suppose the simplicial Waldhausen categories A ·, B· and C· admit the sum functors θA ,
θB and θC , respectively. Then the following map
K(A ·)0 ∧ K(B·)0 → K(C·)0
is a homotopy bi-linear map (B.6), and it fits into the homotopy commutative diagram below.
K(A ·)0 ∧ K(B·)0
|wA · | ∧ |wB· |
K(C)0
|wC· |
Proof. 1. By symmetry, we only need to check the bi-linearity with respect to K(A ·)0. To see this, we
construct a natural transformation between the following two functors:
F1 : A · × A · × B·
θA· ×id
−−−−→ A · × B·
∧·
−→ C·;
A, A′, B 7→ (A ∨θ
A
A′) ∧ B
and
F2 : A · × A · × B· → A · × B· × A · × B·
∧·×∧·
−−−−→ C × C
θC·
−→ C·;
(A, A′, B) 7→ (A, B, A′, B) 7→ (A∧ B) ∨θ
C
(A′ ∧ B).
The required natural transformation is then given by the composition,
O(A · × A · × B·) → O(Cospan(A ·) × B·)
O(θA· )×id
−−−−−−−→ O(Cospan(A ·) × B·)
→ O(Cospan(C·))
φC·
−−→ M(Cospan(C·))
pi
−→ M(C·),
where the first map is given by the assignment that sends
(A, A′, B) ∈ O(Ak × Ak × Bk)
to
(A → ∗ ← A′, B) ∈ O(Cospan(Ak) × Bk),
the second, third and forth maps are given by the sum functor θA times idB· , the pairing ∧· and the natural
transformation φC· from the sum functor to id (Definition 1.4), and the last map is induced by the projection to
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the universal morphism from (A∧B)∨θ
C
(A′∧B) to (A∨θ
A
A′)∧B. Notice that, because of the bi-exactness
of ∧·, the universal morphism
(A∧ B) ∨θ
C
(A′ ∧ B) → (A∨θ
A
A′) ∧ B
is actually an isomorphism. Thus, we obtain a simplicial functor
A · × A · × B· × [1] → C·
such that it restricts to F1, · and F2, · onA · ×A · ×B· × {0} andA · ×A · ×B· × {1}, respectively. This induces
a multi-simplicial functor
wS·(A · × A ·) × wS·B· × [1] → wwS·S·C·,
and, applying the geometric realization, we obtain a homotopy from |wS·F1, · | to |wS·F2, · |:
|wS·A · | × |wS·A · | × |wS·B· | × I → |wwS·S·C· |,
which implies the homotopy bi-linear map
|wS·A · | ∧ |wS·B· | → |wwS·S·C· |
By Lemma B.7, we see the map
K(A ·)0 ∧ K(B·)0 → K(C·)0
is also homotopy bi-linear.
2. To see the diagram in the statement is commutative, we note that the commutative diagram
|wS·A · | ∧ |wS·B· |
S1 ∧ |wA · | ∧ S
1 ∧ |wB· |
|wwS·S·C· |
S2 ∧ |wwC· |
|wS·S·C· |
S2 ∧ |wC· |
∼
∼
induces the commutative diagram
Ω
2(|wS·A · | ∧ |wS·B· |)
|wA · | ∧ |wB· |
Ω
2 |wwS·S·C· |
|wwC· |
Ω
2 |wS·S·C· |
|wC· |
∼
∼
where the left vertical map is the composition
|wA · | ∧ |wB· | → Ω|wS·A · | ∧ Ω|wS·B· | → Ω
2(|wS·A · | ∧ |wS·B· |).
Thus, we have proved the theorem. 
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1.2. Simplicial S-categories
A category C is a S-category if and only if any pair in C admits a categorical sum, and C contains a
subcategory of weak equivalences wC such that the morphisms in wC are stable under categorical sums. An
exact functor of S-categories
F : C → D
is a functor that preserves categorical sums and sends wC to wD. A natural weak equivalence of exact
functors
F ;G : C → D
is a natural transformation of F and G that takes value in wD. S denotes the 2-category comprising
S-categories, exact functors and natural weak equivalences. S-categories have been studied in [19, Section
1.8] and [15, Section 2].
In this subsection, we discuss the simplicial analogue of S-categories.
Definition 1.16. (i) A simplicial S-category C· is a simplicial object in S, namely a functor
C· : △
op → S.
(ii) A simplicial exact functor of simplicial categories is a simplicial functor
F· : C· → D·
such that Fk : Ck → Dk is exact, for every k.
(iii) A simplicial natural weak equivalence of two simplicial exact functors
F·;G· : C· → D·
is a simplicial functor
φ · : C· × [1] → D·
such that φk is a natural weak equivalence between Fk and Gk , for every k.
Remark 1.17. The definition above can be easily generalized to multi-simplicial S-categories. mS denotes
the category of multi-simplicial S-categories, multi-simplicial exact functors and multi-simplicial natural
weak equivalences, whereas sS stands for its subcategory of simplicial S-categories.
Given a simplicial S-category C·, one can always choose a categorical sum for every pairs in Ck , for each
k, yet the choices might not be compatible with the simplicial structure of C·. Nevertheless, in many cases, a
compatible way of choosing categorical sums does exists. In fact, all the examples considered in this paper
admit such compatible choices.
Definition 1.18. A (simplicial) sum functor of a simplicial S-category C· is a map of simplicial sets
θ · : O(C·) ×O(C·) → O(Cospan(C·)),
such that
θk (A, B) := A → A ∨
θ B ← B
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is a diagram of categorical sum. As sum functors of simplicial Waldhausen categories, the sum functor θ ·
can be extended to a simplicial exact functor
Cospan(C·) → Cospan(C·)
(A → C ← B) 7−→ (A → A ∨θ B ← B),
which comes with a simplicial natural transformation
φ · : θ · 7→ id
that encodes the unique morphism from A ∨θ B to C.
Recall that, given a S-category C, the N-construction gives a simplicial S-category N·C [19, Sec.1.8],
[15, Sec.2], where NkC consists of the functors
A : 2k → C
I 7→ AI
such that AI → AI∪J ← AJ is a diagram of categorical sum, where k = {1, ..., k} and the intersection I ∩ J
is empty. This construction can be extended to multi-simplicial S-categories and induces a functor
N· : mS → mS.
Iterating the N-construction, one obtains a functor KS from mS to P, where the presepctrum KS(C· · ·) is
given by
KS(C· · ·)i := |wN
(i)
· C· · · | i ≥ 1
KS(C· · ·)0 := Ω|wN·C· · · |.
Many constructions of multi-simplicial Waldhausen categories have their counterparts in the theory of
multi-simplicial S-categories. For example, given a multi-simplicial exact functor
F· · · : C· · · → D· · ·,
one can define the 2-fiber product of the cospan
N·C· · · → N·D· · · ← PN·D· · ·,
denoted by N·(C· · · → D· · ·), where PN·D· · · is the path object in the N-direction.
Lemma 1.19. Let
F· · · : C· · · → D· · ·
be a multi-simplicial exact functor, and assume |wC· · · | is connected. Then the sequence
|wD· · · | → |wN·(C· · · → D· · ·)| → |N·C· · · |
is a homotopy q-fibration.
Proof. Observe first that the vertical simplicial exact functors in the commutative diagram below
17
wD· · · wNk (C· · · → D· · ·) wNkC· · ·
wD· · · wNkC· · · × wD· · · wNkC· · ·
≀r
induce weak equivalences after applying the nerve construction and diagonal functor, where r is given by the
forgetful functor
Nk(C· · · → D· · ·) → wNkC· · · × wD· · ·
(A, B) 7→ (A, B{1}),
Hence, the sequence
wD· · · → wNk(C· · · → D· · ·) → NkC· · ·
induces a homotopy Kan fibration. On the other hand, the forgetful functor
NkC· · · →
k︷            ︸︸            ︷
C· · · × ... × C· · ·
gives a level-wise equivalence ofmulti-simplicial sets, for every k, and hence the space |wNkC· · · | is connected.
Applying the Bousfield-Friedlander theorem [6, IV.4], we obtain that the sequence
|wD· · · | → |wN·(C· · · → D· · ·)| → |wN·C· · · |
is a homotopy q-fibration. 
Corollary 1.20. Given a multi-simplicial S-category C· · ·, the prespectra KS(C· · ·) is an Ω-prespectrum.
Proof. It is proved in the same way as Corollary 1.8. 
Like in Waldhausen theory, one can define a bi-exact functor of S-categories to be a bi-functor
∧ : A × B → C
such that, given any A ∈ A and B ∈ B, the associated functors
A ∧ − : B → C;
− ∧ B : A → C
are exact.
Definition 1.21. A simplicial bi-exact functor of simplicial S-categories
∧· : A · × B· → C·
is a simplicial bi-functor such that, for every k, the functor
∧k : Ak × Bk → Ck
is bi-exact.
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We have the following counterparts of Lemma 1.13 and Theorem 1.14 for simplicial S-categories.
Theorem 1.22. (i) Let K¯S(C·) be the Ω-prespectrum defined by
K¯S(C·)i :=
{
Ω|wwN (i+1)· C· | i ≥ 1;
Ω
2 |wwN (2)C· | i = 0,
and ∧· : A · × B· → C· be a simplicial bi-exact functor of simplicial S-categories. Then there is
a π∗-isomorphism K¯S(C·) ≃ KS(C·) in Ho(P), and the bi-simplicial exact functor induces a map of
prespectra:
Λ : KS(A ·) ∧ K
S(B·)0 → K¯
S(C·).
(ii) Suppose further that the simplicial S-categories A ·, B· and C· admit sum functors. Then, when
restricted to the zero component, the map
KS(A ·)0 ∧ K
S(B·)0 → K
S(C·)0
is homotopy bi-linear (B.6), and it fits into the homotopy commutative diagram below.
KS(A ·)0 ∧ K
S(B·)0
|wA · | ∧ |wB· |
KS(C)0
|wC· |
Proof. Replace the S-construction in the proofs of Lemma 1.13 and Theorems 1.14 and 1.15 by the N-
construction. 
1.3. Comparison theorems
Recall that, in order to prove the maps a and c in (2) are homotopy equivalences, we need some sort
of comparison theorems. In this subsection, we introduce two comparison theorems. The first one, which
implies the homotopy equivalence a in (2), is a straightforward generalization of Theorem 1.8.1 in [19]
and does not require the existence of a sum functor, whereas the second one, which implies the homotopy
equivalence c in (2), requires a weaker splittable condition on cofibrations, but makes use of the existence of
a sum functor.
Recall from [19, Section 1.8], a cofibration A → B in a Waldhausen category C is splittable up to weak
equivalences if and only if there is a chain of weak equivalences, relative to A, relating A → B to A → B′,
where B′ is a categorical sum of A and a pushout of the span ∗ ← A → B′. If all cofibrations in C are
splittable up to weak equivalences, we say coC satisfies the splittable condition. A simplicial Waldhausen
category C· satisfies the splittable condition if and only if Ck satisfies the splittable condition, for every k.
Theorem 1.23. Let C· be a simplicial Waldhausen category with Ck additive, for every k, and assume wC·
satisfies the extension axiom and coC· the splittable condition. Then the canonical map
|wN·C· | → |wS·C· |
is a homotopy equivalence. In fact, this map can be extended to a π∗-isomorphism
KS(C·)
∼
−→ K(C·).
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Proof. Firstly, we note that, given a multi-simplicial Waldhausen category C· · ·, the multi-simplicial category
N·C· · · admits a multi-simplicial Waldhausen category structure whose cofibrations and weak equivalences
are point-wise cofibrations and point-wise weak equivalences, respectively. Secondly, we observe that the
functor
Ar[n] → 2n
(i, j) 7→ {k | i < k ≤ j}
induces a multi-simplicial exact functor (in mW)
N·C· · · → S·C· · ·. (13)
Now, assume we already have a well-defined multi-simplicial exact functor
N (i−1)· C· → S
(i−1)
· C·.
Then, we consider the composition
wN (i)· C· → wS·N
(i−1)
· C· → wS
(i)
· C·,
where the first multi-simplicial functor is induced by observation (13) and the second one by the induction
hypothesis. Thus, for every i, we have a multi-simplicial exact functor
N (i)· C· → S
(i)
· C·. (14)
In addition, it is not difficult to check (14) fits into the commutative diagram
S1 ∧ |wN (i)· C· |
S1 ∧ |wS(i)· C· |
|wN (i+1)· C· |
|wS(i+1)· C· |
and hence induces a map of Ω-prespectra
KS(C·) → K(C·).
Now, Theorem 1.8.1 in [19] implies that the map
|wN·Ck | → |wS·Ck |
is a homotopy equivalence, for every k, and thus, by Lemma A.2, the map
|wN·C· | → |wS·C· |
is also a homotopy equivalence. 
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Remark 1.24. In the prove above, we havemade use of the remark in [19, p.369]which says, if a Waldhausen
category C is additive, then there is a chain of weak equivalences connecting X → A∪X A to X → A∨ A/X
in CX , the category of cofibrant objects under X[19, p.368], where A ∨ A/X is a categorical sum of A, and
A/X is a pushout of the span ∗ ← X → A. Following the hint given in [19], we provide a detailed proof for
this claim.
1. Observe that, given an element j : X → A ∈ CX , there is a morphism
f : A ∪X A → A ∨ A/X,
induced by the following commutative square
X
A
A
A ∨ A/X
i
i + q
where i and q are the compositions
A → A → A ∨ A/X;
A → A/X → A ∨ A/X,
respectively. In other words, f fits in the triangular prism,
X A
A A ∪X A
A A ∨ A/X
i
f
i + q (15)
where the upper square is a pushout. Taking into account the quotients of the horizontal morphisms in (15)
and the cofiber sequence A → A ∨ A/X → A/X , we get a bigger triangular prism,
X A A/X
A A ∪X A C0
A A ∨ A/X C1
∗ A/X A/X
j
j
i
f
iso.
iso.
iso.
i + q
q
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From this prism, we can see C0 → C1 is an isomorphism, and by the extension axiom of wC, we further
obtain the morphism
f : A∪X A → A ∨ A/X
is a weak equivalence. Thus, the claim is proved.
The second comparison theorem requires a much weaker splittable condition, which we now describe.
Given a simplicial Waldhausen category C·, we say its cofibrations are weakly splittable if and only if, for
every X → A ∈ coC0, there exists s
∗
0
X → At ∈ coC1 such that
d∗0(s
∗
0X → At) = X → A;
d∗1(s
∗
0X → At) = X → A1
with X → A1 splittable up to weak equivalences.
Theorem 1.25. Let C· be a simplicial Waldhausen category equipped with a sum functor θ with Ck additive,
for every k. Assume also its cofibrations are weakly splittable and wCk satisfies the extension axiom. Then
the canonical simplicial exact functor
N·C· → S·C·
induces a homotopy equivalence
|wN·C· |
∼
−→ |wS·C· |.
Proof. 1. In view of Lemma 1.19, it suffices to show that the multi-simplicial exact functor
wN·N·C· → wN·S·C·
induces a homotopy equivalence. Since the forgetful simplicial functors
wN·NnC· → (wN·C·)
n
wN·SnC· → (wN·C·)
n,
fit into the commutative diagram
wN·NnC· wN·SnC·
(wN·C·)
n ,
by Lemma A.2 and the induction, the question can be further reduced to showing the simplicial exact functor
SnC· → Sn−1C· × C·
{Ai, j }0≤i< j≤n 7→ ({Ai, j }0≤i< j≤n−1, An−1,n)
induces a homotopy equivalence
|wN·SnC· |
∼
−→ |wN·SnC· | × |wN·C· |.
Now, consider the simplicial exact functor
j : C· → SnC·
which sends A ∈ C· to {Ai, j } with Ai,n = A and Ai, j = ∗ when j , n. Observe also that j fits into the
following commutative diagram of simplicial exact functors
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SnC· Sn−1C· × C·
C·
j
where C· → Sn−1C· × C· is the inclusion into the second component. Applying Lemma 1.19 to the diagram
above, we get the horizontal sequences in the commutative diagram below are homotopy q-fibrations
wN·SnC·
wN·(Sn−1C· × C·)
wN·N·(C
j
−→ SnC·)
wN·N·(C· → Sn−1C· × C·)
wN·N·C·
wN·N·C·
Therefore, it is sufficient to show the bi-simplicial functor
wN·(C· → SnC·) → wN·(C· → Sn−1C· × C·) = wSn−1C· × wN·(C·
=
−→ C·)
∼
−→ wSn−1C·
induces a homotopy equivalence after applying the geometric realization, where the last bi-simplicial functor
is the projection. For the sake of convenience, we call the above composition F· ·. The argument so far is a
straightforward generalization of the one in [19, p.372].
2. To show that the bi-simplicial functor
F· · : wN·(C· → SnC·) → wSn−1C·
or equivalently, the simplicial functor
([k] 7→ wNk (Ck → SnCk))
F·
−→ ([k] 7→ wSn−1Ck)
induces a homotopy equivalence, we employ Waldhausen’s variant of Quillen’s theorem A [18, Section 4].
Namely, given an object B ∈ wSn−1Cl, we want to prove that the geometric realization of the simplicial left
fiber of B,
[k] 7→
∐
u:[k]→[l]
Fk/u
∗B (16)
is contractible. Recall that an object in ∐
u:[k]→[l]
Fk/u
∗B (17)
is a collection of objects {AI
i, j
∈ Ck}
I ∈2k
(i, j)∈Ar[n]
with the compatible morphisms induced by I ⊂ J ∈ 2k and
(i, j) ≤ (i′, j ′) ∈ Ar[n] such that AI
i, j
= ∗ when 1 < I and 0 ≤ i < j < n, and there is an weak equivalence
A
{1}
i, j
→ u∗Bi, j compatible with the morphisms inside the diagrams, for 0 ≤ i < j < n. Notice that the
lower index 0 ≤ i < j ≤ n represents the S-direction, the upper index I ∈ 2k represents the N-direction, and
B = {Bi, j }.
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On the other hand, utilizing the simplicial sum functor θ, one can construct another simplicial category
[k] 7→
∐
u:[k]→[l]
wNk (Ck → Ck,u∗B0,n−1), (18)
where the exact functor Ck → Ck,u∗B0,n−1 is given by the assignment u
∗B0,n−1 → C ∨
θ u∗B0,n−1. (18)
resembles the simplicial S-category in [19, Lemma 1.8.8]. In [19], one can directly construct a simplicial
functor from (16) to (18), but in the present case, due to the lack of the compatible choices of pushouts, there
is no direct passage from (16) to (18). Therefore, we consider an intermediate simplicial category
[k] 7→
∐
u:[k]→[l]
Du,
where an object in Dk is an object in (17) plus a choice of pushout of the cospan
u∗Bi,n−1 ← A
I
i,n−1 → A
I
i,n,
for every 0 ≤ i < n − 1, and its morphisms are those level-wise weak equivalences. It is clear that there are
forgetful simplicial functors
([k] 7→
∐
u:[k]→[l]
Du) → ([k] 7→
∐
u:[k]→[l]
wNk (Ck → Ck,u∗B0,n−1 )) (19)
([k] 7→
∐
u:[k]→[l]
Du) → ([k] 7→
∐
u:[k]→[l]
Fk/u
∗B) (20)
which are level-wise equivalences of categories. In more details, for a fixed k, the inverse of the functor (19)
is given by taking pushouts of u∗Bi,n−1 ← u
∗B0,n−1 → CI and ∗ ← u
∗B0,n−1 → CJ , where 1 < J and 1 ∈ I;
the inverse of the functor (20) is clear. In view of Theorem A′ in [18] (Waldhausen’s variant of Quillen’s
theorem A), it is sufficient to show the geometric realization of (18) is contractible. For the sake of simplicity,
we let X = B0,n−1.
3. We claim the geometric realization of the simplicial category
[k] 7→
∐
u:[k]→[l]
wNk(Ck → Ck,u∗X)
is connected. Note that, at degree 0 (k = 0), we have the identity∐
u:[0]→[l]
wN0(C0 → C0,u∗X ) =
∐
u:[0]→[l]
wN1C0,u∗X .
Now, fix a morphism u : [0] → [l] and an object u∗X → Y in wN1C0,u∗X . Then, since every morphism in
coC· is weakly splittable, there is an object
s∗0u
∗X → Yt ∈ coC1 = N0(C1 → C1,s∗
0
u∗X )
such that
d∗0(s
∗
0u
∗X → Yt ) = u
∗X → Y ;
d∗1(s
∗
0u
∗X → Yt ) = u
∗X → Y1,
with u∗X → Y1 splittable up to a chain of weak equivalences. Thus, the object
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s∗
0
u∗X
Yt
Yt
s∗
0
u∗X
in N1(C1 → C1,s∗
0
u∗X ), gives us a path connecting u
∗X → Y to u∗X → Y1. Via a chain of weak equivalences,
one can further connect u∗X → Y1 to u
∗X → Y ′
1
, where Y ′
1
is isomorphic to a categorical sum of u∗X and a
pushout of ∗ ← u∗X → Y ′
1
. Applying s∗
0
(in C·-direction), we see the object
s∗
0
u∗X
s∗
0
u∗X
s∗
0
Y ′
1
s∗
0
Y ′
1
in N1(C1 → C1,u∗X ) provides a path connecting u
∗X → u∗X and u∗X → Y ′
1
. In this way, we find that, for
any u : [0] → [l], every object in
wN0(C0 → C0,u∗X)
is connected to the base point
u∗X → u∗X .
Now, let s : [l + 1] → [1] ∈ △ sends 0 to 0 and i , 0 to 1, and observe that the object
s∗(X
=
−→ X) ∈ Nl(Cl → Cl,X)
provides a homotopy connecting all the base points. Thus, we have proved the claim, and hence, in view of
Lemma 1.19, the question is reduced to showing the geometric realization of the bi-simplicial category
([k], [ j]) 7→
∐
u:[k]→[l]
wNjNk (Ck → Ck,u∗X ) (21)
is contractible.
4. Observe that there is a commutative diagram of bi-simplicial sets
([k], [ j]) 7→
∐
u:[k]→[l]
wjNjCk,u∗X
([k], [ j]) 7→
∐
u:[k]→[l]
∗
([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNk(Ck → Ck,u∗X )
([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNkCk ,
(22)
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and that, for every k, there is an equivalence of simplicial categories∐
u:[k]→[l]
wN·Nk(Ck → Ck,u∗X) →
∐
u:[k]→[l]
(wN·NkCk × wN·Ck,u∗X )
which is induced by the simplicial exact functor of simplicial S-categories
Nk(Ck → Ck,u∗X ) → NkCk × Ck,u∗X
constructed in the proof of Lemma 1.19. Hence, fixing k ∈ N ∪ {0}, we have that (22) is weak equivalent to
the commutative diagram,
[ j] 7→
∐
u:[k]→[l]
wjNjCk,u∗X
[ j] 7→
∐
u:[k]→[l]
∗
[ j] 7→
∐
u:[k]→[l]
(wjNjNkCk × wjNjCk,u∗X )
[ j] 7→
∐
u:[k]→[l]
wjNjNkCk .
(23)
(23) is clearly a homotopy cartesian square, and hence (22) is a level-wise homotopy cartesian square. The
next step is to show that (22) induces a homotopy cartesian square after geometric realization. To see this,
we employ the Bousfield-Friedlander theorem.
6. In order to utilize the Bousfield-Friedlander theorem [6, IV.4.9], [2, Appendix], we need to check if
the bi-simplicial sets
([k], [ j]) 7→
∐
u:[k]→[l]
∗
([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNkCk
are π∗-Kan. The former is clear. To see the latter also satisfies the π∗-Kan condition, we consider the
extension functor [6, p.188], and let
Xk, · :=
∐
u:[k]→[l]
Ex∞([ j] 7→ wjNjNkCk)·.
Observe that, for every m ≥ 1, we have
[k] 7→
∐
x∈Xk,0
πm(Xk, ·, x) =
∐
u:[k]→[l]
πm(Ex
∞([ j] 7→ wjNjNkCk)·, ∗) = πm(Ex
∞([ j] 7→ wjNjNkCk)·, ∗) × △
l
k,
and because Xk,0 =
∐
u:[k]→[l] ∗, the simplicial map
([k] 7→
∐
x∈Xk,0
πm(Xk,∗, x) = πm(Ex
∞([ j] 7→ wjNjNkCk)·, ∗) × △
l
k) → ([k] 7→ Xk,0 = △
l
k)
is a Kan fibration as the simplicial set
[k] 7→ πm(Ex
∞([ j] 7→ wjNjNkCk)·, ∗)
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is a simplicial group, and is thus fibrant. For the last condition in the Bousfield-Friedlander theorem [6,
Theorem 4.9], we note that the simplicial map of their vertical path components
([k] 7→ π0(
∐
u:[k]→[l]
∗) =
∐
u:[k]→[l]
∗
=
−−−−−→ ([k] 7→ π0(Xk, ·) =
∐
u:[k]→[l]
∗) = (k 7→ △lk)
is clearly a Kan fibration. By the Bousfield-Friedlander theorem, the sequence
|([k], [ j]) 7→
∐
u:[k]→[l]
wjNjCk,u∗X | −→ |([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNk (Ck −→ Ck,u∗X )|
−→ |([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNkCk |.
is a homotopy q-fibration. Lastly, in view of the map of homotopy q-fibrations below
|([k], [ j]) 7→
∐
u:[k]→[l]
wjNjCk |
|([k], [ j]) 7→
∐
u:[k]→[l]
wjNjCk,u∗X |
|([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNk (Ck → Ck)|
|([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNk (Ck → Ck,u∗X )|
(24)
|([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNkCk |
|([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNkCk | ,
we can conclude that the geometric realization of (21) is contractible because the space
|([k], [ j]) 7→
∐
u:[k]→[l]
wjNjNk(Ck → Ck)|
is contractible, and both the right and left vertical arrows in (24) are homotopy equivalences—Remark 1.24
implies that the map |wN·Ck | → |wN·Ck,u∗X | is a homotopy equivalence, for every k (see also [19, p.369]).

Remark 1.26. Let sWa be the subcategory of sW consisting of those simplicial Waldhausen categories
that satisfy either the conditions in Theorem 1.23 or in Theorem 1.25. Then the diagram below commutes
sWa
sS
Ho(P)
K
KS
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In the following, we discuss the relation between bi-exact functors of simplicial Waldhausen categories
and those of simplicial S-categories.
Lemma 1.27. A bi-exact functor of simplicial Waldhausen categories
∧· : A · × B· → C·
induces a bi-exact functor of simplicial S-categories
∧· : A · × B· → C·.
Furthermore, the following diagrams commute
KS(A ·) ∧ K
S(B·)0
K(A ·) ∧ K(B·)0
K¯S(C·)
K¯(C·)
Λ
Λ
KS(A ·)0 ∧ K
S(B·)0
K(A ·)0 ∧ K(B·)0
KS(C·)0
K(C·)0
Proof. Observe first that the following diagram is commutative
wN (i)· A · ∧ wN
(j)
· B·
wS(i)· A · ∧ wS
(j)
· B·
wwN (i+j)· C·
wwS(i+j)· C·
(25)
because the canonical simplicial functor from N (i)· C· to S
(i)
· C· is induced by forgetting some data and reversing
some morphisms via the universal property—therefore, it respects simplicial structures. The assertion then
follows from the fact that, given a commutative diagram of spaces
A¯ ∧ B¯
A ∧ B
C¯
C ,
the associated diagrams
A¯ ∧ ΩB¯
A ∧ ΩB
Ω(A¯ ∧ B¯)
Ω(A ∧ B)
ΩC¯
ΩC
ΩA¯ ∧ ΩB¯
ΩA ∧ ΩB
Ω
2(A¯∧ B¯)
Ω
2(A∧ B)
Ω
2C¯
Ω
2C
are also commutative. 
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2. The category of vector spaces
Recall that the spaces of objects and morphisms of the standard category of vector spaces over F, denoted
byVF, are given by
VF :=

O(VF) := {F
n}n∈N∪{0}
M(VF) :=
∐
m,n
Mm,n(F),
where F = R or C, Mm,n(F) is the space of m-by-n matrices, and given an internal category in Top, O(C)
and M(C) stands for the spaces of objects and morphisms of C, respectively [20, Section 3]. In addition, we
also denote the subspaces of full rank, injective, surjective and invertible matrices by FRm,n(F), FRm≥n(F),
FRm≤n(F) and GLn(F), respectively, and letVF, · := Sing·(VF) be the singularization ofVF.
2.1. The simplicial Waldhausen structure onVF, ·
Theorem 2.1. The simplicial categoryVF, · is a simplicial exact category.
Proof. Note first that the constant map △k → F0 = 0 is the zero object in VF,k , for every k ∈ N ∪ {0}, and
the Ab-enrichment follows from the Lie group structure on Mm,n(F) induced by the addition of matrices +.
More precisely, given A, B ∈ VF,k , we have the composition
△k
t 7→(A(t),B(t)))
−−−−−−−−−−−→ Mm,n(F) × Mm,n(F)
+
−→ Mm,n(F);
the inverse element of A is −A, and zero is the zero matrix. It is also clear that finite coproducts and hence
finite products exist, soVF,k is an additive category, for every k ∈ N ∪ {0}.
We define the set of short exact sequences inVF,k to be
{Fn
′ A
−→ Fn
B
−→ Fn
′′
| 0→ Fn
′ A(t)
−−−→ Fn
B(t)
−−−→ Fn
′′
→ 0 is exact, for every t ∈ △k}. (26)
To see the set (26) satisfies the axioms of an exact category. We first check that it is a kernel-cokernel pair.
Given a short exact sequence
F
n′ A−→ Fn
B
−→ Fn
′′
and a morphism Fn
C
−→ Fm with CA = 0, where CA is the morphism given by t 7→ CA(t) := C(t)A(t), then
the morphism
D := CBT (BBT )−1 : Fn
′′
→ Fm
satisfies DB = C because, for every t ∈ △k , we have the identities
C(t)BT (t)(B(t)B(t)T)−1B(t)|ker(B(t)) = C(t)|ker(B(t)) = 0
and
C(t)BT (t)(B(t)B(t)T)−1B(t)B(t)Tv = C(t)BT (t)v,
for every v ∈ Fn
′′
, meaning D(t)B(t)|im(BT (t)) = C(t)|im(BT (t)), where B
T is given by t 7→ BT (t). So, the
diagram
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F
n′
0
F
n
F
n′′
A
B
(27)
is a pushout, and hence B is a cokernel of A. Similarly, given a morphism Fm
C
−→ Fn with BC = 0, we define
D := (AT A)−1ATC : Fm → Fn
′
and observe that, for every t, AT (t)|im(A(t)) is an isomorphism, and there are
im(A(t)(AT (t)A(t))−1AT (t)C(t)) ⊂ im(A(t))
im(C(t)) ⊂ im(A(t)).
With the observation, A(t)D(t) = C(t) follows quickly from the identity
AT (t)A(t)(AT (t)A(t))−1AT (t)C(t) = AT (t)C(t),
and hence, (27) is a pullback, and A is a kernel of B.
Secondly, by the definition, it is clear that the short exact sequences are closed under isomorphisms, and
the identities are admissible monomorphisms and epimorphisms.
Before proceeding to check the rest axioms of an exact category, we first prove a useful lemma:
Lemma 2.2. Amorphism is an admissiblemonomorphism (resp. epimorphism) if and only if it is a point-wise
injective (surjective) linear map. By point-wise injective (resp. surjective) linear map
A : △k →
∐
m,n
Mm,n(F)
inVF,k , we understand A(t) is injective (resp. surjective), for every t ∈ △k .
Proof of the lemma. Note that the direction “admissible monomorphism ⇒ point-wise injection" (resp.
“admissible epimorphism ⇒ point-wise surjection") is straightforward. Hence, we only need to check
another direction. Let A be a point-wise injection from Fn to Fm, and thus t 7→ A(t) determines a moving
frame in Fm. Then, apply the Gram-Schmidt process to make it into an orthonormal frame—notice that the
Gram-Schmidt process is continuous, meaning A(t) = Q(t)R(t), where Q(t) is the orthonormal frame in Fm.
Now we want to extend this orthonormal moving frame to a moving basis in Fm, and it amounts to finding
the following lifting—the dashed arrow,
△k
Om(F)
Vn(F
m) ,
t 7→ Q(t)
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where Om(F) is the space of orthogonal matrices, Vn(F
m) is the Stiefel manifold of n orthonormal vectors of
an orthogonal matrix, and the map
Om(F) → Vn(F
m)
is given by taking the first n columns to Vn(F
m), which is a fiber bundle with fiber Om−n(F). The lifting
always exists by obstruction theory because of the contractibility of the triangle △k . We pick up one lifting
and denote it by
Q¯ : △k → Om(F).
Then the cokernel of A(t) can be constructed by the assignment
F
m → Fm−n
Q¯(t)ei 7→ 0, i ≤ n
Q¯(t)ei 7→ ei−n, i > n
The assignment can be written down in terms of the standard basis:
B(t) := [0, id]Q¯−1(t), (28)
where [0, id] is the projection onto the last m − n vectors. Then the morphisms B and A constitute a short
exact sequence
F
n A−→ Fm
B
−→ Fm−n, (29)
and hence, the morphism Fn
A
−→ Fm is an admissible monomorphism.
In a similar manner, we can prove “point-wise surjection ⇒ admissible epimorphism". Assume B :
F
m → Fn is a point-wise surjection, and consider the transpose
BT : Fn → Fm
which determines a basis on ker(B(t))⊥ = im(BT (t)), for every t. Then, applying the Gram-Schmidt process,
we obtain its QR-decomposition
BT (t) = Q(t)R(t),
whereQ(t) represents an orthonormalmoving frame in Fm. As before, t 7→ Q(t) can be extended to a moving
basis t 7→ Q¯(t) of Fm by obstruction theory. More precisely, we can always find the dashed arrow in the
diagram
△k
Om(F)
Vn(F
m)
t 7→ Q(t)
t 7→ Q¯(t)
Therefore, for every t, we can define a linear map
F
m−n → Fm
ei 7→ Q¯(t)em+i, 1 ≤ i ≤ m − n.
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which, with respect to the standard basis, is represented by the matrix
Q¯(t)[
0
id
] =: A(t),
where [ 0
id
] is the inclusion onto the last m − n vectors. In this way, we see that the sequence
F
m−n A−→ Fm
B
−→ Fn
is point-wise exact and B is admissible. 
In view of the lemma above, we see immediately that admissible monomorphisms and admissible
epimorphisms are closed under composition. Now, we want to verify that a pushout (resp. pullback) along
an admissible monomorphism (resp. an admissible epimorphism) exists and admissible monomorphisms
(resp. epimorphisms) are stable under pushout (resp. pullback). We begin with admissible monomorphisms.
Given a short exact sequence Fn
′ A
−→ Fn
B
−→ Fn
′′
and a morphism Fn
′ C
−→ Fm, we consider the morphism
D : Fn → Fm+n
′′
t 7→ D(t) := [
0
id
]B(t) + [
id
0
]C(t)(AT (t)A(t))−1AT (t), t ∈ △k
and check that it satisfies DA = [ id
0
]C, namely, the following commutative diagram,
F
n′
F
m
F
n
F
m+n′′ .
[ id
0
]
A
C D
(30)
We observe that (30) is a pushout because, given two morphisms E : Fn → Fl and F : Fm → Fl such that
E A = FC, one may consider the morphism
G : Fm+n
′′
→ Fl
t 7→ G(t) := E(t)BT (t)(B(t)B(t)T)−1[0, id] + F(t)[id, 0], t ∈ △k,
which satisfies the identities G(t)D(t) = E(t) and G(t)[ id
0
] = F(t). Hence, the commutative square above is
indeed a pushout, and the morphism Fm
[ id
0
]
−−→ Fm+n
′′
is clearly an admissible monomorphism, in view of the
Lemma above. Similarly, given a short exact sequence Fn
′ A
−→ Fn
B
−→ Fn
′′
and a morphism Fm
C
−→ Fn
′′
, we
have the morphism
D : Fn
′
+m → Fn
t 7→ D(t) := BT (t)(B(t)BT(t))−1C(t)[0, id] + A(t)[id, 0], t ∈ △k,
and D fits in the following commutative diagram
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F
n′+m
F
n
F
m
F
n′′ .
[0, id]
B
CD
(31)
We observe that (31) is a pullback because, given two morphisms E : Fl → Fn and F : Fl → Fm such that
CF = BE , one can define the morphism
G : Fl → Fn
′
+m
t 7→ G(t) := [
id
0
](AT (t)A(t))−1AT (t)E(t) + [
0
id
]F(t), t ∈ △k .
Again, it is straightforward to check the identities [0, id]G(t) = F(t) and D(t)G(t) = E(t), and hence, (31) is
a pullback with the morphism Fn
′
+m
[0,id]
−−−→ Fm being point-wisely surjective obviously.
Lastly, by Lemma 2.2, given any morphism [l] → [k] ∈ △, the induced functor
VF,k →VF,l,
preserves short exact sequences and finite products, and thus,VF, · is a simplicial exact category. 
Remark 2.3. (i) The proof given above implies that a commutative square inVF,k is a point-wise pushout
along a point-wise monomorphism if and only if it is a pushout along an admissible monomorphism.
(ii) Notice that the categoryVF,k does not have an abelian category structure as not every morphism has
a kernel and a cokernel—the dimension of the kernel might change when t ∈ △k varies.
It is clear that all weakly split epimorphism inVF,k is an admissible epimorphism, for every k ∈ N∪ {0},
by Lemma 2.2. Therefore, we have the following corollary of Theorem 1.11:
Corollary 2.4. The canonical map
K(VF, ·) → K(Ch
b(VF, ·))
is a π∗-isomorphism in P.
Remark 2.5. Consider the internal category of bounded chain complexes Chb(VF) whose space of objects
is the space of bounded chain complexes topologized as the subspace of the space
∐
m<m′ ∈Z
ni ∈N
m′−1∏
i=m
Mni+1,ni (F)
∐
m∈Z
n∈N
F
n,
and whose space of morphisms is the space of the chain maps topologized as the subspace of the disjoint
union ∐
k<k′ ;m<m′ ∈Z
ni , li ∈N
m′−1∏
i=m
Mni+1,ni (F)
min{m′,k′}∏
i=max{m,k}
Mli,ni (F)
k′−1∏
i=k
Mli+1,li (F)
∐
n, l∈N
Mn,l(F).
By the identification Sing·(Ch
b(VF)) =: Ch
b(VF)· = Ch
b(VF, ·), we know that the simplicial category
Chb(VF)· is also a simplicial exact category.
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2.2. The H-semiring structure on |wVF, · |
Recall, from [20, Lemma 3.1], that the enriched category VF admits two functors: one is given by the
direct sum of vector spaces (⊕) and another by the tensor produce of vector spaces (⊗). These two functors
give the space |wVF | a H-semiring space structure (see Definition B.9). Applying the singularization functor
Sing·, we obtain the corollary:
Corollary 2.6. |wVF, · | is a H-semiring space with addition induce by ⊕ and multiplication ⊗ and the
canonical map
|wVF, · | → |wVF |
is a homotopy equivalence of H-semiring spaces.
Proof. It follows from the fact that Sing· preserves finite products, and thus, ⊗ and ⊕ induce the additive and
multiplicative structures on |wVF, · |. The homotopy equivalence results from the fact that the nerve of wVF
is proper, and has the homotopy type of a CW-complex at each level. 
Geometric Meaning:
Recall from [20, Section 5], we have the following corollary, which implies that the space |wVF, · | classifies
vector bundles over a paracompact Hausdorff space.
Corollary 2.7. There is a chain of homotopy equivalences of H-spaces
|wVF, · |
∼
−→ |wV
f
F, ·
|
∼
←− |G· |
∼
−→ |G|,
where G is the topological groupoid given by
O(G) = M(G) =
∐
k
Grk(F
∞),
and trivial structure maps, andV f
F
is the fattened internal category of vector spaces [20, Section 3.3]. Note
that, given C an internal category in Top, C· stands for its singularization.
Tensor product: Applying the singular functor Sing· to the (internal) bi-functor
⊗ : VF ×VF →VF,
we obtain a simplicial bi-functor
⊗ : VF, · ×VF, · →VF, ·,
which is bi-exact because of Lemma 2.2 and Remark 2.3). Hence, we have the following corollary, in view
of Corollary1.15.
Corollary 2.8. The map K(VF, ·)0 ∧ K(VF, ·)0 → K(VF, ·)0 induced by ⊗ is a homotopy bi-linear map, and it
fits into the homotopy commutative diagram
K(VF, ·)0 ∧ K(VF, ·)0
|wVF, · | ∧ |wVF, · |
K(VF, ·)0
|wVF, · | .
34
3. Applications
In this section, we present some applications of the theory of simplicial Waldhausen and S-categories.
In particular, we shall see that the prespectra K(VF, ·) and K(Ch
b(VF, ·)) represent connective topological
K-theory and the space |w Chb(VF)| is homotopy equivalent to their infinite loop spaces—the latter implies
the claim in [15, the last example in Section 2].
3.1. Connective topological K-theory
To explain what we mean by connective topological K-theory, we first recall some facts about vector
bundles over a compact Hausdorff space X . Given Y and Z , two pointed spaces, [Y, Z] denotes the set of the
homotopy classes of pointed maps from Y to Z .
Lemma 3.1. (i) Let
∐
k
Vectk(X) be the abelian monoid of isomorphic classes of vector bundles over X .
Then we have the algebraic group completion∐
k
Vectk(X) → K(
∐
k
Vectk(X)) =: K(X), (32)
where K(X) is the abelian group generated by elements in∐
k
Vectk(X)
subject to the relation V ⊕W −V −W ∼ 0, for any V,W ∈
∐
k
Vectk(X). In particular, every element in
K(X) can be written as the difference V − W , for some V,W ∈
∐
k Vectk(X), and the homomorphism
(32) can be realized by the assignment:
V 7→ [V − 0].
Also, we consider the homomorphism given by the dimension of a vector space
K(X)
dim
−−→ Z
and denote its kernel by K˜(X).
(ii) The abelian monoid
∐
k
Vectk(X) and the abelian group K(X) are representable, and there is a topo-
logical group completion
U → K
such that ∐
k
Vectk(X)  [X+,U],
K(X)  [X+, K]
and the induced homomorphism [X+,U] → [X+, K] realizes the homomorphism (32).
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(iii) Given a bilinear map of abelian monoids
b : A × B → C
there exists a unique bi-linear map of abelian groups
K(b) : K(A) × K(B) → K(C)
such that the following diagram commutes
A × B
K(A) × K(B)
C
K(C) .
Proof. The proof of the first and third assertion can be found in [16, Chapter 11], whereas in [20, Section 2],
we give a detailed construction of the topological group completion∐
k
Grk(F
∞) → Z × G(F∞),
which realizes the homomorphism (32), where Grk(F
∞) is the Grassmannian of k-planes in F∞ and G(F∞)
is an enlargement of the colimit of {Grk(F
∞)}k∈N [20, Section 2.2]. 
Definition 3.2. Connective topological K-theory is a generalized cohomology theory represented by a
(−1)-connectiveΩ-prespectrum E equipped with a map of prespectra
B : E→ ΩdE
such that, for any pointed compact Hausdorff space X , there is an isomorphism
[X, E0]  K˜(X)
such that the diagram
[X, E0]
K˜(X)
[X,ΩdE0]
K˜(X ∧ Sd)
B0,∗
≀
B
≀
commutes, where B is the Bott homomorphism (see [1] and [9]). When d = 2 (resp. d = 8), it represents
connective complex (resp. real) topological K-theory.
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3.2. Main theorems
Theorem 3.3. The Ω-prespectra KS(VF, ·) and K(VF, ·) represent connective topological K-theory.
Proof. 1. We first compare the following two topological group completions (see [21])
|wVF, · | → K
S(VF, ·)0; (33)∐
k
Grk(F
∞) → Z × G(F∞). (34)
Observe that the chain of homotopy equivalences of H-spaces in Corollary 2.7 gives us a homotopy equiv-
alence of H-spaces from |wVF, · | to
∐
k
Grk(F
∞), and since the maps (33) and (34) are topological group
completions, the universal property of the topological group completion (Theorem B.5) implies that there is
a homotopy equivalence of weak H-spaces
KS(VF, ·)0 → Z × G(F
∞), (35)
unique up to homotopy. Hence, the homomorphism
[X, |wVF, · |] → [X, K
S(VF, ·)0] (36)
is an algebraic group completion, for every pointed compact Hausdorff space X .
2. Now, we want to construct a map of prespectra
KS(VF, ·) → Ω
dKS(VF, ·)
that realizes the Bott isomorphism. Notice first, by Proposition 1.22, there is a map of homotopy bi-linear
map
|wVF, · | ∧ |wVF, · |
KS(VF, ·)0 ∧ K
S(VF, ·)0
|wVF, · |
KS(VF, ·)0
Secondly, with the uniqueness clause in the third statement of Lemma 3.1 and the algebraic group completion
(3.2), we can deduce the following isomorphism of bi-linear maps
K(X) ⊗ K(Y)
[X+, K
S(VF, ·)0] ⊗ [Y+, K
S(VF, ·)0]
K(X × Y )
[X+ ∧ Y+, K
S(VF, ·)0]
where X andY are compact Hausdorff spaces. If X andY are pointed, we have the following reduced version:
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K˜(X) ⊗ K˜(Y)
[X, KS(VF, ·)0] ⊗ [Y, K
S(VF, ·)0]
K˜(X ∧ Y)
[X ∧ Y, KS(VF, ·)0]
(37)
Now, let b : Sd → Z × G(F∞) be the Bott element, and define bS to be the composition—using (35):
bS : Sd → Z × G(F∞) → KS(VF, ·)0;
it induces a map of prespectra:
KS(VF, ·) ∧ S
d → KS(VF, ·) ∧ K
S(VF, ·)0 → K
S(VF, ·), (38)
which, when restricted to the zero component, yields a map
KS(VF, ·)0 ∧ S
d → KS(VF, ·)0 ∧ K
S(VF, ·)0 → K
S(VF, ·)0.
Combining the map above with (37), we obtain the diagram of isomorphisms below
K˜(X)
[X, KS(VF, ·)0]
K˜(X ∧ Sd)
[X ∧ Sd, KS(VF, ·)0] .
⊗b = B
⊗bS = BS
0
In this way, we see that the prespectrumKS(VF, ·) along with the adjoint of the map (38)
BS : KS(VF, ·) → Ω
dKS(VF, ·)
represents connective topological K-theory.
4. Coming on to the case K(VF, ·), we let b
W be the composition
Sd
bS
−−→ KS(VF, ·)0 → K(VF, ·)0,
and observe that Lemma 1.27 implies the following commutative diagram
KS(VF, ·) ∧ S
d
K(VF, ·) ∧ S
d
KS(VF, ·) ∧ K
S(VF, ·)0
K(VF, ·) ∧ K(VF, ·)0
KS(VF, ·)
K(VF, ·)
(39)
38
Therefore, in view of Theorem 1.23, it suffices to verifyVF, · satisfies the extension and splittable axioms to
show that the vertical maps are π∗-isomorphisms. It is clear that wVF, · is extensional as a morphism is a
point-wise weak equivalence if and only if it is a weak equivalence in VF,k . To see coVF, · is splittable, we
recall that it is proved in Lemma 2.2 that, given a cofibration Fn
′ A
−→ Fn in coVF,k , there exists a morphism
t 7→ B(t) : △k → FRn−n′≤n(F)
such that there is a short exact sequence
F
n′ A−→ Fn
B
−→ Fn−n
′
(see (28) and (29)). Now, let D(t) := B(t)T (B(t)B(t)T )−1. Then there is an isomorphism Fn
′
⊕ Fn−n
′
→ Fn
inVF,k such that the diagram below commute
F
n′
F
n
F
n′ ⊕ Fn−n
′
F
n−n′
A
≀
D
where ⊕ is the operation on VF induced by the direct sum of vector spaces. In this way, we find that
coVF, · satisfies the splittable condition. Hence, by Theorem 1.25, all vertical maps in (39) are homotopy
equivalences, and the prespectrumK(VF, ·) along with the map B
W given by the adjoint of the composition
K(VF, ·) ∧ S
d → K(VF, ·) ∧ K(VF, ·)0 → K(VF, ·),
also represents connective topological K-theory. 
Now, consider the category of bounded chain complexes over F, and note that the tensor product of chain
complexes over F induces a simplicial bi-exact functor
Chb(VF, ·) × Ch
b(VF, ·) → Ch
b(VF, ·),
which makes the following commute
VF, · ×VF, ·
Chb(VF, ·) × Ch
b(VF, ·)
VF, ·
Chb(VF, ·)
⊗·
⊗·
Define BW
ch
to be the adjoint of the composition
K(Chb(VF, ·)) ∧ S
d id∧b
W
−−−−−→ K(Chb(VF, ·)) ∧ K(VF, ·)0 → K(Ch
b(VF, ·)) ∧ K(Ch
b(VF, ·))0 → K(Ch
b(VF, ·)).
Then Theorem 3.3 and Corollary 2.4 imply the following theorem concerning Waldhausen K-theory of the
simplicial Waldhausen category w Chb(VF, ·).
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Theorem 3.4. The prespectrum K(Chb(VF, ·)) along with the map BWch : K(Ch
b(VF, ·)) → Ω
dK(Chb(VF, ·))
represents connective topological K-theory.
Applying Theorem 1.25, one can obtain an analogous theorem concerning the N-construction of Chb(VF, ·):
Theorem 3.5. The canonical map |wN· Ch
b(VF, ·)| → |wS· Ch
b(VF, ·)| is a homotopy equivalence, and the
prespectrumKS(Chb(VF, ·)) along with the map BSch given by the adjoint of the composition
KS(Chb(VF, ·))∧S
d id∧b
S
−−−−→ KS(Chb(VF, ·))∧K
S(VF, ·)0 → K
S(Chb(VF, ·))∧K
S(Chb(VF, ·))0 → K
S(Chb(VF, ·)).
represents connective topological K-theory.
Proof. It is sufficient to check Chb(VF, ·) satisfies the conditions in Theorem 1.25. Theorem 2.1 implies that
Chb(VF, ·) is a simplicial Waldhausen category and Ch
b(VF,k) is additive, for every k. Using the long exact
sequence associated with a short exact sequence of chain complexes
0 → C• → D• → E• → 0
and the five lemma, we find that w Chb(VF, ·) is extensional. To see every morphism in coCh
b(VF, ·) is
weakly splittable, we consider a point-wise monomorphism
C• → D•
and observe that it admits a decomposition
Dk = Ck ⊕ Ek ; dkD =
[
dk
C
f k
0 dk
E
]
,
where dk
D
and dk
C
are the differential of C• and D• at degree k, respectively. Then define a family of chain
complexes D•t by letting
Dkt := C
k ⊕ Ek ; dkt :=
[
dk
C
t f k
0 dk
E
]
,
where 0 ≤ t ≤ 1, and observe that it satisfies the following properties
dkt ◦ d
k−1
t = 0,
C• → D•1 = D
•,
C• → D•0 is splittable,
C• → D•t ∈ coCh
b(VF,1).
Thus, the simplicial Waldhausen category Chb(VF, ·) satisfies the conditions in Theorem 1.25. 
Now, we shall explain how to see the claim in [15, the last example in Section 2]. Let O and M be the
spaces of objects and morphisms in w Chb(VF), respectively, and observe that O is the disjoint unions of the
collection {O({ni})
m′
m }ni>0,m≤i≤m′ , where O({ni})
m′
m contains those chain complexes whose vector spaces at
degree i are Fni , for every m ≤ i ≤ m′ and 0 otherwise. Let M({ni})
m′
m := (s, t)
−1(O({ni})
m′
m × O({ni})
m′
m ),
where s, t are the source and target maps from M to O. Then we have the spaces
O({ni})
m′
m ֒→ M({ni})
m′
m (40)
40
are algebraic sets in RN , for some large N , and hence they have a relative CW-complex structure (see [5,
Section 1.2]). In particular, the map O ֒→ M is a closed cofibration. Similarly, one can show that the map
k−1︷                       ︸︸                       ︷
M ×O M ×O ... ×O M
s∗
i
−→
k︷                       ︸︸                       ︷
M ×O M ×O ... ×O M
is a closed cofibration, where si : [k] → [k − 1] ∈ △ is the standard degeneracy map sending i + 1 and
i to i. Therefore, the nerve of w Chb(VF) is proper and has the homotopy type of a CW-complex at each
degree. Combing this observation with the group completion theorem in [21] and Theorem 3.5, we obtain
the assertion in [15, p.300]:
Theorem 3.6. The geometric realization |w Chb(VF)| is an infinite loop space representing connective
topological K-theory.
Proof. From the discussion above, we see that the canonical map
|w Chb(VF)· | → |w Ch
b(VF)|
is a homotopy equivalence. On the other hand, by the group completion theorem [21], the map
|w Chb(VF)· | → K
S(Chb(VF)·)0 (41)
is a group completion. Notice that we have made use of the fact Chb(VF)· = Ch
b(VF, ·) (Remark 2.5). Now,
since π0(|w Ch
b(VF)· |) = Z, the map (41) is actually a homotopy equivalence. 
Corollary 3.7. Let Chb0 (VF, ·) be the internal subcategory of Ch
b(VF, ·) consisting of chain complexes with
zero Euler characteristic. Then the geometric realization of the internal subcategory of quasi-isomorphisms
|w Chb0 (VF)| is an infinite loop space representing the 0-connective cover of topological K-theory.
Proof. Note first that the simplicial category Chb0 (VF, ·) is a simplicial S-category with its simplicial sub-
category of weak equivalences given by the intersection Chb0 (VF, ·) ∩ w Ch
b(VF, ·). Notice also that the
inclusion
Chb0 (VF, ·) → Ch
b(VF, ·)
is a simplicial exact functor. Now, observe that there is a chain of homotopy equivalences
|w Chb0 (VF)|
∼
←− |w Chb0 (VF, ·)|
∼
−→ KS(Chb0 (VF, ·))0
because the nerve of w Chb0 (VF) is proper and has the homotopy type of a CW-complex at each level, and
π0(|w Ch
b
0 (VF)|) = 0. Since the homomorphism
πi(|w Ch
b
0 (VF)|) → πi(|w Ch
b(VF)|)
is an isomorphism, for every i ≥ 1, we find that the map of prespectra
KS(Chb0 (VF, ·)) → K
S(Chb(VF, ·))
is indeed a 0-connective cover. 
Our proof of Segal’s example ([15, the last example in Section 2]) is completed in following corollary.
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Corollary 3.8. [12, VI.4;VII] The tensor product of vector spaces induces an infinite loop space structure
on the component of the topological K-theory space that contains the multiplicative identity.
Proof. In view of Corollary 3.7, it suffices to show that |w Chb1 (VF)|⊗ is an infinite loop space, where
Chb1 (VF) is the topologized category of bounded chain complexes with Euler characteristic 1.
LetKM (C,, 1) be theΩ-prespectrum associated with a symmetric monoidal category (C,, 1) given by
May’s delooping machine [11], [12, VII.3], and observe that the triple (VF, ⊗, F) is a permutative category
[12, Example 5.4], and therefore, the triple (w Chb1 (VF), ⊗, F) is also a permutative category. ApplyingMay’s
delooping machine, we obtain a group completion [12, VII, Theorem 3.1]
|w Chb1 (VF)| → K
M (w Chb1 (VF), ⊗, F)0,
which is in fact a homotopy equivalence as π0(|w Ch
b
1 (VF)|) = 0. 
Appendix A The realization lemma
In this appendix, we give a detailed proof of a well-known lemma, called the realization lemma in [19].
Let n-Sets denote the categories of n-fold simplicial sets, for every n ≥ 2, and s Sets the category of simplicial
sets. Then observe that, by induction, one can endow n-Sets a Reedy model structure [6, Chapter VII], and
there is a realization functor
| − |(n−1)· : n-Sets → s Sets
given by applying the Quillen left adjoint
| − | · · ·
n−1
: n-Sets→ (n − 1)-Sets
iteratively [6, VII.3]. On the other hand, there is another functor, called the diagonal functor, denoted by d
d : n-Sets→ s Sets
X· · ·
n
7→ d(X· · ·
n
)·
where d(X· · ·
n
)k := Xk, k, ..., k
n
We claim that there is a natural isomorphism φn : | − |(n−1)· 7→ d(−)·. We construct this natural
isomorphism by induction. When n = 2, the realization functor | − |(1)· : 2-Sets → s Sets is given by the
coequalizer
coeq{
∐
[k]→[l]
Xl, · × △
k
· ⇒
∐
k
Xk, · × △
k
· }
and the natural transformation φ2 at X· · is induced by the simplicial map∐
k
Xk, · × △
k
· → d(X· ·)·
(x ∈ Xk,m, [m]
f
−→ [k]) 7→ f ∗x ∈ Xm,m;
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it is known that φ2
X··
is a natural isomorphism [6, p.198]. Now, suppose that φk is well-defined and is a natural
isomorphism, for k ≤ n − 1, and X· · ·
n
is a n-fold simplicial set. Then, we have, for every pn, the simplicial
map
φn−1X · · ·
n−1
pn
: |X · · ·
n−1
pn |
(n−2)
· → d(X · · ·
n−1
pn )· (42)
is an isomorphism in sSets. On the other hand, since φ2 is a natural isomorphism, the simplicial map below
([q] 7→ |([pn], [p
′]) 7→ d(X · · ·
n−1
pn )p′ |
(1)
q ) → ([q] 7→ d(X · · ·
n−1
q)q) = ([q] 7→ d(X· · ·
n
)q) (43)
is also an isomorphism of simplicial sets. Combing (43) with (42), we obtain the simplicial map
φnX· · ·
n
: ([q] 7→ |X· · ·
n
|
(n−1)
q ) := ([q] 7→ |([pn], [p
′]) 7→ |X · · ·
n−1
pn |
(n−2)
p′
|
(1)
q )
∼
−−→
(42)
([q] 7→ |([pn], [p
′]) 7→ d(X · · ·
n−1
pn )p′ |
(1)
q )
∼
−−→
(43)
([q] 7→ d(X · · ·
n−1
q)q) = ([q] 7→ d(X· · ·
n
)q)
is an isomorphism. Thus, the claim is proved.
Notice that when we say “ | − |(n)· can be constructed inductively ", a preferred ordering on indices has
been chosen. However, since the argument above is independent of the ordering, we can conclude that, for
any given ordering on n, the set of n-elements, there is a natural isomorphism
φn : | − |(n−1)· → d(−)·.
In particular, this implies the following lemma:
Lemma A.1. Given a n-fold multi-simplicial set X· · ·
n
and a partition I1 ∪ ... ∪ Ik = n := {1, 2, ..., n}, then the
associated k-fold simplicial set X I1,...,Ik· · ·
k
is given by
([ j1], ..., [ jk]) 7→ X
I1,...,Ik
j1,..., jk
:= Xi1,...,in
with is = it = jl if s, t ∈ Il, for some l, and the induced map
|φk | : |[m] → |X
I1,...,Ik
j1,..., jk
|
(k−1)
m | → |[m] 7→ d(X· · ·
k
)m |
is a homeomorphism.
Therefore, we may disregard the given partition or ordering on n and simply denote any of such iterated
geometric realizations by |X· · ·
n
|.
Lemma A.2. Given a map of n-fold multi-simplicial sets
f· · ·
n
: X· · ·
n
→ Y· · ·
n
and a partition (I = {i1, ..., ik}) ∪ (J = { j1, ..., jn−k }) = n, if f· · ·
n
induces a homotopy equivalence
|([i1], ..., [ik]) 7→ Xi1,...,ik , j1,..., jn−k |
∼
−→ |([i1], ..., [ik]) 7→ Yi1,...,ik , j1,..., jn−k |,
for each (n− k)-tuple ( j1, ..., jn−k ), then the realization of f· · ·
n
, | f· · ·
n
| : |X· · ·
n
|
∼
−→ |Y· · ·
n
|, is a homotopy equivalence.
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Proof. By Proposition 1.7 in [6, IV], we know it is true when f· · is a map of bi-simplicial sets, I = {i1} and
J = { j1}. Now, in view of Lemma A.1 and the assumption of the present lemma, the map
|[d] 7→ X
I,J1,...,Jn−k
d, j1,..., jn−k
| = |X· · ·
k
, j1,..., jn−k |
∼
−→ |Y· · ·
k
, j1,..., jn−k | = |[d] 7→ Y
I,J1,...,Jn−k
d, j1,..., jn−k
|
is a homotopy equivalence, for each (n− k)-tuple ( j1, ..., jn−k ), where Jl = { jl}. Applying LemmaA.1 again,
we get the homeomorphisms
|[d ′] 7→ |[d] 7→ X I,J
d,d′
| | = |([ j1], ..., [ jn−k]) 7→ X
I,J1,...,Jn−k
d, j1,..., jn−k
|
|[d ′] 7→ |[d] 7→ Y I,J
d,d′
| | = |([ j1], ..., [ jn−k]) 7→ Y
I,J1,...,Jn−k
d, j1,..., jn−k
|.
The question is then reduced to the case of bi-simplicial sets, and hence, the map
| f· · ·
n
| : |X· · ·
n
| = |X I,J· · |
∼
−→ |Y I,J· · | = |Y· · ·
n
|
is a homotopy equivalence. 
Appendix B Homotopy bi-linear maps
In this appendix, we shall review some basic facts about H-spaces, homotopy bi-linear maps and H-
semiring spaces [4]. Throughout this section, we assume all spaces have the homotopy type ofCW-complexes
and all homotopies preserve base points unless otherwise specified. In addition, we assume all pointed spaces
are well-pointed.
Definition B.1. (i) A pointed space (X, ∗) is a H-space if and only if it admits an operation
m : X × X → X
such that the diagrams below commute, up to homotopy,
X X × X
X
(idX, c∗)/(c∗, idX )
m
idX
(44)
X × X × X
X × X
X × X
X
(m, idX )
(idX, m)
m
m
X × X
X
X × X
τ
m m
44
where c∗ is the constant map onto ∗, the base point, and τ(x, y) = (y, x).
(ii) A H-map of H-spaces f : (X, ∗, mX) → (Y, ∗, mY) is a continuous map such that the following diagram
commutes up to homotopy
X × X
X
Y × Y
Y
( f , f )
mX
f
mY
(45)
(iii) A weak H-map of H-spaces f : (X, ∗, mX) → (Y, ∗, mY ) satisfies the same condition as a H-map except
(45) commutes only up to weak homotopy.
Remark B.2. (i) In the literature, there are at least three different definitions of H-spaces. They all revolve
around the question: how the base point is respected by homotopies. The strictest one asks that the
base point ∗ has to be a strict unit, whereas the weakest one does not even require that the homotopy in
(44) preserves the base point. However, these definitions turn out to be equivalent when the H-space in
question has the homotopy type of a CW-complex [8, exercise (3C.1)], [7].
(ii) The well-pointedness assumption comes in handy when we need the homotopy inverse of a homotopy
equivalence of H-spaces.
Definition B.3. A H-space X is group-like if and only if π0(X) is an abelian group.
Definition B.4. A group completion of a H-space X is a H-map X → Y such that Y is group-like and the
induced homomorphism
f∗ : H∗(X, R)[π0(X)
−1] → H∗(Y, R)
is a ring isomorphism for any commutative coefficient ring R.
Theorem B.5. Given a group completion of H-spaces f : X → Y , and a H-map g : X → Z with Z
group-like, then there exists a weak H-map h : Y → Z , unique up to homotopy, such that h ◦ f and g are
homotopic.
Proof. By Proposition 1.2 in [4], there exists a weak H-map h : Y → Z . To see such h is unique up to
homotopy, we consider the induced maps f¯ : X¯ → Y¯ ≃ Y and g¯ : X¯ → Y¯ ≃ Z , where X¯ (resp. Y¯ and Z¯)
is the telescopes of X (resp. Y and Z) induced by the H-structure [4]. Now, suppose h′ : Y → Z is another
map such that h′ ◦ f and g are homotopic. Then both the maps h and h′ fit in the following homotopy
commutative triangle
X¯
Y¯ ≃ Y
Z¯ ≃ Z
f¯
g¯
h′/h
The uniqueness clause then follows from [4, Lemma 1.1]. 
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Definition B.6. Given three H-spaces X , Y and Z , a map b : X ∧Y → Z is homotopy bilinear if and only if
it satisfies the following homotopy commutative diagrams
(X × X) ∧ Y
(X ∧ Y) × (X ∧Y )
Z × Z
X ∧ Y
Z
mX ∧ idY
d1
b × b
mZ
b
X ∧ (Y × Y )
(X ∧ Y) × (X ∧Y )
Z × Z
X ∧ Y
Z
idX ∧mY
d2
b × b
mZ
b
where the maps d1 and d2 are defined as follows:
d1 : (X × X) × Y → (X × Y ) × (X × Y )
(x, x, y) 7−→ (x, y, x, y)
d2 : X × (Y × Y) → (X × Y ) × (X × Y )
(x, y, y) 7−→ (x, y, x, y).
Lemma B.7. A homotopy bi-linear map b : X ∧Y → Z naturally induces a homotopy bi-linear map between
the associated loop spaces
Ωb : ΩX ∧ΩY → Ω2Z,
where Ωb is given by the following composition,
ΩX ∧ ΩY −→ Ω2(X ∧Y ) −→ Ω2Z
(γ(t), δ(s)) 7−→ (s, t 7→ γ(t) ∧ δ(s)) 7−→ (s, t 7→ b(γ(t) ∧ δ(s))).
Proof. 1. Observe that the homotopy (X × X) ∧ Y ∧ I+ → Z for the left distribution,
(X × X) ∧ Y
(X ∧ Y) × (X ∧Y )
Z × Z
X ∧ Y
Z ,
mX ∧ idY
d1
b × b
mZ
b
induces a homotopy
(ΩX ×ΩX) ∧ ΩY ∧ I+ → Ω
2((X × X) ∧ Y ∧ I+) → Ω
2Z . (46)
Now, consider the commutative diagrams below
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(ΩX × ΩX) ∧ ΩY
(ΩX ∧ ΩY) × (ΩX ∧ ΩY) Ω2Z × Ω2Z
Ω
2((X × X) ∧Y )
Ω
2((X ∧ Y ) × (X ∧ Y))
Ω
2(Z × Z)
Ω
2Z
(ΩX × ΩX) ∧ ΩY
ΩX ×ΩY
Ω
2((X × X) ∧Y ) Ω2(X ∧ Y)
Ω
2Z
where the upper routes of the first and second diagrams represent the restrictions of the map (46) at t = 0 and
t = 1, respectively, and the lower routes of them represent the paths going through the left and right corners
of the diagram below, respectively.
(ΩX ×ΩX) ∧ ΩY
(ΩX ∧ ΩY) × (ΩX ∧ ΩY)
Ω
2Z ×Ω2Z
ΩX ∧ ΩY
Ω
2Z
mΩX ∧ idΩY
d1
Ωb ×Ωb
mΩZ
Ωb
In this way, the homotopy (46) gives us the homotopy required, and henceΩb is left linear. The right linearity
can be derived in a similar way. 
Notice that the H-structure on ΩX (resp. ΩY and ΩZ) used in the proof above is the one given by the
H-structure on X (resp. Y and Z). However, there is another H-structure onΩX that is given by concatenating
two loops. These two H-structures turn out to be equivalent.
Lemma B.8. Given a H-space (X, a, ∗), let Ωa denote the H-structure on ΩX induced by the H-structure a
on X and ΩX the H-structure induced by concatenating two loops. Then Ωa and ΩX are homotopic.
Proof. Without loss of generality, we may assume the identity element ∗ is strict with respect to the operation
a. Now, consider the maps below:
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π1 : I × I −→ I
(t, s) 7→
2t − s
2 − s
t ≥
s
2
7→ 0 t ≤
s
2
;
π0 : I × I −→ I
(t, s) 7→
2t
2 − s
t ≤ 1 −
s
2
7→ 0 t ≥ 1 −
s
2
,
which induce two maps from S1 ∧ I+ to S
1, denoted by π0 and π1 still. Then the required homotopy between
Ωa and ΩX is given by the composition,
Hs : (ΩX ×ΩX) ∧ I+ → (ΩX ∧ I+) × (ΩX ∧ I+)
(pi∗
0
,pi∗
1
)
−−−−−→ ΩX × ΩX
a
−→ ΩX,
where H0 is Ωa, and H1 is ΩX . 
Definition B.9. (i) A H-semiring space is a 5-tuple (X, ∗, 1, a, m) such that (X, ∗, a) constitutes a H-space
and (X, 1, m) a H-space in a weaker sense—the homotopies of the commutative diagrams in Definition
B.1 do not necessarily preserve the point 1. In addition, we require that ∗ be a strict zero, meaning
m(∗, x) = ∗ = m(x, ∗),
for all x ∈ X , and the induced map, denoted still by m, m : X ∧ X → X is homotopy bi-linear with
respect to a.
(ii) A map of H-semiring spaces (X, ∗, 1, a, m) → (X ′, ∗′, 1′, a′, m′) is a map f : X → Y that preserves the
points ∗ and 1, and respects the operations a and m.
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