General spectral boundary value problems framework is utilized to restate Poincaré, Hilbert, and Riemann problems for harmonic and analytic functions in the abstract operator-theoretic setting.
1 Spectral Boundary Value Problems
Spaces and operators
Let H be a Hilbert space and T : H → H be a bounded linear operator. Assume ker(T ) = {0} and denote A 0 the left inverse of T so that
Note that A 0 with domain D(A 0 ) = R(T ) need not be bounded, closed or even densely defined. Let E be another Hilbert space and Π : E → H be a linear mapping with Ker(Π) = {0} satisfying condition
R(T ) ∩ R(Π) = {0}

It follows that the linear set R(T ) + R(Π) is the direct sum R(T )+R(Π). Introduce linear operator A in H with the domain D(A) := R(T )+R(Π) by
A : T f + Πϕ → f, f ∈ H, ϕ ∈ E Obviously, Ker(A) = R(Π), R(A) = H, A 0 = A| R(T )
Since Ker(Π) = {0} there exists the left inverse γ 0 of Π such that Ker(γ 0 ) = {0} and
We extend the operator γ 0 from its domain D(γ 0 ) = R(Π) to the linear map Γ 0 defined on D(A) by
It is clear that Ker(Γ 0 ) = R(T ), R(Γ 0 ) = E, γ 0 = Γ 0 | R(Π)
Spectral boundary value problem
The spectral boundary value problem for unknown u ∈ D(A) is defined by the system of two equations
where f ∈ H, ϕ ∈ E and λ ∈ C is the spectral parameter. Since T : H → H, the bounded inverse (I − λT )
exists for any λ in a small neighborhood of λ = 0. To justify the terminology we note that in the applications below the first equation (1.2.1) is realized as the "main" equation for the operator A defined in a bounded domain of the complex plane, whereas equality Γ 0 u = ϕ plays the role of boundary condition. The operator Γ 0 is interpreted as a "boundary map" defined on D(A) with values in the "boundary space" E. Proof. Let u ∈ D(A). Since u ∈ D(A) = R(T )+R(Π) there exist f ∈ H and ϕ ∈ E such that u = T f + Πϕ.
To prove the inverse, put v = (I − λT ) −1 Πϕ with some ϕ ∈ E and observe that
which completes the proof.
The following theorem describes solutions of (1.2.1) when λ −1 ∈ ρ(T ) .
, then the problem (1.2.1) is uniquely solvable for any f ∈ H, ϕ ∈ E with the solution u
Proof. Uniqueness of solution follows from the standard arguments. Namely, if u 1 , u 2 ∈ D(A) are two solutions, then for their difference u 0 = u 1 − u 2 = Af 0 + Πϕ 0 with some f 0 ∈ H, ϕ 0 ∈ E we have (A − λI)u 0 = 0 and Γ 0 u 0 = 0. Since Ker(Γ 0 ) = R(T ) and Γ 0 Π = I, the second identity gives ϕ 0 = 0. Then the first identity yields 0 = (A − λI)T f 0 = (I − λT )f 0 and the equality f 0 = 0 follows from the assumption λ −1 ∈ ρ(T ). Let us prove the representation (1.2.2). Due to Lemma 1.1 the term (I −λT ) −1 Πϕ belongs to Ker(A−λI). Thus we have
The condition Γ 0 u = 0 is fulfilled for u f,ϕ λ defined by (1.2.2) due to obvious calculations
where we used equality Ker(Γ 0 ) = R(T ). The proof is compete.
M-operator
Let Λ be a linear operator in E defined on the domain
Note that Γ 1 T is bounded as an adjoint to the bounded operator. In applications below Γ 1 is realized as the "second boundary operator" complementary to Γ 0 .
To check correctness of this definition assume u λ ∈ Ker(A − λI) ∩ D(Γ 1 ) and λ −1 ∈ ρ(T ). Then according to Lemma 1.1 u λ = (I − λT ) −1 Πϕ where Γ 0 u λ = ϕ with some ϕ ∈ D(Λ). Therefore Γ 0 u λ = 0 means ϕ = 0, which in turn implies u λ = 0 and Γ 1 u λ = 0.
Proof. By Lemma 1.1 any u λ ∈ Ker(A−λI) has the form u λ = (I−λT ) −1 Πϕ with some ϕ ∈ E. Assuming ϕ ∈ D(Λ) we have u λ ∈ D(Γ 1 ) and
The statement follows from equalities Γ 0 u λ = ϕ, Γ 1 T = Π * , and Γ 1 Π = Λ. 
Boundary conditions
where f ∈ H, ϕ ∈ E and λ ∈ C is the spectral parameter.
is such that the equation
with unknown ψ ∈ E is uniquely solvable for any g ∈ E.
Then the boundary value problem (1.4.1) has unique solution u 
Now the condition u 
Operator node
In this subsection we discuss connections of the spectral boundary value problems (1.2.1), (1.4.1) to the theory of open systems thereby translating the setting of previous sections into alternative, in some sense more intuitive, terms. We refer the reader to the books [12, 13, 24, 29] for background information on the linear systems theory.
The collection {T, Π, Λ; H, E} of two Hilbert spaces and three operators introduced above defines the block operator matrix acting in the space H ⊕ E and often called the operator node
The node M is associated with an open system M defined as follows. The state and the input-output spaces of the system M are identified with H, E respectively. The inner states of M are realized as elements of H and are governed by the equation (A − λI)u = 0. Elements of E represent external control and observation data sent to the input and read from the output of the system M by the external control and observation processes. For λ −1 ∈ ρ(T ) and ϕ ∈ E the control process is given as the input-state mapping ϕ → u 
In general case when (β 0 + β 1 M (λ)) is not invertible N (λ) is a multi-valued map, or in other terminology, a linear relation on the Hilbert space E ⊕ E. Trivial inputs satisfying (β 0 + β 1 M (λ))ϕ = 0 correspond to the inner states that always exist and produce non-trivial output regardless of the input applied to the system. Expression for the feedthrough operator Θ of system N is obtained by setting λ = 0,
Existence of both factors as well as existence of their product here and in the formula for N (λ) above requires further justification, especially in cases where participating operators are unbounded. The detailed discussion of relevant issues in the setting of abstract boundary value problems can be found in [28] . A brief illustration of these concepts is given below for the case of Hilbert boundary value problem for analytic functions.
Applications
Let D ⊂ C be a bounded simply connected domain of the complex plane C with smooth boundary ∂D. Let us define the main and boundary Hilbert spaces as H → E, as prescribed in (1.3.1), see [28] . All components of the operator node M from (1.5.1) are now completely determined except for the parameter Λ defined on domain D(Λ) ⊂ L 2 (∂D). Below we give three definitions of Λ resulting in three boundary value problems for harmonic and analytic functions in D. We are concerned with the equation (2.0.3) and for simplicity only the case λ = 0 of system (1.4.1) is discussed. Results for the spectral problem with any λ ∈ C easily follow from the abstract considerations of Section 1.
Poincaré problem
Definitions of operators Γ 0 and Γ 1 given above suggest the "natural" choice of Λ. Since Γ 1 maps a smooth function defined in D to the trace of its normal derivative on ∂D, and Π is the operator of harmonic continuation, we have for smooth ϕ 
, and g ∈ L 2 (∂D) the solvability of system
is equivalent to the solvability of (β 0 + β 1 Ω)ϕ = g. on the boundary ∂D satisfies ∂u
Thus the boundary condition in (2.1.1) is meaningful at least for harmonic functions u ∈ L 2 (D) with boundary values from W 1 2 (∂D). Solvability of (2.1.1) with the choice (2.1.3) therefore is determined by the solvability of β 0 d ds
, this condition can be rendered as
for the unknown u harmonic in D. Whenβ 0 ,β 1 ,γ, and g are sufficiently regular and real valued, the problem (2.1.4) reduces to the classical Poincaré's problem for harmonic functions [23] .
Hilbert problem
Hilbert problem in the domain D consists in seeking an analytic function w = u + iv defined in D with the real and imaginary parts u, v satisfying following condition on the boundary ∂D
with real valued functions a, b, and g. For simplicity we consider the case when D is the unit disc D = {z ∈ C | |z| < 1} in the complex plane with the boundary T = {z ∈ C | |z| = 1}. In order to apply the general schema we need to recall some properties of Hilbert transform H acting in L 2 (T), see [15, 21] . The operator H is bounded in L 2 (T) and for real ϕ ∈ L 2 (T) the function ϕ + iHϕ is boundary value of the function w = u + iv analytic in D. In other words, if w = u + iv is analytic in D with real valued harmonic functions u, v and such that the trace 
which can not be written in the form Θ = (I − iH)(I + iH) −1 because I + iH is not boundedly invertible. Property H 2 = −I of the Hilbert transform yields (I +iH)(I −iH) = 0 and therefore Ker(I +iH) is not trivial. In fact, Ker(I + iH) = R(I − iH). Thus the mapping Θ is the linear relation on the space L 2 (T) ⊕ L 2 (T). However, its restriction to the set (I +iH)ℜ(L 2 (T))⊕{0} where ℜ(L 2 (T)) is the set of all real valued functions from L 2 (T), defines an operator θ = (I − iH)(I + iH) −1 . It maps boundary values of functions w = u + iv analytic in D with u| T ∈ ℜ(L 2 (T)) to the boundary values of complex conjugate functionw = u − iv. Note that the operator θ is not linear over the field of complex numbers because aθw = θaw, for w ∈ D(θ) and a ∈ C unless a is a real number.
Riemann problem
The Riemann problem for analytic functions is another case that can be studied by means of the general theory of Section 1. Let D be the simply connected bounded domain D ⊂ C with regular boundary ∂D and B, g be measurable complex valued functions on ∂D. A pair of functions Φ ± is a solution to the corresponding Riemann problem if Φ + is analytic in D, Φ − is analytic in C \ D, non-tangential boundary values of Φ ± on the contour ∂D exist almost everywhere, and
Note that all considerations carried out in the beginning of this section for the Laplacian remain fully applicable, as Φ ± are linear combinations of harmonic functions defined in their corresponding domains. Let S be the Cauchy singular integral operator on the contour ∂D defined for ϕ ∈ L 2 (∂D) by
where ϕ ∈ L 2 (∂D) are analytic and possess non-tangential boundary values almost everywhere on the contour ∂D lim Note in conclusion that the case λ = 0 of the general spectral problem (1.4.1) appears to be irrelevant for the study of analytic functions in the paper's context. However, the spectral theory approach may prove beneficial in the study of boundary value problems for the first-order differential operators of complex analysis, most notably, Cauchy-Riemann and Beltrami operators on domains (see for example [6] for their definitions).
