In this study, the Weather Research and Forecasting (WRF) model is used to assess gravity wave forcing of the Quasi-Biennial Oscillation (QBO) in January-February 2006 and. The model domain is configured as a tropical channel with a horizontal grid-spacing of 37 km and a top at 0.1 hPa. The European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis Interim data provide initial and boundary conditions. In these simulations a large part of the gravity wave spectrum is explicitly simulated. The model is shown to have a realistic representation of tropical precipitation variability, mean tropical ascent, and evolution of the stratospheric zonal mean wind. The high-resolution model outputs are used to compute gravity wave forcing of the QBO. It is shown that gravity waves account for $60% of the total eastward forcing during the westerly shear phase and for $80% of the total westward forcing during the easterly shear phase. These estimates are in agreement with previous evaluations of gravity wave forcing of the QBO. In addition, wave forcing associated with large-horizontal-scale inertia-gravity waves is computed. In the simulations, sufficient vertical resolution in the stratosphere is required to properly resolve large-horizontal-scale inertia-gravity waves near the peak in QBO forcing. In the WRF experiments this wave type represents $30% of the total gravity wave forcing. This suggests that large-horizontal-scale inertia-gravity waves can play an important role in the forcing of the QBO.
Introduction
[2] The Quasi-Biennial Oscillation (QBO) is a major source of variability in the tropical stratosphere. The QBO corresponds to an oscillation of the stratospheric zonal winds with an average period of 27 months. The QBO is caused by the deposition of momentum flux carried by equatorial planetary waves and gravity waves. These waves develop primarily in the troposphere in response to latent heat release by convection, then propagate upward and dissipate in the stratosphere. Theory and observations indicate that a broad spectrum of vertically propagating waves in the equatorial atmosphere must be considered to explain the QBO [Dunkerton, 1997; Sato and Dunkerton, 1997] .
[3] In the first conceptual model of the QBO proposed by Lindzen and Holton [1968] , the QBO is driven by vertically propagating gravity waves interacting with the mean flow. Holton and Lindzen [1972] then suggested that vertically propagating Kelvin waves are responsible for forcing the westerly phase of the QBO while mixed Rossby-gravity waves drive the easterly phase of the QBO.
[4] The mean tropical ascent of the Brewer-Dobson circulation acts to reduce the downward propagation of the QBO winds. According to observational studies, Kelvin and mixed Rossby-gravity wave amplitudes are too weak to provide sufficient momentum flux to compensate the effect of the mean tropical ascent on the QBO. Therefore additional momentum flux from intermediate-scale inertia-gravity waves and small-scale gravity waves is necessary to drive the QBO with its observed period. This was first demonstrated by Dunkerton [1997] .
[5] The QBO can affect the transport and chemistry of trace gases such as ozone or water vapor [Baldwin et al., 2001] . Chemistry Climate Models (CCMs) or Global Climate Models (GCMs) which do not have a realistic QBO, may have significant biases in their representation of the stratospheric chemical composition. These models' deficiencies can reduce their ability to represent the present and future tropospheric climate via dynamic or radiative links. Therefore an accurate representation of the QBO in CCMs is essential for climate studies.
[6] Realistic simulation of the QBO requires two key factors [Giorgetta et al., 2002] : (1) for the resolved scales, sufficient vertical resolution is needed in the stratosphere to allow the representation of vertically propagating waves and their dissipation, (2) a realistic simulation of convective processes which are the waves' sources. Due to the computational cost, climate models, which are run for hundred years, cannot afford to have high horizontal and vertical resolutions. Their typical grid cells are of the order 2-3 horizontally and the vertical resolution varies but is usually $3 km in the stratosphere . As a result climate models account for the effects of unresolved convective processes or unresolved gravity waves with physical parameterizations.
[7] Due to uncertainties in parameterizations, many climate models have inadequate representation of the effects of equatorial and gravity waves. Therefore climate models have difficulties in simulating a realistic QBO.
[8] In recent years, successful simulations of the QBO have been achieved in high-resolution climate models without gravity-wave parameterizations [Hamilton et al., 1999 [Hamilton et al., , 2001 Kawatani et al., 2010] , although the simulated oscillations have periods that are shorter than 2 years.
[9] Similarly, some coarse-grid climate models with suitable parameterizations of convective processes and gravity waves have been able to simulate a quite realistic QBO [Scaife et al., 2000; Giorgetta et al., 2002; Shibata and Deushi, 2005] . However the question remains whether the gravity wave parameterizations used in these studies are driving the QBO with a realistic spectrum of gravity waves.
[10] These recent model studies confirm that a spectrum of planetary-scale Kelvin and Rossby-gravity waves, intermediate-scale inertia-gravity waves and small-scale gravity waves is needed to generate the QBO. However, the relative contribution of each wave type to the forcing of QBO is not yet precisely known.
[11] Traditionally, CCMs/GCMs are used to evaluate global wave forcing of the QBO, but the period or the amplitude of the simulated QBO in CCMs/GCMs often differs from the observations. The simulated QBO in CCMs/ GCMs is often compared to the QBO in analysis data. Analyses are produced by assimilating observations in a numerical weather prediction (NWP) model. These data consist of global fields which describe the 'best' estimate of the atmospheric state. Most of the NWP models used to produce analysis data have sufficient horizontal resolution to resolve intermediate-scale and planetary waves. However, NWP models have usually coarse vertical resolution in the stratosphere ($1-2 km). In the tropics, Kelvin and Rossbygravity waves can be observed with vertical wavelengths as short as 3-4 km [Holton et al., 2001; Alexander and Ortland, 2010] . Similarly, intermediate-scale inertia-gravity waves can be observed with vertical wavelengths as short as 3-6 km [Cadet and Teitelbaum, 1979; Wada et al., 1999; Ratnam et al., 2006; Evan and Alexander, 2008] . As a result, there is no certainty that analyses can represent realistically short vertical wavelength waves and their dissipation in the stratosphere. This point has been demonstrated for short vertical wavelength inertia-gravity waves in a study by [Evan et al., 2012] . Probably because all the waves are not properly represented in analyses, their representation of the QBO depends crucially on the assimilation of wind measurements from radiosonde observations [Bengtsson et al., 2004] . Therefore, analyses alone cannot be used to characterize wave forcing of the QBO.
[12] In this work, we present a new approach to the QBO problem that combines NWP model and GCM approaches. We propose to characterize wave forcing of observed QBO winds by using the Weather Research and Forecasting (WRF) model. The model is configured as a tropical channel model, i.e., the model domain is global in the zonal direction but bounded in the meridional direction. We will quantify the QBO forcing from inertia-gravity waves as this wave type has received less attention compared to planetary-scale Kelvin and Rossby-gravity waves and the mesoscale gravity waves.
[13] The ability of the WRF tropical channel model to simulate observed inertia-gravity waves in the tropical stratosphere has been previously evaluated with high-resolution radiosonde horizontal wind and temperature measurements of 2-day inertia-gravity waves observed during the 2006 TWP-ICE experiment and the European Centre for MediumRange Weather Forecasts (ECMWF) analysis and forecast data [Evan et al., 2012] . The 2-day wave event observed during TWP-ICE was also present in the ECMWF data. A comparison between the characteristics of the inertia-gravity wave derived with the ECMWF data to the properties of the wave derived with the radiosonde data showed that the ECMWF data capture similar structure for this wave event but with a larger vertical wavelength. The WRF tropical channel was then used to understand the representation of the wave event in the ECMWF data. WRF was used with the same horizontal resolution ($40 km) as the operational ECMWF in 2006 while using a finer vertical grid-spacing than ECMWF in the stratosphere. This study demonstrated that high vertical resolution would be required for ECMWF to accurately resolve the vertical structure of inertia-gravity waves and their effect on the middle atmosphere circulation.
[14] In the present study, the WRF experiments use the ECMWF Reanalysis Interim (ERA-Interim) data as initial and boundary conditions. The WRF model resolutions correspond to 37 km in the horizontal and 500 m in the vertical (for altitudes less than 30 km). Owing to these relatively high horizontal and vertical resolutions, much of the tropical wave spectrum should be explicitly represented in the WRF simulations. The interaction between gravity waves and the QBO will be discussed. It will be considered whether the gravity waves generated in WRF are affected by the background flow in a way qualitatively consistent with the wavemean flow interaction theory.
[15] As the evolution of the QBO winds is influenced by the mean ascent of the Brewer-Dobson circulation, it will be shown that the WRF tropical channel model does have adequately realistic tropical mean ascent.
[16] In a recent model study, Kawatani et al. [2010] investigated the contribution of equatorially trapped waves and gravity waves to the forcing of the QBO. By using a high-resolution atmospheric general circulation model (60 km horizontal and 300 m vertical resolution) they successfully simulated oscillations in the zonal wind in the equatorial stratosphere without gravity-wave parameterizations. However the simulated QBO had a period of 15 months, about half the observed period. They estimated that gravity waves contribute around 50-75% of the eastward forcing during the eastward shear phase of the QBO (dU/dz > 0) and that gravity waves provide 70-80% of the westward forcing during the westward shear phase (dU/dz < 0).
[17] In this study, we present a similar budget analysis by computing gravity wave forcing for two periods corresponding to opposite QBO phases. A novelty of our approach is that we compute wave forcing of observed QBO winds. It will be shown that the WRF tropical channel model is able to reproduce the evolution of the QBO winds when compared to observational data and the ERA-Interim data. The goal is also to investigate whether intermediate-scale inertia-gravity waves with short vertical wavelength can play a key role in driving the QBO. To this aim, the acceleration of the QBO provided by explicitly resolved gravity waves will be quantified. We will consider different gravity wave types, i.e. intermediate and small scale gravity waves as well as long and short vertical wavelength waves.
[18] The paper is organized as follows. Section 2 presents the model configuration and data used in this study. Sections 3 and 4 present the mean state and precipitation characteristics of the simulations. Section 5 shows the simulated wave response by applying wave number-frequency spectral analysis to WRF outputs. Mean flow forcing in the stratosphere for two opposite QBO phases is analyzed in section 6. The spectral characteristics of the simulated gravity waves are presented in section 7. Finally, the main results of this study are discussed and summarized in section 8.
Model and Data Description
[19] WRF version 3.1 is used for this study [Skamarock et al., 2005] . All simulations are performed using the BettsMiller-Janjic (BMJ) cumulus scheme.
[20] In a previous study [Evan et al., 2012] we performed different simulations to determine WRF sensitivity to cumulus schemes. Two cumulus schemes were used, the Kain-Fritsch cumulus scheme [Kain and Fritsch, 1990] and the BMJ scheme. Among the two cumulus schemes used only the BMJ scheme produced a reasonable spatial distribution of precipitation with a daily variability similar to the observed precipitation. The Kain-Fritsch scheme overestimated precipitation over land and did not produce a wave response in the stratosphere in agreement with the observations. The BMJ scheme showed better skill than the Kain-Fritsch to produce inertia-gravity waves generated by convection in the tropics.
[21] To resolve cloud processes, the model uses the WRF Single Moment-5 class (WSM5) bulk microphysical parameterization [Hong et al., 2004] . This scheme predicts mixing ratios of cloud water, rain, ice, snow and water vapor. This scheme is used as it is simple enough that it does not require a lot of computation time. The scheme allows supercooled water to exist and a gradual melting of snow as it falls below the melting layer. More complex microphysics schemes which include different types of frozen hydrometeors (e.g. graupel, hail) or predict the number concentration of the different hydrometeors are much more computationally expensive. With a grid-size of 37 km, the added expense of these schemes is not worthwhile as the model may not resolve strong updrafts that are important for dense frozen hydrometeors formation.
[22] The land surface model corresponds to the Noah LSM [Chen and Dudhia, 2001] and the planetary boundary layer scheme is the Mellor-Yamada-Janjic scheme [Janjic, 2002] . The boundary layer scheme takes care of the vertical diffusion in the entire atmospheric column. The simulations use the sixth-order filter for horizontal diffusion described in Skamarock et al. [2005] . This horizontal diffusion serves to control small-scale noise and to avoid numerical instabilities.
[23] Simulations were carried out globally in a tropical channel with latitudinal boundaries at AE42 and the horizontal grid-spacing is equal to 37 km. 88 vertical levels are used from the surface up to 0.1 hPa. The highest vertical resolution ($20-100 m) is in the boundary layer and a vertical grid-spacing of 500 m is used between 5 km and 35 km. With a vertical grid-spacing of 500 m, Evan et al. [2012] showed that WRF can reproduce inertia-gravity waves with vertical wavelengths as short as 6 km in the stratosphere.
[24] To avoid reflections near the model top, a sponge layer is included. In this region an implicit Rayleigh Damping is applied for the vertical velocity [Klemp et al., 2008] . The depth of the damping layer is 20 km.
[25] No gravity wave parameterization was used in the simulations and no parameterization is applied to represent wave breaking.
[26] We ran WRF for two periods during 2006 and 2007 to investigate the behavior of gravity waves under opposite phases of the QBO. The first simulation was initialized on January 8, 2006 and run for one month. The second simulation was initialized on December 28, 2006 and run until January 26, 2007. These two time periods also correspond to similar regimes of convection.
[27] The ECMWF Reanalysis Interim (ERA-I) data are used to provide the initial and boundary conditions. The ERA-I dataset comprises a large amount of reanalysis data covering years 1979 to present [Simmons et al., 2007] . In this study, we use the wind, vertical velocity and temperature fields from ERA-I. The data have been obtained from the National Center for Atmospheric Research (NCAR) on a regular 512 Â 256 Gaussian grid with resolution of 0.7 Â 0.7 . The data are available 4 times per day on 61 model levels with a top at 0.1 hPa. The vertical gridspacing varies from 1 km in the upper troposphere to 1.5 km in the lower stratosphere. The ERA-I data set available at NCAR does not include the gravity wave parameterization or assimilation tendency terms.
[28] Evaluation of WRF model performance involved a comparison of the model results to the ERA-I reanalyses. For the wave analysis, we use WRF and ERA-I data on their original grids. We also use WRF and ERA-I outputs as a function of pressure p. The vertical pressure grid p is converted to a pressure-altitude coordinate z using a constant 7-km scale height, so that z = À7ln(p/p 0 ) with p 0 = 1000 hPa. Then for constructing vertical profiles, the data are interpolated onto a vertical grid with a grid spacing of 500 m.
[29] In numerical models, diabatic heating due to moist processes are the dominant source of resolved waves in the tropics. In this study we use precipitation as a proxy for latent heat release by convection. Horinouchi et al. [2003] found that only GCMs that produce the largest precipitation variability can reproduce the equatorial QBO. This is because a parameterization of convection with sufficiently large temporal variability is important for wave excitation. Thus, for wave generation, it is important that WRF precipitation variability is similar to observations. As an effort to validate the wave excitation in WRF, we compare spatial distribution and spectral characteristics of observed and simulated rainfall data. The observed rainfall data used in this study are the TRMM 3B42 rainfall estimates. This dataset provides 3-hourly rainfall rate at a resolution of 0.25 Â 0.25 . The TRMM data are further processed to match the WRF rainfall data temporal and spatial resolution. The WRF precipitation corresponding to 3-hourly accumulated rainfall amount from the microphysics and cumulus schemes are also used. 
Mean State

Precipitation Characteristics
[33] Figure 3 shows a distribution of WRF and TRMM precipitation for January 2006 and January 2007. The differences between WRF and TRMM precipitation are also shown. The observed and simulated rainfall show that WRF is able to capture the overall precipitation distribution in the tropics. For both years, deep convective regions are centered south of the equator with maximum precipitation over the Western Pacific and South America. However, excess rainfall is simulated over these regions for both years. The Western Pacific region is characterized by considerable convective activity on a wide range of scales from localized thunderstorms up to global-scale intraseasonal variability associated with the Madden Julian Oscillation (MJO). Accurate representation of precipitation over this part of the world remains a challenge for most GCMs and mesoscale models. It is apparent that the simulated precipitation is higher than observed across most of the Maritime Continent region and especially over the mountains. In this region, the TRMM data indicate that there is more rainfall above land during the evening. Over the Maritime Continent, convection is seen to propagate away from the islands and lead to a peak in convection during the day over the ocean (not shown). WRF captures the overall contrast of land/sea rainfall with a peak over the land during the evening. However, over the mountains, the rain starts too early and lasts too long in WRF, especially over New-Guinea (not shown). Most of the islands of the Maritime Continent have mountains higher than 2000 m. With a resolution of 37 km the topography is not well represented in the WRF simulations. This can cause a misrepresentation of orographic precipitation as well as an inadequate representation of small-scale sea-breeze circulations (order tens of kilometers). This could explain in part the model misrepresentation of the organization and development of convection over this part of the world. Evan et al. [2012] showed that WRF overestimation of rainfall in the Maritime Continent region did not affect the model ability to simulate observed inertia-gravity waves generated by convection in the Indonesian area.
[34] Figure 4 shows the zonal wave number-frequency spectra of the simulated and observed precipitation variance for January 2006 and 2007 averaged between 10 S and 10 N. The spectra of the TRMM data show that there is considerable variance for frequency less than 2 cpd. The same feature is observed for the WRF precipitation variance. The spectra show variance decreasing with both zonal wave number and frequency. WRF and TRMM display a similar decrease in frequency. The precipitation variance at the diurnal frequency is greater in the WRF simulations. Both spectra show enhanced power for spectral components corresponding to phase speed around 10 m s À1 . In 2006 most of the westward TRMM variance occurs in the range of À10 m s À1 to À20 m s À1 . Both spectra indicate enhanced power at westward wave numbers, but the contrast between westward and eastward propagating components is more pronounced in WRF than in the observations. Tulich et al. [35] Table 1 gives mean and variance of precipitation for TRMM and WRF over 10 S-10 N. The model shows good accuracy in simulating the mean precipitation. Table 1 indicates that the BMJ cumulus scheme contributes significantly to the mean total precipitation and that the temporal variability of tropical precipitation is dominated by the behavior of the microphysics scheme.
[36] Scinocca and McFarlane [2004] have shown a similar behavior of the Zhang-McFarlane (ZM) scheme used for deep convection in their GCM simulations. Their study indicated that the cumulus scheme and the resolved largescale stratiform precipitation (LSP) scheme were sensitive to the setting of the adjustment timescale within the ZM scheme. In the study of Scinocca and McFarlane, with an adjustment timescale of 2400 s, most of the mean tropical precipitation comes from the ZM scheme while most of its variance comes from the LSP scheme. In WRF, the BMJ scheme also uses an adjustment timescale of 2400 s.
[37] Table 2 summarizes the values of tropical precipitation variance for different frequency ranges. The lowfrequency part corresponds to frequencies less than 1 cpd and the high-frequency part to frequencies greater than 1 cpd. Also shown in the table are the contributions from the cumulus and microphysics schemes to the total precipitation variance. These values are computed by integrating the variance spectra shown in Figure 4 over wave number for various frequency ranges. In 2006 the variability is well represented at low frequencies but is overestimated in 2007. For both years the total variance associated with the diurnal frequency exceeds the TRMM values. In 2006 high-frequency modeled precipitation variability is underestimated but is similar to that observed in 2007. The contribution from the microphysics scheme dominates at high frequencies.
Wave Response
[38] We use the Eliassen-Palm (EP) flux as a tool to diagnose the wave activity in the WRF simulations and ERA-I data. The EP theory provides a framework with which to understand the eddy-mean flow interaction. Following Andrews et al. [1987] , we express the Eliassen-Palm vector and its divergence as:
where F (f) and F (z) are the meridional and vertical components of the EP flux vector, f the latitude, z is a log-pressure coordinate, r 0 the density, f the Coriolis parameter, a the mean radius of the earth. The overbar denotes the zonal average and prime the deviations from the zonal average. We use FFT spectral analysis to compute the EP flux vector. Detailed explanations of EP flux vector calculations can be found in Horinouchi et al. [2003] and Kawatani et al. [2010] .
[39] The zonal mean momentum equation written in terms of the transformed eulerian mean (TEM) framework is:
The TEM residual circulation v * ; w * À Á is an approximation of the Lagrangian mean meridional transport circulation. The total zonal momentum force is given by the sum of the advection terms and the wave forcing associated with the EP flux divergence. The EP flux divergence can be interpreted as the forcing due to waves resolved in the WRF model. EP flux divergence and convergence correspond respectively to eastward and westward accelerations of the zonal mean zonal wind. The vertical component of the EP flux vector F (z) is related to the momentum flux r 0 u′w′ so F (z) can be a proxy for gravity waves. The values correspond to the TRMM and WRF total variance of precipitation, precipitation associated with the BMJ cumulus scheme and the microphysics (MP) for the frequency ranges w < 1 cpd (lowfrequency), w = 1 cpd(diurnal) and w > 1 cpd (high-frequency). [40] Figure 5 displays the zonal wave number-frequency distribution of F (z) magnitude averaged between 10 S and 10 N at 100 hPa, 65 hPa and 20 hPa during 2006 and 2007. The level 100 hPa is selected to show the wave response near the tropopause above the convective source. 65 hPa is used to show the waves entering the stratosphere and 20 hPa corresponds approximately to the zero wind line for both years. In Figure 5 , positive zonal wave numbers correspond to eastward propagating waves while negative wave numbers indicate westward wave propagation. On this plot we show |F (z) | but F (z) is positive at westward wave numbers and negative at eastward wave numbers.
[41] The distributions |F | indicates that the moist processes of the model generate waves with a continuous phase-speed distribution. For eastward wave numbers the wave response shows waves with frequencies up to $3 cpd while at westward wave numbers the response is more pronounced at higher frequency. The spectra at 100 hPa present an east-west asymmetry with |F (z) | associated with westward-propagating waves being larger than |F (z) | associated with eastward propagating waves. Previous numerical and observational studies have shown that this asymmetry depends primarily on the wind above the convective source and the source motion [Bergman and Salby, 1994; Beres et al., 2002] . For both periods westerlies dominate between 10 and 15 km (see Figure 1 ) and the top of convection is around 12 km for most regions (not shown). This could explain in part the east-west asymmetry of |F (z) | at 100 hPa.
[42] The evolution of F (z) from 100 to 20 hPa is influenced by the interaction of vertically propagating waves with the mean flow. In this process, as a wave approaches its critical level where c ¼ u, its vertical wavelength and group velocity will become small and the wave will become more susceptible to dissipation.
[43] In 2006, waves with westward phase speeds slower than about À10 m s À1 have been absorbed at 65 hPa ( Figure 5 ). At this level u = À10 m s À1 (cf. Figure 2 ) and waves with phase speeds slower than about À10 m s À1 have been absorbed as a result of their interaction with the mean flow.
[44] In 2006, westward propagating waves are dissipated at 20 hPa ($27 km) as a result of the easterly wind speed of $À25 m s À1 at 23 km. In the easterly shear phase year of 2007 there is less eastward propagating wave flux due to the westerlies between 20 and 25 km. From Figure 5 , we can see that filtering of upward propagating waves by the zonal wind leads to the spectral distribution of |F (z) | in the stratosphere. The wave-mean flow interaction is well represented in the model for both QBO phases.
[45] Figure 6 shows the frequency distribution of |F (z) | at 65 hPa. The frequency distribution is obtained by summing over zonal wave numbers. The distribution is presented in area-preserving format, i.e. frequency times |F (z) | versus log of frequency so that the area under the curve for two frequencies is equal to |F (z) | in that interval. At negative frequencies the distribution of |F (z) | shows a large contribution from |w| > 0.3 cpd. Consistent with Figure 5 the lower frequency modes at 65 hPa have been filtered by the upper tropospheric winds. At positive frequencies the contribution from high-frequency waves is also important, although more |F (z) | is observed in 2006 at low frequencies. This is because the easterlies between 15 and 27 km are favorable to slow eastward propagating waves.
[46] The contributions from low-frequency waves (|w| < 0.3 cpd) and high-frequency waves (|w| ≥ 0.3 cpd) to F (z) at 100 and 65 hPa are listed in Table 3 . The lowfrequency modes would correspond to westward propagating Rossby waves and eastward propagating Kelvin waves. The frequency band |w| ≥ 0.3 cpd can be associated with gravitywaves which are generated in the WRF simulations. For the westerly shear phase of the QBO (2006) the total |F (z) | at 100 hPa is similar for low and high frequency modes. The west-east asymmetry indicated in Figure 6 is observed for both frequency bands with more |F (z) | for westward waves. At 65 hPa the slow westward-propagating modes have been strongly absorbed. The contribution from low-frequency eastward modes is smaller than F (z) associated with eastward propagating gravity waves. |F (z) | carried by gravity waves is equal to 0.98 mPa and accounts for 67% of |F (z) | due to all waves.
[47] The same situation is observed for the easterly shear phase of the QBO (2007) although most of the low frequency modes have been absorbed at 65 hPa and only the Figure 7 . The black curves correspond to the beginning of the WRF simulations. The winds 15 days and 30 days later are shown in blue and red respectively.
[49] In 2006 the westerly jet is initially at 32 km with an amplitude of $10 m s À1 and descends at a rate of about 1.5 km/month in the WRF simulation. During the descent the peak jet speed is maintained in WRF but slightly decreases in ERA-I. This reduction is consistent with the evolution of the zonal wind shown in Figure 1 . Figure 1 indicates that the acceleration of the westerlies in ERA-I above 30 km mainly occurs from October 2005 to the middle Figure 7 . Evolution of WRF and ERA-I zonal mean zonal wind for the two simulation periods. The black curves indicate zonal wind vertical profiles on the beginning of the simulation, the blue profiles correspond to the middle of the simulation and the red curves to the end of the simulation. January 2006 and is weaker after that. The descent of the jet speed in WRF indicates that there are enough eastward waves in the model to maintain the westerly shear phase of the QBO.
[50] In 2007 easterly winds strengthen above 29 km in WRF and above 27 km in ERA-I. Above 30 km the westward acceleration is stronger in WRF than ERA-I. The mean westward acceleration between 30 and 35 km is À4.4 m s À1 / month for WRF and À2.9 m s À1 /month for ERA-I. Figure 7 indicates that in January 2007 the WRF model has also sufficient westward waves to develop the easterlies.
[51] Currently the representation of the QBO in analysis data depends crucially on the assimilation of wind measurements from radiosonde observations [Bengtsson et al., 2004] . Therefore we also compare the evolution of WRF simulated QBO winds with vertical zonal wind profiles from Singapore (103.98 E, 1.36 N) . Even if this dataset is from a single location it can be representative of the QBO in the equatorial belt since previous studies have shown that longitudinal differences in the phase of the QBO are small [Baldwin et al., 2001] . This dataset provides monthly mean zonal wind profiles calculated from daily radiosonde observations at Singapore. The monthly mean zonal wind components are provided at 15 pressure levels between 100 and 10 hPa that we convert to pressure-height. This dataset is described in more details in Naujokat [1986] . [ Figures 7 and 8 suggest that the QBO zonal wind evolution is fairly well represented in WRF. The simulated QBO winds will depend on the model representation of mean tropical upwelling w * and wave forcing. Thus we examine both factors in the subsequent sections.
Upwelling
[54] The mean tropical ascent of the Brewer-Dobson circulation acts to reduce the downward propagation of the QBO winds. To assess the effect of the tropical upwelling on the simulated QBO zonal wind evolution, we compute the mean tropical upwelling from WRF and ERA-I data. Following Andrews et al. [1987] the residual vertical velocity w * is defined as:
[55] Figure 9 shows w * over 10 S-10 N averaged over the simulation periods. On this plot the simulated tropical upwelling is compared to the ERA-I estimate for the same period. Some of the dominant mechanisms controlling the strength of the tropical upwelling, such as forcings from tropical planetary-scale waves or extratropical waves, are only partly represented in our monthly tropical channel simulations so some differences may be expected. Evaluating these differences is needed prior to the interpretation of TEM momentum budget (in section 6.3).
[56] [57] Between 24 and 28 km w * becomes slightly negative in ERA-I with a value of À0.08 mm s À1 while WRF simulated w * is 0.06 mm s
À1
. There is a QBO signal in temperature which is in thermal wind balance with the QBO signal in zonal winds. The QBO signal in temperature leads to a secondary meridional circulation. The QBO induced secondary meridional circulation corresponds to ascent during the easterly wind shear phase and descent during the westerly wind shear phase. The QBO induced descent in 2006 can explain the low values of w * observed between 22 and 29 km.
[58] In 2007 there is an increase with height of w * above 22 km. This increase is weak in the WRF data. À1 between 19 and 30 km. Therefore WRF estimates of w * agree with the water vapor observations and ERA-I estimates, at least qualitatively.
[59] To illustrate the differences in the QBO wind evolution between ERA-I and WRF, it can be instructive to look at the vertical advective acceleration in the QBO shear zone, i.e. the term Àw * ∂u ∂z of the TEM equation. From Figure 1 , it can be seen than the QBO shear zones du/dz > 0 (in 2006) and du/dz < 0 (in 2007) are mainly between 23 and 32 km. WRF ∂u ∂z is about 4 Â 10 À3 s À1 in this region for both QBO phases. ERA-I has a similar value for this height-range.
[60] During the westerly shear phase in 2006, the eastward wind tendency is stronger in WRF than in ERA-I by almost a factor of 2. Both ERA-I and WRF show a negative advective acceleration in the QBO shear zone. Between 23 and 32 km Àw * ∂u ∂z is equal to À0.04 m s À1 day À1 for WRF and À0.02 m s À1 day À1 for ERA-I. Both estimates are fairly weak and the absolute difference between the two terms which is 0.02 m s À1 day À1 accounts for 25% of the absolute difference between the wind tendency terms (0.08 m s
, it is unlikely that differences between WRF and ERA-I wind evolutions observed in Figure 7 can be explained only by differences between ERA-I and WRF vertical advective terms.
[61] During the easterly shear phase in 2007, WRF and ERA-I show similar estimates of Àw * ∂u ∂z . The ERA-I eastward wind tendency is stronger than that of WRF which shows almost no acceleration in this region. As Àw * ∂u ∂z is similar for both datasets, the differences between the wind tendency terms are certainly due to differences in wave forcings.
[62] It should be emphasized that a thorough comparison of wave forcing from WRF and ERA-I is not possible as the ERA-I data available at NCAR have a temporal resolution of 6 hours and do not contain the wave forcing from gravity wave parameterization or the assimilation tendency terms. As a result the EP flux calculation from ERA-I 6-hourly data which have a coarser resolution than WRF would include only part of the wave forcing.
[63] Results from the previous section and this one suggest that the evolution of the QBO winds in WRF is relatively independent of the ERA-I boundary and initial conditions and that the waves generated by the model moist processes drive a large fraction of the evolution of the QBO winds in the equatorial belt. To understand the role of WRF resolved wave forcing we now compute the TEM momentum equation budget in the next section.
TEM Momentum Equation Budget
[64] Wave forcing of the QBO is considered by computing the different terms of the TEM momentum equation. Figure 10 shows the simulated zonal wind tendency, the EP flux divergence due to low (w < 0.3 cpd) and high (w ≥ 0.3 cpd) frequency waves and the advective terms averaged over 10 S-10 N for the two QBO periods. À1 . The total tendency due to EP flux divergence and advection has a peak of 0.4 m s À1 day À1 near 25.5 km. The eastward acceleration associated with gravity waves is larger than the forcing associated with low-frequency waves. The gravity wave forcing is maximum near 27 km with an acceleration of 0.38 m s À1 day
À1
. The maximum EP flux divergence due to low-frequency waves is 0.28 m s À1 day
at 25.5 km. The contributions of gravity waves and lowfrequency account for 60% and 40% respectively to the total wave forcing. The advection term represents a mean negative forcing of À0.09 m s À1 day À1 between 25 and 32 km and thus reduces the eastward acceleration due to gravity waves in this region. During the westerly shear phase, lowfrequency and gravity waves contribute roughly equally to the total net forcing and the effect of the mean residual circulation is small. [66] However during the easterly shear phase of the QBO in 2007, the contribution from low-frequency waves to the westward acceleration is small between 22 and 32 km and has a maximum of À0.05 m s À1 day À1 at 26 km. Between 22 and 32 km the advection term compensates the westward forcing due to gravity waves and as a result the total forcing is small between 23 and 30 km. This is consistent with the stalling of the descent of the easterlies in January 2007 observed in Figure 1 . In January 2007, the maximum westward acceleration associated with gravity waves is À0.22 m s À1 day À1 at 26 km.
[67] The wave forcing of the QBO described in Figure 10 is fairly similar to the Giorgetta et al. [2006] study. In particular Figure 10 can be compared to Giorgetta et al. [2006, Figure 10] . They successfully simulated the QBO in a GCM with a triangular truncation of T42. Small-scale gravity waves are parameterized in their model. This study indicated that resolved large-scale waves contribute significantly to the QBO forcing during the westerly shear phase, while parameterized gravity waves are more important for the easterly shear phase. The results shown in Figure 10 may also be compared with the recent estimates of wave forcing obtained by Kawatani et al. [2010] . They estimated that gravity waves contribute around 50-75% of the eastward forcing during the westerly shear phase of the QBO and provide 70-80% of the westward forcing during the easterly shear phase of the QBO. Therefore our gravity wave estimates are roughly in agreement with their results although they study wave forcing of the QBO with a 3-year simulation.
Spatial Characteristics of Gravity Waves
[68] In this section we quantify which portions of the gravity wave spectrum make significant contributions to the gravity wave forcing shown in Figure 10 . To investigate what horizontal scales of gravity waves contribute to the QBO forcing, we separate the EP flux divergences associated with zonal wave numbers less than 42 (horizontal wavelengths l x ≥ 1000 km) and zonal wave numbers greater than 42 (l x < 1000 km). The band l x ≥ 1000 km would correspond to the intermediate scale gravity waves which may be resolved by current GCMs/CCMs with a resolution $1-2
. The band l x < 1000 km would be the portion of the gravity wave spectrum which needs to be parameterized.
[69] Zonal wave number 42 has also been the limit of the waves which can be resolved in previous numerical studies of the QBO [Horinouchi and Yoden, 1998; Giorgetta et al., 2006] . In our study, numerical diffusion, which is inherent to every numerical weather prediction model, results in waves with wave numbers greater than about 150 to be strongly dissipated in the simulations. Therefore our present analysis will be restricted to the zonal wave number bands 1-42 and 43-150.
[70] We further separate the contribution from short versus long vertical wavelength (l z ) gravity waves to the forcing of the QBO. We use 10 km as the vertical scale separation between short and long vertical wavelength gravity waves. 10 km would be approximately the lower limit of vertical wavelength of gravity waves that current GCMs/CCMs with a vertical grid-spacing of $1.5 to 2 km in the stratosphere can resolve. Short vertical wavelength gravity waves are obtained by applying a highpass filter to the full model vertical perturbations profiles. The filter cut-off vertical wavelength is 10 km. The filter used is similar to the one described in Evan and Alexander [2008] . We then compute the EP flux divergence associated with small vertical-scale gravity waves for the height-range 18 to 35 km.
[71] Figure 11 shows the EP flux divergence profiles associated with different portions of the gravity wave spectrum for both simulation periods. On this plot, the different gravity wave categories all have |w| > 0.3 cpd.
[72] During the westerly shear phase in 2006, Figure 11a indicates that intermediate scale gravity waves (l x ≥ 1000 km) make a significant contribution to the total gravity wave eastward forcing and that the contribution from smaller scale gravity waves (l x < 1000 km) is weak. Figure 10 . Vertical profiles of the tendency of the zonal wind (dashed black), the EP Flux divergence from low-frequency (green) and gravity waves (red), forcing due to the residual circulation (blue) and sum of EP Flux divergence and forcing due to the residual circulation (black). The forcing terms are averaged from 10 S to 10 N and over the two simulation periods.
The same profiles in Figure 11b shows that the small vertical-scale gravity waves account roughly for 50% of the total gravity wave forcing.
[73] During the easterly shear phase in 2007, Figure 11c indicates that both intermediate scale gravity waves and smaller scale gravity waves make an equal contribution to the westward gravity wave forcing between 23 and 26 km. The intermediate scale gravity waves make a larger contribution above 26 km. The profiles in Figure 11d show that the total gravity westward forcing due to small vertical-scale wave, is equally shared between intermediate scale and smaller-scale waves. These results are roughly consistent with the study of Kawatani et al. [2010] which demonstrated that small-scale gravity waves play an important role during the easterly shear phase of the QBO in the lower stratosphere. It should be noted that Kawatani et al. [2010] investigated the contribution of waves with zonal wave numbers up to 213 to the forcing of the QBO while our analysis is restricted to wave numbers smaller than $150.
[74] Table 6 summarizes the peak accelerations associated with the different portions of the gravity wave spectrum averaged between 25-28 km. For both QBO phases, the small vertical-scale waves produce $50% of the total gravity wave forcing. This suggests that small vertical-scale gravity waves can play an important role in forcing the QBO in the equatorial stratosphere. Table 6 show that intermediate scale gravity waves account for $76% of the total eastward gravity wave forcing and that the smaller-scale waves contribute $24% of this forcing. About 36% of the intermediate scale gravity wave forcing is due to waves with short vertical wavelengths. This is in agreement with previous observational studies which indicated tropical inertia-gravity waves with horizontal wavelengths of thousands of kilometers and vertical wavelengths that vary from 3 to 6 km in the stratosphere [Wada et al., 1999; Ratnam et al., 2006; Evan and Alexander, 2008] .
[76] Note also that the statistics in Table 6 understate the importance of short vertical wavelength waves, since at the peak in the forcing near 26 km, Figure 11 shows these waves account for 50-90% of the QBO forcing.
[ [78] Table 6 suggests that small-scale gravity waves are more important during the QBO easterly shear phase. However, our estimates of small-scale gravity wave forcings are underestimated as they do not take into account the contributions from higher frequency waves (|w| > 4 cpd) and the very small-scale gravity waves (l x < 270 km). With this class of gravity waves taken in account, the forcing from small-scale waves may be more important for both QBO phases.
Summary and Discussions
[79] It has been shown that the WRF model configured as a tropical channel can explicitly resolve a significant fraction of the gravity wave spectrum required to drive the QBO in the equatorial belt. The model was run for two periods in 2006 and 2007 corresponding to opposite QBO phases but associated with similar regimes of convection (i.e. Austral summer season).
[80] Although the predictability for a forecast model drops significantly after two weeks, results from this study show that the WRF tropical channel model has the ability to capture the statistical characteristics of convection, such as location, strength and temporal evolution when compared to the TRMM 3-hourly precipitation data. We have analyzed the modeled tropical precipitation variability and showed that both simulations reproduced reasonably well precipitation variance up to $3 cpd in comparison to that inferred from TRMM data. With an adjustment convective timescale of 40 min, the temporal variability of tropical precipitation is dominated by the behavior of the microphysics scheme. This suggests that latent heating associated with the microphysics scheme may provide a dominant source of the gravity waves resolved in the simulations.
[81] As the precipitation variability is fairly well represented in the model, it should provide a reasonably complete picture of convectively generated gravity waves occurring in the QBO region (i.e. between $19 and 35 km). The total vertical component of EP flux |F (z) | associated with westward and eastward propagating gravity waves at 65 hPa is 0.98 mPa for the January 2006 westerly shear phase and 0.80 mPa for the January 2007 easterly shear phase.
[ | around 1.6 mPa and 0.56-2.4 mPa respectively. Therefore our |F (z) | estimates due to gravity waves are in reasonably good agreement with the Sato and Dunkerton estimates. In our study, a significant portion of gravity waves contributing to |F (z) | have phase speeds |c| < 35 m s
À1
and thus are likely to play a role in the stratospheric QBO.
[83] This configuration of the WRF model was also able to reproduce fairly well the evolution of the QBO zonal winds in the equatorial belt in comparison to the Singapore observational data and ERA-I zonal wind. In addition, the tropical upwelling estimates for both simulations are consistent with the values obtained from ERA-I estimates and from previous studies.
[84] It was shown that gravity waves account for $60% of the total eastward forcing during the westerly shear phase and for $80% of the total westward forcing during the easterly shear phase.
[85] During the westerly shear phase, most of the gravity wave forcing is coming from intermediate scale gravity waves with l x ≥ 1000 km. During the easterly shear phase, smaller-scale gravity waves with l x < 1000 km represent 50% of the total gravity wave forcing. The contribution from smaller-scale gravity waves may be underestimated in our simulations as we only take into account waves with frequencies up to 4 cpd and zonal wave numbers up to 150. However, our estimates are roughly similar to results from Giorgetta et al. [2006] and Kawatani et al. [2010] although they used multiple year climate model simulations to evaluate gravity wave forcing of the QBO.
[86] Current climate and chemistry-climate models typically use a gravity wave parameterization to help the representation of the QBO in the stratosphere. However, it is still unclear which portion of the gravity wave spectrum should be explicitly resolved and which fraction should be parameterized to obtain a realistic QBO. Our study may shed some [87] It should be emphasized that current climate models have a horizontal resolution of $1-2 that might be sufficient to resolve the horizontal structure of intermediate-scale gravity waves, but they also have a coarse vertical gridspacing in the stratosphere ($2 km) which will be inadequate to resolve the vertical structure of these waves. Hence current climate models may miss a substantial fraction of the intermediate-scale gravity wave spectrum associated with the waves with short vertical wavelengths.
[88] During the westerly shear phase of 2006, gravity waves with l x ≥ 1000 km and l z < 10 km produce an eastward acceleration of 0.11 m s À1 day À1 which accounts for $30% of the total eastward gravity wave acceleration of 0.37 m s À1 day À1 . Similarly, during the easterly shear phase of 2007, intermediate scale gravity waves with short vertical wavelengths produce a westward acceleration of À0.05 m s À1 day À1 which corresponds to 25% of the total wave forcing of À0.20 m s À1 day À1 .
[89] Therefore global models which do not have a high vertical resolution may miss about 30% of the gravity wave forcing of the QBO associated with intermediate-scale gravity waves with short vertical wavelengths. Figure 11 further indicates that these 25-28 km averaged statistics (cf . Table 6 ) somewhat underestimate the importance of the short vertical scale waves, since they represent 50-90% of the forcing at the peaks near 26 km. The effect of these waves on the QBO would need to be parameterized even if they have horizontal wavelengths that ought to be resolved.
[90] For both simulations intermediate-scale gravity waves with short vertical wavelengths are associated with |F (z) | of 0.6 mPa at 65 hPa. The spectrum at this level presents an west-east asymmetry (not shown) which can be due to the wind direction above the convective source and the source motion.
[91] From Table 6 we can estimate that during the westerly shear phase of 2006, waves with l x ≥ 1000 km and l z ≥ 10 km produce an eastward acceleration of 0.17 m s À1 day À1 which is equal to $50% of the total gravity wave forcing of 0.37 m s À1 day À1 . Therefore 50% of the gravity wave spectrum could be explicitly resolved by coarse-grid GCMs. The remaining 50% part of the spectrum (waves with l x ≥ 1000 km and l z < 10 km or waves with l x < 1000 km) will then have to be parameterized. In contrast, during the easterly shear phase of 2007, up to 75% would need to be parameterized in coarse-grid GCMs.
[92] In this study, we tried to quantify the gravity wave forcing of the QBO by using a configuration of the WRF model with a high-top at 0.1 hPa and a grid-spacing of 37 km for the global tropics. One limitation of this study is that our estimates are based on monthly simulations whereas previous studies of QBO have used multiple year simulations. However given the flexibility of this model configuration and the availability of the ERA-Interim data for several years, our results could be extended to several QBO periods.
