Abstract: Sample path properties of the Cauchy principal values of Brownian and random walk local times are studied. We establish LIL type results (without exact constants). Large and small increments are discussed. A strong approximation result between the above two processes is also proved.
Introduction and main results
Recently a collection of papers appeared in Yor (1997) It is well-known (McKean 1962 , Borodin 1985 that the local time in the space variable is H older continuous of order (1=2 ? ") for any " > 0, which ensures the niteness (for each t 0) of the second integral in (1.1) whenever < 3=2. We shall from now on assume this condition. Strictly speaking, the rst integral is de ned as Cauchy's principal value for 1 < 3=2 (cf., e.g., Sections 1.1-1.3 in Alili 1997 and references therein), and as Riemann integral for < 1.
The aim of our paper is to study the almost sure (a.s.) path behaviour of the process Y ( ). For a signi cant rst step along these lines we refer to the paper by Hu and Shi (1997) , who proved the local, as well as the global, laws of the iterated logarithm (LIL) for Y 1 ( ). Namely, they established the following results: We are interested in studying the modulus of continuity and large increment properties (including the LIL) of Y ( ), as well as appropriate properties of a simple symmetric random walk along these lines. Due however to lack of precise distributional properties of Y ( ), when 6 = 1, we could not obtain the desirable exact constants, though the rates we establish here are optimal.
We present now our main results. First we prove the upper bounds for the LIL, large increments and modulus of continuity. Concerning (1.5) of Theorem 1.1, we assume that a T is a non-decreasing function of T, such that 0 < a T T and a T =T is non-increasing. The LIL holds true also for random walks via an invariance principle. Let S i ; i = 1; 2; : : : be a simple symmetric random walk on the line, starting from 0, and let (x; n) = #fi : 1 i n; S i = xg be its local time. De ne
We prove the following invariance principle. Theorem 1.3. On a suitable probability space one can de ne a Wiener process fW(t); t 0g and a simple symmetric random walk fS n ; n = 1; 2; : : :g such that for any 0 < < 3=2 and su ciently small " > 0 we have jY ( (1.14)
For the random walk case we have Theorem 1.5. If > 3=2, then on a rich enough probability space one can de ne a simple symmetric random walk fS n ; n = 1; 2; : : :g and a process fV (t); t 0g such that for " > 0 small enough The rest of the paper is organized as follows. In Section 2, we brie y describe our method. Depending on whether we are interested in the process Y or in its increments, we shall use slightly di erent approaches, which are discussed in separated subsections for the sake of clarity. Theorems 1.1, 1.2 and 1.3 are proved in Sections 3, 4 and 5 respectively. Finally, Section 6 is devoted to the proof of Theorems 1.4 and 1.5.
Throughout the paper, some universal ( nite and positive) constants are denoted by the letter c with subscripts. When they depend on some (possibly multi-dimensional) parameter p, they are denoted by c(p) with subscripts.
Our use of \almost surely" is not systematic.
Preliminaries
We describe the main lines of our approach that will be used in the proofs in the sequel. Throughout, we assume < 3=2. We shall be using somewhat di erent approaches for the process Y and its increments. Our basic tools are: for Y , a martingale inequality due to Barlow and Yor (1982) ; and for the increments of Y , Tanaka's formula together with some elementary stochastic calculus.
2.1. The process Y For any b > 0, consider the decomposition
It is easy to estimate the second expression on the right hand side. Indeed, by the occupation time formula,
To treat the integral expression on the right hand side, we rst recall the following useful inequality. This lemma will allow us to obtain useful estimates for the integral expression on the right hand side of (2.3). For example, since < 3=2, we can choose 2 0; 1=2) to be as close to 1=2 as possible, such that ? < 1. As a consequence, for any xed b > 0 and " > 0, when t ! 1,
The increments of Y
In Section 3, we shall be interested in the increments of Y . Let us rst x b > 0 and recall (2.1) here:
We now use Tanaka's formula for the rst term on the right hand side:
L(x; t) = jW(t) ? xj ? jxj ? ? jxj Proof of Theorem 1.2. That the expression on the left hand side of (1.9) should be equal to a constant (possibly zero or in nite) follows from Kolmogorov's 0{1 law. In view of (1.4), it only remains to check that c 2 ( ) 2 (3 ?2)=2 ?(3 ? ). Let 2 (0; 1=2). Observe that
For any xed 2 (0; 1=2), we can apply (4.1) to see that, almost surely, The proof of (4.5) will be complete as soon as we show
For each b > 0, t 7 ! (t; b) is a Brownian time change as we brie y described in Section 2.
However, to check (4.8), we have to consider the situation when b depends on t. Obviously, the process t 7 ! (t; h(t)) is no longer a local martingale (it is not even clear whether it is a semimartingale). So we have to handle it with care.
Fix b > 0 for the moment. Then by (2.10) and (2.12), there exists a Brownian motion B such that (t; b) = B(U(t)) for all t 0, where On the other hand, by (4.7) and the inequality jA(x; W(t))j 2x, we have, for r 2 t n?1 ; t n ], j (r; h(t n )) ? (r; h(r))j jg(x)j dx < 1; (6.2) respectively, for some > 0. It is easy to see that these conditions are satis ed for Z and G when > 2. We however claim that the conditions (6.1) and (6.2), respectively, can be replaced by the weaker conditions 
