We investigate the application of dynamic deep neural networks for nonlinear equalization in long haul transmission systems. Through extensive numerical analysis we identify their optimum dimensions and calculate their computational complexity as a function of system length. Performing comparison with traditional back-propagation based nonlinear compensation of 2 steps-per-span and 2 samples-per-symbol, we demonstrate equivalent mitigation performance at significantly lower computational cost.
Although machine learning based equalization techniques have been extensively studied in wireless systems [14, 15] , only lately they have been considered for application in fibre transmission systems. A number of techniques, such as, k-nearest neighbors algorithm [16] , affinity propagation clustering [17] , statistical sequence equalizers [18] , expectation maximization algorithms with Gaussian mixture models [19] and support vector machines [20] [21] [22] , have been proposed combining the nonlinear equalization (NLE) functionality with optimum symbol classification. This means that they can adapt their decision boundaries to the residual nonlinear distortion of the received signal instead of performing hard decision. Therefore, such equalizers can achieve significant performance improvement, especially when they are used in memoryless systems, or dealing with nonlinear phase noise effects. A different category of machine learning algorithms treats nonlinear equalization as a regression problem by creating the inverse transfer function of the nonlinear link. In this category belong the neural network (NN) schemes [23] [24] [25] [26] [27] , which have been mostly studied for application in orthogonal frequency division multiplexing (OFDM) systems. In [25] a NN based radial basis functions was used. In [26] authors made use an artificial neural network together with a genetic algorithm to compensate for nonlinearity in dispersion-shifted, dispersion-managed and dispersion-unmanaged coherent optical communication links. Finally in [27] , NN-based equalization was studied for application in short-reach Intensity-Modulation Direct-Detection (IM/DD) systems. All previous methods were based on static neural networks, and as such, they could demonstrate a substantial performance improvement only in short memory transmission systems. The application of NN for nonlinear equalization in typical wavelength-division multiplexing transmission systems characterized by long memory depth and high modulations rates has not been adequately explored.
In this paper we investigate the performance of deep neural networks (or multi-layer perceptron networks) in long haul transmission systems and we compare it with the linear compensation, as well as with digital back-propagation. Our results show that a static neural networks equalizer is unable to compensate the nonlinear channel response and outperform the linear equalizer. On the contrary, when using a dynamic neural network (dNN) architecture, we were able to calculate a Q 2 -factor improvement of 1.5 dB for single channel transmission and of 1.4 dB for multi channel transmission, along a 1000 km fibre link. The required number of taps at the input of the NN has been identified as a function of the total system length. We also conduct extensive analysis of computational complexity of deep neural network training and prediction and show a significant superior performance of the NN scheme against conventional DBP methods.
Transmission system model
The simulated transmission link is depicted in Fig. 1 . Single channel and five channel transmission scenarios were investigated. Each transmitter generated 16-QAM modulated root raised cosine pulses at 32 GBaud, with a Gray-coded constellation diagram, a roll-off factor of 0.001 and an oversampling factor of 16. In the multi-channel case the frequency spacing between the channels was equal to the reciprocal of the baudrate (i.e. 32 GHz). The central wavelength of the emitted signal band was at λ = 1550 nm.
The generated signals were subsequently launched into a transmission link that consisted of N-spans of 100 km single mode fibre each. An EDFA of 4.5 dB noise figure compensated the losses of each span. Signal propagation in a single polarization was considered, simulated by a typical symmetrized split-step Fourier method. The rest of the fibre link's parameters were: fibre loss α = 0.2 dB/km, dispersion D = 17 ps/(km-nm) and nonlinear factor γ=1.4 W −1 km −1 . After transmission the signals were coherently detected. Each channel was selected by a root raised cosine filter of the same roll-off factor as that of the transmitter and down-sampled to 2 samples per symbol. Then a linear equalization stage enabling ideal compensation of chromatic dispersion effects followed. After down-conversion to single sample per symbol the nonlinear equalization took place by means of a dynamic deep neural network architecture. Figure 2 shows the deep neural network architecture used in the work. Contrary to previous approaches [23] that employed separate neural networks for the real and imaginary part of the signal, here both signal features were fed into the same topology, reducing significantly the computational complexity. To take into account the channel memory effect we used delay blocks at the input of the NN architecture, so the overall neural network scheme was dynamic. Thus, for the equalization of each received symbol the preceding symbols in the stream were also used. Next, the received symbols were divided into their real and imaginary parts and forming the feature vector of the neural network. The size of the input layer was 2 (N del + 1), where N del the number of delay blocks. The network had also two hidden layers of 16 neurons each and an output layer of two neurons, i.e. one for the real and one for the imaginary output. The hidden layer neurons had a hyperbolic tangent sigmoid transfer functions, whereas the neurons of the output layer had a linear transfer function. It should be noted that we didn't use bias nodes on any of the layers of neural network. Training was based on the Riedmiller's resilient-back propagation (Rprop) algorithm [28] . Although this method is more complex to implement, it is often faster than training with back propagation and it doesn't require to specify any free parameter values. The neural network equalizer had to be retrained for each launched power level to be able address the different nonlinear properties of the transmission channel. After the nonlinear equalization, the demodulation and signal decoding functionalities took place and finally the BER calculation. Every BER point was derived by averaging the error rate of 15 signal block transmissions, each containing 2 16 symbols. From this block size, 2 12 symbols were used for training (70%) and validation test (30%) and the remaining for the error rate calculation.
Numerical results
The role of the NN equalizer is to create an efficient inversion of the nonlinear transmission channel. Therefore, the first step in our study was to identify the optimum NN dimensions and how they are affected in different transmission scenarios. The number of delay block N del at the NN input and the number of hidden layer neurons were the two critical dimensioning parameters of the equalizer. N del , determined the ability of the equalizer to deal with degradations of finite time dependent response, whereas the number of hidden layer neurons the ability to approximate highly nonlinear channel inversions.
For the dimensioning, we considered single channel transmission along fibre links of 16, 20 and 25 spans (i.e. 1600 km, 2000 km and 2500 km total length). At the point of optimum launched power, identified assuming linear equalization at the receiver, we calculated the BER as a function of the number of delay taps, see Fig. 3 (a). As we increased the number of delay taps the equalization performance improved until a starting point of a BER floor region where there was no need to further increase the complexity of the equalizer. This point defined an optimum number of delay-taps for the specific link length. Repeating the same optimization procedure we mapped the optimum N del as a function of the transmission link's length, see Fig. 3 (b). We see clearly a linear dependence of the required delays taps to the number of spans. So, for a 1600 km link we need at least 36 taps, while for 2600 km the required number of taps becomes 51. In the aforementioned simulations we had considered each of the two hidden layer of the NN having 16 neurons. We tested the equalization performance also with a different number of neurons. Figure 4 and in all three cases we used 43 delay taps in accordance with Fig. 3(b) . We notice a substantial decrease of the equalization performance when the number of neurons per hidden layer drops from 16, to 8 or 4, while the cases of 16 and 20 neurons provide practically the same results. For comparison, we investigated also the case of DBP based equalization of 2 steps-per-span. We see that the DBP based equalizer outperforms a neural network of 4 or 8 neurons at each hidden layer, whereas a dNN based equalizer of 16 or 20 neurons per layer provides better performance than the DBP. We also tested the equalization performance of the dNN for different number of hidden layers. performance as a function of the launched signal power for the cases of one, two and three hidden layers with 16 neurons at each layer. Increasing the layer number from one to two improves significantly the BER performance, whereas a further increase in the number of layer does not give any BER improvement but only adds to the computational complexity. Therefore, for the rest of the simulation results two hidden layers of 16 neurons each were considered. Having identified the optimum number of delay taps for each transmission distance we subsequently characterized the equalization performance of the dynamic NN scheme. Figure 5(a) shows the calculated Q 2 -factors for a single channel transmission system as a function of the number of spans and for different equalization methods applied at the receiver. The Q 2 -factor values have been extrapolated from the calculated BER according to [29] : Q 2 = 20 log 10 √ 10 erfc −1 (8BE R/9) at the point of optimum launched power and for optimal number of taps, as defined in Fig. 4 . Obviously, the system with the linear compensator was the worst performing. On the other hand, when using a static deep neural network (i.e. without delay blocks), the achieved improvement was extremely small. A dynamic deep neural network with an optimally dimensioned number of delay taps gave an improvement between 1 dB and 1.5 dB when the system length varied between 1500 km and 2700 km. This was slightly higher than the performance of a symmetric digital back-propagation algorithm with 2 calculation steps per span and 2 samples per symbol. The received constellation diagrams, for the cases of linear and dNN based equalization taken at the point of optimum launched power after 2000 km of signal transmission, are shown in the inset of Fig. 5(a) . Similar conclusions were drawn for the 5-channel Nyquist WDM transmission scenario in Fig. 5(b) , where the use of an optimum NN equalizer applied on the middle channel of the transmission band gave 1.4 dB Q 2 -factor improvement when compared to linear compensation and slightly better results than conventional DBP of 2 steps per span [30] .
Computational complexity analysis
Subsequently we compared the computational complexity of a receiver that was based on the proposed dynamic NN architecture with a receiver that used the DBP method. The comparison was achieved in terms of the total number of real multiplications per transmitted bit required by each of the two nonlinear compensation schemes. We start our analysis with the DBP based receiver. As mentioned above, the simplest implementation of the DBP algorithm was considered, where each propagation step comprised a linear part for dispersion compensation followed by a nonlinear phase cancellation stage. The linear part was achieved with a zero-forcing equalizer by transforming the signal in the frequency domain and multiplying with the inverse dispersion transfer function of the propagation section. For a signal block size of N-points this stage required N log 2 N complex multiplications for the implementation of the two FFT-transforms and N complex multiplications for the static equalization of the dispersion [31] . The frequency domain filtering of the signal block was achieved with an overlap-and-save method, which introduced a processing overhead of N D − 1 samples. As a result, the complexity of the linear stage, defined by the number of complex multiplication per transmitted bit was written as:
where n s is the oversampling factor, M is the constellation order and N D = n s τ D /T, where τ D corresponds to the dispersive channel impulse response and T is the symbol duration. The nonlinear compensation stage was performed in the time domain and required one complex multiplication per sample. For calculating the overall complexity of the DBP algorithm the total number of propagation steps N S pan N St pS p along the link was considered, where N S pan is the total number of spans and N St pS p is the number of propagation steps per span. Furthermore, we multiplied by 4 to express the result in terms of real multiplications per transmitted bit, which gave :
Subsequently, we evaluated the computational complexity of the deep neural network based receiver. As a single equalizer, this architecture can compensate both chromatic dispersion and fibre nonlinearity effects at the same time. However, this would increase significantly the network size, by requiring more delay taps at the input, and slow down the convergence of the training algorithm. Decoupling the mitigation of the linear from the non-linear effects can lead, instead, to faster and computationally more efficient equalization structure. In our case, compensation of the accumulated chromatic dispersion along the transmission link was achieved before the neural network, with the use of a typical, zero-forcing, frequency domain equalizer (FDE). Since this was equivalent to the linear step of the DBP algorithm, except that the impulse response of the chromatic dispersion was for the whole transmission link, the corresponding complexity was given by :
The next step was to evaluate the computational complexity of the dynamic deep neural network, which dealt with the nonlinear degradations. Our calculations took into account the computational cost not only of the prediction phase in the neural network operation, where the signal equalization was performed, but also of the training phase. Generally, the neural network training is carried out in three steps. The first step invloves the random initialization of all the connection weights. In the second step, known as forward propagation, neuron activation takes place, starting from the input layer and moving towards the output. Finally, in the back-propagation step, the computation of the error as a sum-of-squares difference between the outputs and the targets is performed. The error is fed backwards through the network for updating the weights of the hidden layers and of the input layer, defining a cycle (i.e. single epoch), which is repeated until the error from the validation set reaches a point of minimum indicating over-fitting on the training set [32] .
The random initialization of the neural network's weights was based on the Nguyen-Widrow algorithm [33] which provided conditions for fast training by selecting values that distributed the active region of each neuron approximately evenly across the layer's input space. The number of multiplications that were required for the activation of each neuron was equal to the number of input connections. Thus, to activate all the three layers (L 1 , L 2 and L o ) of the neural network during a single epoch of the forward propagation step, we needed n i n 1 + n 1 n 2 + n 2 n o real multiplications per sample. Since we had to consider the output samples of the whole training set, the total number of real multiplication in the forward propagation step was calculated as (N ts + N vs ) (n i n 1 + n 1 n 2 + n 2 n o ), where N ts and N vs the number of samples in the training and validation sets, respectively.
Subsequently, we evaluated the number of multiplications required by the the Riedmiller's resilient back-propagation algorithm [28] . A main feature of this method was that the direction of the weight change was determined only by the sign of the partial derivative of the error with respect to the corresponding weight. The size of the weight update ∆ω (t) i, j at each epoch was defined by the weight parameter ∆ (t) i, j as follows:
where E (t) is the error function calculated for the entire training set. The update values ∆ (t) i, j of each step were defined by a sign-dependent adaptation process as follows:
where 0 < η − < 1 < η + , and η − and η + are the decrease and increase factors, respectively. When the partial derivative changes sign, which means that we have jumped over the optimum point, the algorithm reduces the update value ∆ (t) i, j by the decrease factor η − . When the sign of the partial derivative does not change, the algorithm increases the weight parameter ∆ (t) i, j by η + . For the back-propagation step we calculated the partial derivatives of the error function ∂E ∂ω i, j for all the weights ω i, j of the neural network connections. For the output layer weights (i.e. ω i, j with i ∈ L 2 and j ∈ L o ) this calculation was given by :
where x i and x j are the values of i th and j th neurons, respectively, and t j is the target value of the training set at the output of the j th neuron. For a single weight each calculation took 1 real multiplication and since each output neuron had n 2 connections, the entire output layer required n 2 n o real multiplications. Subsequently, we moved backwards and calculated the partial derivative of the error
for the weights of the second hidden layer (i.e. ω i, j with i ∈ L 1 and j ∈ L 2 ) :
Here, the calculation of a single weight took n o + 3 multiplications. Thus, the total number of real multiplications that corresponded to the second hidden layer was (n o + 3) n 1 n 2 . Repeating a similar procedure for first hidden layer we calculated (n 2 + 3) n i n 1 real multiplications.
Overall, the calculation of the partial derivatives
across all neural network weights required n o n 2 + n o n 2 n 1 + 3n 2 n 1 + n 2 n 1 n i + 3n 1 n i real multiplications. To this, we added two extra multiplications for the update process of each weight value, resulting in 2(n i n 1 + n 1 n 2 + n 2 n o ) multiplications for the whole neural network. Therefore, the total number of real multiplications required in the back-propagation step became equal to 3n o n 2 + n o n 2 n 1 + 5n 2 n 1 + n 2 n 1 n i + 5n 1 n i . The aforementioned calculations corresponded to a single epoch. If the training process takes N ep epochs to be completed, the corresponding complexity can be written as:
where N ps is the number of transmitted symbols that are processed during the prediction phase. Figure 6 shows the number of performed epochs for different propagation distances. We can see that as we increase in the number of spans, the number of required epochs decreases since performance convergence occurs at higher BER levels. After the training, the deep neural network was used to process signals and to make the symbol prediction. The number of multiplications required by the this stage coincided with the forward propagation step in the training process. Therefore, the corresponding complexity of the prediction phase was given by:
Finally, the complexity of the overall equalization scheme (FDE+dNN) was calculated according to : We should note that the training phase of the neural network is computationally more intensive than the prediction phase. However, its impact on the overall complexity depends on how frequent is the repetition of this process during the neural network operation, which is also reflected in the number N ps of processed transmitted symbols. Performing frequent re-training of the neural network, to address highly dynamic channel conditions, allows a limited number of transmitted symbols in each operation cycle and may lead to a computationally inefficient performance. On the other hand, in semi-static channels the training may be repeated at much longer time periods, allowing for a higher number of transmitted symbols N ps , and a significant reduction of the training impact on the overall computational complexity. This is also shown in Fig. 7 which presents the complexity calculations for the two equalization scenarios, as a function of the number of transmitted symbols N ps , for a 20 span transmission system and with the following neural network parameters: n i = 2 (N del + 1), n 1 = n 2 = 16, n o = 2. The complexity performance of the DBP-based receiver is straight line parallel to the horizontal axis because there is no dependence on the number of transmitted symbols. On the other hand, the complexity of the dynamic deep neural network based compensation scheme (FDE+dNN) decreases with increasing N ps and eventually drops much below the complexity level of the 2 steps-per-span DBP method (2 samples per symbol).
Finally, we compared the computational complexity of the two nonlinear equalization schemes as a function of system's transmission length and for different number of transmitted symbols N ps , see Fig. 8 . As expected, the computational complexity of the DBP based receiver increases linearly with the transmission distance, whereas there is minor impact on the dNN based receiver. As already mentioned the complexity of the latter scheme is mostly defined by the number of transmitted symbols. When N ps equals 2 16 , the complexity of both methods turns out to be comparable. However, already at N ps = 2 17 the complexity of the dNN based receiver drops below the level of the DBP based scheme. When transmitting even higher number of symbols, to the extend where the complexity of the training process can be neglected, the deep neural network based compensation scheme shows significant superiority over the 2 steps-per-span DBP method.
Conclusion
We investigated the equalization performance of dynamic deep neural networks for long haul transmission. Our results showed that the use of dynamic neural networks along a 1000 km fibre link allows to improve the Q 2 -factor by 1.5 dB in single channel transmission and by 1.4 dB in multi channel transmission, in comparison to linear equalization. Extensive analysis of the computational complexity has been also performed showing a reduction in the number of required real multiplication by transmitted bit by more than three times when compared to the use of traditional digital back propagation of 2 steps per span and 2 samples per symbol.
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