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The rotating saddle not only is an interesting system that is able to trap a ball near its saddle point, but
can also intuitively illustrate the operating principles of quadrupole ion traps in modern physics. Unlike the
conventional models based on the mass–point approximation, we study the stability of a ball in a rotating–
saddle trap using rigid–body dynamics. The stabilization condition of the system is theoretically derived and
subsequently verified by experiments. The results are compared with the previous mass–point model, giving
large discrepancy as the curvature of the ball is comparable to that of the saddle. We also point out that the
spin angular velocity of the ball is analogous to the cyclotron frequency of ions in an external magnetic field
utilized in many prevailing ion–trapping schemes.
I. INTRODUCTION
The rotating saddle has a number of intriguing me-
chanical properties such as the counterintuitive sta-
bilization of particles in the vicinity of its saddle
point,13,16,18,19 the unexpected precession due to a
Coriolis-like force in the inertial reference frame14 and
so on. What endows this demonstration with an even
profounder meaning is the application of its underlying
physical principle to the field of ion trapping. As illus-
trated by Wolfgang Paul in his Nobel Lecture,1 by ro-
tating or vibrating a “saddle–like” electrostatic poten-
tial (a.k.a. the quadrupole potential), one can realize
a stable equilibrium and thus confine ions in a vacuum
chamber. Such analogy between mechanics and electro-
magnetics ingeniously interprets the trapping mechanism
of the Paul trap—a prototype of the quadrupole ion trap
family—in an intuitive way, which touches the frontier of
many areas among atomic physics,2–6 plasma physics,7–9
quantum computation10–12 and so on.
The stability of particles on a rotating surface was
studied and reviewed by several early theoretical papers
in detail.18,19 As a special case, the full set of conditions
for stabilization was further applied to the saddle–shaped
surface by L.E.J. Brouwer in his 1918 pioneering work.19
The surface equation of a saddle one typically considers
is?
F (x, y, z) = z − 1
a
(x2 − y2) = 0 (1)
where a (> 0), x, y and z all possess the dimension of
length. Apparently, the saddle point of the surface locat-
ing at x = y = 0 is an unstable equilibrium in the static
case (see Fig. 1(a)). But as firstly derived by Brouwer19
and subsequently discussed by many other papers,16,18 a
mass–point constrained on this saddle can be stabilized
(without slipping away from the equilibrium point) when
a)Electronic mail: lidu@mit.edu
b)Electronic mail: wangsihui@nju.edu.cn
the angular velocity Ω of the saddle exceeds a critical
value Ωcrt:
Ω ≥ Ωcrt =
√
2g
a
(2)
where g ≈ 9.8m/s2 is the gravitational acceleration.
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FIG. 1. (a) Geometric illustration of the rotating-saddle trap.
(b) Force diagram in the rotating frame. The gravitational
force mg, the supporting force Fn, the frictional force f acted
by the saddle, the centrifugal force Fcen and the Coriolis force
Fcor arising from the rotation of the reference frame, are ex-
erted on the ball.
Albeit intuitive and inspiring, it can be easily no-
ticed that the mass–point model exhibits some impor-
tant deficiencies when accounting for many experimen-
tal phenomena. First of all, it was demonstrated in
early experiments13 that both the radius of the ball R
and the curvature of the saddle 2/a can significantly
influence the stability of the system. But the stabi-
lization condition Eq. 2, in which the radius R is ap-
parently absent, cannot describe the size effect of the
balls. Secondly, most previous works treated the motion
of the ball as a two–dimensional problem, and there-
fore the dynamic constraint for the rigid ball to stay
on the saddle surface was neglected. As a consequence,
the high–speed instability—a phenomenon frequently ob-
served where the ball jumps off the surface as the saddle
rotates fast enough—has not yet been well–explained.
In this paper, we establish a rigid–body model for the
rotating–saddle problem starting from deriving the rig-
orous equation of motion of the ball on a rotating surface
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2with arbitrary shape. We linearize the equations in the
vicinity of the equilibrium point to obtain the stabiliza-
tion condition. The resulting lower limit of the rotating
speed for the onset of trapping is found congruent with
that of the mass–point model as the radius R → 0. By
investigating the interacting force between the saddle and
the ball, we explain why the ball tends to jump off the
saddle when the rotating speed is high. Finally, by com-
paring the rotating–saddle trap with several quadrupole
ion–trapping schemes, we figure out an appropriate elec-
trical analogy to our rigid body model.
The rotating saddle trap provides a fantastic teach-
ing example in undergraduate classes. It illustrates how
stabilization can be achieved by rotating a saddle–like
potential, either mechanically or electrically, that would
otherwise be unstable in static case. The model may
simply be demonstrated using the mass–point approxi-
mation, which can lead to a basic understanding of the
trapping mechanisms. However, the rigid–body model
provides a more accurate description of its dynamics, as
well as a more challenging problem. The analogy be-
tween the mechanical trap and ion traps brings connec-
tion between classroom demonstration and the modern
techniques in capturing charged particles widely used in
physics research today.
II. MECHANICAL MODEL
We consider a rigid ball with radius R rolling on a
saddle surface rotating with angular velocity Ω. The
coordinate system is chosen to be fixed on the saddle as
illustrated in Fig. 1(a), thus we are able to avoid many
time–dependent terms but, as a consequence, acquire the
centrifugal and the Coriolis forces in such a non–inertial
frame.
The motion of the rigid ball is described by its spatial
position r = xi+ yj + zk and spin angular velocity ω =
ωxi + ωyj + ωzk (i, j and k are unit vectors along x,
y and z directions). The total degrees of freedom of the
system are reduced due to the constraints provided by
the saddle surface. One of the constraints comes from
the requirement that the ball stays on the surface of the
saddle, and therefore the position vectors of the contact
point O and its center of mass C have to satisfy
rc = ro +Rn (3)
where rc, ro and n denote the position vectors of the
mass center of the ball, the contact point with the saddle
surface, and the unit normal vector at the contact point,
respectively (see Fig. 2). The explicit form of the normal
vector in Cartesian coordinates can be calculated as
n =
∇F
|∇F | =
1√
4x2o + 4y
2
o + a
2
(−2xoi+ 2yoj + ak) (4)
where F (x, y, z) is the surface equation described in
Eq. 1.
O
C
Rn
x
r
rc
ro
FIG. 2. Geometric illustration of position vectors. The
dashed circle represents the equilibrium position of the ball.
Another constraint comes from the interaction between
the orbital motion of the mass center of the ball and
its spin—we call it the spin–orbit interaction. Since the
real motion of the ball is a combination of slipping and
rolling, we consider two limiting cases: the pure–rolling
and the frictionless–slipping cases, which correspond to
the strongest and the weakest spin–orbit interactions. If
the ball is rolling on the surface without slipping, then
the pure–rolling condition yields the following relation
between its orbital velocity drc/dt and its spin ω
drc
dt
= ω ×Rn (5)
On the other hand, if the motion of the ball is of pure
frictionless–slipping, the angular velocity of the ball is
an ignorable coordinate (which remains unchanged over
time) that is only determined by its initial condition
ω = ω0 (6)
With the geometric and kinematic constraints being
clarified, the torque equation can be derived with respect
to the contact point O, having the virtue that the torques
provided by the supporting and the frictional forces are
vanished (see Fig. 1(b)). But one should be very care-
ful that, since the contact point O is not a fixed point,
the commonly–used torque equation Mo = dLo/dt is no
longer valid for our system. Instead, a modification term
should be added as follows (see Appendix. A for deriva-
tion):
Mo =
dLo
dt
+
dro
dt
×mdrc
dt
(7)
where the left–hand–side is the torque about pointO, and
the right–hand–side is composed of two terms including
(i) the rate of change of the angular velocity about point
O, and (ii) the rate of change of the angular velocity due
to the time–dependence (dro/dt 6= 0) of the reference
point O.
The explicit form of the angular momentum about
point O in Eq. 7 is
Lo = mRn× drc
dt
+ Iω (8)
where I = αmR2 (α = 2/5 for solid spheres) is the mo-
ment of inertia of the ball; the first term on the right–
hand–side is the contribution from the orbital motion,
3and the second term arises from the spin of the ball about
its mass center. Since the ball is constrained on the sad-
dle surface, we can further know that the velocity of the
contact point O is always parallel to the velocity of the
center of mass C, and therefore dro/dt × drc/dt = 0 in
Eq. 7.
We now calculate the torque on the ball with respect
to the contacting point O. The torque provided by grav-
itational force is simply
∫
V
(r − ro) × gdm = mRn × g,
as in the inertial frame. Due to the position and veloc-
ity dependence of the inertia forces (centrifugal force and
Coriolis force), they have an inhomogeneous distribution
on the ball. For an infinitesimal segment with mass dm
at position r, the torques provided by centrifugal force
and Coriolis force are:
dMcen = −(r − ro)× (Ω× (Ω× r))dm
dMcor = −2(r − ro)× (Ω× dr
dt
)dm
(9)
To make better use of the symmetry of the ball, we
introduce the relative position x from a mass segment
(located at r) to the spherical center (located at rc):
x = r − ro − Rn (see Fig. 2). Thus it is not difficult to
evaluate the body integral of Eq. 9 by integrating over
x, which yields:
Mcen =
∫
V
dMcen = −mRn× (Ω× (Ω× rc))
Mcor =
∫
V
dMcor = −2mRn× (Ω× drc
dt
) + Iω ×Ω
(10)
Notably, for a rigid body possessing spherical symme-
try, the expression of Mcen is the same as that acting
on a mass–point; however, an additional term Iω × Ω
appears in the expression of Mcor. This extra term is
due to the asymmetrical distribution of the Coriolis force
over the ball, which distinguishes the rigid–body model
from the conventional mass–point model.
By substituting Eq. 8 and Eq. 10 into Eq. 7, we finally
get the equation of motion for the rigid ball moving on
an arbitrary surface in the rotating frame:
d
dt
(mRn
drc
dt
+ Iω) = mRn×(
g −Ω× (Ω× rc)− 2Ω× drc
dt
)
+ Iω ×Ω
(11)
To sum up, we have collected nine independent vari-
ables for our system: the position of the center of
mass (xc, yc, zc), the spin angular velocity of the ball
(ωx, ωy, ωz), and the position of the contact point
(xo, yo, zo) contained in the expression of the normal vec-
tor n. Noticing that the geometric constraint Eq. 3
is a holonomic constraint with no velocity–dependence,
we are able to eliminate the coordinates (xc, yc, zc), and
therefore the total degrees of freedom of the system are
reduced to six.
For the pure–rolling case, the kinematic constraint
Eq. 5 is a non–holonomic constraint with a velocity–
dependent term drc/dt.
23,24 Since we cannot further
eliminate more independent variables with this non–
integrable constraint, we have to simultaneously solve
the rest two differential vector equations (the constraint
Eq. 5 and the governing Eq. 11) to find the evolution of
the rest six coordinates (xo, yo, zo) and (ωx, ωy, ωz). An
example of the trajectory of the point O of a pure–rolling
ball is presented in Fig. 4(a).
For the frictionless–slipping case, since Eq. 6 is a simple
holonomic constraint, the total degrees of freedom of the
system are further reduced to three. Therefore, one can
find the evolution of the system by solely solving the
Eq. 11.
III. LINEARIZED GOVERNING EQUATIONS
The rigorous motion equations derived in the previous
section is nonlinear due to the form of the normal vector
n. To analyze the stability of the system, we linearize
the system by expanding the variables in the vicinity of
the equilibrium point.
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FIG. 3. Infinitesimal displacement of the rigid ball from its
equilibrium position (dashed circle). The vertical displace-
ment zo is one order smaller than the horizontal ones. The
relation between the position vectors of the contact point O
and the center of mass C is rc = (1 + Λ)ro +Rk.
We assume that the horizontal displacement of the con-
tact point at the equilibrium position is small compared
to the size of the saddle, i.e. xo/a ∼ yo/a ∼ O().
On making use of the equation of the saddle–surface
(Eq. 1), it is easy to find that the vertical displacement
zo/a ∼ O(2), so vertical motion can be neglected. Hence
in the following discussions, by collecting all the dimen-
sionless quantities to the order of , we can neglect the z
component of ro and linearize it to be ro ≈ xoi+yoj (see
Fig. 3). In addition, the expression of the unit vector n
can be linearized to be
n =
Λ
R
ro + k (12)
where Λ is a matrix defined as
Λ =
 −2R/a 0 00 2R/a 0
0 0 0
 (13)
4The position vector of the center of mass rc, together
with its nth derivatives, can also be expressed in terms
of ro according to Eq. 3
rc = (1 + Λ)ro +Rk
dn
dtn
rc = (1 + Λ)
dn
dtn
ro (n ≥ 1)
(14)
We further define a matrix Λ˜ as follows
Λ˜ = Λ(1 + Λ)−1 =
 −2R/(a− 2R) 0 00 2R/(a+ 2R) 0
0 0 0

(15)
Finally, by substituting these linear expressions (Eq. 12
and Eq. 14) into the rigorous equation of motion Eq. 11,
collecting all terms to O() and using the identity k ×
(v × k) ≡ v for an arbitrary vector v perpendicular to
k, the linearized equation of motion for the pure–rolling
case turns out to be
(1 + α)
d2rc
dt2
+ (2 + α)Ω× drc
dt
− ( g
R
Λ˜ + Ω2)rc
+αΛ˜
( d
dt
+ Ω×
)
rc × ω = 0
(16)
and that for the frictionless–slipping case is
d2rc
dt2
+2Ω× drc
dt
−( g
R
Λ˜+Ω2)rc−α(ω×Ω)×k = 0 (17)
One can find that the spin angular velocity ωz is
constant in both the pure–rolling and the frictionless–
slipping cases under linear approximation. For the pure–
rolling case, from Eq. 5, we know that ωx, ωy is small. In
Eq.16, they are further multiplied by rcz, thus the effect
of the horizontal angular velocity of the ball in this case
can be neglected. Whereas in the frictionless–slipping
case, ωx, ωy are constant. However, non-zero ωx, ωy will
induce a constant force on the ball, then it cannot be
stabilized near the origin of the saddle. So we consider
ω ≈ ωzk for both cases.
Notably, an operator (d/dt+ Ω×) shows up in Eq. 16,
which reminds us of the transformation of the differen-
tial operator (d/dt) in the laboratory–frame form to its
rotating–frame form20–22(
d
dt
)
Lab
=
(
d
dt
)
Rot
+ Ω× (18)
On making use of this transformation, we express the
last driving term on the left–hand–side of Eq. 16 as
αΛ˜(vLab × ω), which turns out to be a typical Lorentz–
like force. For a charged particle e with mass m and ve-
locity v in the laboratory frame, it ‘feels’ a Lorentz force
ev × B in an external magnetic field B. Likely in our
mechanical model, given a specific vertical spin–angular
velocity ω, the ball would ‘feel’ a side force whose di-
rection is perpendicular to its velocity in the laboratory
frame as if a charged particle ‘feels’ a Lorentz force in a
magnetic field.
On a more physical level, this intriguing Lorentz–like
driving term appears due to the fact that the spin–orbit
interaction couples the spin of the pure–rolling ball to its
external orbital motion around the equilibrium point. In
Section. VI, we will further discuss how this Lorentz–
like term can mimic the magnetic field for a specific
quadrupole ion trap.
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FIG. 4. Numerical trajectories of the contact point O of
(a) a pure–rolling ball with the radius of 2.0cm and (b) a
frictionless–slipping ball with radius R → 0 initially released
at x = y = 0.1cm with zero spin angular velocity in a ro-
tating saddle with a = 0.159m and Ω = 30rad/s. The total
evolving time of (a) and (b) are 10.0s and 33.5s, respectively.
A single petal of trajectory of the frictionless–slipping case is
marked in thick black line. It can be estimated that the angle
of precession of trajectory (b) agrees well with the theoretical
value of 135◦. (c) Comparison between the numerical results
of ro =
√
x2o + y2o calculated from the rigorous equation and
the linearized equation for the rigid ball.
The governing vector equations for the linearised sys-
tem (Eq. 16 and Eq. 17) can be consistently separated
into the following form:{
x¨c = Axc +By˙c
y¨c = Cyc +Dx˙c
(19)
where the ABCD coefficients for the pure–rolling and the
frictionless slipping cases are shown in Table I. The cor-
rectness of these linearized equations is simply verified in
Fig. 4(c) by numerically solving the trajectory of a pure–
rolling ball and comparing the result with the rigorous
one.
Interestingly, a large discrepancy in trajectories is
found between the pure–rolling case and the frictionless–
slipping case (see Fig. 4). For the frictionless–slipping
case (which is the same as the mass–point model when
R → 0), a regular precession is observed. The angle of
5TABLE I. The four coefficients for the linearized governing
equations under the pure–rolling and the frictionless–slipping
conditions.
Pure–rolling Frictionless–slipping
A
(a− 2R)Ω2 + 2αRωzΩ− 2g
(1 + α)(a− 2R)
(a− 2R)Ω2 − 2g
a− 2R
B
(2 + α)(a+ 2R)Ω− 2αRωz
(1 + α)(a+ 2R)
2Ω
C
(a+ 2R)Ω2 − 2αRωzΩ + 2g
(1 + α)(a+ 2R)
(a+ 2R)Ω2 + 2g
a+ 2R
D
−(2 + α)(a− 2R)Ω− 2αRωz
(1 + α)(a− 2R) −2Ω
precession within an interval of 33.5s agrees very well
with the value predicted by the mass–point model14 (see
Fig. 4(b))
Θp = Ωpt =
g2
2a2Ω3
t ∼= 135.03◦ (20)
Whereas for the pure-rolling case, the ball whirls about
the origin in a different manner (see Fig. 4(a)). The tra-
jectories of these two cases do not coincide even under
the limit when R/a→ 0 (also see Eq. 19 and Table. I for
comparison). This difference in orbital patterns can be
explained by analyzing the eigen–frequencies of the sys-
tem. For the frictionless–slipping case without spin–orbit
interaction, the magnitudes of the two pairs of the eigen–
frequencies are close to each other when Ω2  g/a, form-
ing a precessing secular motion and a micro–oscillation.
For the pure–rolling case with the strongest spin–orbit in-
teraction, however, the eigen–frequencies are significantly
different, making the trajectory more complex.
IV. CRITICAL ANGULAR VELOCITY
Based on Eqs. 19, we further analyze the stability of
the rigid ball near the equilibrium point in this section.
Consider now a trial solution of the form
xc = X0e
i$t, yc = Y0e
i$t (21)
where $ is the eigen circular frequency of the system.
In general, $ is a complex number: its real part Re($)
determines the frequency of oscillation, and its imaginary
part Im($) determines the stability behaviour near the
equilibrium point. In the case of a positive imaginary
part, the solution decays over time, and the system is
stable, whereas in the case of a negative imaginary part,
the solution exponentially grows over time and thus the
system becomes unstable.
Substituting Eq. 21 into Eq. 19 leads to the following
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FIG. 5. (a) Four loci of eigen frequencies $ on the complex
plane for the system with ball radius R = 0.03m and saddle
parameter a = 0.159m under the pure–rolling condition. The
numbers marked beside each point denote the correspond-
ing angular velocities Ω of the rotating saddle. (b)(c) The
imaginary and the real parts of the Root 4 as a function of
Ω. The critical angular velocity Ωcrt (beyond which all the
eigen frequencies, including the Root 4, possess non–negative
imaginary parts) is 14.07s−1 according to Eq. 25.
algebraic equations
{
(A+$2) ·X0 + i$B · Y0 = 0
i$D ·X0 + (C +$2) · Y0 = 0
(22)
For non-trivial solutions, the coefficient determinant of
the above algebraic equations must vanish, yielding the
following eigen equation for the complex frequency $:∣∣∣∣ A+$2 i$Bi$D C +$2
∣∣∣∣ = $4 + (A+ C +BD)$2 +AC
= 0
(23)
For a rotating saddle system with given geometrical pa-
rameters, vertical spin angular velocity ωz and a par-
ticular rotating speed Ω, the four coefficients are fixed,
and therefore yield four complex eigen frequencies. We
plot the loci of the four eigen frequencies on the com-
plex plane as parametric trajectories of the rotation speed
Ω. As an example illustrated in Fig. 5, when the rotat-
ing speed of the saddle exceeds a certain value Ωcrt (in
this case greater than roughly 14s−1), all of these com-
plex frequencies have non–negative imaginary parts, and
the system is stabilized in the vicinity of the equilibrium
point.
Such a critical rotating speed Ωcrt can even be derived
analytically as follows. As mentioned above, the stability
condition requires the imaginary parts of all of its four
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FIG. 6. The trapping time of rigid balls with radii of (a) 3.30cm, (b) 2.65cm and (c) 2.23cm under different rotating speeds.
The dashed lines denote the theoretical critical angular velocity Ωcrt predicted by the rigid–body model in Eq. 25, and the
dot–dashed lines denote the theoretical Ωcrt predicted by the mass–point model in Eq. 2. (d) The critical angular velocity Ωcrt
for stabilizing rigid balls as a function of the saddle parameter a and the ball radius R. (e) Comparisons among the critical
angular velocities provided by the experimental data, the rigid–body model and the mass–point model.
roots to be non–negative, leading to
(A+ C +BD)2 > 4AC
AC > 0
A+ C +BD < 0
(24)
In addition, since the ball is not in ideal one–point con-
tact with the saddle surface in real circumstances, the
spin of the ball will gradually be adjusted to ωz ≈ 0 due
to rotational friction (ωz = Ω in the laboratory frame)
when moving in the vicinity of the equilibrium point (see
a illustrational video at [URL will be inserted by AIP]).
Also the radius of the ball R cannot exceed a/2, oth-
erwise it will be stuck on the surface. Using these two
conditions associated with inequalities 24, the critical an-
gular velocity Ωcrt for the rotating–saddle to trap a rigid
ball with radius R turns out to be
Ω ≥ Ωcrt =
√
2g
a− 2R (25)
Using this formula we find that the critical rotating speed
beyond which the system illustrated in Fig. 5 becomes
stable is 14.07s−1.
The fact that Ωcrt is identical for both the pure–rolling
and the frictionless–slipping cases brings about conve-
nience for our experiments, in that we cannot actually
control the ball to be rolling or slipping in real circum-
stances. In addition, since Ωcrt is independent of coef-
ficient α, the radial mass distribution (i.e. whether the
ball is solid or hollow) does not influence the stability of
the system.
To verify the critical angular velocity for confining rigid
balls, we fabricated a saddle–shaped surface with a 3D
printer. The geometrical parameter a of the saddle was
set to be 0.159m. The saddle was driven by a 24V DC
motor to rotate around the vertical axis. By adjusting
voltage on the DC motor between 0V and 24V , we were
able to control the rotating speed Ω of the saddle, which
was further measured by a laser tachometer.
We used polyfoam balls for our experiment. The ad-
vantage of using polyfoam balls is that their small weights
would have little influence on the rotating speed Ω of the
saddle. By carefully placing polyfoam balls with different
sizes onto the center of the rotating saddle and recording
their motions with a high–speed camera, we can measure
the time the ball is trapped by the saddle. This proce-
dure was repeated for a number of times for the balls
with radii of 3.30cm, 2.65cm and 2.23cm. The results
are shown in Fig. 6(a), (b) and (c).
As can be seen in Fig. 6(a)(b)(c), the trapping time
of the polyfoam balls dramatically increases after cer-
tain thresholds of rotating speed Ω. These thresholds lies
closer to the critical angular velocity Ωcrt predicted by
our rigid–body model (dashed line) than that predicted
by the mass–point model (dot–dashed line). Such a dis-
crepancy between the rigid–body model and the mass–
point model becomes considerably larger as the radius of
7the ball increases (see Fig. 6(d)).
To better evaluate the rationality of our model, we plot
Ω2crt versus 1/(a−2R), because according to Eq. 25, Ω2crt
should be proportional to 1/(a−2R) with the slope of 2g.
The experimental critical angular velocities are chosen
to be those velocities for which the trapping time of the
polyfoam ball first exceeds 60pi/Ω, roughly 10 seconds in
our cases.
The final results are presented in Fig. 6(e). Compared
with the mass–point prediction, much better agreements
can be found between the experimental data and the the-
oretical prediction of rigid–body model.
V. HIGH-SPEED INSTABILITY
T +00.0 (ms) T +10.4 (ms)
T +20.8 (ms) T +31.2 (ms)
FIG. 7. Four consecutive snapshots of a polyfoam ball with
radius of 2.65cm detaching from the saddle surface (marked
by red arrows). The rotating speed Ω of the saddle is 43.6s−1,
which is about three times greater than the critical angular
velocity 12.2s−1.
By analyzing the eigen frequencies of the linearized sys-
tem, it has been noticed that a mass–point constrained
on non–symmetric rotating saddles (i.e. saddles possess-
ing different radii of curvature in two directions) would
again lose stability as the rotating speed Ω exceeds an
upper bound.15 For symmetric saddle, however, either
the mass–point model or the rigid–body model till now
are only able to predict a lower bound for stabilizing the
balls. But we do observe that the trapping time of a
polyfoam ball becomes considerably shorter as the ro-
tating speed of our symmetric saddle becomes high (see
Fig. 6(a)(b)(c))—there seems to be a “vague” upper limit
of Ω to confine the ball in our saddle.
A typical example of such high–speed instability is
recorded by a high–speed camera in Fig. 7 (see a high-
speed video at [URL will be inserted by AIP]). As can be
seen, as the rotating speed Ω reaches 43.6s−1 (which is
about three times greater than the critical rotating speed
12.2s−1), the ball losses contact with the saddle surface
and jumps off.
Here we come up with an important mechanism that
can lead to such high–speed instability. Glancing back
over the dynamic model we have built, we find the in-
teraction between the saddle and the rigid ball does not
allow the supporting force Fn to point in toward the sur-
face. This means that Fn · n < 0 is forbidden in real
circumstances: as the supporting force becomes less than
zero, the ball simply loses contact with and jumps off the
saddle surface.
Forbidden Region
Fn
FnI
II
Fn
 (N
)
t (s)
FIG. 8. Theoretical supporting forces provided by the sad-
dle with geometric parameter a = 0.159m. The ball with
radius 3.30cm is initially placed at the position x = 0.5cm
and y = 0.5cm at t = 0. The rotating speed Ω for the red
line (I) and the blue line (II) is 20s−1 and 30s−1 respectively.
Negative supporting forces (marked by black arrows) are for-
bidden, which, in real circumstances, are conditions that the
ball detaches from the saddle surface.
FIG. 9. The white region indicates the feasible initial po-
sitions for (a) Ω = 35s−1 and (b) Ω = 45s−1 where a ball
can be placed at without jumping off the saddle during its
subsequent evolution. The area gets noticeably smaller as Ω
increases.
As an example, we track the supporting force provided
by the saddle surface as a function of time (See Fig. 8).
We calibrate the rotating speed Ω to be 20s−1 and 30s−1
which are all beyond Ωcrt. When Ω is 20s
−1, the sup-
porting force remains positive over time (see red line in
Fig. 8). But when Ω reaches 30s−1, we find a negative
supporting force appears, which is actually forbidden in
real cases (a surface cannot “pull” an object to itself).
The existence of this forbidden interaction is why high–
speed instability occurs.
The condition that yields high–speed instability is not
only dependent on the geometric and kinematic param-
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FIG. 10. Configurations of typical quadrupole ion traps consisting of (a) four rod electrodes (a.k.a. the Paul trap) and (b) six
rod electrodes (a.k.a the rotating–radio–frequency (or RRF) trap). A string of ions is confined inside each trap. The Paul trap
uses an oscillating or “flapping” quadrupole potential, whereas the RRF trap uses a rotating quadrupole potential to stabilize
the ions in the vicinity of the central line.
eters of the system, but also on the initial conditions.
For different rotating speed Ω of the saddle, we plot the
feasible regions of the initial positions of the ball, within
which the supporting force remains positive when evolv-
ing over time (see Fig. 9)). As Ω becomes larger, the fea-
sible region becomes smaller, and it becomes less likely to
put the ball within the feasible region in real experiments
for it to be trapped. Other systematic influences such as
air flow and some defect of the apparatus may also con-
tribute to the instability of the ball in real experiments.
VI. ELECTROMAGNETIC ANALOGY
The analogy with a ball rolling on a rotating saddle
provides an intuitive way to interpret the mechanism of
confining ions with a type of quadrupole ion trap called
the Paul trap. However, it has been pointed out by sev-
eral papers that this analogy, to some extent, is quantita-
tively inaccurate on close scrutiny.16,17,28 In this section,
we are going to review these quantitative analyses, and
compare them with the rigid–body model of rotating sad-
dle trap to find a more accurate mechanical correspon-
dence.
Typically, quadrupole ion traps are composed of four or
six rod electrodes, two end–cap electrodes and sometimes
an external magnetic field (see Fig. 10). The quadrupole
trap with four rod electrodes is also known as the Paul
trap.1 Each rod electrode of the Paul trap is connected
to its diagonally opposite one, and a sinusoidal voltage
with amplitude V0 is applied between these two electrode
pairs. With this configuration, a phase difference of pi
is induced between the voltages on the electrode pairs,
and an oscillating or “flapping” saddle–like quadrupole
electric potential is generated in the vicinity of the central
line on XOY cross–section3 whose expression is
φ = φ0 +
V0
2r20
cos(Ωt)(x2 − y2) (26)
where 2r0 is the distance between two diagonal electrodes
and Ω is the circular frequency of the applied AC volt-
age. Although the Paul trap utilizes the same concept of
stabilizing the equilibrium by varying the potential over
time14 as the rotating saddle, it was noticed16,17 that the
“flapping” quadrupole potential is not quantitatively the
same as the rotating-saddle trap.
Another kind of quadrupole ion traps composed of six
rode electrodes is known as the rotating radio–frequency
(RRF) trap (see Fig. 10(b)).17,25–27 In this configuration,
they utilized a three–phase AC source which is often used
to generate a rotating electromagnetic field? . Each pair
of rods are connected to an output wire of a three–phase
AC source, and thus the quadrupole electric potential
generated in the vicinity of the central line has the form
of
φ = φ0 +
V0
2r20
(x′2 − y′2) (27)
where x′ = x cos(Ωt) − y sin(Ωt) and y′ = x sin(Ωt) +
y cos(Ωt) are coordinates in the rotating frame. The ro-
tating nature of the quadrupole field produced by RRF
9trap thus qualitatively mimics the gravitational potential
in a rotating–saddle trap mg(x′2 − y′2)/a.
In addition to the rotating quadrupole field, the RRF
trap contains also a constant magnetic field B that fur-
ther modulates the oscillating frequency of the plasma
confined inside the trap. What is interesting is that the
Lorentz force ev × B on every single ion in the RRF
trap, as mentioned previously, is of the same form of the
driving term αΛ˜(vLab×ω) appeared in Eq. 16 for a pure–
rolling rigid ball in a rotating saddle. This indicates that
the spin angular velocity ω of a pure–rolling ball is an
analogy to the constant magnetic field B in the RRF
traps.
Remarkably, the motion equation of ions in RRF
traps25 is the same as Eq. 19, with coefficients ABCD
containing terms similar to those in Table. I:{
A = Ω2 − ΩωB − k1V0 + k2Vt, B = 2Ω− ωB
C = Ω2 − ΩωB + k1V0 + k2Vt, D = −2Ω + ωB
(28)
where Vt is the voltage of a static electric field for z di-
rection confinement, ωB = eB/m is the cyclotron fre-
quency of ions in the magnetic field and k1, k2 are two
geometrical factors that are determined by the electrode
configuration.
By scaling the four coefficients of the rotating saddle
trap by a factor (1+α) and defining p = αΛ˜11, q = αΛ˜22,
we obtainA = Ω
2 − pΩωz − p
R
g, B = (2 + α)Ω− qωz
C = Ω2 − qΩωz + q
R
g, D = −(2 + α)Ω + pωz
(29)
Despite some geometric factors brought in either by the
electrode configuration or by the geometry of the ball, the
field V0 acts just as the gravitational force g, and the spin
of the ball along z direction ωz mimics the cyclotron fre-
quency of charges in the magnetic field B (ωB = eB/m).
Therefore we conclude that the motion of a pure–rolling
ball in the rotating saddle can quantitatively mimic the
behavior of the ions confined in the RRF trap with a
constant magnetic field.
VII. CONCLUSION
We built a rigid–body mechanical model for the
rotating–saddle traps. We would like to end our arti-
cle by reviewing the similarities and differences between
our rigid–body model and the mass–point model.
A modified critical angular velocity for the saddle to
stabilize rigid balls is derived, taking the size of the ball
into consideration (see Eq. 25). This critical angular
velocity is identical for both the pure–rolling and the
frictionless–slipping balls, and tends to that predicted by
the mass–point model when R→ 0.
We found that the mass–point model is a limitation of
the frictionless–slipping model when the radius of the ball
R→ 0. They not only have the same orbital patterns (see
Fig. 4(b)), but also present exactly the same precessional
behavior. On the contrary, the orbital pattern of a pure–
rolling ball, due to the spin–orbit interaction, is different
from the above two cases, even when the radius of the
ball is negligible.
Finally, we figured out that our rigid body model is a
mechanical analogy to the motion of ions in an RRF trap
with magnetic field. Under linear approximation, the
motion of the ball in z direction can be neglected, thus
its constant spin angular velocity ω = ωzk fixed in the z
direction can is analogous to the cyclotron frequency of
charged particles in the magnetic field.
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Appendix A: Derivation of Eq. 7
We consider the rigid body to be composed of N small
segments labeled by i = 1, 2, 3, · · · , N . The total torque
on the rigid body with respect to the contact point O is
Mo =
N∑
i=1
roi × (Fi +
N∑
j=1
Fij) (A1)
where roi is the position vector defined by (ri − ro),
Fi is the external force on each segment, and Fij is the
internal force between segment i and j. According to
Newton’s Third Law, all internal forces cancel out upon
summation. On further making use of Newton’s Second
Law Fi = mid
2ri/dt
2, we have
Mo =
N∑
i=1
roi ×mi d
2ri
dt2
(A2)
By using the total derivative theorem and the defini-
tion of angular momentum, we can finally prove
Mo =
d
dt
(
N∑
i=1
roi ×mi dri
dt
)−
N∑
i=1
droi
dt
×mi dri
dt
=
dLo
dt
−
N∑
i=1
(
dri
dt
− dro
dt
)×mi dri
dt
=
dLo
dt
+
dro
dt
×mvc
(A3)
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