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a b s t r a c t
The purpose of this paper is to show how the problem of finding roots (or zeros) of the
monic quaternionic quadratic polynomials (MQQP) can be solved by its equivalent real
quadratic form. The real quadratic form matrices, firstly defined in this paper, are used
to form a simple equivalent real quadratic form of MQQP. Some necessary and sufficient
conditions for the existence of roots of MQQP are also presented. The main idea of the
practicalmethod proposed in thiswork can be summarized in two steps: translatingMQQP
into its equivalent real quadratic form, and giving directly the quaternionic roots of MQQP
by solving its equivalent real quadratic form.
Crown Copyright© 2009 Published by Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, the renewed interest in searching for roots of polynomials over quaternions have resulted in a better
understanding of the quaternionic mathematical tools needed to solve quantum mechanical problems (see, e.g., [1,2]). In
particular, the Fundamental Theorem of Algebra for quaternions, i.e., if P is a polynomial with quaternionic coefficients, of
degree at least one, then P has a zero over quaternions, was established. Niven in [3,4] took the first steps in the direction of
generalizing the fundamental theorem on quaternions, and then Eilenberg and Niven in [5] established the fundamental
theorem for quaternionic polynomials using strongly topological methods. Pogorui and Shapiro in [6] proved that any
quaternionic polynomial (with the coefficients on the same side) has either isolated zeros or spherical ones and that the total
quantity of the isolated zeros and of the double number of the spheres does not outnumber the degree of the polynomial.
Recently, the structure of the zero sets of regular functions, investigated in [7] and references therein, have led to a complete
description of the structure of the zero set of a regular polynomial (see, e.g., [6,8]). Gentili, Struppa and Vlacci in [9] gave
a topological proof of the Fundamental Theorem of Algebra for Hamilton numbers (quaternions) and Cayley numbers
(octonions) by the structure of the zeros of polynomials.
Some computational aspects of the problem are investigated in [3,10–12]. To compute the roots of unilateral quaternion
polynomials, Niven in [3] arrived at a very simple and neat formula which only depends on two parameters (besides the
coefficients of the quaternion polynomials). But Niven’s method to obtain these parameters turned, as he said, the algorithm
into an unpractical one. In [12], Serôdio, Pereira and Vitoria (SPV) improved the Niven algorithm by calculating the two real
coefficients by using, instead of the second part of the Niven algorithm, the (complex) eigenvalues of the companion matrix
associated with the quaternionic polynomial. Recently, Leo, Ducati and Leonardi (LDL) in [11] introduced a matrix approach
to find directly the roots of unilateral quaternion polynomials by calculating the eigenvectors of its companion matrix. This
I Supported by National Science Foundation of China under the grant 10771073.∗ Corresponding author at: Department of Mathematics, Xuzhou Normal University, Jiangsu 221116, PR China.
E-mail address: jiazhigang1980@126.com (Z. Jia).
0898-1221/$ – see front matter Crown Copyright© 2009 Published by Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.08.034
Z. Jia et al. / Computers and Mathematics with Applications 58 (2009) 1852–1858 1853
allows us to completely avoid the use of the Niven algorithm and, consequently, to simplify the method for finding roots of
unilateral quaternionic polynomials. Newton iterations for roots of quaternions are presented in [10].
Compared with the situation of the unilateral quaternionic polynomials, many questions about general quaternionic
polynomials (with left and right acting quaternionic coefficients) are at present far from being solved. Eilenberg and Niven
in [5] showed that a polynomial of the special type a0xa1x · · · an−1xan+ terms of smaller degree (with a0a1 · · · an 6= 0)
always has a zero inQ. Gordon andMotzkin in [13] andRöhrl in [14] investigated polynomials over central simple associative
algebras and algebraically closed fields, respectively. In [8], Pumplün andWalcher generalized the Eilenberg–Niven approach
via the Brouwer degree for arbitrary polynomial maps from Rn to Rn, and pointed that a special polynomial over Q whose
coefficients lie in a commutative subfield (denoted by L) of Q has finite zeros if and only if all of these zeros lie in L. (They
also estimated the number of inverse images of a point under such polynomial map. We refer readers to see [8] for detail.)
Relative to the basis 1,Ei,Ej, Ek, a quaternion can be written as x = x0+ x1Ei+ x2Ej+ x3Ek, and likewise a general quaternionic
polynomial can be written as f (x) = f0(x0, . . . , x3)+ f1(x0, . . . , x3)Ei+ f2(x0, . . . , x3)Ej+ f3(x0, . . . , x3)Ekwith
fl(x0, . . . , x3) =
∑
d0,...,d3
αd0,...,d3x
d0
0 · · · xd33 , (1.1)
for l = 0, . . . , 3. It is easy to see that the question to find zeros of f (x) is equivalent to the question to find solutions of real
equations fl(x0, . . . , x3) = 0, l = 0, . . . , 3. There leave two key problems: how to get f0, . . . , f3 as in (1.1) and how to solve
real equations fl(x0, . . . , x3) = 0, l = 0, . . . , 3. Since these two problems are very difficult, it seems hopeless to find zeros
of f (x) in this way. Fortunately, for general quadratic polynomials overQwe find a method to get f0, . . . , f3 in a direct way,
and for monic ones we present an algorithm for solving real equations fl(x0, . . . , x3) = 0, l = 0, . . . , 3.
As far as our knowledge there is no algorithm for finding roots of the monic quaternionic quadratic polynomial (MQQP),
x2 +
t∑
j=1
b(j)xc(j) +
s∑
j=1
g(j)x¯h(j) + d = 0 (1.2)
with given quaternions
b(j) = b(j)0 + b(j)1 Ei+ b(j)2 Ej+ b(j)3 Ek, c(j) = c(j)0 + c(j)1 Ei+ c(j)2 Ej+ c(j)3 Ek,
g(i) = g(i)0 + g(i)1 Ei+ g(i)2 Ej+ g(i)3 Ek, h(i) = h(i)0 + h(i)1 Ei+ h(i)2 Ej+ h(i)3 Ek,
d = d0 + d1Ei+ d2Ej+ d3Ek,
(1.3)
and unknownquaternions x = x0+x1Ei+x2Ej+x3Ek and x¯ = x0−x1Ei−x2Ej−x3Ekwhere b(j)m , c(j)m , g(i)m , h(i)m , dm, xm are real numbers,
m = 0, 1, 2, 3, j = 1, . . . , t , i = 1, . . . , s, and t, s are non-negative integers. In this paper we present an equivalent real
quadratic form of MQQP. The real quadratic formmatrices, firstly defined in this paper, are used to form such an equivalent
real quadratic form in a direct way. Some necessary and sufficient conditions for the existence of roots of MQQP are also
presented. For convenience of the readers, some examples are explicitly solved. Notice that general quaternionic quadratic
polynomials (GQQP) (with quadratic terms
∑
a(n)xp(n)xq(n)) can be similarly studied. But the real quadratic form matrices
for GQQP become very complex. So we restrict the quadratic part to the monic term.
Throughout this paper,Rdenotes the set of all the real numbers,C the set of all the complex numbers,Q = {q = q0+q1Ei+
q2Ej+ q3Ek|q0, q1, q2, q3 ∈ R} the set of all quaternionic numbers. For any quaternionic number q = q0+ q1Ei+ q2Ej+ q3Ek ∈ Q
with q0, q1, q2, q3 ∈ R, define
R(q) =
 q0 −q1 −q2 −q3−q1 −q0 q3 −q2−q2 −q3 −q0 q1
−q3 q2 −q1 −q0
 , I(q) =
 q1 q0 q3 −q2q0 −q1 q2 q3q3 −q2 −q1 −q0
−q2 −q3 q0 −q1
 ,
J(q) =
 q2 −q3 q0 q1−q3 −q2 −q1 q0q0 q1 −q2 q3
q1 −q0 −q3 −q2
 , K(q) =
 q3 q2 −q1 q0q2 −q3 −q0 −q1−q1 q0 −q3 −q2
q0 q1 q2 −q3
 .
2. The real quadratic form of MQQP
In this section, we present an equivalent real quadratic form of MQQP, described in (1.2) and (1.3), and define real
quadratic form matrices, which make the transformation between (1.2) and its equivalent real quadratic form straight-
forward.
Theorem 2.1. x = x0 + x1Ei+ x2Ej+ x3Ek ∈ Q is a solution of MQQP (1.2) if and only if (x0, x1, x2, x3) satisfies real equations
fl(x0, x1, x2, x3) = 0, l = 0, . . . , 3, (2.1)
where
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f0 = x20 − x21 − x22 − x23 + (x0, x1, x2, x3)

t∑
j=1
R(c(j))

b(j)0
b(j)1
b(j)2
b(j)3

+ s∑
i=1
DR(h(j))

g(i)0
g(i)1
g(i)2
g(i)3


+ d0,
f1 = 2x0x1 + (x0, x1, x2, x3)

t∑
j=1
I(c(j))

b(j)0
b(j)1
b(j)2
b(j)3

+ s∑
i=1
DI(h(j))

g(i)0
g(i)1
g(i)2
g(i)3


+ d1,
f2 = 2x0x2 + (x0, x1, x2, x3)

t∑
j=1
J(c(j))

b(j)0
b(j)1
b(j)2
b(j)3

+ s∑
i=1
DJ(h(j))

g(i)0
g(i)1
g(i)2
g(i)3


+ d2,
f3 = 2x0x3 + (x0, x1, x2, x3)

t∑
j=1
K(c(j))

b(j)0
b(j)1
b(j)2
b(j)3

+ s∑
i=1
DK(h(j))

g(i)0
g(i)1
g(i)2
g(i)3


+ d3,
and D = diag{1,−1,−1,−1}.
Proof. By a straightforward computation, we can get
t∑
j=1
b(j)xc(j) = (x0, x1, x2, x3)
t∑
j=1
[R(c(j))+EiI(c(j))+EjJ(c(j))+ EkK(c(j))]

b(j)0
b(j)1
b(j)2
b(j)3
 ,
s∑
i=1
g(i)x¯h(i) = (x0,−x1,−x2,−x3)
s∑
i=1
[R(h(j))+EiI(h(j))+EjJ(h(j))+ EkK(h(j))]

g(j)0
g(j)1
g(j)2
g(j)3
 .
So we have
x2 +
t∑
j=1
b(j)xc(j) +
s∑
i=1
g(i)x¯h(i) + d = f0 + f1Ei+ f2Ej+ f3Ek. (2.2)
Then (2.2) implies that (1.2) and (2.1) are equivalent to each other. 
Indeed,
fm(x0, x1, x2, x3) =

x0
x1
x2
x3
1

T
Am

x0
x1
x2
x3
1
 , m = 0, 1, 2, 3, (2.3)
where
A0 =

1 0 0 0 A10
0 −1 0 0 A20
0 0 −1 0 A30
0 0 0 −1 A40
A10 A
2
0 A
3
0 A
4
0 d0
 , A1 =

0 1 0 0 A11
1 0 0 0 A21
0 0 0 0 A31
0 0 0 0 A41
A11 A
2
1 A
3
1 A
4
1 d1
 , (2.4)
A2 =

0 0 1 0 A12
0 0 0 0 A22
1 0 0 0 A32
0 0 0 0 A42
A12 A
2
2 A
3
2 A
4
2 d2
 , A3 =

0 0 0 1 A13
0 0 0 0 A23
0 0 0 0 A33
1 0 0 0 A43
A13 A
2
3 A
3
3 A
4
3 d3
 , (2.5)
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2

A10
A20
A30
A40
 = t∑
j=1
R(c(j))

b(j)0
b(j)1
b(j)2
b(j)3

+ s∑
i=1
DR(h(j))

g(i)0
g(i)1
g(i)2
g(i)3

 , (2.6)
2

A11
A21
A31
A41
 = t∑
j=1
I(c(j))

b(j)0
b(j)1
b(j)2
b(j)3

+ s∑
i=1
DI(h(j))

g(i)0
g(i)1
g(i)2
g(i)3

 , (2.7)
2

A12
A22
A32
A42
 = t∑
j=1
J(c(j))

b(j)0
b(j)1
b(j)2
b(j)3

+ s∑
i=1
DJ(h(j))

g(i)0
g(i)1
g(i)2
g(i)3

 , (2.8)
2

A13
A23
A33
A43
 = t∑
j=1
K(c(j))

b(j)0
b(j)1
b(j)2
b(j)3

+ s∑
i=1
DK(h(j))

g(i)0
g(i)1
g(i)2
g(i)3

 . (2.9)
Here, the matrices A0, A1, A2, A3 are called the real quadratic formmatrices of (1.2). These matrices, as a bridge between
(1.2) and (2.1), make it possible to write out one from another in a straightforward way.
From (2.3)–(2.9) and Theorem 2.1, we get some necessary and sufficient conditions for the existence of the solutions of
MQQP (1.2).
Theorem 2.2. The following four conditions are equivalent to each other.
(1) x2 +∑tj=1 b(j)xc(j) +∑si=1 g(j)x¯h(j) + d has a root x = x0 + x1Ei+ x2Ej+ x3Ek ∈ Q;
(2)
x0x1x2
x3
1

T
Am
x0x1x2
x3
1
 = 0,m = 0, 1, 2, 3, have a solution (x0, x1, x2, x3);
(3)
{
XTAmX = 0,m = 0, 1, 2, 3,
x4 = 1, has a solution (x0, x1, x2, x3);
(4) There exist x0, x1, x2, x3 ∈ R such that
3∑
m=0
km

x0
x1
x2
x3
1

T
Am

x0
x1
x2
x3
1
 = 0
holds for any k0, k1, k2, k3 ∈ R.
We now present the most useful equivalent form of (1.2).
Theorem 2.3. Under notations in (2.6)–(2.9), MQQP (1.2) is equivalent to
x20 − x21 − x22 − x23 + 2
(
x0 x1 x2 x3
)
A10
A20
A30
A40
+ d0 = 0,
x0xl +
(
x0 x1 x2 x3
)
A1l
A2l
A3l
A4l
+ dl/2 = 0, l = 1, 2, 3.
(2.10)
To solve (2.10), there are two cases we have to consider: x0 = 0 and x0 6= 0. In the case that x0 = 0, (2.10) is reduced
to
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−x21 − x22 − x23 + 2
(
x1 x2 x3
)A20A30
A40
+ d0 = 0,
(
x1 x2 x3
)A21 A22 A23A31 A32 A33
A41 A
4
2 A
4
3
+ (d1/2d2/2
d3/2
)T
= 0.
(2.11)
Denote that
f (x0) = x20 − x21 − x22 − x23 + 2x0A10 + 2(x1, x2, x3)
A20A30
A40
+ d0,
A(x0) =
A21 + x0 A22 A23A31 A32 + x0 A33
A41 A
4
2 A
4
3 + x0
 , b(x0) =
d1/2+ x0A11d2/2+ x0A12
d3/2+ x0A13
T .
(2.12)
In the case that x0 6= 0, (2.10) is equivalent to{
f (x0) = 0,
(x1, x2, x3)A(x0)+ b(x0) = 0. (2.13)
Then (2.10) has a solution if and only if (2.11) or (2.13) has a solution. In the next section we will given a detail algorithm
for solving (2.10).
3. Numerical algorithm and examples
From the discussion in the above section, the main idea to solve the MQQP (1.2) is to solve its equivalent real quadratic
form (2.10). Now we give an algorithm for solving MQQP (1.2).
Algorithm 3.1. To find a solution x = x0 + x1Ei+ x2Ej+ x3Ek of MQQP (1.2).
1. Input the real quadratic form matrices A0, A1, A2, A3 defined in (2.4)–(2.9);
2. Solve (2.10) in three cases.
• Case 1: x0 = 0. If (2.11) is solvable, get a solution such as (0, x1, x2, x3);
• Case 2: x0 6= 0 and det(A(x0)) = 0. If (2.13) is solvable, get a solution (x0, x1, x2, x3) (Here, x0 is a non-zero real root of
det(A(x0))which is a real polynomial of degree 3);
• Case 3: x0 6= 0 and det(A(x0)) 6= 0. From the linear part of (2.13), get x1, x2, x3 in the forms of x0. Input them into f (x0)
in (2.12). Find the non-zero real roots x0 of f (x0) (which is a rational fraction) and then compute x1, x2, x3.
It is very interesting to count the number of solutions of MQQP (1.2) by Algorithm 3.1. Let n1, n2, n3 denote the number
of solutions computed by Step 2-case 1, Step 2-case 2 and Step 2-case 3, respectively. Then the number of solutions ofMQQP
is n1 + n2 + n3. Notice that n1 and n2 may be 0, 1, 2 or infinity; n3 is always finite (less than 8).
Now we report some examples on MATLAB 2008. In the first two, we apply Algorithm 3.1 to compute roots of two
quaternionic quadratic polynomials from [11]. Then in Example 3.3 and Example 3.4, we compute roots of two MQQPs,
which have not been solved by original algorithms in the literature as far as we know. In the last two examples, we compute
n3 for two MQQPs with randomly-generated coefficients.
Example 3.1. x2 +Ejx+ 1− Ek = 0.
The equivalent real quadratic form is
x20 − x21 − x22 − x23 − x2 + 1 = 0,
2x0x1 + x3 = 0,
2x0x2 + x0 = 0,
2x0x3 − x1 − 1 = 0.
Step 2-case 1, we get (x0, x1, x2, x3) = (0,−1, 0, 0), (0,−1,−1, 0); Step 2-case 2, det(A(x0)) = 8x30+ 2x0 has no non-zero
real roots; Step 2-case 3, f (x0) = x20 − 14x20+1 +
5
4 has no non-zero real roots. There are two solutions: x = −Ei,−(Ei+Ej).
Example 3.2. x2 −Eix+ xEj− Ek = 0.
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The equivalent real quadratic form is
x20 − x21 − x22 − x23 + x1 − x2 = 0,
2x0x1 − x0 − x3 = 0,
2x0x2 + x0 + x3 = 0,
2x0x3 + x1 − x2 − 1 = 0.
Step 2-case 1, we get (x0, x1, x2, x3) = (0, 1, 0, 0), (0, 0,−1, 0); Step 2-case 2, det(A(x0)) = 8x30+ 4x0 has no non-zero real
roots; Step 2-case 3, f (x0) = x20 + 12 has no non-zero real roots. So, we get two solutions: x = i,−j.
Example 3.3. x2 −EixEk+ EkxEj+ Ek = 0.
The equivalent real quadratic form is
x20 − x21 − x22 − x23 − x1 + x2 = 0,
2x0x1 − x0 + x3 = 0,
2x0x2 + x0 − x3 = 0,
2x0x3 + x1 − x2 + 1 = 0.
Step 2-case 1, we get (x0, x1, x2, x3) = (0,−1, 0, 0), (0, 0, 1, 0); Step 2-case 2, det(A(x0)) = 8x30 − 4x0 has two non-zero
real roots±
√
2
2 , but no solution exists, because
rank
(
A
(
±
√
2
2
))
< rank
([
A
(
±
√
2
2
)∣∣∣∣∣ b
(
±
√
2
2
)])
;
Step 2-case 3, f (x0) = (8x
6
0−20x40−10x20+1)
2(2x20−1)2
has four non-zero real roots x0 = 1 + 1√2 ,−(1 + 1√2 ), 1 − 1√2 ,−1 + 1√2 , and
then we have (x0, x1, x2, x3) = (1 + 1√2 , 1√2 ,− 1√2 ,− 1√2 ), (−1 − 1√2 , 1√2 ,− 1√2 , 1√2 ), (1 − 1√2 ,− 1√2 , 1√2 , 1√2 ), (−1 +
1√
2
,− 1√
2
, 1√
2
,− 1√
2
).
So we get six solutions: x = −Ei, j, 1 + 1√
2
+ 1√
2
(Ei −Ej − Ek), −(1 + 1√
2
) + 1√
2
(Ei −Ej + Ek), 1 − 1√
2
+ 1√
2
(−Ei +Ej + Ek),
−1+ 1√
2
+ 1√
2
(−Ei+Ej− Ek).
Example 3.4. x2 −EixEk+ Ekx¯Ej+ Ek = 0.
The equivalent real quadratic form is
x20 − x21 − x22 − x23 + x1 + x2 = 0,
2x0x1 − x0 + x3 = 0,
2x0x2 + x0 + x3 = 0,
2x0x3 + x1 + x2 + 1 = 0.
Step 2-case 1, no solution exists; Step 2-case 2, det(A(x0)) = 8x30 − 4x0 has two non-zero real roots ±
√
2
2 , but no solution
exists, because
rank
(
A
(
±
√
2
2
))
< rank
([
A
(
±
√
2
2
)∣∣∣∣∣ b
(
±
√
2
2
)])
;
Step 2-case 3, f (x0) = 2(2x60 − 2x40 + x0 − 1)/(1 − 2x20)2 has two non-zero real roots x0 = 1,−1.2233, and then
(x0, x1, x2, x3) = (1, 1, 0,−1), (−1.2233,−0.6138, 1.1156, 1).
So we get two solutions: x = 1+Ei− Ek,−1.2233− 0.6138Ei+ 1.1156Ej+ Ek.
Example 3.5. Let b(j), c(j), d be defined in (1.3) with random real numbers b(j)m , c
(j)
m , dm, generated by the order ‘‘rand(1)’’ of
Matlab,m = 0, 1, 2, 3, j = 1, . . . , t and t = 1, . . . , 50. Fig. 1 shows the number of roots of x2 +∑tj=1 b(j)xc(j) + d satisfying
Step 2-Case 3, according to t = 1 : 50.
Example 3.6. Let s = t , b(j), c(j), g(i), h(i), d be defined in (1.3) with random real numbers b(j)m , c(j)m , g(i)m , h(i)m , dm, generated
by the order ‘‘rand(1)’’ of Matlab,m = 0, 1, 2, 3, j, i = 1, . . . , t and t = 1, . . . , 50. Fig. 2 shows the number of the solutions
of (1.2) satisfying Step 2-Case 3, according to t . Except some special cases (for example, t = 14), the number is always 2.
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