We present a quantum-mechanical method to evaluate photoionization spectra of atoms in parallel applied electric and magnetic fields, valid for a wide range of energies and field strengths. We identify different symmetry regions in configuration space and use R-matrix propagation, a frame transformation and a twodimensional matching procedure to asymptotically defined solutions to solve the Schrödinger equation over all space. We use quantum defect theory to take into account nonhydrogenic atomic cores. We illustrate the method for the hydrogen atom in laboratory strength fields and for strong fields. We analyze the main features of the photoionization spectra for electric and magnetic-field strengths of 51.4 k V cm Ϫ1 and 470 T, respectively. We identify three types of resonances, defined by their behavior upon varying the external fields and we explain this behavior in terms of the associated wave functions.
I. INTRODUCTION
The analysis of the spectrum of an atom in a magnetic field has proved very fruitful as it provides an example of an experimentally accessible system whose classical Hamiltonian is chaotic for certain field strengths and energy ranges. Much has been learned about the effects of classical chaos through the semiclassical analysis of such real systems ͓1͔. In addition, new ab initio quantum-mechanical techniques have been developed to calculate the photoabsorption and photoionization cross sections for an atom in a magnetic field ͓2-4͔.
An atom in a parallel static electric and magnetic field is an example of a nonseparable Hamiltonian system with less symmetry than an atom in a magnetic field alone, due to the asymmetry introduced by the applied electric field. The electric field also changes the asymptotic nature of the potential from a one-dimensional Coulomb potential to a Stark potential, which in general destroys the Coulomblike Rydberg series of bound and resonance states. In fact in many experiments it is difficult to remove small residual stray electric fields so that the combined field problem is of practical significance in addition to its fundamental interest.
In recent years a number of calculations have been performed for atoms in parallel fields, both in the bound state region of the spectrum ͑see Ref. ͓5͔ and references therein͒ and in the continuum ͓6,7͔. The theoretical methods used to calculate the photoexcitation cross sections follow procedures very similar to the ones used in atoms in a magnetic field only. There also exists some experimental data for bound-state spectra ͓8͔.
We present in this paper a fully quantum-mechanical method to calculate the photoionization spectrum of an atom in parallel electric and magnetic fields for a wide range of energies and field strengths. The approach is based on the method developed by O'Mahony and Mota-Furtado for magnetic fields ͓3͔ and adapted by Moser ͓9͔ to cover a very wide energy range. We use R-matrix propagation ͓10,11͔ to propagate the solution of the Schrödinger equation in spherical coordinates from a small initial radius to the asymptotic region. We define appropriate asymptotic solutions for parallel fields in cylindrical coordinates and then match them through a two-dimensional matching procedure to the propagated solutions, in order to obtain the solution over all space and hence the photoionization cross section. We illustrate the method for the hydrogen atom and we show how to classify different cases depending on the relative strength of the applied electric and magnetic fields. We consider the case of both strong fields and of laboratory strength fields. We examine the effect of changing the electric and magnetic fields on the positions of the resonances and we identify different types of resonances from plots of their associated wave functions.
The paper is structured as follows. In Sec. II we show how we partition configuration space depending on the strength of the potentials acting on the ionizing electron and how we propagate the solution to the asymptotic region. We explain in Sec. III, through the study of a one-dimensional model, how to to generate analytic asymptotic solutions for the problem. In Sec. IV we show how adiabatic curves can be used to give physical insight and to make the numerical work more efficient. In Secs. V and VI we discuss the matching procedure, the evaluation of the cross section and the use of the complex coordinate rotation method to examine the resonance wave functions. Atomic units will be used throughout unless otherwise stated.
II. PARTITION OF COORDINATE SPACE
The most obvious effect in imposing external parallel fields is the definition of a preferential direction in space, the direction of the parallel applied fields. This breaks the rotational symmetry of the atom. The nonrelativistic Hamiltonian operator for a hydrogen atom in parallel fields directed along the z axis can be written, using spherical polar coordinates (r,,), as
where we take the proton mass to be infinite. ␤ϭB/B c (B c ϭ4.7ϫ10 5 T) and f ϭF/F c (F c ϭ5.14ϫ10 9 V cm Ϫ1 ) represent the magnetic-and electric-field strengths, respectively, in atomic units, and L z is the z component of the angular momentum. The externally applied potential is represented by the terms,
apart from the linear Zeeman term, and is independent of the azimuthal angle . Hence, in this alignment of fields, the full Hamiltonian is also independent of and the magnetic quantum number m is a good quantum number. L z is a conserved quantity and only contributes to the uniform energy shift of magnitude ␤m. Equation ͑1͒ can also be expressed using cylindrical polar coordinates (,,z), as
showing that the Hamiltonian does not exhibit reflection symmetry about the zϭ0 plane. This is a major difference to the magnetic field case as now we have to deal with different asymptotic behavior depending on the two possible limits in the directions z→ϩϱ and z→Ϫϱ. Ionization is physically restricted to the positive z direction of space as illustrated by the diagram of the lines of constant potential for an atom in parallel electric and magnetic fields, in Fig. 1 . Equation ͑2͒ can be used to show the relative importance of the applied fields. For fields typically of laboratory strength, i.e., f Ϸ10 Ϫ6 ;␤Ϸ10 Ϫ5 , in the region contained inside of a sphere of a radius of the order of 10 a.u., the Coulomb field is of order 1/rϷ10 Ϫ1 a.u.ӷV ext . Therefore, in this region, the problem has spherical symmetry as the Coulomb field is dominant and the applied fields act as small perturbations. One can thus identify a spherical region that contains the ground state and the low excited states, which are unaffected by the applied fields. For larger radii the Coulomb potential and the external fields are comparable and affect strongly the Rydberg states or states excited to the continuum. There is then a competition between the fields, which is reflected in a competition between the sphericalcylindrical nature of the potentials and is directly responsible for the onset of chaos in the system's classical counterpart. An asymptotic region can be identified when the ionizing electron is mainly affected by the applied fields, which are several orders of magnitude greater then the Coulomb field felt at that distance.
We can then describe in general the motion of an electron in a hydrogen atom excited to a continuum state ͑or indeed to a Rydberg state͒ by dividing space into three different regions. The boundaries between these regions will depend on the magnitude of the external fields. The radial ranges indicated below are for laboratory strength fields and will assume different values for stronger fields. They are as follows:
͑i͒ an internal region where the Coulomb field dominates, for rрaϭ100 a.u.;
͑ii͒ a strong-mixing region where all the fields are equally important and have to be treated on an equal footing, for a ϭ100 a.u.рrрbϭ1000 a.u.;
͑iii͒ an asymptotic region where the external fields dominate, for rуbϭ1000 a.u.
We will solve the Schrödinger equation in each of these regions separately using an appropriate procedure and then find the solution over all space by enforcing continuity of the solutions and their derivatives at their common boundaries. The motion of the electron in the first region can be described as in the field-free case, in terms of regular Coulomb functions. An important task consists then of describing the motion of the electron in region ͑ii͒ where the problem is nonseparable. Region ͑iii͒ is chosen so that we can define an accurate asymptotic solution. Nonhydrogenic atoms are considered by subdividing region ͑i͒ in order to take into account the multielectron atomic core region.
A. The internal region

Hydrogen atom
In this region the Coulomb term Ϫ1/r is dominant and the effect of the external fields is negligible. Hence we consider the region to be spherical and to extend up to a radial distance rϭa, for which the applied fields can still be neglected; we use spherical coordinates (r,,) within the region, so that the Schrödinger equation associated with Hamiltonian ͑1͒ becomes separable. We solve it by decomposition in partial waves, according to the orbital angular momentum quantum number l and we write the lth partial wave at an energy , l (r), as
where s l is the regular Coulomb function ͓12͔ evaluated at energy and Y lm are the spherical harmonics. The total wave function ⌿ (r), at an energy , can then in general be written as (1 ϫ10 Ϫ5 a.u.) and 470 T (1ϫ10 Ϫ3 a.u.), respectively. The dotted line represents the Stark saddle energy that corresponds to the classical ionization threshold for zero magnetic field. The lines have been reflected through ϭ0 to give a clearer picture. The graph shows the presence of a harmonic oscillator in produced by the quadratic Zeeman term and the breaking of the symmetry in z by the electric field.
where the A l 's are constants to be determined later when the solutions are matched across their common boundaries. As our method uses the R matrix, i.e., the inverse of the logarithmic derivative of the solution, knowledge of the solution ͑4͒, and its derivative in this region, determines the R matrix at the boundary rϭa, R(a), namely,
͑6͒
Nonhydrogenic atoms
For nonhydrogenic atoms the internal region needs to be divided into two subregions:
͑i͒ subregion ͑I a͒-an inner multielectron region where the ionizing electron interacts with all the other electrons and the nucleus of the atom; ͑ii͒ subregion ͑I b͒-a Coulomb region where the ionizing electron moves under the influence of the Coulomb field alone as the external fields are negligible.
Typically the value of the boundary radius between these two regions is of about 10 a.u., so that the inner subregion contains the atomic core of the atom. The ionizing electron is initially excited in this region and interacts with the other particles in the core. Once it goes to subregion ͑I b͒, it is outside the core and moves in the Coulomb field of the ion; then the lth partial solution of the Schrödinger equation is written as
where c l is the irregular Coulomb function evaluated at energy , and l are the field free quantum defects, which represent the effect of the core on the excited electron's wave function ͓12͔. Quantum defects can be either calculated ab initio or obtained from experimental energy levels. Usually l ϭ0 for lϾ4, as the atomic centrifugal barrier keeps higher angular momentum states outside of the core region. The total wave function ⌿ (r), can be evaluated at any r in the range 10 a.u.рrрaϭ100 a.u. by the use of Eq. ͑5͒, with the lth partial wave l (r) given by expression ͑7͒.
The method we present here remains the same as for hydrogen, once the wave function in the internal region is defined as above, leading to a different R matrix at the boundary rϭa, which includes the effect of the quantum defects, namely,
͑8͒
B. The strong-mixing region
In this region the competition between the spherically symmetric Coulomb potential and the cylindrical symmetry of the diamagnetic potential renders the Hamiltonian nonseparable. The region extends from a radius rϭa to a large radius rϭb and as no approximations can be made, the full Hamiltonian must be considered. The radius rϭb is chosen large enough so that the solutions obtained for the Schrö-dinger equation for rϾb are the asymptotic solutions, which will be expressed in cylindrical coordinates.
We will solve the Schrödinger equation in the region ͓a,b͔ by using the R-matrix method. We diagonalize the full Hamiltonian in Eq. ͑1͒ plus the Bloch operator L given by
in a basis set of shifted Legendre polynomials g n (r) and spherical harmonics Y lm (,), over region ͓a,b͔. and using the fact that the eigenvalues k and eigenfunctions k from the diagonalization are such that
then we can write ͉⌿ ͘ as
The full wave function ⌿ can be expressed in a general way as the sum of the product of the lth radial function U l (r) and the spherical harmonic Y lm (,), as
The kth eigenfunctions from the diagonalization of HϩL are given similarly by
where g n (r) are shifted Legendre polynomials. Using this notation directly in Eq. ͑14͒, we get
͑18͒
Projecting out the angular functions by integrating over and , and evaluating the expression at radii rϭa and rϭb, respectively, we get
and
where the four matrices r 1 to r 4 , are defined as
͑21͒
Using the formal definition of the R matrix at a radius rϭa,
and similarly for R(b), one obtains the following relation between the R matrix at rϭa and the R matrix at rϭb
from Eqs. ͑19͒ and ͑20͒. Depending on the field strengths the region ͓a,b͔ may be quite large. When the region is large, direct application of Eq. ͑23͒ may involve the diagonalization of very large matrices since our basis set would have to span the entire distance ͓a,b͔. To minimize the size of the matrices and to reduce program running time, we may subdivide the range ͓a,b͔ into smaller sectors and propagate the R matrix through these sectors, using the above procedure recursively ͑see Stechel et al. ͓11͔͒ . Using this method we carry out a diagonalization in each of the smaller sectors and construct local sector matrices r 1 to r 4 as above. We can derive analogous expressions to Eqs. ͑19͒ and ͑20͒ for the whole region with the four matrices r 1 to r 4 , replaced by the so-called global sector R matrices that is the four matrices R 1 to R 4 . The global sector R matrices are built up iteratively from the matrices r 1 to r 4 during the propagation of the solution over the whole region. We finally end up with a relationship of the form ͑23͒ between R(a) and R(b), where r 1 to r 4 are replaced by the global sector matrices, R 1 to R 4 . We can thus calculate the R matrix R(b) at the asymptotic radius rϭb. To determine the solution over all space we need to match to the asymptotic solutions at rϭb.
C. The asymptotic region
The asymptotic region is reached when the ionizing electron is moving in a region where the applied fields dominate and the problem becomes separable again. Considering Hamiltonian ͑3͒ written in cylindrical coordinates (,,z), the potential assumes the form
In the limit of large values of z, i.e., z→ϱ, the Schrö-dinger equation associated to Hamiltonian ͑3͒ becomes separable in these coordinates, since
The motion in is bounded due to the presence of the magnetic field, as shown in Fig. 1 . Accordingly, we choose the asymptotic region to be cylindrical with cрzϽϱ and 0р Ͻϱ, taking the boundary zϭc to be large enough that the potential can be approximated by its separable limit in Eq. ͑25͒. Also we choose cϽb, so that there is an overlap between this region and the strong-mixing region. When solving the Schrödinger equation associated with the asymptotic Hamiltonian
the solution of the equation corresponding to the motion in leads to the so-called Landau states ⌽ i (,), which are the eigenfunctions of a two-dimensional harmonic oscillator. The eigenenergies are represented by E i ͓E i ϭ␤(2iϩ1) with (iϭ0,1, . . . ), for mϭ0͔. A full solution at an energy ⑀ can then be expressed in terms of the following analytic expression, for the jth linearly independent solution, as
where S i , C i are diagonal matrices and K i j is the reactance matrix, or K matrix. S i (z) and C i (z) are two linearly independent solutions of the Schrödinger equation associated with the asymptotic Hamiltonian in z,
with the corresponding energy i ϭϪE i . The form of these solutions and their behavior is of central importance for the problem as it will allow us to calculate the K matrix by matching the solutions in the strong-mixing region to those in the asymptotic region, on the arc rϭb. To get a better understanding of the solutions of Eq. ͑28͒ and the resonances they could give rise to, we have used a one-dimensional model system that has the same asymptotic form as Eq. ͑28͒ but doesn't have a singularity at zϭ0.
III. A ONE-DIMENSIONAL MODEL SYSTEM
We define a one-dimensional model system in the presence of an applied electric field with Hamiltonian operator given by
Such a model was previously used by Su and Eberly ͓14͔ in the field free case and in intense laser fields. The potential, given by
shows a system that is subjected to a binding potential of Coulomb type but where the singularity at origin is avoided ͑Fig. 2͒. For large values of the coordinate z, this model system behaves as a normal Coulomb potential in the presence of an electric-field potential Ϫ f z, since
To leading order the asymptotic Hamiltonian can then be written as
which is precisely the same as the asymptotic Hamiltonian in the coordinate z for the full problem of an atom in parallel electric and magnetic fields, given by Eq. ͑28͒. Two asymptotic limits are to be considered depending on z. z→Ϫϱ, where the excited electron is bound by the Stark potential barrier and z→ϩϱ, where the excited electron is free to move and ionizes under the influence of the two competing fields, the Coulomb and the electrical field. Asymptotically, if we could neglect completely the Coulombic term in the Hamiltonian of Eq. ͑32͒, we would obtain a Schrö-dinger equation that can be solved analytically. For zϾ0, the solution is an oscillatory Airy function, while for zϽ0 the solution is given by the exponentially decreasing Airy function. However the 1/r nature of the Coulombic term influences the solution even at very large distances ͓15,16͔ and hence its effect must be included in the definition of the asymptotic solutions if we are to match solutions at reasonable sized radii.
A. Choice of asymptotic solutions
A straightforward procedure to obtain accurate asymptotic solutions is by numerically integrating the Schrödinger equation corresponding to Hamiltonian ͑32͒ from a very large distance where the analytic form is known.
If however we want to use analytic asymptotic solutions for this system, we have to find accurate asymptotic solutions for the differential equation,
with ␥(z) given by
where i represents the energy of the system. Possible methods of solution include the use of iterated WKB approximations as used by Seaton for Coulomb functions ͓17͔ or of the so-called modified Airy functions ͑MAF͒ ͓18͔. These functions are obtained from Airy functions by incorporating terms into the argument of the functions, which mimic the Coulomb behavior for large z. Both of these methods were investigated and checked against one another. We have chosen to use the MAF solutions in what follows. The linearly independent solutions of Eq. ͑33͒ can be written as 
when ␥ 2 ͑ z ͒Ͼ0.
͑37͒
If we refer to a turning point zϭz 0 of the potential, the case ␥ 2 (z)Ͻ0 corresponds to zϾz 0 , and the case ␥ 2 (z)Ͼ0 corresponds to zϽz 0 , i.e., motion under the barrier.
The MAF solutions are valid if
Given that, for large z, ␥ 2 (z) in Eq. ͑34͒ varies approximately linearly with z, the resultant higher-order differentials of (z) in Eq. ͑38͒ will be very small in comparison to (z) and the criterion ͑38͒ will be met. MAF solutions are finite for all z, avoiding problems of divergence in the vicinity of classical turning points ␥ 2 (z)ϭ0, common to the WKB approximation. This is an important point when addressing the full problem of an atom in parallel electric and magnetic fields where the solutions may need to be evaluated near classical turning points. The final solution is then given by a linear combination of the two asymptotic solutions in Eq. ͑35͒, as
where C 1 and C 2 are constants.
B. Photoexcitation of the one-dimensional system
To check our asymptotic analysis and to get insight into the resonances induced by the asymptotic potential, we solved the one-dimensional system for the Hamiltonian in Eq. ͑29͒ by applying the R matrix method over a region ͓Ϫa,b͔ and matching to the asymptotic MAF solutions. For the case of an atom in an electric field, the Hamiltonian in Eq. ͑29͒ is no longer symmetric with respect to the plane zϭ0 and the corresponding Schrödinger equation can only be characterized by the total energy. In order to determine the solution over all space, at a particular energy i , referred to by ⌿ i (z), we expand the solution in the internal region in terms of a basis set ͕ k (z)͖, following
where the A i ,k 's are a set of energy-dependent coefficients to be determined. The ͕ k (z)͖ are given by diagonalizing the operator (HϩL). We use a basis set of orthonormal shifted
Legendre polynomials, ͕g i (z)͖, as before where
where P i (z) is a Legendre polynomial of degree i. Within this particular basis set, the majority of matrix elements encountered can be evaluated analytically. The diagonalization gives eigenvalues k and eigenvectors C j k , which satisfy the equation
with k (z) given by
In our one-dimensional problem we consider the internal region limited by two values of z given by Ϫa and b, where a,bϾ0; zϭϪa is selected so as to be under the potential barrier on the (Ϫz) side and the value of zϭb is chosen to be large enough to meet the accuracy criterion ͑38͒ imposed on the definition of the solutions, S i "(z)… and C i "(z)…, according to Eq. ͑35͒. Since zϭϪa was chosen to be in the classically forbidden region, the asymptotic solution is then given by the exponentially decreasing function, labeled by C i ͓(Ϫa)͔ previously, which gives the wave function at zϭϪa. The R matrix at zϭϪa and energy i , is obtained from the asymptotic solution, in the form
The R matrix once defined at zϭϪa, is then propagated to zϭb, following the procedure outlined in the subsection of the strong-mixing region. At zϭb, the asymptotic solution is defined by a combination of solutions as in Eq. ͑39͒ which, for convenience, we write in the form
where ␦ is a phase shift; at zϭb, we match the R matrix defined from the inside and the R matrix obtained using Eq.
͑45͒, to determine ␦ and thus the full continuum wave function for all z, at energy i . The final continuum wave function is normalized per unit energy. Bound-state energies and eigenfunctions can also be determined using the R-matrix method ͓19͔ allowing the calculation of photoabsorption and photoionization spectra. The method was used to determine photoabsorption and photoionization spectra in the field free case and in an electric field. Results obtained were in excellent agreement with semianalytical WKB based methods ͓20͔. As we were especially interested in testing the accuracy of our asymptotic solutions in the photoionization case, we show in Fig. 3 the results for the photoionization spectrum of the model system for various electric fields f. As the potential is bound in the Ϫz direction, the spectra exhibit a resonance structure due to potential in Ϫz. We see that the resonances have regular spacings as is usual in Stark spectra and that the distance between resonances decreases with electric field as does their intensity. The one-dimensional nature of the potential allows for the deduction of an analytical condition using WKB giving the distance between resonances ͓20͔. This was compared with the above numerical calculations and excellent agreement was obtained. These results show the effectiveness of our asymptotic solutions, which will be used in the main problem of an atom in parallel electric and magnetic fields.
C. The MAF asymptotic solutions in the full parallel field problem
Given that the asymptotic Hamiltonian in z for the full problem of an atom in parallel fields ͑28͒ is the same as for the one-dimensional problem, we can use the same asymptotic solutions in z in both cases. However, in the case of parallel fields, the use of the proper Coulomb term allows the integrals ͑36͒ and ͑37͒ to be solved analytically. In the proper Coulomb term, we substitute ␥ 2 (z) with ⌫ 2 (z), defined as
͑46͒
For both of the limits ⌫ 2 (z)Ͼ0 and ⌫ 2 (z)Ͻ0 the expressions for (z) in Eqs. ͑36͒ and ͑37͒ are known in analytical form, in terms of incomplete elliptic integrals of first and second kind ͓21͔. It can also be shown in this case that in the limit z→ϩϱ the above defined MAF solutions become pure Airy functions as we would expect. In fact the function (z) becomes
which is the argument of the Airy function solution when the Coulomb term is removed.
IV. ADIABATIC EIGENVALUE CURVES
Before describing in detail the matching between solutions at the asymptotic boundary, we describe how adiabatic solutions for the full parallel field Hamiltonian are constructed as they will be used in the matching procedure. They also give additional physical insight into the problem and may be used in certain cases to greatly simplify the numerical effort ͓9͔.
An important step in the method we developed consists in the use of R-matrix propagation technique in the strongmixing region, which allows the evaluation of the R matrix at a distance rϭb from the known value at rϭa. This however leads to an R matrix at rϭb containing many unwanted channels, due to the use of spherical coordinates to represent a problem that has already a symmetry very close to cylindrical. A key point is to eliminate these extra channels by calculating local adiabatic solutions. We consider an adiabatic Hamiltonian, obtained from the full Hamiltonian at a fixed radius rϭr b , which is given from Eq. ͑1͒, as
Photoionization spectra for the model system in an electric field of strength f, for transitions from the ground state. The energy is relative to the classical ionization threshold and hence zero energy denotes the Stark saddle energy E s . Four sets of spectra are produced for differing field strengths: ͑a͒ f ϭ1ϫ10 Ϫ2 a.u, ͑b͒ f ϭ5ϫ10 Ϫ3 a.u, ͑c͒ f ϭ1ϫ10 Ϫ3 a.u., and ͑d͒ f ϭ5 ϫ10 Ϫ4 a.u.
where L 2 is the total angular momentum operator. This Hamiltonian has eigenvalues (r b ) and eigenfunctions (r b ;,), which satisfy the adiabatic Schrödinger equation
Diagonalizing the Hamiltonian in a basis set of spherical harmonics yields a set of eigenvalues (r b ) and eigenvectors c l , from which the eigenfunctions (r b ;,) are obtained as
These functions give an exact description of the angular solutions of the Schrödinger equation at rϭr b and provide a very good angular basis set in which to diagonalize the full Hamiltonian ͑1͒, when r is near rϭr b . In addition, this adiabatic procedure enables us to calculate the so-called adiabatic eigenvalue curves ͑AEC͒ by varying r b in the interval aрr рb, and by plotting at each radius rϭr b , the corresponding set of eigenvalues (r b ). The resultant AEC are shown in Fig. 4 for electric-and magnetic-field strengths of 51.4 kV cm Ϫ1 and 470 T, respectively. These curves give a great deal of physical insight into the full problem, as they show how the different potentials of the system dominate at different radii.
At small radial distances from the nucleus the centrifugal barrier and then the Coulomb term dominate. Then, at increasing radial distance from the nucleus the influence of the external fields starts to become important. The splitting of the curves due to the breaking of the z symmetry by the electric field becomes obvious and shows the existence of the two different limits corresponding to z→Ϫϱ ͑where the electron encounters a potential barrier͒ and z→ϩϱ ͑for which the electron ionizes freely at an energy above the Stark saddle energy͒. In a region of r between 100 and 200 a.u., avoided crossings occur and the competition between the Coulomb potential and the external fields is predominant. The Stark saddle point, obtained at a radius r ϭ1/ͱf Ϸ316 a.u., represents the radius where the electric field begins to dominate over the Coulomb potential and the curves begin to approach straight lines.
In addition the analysis of the AEC allows the identification of two different cases, which can be understood in terms of the corresponding adiabatic angular potential at successive radii r b ͓20͔. Figures 4 and 5 show the different behavior of the AEC obtained for different relative values of the electricand magnetic-field strengths. Figure 5 displays a behavior similar to the magnetic field only case and can be solved with methods developed for the case of an atom in a magnetic field only ͓9͔. In Fig. 4 , for rϽ100 a.u., the AEC are approximately the same as obtained in the magnetic field only case, because in this region of r the Coulomb field dominates. At around rϭ100 a.u. the splitting of each curve can be seen, exhibiting the breaking of symmetry with respect to the plane zϭ0, due to the presence of the electric field. One of the split lines represents a channel where the electron is moving in the ϩz direction ͑with the electric field͒ and the other represents a channel where the electron is moving in the Ϫz direction ͑against the electric field͒. For radii larger than 400 a.u. the curves are approximately equally spaced as a consequence of the magnetic field. This spacing corresponds to the Landau energy level spacing of a particle in a magnetic field. Much of the structure observed in Figs. 4 and 5 can also be understood from the form of the angular potential from Eq. ͑48͒,
It can be shown that for certain combinations of field strengths and radii, ( f Ͻ␤ 2 r b ), the two angular potentials produced by the two external fields give rise to a double potential well in ͓20͔. Within each of these wells lie a series of states that correspond to the channels of the full system and have an approximate spacing of 2␤. It can also be shown that if the condition for the double potential well is met, i.e., ( f Ͻ␤ 2 r b ), then at integer multiples of ␤/ f , the energy positions of some of the states in both wells become equal ͑neglecting tunneling effects͒. This degeneracy manifests itself in Fig. 4 , where r b ϭ f /␤ 2 ϭ10 a.u., in the form of crossings as displayed in the AEC at integer multiples of ␤/ f ϭ100 a.u. for those field strengths. In the case ( f у␤ 2 r b ), because only one well exists, we do not get crossings; however, the relative increase in strength of the electric field has meant the spacing is now dependent on the electric field and matching radius and is given approximately by ͱ␤ 2 ϩ f /r b . Figure 5 illustrates this case and for clarity we plot the AEC up to a radius of rϭ200 a.u.
The AEC are also important to determine which channels play a role in the photoionization, for a particular energy and at a chosen matching radius. According to the AEC, channels are classified into two classes: the ones localized on the Ϫz side of the z axis, which have positive gradient, are said to be closed, and the ones localized on its ϩz side, which have negative gradient, are said to be open. Each of these two classes of channels needs to be subdivided again, according to the total energy of the system and the particular radius considered. For a radius r b ϭb, given an energy E, all the closed channels for which E ϽE are said to be locally open, and all the open channels for which E ϾE are said to be locally closed.
V. FRAME TRANSFORMATIONS
The general use of spherical harmonics as an angular basis set in the strong-mixing region is efficient for small values of r but becomes less efficient for larger values of r, for which the symmetry becomes predominantly cylindrical. The AEC give us guidance on how to propagate the solutions across this strong-mixing region, depending on which of the two cases ( f Ͻ␤ 2 r b ) or (f у␤ 2 r b ) correspond to the field intensities of the problem. For ( f у␤ 2 r b ), where no crossings exist, expansion and R matrix propagation in a local adiabatic basis set ͓9͔ can be very efficiently used as for the magnetic-field only problem. One uses the propagation procedure as described in Sec. II B but uses local angular eigenfunctions obtained from the diagonalization of the adiabatic Hamiltonian in each sector, instead of the spherical harmonics. This case is very similar to the magnetic-field only case and therefore will not be studied in here. However, for ( f Ͻ␤ 2 r b ), this method is inappropriate, due to series of crossings and avoided crossings occurring, as seen in Fig. 4 . In such a case we use the propagation procedure as described in Sec. II B but have the problem that the R matrix evaluated at rϭb, from the strong-mixing region, R ll Ј (b), will contain many unwanted channels, since we are using a spherically symmetric basis set to represent the cylindrical symmetry of the Hamiltonian at rϭb. We perform a frame transformation to a more efficient basis set, by considering the adiabatic Hamiltonian at fixed radius rϭb, as in Sec. IV, which is diagonalized in a basis set of spherical harmonics, yielding eigenvectors c l and eigenvalues . New eigenfunctions are then obtained according to Eq. ͑50͒, which provide an efficient basis set with which to represent the wave function at rϭb and its vicinity, as they accurately describe the angular behavior of the Hamiltonian at that radius. Hence the full wave function at the radius rϭr b is written
with (b;,) as defined in Eq. ͑50͒ and F (r) the corresponding radial solution at the given radius. The R matrix expressed in terms of this new adiabatic basis set, R Ј , is obtained from R ll Ј , with the following frame transformation
The R matrix is then contracted to the number of channels of physical interest for a given energy.
VI. THE MATCHING PROCEDURE AND THE K MATRIX
We finally are in a position to match the solutions between the strong-mixing and asymptotic regions in order to determine the full solution over all space, and at each energy.
In the method to be followed in the matching we use the AEC corresponding to the field strengths we are treating. For each total energy, these curves will show the relation between a particular choice of matching radius and the number of channels, which should play a role in the process; this can then be checked numerically.
We exemplify the method by considering the hydrogen atom for magnetic and electric fields of intensities 51.4 kV cm Ϫ1 and 470 T, respectively, which correspond to the AEC given in Fig. 4 .
The solutions in the asymptotic region are of the form ͑27͒ and reflect the cylindrical symmetry in the region. They are known in terms of the reactance matrix, the K matrix, which is to be determined by matching the R matrices from the asymptotic region, and the strong-mixing region, at the chosen matching radius rϭb.
After representing the wave function in the basis set ͕ (,)͖, the R matrix R Ј , is obtained in the form ͑53͒.
It is then possible to match the R matrix in the new adiabatic basis R Ј , to the asymptotic R matrix, over an arc at rϭb, by performing a two-dimensional matching ͓22͔.
We evaluate the solutions ͕ (,)͖ on the arc and project them onto the asymptotic solutions ͑27͒, by integrating over and ; this is done by evaluating the overlap integral
͑54͒
through the calculation of four matrices, P,Q,PЈ,QЈ, the elements of which are given by the following integrals
where a prime denotes differentiation with respect to the radial component r. We now have the asymptotic solutions on an arc rϭb, and using these we can express the R matrix determined by propagation R Ј , in terms of the K matrix in Eq. ͑27͒, by equating the two R matrices, as follows
which gives the K matrix as
The K matrix must include every physically open and locally open channel with enough additional closed channels for it to be sufficiently converged. These numbers depend on the energy range under consideration and are obtained by the use of Fig. 4 as a guide, since it tells us, for any particular energy, how many open channels exist. For example, for a magnetic-field strength of 470 T and an electric-field strength of 51.4 kV cm Ϫ1 , there is a need to use between 1 and 4 open channels with an extra locally closed channel, in order to get sufficient convergence of the spectra over an energy range Ϫ5.325ϫ10 Ϫ3 →0 a.u. For simplicity, the matching radius was always chosen to be under the barrier in the Ϫz side so that the so-called closed channels are above the system's energy and we can limit ourselves to matching solutions in the zϾ0 part of the z axis; the matching of solutions in the zϽ0 part of the z axis has then no effect in the K matrix, as the asymptotic solutions there are exponentially decreasing functions and therefore give no contribution to the integrals ͑55͒.
A. Evaluation of the photoionization cross section
To evaluate the photoionization cross section we need the continuum wave function in the region where the dipole integral is nonzero. If we consider transitions from low-lying states, the corresponding wave functions are very localized about the nucleus and only the part of the continuum wave function overlapping this region will be contributing to the dipole matrix elements. This however means we must obtain the coefficients A l in Eq. ͑5͒, and in order to do that we need to discuss the renormalization of the full wave function.
Renormalization of the internal region wave function
As described in Sec. II B, the general derivation of the propagation-by-sector method of Stechel et al. ͓11͔, gives a relationship between the radial part of the wave function at rϭa and at rϭb, following Eqs. ͑19͒ and ͑20͒, with the use of global sector R matrices. This is shown in the following expression
where matrices R 1 and R 2 are the global R matrices defined previously and determined numerically through the propagation. G ជ and F ជ are column vectors that contain the radial part of the total wave function at rϭa and rϭb, respectively. We have defined the total wave function in the internal region by Eq. ͑5͒, where we used the set of energy-dependent constants A l . But we know that G ជ ϭSA ជ , where S is a diagonal matrix whose diagonal elements are the Coulomb functions s l and A ជ a vector with elements A l . The matrix F at rϭb is given by
FϭPϩQK, ͑59͒
with P, Q, and K as defined in Eqs. ͑55͒ and ͑57͒, where K is now known from the matching. From Eq. ͑58͒, we obtain a set of linear equations, given by
from which we can obtain A ជ and hence the total wave function in the internal region, via Eq. ͑5͒. The procedure for a nonhydrogenic atom would be similar with l in Eq. ͑5͒ defined by Eq. ͑7͒.
Transformation to S-matrix normalization
Before calculating the cross section, the final stage is to renormalize the wave function so as it becomes S matrix ͑the scattering matrix͒ normalized. In this way the wave function has the correct asymptotic radial form of a superposition of an incoming and an outgoing spherical wave ͓12͔. The transformation is simple and can be explained easily by considering the form of the radial wave functions as r→ϱ. From this we can express the S matrix in terms of the K matrix
where I is the unitary matrix; thus, to transform to S-matrix normalization we multiply the wave function by the factor
The wave function can be properly normalized now and so the photoionization cross section in parallel fields P , can be evaluated for transitions from an initial bound state n to a continuum state . Note that is energy normalized since our asymptotic solutions are normalized in this way. The cross section can be expressed explicitly as
where n is the frequency of the transition and ␣ the finestructure constant. The above expression for the cross section can be simplified by considering the form of the initial state wave function and the dipole selection rules. If, for example, we consider transitions from the ground state, then we only need to consider the form of the continuum wave function in the internal region. Also, as the ground state will be unaffected by the external fields, it can be represented by the bound state's field-free wave function. The continuum wave function within the internal region will consist of S-matrix normalized field free hydrogenic wave functions and hence the usual selection rules apply in order to simplify the dipole integral ͑63͒ further. In the example we are considering, the dipole selection rules dictate that only s→p transitions are allowed. Hence, only the lϭ1 partial waves of the continuum wave functions play a role and the cross section simplifies to a product of the field-free cross section and the l ϭ1 components of A ជ , obtained from Eq. ͑60͒, properly S-matrix normalized. The cross section is then written in the form
where A ជ is the vector containing the renormalization coefficients of the internal region and FF is the field-free hydrogen cross section. All the effects of the external fields on the photoionization cross section are therefore contained in A lϭ1 .
VII. ATOMIC SPECTRA
We show in Fig. 6 the photoionization spectrum evaluated for hydrogen, using the method presented here. It corresponds to transitions from the ground state to the mϭ0 final states of hydrogen in parallel electric and magnetic fields of strength 51.4 kV cm Ϫ1 and 470 T, respectively. The dashed line corresponds to the Stark saddle energy plus the first Landau threshold or zero-point energy, i.e., E 0 ϭϪ2ͱf ϩ␤. The spectra between E 0 and the zero-field threshold contains mostly sharp well-isolated resonances, but above this level the spectra flattens as the resonances overlap and the continuum contribution increases. In Fig. 7͑i͒ we display spectra that correspond to the same atomic transition as in Fig. 6 , but for varying magnetic-and electric-field strengths. This study in varying field strengths allowed us to uncover and identify three different types of resonances, labeled as ͑a͒, ͑b͒, and ͑c͒ and shown in the smaller diagram of 7͑ii͒. The difference is seen more clearly by varying the electric field only. For type ͑a͒ resonance, the resonance energy stays approximately constant for increasing electric field, for type ͑b͒ the resonance energy increases for increasing electric field and finally for type ͑c͒ the resonance energy decreases with increasing electric field. We explain this behavior qualitatively by considering the wave functions of each different class of resonance.
A. Calculation of wave functions
The continuum wave function can be calculated using the method we described but we instead used a method devised by Buchleitner et al. ͓23͔ , who used the complex coordinate rotation method. This served as an independent test of our method to calculate the resonance structure in the continuum. We obtained excellent agreement between the two methods for the resonance positions, as shown in Fig. 8 , where we test FIG. 6 . The photoionization spectrum corresponding to the transition from the ground state to the mϭ0 final states of hydrogen in parallel electric and magnetic fields of field strengths F ϭ51.4 kV cm
Ϫ1
( f ϭ1ϫ10 Ϫ5 a.u.) and Bϭ470 T (␤ϭ1 ϫ10 Ϫ3 a.u.), respectively. The dotted line represents the Stark saddle energy plus the first Landau threshold or zero-point energy.
FIG. 7. Diagram ͑i͒ shows photoionization spectra corresponding to the transition from the ground state to the mϭ0 final states of hydrogen in parallel electric and magnetic fields of varying intensities. The spectrum in the center of the graph is for field strengths Fϭ5.14 kV cm Ϫ1 ( f ϭ1ϫ10 Ϫ5 a.u.) and Bϭ470 T (␤ϭ1 ϫ10 Ϫ3 a.u.). The upper half of the graph shows spectra where the magnetic field is kept constant and the electric field is increased in increments of 2.57 kV cm Ϫ1 (5ϫ10 Ϫ7 a.u.). Similarly the lower graph represents spectra where the electric field is held constant and the magnetic field is increased in increments of 11.75 T (2.5 ϫ10 Ϫ5 a.u.). The smaller part of the central spectrum that is enclosed by a dotted line is expanded on graph ͑ii͒ and displays the resonances that are examined in detail, with corresponding wave functions plotted in Figs. 9 and 10. the position and width for the resonances highlighted in 7͑ii͒. The method as described by Delande et al. ͓2͔ involves the diagonalization of the rotated Hamiltonian
in a basis set of Sturmian functions ͑radial basis set͒ and spherical harmonics ͑angular basis set͒. To compute resonance wave functions ͑ ͓23͔͒, applicable only to narrow resonances, one defines the approximate square of the resonance wave function as
where E i is the eigenvalue of the resonance, and i (re i ) is the expansion of the wave function in the Sturmian basis evaluated at a complex radius. Re and Im denote real and imaginary parts, respectively.
B. Analysis of spectra
In order to gain a physical understanding of the three types of resonances identified, labeled as ͑a͒, ͑b͒, and ͑c͒ in the diagram of Fig. 7͑ii͒ , we calculated the wave functions associated with each of them. In Fig. 9 we plot the probability densities obtained from Eq. ͑66͒ for each of the resonances ͑a͒, ͑b͒, and ͑c͒, as indicated. In Fig. 10 we show the corresponding probability densities for the resonance wave functions, on the planes ϭ0 and zϭ0, for clarity of analysis. Resonances of type ͑b͒ and ͑c͒ shift strongly in energy with varying applied electric fields, because their wave functions are almost entirely localized along the z axis, with only a small spread about the plane ϭ0. The direction of the shift can also be explained by observing that those resonances shifted in the positive energy sense have their probability densities localized mainly on the Ϫz side, as shown in Fig. 10 ; any such resonance will be shifted to a higher energy when increasing the electric field, as the potential barrier on the Ϫz side will be raised. The reverse argument is valid for those resonances shifted backwards, for which the increase of the electric field lowers the barrier on the ϩz side.
The resonances of type ͑a͒ which are, to a large degree, unaffected by the electric field are, as shown in Figs. 9 and 10, not entirely localized in the plane zϭ0, and have a fairly Fig. 7 for a hydrogen atom in parallel electric and magnetic fields of field strengths 51.4 kV cm Ϫ1 (1ϫ10 Ϫ5 a.u.) and 470 T (1 ϫ10 Ϫ3 a.u.), respectively, as calculated by the complex coordinate method. These were calculated using a varying complex angle of rotation up to a value of ϭ0.2 rad and a Sturmian basis set of at least 30 functions. The lower figure is the same as that of diagram ͑ii͒ in Fig. 7 and it is added for comparison. large spread in ; their wave functions in the plane ϭ0 are fairly symmetric about zϭ0 and are not altered much by the electric field.
When the magnetic field is increased ͓lower half of Fig.  7͑i͔͒ all the resonances are shifted to a higher energy. This can be explained by the positive definite nature of the diamagnetic term, which will always increase with the magnetic field. The degree to which the shifting occurs can be explained qualitatively by the wave-function localizationresonances least affected by the electric field are the ones most shifted by the magnetic field. The reason for this behavior is due to the large spread in of these resonance's wave functions, so that a change in the magnetic field has the greatest effect on them.
Other interesting features of the spectrum can be pointed out by closer inspection of the resonances of type ͑a͒, i.e., the resonances that are mostly unaffected by the electric applied field. In Fig. 11 we display three consecutive resonances of this type, enlarged from Fig. 6 , which show regular spacings between them; in fact, between the first and second resonances, labeled in the figure by a 1 and a 2 , respectively, we measured a spacing of 0.65 c , and between the second and the third, labeled by a 3 , a value of 0.69 c was found. This spacing suggests these resonances are connected with resonances observed in the magnetic field alone case, which occurred at regular spacings of 0.64 c ͓24,25͔. These resonances are quasi-Landau type resonances and are related to classical trajectories that arise from the competition between the Coulomb and magnetic fields. Observation of such resonances in the parallel field system is not surprising since, in the spectrum we considered, the magnetic field is relatively strong. The increase in spacing between the second and third resonances is caused by the modification of the orbit by the electric field. Another interesting feature related to this particular resonance is the possibility of wave function scarring by a periodic orbit, which means that the wave function would show a localization in the vicinity of the classical periodic orbit. This 0.64 c orbit is known, in the magneticfield only case, to leave the origin at an azimuthal angle of 54°; however, in the parallel field case, due to the breaking of the z parity, the angle will differ depending on which side of zϭ0 we consider. When an electric field is present, the angle in which the direction of ionization is orientated ͑the positive z side in our case͒ will increase as the orbit widens in the direction to suppress ionization. In the direction opposite to the direction of ionization, the angle will decrease. For our field strengths in Fig. 11 , the initial angle of the orbits trajectory in the direction of the electric field will be approximately 65°. The corresponding wave function does indeed show signs of a localization or scarring about this trajectory.
C. Spectra at laboratory strength fields
One of the great advantages of our method is that it can be applied to calculate photoionization spectra of atoms in parallel electric and magnetic fields of any strength and over extended energy regions. We show in Fig. 12 a spectrum obtained at laboratory strength fields for photoionization from the ground state of hydrogen in parallel electric and magnetic fields of strengths 0.668 kV cm Ϫ1 and 6.11 T, re- spectively. When considering such strength fields, we must select a greater value of matching radius b as the effect of the Coulomb potential will dominate over a larger distance. We selected a matching radius of bϭ4000 a.u. and obtained converged results.
VIII. CONCLUSION
In this paper we presented a general method to evaluate the photoionization cross section of an atom in parallel applied electric and magnetic fields of arbitrary strength. It is based on a previous method developed for an atom in a magnetic field only but takes into account the different problems faced in the parallel fields case, as for example, the breaking of the z symmetry in the associated Hamiltonian and the difficulty associated with defining the asymptotic solution due to the combination of Coulomb and electric fields. We in fact investigated three different possible forms of asymptotic solution and found that the modified Airy functions proved to be the most suitable for our purpose. We have found that the adiabatic curves for this particular problem have been very useful giving a physical understanding of the problem, and allowing us to consider two different classes of problems, depending on the relative strengths of the applied parallel fields. In the method presented here, these curves are also used as a guide to the number of channels that play a role in any given energy region and particularly at the matching radius. The adiabatic approach can also be used to generate an efficient angular basis for the R-matrix method when there are not multiple curve crossings.
We produced spectra for a hydrogen atom in parallel electric and magnetic fields for both laboratory and strong fields. In order to obtain information about the resonance structure in the spectrum, we calculated the spectra obtained for fixed electric field and varying magnetic field and for fixed magnetic field and varying electric field, around the spectrum obtained for electric and magnetic fields of 51.4 kV cm Ϫ1 and 470 T, respectively. We were able to identify three different types of resonance. Their behavior was explained by calculating the probability densities of the corresponding wave functions. The resonances that shifted with increasing field have a density mainly localized along the z axis and so respond to any variations of an electric field, which is orientated along the z axis; the resonances shifting in the positive energy direction have their probability distribution localized on the Ϫz side and the ones shifting in the negative energy direction have their distribution mainly on the ϩz side. The resonances unaffected by the changing electric field have their distributions concentrated in the direction perpendicular to the z axis and are fairly symmetric about zϭ0. All the resonances were shifted to a higher energy when the magnetic field was increased, due to the positive nature of the diamagnetic term. We showed how our method works for laboratory strength fields by calculating the spectrum of hydrogen in parallel electric and magnetic fields of 0.668 kV cm Ϫ1 and 6.11 T, respectively. In the future it would be of interest to systematically study the photoionization cross section and particularly the behavior of the resonance widths near the ionization threshold over a wide range of field strengths, in order to compare quantummechanical calculations with the behavior predicted classically by Ihra et al. ͓26͔. 
