Abstract: This paper aims to present an approach to the supply chain risk modeling of Brazilian wind power projects. Risk factors were assessed by literature review and analysis through the Interpretive Structural Modeling (ISM) and the Matrix-based Multiplication Applied to a Classification (MICMAC) methodologies, with a group of professionals of the field. The ISM model represented the relationships between twenty-two risk factors, and their position in the system, from higher to lower-level risks. The MICMAC analysis identified independent, autonomous, linkage and dependent risk factors according to their driving and dependence power. Data collected also allowed for the recognition of indirect influences between risk factors, complementing the system's understanding, in special the strongest linkages. The paper also integrated both outputs to create a better representation of the risks factors into the system. The research characterizes current risk factors' status on the Brazilian wind power supply chain, and the understanding of their implications into the system. It is a guide to implement effective mitigation strategies into the supply chain and more accurate and cautious decision-making in organizations.
Introduction
The improvement of technology of alternative energy sources has expanded the energy market in recent years [1] . Technological and economic factors are consolidating sustainable sources such as wind power and solar photovoltaic systems into the energetic matrix of many countries, increasing the development of new projects. In Brazil, wind quality and government incentives help to consolidate a local supply chain [2] and have attracted investment by national and international companies on technological development and supply chain expansion. The development of new facility projects faces increasingly competitive challenges from many sources. Globalization, shorter lead times, and increasing number of new suppliers are demanding dynamic management, effective and faster responses, and cost efficiency control [3] . The supply chain management of wind power projects needs to focus on the identification and mitigation of vulnerability involved in the processes.
A supply chain includes all the steps (direct and indirect) required to fill in the customer's requirement. To Chopra and Meindl [4] it involves the movement between manufacturers, suppliers to general supply and decision making in logistics, which includes local and international stakeholders' collaboration and knowledge transfer [32] . The wind power industry expansion also developed local suppliers of parts and components, that increased the complexity of the system. Transport risks of parts and components in onshore wind projects are due to the accessibility in remote places where transportation models and infrastructures need to be improved [33, 34] .
Construction risks include events that cause delays in the preparation and assemblage of the wind parks. Lack of equipment (such as cranes), some parts and components, or accidents are just some examples of risk sources on this category [7] . Demand uncertainty risks are related to manufacturers of parts and components, and service planning to accomplish the dynamic environment, where changes in technology and policies affect the demand forecasting [33] . Delay risks involves any source of postponement on the project, which could be due to a lack of coordination between the variety of stakeholders on the project, such as companies, or regional, or local governments [7] . Operation and maintenance risks involve failures and damages in machinery, accidents, failure in maintenance, among others [35] . Natural hazard risks are due to environmental circumstances. Wind towers are exposed to potential onshore critical conditions such as strong winds [36] and earthquakes [37] . Serial damage risks are related to failures with potential to spread within the wind parks, where detection systems and isolation of failures need to be continuously improved to avoid worse consequences [38] . Legal and responsibility risks are related to contracts or legal regulations [7] . Losses by wind quality risks include wind intermittency and climate change effects. Those factors need to be forecasted and their impact in future scenarios need to be studied [39, 40] .
Interconnexion network failure risks are related to failure in lines and delays to connect the national grid to new projects [41] . Energy price variation risks are related to regulatory and market conditions, where projects are contracted by auctions [7] . Third-party service risks are related to failure in coordination as potential source of uncertainties, since wind park projects requires participation of specialized third-party companies [35] . Ecological damage risks are environmental consequences pointed to wind parks. Some concerns on the Brazilian market are birds' migration routes, bats habitats and noises by large parks [42, 43] . IT/communication risks are related to failures on communication systems, data access, and other critical equipment failure that could be critical to wind tower efficiency [7, 35] . Public policy and regulatory risks are identified as barriers, such as delays in processing documentations, changes in regulatory laws that affect future projects and difficulties in fostering a dynamic coordination into the project [7] . Quality risks are related to standards and implies delays on operation until the trouble is solved, including replacement or repairs [28, 29] . Security risks are concerned to the countries' strategic energy network, and wind parks are exposed to several sources of damages, from theft to cyber-attacks, affecting not only infrastructures but also the workers [44] .
Interpretive Structural Modeling: Applications and Features
The interpretive structural modeling (ISM) methodology was developed by John N. Warfield, between 1971 and 1974 [45] and is based on the principles of comparison in pairs. A set of variables placed into a complex system can be compared two by two, constructing all combination of pairs. The ISM transforms confused and little-articulated mental structures into well-defined visual models to be employed in multiple applications [46] . The process of transforming causal variables into a model, represent the relationship into the system, and assist on the interpretation and design of action strategies. The ISM employs a systems approach to the decision-making process and is widely employed in management studies [47] . Over the years, the ISM has received several contributions regarding its applications and techniques [46] . It helps to understand the supply chain complexity and the need to ensure business success [48] . In recent years, several studies were published on the development of ISM-based models Sustainability 2018, 10, 3442 6 of 24 for risk management in supply chains. For example, Pfohl et al. [49] developed a ISM model in two case studies with German industry and trade companies; Tummala and Schoenherr [50] established a structured and ready-to-use approach for managers to assess and manage risks in supply chains; Faisal et al. [51] presented an approach to supply chain risk management by understanding the dynamics between enablers to mitigate risk in supply chain; and, Olson and Wu [52] , compared tools to aid supply chain organizations in measuring, evaluating, and assessing risk of potential partners.
MICMAC Analysis
The MICMAC methodology (Matrix-based Multiplication Applied to a Classification) is a structural prospective analysis to study indirect relationships [53] . In a cross relationship, we can observe three variables and their direct influences: variable A influences B, and variable B influences C, while A and C did not represent a direct influence, but their relationships with B represents an indirect relationship, where any change in A would impact on C. This analysis is also called an exploration of the grey zones [54] . This analysis complements the ISM methodology by exploring one of the limitations frequently pointed to ISM approaches: that it explores the "yes" or "no" relationships and ignores the so-called grey region between 0 and 1 [46] .
The MICMAC methodology was developed by Michel Godet and François Bourse [47] . It consists in a structural assessment based on the conductivity index of each factor [55] . A conductivity index is a suggestive information of how independent or dependent a variable is. In this case, the goal is to understand how the observed risk factor could be strongly influenced by the rest of the factors. Many examples of the MICMAC analysis method are found in the literature concerning supply chains, such as the studies of Lamming and Hampson [56] who projected common issues for purchasing and supply chain managers in the context of environmental management in major UK companies. Gorane and Kant [57] developed a case study to identify the driving and dependence power of supply chain management enablers. Bag and Anand [58] developed a green supply chain management model for the rubber goods manufacturing sector. And, Khan et al. [59] analyzed traceability systems in supply chain management through critical success factors. All the previously cited studies integrated the ISM and MICMAC methods to develop their research, and to reach their results and conclusions.
Materials and Methods
The set of risk factors related to wind power projects identified in the literature (Table 1) were examined to understand their relationship and to identify risk prioritization and managerial insights for the Brazilian wind power supply chain. First, the interpretive structural modeling (ISM) was used for a better understanding of the risk factors interrelationship, and next, a MICMAC analysis was performed to complement the ISM results through the observation of indirect relationships. This study applied the Delphi method to data collection with experts of the Brazilian wind power industry.
Participants and Data Collection
The study aimed to analyze a heterogeneous group of professionals working on the main companies. It was revealed that professionals of the wind power supply chain are distributed in different regions of the country. The Brazilian wind power farms are commonly built in remote places, and the parts and components industry are distributed from the South and Northeast regions. To overcome this barrier, it was necessary to employ the support of communication technology and internet tools. First, a professional profile into the LinkedIn platform was created (linkedin.com). This profile was connected to a professional network linked to the Brazilian wind power supply chain, either from wind farm companies to parts and components manufacturers, including service providers. The developed of a Delphi technique through internet proved to give profound outcomes showing that participants acted freely in giving their answers [60] .
There is no consensus in the literature about the number of experts required to construct the group of participants. To Hasson et al. [61] the process of experts' selection is empirical and pragmatic, where Sustainability 2018, 10, 3442 7 of 24 the focus must be the quality of participants rather than the number. Linstone and Turrof [62] suggested fifteen participants, but they usually vary from 4 to 30. Loveridge [63] highlighted the importance to define a set of criteria to establish the group and give validity to the sample of participants. To develop an analysis of the Brazilian wind power supply chain, we will focus on three criteria: expertise in years of service, position into the companies' structure, and that collaborators must be actively working into companies belonging to the Brazilian wind power supply chain.
In a first contact, potential contributors were invited to confirm their agreement to volunteer participate. Then, they received a Term of Confidentiality, with the commitment that the research will not reveal their identification and the name of the companies. The second round involved pairs of risk factors selected randomly and presented to participants. They were asked to identify a nature of relation between those pairs, either direct, reverse, double or none relationship. The third part of data collection consisted in the understanding of how strong those relationships are considered in each case, for this, participants identified the nature of relationships, from strong to weak. Figure 1 summarizes the participants' distribution by expertise in years of service into the Brazilian wind power supply chain, where two main groups can be identified. The first group is made up of participants covering one to nine years of expertise (17 participants). Those participants represent 65% of the sample and are professionals who joined the fast development of the wind power industry in the last ten years. The second group is made up of participants with nine to nineteen years of expertise (35% of participants), all professionals pioneers of this industry. It is important to highlight that the Brazilian wind power industry support began in 2003, one year after the Program to Encourage Alternative Sources of Energy (Proinfa) was put into effect. collaborators must be actively working into companies belonging to the Brazilian wind power supply chain.
In a first contact, potential contributors were invited to confirm their agreement to volunteer participate. Then, they received a Term of Confidentiality, with the commitment that the research will not reveal their identification and the name of the companies. The second round involved pairs of risk factors selected randomly and presented to participants. They were asked to identify a nature of relation between those pairs, either direct, reverse, double or none relationship. The third part of data collection consisted in the understanding of how strong those relationships are considered in each case, for this, participants identified the nature of relationships, from strong to weak. Figure 1 summarizes the participants' distribution by expertise in years of service into the Brazilian wind power supply chain, where two main groups can be identified. The first group is made up of participants covering one to nine years of expertise (17 participants). Those participants represent 65% of the sample and are professionals who joined the fast development of the wind power industry in the last ten years. The second group is made up of participants with nine to nineteen years of expertise (35% of participants), all professionals pioneers of this industry. It is important to highlight that the Brazilian wind power industry support began in 2003, one year after the Program to Encourage Alternative Sources of Energy (Proinfa) was put into effect. Among participants, there were financial and chief operating officers, managers and field technicians. Most of the participants were business managers (5) and electrical engineers (7). Those two groups are related to the main professional tasks and skills required on their jobs. The sample is completed by different engineering fields: civil engineering (2), mechanical engineering (2), production engineering (2), control and automation engineering (1), mechatronic engineering (1). The list is completed by six technicians: electrical (2), electronic (2) and mechatronic (2) .
The distribution of participants by gender shows that they were mostly male (25) , and only one female. This fact can be understood by the wind power industry characteristics, requiring professionals to frequently perform their activities into remote places, inhibiting female professionals and prioritizing male candidates.
Interpretive Structural Modeling
The data collected with the focal group was the input to develop the interpretive structural modeling (ISM) method. The ISM methodology is based on the application of comprehensive steps, as described in Sushil [46] and Faisal et al. [51] :
• Identification of variables: a set of risk factors are identified employing techniques as literature review and experts brainstorming (risk variables are listed in Table 1 ). Among participants, there were financial and chief operating officers, managers and field technicians. Most of the participants were business managers (5) and electrical engineers (7). Those two groups are related to the main professional tasks and skills required on their jobs. The sample is completed by different engineering fields: civil engineering (2), mechanical engineering (2), production engineering (2), control and automation engineering (1), mechatronic engineering (1). The list is completed by six technicians: electrical (2), electronic (2) and mechatronic (2) .
The data collected with the focal group was the input to develop the interpretive structural modeling (ISM) method. The ISM methodology is based on the application of comprehensive steps, as described in Sushil [46] and Faisal et al. [51] : • Definition of levels: The final matrix is converted into a canonical relationship matrix by grouping the elements into their respective levels. The reachability and antecedent sets of variables are constructed from the final reachability matrix. Reachability sets are formed by the factors related (with value of 1) into the horizontal direction while the antecedent sets are obtained from the vertical direction from each risk factor. Intersection points are identified when the same set appears in both columns.
•
Construction of the ISM model: The set of variables into their respective levels are linked according to their relationships as defined by the self-structural interaction matrix.
MICMAC Analysis
To develop a MICMAC analysis, we applied the LIPSOR-EPITA-MICMAC© software (version 6.1. 2 of 2003/2004) , that is freely distributed by creative commons license by La prospective organization (www.laprospective.fr) [64] . The software was developed in France, by the IT innovation institute (3IE) of the Graduate School of Computer Sciences (EPITA).
It was defined a relationship scale represented into the direct relationship matrix (Table A3 ). The participants were asked to identify how strong or weak is the relationship between the pairs of risks. We use three levels as represented in Table A3 to match with the software input formatting: strong (denoted by 3), moderate (denoted by 2), and weak (denoted by 1). Data from Table A3 were inputted into LIPSOR-EPITA-MICMAC© software and ran to stabilize the direct relationship matrix. Two reports will be explored on this study: the map of influences (also cluster of variables) and the indirect relationship that represents relationships from weak to strong, identifying variables interacting with the greatest number of connections and variables with less interactions on the system. The map of influences represents the variables in four quadrants or zones. Those zones are defined as: zone I, variables that are considered autonomous, that is, risk factors that has no dependence or weak dependence on another risk factor; zone II, variables that are predominantly dependent, that is, the appearance of another risk factor would probably conduct those risks to happen; zone III, are the connecting variables, that is, variables that most influence others; and zone IV, the most independent variables into the model, that is, risk variables that receive weak influence from others variables, but are not completely autonomous as risk factors in zone I. The second report, the indirect relationship graph, will be discussed only using the strongest indirect influences.
Results

Interpretive Structural Modeling
Data collection occurred between December 2017 and May 2018 and involved the participation of 26 professionals from different companies. Their observations aimed to construct the interaction between the twenty-two risk factors, which represented the examination of 231 pairs of risks. The starting point of the ISM method was the structural self-relationship matrix (Table 2) where each pair of risk factors were identified by the relationship criteria, as V, A, X or O as described in the methodology. R22 R21 R20 R19 R18 R17 R16 R15 R14 R13 R12 R11 R10 R9 R8 R7 R6 R5 R4 R3 R2
The self-structural matrix is transformed into the binary initial accessibility matrix (Table A1 ). The assigned values: V, A, O and X, are transformed to equivalents according to the rule described on the methodology (Section 3.2). When a pair is formed by the same variable, as R1 with R1, it is represented by 1. Once the original binary matrix has been concluded, and before continuing with the process, it is necessary to make a check of the transitivity on it.
This verification consists of: if variable A is related to another B, and the variable B is related to another C; then the variable A and C are related. The transitivity check is made line by line in Table A1 . As result from this checking process, we obtain the Final reachability matrix (Table A2) , which identified relationship (indicated by *). As an example, we can observe in Table A1 that R1 is related to R7, and R7 is related to R3, then the interaction R1 and R3 (with value of 0) is transformed into 1* in Table A2 .
The analysis of levels of risk factors is done using the canonical matrix (Table A2 ). The reachability sets are formed from the factors related in the horizontal direction, while the antecedent sets are obtained from the vertical direction for each risk factor. We can examine the case of R1 in Table A2 as an example; The reachability set will be all variables with values of 1 or 1* into the rows intersections with R1: R1, R2, R3, R4, R5, R6, R7, R8, R9, R10, R11, R12, R13, R14, R15, R16, R17, R18, R19, R20, R21, and R22. The antecedent set will be all variables with values of 1 or 1* into the columns intersections with R1: R 1, R2, R3, R4, R5, R6, R7, R8, R9, R10, R11, R12, R13, R14, R15, R16, R18, R19, R20, R21, and R22. Intersection points are identified when the same set appear in both columns. The same process is followed to define all the levels as showed in Tables A4-A10 (Appendix B) .
The interpretive structural model is constructed based on the levels identified from Tables A4-A10 (Figure 2 ). Each variable is placed according to the corresponding level and the relations are established from the top-level variables (bottom of the model) to the lower-level variables (top of the model).
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Values from Table A3 are set into the MICMAC software© to run the analysis. Risk cluster is represented by the map of influences or MICMAC matrix (Figure 3 ). On the map of influences, the variables are represented into four zones according to their driving and dependence force. Those four factors zones are: independent (Z1), autonomous (Z2), linkage (Z3) and dependent (Z4). The information from Figure 3 is employed to generate the graph of indirect influences ( Figure  4 ). This graph represents the intensity of all 231 pair of linkages by their intensity, from strongest to the weakest. To simplify the understanding, Figure 4 shows only two levels; the most important and the strong influences as considered the most important into the system. The information from Figure 3 is employed to generate the graph of indirect influences (Figure 4 ). This graph represents the intensity of all 231 pair of linkages by their intensity, from strongest to the weakest. To simplify the understanding, Figure 4 shows only two levels; the most important and the strong influences as considered the most important into the system. Classification (MICMAC) software ® (version 6.1.2; 3IE/EPITA, France).
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Interpretive Structural Modeling
The interpretive structural model on Figure 2 represents the interaction between 22 risk variables on the Brazilian wind power supply chain. The variables are connected by arrows from the higher-level (bottom of the figure) to the lower-level (top of figure) . Risk variables on top of the Figure 2 are influenced by the interconnection of the remaining risk variables. Risk variables on the bottom are risk factors not influenced by any other risk of the system, but instead, their appearance affects the entire structure. The basis of the model shows risk factors outside control of the system and established by external variables, as environmental conditions or policies defined by governments.
Four risk variables: Demand risks (R8), Risks by losses due to wind quality (R14), Transport risk (R6) and Natural hazards risk (R11) are in the bottom of the system. In fact, environmental dimensions, as wind variation and extreme natural conditions are not under control by the companies. The demand of parts and components as an external risk factor is due to the continuous growth feature of wind power projects, and according to the participants observation, the demands depend on energy auctions defined by the government. Risk by transportation as another external factor indicates that movement of parts and components are managed by third-party specialized companies in charge of this operation.
Demand risk (R8) has direct linkage with Public policy and regulatory risk (R20). Wind power projects will keep expanding in the coming years, increasing the demand of parts and components, and influencing the definition of public policy focused on incentives, as tax reduction, public funding, and attraction of investment. Public policy and regulatory risk (R20) have direct linkage to Interconnection networks failure (R15) and Labor force unavailability (R2). In fact, those risk factors have a direct relationship to the public policy on improving the Brazilian national interconnection system, to maintain a required level of trained workers to support the projects. Labor force unavailability (R2) influences two risk factors: Operation and maintenance risk (R10) and Supply risk (R5), otherwise, an absence of trained workers would influence those two main functions of the wind power supply chain, the operation and supply of wind power projects.
Losses due to wind quality (R14) was identified as linked to the energy price variation risk (R16), and this to the public opposition risk (R4). Wind projects are commissioned by energy auctions by the Brazilian government's regulatory institution. Those auctions depend on projections of the energy market and on the capacity to fulfill future demands. On this sense, energy price is the key to maintain infrastructure investments. The relationship between public opposition (R4) and energy price (R16) could be an indicator that wind power projects investments are perceived mostly as positive by public opinion in Brazil, creating direct and indirect employment and improvements in infrastructure in remote places. The link between public opposition (R4) and supply risk (R5) could be to the fact that an opposition must hinder investments and supply to the projects.
Transport risk (R6), coordinated by specialized third-party companies, is connected to supply risk (R5). This relationship shows a third component influencing the supply of parts and components. As mentioned before, the characteristic of the Brazilian country and onshore wind power facilities, places the transportation as a key function into the analyzed system. The last risk factor on the bottom, Natural hazards risk (R11) deals with serial damages (R12) and ecological damage risk (R18). Those relationships are easy to understand since severe conditions are one of the sources of serial damages into wind parks and the ecological damages caused by wind parks structures.
Six risk factors are on the top of the model that represents the lower-level of the system. Construction risk (R7) is impacted by technology and innovation risk (R3) and financial risk (R1). On this section we also have a triangular linkage between technology and innovation risk (R3), financial risk (R1) and interconnection network failure risk (R15). Financial risk (R1) as can be expected presents a greater number of links because the lack of available funding will impact contracts management, leading to construction risk (R7), delays risk (R9), security risk (R22) and third-party service risk (R17). Operation and maintenance risk affect directly third-party service risk (R17) and third-party service risk (R17) leads to security risk (R22).
Quality risk (R21) is affected by two risk factors, third-party service risk (R17) and serial damage risk (R12). The support of third-party companies represents technical assistance, maintenance and advisory services, otherwise, a set of supporting service to guarantee the expected quality of operations of wind projects. The second risk factor affecting quality is serial damage (R12), conducted by IT/communication risk (R19) and natural hazard risk (R11). Serial damages can be critical on wind parks, due to the time and effort that could be needed to fix the damages and recover the energy generation levels. The last factor is the legal and responsibility risk (R13) that was identified in direct relationship with ecological damages risk (R18). This linkage shows the importance of ecological guidelines accomplishment by the projects. This could be the source of legal implications causing heavy penalties.
MICMAC Analysis
The MICMAC analysis is based on the strength of the relationship between risk variables. As results of the linkage levels we obtained two reports, the map of influences (Figure 3 ) and the graph of indirect influences (Figure 4) . The map of influences divides risk variables in four zones according to their driving and dependence power. Driving power is a capacity of the variable to conduct risk to or from other variables, while dependence power is the capacity to absorb risk from other risk variables. The four zones and the risk factors are:
• Z1, independent factors: on this zone lies seven risk variables, around 32% of risk factors. This zone represents variables that are little dependent but most conductive. Variables on this zone are labor force unavailability risk (R2), technology and innovation risk (R3), transport risk (R6), natural hazards risk (R11), energy price variation risk (R16), ecological damage risk (R18) and public policy and regulatory risk (R20). Some transformation on those risk factors on this zone would affect the whole system. It is important to understand which variables can be prioritized to design mitigation strategies by the companies on this zone. Transportation risks (R6) and Technology and innovation risk (R3) could be monitored to implement action strategies to guarantee a better performance of the system. Variables not under control need to be supervised, in an attempt to prevent changes and improve mitigation strategies, as natural hazards (R11) and public policy and regulatory risks (R20).
• Z2, autonomous factors: this zone identified three risk factors, demand risk (R8), losses by wind quality risk (R14) and IT/communication risk (R19). Those risk factors, with less conductivity and dependence on the system, are variables that demand less attention at the current situation. The Brazilian wind power industry is expected to keep growing, which is the reason why factors such as demand, and wind quality are considered under control and do not represent considerable risk levels to the system. The wind power projects are characterized by high investment in the latest technology, including implementation of IT/communication technologies, which qualifies them as autonomous risks into the system. • Z3, linkage factors: this zone is characterized by risk factors that are most conductive and dependent. That is, variables affected by changes into the system, and at the same time, conducting to others. Those risk variables are positioned usually in the middle of the model linking the top and bottom levels. Four risk factors (around 18%) were identified into this zone: financial risk (R1), supply risk (R5), construction risk (R7) and operation and maintenance risk (R10). A change into those risk variables leads to instability into the system. • Z4, dependent factors: with seven risk factors (32%); public opposition (R4), delays risk (R9), legal and responsibility (R13), interconnection network failure risk (R15), third-party service risk (R17), quality risk (R21) and security risk(R22). Those risk factors are characterized by their high dependence, absorbing more easily the changes on the system, but at the same time, lower conductivity. Those variables can be followed as indicators of the stability on the system, because the observation of changes on those variables could indicate any other factor affecting the system stability.
A special case can be observed on serial damage risk (R12), on the middle between independent and linkage factors. This variable is intermediate on dependence but higher on conductivity, but is located between two zones, Z1 and Z3. Potential serial damages need attention on the design of strategies to maintain the system without important impacts on the analyzed risk factors. We can observe a relatively balanced distribution of risk variables in the driving power or the dependence power individually. Twelve risk factors lie above the midline and ten under the middle of the driving power scale. Similarly, twelve risk factors are on the right side of the middle dependence power and ten risk factors in the left.
When a great number of risk factors interact into the system, there are not only direct linkages. To study the system's complexity, we need to observe the indirect influences to obtain a complete overview of the interactions. The graph of indirect influences (Figure 4) represents the strongest levels of influences. The observation of indirect influences provides understanding of changes that could happen in the future between the interactions. If the strongest influences are maintained in the coming years, they have potential to become direct influences, while moderate influences can also be understood as links with potential to be stronger as some changes are introduced into the system. Two risk factors on Figure 4 receive the strongest indirect influences: construction risk (R7) and quality risk (R21). Those risk factors were also classified as lower level into the ISM ( Figure 2 ) and with highest level of dependency on the map of influences (Figure 3 ). Construction risks are linked with supply risk (R5), public policy and regulatory (R20) and financial risk (R1). Then, the achievement of construction standards also depends on a strong influence by the supply of materials, public and regulatory factors, as environmental studies developed before licensing the construction and the financial security to achieve contract schedules.
Quality risk (R21), also receives strongest indirect influences by three risk factors, construction risk (R7), public policy risk (R20) and financial risk (R1). Some of the risk factors are constant comparing the observed construction risks (R7). This result shows the importance of public policy and financial factors into the Brazilian wind power supply chain. The increase in generation is not only due to natural conditions such as wind quality but are more related to strategic decisions taken to support the supply chain of wind projects.
Risk Management Implications
The results represent the understanding of the participants from the wind power projects and not from a specific company. They represent a current picture of the Brazilian wind power supply chain. The study of direct and indirect influences, by ISM and MICMAC, are important tools for decision makers, and useful not only to companies, but also to guide policy planning for local or regional governments, and to develop strategies to attract and support investments. An important risk factor identified in a specific scenario, such as transportation risk, can be discussed to find mitigation alternatives between the stakeholders and improve its performance into the system.
As the current market is characterized by its volatility, especially according to international commerce agreements, companies need to evaluate risks affecting the activities on a continuous way. The process can lead to important decision making on the projects. As an example, when third-party companies represent an important risk factor in a context, the company can identify which partners represents higher dependence and search alternatives, as to identify potential new partnerships or to help developing local companies to diversify its portfolio as a strategic movement. Figure 5 combines the ISM and MICMAC graphs where risk factors are represented by color identifying the zones. The ISM applies to the direct relationship, while MICMAC analysis contemplates indirect levels between those relationships. The strongest indirect influences are linked to construction risk (R7) and quality risk (R21). The serial damages risk factor (R12) lied between two zones (independent and linkage), which is the reason why it is represented by a special color. The MICMAC analysis divided risk factors in groups. A first step to ensure the success of wind power projects depends on the control of risk factors that are more conductive (higher driving power). Those variables are more unpredictable on the way they affect the system, influencing other risk factors more easily. The focus on mitigation of driving risks could represent an isolation of risk variables before their spread to other factors. Also, risk factors with more dependence power, that are more easily affected by any change into the system and absorb their impacts.
Conclusions
The study presented here aimed to analyze a set of risk factors identified in the literature about wind power supply chain projects. They were evaluated with a group of experts that compared those risk factors in pairs to generate data to a structural analysis by ISM and MICMAC methodology. The information represents an important understanding of risk factors and their implications in the wind power system into the Brazilian context. This understanding allows for more accurate and cautious decision making in organizations, helping to focus efforts on the implementation of more effective mitigation strategies and improve the supply chain.
Since the supply chain is influenced by uncertainties, studies to identify risk factors and modeling their interactions are increasing in importance. Two characteristics of risk factors were discussed on this paper. First, the level of risk into ISM representation. Lower risk factors of the model Risk factors on top of the ISM are variables under less control by the system. Those variables depend on external factors, not under control by companies on the system and most difficult to handle. Natural hazards and wind quality can be analyzed using environmental studies or historical data, and the mitigation strategies could consist of insurance plans. The result of demand and transport on top levels could represent external stakeholders regarding the interviewed professionals. Demand of part and components has direct relation to energy projects commissioned by the government, while transportation is managed by third-party companies, which were not considered on this study. The mitigation strategy of transportation risks could be also complex, because most of the projects are in remote places, with limited infrastructure to support the translation of big structures, as blades, generators, hubs and towers. Local governments are key actors in defining mitigation strategies and improving infrastructure conditions. The MICMAC analysis divided risk factors in groups. A first step to ensure the success of wind power projects depends on the control of risk factors that are more conductive (higher driving power). Those variables are more unpredictable on the way they affect the system, influencing other risk factors more easily. The focus on mitigation of driving risks could represent an isolation of risk variables before their spread to other factors. Also, risk factors with more dependence power, that are more easily affected by any change into the system and absorb their impacts.
Since the supply chain is influenced by uncertainties, studies to identify risk factors and modeling their interactions are increasing in importance. Two characteristics of risk factors were discussed on this paper. First, the level of risk into ISM representation. Lower risk factors of the model are affected by a greater number of factors, while top of the model represents risk factors not under control by the sample of companies represented by the participants. A second characteristic was the conductivity of risk factors into the system. Risk factors with better conductivity must receive more attention in the first stage. The capacity to conduct risk into the system could impact the supply chain in most unpredictable way. While independent variables receive less influence, linkage variables are most conductive and dependent of risks into the supply chain. In second place, risk variables with lower driving power and high dependence power. Those risk factors are critical being affected more easily, while the autonomous risk variables have less interaction into the system.
As presented throughout the paper, the ISM-MICMAC approach developed on this study has advantages when applied to complex systems, such as the Brazilian wind power supply chain. Both methods were applied to a systemic process, and participants needs to focus on the pair of variables instead of knowing all the process. The results represent the view of a group of participants, as the process assist participants to reflect on the importance of the development of a structural analysis, graphical models and matrices, which are useful in the understanding and discussion of their characteristics, to identify key issues, and to develop mitigation policies.
The study has limitations associated with structural analysis and expert groups participation. Experts' opinions are important to understand a system, but they are nonetheless subjective data from a focal group. A combination of participants from different companies and regions was the strategy used, aiming to collect a wide range of information. This research is going to continue by exploring mitigation strategies with stakeholders and exploring their objectives and limitations in the system. 
