Le degré minimal du groupe d'un code bipréfixe fini  by Perrin, Dominique
JOURNALOFCOMBINATORIALTHEORY,S~~~~S A 25,163-173(1978) 
Le degr6 minimal du groupe d’un code bipkfixe fini 
DOMINIQUE PERRIN 
Um’versitk de Haute Normandie, Department de MathLmatiques 
et Laboratoire Informatique Thkorique et Programmation, 
BP 67 76130, Mont St Aignan, France 
Communicated by Gian-Carlo Rota 
Received August 10, 1976 
Some finite sets of words, the so-called biprefix codes, are known to be as- 
sociated with some transitive groups. We show here that if n is the degree of the 
group and d its minimal degree, the difference n - d tends to infinity with n. 
INTRODUCTION 
On nomme code sur un alphabet A une partie C du mono’ide libre A* qui 
engendre par concatenation un sous-monoi’de isomorphe au monolde libre 
sur l’ensemble C (c’est-g-dire que tout mot de A* a au plus une factorisation 
en mots de C); on peut se reporter, pour une presentation de ces objets, 
a l’article de Nivat [4] ou au livre de Eilenberg [2], par exemple. A tout code 
C fini et maximal (en tant que code), on peut associer une groupe de permuta- 
tions transitif qui traduit le comportement des “longs” mots de A* vis-a-vis 
de C* (cf. [9]). 
Le role de ce groupe devient essentiel pour une classes trbs particuliere 
de codes, que l’on nomme codes biprejhes et qui ont CtC Ctudies par Schiitzen- 
berger en [8, lo]. Par exemple, un code biprtfixe ne correspond a un groupe 
trivial que s’il se reduit lui-meme a I’alphabet. Le cas oti ce groupe de 
permutations est imprimitif a CtC CtudiC, dans le cadre plus gentral des 
codes prefixes, par Perrot [7] et il correspond a une propriete de decom- 
posabilitt du code. Nous avons montre que, dans le cas oh le groupe d’un 
code biprtfixe fini est primitif, il est alors toujours a moins deux fois transitif, 
except6 le cas trivial ou il est cyclique (cf. [5] ou 161). La preuve de ce resultat 
utilise un theoreme bien connu de Schur (cf. [I 11) et le fait que le groupe dun 
code biprefixe fini ne peut &tre un groupe de Frobenius, sauf si son degre 
est Cgal B 3. 
Le but de cet article est d’etablir une generalisation de cette dernibre 
proprittt: nous montrons ici que sin est le degrC du groupe d’un code biprkjixe 
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jini et d son degrt! minimal, la d@?&-ence n - d tend vers I’infni avec n. On en 
deduit en particulier que pour n assez grand (n > 36) le groupe d’un code 
biprefixe fini ne peut &tre un groupe de Zassenhaus (d = n - 2); et il ne 
subsiste que bien peu de groupes primitifs deja connus qui puissent apparajtre 
comme groupe d’un code biprefixe fini pour de grandes valeurs de n (en 
dehors des groupes lineaires GL(k, 2) et, bien stir, des groupes alter& et 
symetrique). L’inttr&t de cette question est Cvidemment soulignt par le fait 
qu’il existe un algorithme, etabli par Cesari [l], qui permet de construire 
par transformations successives tous les codes biprefixes finis dont le groupe 
a un degrt donne. Et si, dans bien des cas ce groupe est symetrique ou alterne, 
nous montrerons ici, dans une derniere partie en forme d’exemple, que I’on 
peut obtenir, pour un degre egal a 9, tous les groupes primitifs qui ne sont 
pas CliminCs par des r&hats gtntraux. On se reportera par ailleurs a [5] 
pour un traitement complet des codes biprefixes finis dont le groupe a un 
degre au plus tgal a 11. 
1. CODES BIPR~~FIXES 
1.1. Codes pr$xes 
Soit A un ensemblefini nomme alphabet et A* le monoi’de libre sur A. Un 
code pr&ixe sur l’alphabet A est un ensemble C de mots de A* tel qu’aucun 
d’eux ne soit facteur d’un autre mot de C: Qc, d E C, {c E dA* =S c = d}; on 
verifie (cf. par exemple [2, p. 881) qu’un sous-monolde L de A* est engendre 
par un code prtfixe ssi il est unitaire, c’est-a-dire: Qp, q E A*, {p, pq E L 3 
4ELl. 
Pour un mot f E A*, on notera J l’image miroir de f, c’est-a-dire le mot 
P=xn...xZxl,sif=xlxg...x,,avecxi~A. 
Un code bipr$ixe est un ensemble C de mots tel que C et (? soient des 
codes prefixes. 
On dit qu’une partie L de A* est compl&e (a droite) si pour tout mot 
p E A*, il existe un mot q E A* tel quepq E L, et on sait (cf. [2, p. 931) qu’un 
code prefixe C est maximal ssi le sous-monolde C* engendre par C est complet. 
La proposition suivante est essentielle: 
PROPOSITION [8]. Soit C un code pr&xe$ni maximal; alors c est pr.$xe ssi 
P* est complet. 
On trouvera aussi en [2, p. 961, une preuve de cette propriete. On en deduit 
qu’un code biprefixe fini est maximal ssi il est maximal en tant que code 
prefixe. Nous traitons ici exclusivement de codes pr&ixes (ou biprefixes) 
maximaux et nous dirons done simplement code prefixe ou code biprefixe 
pour code prefixe (ou biprehxe) maximal. 
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Un exemple trivial de code biprefixe est le code homogt?ne C = A* formt 
de tow les mots de longueur n E N. 
1.2. Pr&jixes d’un code 
Soit C un code prefixe sur l’alphabet A; on dit qu’un mot p E A* est un 
prkjiixe de C s’il est facteur gauche propre dun mot de C; on notera P 
l’ensemble des prefixes de C; comme C* est complet, P est aussi- l’ensemble 
des mots qui n’ont pas de facteur propre dans C: P = A*\CA*. 
Tout mot f E A* s’ecrit de facon unique d = cp avec c E C*, p E P et on 
d&nit done une action de A* sur P en posant: 
VP E p, ‘df E A*, P.f =P’ ssi pf E C*p’. 
Le sous-monoIde C* est alors l’ensemble des mots c E A* tels que 1 * c = 1; 
l’action de A* sur P d&nit done ce qu’on nomme un automate reconnaissant 
C*. On notera cpc (ou simplement y) l’homomorphisme ainsi defini de A* 
dans le mono’ide de toutes les applications de P dans lui-mbme: 
VP (5 p, VfE A*, Pdf 1 = P .J 
Remarque. L’automate minimal reconnaissant C* est image homomorphe 
de l’automate defini ci-dessus; il en est le quotient par l’equivalence dtfinie 
ainsi sur P: 
VP, P’ E P\Ul, P - P’ ssi VUE A* PUEC *p’uEC. 
2. LE GROUPE D’UN CODE BIPRtiFIXE 
2.1. Le groupe G(G) 
Soit maintenant C un code biprefixe jini; le mono’ide VA* defini ci-dessus 
est alors fini et posdde done un ideal minimal, formt des applications de 
rang minimal. Ce dernier est une union de groupes de permutations tous 
equivalents a un groupe note G(C), et qui est par definition le groupe du 
code C. Ce groupe est transitif et son degre, qui est le minimum des rangs 
des elements de ?A*, est le degre’ du code C, note d(C). On remarquera qu’un 
code biprefixe de degre Bgal a 1 se reduit a l’alphabet. 
Remarque. Le monofde syntaxique M(C*) = YA* (cf. 121) de C*, est 
image homomorphe de FA *; ils ne sont pas en general Cgaux, mais le groupe 
de structure G de l’idtal minimal de M(C*) est isomorphe a G(C) et la 
representation de G sur les classes laterales du sous groupe G n Y-V* est 
Cquivalente a G(C) (cf. [5, 71). 
Nous allons maintenant dtcrire la facon dont le groupe G(C) apparait 
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dans les mots de A*, ce qui nous permettra den dormer une definition 
equivalente. Notons pour cela R l’ensemble des mots qui ne sont pas facteur 
interne d’un mot de C; 
R est un ideal bilatere qui est finiment engendre puisque tout mot de longueur 
superieure au maximum des longueurs des mots de C est dans R. 
PROPOSITION [lo]. R est I’ensemble des mots dont l’image par q est une 
application de rang minimal dans VA*. 
DPmonstration. Soit f $ R et montrons que le rang de pf n’est pas 
minimal; par l’hypothese, il existe U, zj E AA* tels que ufv E C. Du fait que 
u # 1, il existe au moins un t # u tel que tfv E C et le rang de p(fv) est done 
strictement inferieur 9 celui de yf. Reciproquement, si le rang de yf est 
inferieur a celui de v(fg), il existe U, t E P tels que u . f # t . f et u * fg = 
t . fg; on peut toujours supposer que ufg, tfg 6 C*; mais alors, si f = pq, avec 
up~C.onatp~Cetdoncu.f=t.f;cecimontrequeg=g,g,,avec 
ufgl E C, et done f E R. 1 
Definissons maintenant, pour tout mot f E A* les ensembles P(f) et Q(f) 
par: 
P(f) = {pEP/feA*p> et Q(f) = {q E Q If E qA*l 
oti Q designe l’ensemble des facteurs droits propres des mots de C (i.e., & est 
l’ensemble des prefixes de C). On dtduit alors de la proposition deux corol- 
laires. 
COROLLAIRE 1. Pour tout f E R, les ensembles P(f) et Q(f) ont d(C) 
Gments. 
Soit en effet f E R; pour tout p E P, il existe un unique q E Q tel que 
f E qC*p et reciproquement; comme de plus P(f) est l’image de l’application 
TJ on obtient le corollaire. 1 
COROLLAIRE 2. Pour toute lettre a E A, on a adtC) E C. 
Soit en effet n E k! l’entier tel que an E C; alors an-l E R puisque si 
ua+lv E C, il existe un entier k E N tel que uan+le-l E C, ce qui implique soit 
u = 1 et k = 1, soit k = 0 et v = 1. Comme P(a”) = (1, a ,..., an-l}, on 
obtient le resultat. i 
2.2. La rtfpr&entation ergodique 
Soit r un element de R fixt; pour tous u E A*, g E R et p E P(r), il existe un 
unique p’ E P(r) tel que: p * ug = p’ * g. 
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En effet, pour tout p E P(r), il existe un unique q E Q(q) tel que puq E C* 
et un unique p’ E P(v) tel que p’q E C *. On notera yg(u) la permutation ainsi 
definie sur P(r): 
L’application y ainsi definie, de A * x R dans le groupe symetrique sur d(C) 
points, est la reprksentation ergodique de C (relative a r E R). 
Les differentes applications ys , pour g E R, sont likes par les Cgalitts 
suivantes: 
qui montrent que y dtfinit ce qu’on nomme un transducteur sequentiel a 
gauche (cf. [2]). On a de plus, pour tout g E R et t E A*, yst = ys . 
La proposition suivante montre que les ys donnent une definition Cquiva- 
lente du groupe G(C), puisqu’elle signifie que y est une application de R x A* 
sur G(C): 
PROPOSITION. L’ensemble des yJu), g E R, u E A* est un groupe Pquivalent 
ci G(C). 
DPmonstration. Soit e l’idempotent du monoPde ?A* qui est l’tlement 
neutre du sous-groupe de FA* contenant qgr; pour tout mot u E A*, l’appli- 
cation v(u)e a pour image P(r) et sa restriction a P(r) est la permutation v 
definie par les relations: Vp E R, pv = pT(u)e; si l’on fait agir yg sur les deux 
membres de cette CgalitC, on obtient done, en tenant compte de l’egalitt 
eyg = vg, la relation: (pi) vg = pv(ug), qui montre que v = y,(u). Ainsi 
tous les elements de yy(A*) s’identifient a des elements du sous-groupe de 
cpA* contenant vu qui, par definition, est equivalent a G(C). 1 
Remarque. Soit v la representation de Schiitzenberger a gauche de qA* 
sur son ideal minimal (cf. [S]); la demonstration ci-dessus montre que rg(u) 
est Cgale a v,,(qu). On montre de plus (cf. [SJ) que l’homomorphisme defini 
par y, de A* dans G(C)R a pour image le mono’ide syntaxique de C*. 
Nous reviendrons frequemment sur le cas de l’exemple suivant: 
EXEMPLE. En choisissant r = g = an, oh n = d(C) et a E A, on obtient 
le groupe G(C) comme forme de toutes les permutations a(u), avec u E A*, 
dtfinies par: 
Vi,j E (0 ,..., n - I>, h(u) = j ssi aiuan+ E C*. 
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2.3. La profondeur de C 
Nous donnons maintenant une d&nition qui permet d’effectuer une 
reduction de y et d’obtenir un ensemble de gentrateurs aussi petit que 
possible de G(C). 
Nous dirons que y est dejinie en f E A* si pour tous mots x, y E A* tels que 
fx, fy E R, on a yjx = yf2/; on designe alors par yj le valeur commune des 
ysz , pour fx E R. L’ensemble des mots en lesquels y est definie forme un 
ideal bilatere de A* qui contient R; on nomme alors profondeur du code C 
le plus petit entier k tel que y soit definie en tout mot f E A”. 
PROPOSITION. Le groupe G(C) est engendre’ par les permutations yf(a), 
pour tout f E A” et a E A. 
Comme on le vtrifie aidment. On remarquera qu’un code est de profondeur 
0 ssi il existe un groupe G et un homomorphisme y de A* sur G tel que C* = 
y-l(H), pour un sous-groupe H de G. On sait [lo] que C ne peut alors ltre 
finit que s’il est homogene, et nous retrouverons d’ailleurs ce resultat ci- 
dessous (cf. Section 2.2). 
Remarque. On demontre (cf. [5]) que y est definie en f E A* ssi l’image 
de f dans le monoide syntaxique M(C*) appartient B l’ideal minimal de ce 
dernier. 
3. LE DEGRfi MINIMAL DE G(C) 
3.1. Soit C un code biprefixe fini de degre n; si C est le code homogene 
de longueur n, C = A”, son groupe est le groupe cyclique Z/n, dont le degre 
minimal1 d est Bgal a n. Le resultat suivant montre que dans tous les autres cas, 
la ditfeerence n - d tend vers l’infini avec n. 
THI~OR~ME. Soit C un code bipr@xe jini de degre n, distinct du code 
homogene. Le degre’ minimal d du groupe G(C) satisfait 1’inPgalitP: 
d<n-n1J2/2+ 1. 
3.2. Proprietes prkliminaires 
Etablissons tout d’abord un lien entre le degrt minimal de G(C) et la 
profondeur de C: 
1 Rappelons que le degrC minimal d’un groupe de permutations de degrk n est la diff&ence 
n - k, ou k est le nombre maximum de points fixes d’un ClCment de G qui n’est pas l’identitc 
(cf. 1111). 
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LEMME 1. Soit C un code biprt$xe jini de longueur moyenne n, d le degre 
minimal de G(C) et k = n - d. Alors y est d&ie en tout mot f E Ak n’ayant 
pas de facteur dans C. 
Dc!monstration. Soit f = ala2 .a* ak un mot de AL; il now faut montrer 
que si f ne possede aucun facteur qui soit un mot de C, alors pour tous 
x, y E A* tels que fx, fy E R, on a ysz = yfV . Soit done u E A* et considerons 
les deux permutations y,,(u) et Yfy(u) de P(r). Pour tout entier i, 1 < i < k, 
notons pi I’ClCment de P(r) defini par pYa, *.* ai E C* et pO dtfini par: 
p,u E c*; tous les pi sont distincts puisque si pi = pj, avec i < j, cela 
implique ai+l ... aj E C*, en contradiction avec l’hypothese. Ainsi, pour 
tout i, 1 f i < k, on a pi(rrz(u))-l = pi(yfy(u))-l et cela implique rrz(u) = 
yfy(u) puisqu’un aucun element de G(C) distinct de 1 ne peut fixer k + 1 
points. 1 
Nous Ctablissons maintenant un lemme de nature combinatoire sur les 
permutations dun groupe de degre minimal don& contenant un cycle de 
longueur Cgale au degre: 
LEMME 2. Soit G un groupe de permutations de degrt! n et degre’ minimal 
n _ k contenant un cycle 01 = (1 2 *+- n) de longueur n; alors, si n 3 4k2 + 
8k + 2, tout Plkment TT de G n’appartenant pas au sous groupe cyclique (a> 
possPde plus de 2k + 1 descentes, c’est-h-dire qu’il existe au moins 2k + 2 
entiers i tels que irr < i. 
Dt!monstration. Soit n une permutation de G n’appartenant pas a (a) et 
supposons que rr possede au plus 2k + 1 descentes. Soit D = {i E [n] 1 
in. < i> l’ensemble des descentes de TT et M = [n]\D son complementaire, 
qui est l’ensemble des montees. 
Soit maintenant S = CisM (i7r - i) = xieD (i - i7r). 
(a) Puisque D a au plus 2k + 1 elements et que, d’autre part, pour tout 
i E D, on a i - irr < n - 1, on en deduit que S est majorte par: S < 
(2k + I)(n - 1). 
(b) Ordonnons les montees i E A4 par ordre de ir - i non d&croissants; 
c’est-a-dire qu’on dtfinit un ordre < sur M qui vtrifie: i < j * irr - i < 
jr - j. Posons n - 1 = uk + a, avec z, < k et notons N l’ensemble des 
n - 1 - 2k - u premiers elements de M: j N 1 = (u - 2)k. Effectuons une 
partition de N en u - 2 intervalles consecutifs (pour l’ordre <): N = 
z, + ... + ZUpz oh chaque Z,. a k elements. Montrons maintenant par rtcur- 
rencesurr, 1 <r < u-2,que: 
Vi E Z, , ir - i > r. 
Cela est Cvidemment vrai pour r = 1; nous supposerons maintenant par 
l’absurde que le plus petit element j de Z, (pour l’ordre <) soit tel que 
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jr - j < r - I. Par hypothttse de recurrence, Vl E ZTel , 17~ - 1 > r - I 
et on doit done avoir, par construction Vl E Z,.-1 , 1 T - 1 = I - 1. Mais 
dans ce cas, TT co’incide avec 01?-l sur I’ensemble Z, u {j} qui contient k + 1 
points et comme le groupe G est de degrt minimal n - k, cela implique 
7~ = &r-l, d’oh la contradiction. 
On en deduit une minoration de S par la suite d’inegalites: 
u-2 u-2 
S>C(ir-ii)= C C(iT-i)> Ckr=k(U-2)2(u-l). 
iEN r=l &I, T=l 
En comparant avec la majoration obtenue en (a), on obtient l’intgalite 
n ,( 4k2 + 8k + 1, d’oh le Iemme. 1 
Le lemme suivant Porte exclusivement sur les codes biprtfixes; rappelons 
que deux mots f, g E A * sont conjugue’s si, par definition, il existe U, ~3 E A * 
tels que: 
f = 242~; g = vu. 
LEMME 3. Soit C code bipr$xe$ni de degrt! n; C* ne peat contenir toute 
enti2re fa classe de conjugation d’un mot de longueur strictement infkrieure ci n. 
D6!monstration. Soit c un mot de C* dont tous les conjugues sont dans C*: 
c = uv a vuEC*; soit k un entier tel que ck E R (k existe car C est fini). 
Alors P(c”) est constitue de facteurs droits de C puisque, si p E P(c”), en 
posant p = vcT, avec c = MU, on obtient p = (vu)% et done p E P(c); cela 
implique que 1 P(c”)I est bornee par la longueur de c qui done &tre au moins 
Cgale a n. a 
On choisit a partir de maintenant une lettre x E A fixee et on choisit, avec 
les notations de Section 2, r = xn; on identifiera G(C) a un sous groupe du 
groupe symttrique S, operant sur [n] = (1, 2,..., n} en identifiant xi E P(x”) 
et i + 1 E [n]. Pour tout g E R, la permutation y,(x) est done Cgale au cycle 
a = (1 2 ... n). 
LEMME 4. Soit k < n un entier tel que y soit d&inie en 2; alors pour tout 
f E AZ, la permutation u = yzk( f) 01~ a au plus k + 1 descentes. 
Dkmonstration. Pour tout facteur gauche t # I de fxk, il existe un et un 
seul i E [n] tel que xi-l E tC*; ainsi, xi-lfxk est un prefixe de C pour n - 
I fx” I = n - k - I valeurs de i E [n]. 
Soit alors i E [R] tel que xi-lfx” soit un prefixe de C et montrons que i n’est 
pas une descente de u, c’est-a-dire que io > i + 1. Supposons par I’absurde 
que ia < i et notons s = i - ia; dtsignons par F l’ensemble F = {u E A* / 
xi-la E C} et montrons que fx k+sF C F, ce qui implique que F est infini, d’oh 
la contradiction. 
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Soit done u EF, alors 1 . xi-!Jxk+% = 1 . x~~-~x% = 1 et xi-lfXk+% 
appartient done a C*; on vtrifie aistment qu’il doit en fait appartenir a C, 
puisque xi-l$9 est un prtfixe et on obtient enfin fxk+% E F, d’oti la conclu- 
sion. 1 
On dtduit immediatement de ce lemme le resultat mention& en 2.3: 
COROLLAIRE 1 [lo]. Si C est de profondeur 0, il est homogzne. 
En effet, d’apres le lemme precedent, pour toute lettre y, la permutation 
rl( y) a au plus une descente, c’est-a-dire que rI( y) = 01. I 
On en deduit alors la propriete suivante qui est un cas particulier d’un 
resultat de Perrot portant sur le cas plus general des codes prefixes: 
COROLLAIRE 2 [7]. Si G(C) est un groupe rkgulier, C est homoghne. 
C’est en effet, le cas d = n du Lemme I et C est done alors de profon- 
deur 0. 1 
3.3. Fin de la preuve du tht!orsme 
Nous supposons maintenant que le degrt minimal d de G(C) verifie 
d >, n - n112/2 + 2 et nous montrons que G(C) est le code homogene. 
Tout d’abord, d’apres le lemme 2, toute permutation r de G(C) n’appar- 
tenant pas au sous groupe cyclique engendrt par 01 a plus de 2k + 1 descentes, 
puisqu’avec k = n - d, on a n > 4k2 + 8k + 16. 
Ainsi, comme y est definie en xk, d’apres le Lemme 4, pour tout motfG A”, 
la permutation (5 = r=&(f) elk appartient a (m), ou encore y,k(f) E (a). 
Supposons maintenant que C contienne un mot t de longueur inferieure 
ou tgale a k; nous montrons que C* contient alors toute la classe de conju- 
guts de t. Posons t = x1 ... x1 , avec 1 < k; ii nous suffit de pouvoir montrer 
que x1x1 ... xzel E C*. On peut toujours supposer que la lettre x E A telle que 
r = xn est Cgale a x1 et d’apres ce qui precede la permutation rr = y&txf--l) 
appartient alors a (ol), ainsi done que y=k(t); et comme ly&t) = 1, on a done 
x17&t) = xI , c’est-a-dire que xlxl *** x1-I E C*. 
Ainsi, d’aprts le Lemme 3, C ne contient aucun mot de longueur inferieure 
ou egale a k. D’aprlts le Lemme 1, cela signifie que la profondeur de C est 
inferieure ou Cgale a k. 
Soit maintenantfc Ak et y E A et montrons que yr( y) E (cx); tout d’abord 
d’apres le Lemme 4, la permutation r%ti( yf) a au plus 2k + 1 descentes; ainsi 
~~4 vf) E (4 et comme rd vf) = YS( Y> r&f), on obtient 14 Y) E (4. 
Le groupe G(C), qui est engendre par les yr( y), est done cyclique et, 
d’apres le Corollaire 2 du Lemme 4, cela implique que C est le code homogbne 
A”. Ceci acheve la preuve du thboreme. a 
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4. EXEMPLE 
Nous examinons, a titre d’exemple, le cas des codes de degrt egal a 9; on se 
restreindra a ceux dont le groupe est primitif (c’est-a-dire aux codes indecom- 
posables [5]). On verra qu’il existe des codes dont le groupe est de degre 
minimal 7; le resultat precedent affirme qu’un code dont le groupe a un 
degre minimal tgal a n - 2, est de degrt n au plus tgal a 36. Nous n’en 
connaissons en fait pas d’exemple au-de18 de n = 9, pour un groupe primitif. 
PROPOSITION. Soit C un code biprt+xe de degrP 9 dont le groupe est 
primitif et soit k la profondeur de C; 
(1) Si k = 1, G(C) est kquivalent augroupe syme’trique ou alter& S, ou A,. 
(2) Si k = 2, G(C) est Pquivalent a A, , S, , PGL(2, 8) ou PI’L(2,8). 
(3) k > 3, G(C) est kquivalent a A,, S, , ou PI’L(2, 8). 
Dkmonstration. Les groupes primitifs de degre 9 sont au nombre de 11 
et seuls quatre d’entre eux contiennent un cycle de longueur 9; ce sont, en 
plus des groupes symttrique et alter& A, et S,, , les groupes PGL(2, 8) et 
PI’L(2, S), qui est le produit semi-direct du precedent par son groupe d’auto- 
morphismes exttrieur [3]. Nous precisons alors le Lemme 1 de Section 3 
par le lemme suivant, qui Ctablit le point 3: 
LEMME. Soit C un code biprPjixe$ni de degre’ n > 8; si G(C) est de degre 
minimal n - 2, la profondeur de C est &gale h 2. 
DPmonstration. D’apres le Lemme 1 de Section 3, si C ne contient pas 
de mot de longueur 2, alors la profondeur de C est 1 ou 2. 
Supposons alors qu’il existe x, y E A tels que xy E C; la permutation 
/3 = y&y) verifie $3 + 1 > i pour tout i E [n] distinct de lfl-‘, d’apres 
le Lemme 4 de Section 3; l’ensemble [n] est done constitut des trois parties 
suivantes: les points fixes de /3, qui sont au plus au nombre de 2; les i E [n] 
tels que i/3 = i - 1, qui comprennent I/3-‘, puisque du fait que xy E C, on 
a 2fi = 1, qui sont aussi au plus 2; les i E [n] tels que $3 > i + 1 qui ne 
peuvent done etre plus de 2. Ainsi n est au plus Cgal a 6 et C A A2 est done 
vide pour n 3 8. 
Enfin, si C ttait de profondeur 1, la permutation p = rz( y) devrait &tre 
Cgale a 01, pour tout y E A, puisque pour tout i # lp-‘, on a i/3 > i et que 
cela implique n < 7 (fl ne peut avoir plus de deux points fixes, deux points 
tels que ip = i + I, et deux points tels que $3 = i + 2). Ainsi, pour tous 
x, y E A, on a ~iyx~-~-l E C et on verifie que ceci implique, pour un code de 
profondeur Cgale a 1 qu’il est homogene. m 
11 suffit maintenant, pour ttablir le point 1, de montrer que si C est de 
profondeur 1, G(C) ne peut @tre tgal a PI’L(2, 8). Or, de meme que ci-dessus, 
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les permutations /3 = y5( y) sont Cgales g 01, puisque les 7-cycles de PGL(2, 8) 
et PI'L(2, 8) sont identiques, et on en dtduit de mkme que C devrait &tre 
homogkne. 1 
Donnons enfin un exemple de code biprkfixe fini dont le groupe est 
Cquivalent B PGL(2, 8), sur un alphabet A = {x, y} de deux lettres: Avec 
yzz( y) = (1235498)(7)(6); rz,( y) = (1497368)(2)(5) et y,,(y) = (12536794), 
on obtient un code biprtfixe C, de profondeur 2. On vtrifie qu’il est fini en 
montrant par rkurrence descendante sur i E [9] que I’ensemble Fi des mots 
tels que x"F, C C est fini. Pour montrer que G(C,) est tquivalent B PGL(2, S), 
on remarque d’abord que G(C,) est engendrt par 01 et /3 = rrz( y) puisque 
yr2( y) = @“B-‘u-’ et yy( y) = fl$-‘; identifions alors l’ensemble [9] et la 
droite projective P(1, 8) par la bijection: u(l) = co, u(2) = 0, u(3) = 03, 
u(4) = u2, u(5) = u4, u(6) = u5, u(7) = d, u(8) = u, u(9) = 1, oti u EF, 
est une racine de X3 + X + 1; les permutations 01 et /3 sont alors respective- 
ment Cquivalentes aux homographies: 
a”: 5 ---f d/(4 + 1); B”:f+u”/(f+4, 
qui engendrent le groupe PGL(2,8). 
REFERENCES 
1. Y. CESARI, Sur un algorithme dormant les codes bipr&ixes finis, Math. Systems Theory 6 
(1972), 221-225. 
2. S. EILENBERG, “Automata, Languages and Machines,” Vol. A, Academic Press, 
New York, 1974. 
3. B. HUPPERT, “Endliche Gruppen,” Springer, Berlin, 1967. 
4. M. NIVAT, l%ments de la theorie g&n&ale des codes, in “Automata Theory” (E. R. 
Caianiello, Ed.), Academic Press, New York, 1966. 
5. D. PERRIN, “Codes Bipr&ixes et Groupes de Permutations,” These, Paris, 1975. 
6. D. PERRIN, Sur la transitivitk du groupe d’un code biprkfixe, Math. Z. 153 (1977), 
283-287. 
7. J.-F. PERROT, Groupes de permutations associ& aux codes prkfixes finis, in “Permuta- 
tions,” Actes du Colloque, Gauthier-Villars, Paris, 1972. 
8. M. P. SCH~ZENBERGER, On a family of submonoids, Publ. Math. Inst. Hungarian 
Acud. Sci. 6 (1961), 381-391. 
9. M. P. SCH~~TZENBERGER, Sur certains sous-monoides libres, Bull. Sot. Math. France 93 
(1965), 209-223. 
10. M. P. SCH~~TZENBERGER, On a special class of recurrent events, Ann. Math. Statist. 32 
(1961), 1201-1213. 
11. H. WIELANDT, “Finite Permutation Groups,” Academic Press, New York, 1964. 
a Le nombre des Elements de C, est FO = 1059. 
