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Abstract
Addressing a quest by Gupta et al. [ICALP’14], we provide a first, comprehensive study of finding
a short s-t path in the multistage graph model, referred to as the Multistage s-t Path problem.
Herein, given a sequence of graphs over the same vertex set but changing edge sets, the task is to
find short s-t paths in each graph (“snapshot”) such that in the found path sequence the consecutive
s-t paths are “similar”. We measure similarity by the size of the symmetric difference of either the
vertex set (vertex-similarity) or the edge set (edge-similarity) of any two consecutive paths. We
prove that these two variants of Multistage s-t Path are already NP-hard for an input sequence of
only two graphs and maximum vertex degree four. Motivated by this fact and natural applications
of this scenario e.g. in traffic route planning, we perform a parameterized complexity analysis.
Among other results, for both variants, vertex- and edge-similarity, we prove parameterized hardness
(W[1]-hardness) regarding the parameter path length (solution size) for both variants, vertex- and
edge-similarity. As a further conceptual study, we then modify the multistage model by asking for
dissimilar consecutive paths. As one of the main technical results (employing so-called representative
sets known from non-temporal settings), we prove that dissimilarity allows for fixed-parameter
tractability for the parameter solution size, contrasting our W[1]-hardness proof of the corresponding
similarity case. We also provide partially positive results concerning efficient and effective data
reduction (kernelization).
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algorithms; Design and analysis of algorithms → Graph algorithms analysis
Keywords and phrases Temporal graphs, shortest paths, consecutive similarity, consecutive dissim-
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1 Introduction
Finding short paths is perhaps the most fundamental task in algorithmic graph theory and
network analysis. There are numerous applications, including operations research, robotics,
social network analysis, traffic and transportation, and VLSI design. More specifically, we
are concerned with finding a short path connecting two designated vertices s and t. It is
fair to say that for static graphs the algorithmics (also from a practical side) of finding
short(est) paths is very well understood. This is much less so when considering path finding
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2 Multistage s-t Path
in temporal graphs, that is, graphs whose edge sets change over time1, a framework that in
recent years received more and more attention in the field of network science. For instance,
models concerned with disease spreading or traffic routing typically are more realistic when
taking into account that links between network nodes change over time. In this work, we
study path finding in temporal graphs with the additional (“multistage”) assumption that
s-t-paths for consecutive snapshots of the temporal graph shall be sufficiently “similar”. We
confront this with the opposite view that s-t-paths for consecutive snapshots of the temporal
graph shall be significantly “dissimilar”. Herein, similarity can naturally be measured both
by comparing the edge sets of the s-t paths or the vertex sets of the s-t paths. Altogether,
we end up with four natural problem variants.
Both the similarity and the dissimilarity view can be illustrated as follows. For the sake
of ease of presentation, let us look at traffic routing in a simplified manner. First, a query
for a short s-t path in an urban street network with embedded public transport network
possibly may leave some uncertainty concerning the departure time. Since traffic lights,
public transport, etc. are time-dependent, however, different departure times possibly lead to
different optimal routes. Thus, to provide some form of robustness against this uncertainty,
one may want to guarantee that for time-consecutive routes one only needs small adjustments
in order to switch from one route to a consecutive one. This gives the similarity request.
Second, having several queries for short s-t paths appearing over time, addressing the request
to reduce potential congestion, two routes with almost the same departure times shall have
only few parts of their routes in common; this gives the dissimilarity request.
Formally, a temporal graph G = (V,E1, E2, . . . , Eτ ) consists of a set V of vertices and
lifetime τ many edge sets E1, E2, . . . , Eτ over V . Finding an s-t path over time, also known
as temporal s-t path, has already been studied [22, 33]. There, however, a path may use
edges from
⋃τ
i=1Ei, while in our setting we search for path sequences consisting of τ paths,
one for each Ei. With focusing on similar and dissimilar paths here, however, we introduce
a new view on finding paths in temporal graphs. More specifically, addressing a quest of
Gupta et al. [20], one of the first studies on multistage problems, this paper initiates a study
of finding short s-t paths in the multistage model, that is, finding a short s-t path in each
snapshot (V,Ei) of the temporal graph G such that consecutive s-t paths are of small distance;
formally, we have the following (where Π refers to a requested property of a solution path):
Π Multistage s-t Path (Π-MstP)
Input: A temporal graph G = (V,E1, E2, . . . , Eτ ), two distinct vertices s, t ∈ V , and two
integers k, ` ∈ N0.
Question: Is there a sequence (P1, P2, . . . , Pτ ) of graphs such that Pi is an s-t path in (V,Ei)
with |V (Pi)| ≤ k for all i ∈ {1, . . . , τ}, and distΠ(Pi, Pi+1) ≤ ` for all i ∈ {1, . . . , τ − 1}?
The multistage model requests snapshot solutions such that (in time) consecutive ones
are similar to each other. Herein, similarity is measured by the symmetric difference of the
sets describing the consecutive snapshot solutions. For paths, there are two natural choices
for comparing: the sets of vertices and the sets of edges. Thus, we obtain two distance
measures defined as follows.
distV4V(Pi, Pi+1) := |V (Pi)4V (Pi+1)| (V4V-MstP),
distE4E(Pi, Pi+1) := |E(Pi)4E(Pi+1)| (E4E-MstP).
1 Holme and Saramäki [23, 24] and Michail [29] survey algorithmic aspects of temporal graphs.
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Confronting the similarity request of the multistage framework with a dissimilarity request
instead leads to the following.
distV∩V(Pi, Pi+1) := |(V (Pi) ∩ V (Pi+1)) \ {s, t}| (V∩V-MstP),
distE∩E(Pi, Pi+1) := |E(Pi) ∩ E(Pi+1)| (E∩E-MstP).
Note that we can easily compute each of the four distance measures in linear time.
In the following, we study the classical and parameterized complexity of all four vari-
ants E4E-MstP, V4V-MstP, V∩V-MstP, and E∩E-MstP. With performing a paramet-
erized complexity analysis, we do not only aim for a better understanding of the influence
of several natural problem parameters like path length k − 1 or the upper bound ` on the
distance values between consecutive snapshots, but we also want to find out where (and
why) the problem variants are potentially different from each other; in particular, this means
confronting the similarity (a.k.a. as classical multistage) view with the dissimilarity view.
Our contributions. We introduce four natural variants of the Multistage s-t Path
problem by employing four different ways to measure the distance between consecutive
solutions. Doing so, seemingly for the first time for multistage models in general, we
provide a seemingly first systematic study on the impact on the algorithmic complexity
when switching between edge and vertex distances on the one hand, and similarity versus
dissimilarity distance measurements on the other hand.
We prove all four problems to be NP-complete, even in the restricted case of only two
snapshots, each snapshot being series-parallel and the underlying graph being of maximum
degree four. We provide an extensive study on the parameterized complexity landscape of
the problems regarding the parameters k (path length), ` (maximum path distance between
consecutive snapshots), τ (lifetime), n (number of graph vertices), ν↓ (vertex cover number
of the “underlying graph”), and ∆↓ (maximum vertex degree in the underlying graph);
see Figure 1 for an overview. The results of our parameterized complexity analysis reveal a
clear distinction between similarity and dissimilarity. When parameterized by the maximum
number k of vertices in each s-t path, while E4E-MstP and V4V-MstP are W[1]-hard,
E∩E-MstP and V∩V-MstP are fixed-parameter tractable. To this end, we develop one of
the first uses of the technique of representative sets [16] in the context of temporal graphs.
In addition, we show that, under standard complexity-theoretic assumptions, the similarity
problem V4V-MstP parameterized by the number of vertices has no polynomial kernel,
while the dissimilarity problem V∩V-MstP has one.
Related work. Our studies are within algorithmic temporal graph theory and, more spe-
cifically, contribute and extend a series of studies on the multistage model. Notably, all
previous studies (on various basic computational problems) within the multistage framework
adhere to the “similarity view”; we extend this by introducing also a “dissimilarity view”.
To the best of our knowledge, the multistage model (which is a temporal model not neces-
sarily only applying to graph problems) first appeared in 2014 in works of Eisenstat et al. [10]
and Gupta et al. [20]. In a nutshell, the model considers a sequence (I1, . . . , Iτ ) of instances
of some problem P as input, and it asks for a “robust” sequence of solutions to the instances
in the sense that any two consecutive solutions are similar. Several classical problems have
been studied in the multistage model, both from an approximate [1–4] and from a paramet-
erized [15, 21] algorithmics point of view. While E4E-MstP and V4V-MstP adhere to
the original multistage model, our two problems E∩E-MstP and V∩V-MstP can be seen
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Figure 1 Overview of our results. “p-NP-h.”, “W[1]-h.”, “FPT”, “PK”, and “noPK” respectively
abbreviate para-NP-hard, W[1]-hard, fixed-parameter tractable, polynomial kernel, and “no polyno-
mial kernel unless NP ⊆ coNP / poly”. Note that ` ≤ 2k and k ≤ 2ν↓ + 1.
as a novel and natural variation of the multistage model by replacing the goal of consecutive
similarity with consecutive dissimilarity.
Several basic temporal graph problems are closely related to the task of finding a (short)
temporal s-t path (finding an s-t path over time, that is, an s-t path where the edges along
the path have non-decreasing time stamps) [7, 11–14, 22, 25, 33, 35]. While these problems
typically are concerned with temporal s-t paths that may span over several snapshots of the
temporal graph, in our multistage-inspired framework we aim for finding an s-t path in each
snapshot.
2 Preliminaries
We denote by N and N0 the natural numbers excluding and including 0, respectively.
By log(·) we denote the logarithm to base two. We use basic notation from graph theory
and parameterized algorithmics.
Graph theory. An undirected graph G = (V,E) is a tuple consisting of a set V of
vertices and a set E ⊆ {{v, w} | v, w ∈ V, v 6= w} of edges. For a graph G, we also denote
by V (G) and E(G) the vertex and edge set of G, respectively. For a vertex set W ⊆ V ,
the induced subgraph G[W ] is defined as the graph (W, {{v, w} ∈ E | v, w ∈ W}). A
path P = (V,E) is a graph with a set V = {v1, . . . , vk} of distinct vertices and edge
set E = {{vi, vi+1} | 1 ≤ i < k} (we often represent path P by a tuple (v1, v2, . . . , vk));
we say that P is a v1-vk path. The length of a path is its number of edges. For two
vertices s, t ∈ V (G), an s-t separator S ⊆ V (G) \ {s, t} is a set of vertices such that there is
no s-t path in G−S, where G−S = G[V \S]. We denote by NG(v) = {w ∈ V | {w, v} ∈ E}
the neighborhood of a vertex v in G, and by deg(v) = |NG(v)| the degree of v in G. Moreover,
we denote by ∆ (or ∆(G)) the maximum vertex-degree of G, that is, ∆(G) = maxv∈V deg(v).
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A vertex cover of G is a set W of vertices such that G −W contains no edge; we denote
by ν (or ν(G)) the smallest size of a vertex cover in G, that is, a set of vertices that contains
at least one endpoint of every edge of G. A graph with distinct terminal vertices s, t is
series-parallel if it can be turned into a single edge by a sequence of contractions of degree-two
vertices except s and t while removing any parallel edge that appears [9].
Temporal graph theory. A temporal graph G = (V,E1, E2, . . . , Eτ ) consists of a set V
of vertices and lifetime τ many edge sets E1, E2, . . . , Eτ over V . We also denote by τ(G)
the lifetime of G. The size of G is |G| := |V |+∑τi=1 |Ei|. The static graph (V,Ei) is called
the i-th snapshot. The underlying graph G↓ of G is the static graph (V,E1 ∪ · · · ∪ Eτ ). The
underlying vertex cover number ν↓ is ν(G↓). The underlying maximum degree ∆↓ is ∆(G↓).
Parameterized complexity. Let Σ denote a finite alphabet. A parameterized problem L ⊆
{(x, k) ∈ Σ∗ × N0} is a subset of all instances (x, k) from Σ∗ × N0, where k denotes the
parameter. A parameterized problem L is (i) fixed-parameter tractable if there is an algorithm
that decides every instance (x, k) for L in f(k) · |x|O(1) time, (ii) contained in the class XP if
there is an algorithm that decides every instance (x, k) for L in |x|f(k) time, and (iii) para-
NP-hard if the problem for some constant value of the parameter is NP-hard, where f is some
computable function only depending on the parameter. For two parameterized problems L,L′,
an instance (x, k) ∈ Σ∗ × N0 of L is equivalent to an instance (x′, k′) ∈ Σ∗ × N0 for L′
if (x, k) ∈ L ⇐⇒ (x′, k′) ∈ L′. A problem L is hard for the class W[1] (W[1]-hard) if for
every problem L′ ∈W[1] there is an algorithm that maps any instance (x, k) in f(k) · |x|O(1)
time to an equivalent instance (x′, k′) with k′ = g(k) for some computable functions f, g.
It holds true that FPT ⊆W[1] ⊆ XP, where FPT denotes the class of all fixed-parameter
tractable parameterized problems. It is believed that FPT 6= W[1], and that hence no W[1]-
hard problem is fixed-parameter tractable. A problem kernelization for a parameterized
problem L is a polynomial-time algorithm that maps any instance (x, k) of L to an equivalent
instance (x′, k′) of L (the kernel) such that |x′|+ k ≤ f(k) for some computable function f ;
If f is a polynomial, we say that the problem kernelization (and kernel) is polynomial. It is
well-known that a decidable parameterized problem is fixed-parameter tractable if and only
if it admits a problem kernelization.
3 Relation between distance measures: from edges to vertices
We show that there are polynomial-time algorithms that, given an instance of E4E-MstP
or of E∩E-MstP, construct an equivalent instance of the respective vertex-counterpart.
I Proposition 3.1 (F). There is an algorithm that, on every input (G, s, t, k, `) to E4E-
MstP, computes in O(|G| · `) time an equivalent instance (G′, s, t, k′, `′) of V4V-MstP
such that k′ ∈ O(k · `), `′ ∈ O(`2), ∆(G↓) = ∆(G′↓), and τ(G) = τ(G′).
Proof. Let I = (G = (V,E1, . . . , Eτ ), s, t, k, `) be an instance of E4E-MstP. Let ini-
tially V ′ = V . For each edge e ∈ E := E1 ∪ · · · ∪ Eτ , add the set Ve = {v1e , . . . , v`+1e }
of ` + 1 vertices to V ′. For each i ∈ {1, . . . , τ}, set E′i to {Pe | e = {a, b} ∈ Ei},
where Pe = {{a, v1e}, {v`+1e , b}} ∪
⋃
1≤j≤`{{vje, vj+1e }}. This finishes the construction of G′ =
(V ′, E′1, . . . , E′τ ). Finally, set k′ = k + (k − 1)(`+ 1) and `′ = (`+ 1)2 − 1. We claim that I
is a yes-instance if and only if I ′ := (G′, s, t, k′, `′) is a yes-instance.
(⇒) Let P = (P1, . . . , Pτ ) be a solution to I. For each i ∈ {1, . . . , τ}, construct P ′i
with V (P ′i ) = V (Pi) ∪ {Ve | e ∈ E(Pi)} and E(P ′i ) = {Pe | e ∈ E(Pi)}. Clearly P ′i is an s-t
6 Multistage s-t Path
path in (V ′, E′i). Moreover, |V (P ′i )| = |V (Pi)|+ |{Ve | e ∈ E(Pi)}| ≤ k+ (k− 1) · (`+ 1) = k′
and |V (P ′i )4V (P ′i+1)| ≤ `+ (`+ 1) · |E(Pi)4E(Pi+1)| ≤ `+ (`+ 1)` = `′.
(⇐) Let P ′ = (P ′1, . . . , P ′τ ) be a solution to I ′. For each i ∈ {1, . . . , τ}, construct Pi
with V (Pi) = V (P ′i ) \ {Ve | Pe ⊆ E(P ′i )} and E(Pi) = {e | Pe ⊆ E(P ′i )}. Clearly Pi is an s-t
path in (V,Ei). Moreover, note that k∗ = |V (P ′i ) ∩ V | ≤ k, since otherwise we have more
than (k + 1) + k∗(`+ 1) vertices in P ′i , contradicting P ′ to be a solution. Hence, we have
that |V (Pi)| = |V (P ′i ) ∩ V | ≤ k. Further note that |{e ∈ E | Ve ⊆ V (P ′i )4V (P ′i+1)}| ≤ `,
since otherwise |V (P ′i )4V (P ′i+1)| ≥ (`+ 1) · (`+ 1) > `′. Hence, |E(Pi)4E(Pi+1)| = |{e ∈
E | Ve ⊆ V (P ′i )4V (P ′i+1)}| ≤ `. J
I Proposition 3.2 (F). There is an algorithm that, on every input (G, s, t, k, `) to E∩E-
MstP, computes in O(|G|) time an equivalent instance (G′, s, t, k′, `′) of V∩V-MstP such
that k′ = 2k − 1, `′ = `, ∆(G↓) = max{∆(G′↓), 4}, and τ(G) = τ(G′).
Proof. Let I = (G = (V,E1, . . . , Eτ ), s, t, k, `) be an instance of E∩E-MstP, and denote
by E = E1∪· · ·∪Eτ . Define for each v ∈ V \{s, t} the set Vv = V 0v ∪V 1v , where V iv = {vi} for
each i ∈ {0, 1}, and define Vs = {s} and Vt = {t}. Set V ∗ =
⋃
v∈V Vv. We set V ′ = V ∗∪{xe |
e ∈ E}. Next, for each edge e = {v, w} ∈ E with v, w 6∈ {s, t}, let E0e = {{v0, xe}, {w0, xe}}
and E1e = {{v1, xe}, {w1, xe}}, and for each edge e = {v, w} ∈ E with v ∈ {s, t} and w 6∈
{s, t}, let E0e = {{v0, xe}, {s, xe}} and E1e = {{v1, xe}, {s, xe}}. If e = {s, t} ∈ E, then set
E0e = E1e = {{{s, xe}, {xe, t}}. Finally, let Ee = E0e ∪E1e and E′i =
⋃
e∈Ei Ee. Set k
′ = 2k−1
and `′ = `. This finishes the construction of instance I ′ := (G′ = (V ′, E′1, . . . , E′τ ), s, t, k′, `′)
of V∩V-MstP. Note that I ′ can be constructed in O(|G|) time. We claim that I is a
yes-instance if and only if I ′ is a yes-instance.
(⇒) Let (P1, . . . , Pτ ) be a solution to I. We claim that (P ′1, . . . , P ′τ ) with V (P ′i ) =⋃
v∈V (Pi) V
i mod 2
v ∪{xe | e ∈ E(Pi)} and E(P ′i ) =
⋃
e∈E(Pi)E
i mod 2
e is a solution to I ′. First,
observe that each P ′i is an s-t path, and |V (P ′i )| = |V (Pi)| + |E(Pi)| = 2k − 1. Moreover,
|(V (P ′i ) ∩ V (P ′i+1)) \ {s, t}| = |{xe | e ∈ E(Pi) ∩ E(Pi+1)}| ≤ ` = `′.
(⇐) Let (P ′1, . . . , P ′τ ) be a solution to I ′ such that for each P ′i it holds true that |Vv ∩
V (P ′i )| ≤ 1. Note that V (P ′i ) = {s, t} unionmultiWi unionmulti Xi with Wi ⊆ V ∗ and Xi ⊆ {xe | e ∈ E}.
We claim that (P1, . . . , Pτ ) with V (Pi) = {v | vi ∈ Wi} ∪ {s, t} and E(Pi) = {e | xe ∈ Xi}
is a solution to I. First, observe that each Pi is an s-t path, and |V (Pi)| ≤ k. Moreover,
|E(Pi) ∩ E(Pi+1)| ≤ |Xi ∩Xi+1| ≤ `′ = `. J
Due to Propositions 3.1 and 3.2, often we just may prove lower bounds for E4E-MstP
and E∩E-MstP, and upper bounds for V4V-MstP and V∩V-MstP, and transfer the
results to their respective counterparts.
4 NP-hardness even for two snapshots of maximum degree four
In this section, we prove that all four problems are NP-hard even for only two snapshots and
the maximum underlying vertex-degree being four.
I Theorem 4.1 (F). E4E-MstP and E∩E-MstP, the latter with ` = 0, are NP-hard
even if G consist of two snapshots both being series-parallel graphs and ∆(G↓) = 4.
Proof. The theorem follows directly from Propositions 4.2 and 4.3. J
We give a polynomial-time many-one reduction from the NP-complete 3-SAT.
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Figure 2 Illustration to Construction 1 with (a) illustrating the first snapshot and (b) illustrating
the second snapshot, exemplified for clause C1 = (x1 ∨ xj ∨ xi). The edge {a11, a12} is highlighted in
both (a) and (b).
I Construction 1. Let (X = {x1, . . . , xn}, C = (C1, . . . , Cn)) be an instance of 3-SAT where
w.l.o.g. the number n of variables equals the number of clauses, and let d ≥ 2 denote the
most frequent appearance (along the clause sequence) of any literal of some variable in X.
We construct a temporal graph G = (V,E1, E2) as follows (see Figure 2 for an illustration).
Let V := {s, t}∪{ci1, . . . , ci2n | i ∈ {1, 2}}∪{ai1, . . . , ai2d | xi ∈ X}∪{bi1, . . . , bi2d | xi ∈ X}.
Let Ei,a :=
⋃
1≤j<2d{{aij , aij+1}} and Ei,b :=
⋃
1≤j<2d{{bij , bij+1}}. Then E1 contains the
edge {s, c11}, the edge set
⋃
1≤i≤n{{c12i−1, ai1}, {c12i−1, bi1}}, the edge set
⋃
1≤i≤n{{c12i, ai2d},
{c12i, bi2d}}, the edge {t, c12n}, the edge set
⋃
1≤i<n{{c12i, c12i+1}}, and the edge sets
⋃
1≤i≤nEi,a
and
⋃
1≤i≤nEi,b. For E2, for each clause Cq ∈ C we define the vertex set VCq and edge set ECq
as follows. If Cq contains variable xi unnegated of j-th appearance, then add ai2j−1, ai2j to VCq
and the edges {ai2j−1, ai2j}, {c22q−1, ai2j−1}, {c22q, ai2j} to ECq . If Cq contains variable xi neg-
ated of j-th appearance, then add bi2j−1, bi2j to VCq and the edges {bi2j−1, bi2j}, {c22q−1, bi2j−1}, {c22q, bi2j}
to ECq . Then, E2 contains the edges {s, c21}, {t, c22n}, the edge set
⋃
1≤i<n{{c22i, c22i+1}}, and
ECq for each q ∈ {1, . . . , n}. This finishes the construction of G. It is not difficult to see
that (V,E1) and (V,E2) are series-parallel graphs. Moreover, ∆(G↓) = 4. Set k = 2+2n+2d·n.

Intuitively, if an instance constructed using Construction 1 is a yes-instance for E4E-MstP,
then the s-t path in the first snapshot selects setting variables to true or false such that the s-
t path in the second snapshot can pass a literal for each clause. It follows that Construction 1
is a polynomial-time many-one reduction.
The next two propositions, Propositions 4.2 and 4.3, together prove Theorem 4.1.
I Proposition 4.2 (F). E4E-MstP is NP-hard even if G consist of two snapshots both
being series-parallel graphs and ∆(G↓) = 4.
Proof. Let I = (X = {x1, . . . , xn}, C = (C1, . . . , Cn)) be an instance of 3-SAT such that the
number n of variables equals the number of clauses, and let d denote the largest appearance
of any literal of some variable in X. Let I ′ = (G = (V,E), s, t, k, `) with ` = 5n+ 2dn+ 4
and k = 2 + 2n+ 2d ·n be the instance of E4E-MstP obtained from I using Construction 1.
We claim that I is a yes-instance if and only if I ′ is a yes-instance.
(⇒) Let X ′ ⊆ X be a solution. We construct the paths (P1, P2) as follows. Vertex
set V (P1) contains {s, t} ∪ {c11, . . . , c12n} and V (P2) contains {s, t} ∪ {c21, . . . , c22n}. For
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each i ∈ {1, . . . , n}, if xi ∈ X ′, then V (P1) contains {ai1, . . . , ai2d}, and if xi 6∈ X ′,
then V (P1) contains {bi1, . . . , bi2d}. Set E(P1) = E(G[V (P1)]). Note that P1 is an s-t
path and |V (P1)| = 2 + 2n + 2d · n = k. Observe that VCq ∩ V (P1) 6= ∅, since X ′ is a
solution. For E(P2), for each q ∈ {1, . . . , n}, if ai2j−1, ai2j ∈ VCq ∩V (P1), then E(P2) contains
the edges {ai2j−1, ai2j}, {c22q−1, ai2j−1}, {c22q, ai2j} (analogously for b). Note that P2 is an s-t
path in (V,E2) with |V (P2)| = 2 + 2n + 2n < k. It remains to consider E(P1)4E(P2).
Let B = {{v, w} | v, w ∈ VCq ∩ V (P2)}. Observe that E(P1) ∩ E(P2) = B, since for all
other edges in E(P2) \ B we have that at least one endpoint is in {c21, . . . , c22d}, which
is disjoint from V (P1). Hence |E(P1)4E(P1)| ≤ |E(P1) ∪ E(P2)| − |E(P1) ∩ E(P2)| =
(2 + 2n+ 2dn+ 2 + 2n+ 2n− 2)− n = 5n+ dn+ 2 = `.
(⇐) Let (P1, P2) be a solution to I ′. Observe that for all i ∈ {1, . . . , n}, V (P1)
contains as a subset either the set {ai1, . . . , ai2d} or the set {bi1, . . . , bi2d}. Let X ′ = {xi ∈
X | ai1, . . . , ai2d ∈ V (P1)}. We claim that X ′ is a solution to I. Let Cq be an arbitrary
clause from C. Let {c22q−1, v, w, c22q} be the vertices on the subpath from P2 connecting c22q−1
with c22q, where v, w ∈ VCq . Note that {v, w} ∈ E(P1), since otherwise |E(P1) ∪ E(P2)| −
|E(P1)∩E(P2)| > (2 + 2n+ 2dn+ 2 + 2n+ 2n− 2)− n = `. Hence, if {v, w} = {ai2j−1, ai2j}
for some i ∈ {1, . . . , n} and j ∈ {1, . . . , 2d− 1}, then xi ∈ X ′, setting Cq to true. Otherwise,
if {v, w} = {bi2j−1, bi2j} for some i ∈ {1, . . . , n} and j ∈ {1, . . . , 2d − 1}, then xi 6∈ X ′,
setting Cq to true (xi is negated in Cq). Since Cq was chosen arbitrarily, it follows that X ′
is a solution to I. J
Interestingly, Construction 1 also gives a polynomial-time many-one reduction for E∩E-
MstP. Here the intuition is opposite: the first snapshot path selects setting the variables to
the complement of a satisfying assignment such that the second snapshot path can pass the
“clause gadgets” without passing any edge contained in the first snapshot path.
I Proposition 4.3 (F). E∩E-MstP is NP-hard even if G consist of two snapshots both
being series-parallel graphs, ∆(G↓) = 4, and ` = 0.
Proof. Let I = (X = {x1, . . . , xn}, C = (C1, . . . , Cn)) be an instance of 3-SAT such that the
number n of variables equals the number of clauses, and let d denote the largest appearance
of any literal of some variable in X. Let I ′ = (G = (V,E), s, t, k, `) with ` = 0 and
k = 2 + 2n+ 2d ·n be the instance of E∩E-MstP obtained from I using Construction 1. We
claim that I is a yes-instance if and only if I ′ is a yes-instance. The proof works analogously
to the proof of Proposition 3.1, except for the fact that P1 selects the complement of a
satisfying assignment.
(⇒) Let X ′ ⊆ X be a solution. We construct the paths (P1, P2) as follows. Vertex
set V (P1) contains {s, t} ∪ {c11, . . . , c12n} and V (P2) contains {s, t} ∪ {c21, . . . , c22n}. Let H
be an auxiliary, initially empty vertex set. For each i ∈ {1, . . . , n}, if xi ∈ X ′, then V (P1)
contains {bi1, . . . , bi2d} and H contains {ai1, . . . , ai2d}, and if xi 6∈ X ′, then V (P1) con-
tains {ai1, . . . , ai2d} and H contains {bi1, . . . , bi2d}. Note that H ∩ V (P1) = ∅. Set E(P1) =
E(G[V (P1)]). Note that P1 is an s-t path and |V (P1)| = 2 + 2n+ 2d · n = k. Observe that
VCq ∩H 6= ∅, since X ′ is a solution. For P2, for each q ∈ {1, . . . , n}, if ai2j−1, ai2 ∈ VCq ∩H
with i smallest, then V (P2) contains ai2j−1, ai2 and E(P2) contains the edges {ai2j−1, ai2j},
{c22q−1, ai2j−1}, and {c22q, ai2j} (analogously for b). Note that P2 is an s-t path in (V,E2)
with |V (P2)| = 2 + 2n+ 2n < k. It remains to consider E(P1) ∩ E(P2). Note that E(P1) ∩
E(P2) = ∅, since V (P1) ∩H = ∅, and V (P2) ∩ VCq ⊆ H for all q ∈ {1, . . . , n}.
(⇐) Let (P1, P2) be a solution to I ′. Observe that for all i ∈ {1, . . . , n}, P1 contains as
a subset either the set {ai1, . . . , ai2d} or the set {bi1, . . . , bi2d}. Let X ′ = {xi ∈ X | bi1, . . . , bi2d ∈
V (P1)}. We claim that X ′ is a solution to I. Let Cq be an arbitrary clause from C.
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Let {c22q−1, v, w, c22q} be the vertices on the subpath from P2 connecting c22q−1 with c22q,
where v, w ∈ VCq . Note that {v, w} 6∈ E(P1), since otherwise |E(P1) ∩ E(P2)| > 0. Hence,
if {v, w} = {ai2j−1, ai2j} for some i ∈ {1, . . . , n} and j ∈ {1, . . . , 2d− 1}, then {bi2j−1, bi2j} ⊆
V (P1) and hence xi ∈ X ′, setting Cq to true. Otherwise, if {v, w} = {bi2j−1, bi2j} for
some i ∈ {1, . . . , n} and j ∈ {1, . . . , 2d− 1}, then {ai2j−1, ai2j} ⊆ V (P1) and hence xi 6∈ X ′
setting Cq to true (xi is negated in Cq). Since Cq was chosen arbitrarily, it follows that X ′
is a solution to I. J
Due to Propositions 3.1 and 3.2, we get the following from Theorem 4.1.
I Corollary 4.4. V4V-MstP and V∩V-MstP with ` = 0 are NP-hard even if τ = 2
and ∆(G↓) = 4.
We proved E∩E-MstP and V∩V-MstP to remain NP-hard even if ` = 0 and τ = 2.
This leads us to ask whether for a constant value of ` + τ , E4E-MstP or V4V-MstP
remain NP-hard. In fact, we prove this to be true for the vertex-variant.
I Theorem 4.5 (F). V4V-MstP is NP-hard even if ` = 0 and τ = 2.
It remains open whether E4E-MstP is contained in XP regarding `+ τ .
We give a polynomial-time many-one reduction from the following NP-complete [18] problem.
Vertex Cover
Input: An undirected graph G = (V,E) and k ∈ N.
Question: Is there a subset W ⊆ V of size at most k such that G−W contains no edge?
I Construction 2. Let (G = (V,E), r) be an instance of Vertex Cover with n vertices
and E = {e1, . . . , em}. We construct the temporal graph G = (V ′, E1, E2) as follows. Vertex
set V contains {s, t} ∪ {c1, . . . , cm+1}. Moreover, for each edge ei = {v, w} ∈ E, add two
vertices evi and ewi to V . Finally, for each vertex v ∈ V , add the vertices v1 and v2 to V .
This finishes the description of V ′. Next, we construct E1 and E2.
Edge set E1 contains {s, c1} and the edges {ci, evii }, {ci, ewii }, {ci+1, evii }, {ci+1, ewii } for
each i ∈ {1, . . . ,m}, where vi, wi denote the endpoints of edge ei. Finally, add to E1 all
edges obtained from turning {cm+1} ∪ {v1, v2 | v ∈ V } ∪ {t} into a clique.
Edge set E2 contains the edges {s, c1} and {ci, ci+1} for all i ∈ {1, . . . ,m}, and all edges
obtained from turning {cm+1} ∪ {v1, v2 | v ∈ V } ∪ {t} into a clique. Finally, for each v ∈ V ,
add to E2 all edges obtained from turning {v1, v2} ∪ {ev | e ∈ E} into a clique. This finishes
the construction of G. Set k = 2 + 2m+ 1 + 2r and ` = 0. 
Proof of Theorem 4.5. Let I = (G = (V,E), r) be an instance of Vertex Cover with
n vertices and E = {e1, . . . , em}. Let I ′ = (G = (V ′, E′), s, t, k, `) be the instance obtained
from I using Construction 2. Let ≤V be an arbitrary order on the vertices of V . We claim
that I is a yes-instance if and only if I ′ is a yes-instance.
(⇒) Let W ⊆ V be a vertex cover of G of size r. Construct (P1, P2) as follows.
Let V (P1) = V (P2) contain {s, t} ∪ {c1, . . . , cm+1} ∪ {v1, v2 | v ∈W} and the set EW that,
for each edge e = {v, w} contains the vertex ex, with x ∩ {v, w} ∈ W and if v, w ∈ W
then x ≤V y ∈ {v, w} \ {x}. Let P ′1 be a path with endpoints cm+1 and t that visits
each vertex in {v1, v2 | v ∈ W}. Let E′1 be the edges of the graph induced by the vertex
set {s, c1, . . . , cm+1} ∪ EW . Then E(P1) = E′1 ∪ E(P ′1). By construction, P1 is an s-t
path in (V,E1) with |V (P1)| = k. For E(P2), let E(P2) initially contain the edges {s, c1}
and {ci, ci+1} for all i ∈ {1, . . . ,m}. Next, let W = {w1, . . . , wr} be enumerated according
to ≤V . Let Pwi be the path starting at w1i , then visiting all vertices ewi ∈ EW (in
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any order) and finally ends at w2i . Let P ′2 be the path that starts at cm+1, then goes
to w1i , follows Pw1 , then goes from w21 to w12, follows Pw2 , and so on; That is, E(P ′2) =
{{cm+1, w11}} ∪
⋃
1≤i≤r−1{{w2i , w1i+1}} ∪
⋃
1≤i≤r E(Pwi)∪ {{t, w2r}}. Lastly, E(P2) contains
additionally E(P ′2). Observe that P2 is an s-t path in (V,E2). Since V (P1) = V (P2), we
have that |V (P1)| = k and V (P1)4V (P2) = ∅. Hence, (P1, P2) is a solution to I ′.
(⇐) Let I ′ be a yes-instance of V4V-MstP and let (P1, P2) be a solution. We know
that V (P1) = V (P2) =: VP . Moreover, by construction, {s, t, c1, . . . , cm+1} ⊆ VP , and for
each edge e = {v, w}, either ev or ew is contained in VP . Hence, by construction of (V,E2),
if ev ∈ VP , then both v1, v2 are contained in VP as well. We claim that {v | v1, v2 ∈ VP } := W
is a vertex cover of G of size at most r. Suppose not, that is, there is an edge e = {v, w} ∈ E
such thatW∩e = ∅. We know that one of ev, ew is contained in VP . Since {v1, v2} separates ev
from both s and t in (V,E2), P2 cannot contain ev, contradicting that (P1, P2) is a solution
(analogously for w and ew). Hence W is a vertex cover of G. As |VP | ≤ 2 + 2m+ 1 + 2r, it
follows that |W | ≤ r. J
5 The role of the parameter path length
In this section, we focus on the parameter k, the maximum number of vertices in any s-t
path. It is not hard to see that all variants allow for an XP-algorithm when parameterized
by the number k of maximal vertices in each path.
I Proposition 5.1 (F). V4V-MstP and V∩V-MstP, and hence E4E-MstP and E∩E-
MstP, are solvable in ∆O(k)↓ · |G|O(1) time, where n denotes the number of vertices in the
input temporal graph G.
Proof Sketch. The proof is in line with the proof of [15, Proposition 4.2]. We sketch the
proof in the general setup Π-MstP.
Given an instance I = (G = (V,E1, E2, . . . , Eτ ), s, t, k, `), construct a directed graph D =
(V ′, A) with vertex set V ′ = V ′1 unionmulti · · · unionmulti V ′τ ∪ {s′, t′} and arc set A together with a mapping γ :
V ′ → (2V , 2(V2)) as follows. For each i ∈ {1, . . . , τ} and each s-t path P of length at most
k − 1 in (V,Ei) add a vertex v to V ′i and set γ(v) = P . It is easy to verify that a straight-
forward search tree algorithm (starting in s and exploring edges until the path has length
k − 1) can enumerate all s-t path of length k − 1 in (V,Ei) in O(∆k↓ · |Ei|) time, for any
i ∈ {1, . . . , τ}. Next, for each i ∈ {1, . . . , τ − 1}, if for two vertices v ∈ V ′i and w ∈ V ′i+1 it
holds true that distΠ(γ(v), γ(w)) ≤ `, then add the arc {v, w}. Finally make s′ adjacent with
all vertices in V ′1 , and t′ adjacent with all vertices in V ′τ . This finishes the construction. It is
not difficult to see that I is a yes-instance if and only if there is an s′-t′ path in D (which
can be checked in time linear in the size of D). J
We will prove that the parameterization with k distinguishes similarity from dissimilarity:
While E4E-MstP and V4V-MstP are W[1]-hard regarding k (even regarding k+ τ), each
of E∩E-MstP and V∩V-MstP turn out to be fixed-parameter tractable.
5.1 W[1]-hardness for the similarity variant regarding k + τ and ν↓
We prove that E4E-MstP is W[1]-hard regarding k + τ even if the upper bound ` on
the sizes of consecutive symmetric differences is constant. Due to Proposition 3.1, we then
obtain the same result for V4V-MstP. The proof is by a parameterized reduction from
the W[1]-complete Multicolored Clique problem.
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I Theorem 5.2 (F). Even if ` = 4 and each snapshot is bipartite, E4E-MstP is NP-hard
and W[1]-hard when parameterized by k + τ .
To prove Theorem 5.2, we reduce from the W[1]-complete Multicolored Clique problem.
Multicolored Clique
Input: An undirected, r-partite graph G = (V1, . . . , Vr, E).
Question: Is there a clique of size r in G?
Intuitively, in each snapshot we order the r parts differently such that any two colors appear
at least once consecutively. Hence, if there is a sequence of s-t paths through all r parts in
each snapshot over the same vertex set, then this witnesses the existence of each edge of any
two vertices from distinct parts. For the ordering of the r parts in the snapshots, we define
the following.
I Definition 5.3. For all 1 ≤ i ≤ 1 + (r2), let piri be a permutation of (1, . . . , r) as follows.
Let pir1 = (1, . . . , r). For i > 1, let piri be obtained from piri−1 as follows. Let j be the index such
that piri−1(j) < piri−1(j+ 1) and there is no j′ 6= j such that piri−1(j′) < piri−1(j) and piri−1(j′) <
piri−1(j′ + 1). Then set piri (j) = piri−1(j + 1), piri (j + 1) = piri−1(j), and piri (j′) = piri−1(j′) for
all j′ ∈ {1, . . . , r} \ {j, j + 1}.
Note that each pair is swapped exactly once, hence we have that pir1+(r2)
= (r, r− 1, . . . , 1).
Moreover, we have the following.
I Observation 1. For every distinct r1, r2 ∈ {1, . . . , r}, there is an i ∈ {1, . . . , 1 +
(
r
2
)} such
that |piri (j1)− piri (j2)| = 1, where piri (j1) = r1 and piri (j2) = r2.
Next we describe the construction for the reduction.
I Construction 3. Let (G = (V1, . . . , Vr, E)) be an instance of Multicolored Clique.
Let Ei,j ⊆ E denote the set of all edges between Vi and Vj . We construct an instance (G =
(V,E1, . . . , Eτ ), s, t, k, `) with τ = r(r − 1) + 1 of E4E-MstP as follows. Let V = {s, t} ∪
V1 ∪ · · · ∪ Vk. Add the edge sets
⋃
v∈Vpir
i
(1)
{{s, v}} and ⋃v∈Vpir
i
(r)
{{t, v}} to Ei. Moreover,
add Epir
i
(j),pir
i
(j+1) for all 1 ≤ j < r. Set k = r + 2 and ` = 4. 
Proof of Theorem 5.2. Let I = (G = (V1, . . . , Vr, E) be an instance of Multicolored
Clique. Let Ei,j ⊆ E denote the set of all edges between Vi and Vj . Let I ′ = (G =
(V,E1, . . . , Eτ ), s, t, k, `) be the instance obtained from I using Construction 3. We claim
that I is a yes-instance if and only if I ′ is a yes-instance.
(⇒) Let I be a yes-instance, and let C ⊆ V1 ∪ · · · ∪ Vr form a multicolored clique
in G. We claim that (P1, . . . , Pτ ) with V (Pi) = C ∪ {s, t} and E(Pi) = E(Gi[V (Pi)]) is a
solution to I ′. Note that each Pi is an s-t path with k = r + 2 vertices, since in Gi the edge
set Epir
i
(j),pir
i
(j+1) exists for j ∈ {1, . . . , r − 1}. Moreover, E(Pi)4E(Pi+1) contains at most
four edges, since piri = (. . . , a, b, c, d, . . . ) and piri+1 = (. . . , a, c, b, d, . . . ), where b, c denote the
two unique indices that are swapped from piri to piri+1.
(⇐) Let P = (P1, . . . , Pτ ) be a solution to I ′. Note that |V (Pi) ∩ Vx| = 1 for
all x ∈ {1, . . . , r}, since each Vx forms an s-t separator and |V (P )| ≤ k = r + 2. We claim
that V (Pi) = V (Pj) for all i, j ∈ {1, . . . , τ}. Suppose not, then there exists an i such
that V (Pi) 6= V (Pi+1). Then there are at least five edges in E(Pi)4E(Pi+1): Let piri =
(. . . , a, b, c, d, . . . ) and piri+1 = (. . . , a, c, b, d, . . . ), then E(Pi)4E(Pi+1) is a superset of the
edge set E′ containing one edge in Ea,b, one edge in Ea,c, one edge in Ec,d, and one edge
in Eb,d. Moreover, let x be the (smallest) index such that V (Pi)∩Vx 3 v 6= v′ ∈ V (Pi+1)∩Vx.
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Then E(Pi)4E(Pi+1) contains two edges incident with v and two edges with v′, where at
most two edges intersect with E′ (in the case of x ∈ {b, c}). This contradicts the fact that
P is a solution. Let C = V (P1) \ {s, t}. We claim that C forms a multicolored clique in G.
First, recall that |C ∩ Vi| = 1 for all i ∈ {1, . . . , r}. Suppose there are v, w ∈ C, v 6= w, such
that {v, w} 6∈ E. Let v ∈ Vi and w ∈ Vj . Due to Observation 1, there is a snapshot Gx that
contains Ei,j . Then Px is not an s-t path in Gx, contradicting P being a solution. Hence,
{v, w} ∈ E for all v, w ∈ C, v 6= w. That is, C forms a multicolored clique in G. J
Due to Proposition 3.1, we get the following.
I Corollary 5.4. V4V-MstP is W[1]-hard when parameterized by k+τ , even if ` is constant.
By Proposition 5.1 and since k ≤ n, we know that E4E-MstP and V4V-MstP are
fixed-parameter tractable regarding the number n of graph vertices. Regarding the parameter
number k of path vertices (and even for k + τ), by Theorem 5.2 and Corollary 5.4 we know
that both problems are in XP yet W[1]-hard. Since we can assume k ≤ 2ν↓ + 1 (recall
that ν↓ is the vertex cover number of the underlying graph) in every instance and thus
naturally ν↓ ≤ n, we can settle the parameterized complexity regarding ν↓:
I Theorem 5.5. When parameterized by ν↓, V4V-MstP with ` = 1 and E4E-MstP are
W[1]-hard.
We prove each statement of Theorem 5.5 separately, both proofs rely on parameterized
reductions from Multicolored Clique.
I Proposition 5.6 (F). E4E-MstP when parameterized by ν↓ is W[1]-hard.
For the construction to follow, we employ the following.
I Definition 5.7. For k ∈ N, we define for all i 6= j the bijection pik : {1, . . . , k} ×
{1, . . . , k} → {1, . . . , k− 2} with piki,j : {1, . . . , k} \ {i, j} → {1, . . . , k− 2} such that for x, y ∈
{1, . . . , k} \ {i, j} if x < y, then piki,j(x) < piki,j(y).
We next describe the construction in the parameterized reduction behind Proposition 5.6.
I Construction 4. Let (G = (V1, . . . , Vk, E)) be an instance of Multicolored Clique
with n =
∑k
i=1 |Vi|. We construct a temporal graph G = (V ′, E1, . . . , Eτ ) with τ = n · (k− 1)
as follows (see Figure 3 for an illustration). Let V ′ initially contain V1, . . . , Vk and s, t.
Moreover, V ′ contains the sets A = {a1, . . . , ak} and B = {b1, . . . , bk}. Finally, V ′ contains
the sets C1 = {c1i | 0 ≤ i ≤ k} and C2 = {c2i | 0 ≤ i ≤ k}. We construct the edge
set Eodd as follows. It contains the edges {s, c10}, {c10, a1}, {c1k, bk}, and {c1k, t}. Moreover,
it contains the edges {bi, c1i }, {c1i , ai+1} for every 1 ≤ i < k. Finally, it contains the edge
set
⋃
v∈Vi{{ai, v}, {bi, v}} for every i ∈ {1, . . . , k}. We set Ei := Eodd for each odd i ∈
{1, . . . , τ}. Next, let φ be a bijection that maps (i, v, j) to {1, . . . , n (k−1)2 }, where i < j,
i, j ∈ {1, . . . , k}, v ∈ Vi. We construct the edge set E2φ(i,v,j) as follows. We add the
edges {s, c2k}, {c2k, bi}. Then, bi is connected with all w ∈ Vi. Next, v is adjacent with aj ,
and all w ∈ Vi \ {v} are adjacent with bj . Next, aj is adjacent to a vertex in w ∈ Vj if and
only if {w, v} ∈ E. Vertices bj and ai are adjacent with all vertices in Vj , and vertex ai is
also adjacent with c20. Let pi = piki,j : {1, . . . , k} \ {i, j} → {1, . . . , k − 2} (see Definition 5.7).
Then c20 is adjacent with api−1(1) and c2k−2 is adjacent with bpi−1(k−2) and with c2k−1 which
in turn is adjacent with t. Moreover, for all p ∈ {1, . . . , k − 3} the vertex c2p is adjacent
with api−1(p+1) and bpi−1(p). Finally, api−1(p) and bpi−1(p) are adjacent to all vertices in Vpi−1(p).
This finishes the construction of E2φ(i,v,j). Set k′ = 4k + 3 and ` = 4k + 7. 
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Figure 3 Illustration of Construction 4 with (a) showing an odd snapshot and (b) showing the
even snapshot G2φ(i,v,j) with edge {aj , w} being present assuming {v, w} ∈ E, and dotted edges
may or may not be present (depending on E).
I Observation 2. Let p ∈ {1, . . . , n · (k− 1)}. In (V,E2p−1), each vertex in A∪B ∪C1, and
each set Vi is an s-t separator, and in (V,E2p) with p = φ(i, v, j) each vertex in (A \ {aj}) ∪
(B \ {bj}) ∪ C2, each set Vi, and the set {aj , bj} is an s-t separator.
I Observation 3. Let p ∈ {1, . . . , n · (k − 1)}. Every s-t path in (V,Ep) with at most k′
vertices contains exactly one vertex from each Vi.
Proof. For every odd snapshot, the statement is clear by construction. Consider p = φ(i, v, j)
and (V,E2p), and let P be an arbitrary s-t path with at most k′ vertices. We know from
Observation 2 that every s-t path in (V,E2p) contains every vertex in (A \ {aj}) ∪ (B \
{bj}) ∪ C2, one vertex from each set Vi, and one vertex from {aj , bj}. It follows that
|V (P )| ≥ 2 + |(A \ {aj})∪ (B \ {bj})∪C2|+ k + 1 = 2 + (2k− 2 + (k + 1)) + k + 1 = 4k + 2.
Moreover, with the same argument as for the odd snapshots, it contains exactly one vertex
from each set Vq with q ∈ {1, . . . , k} \ {i, j}. So, suppose P contains one more vertex from Vi
or Vj . Then P must contain both {aj , bj}, and hence |V (P )| = (4k + 2) + 2 = 4k + 4 > k′,
yielding a contradiction. J
Since in every snapshot each vertex from C1 ∪ C2 is of degree two or zero, we have the
following.
I Observation 4. Let p ∈ {1, . . . , n · (k − 1)}. Every s-t path in (V,E2p−1) contains the
edge set E′2p−1 consisting of all edges incident with a vertex in {c10, . . . , c1k}. Every s-t
path in (V,E2p) contains the edge set E′2p consisting of all edges incident with {c20, . . . , c2k}.
Hence, we have that E2p−14E2p ⊇ E′2p−1 ∪ E′2p and |E′2p−1 ∪ E′2p| = 4k + 3 = ` − 4,
and E2p4E2p+1 ⊇ E′2p ∪ E′2p+1 and |E′2p ∪ E′2p+1| = 4k + 3 = `− 4.
I Lemma 5.8. Let P = (P1, . . . , Pτ ) be a solution to the instance obtained using Construc-
tion 4. Then V (Pp) ∩ V = V (Pq) ∩ V for all p, q ∈ {1, . . . , τ}.
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Proof. Assume towards a contradiction that there is r = φ(i, v, j) such that V (P2r−1)∩V 6=
V (P2r) ∩ V or V (P2r) ∩ V 6= V (P2r+1) ∩ V . We consider the first case (the second case is
analogous). We know that each Vx is an s-t separator in (V,Ep) for every x ∈ {1, . . . , k}
and p ∈ {1, . . . , τ}. Moreover, we know from Observation 3 that each of P2r−1 and P2r
contains exactly one vertex from each Vx, x ∈ {1, . . . , k}. So, there is a z ∈ {1, . . . , k} such
that there are distinct v′ and v′′ in Vz such that v′ ∈ V (P2r−1) and v′′ ∈ V (P2r). If z 6∈ {i, j},
then {v′, az}, {v′, bz}, {v′′, az}, {v′′, bz} ∈ E2p−14E2p. If z = i, then {v′, bz}, {v′′, bz} ∈
E2p−14E2p. If z = j, then {v′, aj}, {v′, bj} ∈ E2p−14E2p. Let u ∈ V (P2r) ∩ Vi and let w ∈
V (P2r) ∩ Vj . By construction, we know that {u, aj}, {w, ai}, {u, ai}, {w, bj} ∈ E2p−14E2p.
Hence, E2p−14E2p contains `− 4 edges each being incident with a vertex in C1 ∪ C2, and
at least six further edges, amounting to ` + 2 edges, contradicting the fact that P is a
solution. J
Proof of Proposition 5.6. Let I = (G = (V1, . . . , Vk, E) be an instance of Multicolored
Clique, and let I ′ = (G = (V ′, E1, . . . , Eτ ), s, t, k, `) be the instance obtained from I
using Construction 4 in polynomial time. Note that every edge in
⋃τ
p=1Ep is incident
with M := A ∪B ∪ C1 ∪ C2 ∪ {s, t}, and hence M is a vertex cover of the underlying graph
of size |M | = 2k + 2k + 2 + 3 = 4k + 5. Denote by Gp = (V,Ep) the p-th snapshot of G for
every p ∈ {1, . . . , τ}. We claim that I is a yes-instance if and only if I ′ is a yes-instance.
(⇒) Let W ⊆ V form a multicolored clique. Let Podd be the path in Godd :=
(V,Eodd) with vertex set V (Podd) = A ∪ B ∪ C1 ∪ {s, t} ∪W , and the edge set E(Podd) =
E(Godd[V (Podd)]). Note that |V (Podd)| = 3k+ 1 + 2 + k = 4k+ 3 = k′. Set P2p−1 := Podd for
every p ∈ {1, . . . , τ/2}. Next we construct P2p for every p ∈ {1, . . . , τ/2}. Let p = φ(i, v, j).
We distinguish two cases whether v ∈W or not.
Case 1: v ∈W . Let V (P2p) = A∪B\{bj}∪C2∪{s, t}∪W , and E(P2p) = E(G2p[V (P2p)]).
Note that |V (P2p)| = 4k+2 ≤ k′. Moreover, P2p is an s-t path since the edges {v, aj}, {aj , w}
are contained in G2p, where w ∈W ∩ Vj , since {v, w} ∈ E.
Case 2: v 6∈W . Let V (P2p) = A∪B\{aj}∪C2∪{s, t}∪W , and E(P2p) = E(G2p[V (P2p)]).
Note that |V (P2p)| = 4k+2 ≤ k′. Moreover, P2p is an s-t path since the edges {u, bj}, {bj , w}
are contained in G2p, where u ∈W ∩ Vi and w ∈W ∩ Vj since bj is adjacent to every vertex
in Vi \ {v} and Vj .
It remains to show that |E(P2p−1)4E(P2p)| ≤ ` for all p ∈ {1, . . . , τ/2}, and that
|E(P2p)4E(P2p+1)| ≤ ` for all p ∈ {1, . . . , τ/2 − 1}. We prove the former, as the latter
follows analogously. Let p = φ(i, v, j). By construction, E(P2p−1)4E(P2p) contains all edges
incident with C1 and C2. Let u ∈ Vi ∩W , and w ∈ Vj ∩W . We consider two cases:
Case 1: u = v. Note that P2p has the subpath biuajwai, and hence E(P2p−1)4E(P2p)
contains the edges {u, aj}, {w, ai} ∈ E(P2p) and the edges {u, ai}, {w, bj} ∈ E(P2p−1). Note
that all other edges in E(P2p−1) ∪ E(P2p) not incident to a vertex in C1 ∪ C2 are also in
E(P2p−1) ∩ E(P2p). Hence, |E(P2p−1)4E(P2p)| = 2(k + 1) + 2(k + 1)− 1 + 4 = 4k + 7 = `.
Case 2: u 6= v. Note that P2p has the subpath biubjwai, and hence E(P2p−1)4E(P2p)
contains the edges {u, bj}, {w, ai} ∈ E(P2p) and the edges {u, ai}, {w, aj} ∈ E(P2p−1). Note
that all other edges in E(P2p−1) ∪ E(P2p) not incident to a vertex in C1 ∪ C2 are also in
E(P2p−1) ∩ E(P2p). Hence, |E(P2p−1)4E(P2p)| = 2(k + 1) + 2(k + 1)− 1 + 4 = 4k + 7 = `.
It follows that (P1, . . . , Pτ ) is a solution to I ′.
(⇐) Let (P1, . . . , Pτ ) be a solution to I ′. Due to Lemma 5.8, we know that V (Pp)∩V =
V (Pq) ∩ V =: W for all p, q ∈ {1, . . . , τ}. We claim that W forms a multicolored clique in G.
By Observation 3, we know that |W ∩ Vi| = 1, for all i ∈ {1, . . . , k}. Let wi ∈W ∩ Vi denote
the corresponding vertex, for all i ∈ {1, . . . , k}. It remains to show that for each distinct
pair wi, wj , we have that {wi, wj} ∈ E. Assume without loss of generality that i < j, and
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let p = φ(i, wi, j). Since P2p is an s-t in G2p, it contains the subpath wiajwj , since wi is only
adjacent to bi and aj . By construction of snapshot G2p, we know that {aj , wj} ∈ E(G2p) if
and only if {wi, wj} ∈ E. Hence, the claim follows. J
For V4V-MstP, we have an even stronger result: the problem is W[1]-hard regarding ν↓
even if the size of any symmetric difference of the vertex sets of consecutive paths is at most
one. The proof is, however, similar to the proof of Proposition 5.6.
I Proposition 5.9 (F). V4V-MstP when parameterized by ν↓ is W[1]-hard, even if ` = 1.
I Construction 5. Let (G = (V1, . . . , Vk, E)) be an instance of Multicolored Clique. We
construct a temporal graph G = (V ′, E1, . . . , Eτ ) with τ = n·(k−1) as follows. Let V ′ initially
contain V1, . . . , Vk and s, t. Finally, V ′ contains the sets A = {a0, . . . , ak} and two special
vertices x and y. We construct the edge set Eodd as follows. It contains the edges {s, a0}
and {ak, t}. Finally, it contains the edge set
⋃
v∈Vi{{ai−1, v}, {ai, v}} for every i ∈ {1, . . . , k}.
We set Ei := Eodd for each odd i ∈ {1, . . . , τ}. Next, let φ be a bijection that maps (i, v, j)
to {1, . . . , n (k−1)2 }, where i < j, i, j ∈ {1, . . . , k}, v ∈ Vi. We construct the edge set E2φ(i,v,j)
as follows. We add the edge {s, ai}. Then, ai is connected with all w ∈ Vi. Next, v is
adjacent with x, and all w ∈ Vi \ {w} are adjacent with y. Next, x is adjacent to a vertex
in w ∈ Vj if and only if {w, v} ∈ E. Vertices y and aj are adjacent with all vertices in Vj , and
vertex aj is also adjacent with api−1(1), where pi = piki,j : {1, . . . , k} \ {i, j} → {1, . . . , k − 2}
(see Definition 5.7). Then t is adjacent with a0 which in turn is also adjacent with api−1(k−2),
and for each p ∈ {1, . . . , k − 3}, api−1(p) and api−1(p+1) are adjacent to all vertices in Vpi−1(p).
This finishes the construction of E2φ(i,v,j). Set k′ = 2k + 4 and ` = 1. 
I Observation 5. In (V,E2p−1), each vertex in A, and each set Vi is an s-t separator, and
in (V,E2p) with p = φ(i, v, j) each vertex in A, each set Vi, and the set {x, y} is an s-t
separator.
We know that each s-t path in an even snapshot contains s and t, and k + 1 vertices
from A, and one of x and y, leaving k vertices. Since each Vi forms an s-t separator, we have
the following.
I Observation 6. Every s-t path in (V,Ep) with at most k′ vertices contains exactly one
vertex from each Vi.
Proof of Proposition 5.9. Let I = (G = (V1, . . . , Vk, E))) be an instance of Multicolored
Clique, and let I ′ = (G = (V ′, E1, . . . , Eτ ), s, t, k, `) be the instance obtained from I
using Construction 5 in polynomial time. Note that every edge in
⋃τ
p=1Ep is incident
with M := A ∪ {x, y} ∪ {s, t}, and hence M is a vertex cover of the underlying graph of
size |M | = k + 5. Denote by Gp = (V,Ep) the p-th snapshot of G for every p ∈ {1, . . . , τ}.
We claim that I is a yes-instance if and only if I ′ is a yes-instance.
(⇒) Let W ⊆ V be a multicolored clique. Define Podd as the path in Godd = (V,Eodd)
with vertex set V (Podd) = {s, t} ∪ A ∪W and edge set E(Godd[V (Podd)]). Note that Podd
is an s-t path with 2k + 3 vertices. Set P2p−1 := Podd. For P2p with p = φ(i, v, j), we
set V (P2p) = V (Podd) ∪
{
{x}, if v ∈W
{y}, otherwise, and E(P2p) = E(G2p[V (P2p)]). Note that P2p
is an s-t path, since if v ∈ W , then the edge {x,w} with w ∈ W ∩ Vj exists. Moreover,
|V (P2p)| = 2k + 4, and by construction we have that |V (Pp)4V (Pp+1)| = 1 for all p ∈
{1, . . . , τ − 1}.
(⇐) Let (P1, . . . , Pτ ) be a solution to I ′. Due to Observation 6, we know that each Pi
contains exactly one vertex from Vi. In fact, it holds true that V (Pi) ∩ V = V (Pj) ∩ V
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for all i, j ∈ {1, . . . , τ}: Suppose not, that is, there is an i ∈ {1, . . . , τ − 1} such that w ∈
V ∩ (V (Pi)4V (Pi+1)). In both cases (w ∈ V (Pi) \ V (Pi+1) or w ∈ V (Pi+1) \ V (Pi)) we get
a contradiction to Observation 6. Let W := V ∩ V (P1). We claim that W is a multicolored
clique in G. Let v ∈ Vi ∩W and w ∈ Vj ∩W with i, j ∈ {1, . . . , k}, i < j, be arbitrary
but fixed. Then, path P2φ(i,v,j) contains the subpath (v, x, w), proving that {v, w} ∈ E. It
follows that W is a multicolored clique in G. J
We will see in the next section that a similar result for E∩E-MstP or V∩V-MstP is unlikely.
5.2 Fixed-parameter tractability for dissimilarity variant regarding k
In stark contrast to Theorem 5.2 and Corollary 5.4, we show in this section that V∩V-MstP
and E∩E-MstP can be solved in linear time for constant path lengths; put differently, they
are fixed-parameter tractable when parameterized by path length k − 1.
I Theorem 5.10. V∩V-MstP and E∩E-MstP can be solved in 2O(k) · |G| time.
We defer the proof of Theorem 5.10 towards the end of this section and, moreover, only
describe the algorithm for V∩V-MstP. In a nutshell, the algorithm behind Theorem 5.10
computes for each snapshot sufficiently many s-t paths such that no matter which vertices
are used in the snapshots beforehand and afterwards, one of these s-t paths has a small
intersection with these vertices. To this end, we introduce q-robust sets of s-t paths.
I Definition 5.11. Let G = (V,E) be a graph, s, t ∈ V two distinct vertices, F be a set
of s-t paths of length at most k − 1, and q ∈ N0. We call F q-robust if for each set
X ⊆ (V (G) \ {s, t}) of size at most q the following holds: if there is an s-t path in G−X of
length at most k − 1, then there is an s-t path P ∈ F which is an s-t path in G−X.
To find a solution, it is sufficient to have a 2(k − `)-robust set of s-t paths of length at
most k − 1 for each snapshot of the temporal graph:
I Lemma 5.12 (F). Let I = (G = (V, (Ei)τi=1), s, t, k, `) be an instance of V∩V-MstP
and Fi be a 2(k − `)-robust set of s-t paths of length at most k − 1 in Gi = (V,Ei), for all
i ∈ {1, . . . , τ}. Then, I is a yes-instance if and only if there is a solution (P1, . . . , Pτ ) such
that Pi ∈ Fi, for all i ∈ {1, . . . , τ}.
Proof. Since the converse is trivially true, we only show that if I is a yes-instance, then
there is a solution (P1, . . . , Pτ ) for I such that for all i ∈ {1, . . . , τ} we have Pi ∈ Fi.
For all p ∈ {1, . . . , τ + 1}, let Sp be the set of solution for I such that for all j < p we
have Pj ∈ Fj . Let i := max{p ∈ {1, . . . , τ + 1} | Sp 6= ∅}. If i = τ + 1, then we are done.
Hence, assume towards a contradiction that i ≤ τ .
(Case 1): Suppose 1 < i < τ . Let X1 = V (Pi−1) \ V (Pi) and X2 = V (Pi+1) \ V (Pi).
If X ∈ {X1, X2} is larger than k − `, then remove arbitrary vertices from X such that
|X| = k − `. Note that |V (Pi−1) \ X1| ≤ ` and |V (Pi+1) \ X2| ≤ `. Observe that Pi is
an s-t path of length at most k − 1 in Gi − (X1 unionmultiX2). Since Fi is 2(k − `)-robust, there
is an s-t path P ∈ Fi of length at most k − 1 in Gi − (X1 unionmulti X2), see Figure 4 for an
illustration. Hence, |V (P )∩V (Pi−1)| ≤ |V (P )∩ (V (Pi−1)\X1)| ≤ ` and |V (P )∩V (Pi+1)| ≤
|V (P ) ∩ (V (Pi+1) \X1)| ≤ `. Thus, S = (P1, . . . , Pi−1, P, Pi+1, . . . , Pτ ) is a solution for I.
This contradicts i being maximal.
(Case 2): If i = 1 (i = τ), then we set X1 = ∅ (X2 = ∅) and conclude analogously to
Case 1 that i is not maximized. J
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X1V (Pi−1) :
X2V (Pi+1) :
Pi: s t
P
Figure 4 Illustration of case 1 in the proof of Lemma 5.12, where |V (Pi+1) \ V (Pi)| > k − `.
The main tool of our algorithm is a fast (“linear-time FPT”) computation of small sets of
s-t paths of length at most k − 1 which are q-robust. We believe that this may become a
general algorithmic tool being potentially helpful in scenarios not related to a multistage
setting. Formally, we show the following.
I Lemma 5.13 (F). Let G = (V,E) be a graph with two distinct vertices s, t ∈ V , and
k, q ∈ N0. We can compute, in 2O(k+q) · |E| time, a q-robust set F of s-t paths of length at
most k − 1 such that |F| ≤ 2q+k.
In order to prove Lemma 5.13, we extend the “representative-family-based” algorithm for
k-Path of Fomin et al. [16] such that we can find s-t paths avoiding a size-at-most-q set of
vertices. The proof of Lemma 5.13 is deferred to the end of this section.
We use standard terminology from matroid theory [30]. A pair (U, I), where U is the
ground set and I ⊆ 2U is a family of independent sets, is a matroid if the following holds:
∅ ∈ I;
if A′ ⊆ A and A ∈ I, then A′ ∈ I;
if A,B ∈ I and |A| < |B|, then there is an x ∈ B \A such that A ∪ {x} ∈ I.
An inclusion-wise maximal independent set A ∈ I of a matroid M = (U, I) is a basis. The
cardinality of the bases of M is called the rank of M . The uniform matroid of rank r on U
is the matroid (U, I) with I = {S ⊆ U | |S| ≤ r}. A matroid (U, I) is linear or representable
over a field F if there is a matrix A with entries in F and the columns labeled by the elements
of U such that S ∈ I if and only if the columns of A with labels in S are linearly independent
over F. The matrix A is called a representation of (U, I).
I Definition 5.14 (q-representative family of independent sets). Given a matroid (U, I),
a family S ⊆ I of independent sets, we say that a subfamily Ŝ ⊆ S is a q-representative of S
if for each set Y ⊆ U of size at most q it holds that if there is a set X ∈ S with X unionmulti Y ∈ I,
then there is a set X̂ ∈ Ŝ such that X̂ unionmulti Y ∈ I.
We are only interested in uniform matroids, hence, to simplify matters we reformulate the
definition of representative families.
I Definition 5.15 (q-representative family). Let S = {S1, . . . , St} be a family of sets of size p
over a universe U . A subfamily Ŝ ⊆ S is a q-representative of S if for every set Y ⊆ U of
size at most q it holds that if there is a set X ∈ S disjoint from Y , then there is a set X̂ ∈ Ŝ
disjoint from Y .
For linear matroids, there are fixed-parameter algorithms parameterized by rank that
compute small representatives for large families of independent sets.
I Lemma 5.16 (Fomin et al. [16, Theorem 1.1]). Let M = (U, I) be a linear matroid of rank
p+ q given together with its representation matrix AM over a field F. Let S = {S1, . . . , St}
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be a family of independents sets of M of size p. For a given q, a q-representative family
Ŝ ⊆ S of size (p+qp ) can be computed in O ((p+qp )tpω + t(p+qp )ω−1) time. Here, ω < 2.373 is
the matrix multiplication exponent.
I Lemma 5.17. Given a set U and an integer r, we can compute in O(r · |U |) time a
representation A of the uniform matroid of rank r on U , where p ∈ O(|U |) and A is over a
prime field Fp.
Proof. A Vandermonde matrix of size (p + q) × |U | in a field with at least |U | distinct
elements suffices as representation of the uniform matroid of rank r on U [28, Section 3.4].
Let p ∈ {|U |, . . . , 2|U |} be a prime number. Such a prime exists by the folklore Bertrand-
Chebyshev theorem and can be computed in O(|U |1/2+o(1)) ≤ O(|U |) time using the Lagarias-
Odlyzko method [32]. Observe that we can perform a primitive operation in the prime field Fp
by first performing the operation in Z and then taking the result modulo p. Since we only
need O(log |U |) many bits to store one element of Fp, each element of Fp fits into one memory
cell of the Word RAM computation model. Hence, we can perform a primitive operation
over Fp in constant time.
Finally, we can compute the Vandermonde matrix of size r × |U | in O(r · |U |) time,
because each entry is either 1 or an elementary element of Fp or can be compute by one
multiplication from another entry calculated earlier. J
In a nutshell, we extend the representative family based algorithm of Fomin et al. [16] for
k-Path such that we find s-t paths which can avoid a set of vertices of size at most q.
I Algorithm 1. Let G = (V,E) be a graph with two distinct vertices s, t ∈ V , and k, q ∈ N0.
Define N iv to be a (q+ k− i)-representative of the family of all sets A ⊆ V such that there is
an s-v path P in G of length i− 1 with V (P ) = A.
Our goal is to compute N kt , as we will construct the desired q-robust set of s-t paths
from it later on. We start by setting N 1s := {s} and N 1v := ∅ for all v ∈ V ′ \ {s}. Then, we
compute for all i ∈ {2, . . . , k} (in ascending order)
T iv :=
⋃
{v,w}∈E′
⋃
X∈N i−1w :v 6∈X
(X ∪ {v}). (1)
Then (using Lemma 5.16) we compute a (q + k − i)-representative N iv of T iv . 
I Lemma 5.18. For all i ∈ {1, . . . , k}, the family N iv (from Algorithm 1) is of size at most(
q+k−i
i
)
and a (q + k − i)-representative of the family of all sets A ⊆ V such that there is an
s-v path P in G of length i− 1 with V (P ) = A.
Proof. We will prove this claim by induction. Observe that N 1v is correctly computed for
all v ∈ V . Now assume that for all j < i ≤ k the family N jv is of size at most
(
q+k−j
j
)
and
N jv is a (q + k − j)-representative of the family of all sets A ⊆ V such that there is an s-v
path P in G of length j − 1 with V (P ) = A.
Let Y ⊆ V ′ be a set of size at most (q+ k− i) and v ∈ V . Assume there is an s-v path P
of length i− 1 such that Y ∩ V (P ) = ∅. Let w ∈ V (P ) be the vertex which is visited by P
directly before v (starting from s). Let P ′ be the s-w path of length i − 2 induced by P
without v. Since (Y ∪ {v}) ∩ V (P ′) = ∅ and Y ∪ {v} is a set of size q + k− (i− 1), we know,
by induction hypothesis, that there is an A ∈ N i−1w and an s-w path P ′′ of length i− 2 with
V (P ′′) = A and (Y ∪ {v}) ∩ V (P ′′) = ∅. Hence, by Algorithm 1, V (P ′′) ∪ {v} ∈ T iv . Since
Y ∩ V (P ′′) = ∅ and N iv is an (q + k − i)-representative of T iv , we know that N iv contains a
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set B such that there is an s-v path P ′′′ of length i − 1 with V (P ′′′) = B and B ∩ Y = ∅.
Hence, N jv is indeed a (q + k − i)-representative of the family of all sets A ⊆ V such that
there is an s-v path P in G of length i− 1 with V (P ) = A.
The upper bound on the size of N iv follows from Lemma 5.16. This completes the
proof. J
I Lemma 5.19. The family N kt from Algorithm 1 can be computed in 2O(q+k) · |E| time.
Proof. As a preprocessing step, we remove in O(|E|) time via breadth-first search all vertices
which are not on an s-t path. Hence, |V | ≤ |E|. Furthermore, we use Lemma 5.17 to compute
a representation of the uniform matroid M of rank q+ k on V in O(|E| · (q+ k)) time. Then,
for each i ∈ {1, . . . , k} and each v ∈ V we compute T iv in O(deg(v) · 2q+k) time, since for all
w ∈ V the family N i−1w is of size at most 2q+k, see Lemma 5.16. Hence, T iv is of size at most
2q+k deg(v). Computing (with Lemma 5.16) the (q + k − i)-representative N iv of T iv takes
2O(k+q) · deg(v) time. Hence, by the Handshaking Lemma, this yields an overall running
time of 2O(k+q) · |E| time. J
In the proof of Lemma 5.19, one could use Theorem 1.2 instead of Theorem 1.1 from
Fomin et al. [16] to improve the constant hidden in the Big-O notation. However, we would
loose the linear dependency in |E| by doing so.
We are now ready to prove Lemma 5.13.
Proof of Lemma 5.13. First, we construct the graph G′ = (V ′, E′) where we add k new
dummy vertices d1, . . . , dk to G. Hence, V ′ := V ∪ {d1, . . . , dk} and
E′ := E ∪ {{v, w} ∈ E | t 6∈ {v, w}}
∪ {{v, di} | {v, t} ∈ E, i ∈ {1, . . . , k}}
∪ {{di, di+1} | i ∈ {1, . . . , k − 1}}
∪ {{di, t} | i ∈ {1, . . . , k}}.
Note that for each s-t path P in G of length at most k − 1 there is an s-t path P ′ in G′
of length exactly k − 1 such that V (P ) = V (P ′) \ {d1, . . . , dk}. Furthermore, for each s-t
path P ′ in G′ of length exactly k − 1 there is an s-t path P in G of length at most k − 1
such that V (P ) = V (P ′) \ {d1, . . . , dk}.
Using Algorithm 1, we compute in 2O(q+k) · |E| time (Lemma 5.19) N k+1t for G′, s, t, k,
and q. By Lemma 5.18, we know that N kt is of size at most
(
q+k
k
)
and a q-representative
of the family of all sets A ⊆ V ′ such that there is an s-v path P in G of length k − 1 with
V (P ) = A.
Now we compute the desired set F , which we initialize by F := ∅. Observe, that during
the execution of Algorithm 1, we can store for each set A ∈ T iv a corresponding s-v path P
in G with V (P ) = A, where i ∈ {1, . . . , k}, v ∈ V ′. We now go over all A ∈ N kt and their
corresponding s-t paths PA of length k− 1 in G′. Next, we store in F an s-t path P ′ in G of
length at most k − 1 such that V (P ′) = V (PA) \ {d1, . . . , dk}. The whole procedure ends
after 2O(q+k) · |E| time and F is of size at most |F| ≤ 2q+k.
It remains to show that F is q-robust. Let X ⊆ V of size at most q such that there is
an s-t path P of length at most k − 1 in G −X. Hence, there is an s-t path P ′ in G′ of
length exactly k such that V (P ) = V (P ′) \ {d1, . . . , dk}. Since X ∩ V (P ′) = ∅, we know that
there is an A ∈ N kt such that there is an s-v path P ′′ in G′ of length k with V (P ′′) = A and
A ∩X = ∅. Thus, we added an s-t path P ∗ to F with V (P ∗) = A \ {d1, . . . , dk}. Hence,
V (P ∗) ∩X and it thus is an s-t path in G−X. J
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Having Lemmata 5.12 and 5.13, we are set to prove Theorem 5.10.
Proof of Theorem 5.10. We only show the proof for V∩V-MstP. The fixed-parameter
tractability of E∩E-MstP follows from Proposition 3.2.
Given an instance I = (G = (V, (Ei)τi=1), s, t, k, `) of V∩V-MstP, we first check whether
there is an empty Ei. If this is the case, then I is a no-instance. Afterwards, we can
assume that τ ≤ |G|. For each i ∈ {1, . . . , τ}, we compute in 2O(k+2(k−`))|Ei| = 2O(k)|Ei|
time a 2(k − `)-robust set Fi of s-t paths of length at most k − 1 in Gi = (V,Ei) such
that |Fi| ≤ 2O(k), see Lemma 5.13.
Next, we construct a directed graph G′ = (V ′, E′), where beside s, t each path in Fi has
a corresponding vertex, for all i ∈ {1, . . . , τ}. Formally, that is, V ′ := {s, t} ∪⋃τi=1 Fi, and
E′ := {(P, P ′) | P ∈ Fi, P ′ ∈ Fi+1, |V (P )∩V (P ′)| ≤ `, for some i ∈ {1, . . . , τ−1}}∪{(s, P ) |
P ∈ F1} ∪ {(P, t) | P ∈ Fτ}. Observe that |V ′| + |E′| ≤ 2O(k) · τ . We note that I is a
yes-instances if and only if there is an s-t path in G′. Since
∑τ
i=1 |Ei| ≤ |G|, this yields an
overall running time of 2O(k) ·max{τ, |G|} = 2O(k) · |G|.
It remains to show that I is a yes-instance if and only if there is an s-t path in G′. We
only show that if I is a yes-instance, then there is an s-t path in G′ since the converse is easy
to verify from the definition of G′. Let I be a yes-instance. Then, by Lemma 5.12, there is a
solution (P1, . . . , Pτ ) such that Pi ∈ Fi, for all i ∈ {1, . . . , τ}. For each i ∈ {1, . . . , τ − 1}, we
have that |V (Pi)∩V (Pi+1)| ≤ `. It follows that G′ has an edge from the vertex corresponding
to Pi to the vertex corresponding to Pi+1. Hence, there is an s-t path in G′ because s is
adjacent to all vertices corresponding to a path in F1 and each vertex corresponding to a
path in Fτ is adjacent to t. J
6 Looking through the lens of efficient data reduction
In this section, we study whether (polynomial) problem kernels for our four multistage s-t
path problems exist. We start from the simple observation that every problem trivially admits
a problem kernel of size polynomial in n + τ . When strengthening n to ν↓, that is, when
parameterizing by ν↓ + τ , where ν↓ denotes the vertex cover number of the underlying graph,
for E∩E-MstP and V∩V-MstP we prove a polynomial-size problem kernel (Section 6.1)
and for E4E-MstP and V4V-MstP we prove a single-exponential-size problem kernel
(Section 6.2). We prove that, unless NP ⊆ coNP / poly, the latter cannot be improved
to polynomial size for V4V-MstP and that when parameterized by n (i.e., dropping τ
from n+ τ) none of the four problems admits a polynomial kernel (Section 6.3).
6.1 Polynomial kernel for the dissimilarity variant regarding ν↓ + τ
In this section, we prove V∩V-MstP and E∩E-MstP to admit problem kernels of polynomial
size in ν↓ + τ .
I Theorem 6.1. Each of V∩V-MstP and E∩E-MstP admits a problem kernel with at
most 2ν↓ + 2 +
(2ν↓
2
)
(3k − 3) ∈ O(ν3↓) vertices and τ snapshots.
The kernelization behind Theorem 6.1 basically relies on the following data reduction rule.
I Reduction Rule 1. Let I = (G = (V,E1, E2, . . . , Eτ ), s, t, k, `) be an instance of V∩V-
MstP or E∩E-MstP with underlying graph G↓.
1. Compute a vertex cover V ′ of G↓ of size at most 2ν↓.
2. For each pair of distinct vertices v, w ∈ V ′ and each i ∈ {1, . . . , τ}, in N ivw := (N(V,Ei)(v)∩
N(V,Ei)(w)) \ V ′ mark min{3k − 3, |N ivw|} vertices.
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3. Construct a set V ′′ containing {s, z} ∪ V ′ and all marked vertices, and then construct
the temporal graph G′ = (V ′′, E′1, . . . , E′τ ), where E′i = {{v, w} ∈ Ei | v, w ∈ V ′′}, for
all i ∈ {1, . . . , τ}.
4. Output the instance O = (G′, s, t, k, `).
First, we prove that we can efficiently execute Reduction Rule 1.
I Lemma 6.2 (F). Reduction Rule 1 is correct and can be executed in O(n · ν2↓) time.
Proof. We can compute a 2-approximate vertex cover in linear time via a maximal matching
(Step 1). Next, we compute for each of the at most
(2ν↓
2
)
pairs of vertices in V ′, in each of
the τ snapshots, their neighborhood and mark a subset therein in linear time. Finally, we
can compute the set V ′′, then G′, and then O to output, each in linear time. Hence, this
procedure ends after O(n · ν2↓) time.
Let I = (G = (V, (Ei)τi=1), s, t, k, `) be an instance of V∩V-MstP or E∩E-MstP, and
let O = (G′, s, t, k, `) be the output instance of Reduction Rule 1 on I. Furthermore, for all
i ∈ {1, . . . , τ}, let Gi and G′i respectively denote the i-th snapshot of G and of G′.
(⇐) Since each path in a snapshot of G′ is also a path in G, we have that if O is a
yes-instance, then I is a yes-instance as well.
(⇒) Now let (P1, . . . , Pτ ) be a solution for I. Clearly, if for each i ∈ {1, . . . , τ} we have
that Pi is a path in G′i, then (P1, . . . , Pτ ) is also a solution for O. Let Sp be the set of solutions
for I such that Pj is a path in G′j , for all j ∈ {1, . . . , p− 1} and all p ∈ {1, . . . , τ}. Note that
if Sτ+1 is not empty, then O is clearly a yes-instance. Let i = max{p ∈ {1, . . . , τ} | Sp 6= ∅}
and let S = (P1, . . . , Pτ ) ∈ Si, Pi = (v0, v1, . . . , vk′), s = v0, and t = vk′ such that j is
maximum under the condition that v0, . . . , vj−1 is a path in G′i. We can conclude that vj is
not a vertex in G′. Let V ′′ = V ′ ∪ {s, t} where V ′ is the vertex cover we computed during
the execution of Reduction Rule 1. Hence, vj 6∈ V ′′ but vj−1, vj+1 ∈ V ′′, otherwise V ′′ is not
a vertex cover. Let N = (N(V,E′
i
)(vj−1) ∩N(V,E′
i
)(vj+1)) \ V ′. From Reduction Rule 1, we
know that N is of size at most 3k − 3. Now we distinguish into four cases:
1. If 1 = i = τ , then set X = V (Pi) \ {s, t, vj}.
2. If 1 = i < τ , then set X = (V (Pi) ∪ V (Pi+1)) \ {s, t, vj}.
3. If 1 < i = τ , then set X = (V (Pi−1) ∪ V (Pi)) \ {s, t, vj}.
4. If 1 < i < τ , then set X = (V (Pi−1) ∪ (V (Pi) ∪ V (Pi+1))) \ {s, t, vj}.
Since all paths in S are of length at most k, we know that X is of size at most 3k− 4. Hence,
there is a vertex w ∈ N \ X such that P ′ = (s = v0, v1, . . . , vj−1, w, vj+1, . . . , vk′ = t) is
an s-t path in G′i of length k′ ≤ k. Moreover, we note that
if i > 1, then |V (Pi−1)∩V (P ′)| ≤ |V (Pi−1)∩V (Pi)| and |E(Pi−1)∩E(P ′)| ≤ |E(Pi−1)∩
E(Pi)|;
if i < τ , then |V (P ′) ∩ V (Pi+1)| ≤ |V (Pi) ∩ V (Pi+1)| and |E(P ′) ∩ E(Pi+1)| ≤ |E(Pi) ∩
E(Pi+1)|.
Hence, in either case of I and O both being instances of V∩V-MstP or E∩E-MstP,
(P1, . . . , Pi−1, P, Pi+1, . . . , Pτ ) is a solution for O. J
Proof of Theorem 6.1. Given an instance I = (G = (V,E1, E2, . . . , Eτ ), s, t, k, `), we apply
Reduction Rule 1 in polynomial time to obtain the instance O = (G′, s, t, k, `) being equivalent
to I (Lemma 6.2), containing τ snapshots and at most 2ν↓ + 2 +
(2ν↓
2
)
(3k − 3) vertices. J
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6.2 Single-exponential kernel for the similarity variant regarding ν↓ + τ
We prove that E4E-MstP and V4V-MstP admit problem kernels of single-exponential
size in ν↓ + τ , proving containment in FPT. As we will see later, unless NP ⊆ coNP /poly
this result for V4V-MstP cannot be improved to size polynomial in ν↓ + τ .
I Theorem 6.3. Each of E4E-MstP and V4V-MstP admits a problem kernel with at
most 2ν↓ + 4ν↓τ (2ν↓ + 1) vertices and τ snapshots.
To prove Theorem 6.3, we lift the well-known graph-theoretic notion of (false) twins to
temporal graphs as follows.
I Definition 6.4. Two vertices v, w in a temporal graph G = (V,E1, E2, . . . , Eτ ) are called
(false) temporal twins if N(V,Ei)(v) = N(V,Ei)(w) for every i ∈ {1, . . . , τ}.
Note that Definition 6.4 implies an equivalence relation ∼ on the vertex set V , where v ∼ w
if and only if they are temporal twins, and, hence, a partition of the vertex set into classes
of temporal twins. Moreover, every pair of vertices in the same temporal twin class is
non-adjacent. We show that such a partition is efficiently computable.
I Lemma 6.5 (F). For a temporal graph G = (V,E1, E2, . . . , Eτ ), a partition V =
(V1, . . . , Vp) of V into temporal twin classes is computable in O(τ · |V |2) time.
Proof. Firstly, we compute all (false) twin classes in the first snapshot (V,E1) in time linear
in |V |+ |E1|. Next, for each vertex v ∈ V , check for each w with v ∼ w whether w is a false
twin in each snapshot (V,E2), . . . , (V,Eτ ), and adjust ∼ accordingly. J
In a nutshell, given a vertex cover X of our underlying graph, we aim for having few
(i.e., upper-bounded by some single-exponential function in ν↓ + τ) temporal twin classes in
the independent set Y = V \X, where each temporal twin class in turn contains only few
vertices. By definition we have only few temporal twin classes.
I Observation 7 (F). Let G = (V,E1, E2, . . . , Eτ ) be a temporal graph with partition V =
(X,Y ) of V such that Y is an independent set in each snapshot. Then the size of every
partition of Y into temporal twin classes is at most 2|X|τ .
Proof. There are at most 2|X| different neighborhoods for any vertex in Y per snapshot. As
there are τ snapshots, there are at most (2|X|)τ many temporal twin classes. J
We next aim for shrinking temporal twin classes. Note that for every temporal twin class,
any s-t path contains at most the number of vertices neighboring the class minus one vertex
from the temporal twin class: recall that each temporal twin class forms an independent set,
and hence every s-t path must “alternate” between the class and its neighboring vertices. In
fact, temporal twin classes that are large compared to their neighborhood size can be shrunk.
I Reduction Rule 2. Let S be a temporal twin class with |S\{s, t}| ≥ max1≤i≤τ |N(V,Ei)(S)|.
Then delete a vertex v ∈ S \ {s, t}.
I Lemma 6.6 (F). Reduction Rule 2 is correct and exhaustively applicable in O(τ ·|V |3) time.
Proof. The reduction is clearly applicable in O(τ · |V |3) time. We prove its correctness. To
this end, let G and G′ respectively denote the temporal graphs before and after application
of Reduction Rule 2, and let S′ := S \ {v, s, t}. Note that |S′| ≥ max1≤i≤τ |N(V,Ei)(S′)| − 1.
Moreover, observe that due to Lemma 6.5 we can exhaustively apply Reduction Rule 2
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in polynomial time. We claim that I = (G, s, t, k, `) is a yes-instance if and only if I ′ =
(G′, s, t, k, `) is a yes-instance.
(⇐) As G′ = G − v, every sequence of s-t paths forming a solution for I ′ is also a
solution to I.
(⇒) Let I be a yes-instance, and assume that every solution to I contains the ver-
tex v (otherwise we are done). Let P = (P1, . . . , Pτ ) be a solution to I such that v
appears latest in the sequence among all solutions. Let Pr1 be the first s-t path that con-
tains v, and let r1, . . . , rp be a maximal sequence such that v ∈ V (Prq) for each 1 ≤ q ≤ p.
Since |S \ {s, t}| ≥ max1≤i≤τ |N(V,Ei)(S)| and S forms an independent set, there is a ver-
tex w ∈ S′ such that w 6∈ V (Pr). We claim that “replacing” v by w in Pr1 , . . . , Prp forms
a solution to I where v appears later than in P, yielding a contradiction. Let rs >
r1 denote the smallest index such that w ∈ V (Prs+1), or rs = rp if no such index
exists. For all 1 ≤ q ≤ s, let P ′rq be the s-t path with V (P ′rq) = (V (Prq) \ {v}) ∪
{w} and E(P ′rq) = (E(Prq) \ {{v, u} | u ∈ NPrq (v)}) ∪ {{w, u} | u ∈ NPrq (v)}. For
each i ∈ {1, . . . , τ} \ {r1, . . . , rs}, we set P ′i = Pi. Observe that |V (P ′rq)| = |V (Prq)|
and |E(P ′rq)| = |E(Prq)|. Moreover, for all 1 ≤ q < rs we have that |V (P ′rq)4V (P ′rq+1)| =
|V (Prq)4V (Prq+1)| and |E(P ′rq)4E(P ′rq+1)| = |E(Prq)4E(Prq+1)|. If r1 > 1, then it
also holds true that |V (P ′r1−1)4V (P ′r1)| = |V (Pr1−1)4V (Pr1)| and |E(P ′r1−1)4E(P ′r1)| =
|E(Pr1−1)4E(Pr1)|. Finally, we consider the case of rs < τ , the cases herein whether or
not w ∈ V (Prs+1).
Case 1: w 6∈ V (Prs+1), rs ≤ rq. Then for the vertices we have that V (P ′rs)4V (P ′rs+1) =
((V (Prs)4V (Prs+1)) \ {v}) ∪ {w}. For the edges, we have that
E(P ′rs)4E(P ′rs+1) = ((E(Prs)4E(Prs+1)) \ {{v, u} | u ∈ NPrs+1(v)})
∪ {{w, u} | u ∈ NP ′rs (w)}.
Case 2: w ∈ V (Prs+1), rs < rq. Then for the vertices we have that V (P ′rs)4V (P ′rs+1) =
((V (Prs)4V (Prs+1)) \ {w}) ∪ {v}. For the edges, we have that
E(P ′rs)4E(P ′rs+1) = (E(Prs)4E(Prs+1) \ {{w, u} | u ∈ NPrs+1(w)})
∪ {{v, u} | u ∈ NPrs+1(v)}.
Case 3: w ∈ V (Prs+1), rs = rq. Then for the vertices we have that V (P ′rs)4V (P ′rs+1) =
(V (Prs)4V (Prs+1)) \ ({w} ∪ {v}). For the edges, we have that
E(P ′rs)4E(P ′rs+1) =
(
(E(Prs)4E(Prs+1))\
({{v, u} | u ∈ NPrs (v)} ∪ {{w, u} | u ∈ NPrs+1(w)})
)
∪ ({{w, u} | u ∈ NP ′rs (w)} ∪ {{w, u} | u ∈ NPrs+1(w)}).
Hence, in either case we have that the sizes of the symmetric differences both for vertex
and edge sets are not increased. It follows that P ′ = (P ′1, . . . , P ′τ ) is a solution in which v
appears later than in P, contradicting the choice of P. J
Proof of Theorem 6.3. First, in G↓ compute (via a maximal matching) a vertex cover X of
size at most 2ν↓ in linear time. Let V = (X,Y ), where Y = V \X is an independent set. Next,
compute all temporal twin classes of Y in polynomial time (Lemma 6.5). Apply Reduction
Rule 2 exhaustively on every temporal twin class. Due to Lemma 6.6, this returns an equivalent
instance in polynomial time where every temporal twin class contains at most |X|+1 vertices.
Due to Observation 7, there are at most 2|X|τ many temporal twin classes. In total, the
obtained temporal graph contains at most |X|+ 2|X|τ (|X|+ 1) vertices and τ snapshots. J
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6.3 Lower bounds on kernelization regarding n and ν↓ + τ
We know that relaxing n to ν↓ in n + τ allows for polynomial and single-exponential
kernelization for dissimilarity and similarity, respectively. We know that dropping n is
not possible (Proposition 5.9). In this section, we prove that, unless NP ⊆ coNP / poly,
dropping τ is not possible.
I Theorem 6.7 (F). Unless NP ⊆ coNP /poly, none of E4E-MstP, V4V-MstP, E∩E-
MstP, and V∩V-MstP admits a problem kernel of size polynomial in n.
For proving that kernels of polynomial size are unlikely to exists, we use the cross-
composition framework of Bodlaender et al. [6]. The framework, like the original framework [5,
17], bases upon the complexity-theoretic assumption that the polynomial time hierarchy
does not collapse to its third level, which implies that NP 6⊆ coNP / poly [34]. The central
notions of the framework are OR- and AND-cross-compositions, which require the notion of
polynomial equivalence relations [6]: we call R a polynomial equivalence relation on Σ∗ if we
can decide in polynomial time whether any two x, y ∈ Σ∗ are R-equivalent, and the number
of equivalence classes in any finite set S ⊆ Σ∗ is in (maxx∈S |x|)O(1).
I Definition 6.8 ([6]). Given an NP-hard problem L ⊆ Σ∗, a parameterized problem P ⊆
Σ∗ × N, and a polynomial equivalence relation R on the instances of L, an OR-cross-
composition of L into P (with respect to R) is an algorithm that takes p R-equivalent
instances x1 . . . , xp of L and constructs in time (
∑p
i=1 |xi|)O(1) an instance (x, k) of P such
that (i) k ∈ (max1≤i≤p |xi| + log(p))O(1) and (ii) (x, k) ∈ P ⇐⇒ xi ∈ L for at least one
i ∈ {1, . . . , p}. An AND-cross-composition is an OR-cross-composition where (ii) is replaced
by (x, k) ∈ P ⇐⇒ xi ∈ L for all i ∈ {1, . . . , p}.
The connection is now the following: If a parameterized problem admits an OR-cross-
composition (or AND-cross-composition) and a polynomial problem kernelization, then NP ⊆
coNP / poly and the polynomial hierarchy collapses to its third level [6, 8].
We call two instances I = (G, s, t, k, `), I ′ = (G′, s′, t′, k′, `′) R-equivalent if |V (G)| =
|V (G′)|, τ(G) = τ(G′), k = k′, and ` = `′.
I Proposition 6.9. There is an algorithm that given p R-equivalent instances I1, . . . , Ip of
E4E-MstP, computes in polynomial time an instance I of E4E-MstP such that n ∈
(max1≤q≤p |Vq|)O(1) and I is a yes-instance if and only if each of I1, . . . , Ip is a yes-instance.
I Construction 6. Let I1 = (G1 = (V,E11 , . . . E1τ ), s1, t1, k, `), . . . , Ip = (G1 = (V,Ep1 , . . . Epτ ),
sp, tp, k, `) be p R-equivalent instances of E4E-MstP. We construct an instance I =
(G′, s, t, k′, `) with G′ = (V ′, E1, . . . , Eτ ′) and k′ = k + 2 as follows. Let V ′ = {s, t} ∪ V with
two new distinct vertices s and t. Let Etrans = {{v, w} | v, w ∈ V ′}, that is, Etrans describes
the edge set of a clique on V ′. Next, let Êqr = Eqr ∪ {{s, sq}, {t, tq}} for every r ∈ {1, . . . , τ}
and q ∈ {1, . . . , p}. For 1 ≤ q ≤ p and 1 ≤ j ≤ τ + k′, we set E(q−1)(τ+k′)+j = Êqj
if j ≤ τ , and E(q−1)(τ+k′)+j = Etrans if j > τ . This finishes the construction. Note that the
construction is computable in polynomial time. 
I Observation 8. Let G be a clique with two distinct vertices s, t, and let P, P ′ be two s-t
paths each with at most k ∈ N vertices. Then there is a sequence (P = P1, . . . , Pk = P ′)
of k s-t paths each with at most k − 1 vertices, such that |E(Pi)4E(Pi+1)| ≤ 4 for all i ∈
{1, . . . , k − 1} computable in polynomial time.
Proof. Let P = (s, v1, . . . , vx, t) and P ′ = (s, v′1, . . . , v′x′ , t). We consider two cases:
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Case 1: x ≤ x′. Set Pi = (s, v′1, . . . , v′i−1, vi, . . . , vx, t) for every 2 ≤ i ≤ x. Note
that |E(Pi)4E(Pi+1)| ≤ 4 as we switch two vertices yielding four edges. If x = x′,
then Px = P ′. Otherwise, for 1 ≤ i ≤ x′−x, let Px+i = (s, v′1, . . . , v′x, v′x+1, . . . , v′x+i, t). Note
that |E(Px+i)4E(Px+i+1)| ≤ 4 as we replace the edge {v′x+i, t} by the edges {v′x+i, v′x+i+1}
and {v′x+i+1, t}.
Case 2: x > x′. Set Pi = (s, v′1, . . . , v′i−1, vi, . . . , vx, t) for every 2 ≤ i ≤ x′. Note
that |E(Pi)4E(Pi+1)| ≤ 4 as we switch two vertices yielding four edges. For 1 ≤ i ≤ x− x′,
let Px+i = (s, v′1, . . . , v′x′ , vx+1, . . . , vx−i, t). Note that |E(Px+i)4E(Px+i+1)| ≤ 4 as we
replace the edges {vx−i, vx−i−1} and {vx−i, t} by the edge {vx−i−1, t}.
Finally, if r = max{x, x′} < k, then pad the path Pr k−r times (note that since the paths
are identical, their symmetric difference is zero). The sequence is computable in polynomial
time. J
Proof of Proposition 6.9. Let I1 = (G1, s1, t1, k, `), . . . , Ip = (Gp, sp, tp, k, `) be p R-equiva-
lent instances of E4E-MstP with Gq = (V,Eq1 , . . . Eqτ ) for every q ∈ {1, . . . , p} and ` = 4,
and let I = (G′, s, t, k′, `) with G′ = (V ′, E1, . . . , Eτ ′) and k′ = k+ 2 be the instance obtained
from I1, . . . , Ip using Construction 6. Note that |V (G′)| = |V | + 2 We claim that I is a
yes-instance if and only if each of I1, . . . , Ip is a yes-instance.
(⇒) Let (P1, . . . , Pτ ′) be a solution to I. For 1 ≤ q ≤ p and 1 ≤ j ≤ τ , we define
P qj = P(q−1)(τ+k′)+j − {s, t} as the path obtained from P(q−1)(τ+k′)+j when deleting s and t.
with vertex set V (P(q−1)(τ+k′)+j) \ {s, t} and edge set E(P(q−1)(τ+k′)+j) \ {{s, sq}, {t, tq}}.
We claim that for each 1 ≤ q ≤ p, (P q1 , . . . , P qτ ) is a solution for Iq. First note that for
every j ∈ {1, . . . , τ}, P qj is an sq-tq path in (V,Eqj ) and |V (P qj )| = |V (P(q−1)(τ+k′)+1) \
{s, t}| ≤ k′ − 2 = k. Moreover, for every j ∈ {1, . . . , τ − 1}, |E(P qj )4E(P qj+1)| =
|E(P(q−1)(τ+k′)+j)4E(P(q−1)(τ+k′)+j+1)| ≤ ` (recall that s is only adjacent with sq and t is
only adjacent with tq). Hence, the claim follows.
(⇐) Let (P q1 , . . . , P qτ ) be a solution for Iq for every q ∈ {1, . . . , p}. For each q ∈
{1, . . . , p} and each i ∈ {1, . . . , τ}, let P̂ qi be the path obtained from P qi with V (P̂ qi ) =
V (P qi ) ∪ {s, t} and E(P̂ qi ) = E(P qi ) ∪ {{s, sq}, {tq, t}}. Note that P̂ qi is an s-t path
and |V (P̂ qi )| = |V (P qi )| + 2 ≤ k′, and |E(P̂ qi )4E(P̂ qi+1)| = |E(P qi )4E(P qi+1)| ≤ `. Due
to Observation 8, for each q ∈ {1, . . . , p − 1}, we can compute for P̂ qτ and P̂ q+11 a se-
quence (P̂ qτ = P
q,q+1
1 , . . . , P
q,q+1
k′ = P̂
q+1
1 ) of k′ s-t paths such that each path has at most k′
vertices and |E(P q,q+1i )4E(P q,q+1i+1 )| ≤ 4 = ` for all i ∈ {1, . . . , k′ − 1}. Next we construct
the path sequence P = (P1, . . . , Pτ ′). For each q ∈ {1, . . . , p}, we set P(q−1)(τ+k′)+j =
P̂ qj for 1 ≤ j ≤ τ , and we set P(q−1)(τ+k′)+τ+j = P q,q+1j for 1 ≤ j ≤ k′. Clearly,
|E(P(q−1)(τ+k′)+τ )4E(P(q−1)(τ+k′)+τ+1)| = |E(P(q−1)(τ+k′)+τ+k′)4E(Pq(τ+k′)+1)| = 0 by
construction for every q ∈ {1, . . . , p}. It follows that for every i ∈ {1, . . . , τ ′}, Pi is an s-
t path with at most k′ vertices, and for every i ∈ {1, . . . , τ ′ − 1}, it holds true that
|E(Pi)4E(Pi+1)| ≤ `. Hence, P is a solution to I, and the claim follows. J
I Proposition 6.10. There is an algorithm that given p R-equivalent instances I1, . . . , Ip
of E∩E-MstP, computes in polynomial time an instance I of E∩E-MstP such that n ∈
(|V1|)O(1) and I is a yes-instance if and only if each of I1, . . . , Ip is a yes-instance.
I Construction 7. Let I1 = (G1, s1, t1, k, `), . . . , Ip = (Gp, sp, tp, k, `) be p R-equivalent
instances of E∩E-MstP with Gq = (V,Eq1 , . . . Eqτ ) for all q ∈ {1, . . . , p} and ` = 0. We
construct an instance I = (G′, s, t, k′, `) with G′ = (V ′, E1, . . . , Eτ ′) and k′ = k+ 2. Let V ′ =
{s, t} ∪ V with two new distinct vertices s, t. Let Etrans = {{s, t}}, that is, Etrans only
contains the edge s, t. Next, let Êqr = Eqr ∪ {{s, sq}, {t, tq}} for every r ∈ {1, . . . , τ}
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and q ∈ {1, . . . , p}. For 1 ≤ q ≤ p and 1 ≤ j ≤ τ + 1, we set E(q−1)(τ+1)+j = Êqj if j ≤ τ ,
and E(q−1)(τ+1)+j = Etrans if j = τ + 1. This finishes the construction. Note that the
construction runs in polynomial time. 
Proof of Proposition 6.10. Let I1 = (G1, s1, t1, k, `), . . . , Ip = (Gp, sp, tp, k, `) be p R-equiv-
alent instances of E∩E-MstP with Gq = (V,Eq1 , . . . Eqτ ) for every q ∈ {1, . . . , p} and ` = 0,
and let I = (G′, s, t, k′, `) with G′ = (V ′, E1, . . . , Eτ ′) and k′ = k+ 2 be the instance obtained
from I1, . . . , Ip using Construction 7. Note that |V (G′)| = |V | + 2 We claim that I is
yes-instance if and only if each of I1, . . . , Ip is a yes-instance.
(⇒) Let (P1, . . . , Pτ ′) be a solution to I. For 1 ≤ q ≤ p and 1 ≤ j ≤ τ , we define
P qj = P(q−1)(τ+1)+j − {s, t} as the path obtained from P(q−1)(τ+1)+j when deleting s and t,
which has vertex set V (P(q−1)(τ+1)+j)\{s, t} and edge set E(P(q−1)(τ+1)+j)\{{s, sq}, {t, tq}}.
We claim that for each 1 ≤ q ≤ p, (P q1 , . . . , P qτ ) is a solution for Iq. First note that for every j ∈
{1, . . . , τ}, P qj is an sq-tq path in (V,Eqj ) and |V (P qj )| = |V (P(q−1)(τ+k′)+1) \ {s, t}| ≤
k′ − 2 = k. Moreover, for every j ∈ {1, . . . , τ − 1}, |E(P qj ) ∩E(P qj+1)| = |E(P(q−1)(τ+1)+j) ∩
E(P(q−1)(τ+1)+j+1)| ≤ ` (recall that s is only adjacent with sq and t is only adjacent with tq).
Hence, the claim follows.
(⇐) Let (P q1 , . . . , P qτ ) be a solution for Iq for every q ∈ {1, . . . , p}. For each q ∈
{1, . . . , p} and each i ∈ {1, . . . , τ}, let P̂ qi be the path obtained from P qi with V (P̂ qi ) = V (P qi )∪
{s, t} and E(P̂ qi ) = E(P qi ) ∪ {{s, sq}, {tq, t}}. Note that P̂ qi is an s-t path and |V (P̂ qi )| =
|P qi | + 2 ≤ k′, and |E(P̂ qi ) ∩ E(P̂ qi+1)| = |E(P qi ) ∩ E(P qi+1)| ≤ `. Let P = (s, t) be the s-t
path with vertex set V (P ) = {s, t} and edge set E(P ) = {{s, t}}. Next we construct the
path sequence P = (P1, . . . , Pτ ′). For each q ∈ {1, . . . , p}, we set P(q−1)(τ+1)+j = P̂ qj for 1 ≤
j ≤ τ , and we set P(q−1)(τ+1)+τ+1 = P . Clearly, |E(P(q−1)(τ+1)+τ ) ∩ E(P(q−1)(τ+1)+τ+1)| =
|E(P(q−1)(τ+1)+τ+1) ∩ E(Pq(τ+k′)+1)| = 0 by construction for every q ∈ {1, . . . , p}, since P
is the only path using only the edge {s, t}. It follows that for every i ∈ {1, . . . , τ ′}, Pi is
an s-t path with at most k′ vertices, and for every i ∈ {1, . . . , τ ′ − 1}, it holds true that
|E(Pi) ∩ E(Pi+1)| ≤ `. Hence, P is a solution to I, and the claim follows. J
While Theorem 6.7 is proven via an AND-cross-composition [6], we prove that V4V-MstP
admits no problem kernel of size polynomial in τ + ν↓ (unless NP ⊆ coNP /poly) via an
OR-cross-composition. Recall that ν↓ denotes the vertex cover number of the underlying
graph, and the result can be understood as that relaxing n in n+τ does not allow for efficient
preprocessing.
We prove that, unless NP ⊆ coNP / poly, improving the single-exponential kernel for V4V-
MstP regarding ν↓ + τ to polynomial size is not possible.
I Theorem 6.11 (F). Unless NP ⊆ coNP / poly, V4V-MstP admits no problem kernel
of size polynomial in ν↓ + τ .
To prove Theorem 6.11, we OR-cross-compose [6] from the following NP-complete [31]
problem.
Positive 1-in-3 SAT
Input: A set X of variables and a set C of clauses each containing three positive literals
over X.
Question: Is there X ′ ⊆ X such that setting exactly the variables in X ′ two true results in
each clause having exactly one variable set to true?
We call two instances (X, C), (X ′, C′) of Positive 1-in-3 SAT R-equivalent if |X| = |X ′|
and |C| = |C′|. Note that R defines a polynomial equivalence relation [6]. In particular, we
show the following.
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≡ C1r
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≡ Cpr
Figure 5 Illustration of Construction 8 with p input instances. (a) shows a snapshot (V,Er) with
r ≤ log(p). (b) shows a snapshot (V,Elog(p)+r) for the r-th clause of each input instance. Observe
that the green (bright) vertices (including s, t) form a vertex cover of the underlying graph.
I Proposition 6.12 (F). There is an algorithm that given a power p of two R-equivalent
instances I1 = (X1, C1), . . . , Ip = (Xp, Cp) of Positive 1-in-3 SAT, computes in polynomial
time an instance I of V4V-MstP such that k+τ+ν↓ ∈ (maxi∈{1,...,p} |Xi|+ |Ci|+log(p))O(1)
and I is a yes-instance if and only if at least one of I1, . . . , Ip is a yes-instance.
We use the following Construction 8 to show Proposition 6.12, see Figure 5 for an illustration.
The basic idea of the construction is that the temporal graph has, among other vertices, a
vertex set D =
⋃p
q=1D
q, where Dq has one vertex for each variable in the q-th input instance.
If we use a vertex from Dq in the s-t path, then we set the corresponding variable to true. In
the first log(p) snapshots, we ensure that each s-t path can only use vertices from D which
come from the same input instance. The remainder of the snapshots ensures that the clauses
are satisfied. Here, the (log(p) + r)-th snapshot ensures that the r-th clause of some input
instance is satisfied with exactly one variable (vertex). Since we only use variables from one
instance, Proposition 6.12 follows.
I Construction 8. Let I1 = (X1, C1), . . . , Ip = (Xp, Cp) be a power p of two R-equivalent
instances of Positive 1-in-3 SAT where N = |Xi| and M = |Ci| for all i ∈ {1, . . . , p}.
Let Dq = {vqi | i ∈ {1, . . . , N}} for all q ∈ {1, . . . , p}, and D =
⋃
q∈{1,...,p}D
q. Let A =
{ai0, ai1 | i ∈ {0, . . . , N}} and B = {bi0, bi1 | i ∈ {0, . . . , N}}. Set V = {s, t} ∪ D ∪ A ∪ B.
Define for each d ∈ {0, 1} the auxiliary function
hd(i, r) :=
{
aid, r odd
bid, r even.
We next describe the edge sets E1, . . . , Elog(p) and Elog(p)+1, . . . , Elog(p)+M . For edge
set Er with r ≤ log(p), let Er contain the edges {s, hd(0, r)}, {t, hd(N, r)} and the edge
set
⋃
1≤i≤N{{hd(i−1, r), hd(i, r)}} for each d ∈ {0, 1}. These sets form two s-t path in (V,Er).
Finally, let Sr0 be the union of Dq with the r-th bit of the binary encoding of q − 1 being
0, and Sr1 be the union of Dq with the r-th bit of the binary encoding of q − 1 being 1.
For vqi ∈ Sr0 , add the edges {h0(i−1, r), vqi } and {h0(i, r), vqi }. Similarly, for vqi , wqi ∈ Sr1 , add
the edges {h1(i−1, r), vqi } and {h1(i, r), wqi }. For edge set Elog(p)+r with r ≤M , let Elog(p)+r
contain the edge {s, h0(0, r)} and the edge set
⋃
1≤i≤N{{h0(i− 1, r), h0(i, r)}}. Consider the
clauses C1r , . . . , Cpr . For each Cqr , if x
q
i ∈ Cqr , then add the edges {h0(N, r), vqi }, {vqi , t}, and
if xqi 6∈ Cqr , then add the edges {h0(i−1, r), vqi }, {h0(i, r), vqi }. Set k = 2N+3 and ` = 2(N+1).
This finishes the construction. 
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I Observation 9. If (P1, . . . , Pτ ) is a solution to I of Construction 8, then for every r ∈
{1, . . . , τ − 1}
(i) |V (Pr)4V (Pr+1)| = `,
(ii) V (Pr)4V (Pr+1) ⊆ A ∪B, and
(iii) V (Pr) ∩D = V (Pr′) ∩D for all r′ ∈ {1, . . . , τ}.
Proof. Let r ∈ {1, . . . , τ − 1}. Note that in (V,Er), {h0(i, r), h1(i, r)} is an s-t separator for
each 0 ≤ i ≤ N . Hence, Pr must contain for each 0 ≤ i ≤ N a vertex from {h0(i, r), h1(i, r)}.
The same holds for Pr+1: {h0(i, r + 1), h1(i, r + 1)} is an s-t separator for each 0 ≤ i ≤ N ,
and hence Pr+1 must contain for each 0 ≤ i ≤ N a vertex from {h0(i, r + 1), h1(i, r +
1)}. Since hd(i, r) 6= hd′(i′, r + 1) for all i, i′ ∈ {0, . . . , N} and d, d′ ∈ {0, 1}, it follows
that |V (Pr)4V (Pr+1)| ≥ 2(N + 1) = `. Since (P1, . . . , Pτ ) is a solution, it also holds true
that |V (Pr)4V (Pr+1)| ≤ `, and hence V (Pr)4V (Pr+1) ⊆ A ∪ B. This in turn implies
that D∩V (Pr)4V (Pr+1) = ∅, and hence V (Pr)∩D = V (Pr′)∩D for all r′ ∈ {1, . . . , τ}. J
I Lemma 6.13. If (P1, . . . , Pτ ) is a solution to I of Construction 8, then for all r ∈ {1, . . . , τ}
it holds true that ∅ 6= V (Pr) ∩D ⊆ Dq for some q ∈ {1, . . . , p}.
Proof. Observe that for each r ∈ {1, . . . ,M}, we have that D is an s-t separator in the
snapshot (V,Elog(p)+r), and hence every s-t path must contain a vertex from D. Due
to Observation 9, we know that V (Pr) ∩D = V (Pr′) ∩D for all r, r′ ∈ {1, . . . , τ}. Suppose
that each path from P1, . . . , Pτ contains a vertex v ∈ Dq and a vertex v′ ∈ Dq′ for q 6= q′
in V (Pr). Let r ≤ log(p) be such that the r-th bit of q is d and of q′ is 1−d with d ∈ {0, 1} (that
is, where their r-th bits differ). Since for Gr = (V,Er) it holds by construction that Gr−{s, t}
contains two connected components, one containing the vertex set
⋃N
i=0 hd(i, r), and the other
containing the vertex set
⋃N
i=0 h1−d(i, r). Note that in Gr, v ∈ Dq is only connected to two
vertices from
⋃N
i=0 hd(i, r), and v′ ∈ Dq
′ is only connected to two vertices from
⋃N
i=0 h1−d(i, r).
Hence, Pr − {s, t} contains vertices from two connected components, contradicting the fact
that Pr is an s-t path in Gr. J
Proof of Proposition 6.12. Let I1 = (X1, C1), . . . , Ip = (Xp, Cp) be p, p being a power
of two, R-equivalent instances of Positive 1-in-3 SAT where N = |X| and M = |C|.
Let I = (G = (V,E1, E2, . . . , Eτ ), s, t, k, `) be the instance obtained by Construction 8
from I1, . . . , Ip. Observe that A ∪B ∪ {s, t} is a vertex cover of the underlying graph of G.
Hence, we have that k + τ + ν↓ ≤ 2N + 3 + log(p) +M +N + 4.
We claim that I is a yes-instance if and only if at least one of I1, . . . , Ip is a yes-instance.
(⇐) Let X ⊆ Xq be a solution to Iq, for some q ∈ {1, . . . , p}.
We construct a solution (P1, . . . , Pτ ) to I as follows. Set for each r ∈ {1, . . . , log(p)},
V (Pr) =
⋃
xq
i
∈X
{vqi } ∪ {s, t} ∪
⋃
0≤i≤N
hd(i, r)
E(Pr) = {{s, hd(0, r)}} ∪ {{t, hd(N, r)}} ∪
⋃
xq
i
∈X
{{hd(i− 1, r), vqi }, {hd(i, r), vqi }}
∪
⋃
xq
i
∈Xq\X
{{hd(i− 1, r), hd(i, r)}},
where d = 0 if the r-th bit of q − 1 is 0, and 1 otherwise. Moreover, for each r ∈ {1, . . . ,M}
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set
V (Plog(p)+r) =
⋃
xq
i
∈X
{vqi } ∪ {s, t} ∪
⋃
0≤i≤N
h0(i, r),
E(Plog(p)+r) = {{s, h0(0, r)}, {h0(j − 1, r), h0(j, r)}, {h0(N, r), vqj}, {t, vqj}}
∪
⋃
xq
i
∈X\{xq
j
}
{{h0(i− 1, r), vqi }, {h0(i, r), vqi }}
∪
⋃
xq
i
∈Xq\X
{{h0(i− 1, r), h0(i, r)}},
where xqj ∈ Xq ∩ Cqr .
First observe that |V (Pr)| ≤ N + 2 + N + 1, for all r ∈ {1, . . . , τ}. Second, observe
that |V (Pr)4V (Pr+1)| = `, for all r ∈ {1, . . . , τ − 1}. Finally, we claim that Pr is an s-t
path in (V,Er) for each r ∈ {1, . . . , τ}. For Pr with r ≤ log(p), this follows by construction.
Consider Plog(p)+r with 1 ≤ r ≤ M . Note that X contains exactly one xqj with xqj ∈ Cqr
(j ∈ {1, . . . , N}) and hence the subpath (h0(N, r), vqi , t) of Plog(p)+r exists in (V,Elog(p)+r).
By construction the subpath of Plog(p)+r from s to h0(N, r) also exists.
(⇒) Let (P1, . . . , Pτ ) be a solution to I. Due to Lemma 6.13, we know that for
all r ∈ {1, . . . , τ} it holds true that ∅ 6= V (Pr) ∩D ⊆ Dq for some q ∈ {1, . . . , p}. Let X =
{xqi | vqi ∈ V (P1)}. We claim that X is a solution to Iq, that is, for every clause Cqr there is
an x ∈ X with x ∈ Cqr . Consider the snapshot Glog(p)+r = (V,Elog(p)+r). Since Plog(p)+r is
an s-t path in Glog(p)+r and D is an s-t separator in Glog(p)+r, there is exactly one v ∈ D
such that subpath (h0(N, r), v, t) is a subpath of Plog(p)+r. We know that v ∈ Dq, and hence
there is an x ∈ X such that x ∈ Cqr . J
Proposition 6.12 describes an OR-cross-composition from an NP-hard problem to V4V-
MstP parameterized by ν↓ + τ , and hence Theorem 6.11 follows [6]. We leave open
whether E4E-MstP allows for a problem kernel of size polynomial in ν↓ + τ .
7 Conclusion
Note that on the one extreme our hardness results exploit that the temporal graph can
change dramatically from one time step to another, and on the other extreme the NP-hard
(and typically parameterized hard) Length-Bounded Disjoint Path problem [19] easily
reduces to all four MstP variants with each snapshot having the same edge set. This
leads to the natural question for further islands of computational tractability between these
two extremes. Moreover, for the similarity case, we leave open whether working with edge
distances decisively differs from working with vertex distances.
The models we introduced (and future, more refined models based upon these) may find
several applications as they naturally capture time-dependent route-querying tasks. Besides
resolving questions we explicitly stated as open throughout the text, future work could
address generalizing the “consecutiveness” property by requiring that also short sequences
(as in the time-window model of temporal graphs [26, 27] of consecutive paths are (pairwise)
similar or dissimilar. Furthermore, with introducing the “dissimilarity view” we entered new
territory in the context of multistage problems; it seems natural to also study it for other
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problems beyond s-t Path. Finally, to analyze s-t Path in the global multistage2 setting
seems well-motivated and promising as well.
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