For a subexponential density, so far, there has been no positive conclusion or counter example to show whether it is almost decreasing. In this paper, a subexponential density supported on R + ∪ {0} without the almost decrease is constructed by a little skillful method. The density is a positive piecewise linear function with a more normal shape. Correspondingly, there exists a local subexponential distribution which is not locally almost decreasing. Based on an example of Cline [8], some similar results are also obtained for the long-tailed density excluding the subexponential density and the local long-tailed distribution excluding the local subexponential distribution. Finally, the paper shows that, for the local subexponentiality of a distribution supported on R, the local almost decreasing condition is necessary in some sense.
Introduction
In this paper, let F be an absolutely continuous distribution supported on R + ∪ {0} with density f , and all limit relationships be for x → ∞, unless otherwise stated. In addition, we write a(x) ∼ b(x) for two positive functions a(·) and b(·) whenever lim a(x) b(x) = 1. We say that a density f belongs to the long-tailed density class, denoted by f ∈ L 0 , if f (x) > 0 eventually, and for each constant t ∈ R, f (x + t) ∼ f (x).
We say that a density f belongs to the subexponential density class, denoted by f ∈ S 0 , if f ∈ L 0 and
f (x − y)f (y)dy ∼ 2f (x).
The study of subexponential density is an important part of the heavy-tailed distribution theory. It has important applications in many fields of application probability, such as risk theory, queuing system, branching process, and so on. The study can go back to Chover et al. [7] . Up to now, the more and more related studies and applications have come out, see, for example, Sgibnev [19] , Klüppelberg [15] , Asmussen et al. [2] , Wang and Wang [22] , Korshunov [16] , Foss et al. [14] , and Watanabe and Yamamuro [28] . However, there are still some interesting problems which are worthy of research.
We know that, for a density f , though ∞ 0 f (y)dy = 1, it does not have to go to zero. If the density f ∈ L 0 , then f (x) → 0 in some way, for example, f is almost decreasing. In the terminology of Bingham et al. [4] , a density f is called almost decreasing, that is almost not increasing, if there exists a constant x 0 ∈ R + ∪ {0} such that f (x) > 0 for all x ≥ x 0 and sup
In particular, if C = 1, then the density is monotonically decreasing. Clearly, a lot of densities are almost decreasing. Of course, there are some densities which are not almost decreasing. Thus, a problem is put forward naturally. Problem 1.1. Is each density in the class S 0 almost decreasing ?
The problem is closely related to the local asymptotics of a distribution and other research objects, see Problem 1.2, Corollary 1.1, Problem 3.1 and Proposition 3.1 below. So far, we have not found any positive conclusions or counterexamples on this basic problem in distribution theory. Now, we give a negative answer to the problem. Proposition 1.1. There exists a density f ∈ S 0 without the almost decrease.
Based on an example of density in Cline [8] , we have a corresponding conclusion for another density class. Proposition 1.2. In the class L 0 \ S 0 , there is a density which is not almost decreasing.
Correspondingly, we can also discuss the locally almost decrease of a distribution. To this end, we first introduce some concepts and notations about the local distribution class.
For some constant d ∈ R + ∪{∞} and distribution F , we denote
, where x ∈ R. We say that a distribution F belongs to the local long-tailed distribution class L ∆ d , if for some d ∈ R + ∪ {∞}, F (x + ∆ d ) > 0 eventually, and for each constant t ∈ R + it holds uniformly for all | s |≤ t that
Clearly, the distribution F is heavy-tailed, that is ∞ 0 e εy F (dy) = ∞ holds for each constant ε ∈ R + . Further, if a distribution F belongs to the class L ∆ d and
then we say that the distribution F belongs to the local subexponential distribution class S ∆ d , where F * n is the n-th convolution of F with itself for n ∈ N and F * 1 = F . See Asmussen et al. [2] . In particular, the classes L ∆∞ and S ∆∞ are called the long-tailed distribution class and subexponential distribution class, denoted by L and S, respectively. At this time, we do not require F ∈ L in the definition of the subexponential distribution.
In the aforementioned two concepts, we replace "for some d" with "for each d", then we say that the distribution F belongs to the local distribution class L loc or S loc . See Borovkov and Borovkov [3] . Clearly, for each d ∈ R + ∪ {∞}, the following two inclusion relations that L loc ⊂ L ∆ d and S loc ⊂ S ∆ d are proper.
On the research concerning the local subexponential distribution, besides the abovementioned papers, the readers can refer to Asmussen et al. [ [23] and Lemma 4.27 of Foss et al. [14] , required the following condition: let F be a distribution in
For the class S loc , it is required that, there is a constant x 0 = x 0 (F ) such that (1.1) holds for all d ∈ R + . The condition is called that the local distribution of the distribution F is almost decreasing, or the distribution is locally almost decreasing. We know that, for many common distributions in the class S ∆ d , their local distributions are almost decreasing with C < ∞, even C = 1. Therefore, there also is a problem as follows. Problem 1.2. Is each distribution in the class S ∆ d for some constant d, even in the class S loc , locally almost decreasing?
Based on Proposition 1.1 and Proposition 1.2, we have the following answer to the problem. Corollary 1.1. For the class S loc and the class L loc \ S loc , there respectively exists a distribution F such that its local distribution is not almost decreasing.
We prove the above all results in the next section. And in Section 3, we point out that, for the local subexponentiality of a distribution supported on R, the local almost decrease is necessary in some sense. Thus, we find a substantial difference between the subexponential distribution and the local subexponential distribution.
Proofs of the results
Proof of Proposition 1.1. Let {a n = 2 n 2 , b n = a n + a mn ln 2 (n + 1) : n ∈ N} be a sequence of positive numbers, where m n = min{k :
And let f 0 (·) : R + ∪ {0} −→ R + be a linear function defined as
where
] and J n3 = (
Therefore, the function f = a −1 f 0 is a density corresponding to a distribution F supported on R + ∪ {0}. For the sake of simplicity, we set a = 1 without affecting the results. The density f is not almost decreasing. In fact, when n → ∞,
Then by (2.2), when n → ∞, we have
and f (
Thus,
For n ∈ N + , we denote any two adjacent numbers in set {a n , b n ,
, a n+1 } by c n and d n . By the method of Lemma 4.1 in Xu et al. [29] and (2.3), we know that, for any fixed constant t ∈ R + and variable x ∈ R + , there is a positive integer n such that
Thus, the density f belongs to the class L 0 . Now, we go on to prove that f ∈ S 0 , that is for x ∈ J n = (a n , a n+1 ],
For x ∈ J n , because y and x − y ∈ (a mn , x − a mn ], by (2.2), we have
In the following, we deal with I 1 (x). Because f ∈ L 0 , we just have to prove that
and (2.1),
< a n − a mn ≤ x − a mn < a n < x ≤ b n , then by (2.2) and (2.1),
= f (a n ) + 2 f (a n−1 ) − f (a n ) a mn a n − b n−1 ≤ f (a n ) + f (a n )2
that is f (x − a mn ) ∼ f (a n ). On the other hand, because x − a n ≤ a mn , we have
that is (2.6) holds for x ∈ J n1 = (a n , b n ]. When x ∈ J n2 = (b n ,
], then
, then by (2.2) and (2.1), we have
If a n < b n − a mn < x − a mn ≤ b n < x, then by (2.2), we have
On the other hand, because x − b n ≤ a mn , we have
Thus, (2.6) holds for x ∈ (b n ,
and by x − a n+1 +bn 2 ≤ a mn ,
Thus, (2.6) holds for x ∈ (
where χ(x) = x 2 −1 +δ cos • ln(x+1) 1 x ∈ R + ∪ {0} , α ∈ R + and δ ∈ (0, 2 −1 ). Then F 0 ∈ L(α) \ S(α), where the two distribution classes are defined as follows:
Further, we define a density
where 0 < a
For the function, we have
By (2.7), F I 0 / ∈ S(α) and Proposition 6 of Asmussen et al. [2] , f / ∈ S 0 . Finally, we prove that f is not almost decreasing. In fact, the conclusion follows from
In this way, we have completed the proof of Proposition 1.
✷
Proof of Corollary 1.1. The two conclusions directly follow from the fact
The role of the almost decrease
In this section, we illustrate the role of the local almost decrease of a distribution. For a distribution F on R, similar to the definition of subexponential distribution, there are two different definitions of the local subexponential distribution.
A distribution F on R belongs to the local subexponential distribution class
See (4.42) of Foss et al. [14] or Definition 1.3 (iii) of Watanabe and Yamamuro [26] . Before giving the second definition, we introduce some concepts and notations. Let X be a r.v. with distribution F on R which means q 1 := F [0, ∞) > 0 and q 2 := F (−∞, 0) < 1. Two distributions corresponding to r.v.s X 1 and −X 2 are respectively defined by F 1 on R + ∪ {0} and F 2 on R − such that
for all y ∈ R. Then
and for all x ∈ R and some 0 < d < ∞,
The second definition is as follows. A distribution F supported on R belongs to the local subexponential distribution class
See Section 4.2 in Foss et al. [14] or Subsection 1.1 in Wang and Wang [23] . Similarly, we can also give another two definitions for F on R belonging to S loc . Therefore, we are naturally concerned with the following problem.
Problem 3.1. When F on R belongs to the class L ∆ d , can the two representations (3.1) and (3.4) be implied from each other?
Lemma 4.26 of Foss et al. [14] show that (3.4) can follow from (3.1). Conversely, under one of the following two conditions that F 1 is locally almost decreasing and X 2 is a light-tailed r.v. that there is a constant ε ∈ R + such that Ee εX 2 < ∞, then (3.1) can follow from (3.4) . See Lemma 4.27 of Foss et al. [14] for the previous condition and Proposition 6.1 of Wang and Wang [23] for both.
As Wang and Wang [23] point out that, however, "we do not know whether or not these conditions can be cancelled". We also have not found any relevant discussions on this issue in other references. There we give a answers to the question, thus to Problem 3.1. Proposition 3.3. There exists a distribution F on R such that, F 2 is heavy-tailed, F 1 is not almost decreasing and belongs to the class S loc , that is (3.4) holds, but (3.1) does not hold, that is F not belong to the same one.
In other words, if (3.4) holds, then in order to get (3.1), the two conditions that, the distribution F 1 is locally almost decreasing and the distribution F 2 is light-tailed, are necessary in a sense.
Proof of Proposition 3.3. We assume that the distribution F 1 in (3.2) has a density f as (2.2), then F 1 ∈ S loc and is not locally almost decreasing. Then we have
In (3.5), we take x = b n and denote c n = a n+1 +bn 2 for each n ∈ N, then
the last step in (3.6) comes from the following two facts that
We further analyze I(n). Because f is a linear function defined by (2.2), for each n ∈ N, we can take b n ≤ d n ≤ c n and c n ≤ s n ≤ a n+1 such that f (d n ) = f (s n ) = f (b n ) ln(n + 1) = f (a n ) ln(n + 1) = 2 a 3 n ln(n + 1)
, Therefore, for each d ∈ R + ,
In addition, the distribution F 2 is heavy-tailed, otherwise, by Proposition 6.1 of Wang and Wang [23] , (3.1) holds, which is conflicting with (3.7). ✷
We already know that, when d = ∞, F 1 ∈ S is equivalent to F ∈ S. However, when d < ∞, F 1 ∈ S loc can not guarantee F ∈ S loc . This is a substantial difference between the subexponential distribution and the local subexponential distribution.
