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Este proyecto nace a partir de la aplicación MusGuide, cuya finalidad es reunir 
contenido multimedia de diferentes emplazamientos relacionados con la cultura, 
como pueden ser museos o catedrales en una sola aplicación. 
 
La misión de este proyecto es ampliar la experiencia de MusGuide mediante 
aplicaciones que no estarán integradas, si no que formarán parte del ecosistema de 
MusGuide, a modo de pequeñas aplicaciones satélite que amplíen la experiencia que 
ofrece la aplicación original. 
Dichas aplicaciones consisten en: 
- Una demo técnica que mediante tecnología de realidad aumentada es capaz 
de posicionar diferentes exposiciones a partir de geoposición y reconocer 
imágenes de distintas obras. 
 
- Una biblioteca de juegos enfocada para los usuarios más jóvenes, también 
basados en realidad aumentada y cuyo contenido también hace referencia al 
mundo del arte y la cultura. 
En este documento se incluye la explicación detallada de todo el proyecto desde el 
análisis de los requisitos, donde se define qué tipo de aplicaciones van a ser y que 
características van a tener, hasta el resultado final una vez finalizada la aplicación, 
en la parte final del documento. 
Palabras Clave (máximo 10): 
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ABSTRACT (50 lines maximum) 
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This project starts from the MusGuide application, whose purpose is to gather 
multimedia content from different sites related to culture, such as museums or 
cathedrals in one application. 
 
The mission of this project is to expand the experience of MusGuide by applications 
that are not integrated, but it will be part of the MusGuide’s ecosystem, by way of 
satellite applications that expand the experience offered by the original application. 
 
Such applications include: 
 
- A technical demo using augmented reality technology that is capable of 
positioning different expositions from geo and recognize different artworks. 
 
- A library of games targeted for younger users, also based on augmented 
reality and whose content also refers to the world of art and culture. 
 
This document includes a detailed explanation of the whole project, from the 
requirements analysis, where it’s defined the kind of application they are going to 
be and the features that they are going to have, until its implementation, at the end 
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Namastech es una empresa que realiza muchos proyectos relacionados con el ámbito 
de la informática, las telecomunicaciones y tecnología en general. 
Uno de estos proyectos es MusGuide, una aplicación cuya finalidad es reunir contenido 
multimedia de diferentes emplazamientos relacionados con la cultura, como pueden ser 
museos o catedrales en una sola aplicación. 
 
La finalidad de este proyecto es que un usuario que esté visitando una ciudad en 
concreto pueda ver rápidamente desde su dispositivo móvil los lugares de interés más 
próximos para visitarlos y consumir contenido multimedia una vez los esté visitando 
para mejorar la experiencia al poder ampliar conocimientos con contenido extra. 
Estas aplicaciones están subvencionadas por el Ministerio de Educación, Cultura y 
Deporte. 
1.1. Objetivos Personales 
Los objetivos personales que me marco para este proyecto son los siguientes: 
- Adquirir conocimiento sobre diferentes tecnologías de realidad aumentada. 
- Adquirir conocimiento sobre la programación de videojuegos. 
- Mejora de los conocimientos en programación web. 
- Mejora de los conocimientos en programación en Android. 
- Mejora de los conocimientos en programación iOS. 
- Creación de un documento explicativo sobre la aplicación, su contenido y las 
mejoras añadidas. 
- Proponer posibles mejoras de cara al futuro, que actualmente no se han podido 
realizar y que darían un valor añadido al producto. 
1.2. Motivación 
Mi objetivo era conseguir una empresa para realizar el proyecto, ya que aparte de estar 
remunerado, consigues conocer el mundo laboral y adquirir experiencia. 
Durante el mes de diciembre, surgió la posibilidad de realizarlo en la empresa 
Namastech, una empresa que estaba buscando personal para realizar un proyecto 
relacionado con la programación web y realidad aumentada. 
Afortunadamente, en enero pude incorporarme al equipo que trabajaría en el proyecto 




1.3. Estructura de la memoria del TFG 
La memoria del proyecto está estructurada en seis apartados. Este es un pequeño 
resumen de lo que contendrán cada uno de los apartados. 
- Introducción: En este apartado se introduce el proyecto, explican los objetivos y 
las motivaciones que me han llevado a escoger este proyecto.  
- Descripción del proyecto: En este apartado se explicaran las características  que 
tendrá el proyecto, así como las Needs, Features & Benefits. 
- Conceptos de la realidad aumentada: En este capítulo se expondrá qué es la 
realidad aumentada, una breve historia y las aplicaciones que se le están dando 
en la actualidad en distintos ámbitos como educación o accesibilidad. 
- Análisis del proyecto: En este capítulo se explicará las tecnologías escogidas y 
descartadas para llevar a cabo el proyecto y los motivos por los cuales se han 
tomado dichas decisiones. 
- Gestión del proyecto: Especificación de técnicas utilizadas para el cálculo de 
tiempo, deliverables, milestones, análisis de costes, etc. 
- Desarrollo del proyecto: En este capítulo, se explicaran las funcionalidades y 
características del proyecto, como su modelo relacional, la interacción entre los 
distintos apartados, sus funcionalidades, el diseño, etc. 
- Conclusiones: Finalmente, se detallarán las conclusiones que he sacado después 





2. Descripción del proyecto 
2.1. Contexto 
Al inicio del proyecto, la aplicación central, llamada MusGuide ya está hecha y disponible 
para descarga tanto desde Play Store (Android) como desde App Store (iOS), en su 
versión 2.0.14. 
La misión del proyecto es ampliar la experiencia de MusGuide mediante aplicaciones 
que no estarán integradas de momento, si no que formarán parte del ecosistema de 
MusGuide, a modo de pequeñas aplicaciones satélite que amplíen la experiencia que 
ofrece la aplicación original. Las tareas a realizar durante el proyecto son:  
- Realizar una demo técnica utilizando tecnología de realidad aumentada, como el 
uso de la geolocalización para buscar y llegar a exposiciones, museos o rutas de 
interés o el reconocimiento de obras famosas acompañadas de información 
extra para ampliar los conocimientos sobre dicha obra. 
- Realizar otra aplicación independiente que hará de biblioteca de juegos 
enfocados a niños. Aunque en un principio contará con unos pocos juegos, la 
idea es que en un futuro éstos vayan ampliando su número y su calidad. 
2.2. Needs 
Crear un ecosistema de aplicaciones con las siguientes características: 
- Que ponga a la disposición de los usuarios contenido relacionado con el arte y la 
cultura de forma rápida. 
- Que permita buscar el contenido multimedia fácilmente. 
- Que aumente la interacción del usuario con las obras artísticas, mediante 
tecnología de realidad aumentada. 
 
2.3. Features 
- Definir qué nuevas funcionalidades tendrá la aplicación MusGuide para que sea 
más interactiva con el usuario. 
- Seleccionar un SDK [1] de realidad aumentada que se adapte a las necesidades. 
- Utilizar un sistema de reconocimiento de imagen para las obras a escanear por 
los usuarios. 
- Conseguir que las nuevas funcionalidades se relacionen con el programa base. 
- Conseguir que las nuevas funcionalidades se relacionen con la  infraestructura 
ya creada para la aplicación base. 
- Definir qué tipo de juegos son los más atractivos para que sean jugados por niños 




- Tener a disposición una aplicación que permita tener a mano todo tipo de 
contenido multimedia. 
- Poder descargar contenido multimedia en tu dispositivo móvil según tus 
intereses, sin necesidad de descargar todo el contenido, que supondría una gran 
cantidad de datos. 
- Poder disponer de una biblioteca de juegos relacionados con el mundo del arte 
que acerque esta temática a los más jóvenes.  
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3. Conceptos de la Realidad 
Aumentada 
3.1. ¿Qué es la realidad aumentada? 
 
La realidad aumentada consiste en 
combinar el mundo real con el 
virtual mediante un proceso 
informático, enriqueciendo la 
experiencia visual y mejorando la 
calidad de comunicación. La 
principal diferencia con la realidad 
virtual es que no sustituye la 
realidad física, sino que 
sobreimprime los datos virtuales al 
mundo real. 
Gracias a esta tecnología se puede 
añadir información visual a la 
realidad, y crear todo tipo de experiencias interactivas: Catálogos de productos en 3D, 
probadores de ropa virtual, video juegos y mucho más. 
La información sobre el mundo real alrededor del usuario se convierte en interactiva y 
digital. La información artificial sobre el medio ambiente y los objetos pueden ser 
almacenados y recuperados como una capa de información en la parte superior de la 
visión del mundo real. 
Es una tecnología que actualmente depende de una conexión a internet para que sea 
posible, ya que no debe ser confundida con la creación de hologramas. La realidad 
aumentada existe en formato 2D, 3D y geolocalización, pero los objetos 
tridimensionales digitales en este caso no son creados físicamente con luz, sino que su 
virtualidad es visualizada en el mundo físico a través de unos dispositivos 
descodificadores. 
Esta tecnología lleva muchos años en funcionamiento, pero es ahora cuando su mayor 
reto está tomando forma: ser parte de la vida diaria de todas las personas. Lo está 
consiguiendo abaratando sus costes y reduciendo el tamaño de los dispositivos 
portátiles además de simplificar su manejo. 
  




El origen de la realidad aumentada se 
remonta a 1950, año en el que Morton Heilig 
escribió sobre un “cine de experiencia” en el 
que pretendía incorporar todos los sentidos. 
Hasta construyó un prototipo llamado 
Sensorama en 1961, que utilizó junto a cinco 
filmes que permitían aumentar la 
experiencia del espectador. 
 
 
En 1966, el profesor de Ingeniería Eléctrica de Harvard, Ivan 
Sutherland, creó un dispositivo que será clave en el futuro, 
el HMD o “human mounted display”. Lejos de parecerse a 
unas gafas como hoy en día, el HMD del 66 era una 
maquinaria descomunal que colgaba del techo del 
laboratorio para que el usuario se colocara en el lugar 
preciso. 
 
En 1978 Andrew Lippman 
desarrolla en el MIT el Aspen Movie Map, realizado 
con millones de fotos frontales y laterales tomadas 
desde un vehículo. El recorrido era mostrado en una 
pantalla como si el usuario fuese conduciendo, y era 
posible cambiar de dirección, parar y ver con más 
detalle los edificios que aparecían. 
 
En 1982 Thomas Zimmerman patentó un 
guante de entrada de datos dotado de un 
sistema de localización electromagnético para 
que el ordenador pudiera seguir la orientación 
y posición de la mano del usuario. 
 
 
El término realidad aumentada como tal no fue acuñado hasta 1992 por Tom Caudell, 
un investigador que trabajaba para Boeing buscando una alternativa para los tableros 
de configuración de cables. Su solución fueron unas gafas que proyectaran tableros 
virtuales sobre los tableros reales, aumentando la realidad del usuario. 
Ilustración 2: Sensorama 
Ilustración 3: HMD 
Ilustración 4: Aspen Movie Map 
Ilustración 5: Guante de Thomas Zimmerman 
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En 1998 nace el Cybersphere de VR-Systems UK40, una esfera translúcida que contiene 
al usuario. Las imágenes de proyectan sobre la esfera proporcionando un campo de 
visión de 360°. El usuario podía navegar por el mundo de forma natural, simplemente 
paseando. 
Ya en el siglo XXI la realidad aumentada ha entrado en un periodo de auge, que se ha 
dividido en las siguientes 3 etapas. 
 
Ilustración 6: Cybersphere 
3.2.1. Realidad Aumentada en ordenadores personales 
Entre el año 2006 y 2008, gracias al mundo de los videojuegos y a la mejora de las 
capacidades computacionales de ordenadores y tarjetas gráficas, resultó posible 
confeccionar experiencias de realidad aumentada de una gran calidad. Las máquinas 
eran capaces de mover escenas tridimensionales de más de 100.000 polígonos al mismo 
tiempo que se realizaba el tracking de los elementos visuales 
 Fueron muy populares en esos años las aplicaciones de marketing, tanto en punto de 
venta y eventos “on stage”, como integradas en páginas Web. Aparecieron en el 
mercado las primeras herramientas de programación de realidad aumentada de alto 
nivel y proliferaron las empresas especializadas en este campo. 
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3.2.2. Realidad Aumentada en smartphones 
La revolución social y tecnológica 
provocada unos años más tarde los 
smartphones, actúo como 
catalizador en el desarrollo de la 
realidad aumentada. Los 
smartphones y posteriormente 
también las tablets, permitían a los 
usuarios disfrutar de las experiencia 
de realidad aumentada de forma 
inmediata. 
Aparecieron aplicaciones vinculadas 
a revistas, catálogos o carteles publicitarios. También aparecieron las primeras Apps [2] 
en el sector turístico que vinculaban información de internet a una capa superpuesta a 
la cámara del móvil, en función de la orientación y la localización de un usuario (Wikitude 
o Layar). 
3.2.3.  Realidad Aumentada en gafas y visores 
En la actualidad estamos 
viviendo la siguiente 
revolución de la tecnología 
de realidad aumentada 
gracias al empujón mediático 
que Google propició para sus 
gafas de realidad 
aumentada. Aunque todavía 
los dispositivos que existen 
en el mercado son un tanto 
toscos y la experiencia visual 
es muy mejorable, ya se 
intuyen numerosas aplicaciones y negocios en nuevos ámbitos como la formación 
profesional, la educación y el ocio digital.  
3.3. Tecnología 
3.3.1. Hardware 
El hardware que utilizan los Sistemas de realidad aumentada consiste en cámaras 
digitales, sensores ópticos, acelerómetros, GPS, giroscopios, brújulas de estado sólido, 
RFID, etc. El Hardware de procesamiento de sonido podría ser incluido en los sistemas 
de realidad aumentada. Los dispositivos requieren de una unidad CPU potente y gran 
cantidad de memoria RAM para procesar imágenes de realidad aumentada. 
Ilustración 7: Ejemplo 2 de una app de realidad aumentada 
Ilustración 8: Realidad aumentada en Google Glass 
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La combinación de todos estos elementos se da a menudo en los smartphones 
modernos, que los convierten en una posible plataforma de realidad aumentada. 
3.3.2. Software 
Para fusiones coherentes de imágenes del mundo real, obtenidas con cámara, e 
imágenes virtuales en 3D, las imágenes virtuales deben atribuirse a lugares del mundo 
real. Ese mundo real debe ser situado, a partir de imágenes de la cámara, en un sistema 
de coordenadas. Dicho proceso se denomina registro de imágenes.  
3.4. Niveles 
Existen varios niveles de realidad aumentada: 
- Nivel 0: Hiperenlaces en el mundo físico. Las aplicaciones hiperenlazan el 
mundo físico mediante el uso de códigos de barras y 2D (por ejemplo, los códigos 
QR). Dichos códigos solo sirven como hiperenlaces a otros contenidos, de 
manera que no existe registro alguno en 3D ni seguimiento de marcadores. 
 
Ilustración 9: Código QR, nivel 0 
- Nivel 1: realidad aumentada basada en marcadores. Las aplicaciones utilizan 
marcadores (imágenes en blanco y negro, cuadrangulares y con dibujos 
esquemáticos), habitualmente para el reconocimiento de patrones 2D. La forma 
más avanzada de este nivel también permite el reconocimiento de objetos 3D. 
 
 
Ilustración 10: Marcador de reconocimiento 2D, nivel 1 
 
- Nivel 2: realidad aumentada sin marcadores. Las aplicaciones sustituyen el uso 
de los marcadores por el GPS y la brújula de los dispositivos móviles para 
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determinar la localización y orientación del usuario y superponer “puntos de 
interés” sobre las imágenes del mundo real. 
 
Ilustración 11: Realidad aumentada sin marcadores, nivel 2 
- Nivel 3: Visión aumentada. Estaría representado por dispositivos como Google 
Glass, lentes de contacto de alta tecnología u otros que, en el futuro, serán 
capaces de ofrecer una experiencia completamente contextualizada, inmersiva 
y personal. 
 
Ilustración 12: Visión aumentada, nivel 3 
3.5. Aplicaciones en la educación 
Existen muchos ámbitos en los cuales la educación puede sacar partido de la tecnología 




3.5.1. Simulaciones y utilización de modelos 3D 
Gracias al uso de la realidad aumentada es posible optimizar los procesos de aprendizaje 
y aumentar el interés y la participación de los estudiantes. Así, por ejemplo, en una clase 
de ciencias naturales sería posible interactuar con una figura del cuerpo humano en 3D 
o simular el funcionamiento de un motor de combustión. 
La ventaja de estos modelos sobre vídeos u otro tipo de soportes son las posibilidades 
de interactuar que puede tener el alumno, ya que la imagen no está cerrada y el alumno 
puede moverse sin problema dentro de ella. 
3.5.2. Visitas a museos o ciudades 
Actualmente, cuando se realiza una visita a un museo, se prepara la salida, se busca 
información, se crea una guía, etc. Posteriormente, en el museo, con la ayuda de un 
guía, un audio guía, el cuaderno de trabajo etc. Se recibe información, se realizan 
actividades, etc. 
La realidad aumentada permitirá disponer de toda la información en un móvil con 
cámara, mostramos el cuadro, la escultura, el edificio, etc. y obtendremos información 
en pantalla o mediante audio en tiempo real, además, de poder descargar esa 
información en nuestro dispositivo para poderla utilizar. 
En este contexto es donde realmente se podrá sacar más partido a este tipo de 
presentación de la información, integrándola con contextos reales. Paseamos, nos 
movemos y simplemente, presentamos la imagen al móvil y obtenemos la información. 
3.5.3. Recreación de hechos históricos 
Al situar un plano de una ciudad o una localización geográfica y aplicar la realidad 
aumentada, se podrá ver el desarrollo de hechos históricos a través de líneas temporales 
sobre las que actuar. 
La construcción de una catedral, el desarrollo de una ciudad,… todo accesible desde 
distintos planos y perspectivas, añadiendo imágenes e información textual, 
identificando protagonistas, accidentes geográficos, etc. 
3.6. Aplicaciones en la accesibilidad 
La facilidad que proporcionan las aplicaciones de realidad aumentada a la hora de 
mostrar todo tipo de información está haciendo que la realidad aumentada tenga 
especial interés para fomentar la integración de determinados colectivos. A 
continuación, tres ejemplos de proyectos que se están realizando en España aplicando 
la tecnología de la realidad aumentada en aplicaciones para mejorar la accesibilidad. 
19 
 
3.6.1. Qualcomm, Fundación Vodafone España y Fundación Aprocorgv 
Hasta ahora, la mayoría de los proyectos o productos de realidad aumentada que se han 
dado a conocer en ferias o que han llegado al mercado están enfocados a los 
videojuegos, al turismo o a la publicidad. El proyecto Realidad Aumentada de 
Qualcomm, la Fundación Vodafone España y la Fundación Aprocorgv para e-labora parte 
de la misma tecnología que un videojuego, pero con un objetivo bien diferente. Este 
proyecto quiere eliminar barreras. 
La aplicación da respuesta a las 
personas con discapacidad 
intelectual que necesitan apoyo 
para realizar tareas simples, 
creando un entorno que mejora su 
seguridad, su estabilidad emocional, 
su capacidad de comunicación, su 
autonomía y su participación.  
Por ejemplo, el programa puede ir 
guiando al trabajador paso a paso 
sobre cómo desatascar el papel de 
una fotocopiadora. El usuario utiliza 
la cámara del dispositivo y al enfocar la fotocopiadora irá recibiendo mediante señales 
y gráficos en la imagen instrucciones para lograr desatascar la máquina. 
3.6.2. NACODEAL 
NACODEAL está dirigido por el ITCL (Instituto Tecnológico de Castilla y León), y tiene 
como objetivo de mejorar la autonomía personal de enfermos de alzhéimer u otras 
patologías relacionadas con pérdidas de memoria que lo obligan a recurrir a ayuda 
externa para afrontar el día a día. 
El proyecto recibe el nombre de 
NACODEAL (Natural Comunication 
Device for Assisted Living), y acaba de 
recibir el visto bueno de la Comisión 
Europea. Para su desarrollo, el ITCL 
cuenta con la colaboración, entre otros, de una asociación francesa para personas 
mayores y una cooperativa italiana para el servicio sociosanitario. Ellos representan al 
usuario final, al beneficiario de los resultados de este proyecto, y su tarea ahora consiste 
en plantear los requisitos y funciones que debe cumplir esta tecnología. 
La idea de la que parte NACODEAL es crear un dispositivo que proporcione al usuario 
información sobre las actividades diarias que tenga que realizar: vestirse, lavarse los 
dientes, comer, etc., de tal manera que, basándose en realidad aumentada, el 
Ilustración 13: Captura del proyecto de e-labora 
Ilustración 14: Logo de NACODEAL 
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dispositivo proyecte los pasos que tienen que seguir para realizar las tareas de forma 
correcta.  
Además de la proyección con las instrucciones para cada tarea, el proyecto contempla 
introducir otras funciones como el reconocimiento de caras, de manera que ante la 
llegada de un familiar o un amigo le informe de quién es, su nombre o su relación con 
él. 
Así, partiendo de una base de tareas genéricas, se podría personalizar en función de las 
necesidades de cada usuario e incluso se plantean dotarlo de ejercicios para trabajar la 
memoria. 
3.6.3. ACCENTAC 
ACCENTAC es una aplicación móvil desarrollada por el Centro Nacional de Tecnologías 
de la Accesibilidad, y saca partido de la realidad aumentada para proporcionar 
información sobre accesibilidad, por ahora, en 14 edificios públicos de Madrid. El 
objetivo es aumentar a 50 e incluir otras ciudades españolas. 
España cuenta con más de 3,5 millones de 
discapacitados para quienes no siempre es 
fácil acudir a espacios públicos. Y en su 
empeño por hacer que las tecnologías 
favorezcan la accesibilidad de las personas, 
CENTAC ha desarrollado la App móvil 
ACCENTAC, disponible para iOS y Android y 
basada en realidad aumentada para 
suministrar a los usuarios información sobre 
accesibilidad en edificios emblemáticos. 
ACCENTAC permite navegar por el interior de 
los edificios mediante planos 2D y 3D; 
suministra información sobre aseos adaptados 
o elementos de movilidad como rampas, 
escaleras o salidas de emergencia. También 
proporciona la historia y noticias de los 
edificios de forma escrita, oral o visual, pues 
incluye vídeos cuyo texto ha sido traducido al 
lenguaje de signos. Además, gracias al GPS y a 
la geolocalización, conoce la posición del 
usuario y le muestra información de otros edificios más cercanos. La aplicación se puede 
manejar mediante gestos o con un toque de pantalla. 
Ilustración 15: Captura de ACCENTAC 
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3.7. El futuro de la realidad aumentada 
La tecnología Wearable será la clave para portar los dispositivos visualizadores y 
creadores de realidad aumentada sin que notemos su presencia. De este modo, 
acabaremos prescindiendo de los objetos reales para disfrutar de los virtuales sobre 
nuestros entornos físicos a través de la realidad aumentada. Esto será gracias al 
aumento de la calidad de los recursos 3D y 2D así como su precio más económico que 
los objetos reales y la posibilidad de un proceso de reciclaje mucho más sencillo. 
En el futuro podríamos encontrar aplicaciones destinadas a los siguientes apartados: 
- Sustitución de teléfonos y pantallas de navegador del coche para la inserción de 
la información directamente en el medio ambiente, como por ejemplo las líneas 
de la carretera o las señales de tráfico. 
- Mejorar la interactividad de los usuarios con la publicidad en los negocios, como 
añadir mensajes al ver los letreros o las decoraciones de los locales. 
- Sustituir cualquier dispositivo físico que actualmente se produce para ayudar en 
tareas orientadas a datos (como el reloj, la radio, carteles informativos / folletos, 




4. Análisis del proyecto 
4.1. Estado del arte 
Para este apartado se han buscado distintas aplicaciones para dispositivos móviles 
(principalmente iOS y Android) relacionadas con el mundo del arte. Éstas aplicaciones 
se han catalogado en varios apartados, el primero relacionado con aplicaciones que 
utilizan realidad aumentada de alguna forma (para tener una buena referencia para la 
demo técnica), aplicaciones públicas o privadas de las que disponen los museos (para 
hacer la comparación con MusGuide) y juegos que pertenezcan a museos y también 
tengan relación con el arte (para comparar con MusGuide Kids). También he recogido 
alguna otra aplicación sobre arte, pero éstas no son propiedad de ningún museo, sino 
de terceros. 
4.1.1. Aplicaciones con realidad aumentada 
4.1.1.1. Skin & Bones 
Se trata de una aplicación del Museo Nacional de Historia Natural Smithsonian  
La aplicación es gratuita está disponible para su descarga en la App Store. En la 
aplicación, 13 esqueletos diferentes de exhibición cobran vida a través de las tecnologías 
de realidad aumentada. La aplicación añade detalles a muchas de las muestras para 
mostrar cómo se mueven o se ven en la vida 
o cómo funcionan sus esqueletos.   
Después de instalar la aplicación en sus 
dispositivos móviles, los usuarios sólo tienen 
que elegir el animal que les interesa de un 
mapa de la sala. Cada elección animal tiene 
un menú de experiencias audiovisuales, 
incluyendo vídeos, animaciones y 
actividades.  
Esta aplicación requiere conexión Wi-FI, 
pero el museo dispone de conexión gratuita. 
4.1.1.2. ARART 
Se trata de una app también gratuita, desarrollada por artistas japoneses Kei Shiratori, 
Mukai Takeshi y Younghyo Bak. Esta aplicación reconoce creaciones artísticas estáticas 
como pinturas, ilustraciones o carátulas de CD y mediante software de realidad 
aumentada las traduce en animaciones virtuales. 
Mediante esta app se puede ver como la Gioconda te guiña un ojo y después se 
convierte en Leonardo da Vinci, o la Joven de la perla se voltea. 




Ilustración 17: Aplicación ARART 
4.1.2. Aplicaciones de terceros 
4.1.2.1. Google Goggles 
Google Goggles es un servicio de Google disponible 
para Android que permite reconocer cualquier objeto 
mediante fotos realizadas con un móvil y devolver 
resultados de búsqueda e información relacionada. 
En la actualidad este sistema reconoce: 
- Lugares del mundo 




- Libros Interesantes 
Goggles puede reconocer texto en francés, inglés, 
italiano, español, portugués, turco y ruso, y puede 
traducirlo a otros idiomas. Goggles también sirve como 
escáner de códigos de barras y QR. 
Incluso, si localiza en un lugar destacado mediante 
el GPS puede devolver información sobre el lugar. También dispone de traducción 
automática de texto en diversos idiomas a partir de una foto tomada en tiempo real, 
reconoce textos en inglés, francés, italiano, alemán y español, aunque la traducción está 
habilitada para todos los idiomas que soporta Google Translate. 
 
Ilustración 18: Google Goggles 
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4.1.2.2. Daily Art 
DailyArt es una aplicación gratuita para iOS y Android, que proporciona información 
sobre una obra de arte al día. Puede considerarse como una dosis diaria de pinturas 
clásicas. Al descargar la aplicación, se recibe una notificación con una obra maestra e 
información sobre ésta. 
La información de cada obra se obtiene gracias a su integración con Wikipedia, es decir, 
el equipo desarrollador no cuenta con historiadores ni expertos en arte. 
 
Ilustración 19: Captura de la aplicación DailyArt 
4.1.3. Aplicaciones propietarias de los museos 
Hoy en día, prácticamente todos los museos importantes tienen su aplicación propia 
sobre las obras o exposiciones que tienen a su disposición. Por ejemplo, el museo del 




 Captura de la aplicación 
Museo del Louvre 
 
Ilustración 20: Aplicación del museo del Louvre 
Museo del Prado 
 
Ilustración 21: Aplicación del museo del Prado 
Museo Británico 
 
Ilustración 22: Aplicación del museo Británico 
Tabla 1: Ejemplos de aplicaciones en museos 
Para este apartado se mostrará un ejemplo, del Museo de Arte Contemporáneo de 
Nueva York. He seleccionado esta porque no se conforma solo con mostrar el contenido 
del museo sino que intenta ir un paso más allá y ampliar la experiencia del usuario. 
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4.1.3.1. Ejemplo: aplicación del MoMA 
Este caso, se trata de cuatro aplicaciones, no una sola, proporcionada por el Museo de 
Arte Contemporáneo de Nueva York. 
4.1.3.1.1. MoMA App 
 
Aplicación para iPhone y Android creada para que los visitantes del 
museo puedan planearse una visita, leer las novedades del museo, 
navegar por cientos de miles de obras del museo y aprender sobre 
artistas y vocabulario de arte. La aplicación también contiene un 
calendario donde poder ver las futuras exposiciones temporales, un 
audio tour [3] en el que poder escuchar, según planta y número 
diferentes clips, información acerca del museo, etc. Para usar esta 
App el usuario necesita tener conexión a internet. 
 
4.1.3.1.2. Art Lab 
Esta aplicación permite a sus usuarios crear arte. Tal y como su nombre indica “Art Lab”, 
esta App es entendida como un laboratorio de arte donde niños y mayores pueden jugar 
a crear arte. Los usuarios pueden crear dibujos, guardarlos, compartirlos, etc. 
 
 
Ilustración 24: Captura de Art Lab 
4.1.3.1.3. AB EX NY 
Aplicación que permite obtener información acerca de las obras expuestas en la 
exposición Abstract Expressionist New York, permite también ver un mapa multimedia 
de localizaciones importantes entre 1930 y 1970 para los artistas expresionistas. De esta 




manera, el usuario puede salir del museo con la aplicación y usarla fuera de él, haciendo 
que la experiencia de visitar el museo salga del propio museo. 
 
Ilustración 25: Aplicación AB EX NY 
4.1.3.1.4. The MoMA Books 
Esta aplicación es como una estantería donde poder descargar libros publicados por el 
museo. Algunos de ellos ya no están disponibles en formato impreso (están 
descatalogados), así que la aplicación ofrece material que no podemos encontrar de otra 
manera. También hay que destacar que esta App permite que usuarios de alrededor del 
mundo puedan descargarse los libros del MoMA sin tener que comprar a través de la 
web y pagar gastos de envío y sin tener que desplazarse hasta el museo. 
 
 
Ilustración 26: Captura de pantalla de la app MoMA Books 
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4.1.4. Juegos relacionados con el Arte 
Para este apartado he descartado juegos como el Trivial o el Preguntados, ya que 
aunque sí que tienen preguntas relacionadas con el arte, no son juegos que hablen o se 
basen exclusivamente en el arte. 
4.1.4.1. History Hero 
History Hero es una aplicación desarrollada por Mind Gamez que busca enriquecer el 
conocimiento histórico de niños, jóvenes y adultos, a través de la creación de contenidos 
interactivos que complementan la visita a museos, lugares emblemáticos o iglesias entre 
otros. 
El ideal de History Hero es poder “vencer a los extraterrestres” que quieren borrar la 
historia del mundo. Para esto, es necesario recolectar toda la información posible que 
pueda ser utilizada posteriormente para educar a las generaciones futuras. 
Dentro de cada museo o lugar histórico que cuente con la aplicación, los visitantes 
tienen la posibilidad de convertir una tradicional visita guiada en una experiencia 
entretenida, dinámica y diferente. 
Personas de todas las edades pueden crear un avatar propio, responder preguntas sobre 
la historia del lugar, acceder a información complementaria, aceptar retos, obtener 
puntos durante el recorrido y competir con amigos y familiares, entre otras opciones. 
 
 
Ilustración 27: Selección de la 
ciudad 
 
Ilustración 28: Selección del 
personaje 
 






4.2. Requisitos tecnológicos 
Durante los primeros días, el equipo que formamos parte de este proyecto nos 
dedicamos sobre todo a analizar las herramientas que ya existen para desarrollar las 
funcionalidades de las cuales queríamos dotar a la aplicación. 
4.2.1. Demo técnica 
4.2.1.1. ¿Aplicación web o aplicación nativa? 
Esta fue una de las primeras decisiones que se había que tomar. La finalidad de la demo 
es comprobar el estado de la realidad aumentada para posteriormente agregar dicha 
funcionalidad a la aplicación MusGuide, por lo que era interesante utilizar la misma 
tecnología (en este caso PhoneGap). Evidentemente, este hecho tiene puntos negativos 
ya que una aplicación web transformada tiene peor rendimiento que una aplicación 
nativa pero evita el hecho de tener que desarrollar aplicaciones distintas para las 
diferentes plataformas, ahorrando coste de mantenimiento. 
4.2.1.2. ¿Aplicación Online u Offline? 
Uno de los puntos principales que se tuvo en cuenta a la hora de pensar en las 
características que debíamos incluir en la aplicación era si dicha aplicación necesitaría 
conexión a Internet o no. 
Hoy en día la mayoría de usuarios con Smartphone dispone de una tarifa de datos, es 
algo básico y cada vez cuesta más pensar en aplicaciones que no hagan ningún uso de 
Internet, pero ¿y cuando uno va de viaje? El roaming es un tema que al menos en Europa 
no está resuelto, por lo que lo normal al llegar a un país extranjero es desactivar los 
datos en el dispositivo para que la factura no se dispare. 
Otra opción es que los museos tengan conexión Wi-Fi, pero a causa del sobrecoste que 
supone, no todos los museos disponen de dicha conectividad. 
4.2.1.3. ¿Qué SDK utilizar para la realidad aumentada? 
La aplicación original de MusGuide, está hecha en PhoneGap. Era importante que el SDK 
para realidad aumentara dispusiera de plugins para dicha tecnología, ya que la intención 
es incluir la tecnología de realidad aumentada en la aplicación principal y para ello vital 
utilizar tecnología compatible. 
4.2.1.4. ¿Cómo realizar el reconocimiento de imagen? 
Existen multitud de sistemas para el reconocimiento de imagen. Cuando se intenta re 
conocer una imagen hay varios apartados a tener en cuenta, como los cambios de 
posición del usuario que enfoca, las diferencias lumínicas (sobre todo en exteriores, en 
los interiores de los museos la luz suele ser bastante similar siempre), el enfoque o 
desenfoque (no es lo mismo realizar el reconocimiento de imagen a través de un móvil 
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modesto que a través de uno de última generación, ya que en el segundo caso la imagen 
será superior tanto en enfoque como en definición), etc. En este caso debíamos escoger 
entre aplicar un algoritmo que encajara con dichos requerimientos o utilizar alguna 
herramienta ya existente. 
En el caso de escoger la segunda opción, había un punto importante a la hora de escoger 
dicha herramienta, ya que la mayoría de estas herramientas obligan a guardar las 
imágenes en una base de datos de su propiedad. Otro punto a tener en cuenta es que 
al utilizar una herramienta externa, pierdes independencia a la hora de retocar o ampliar 
la aplicación en un futuro, ya que supondría tener que pagar licencias otra vez, ya que 
en muchos casos la licencia es temporal, por lo que estás obligado a pagar una licencia 
nueva. 
4.2.2. MusGuide Kids 
4.2.2.1. ¿Aplicación Online u Offline? 
En este caso, también había que decir si la aplicación debía de ser online o no, pero el 
hecho de que para jugar contra otros jugadores sea necesaria la conexión a Internet, la 
decisión estuvo clara desde un inicio.  
4.2.2.2. ¿Qué motor gráfico utilizar para realizar los videojuegos? 
Existen multitud de motores gratuitos para realizar videojuegos, pero la aplicación 
requería uno que dispusiera de herramientas en 2D, como botones o canvas, ya que 
algunos de los juegos no serían en 3D. También era importante tener en cuenta el 
apartado de la realidad aumentada, que también iría incluida en MusGuide Kids, por lo 
que necesitábamos que el motor seleccionado tuviera compatibilidad con algún SDK de 
realidad aumentada. 
4.2.2.3. ¿Qué SDK utilizar para la realidad aumentada? 
En este caso, y a diferencia de la Demo técnica, esta aplicación no depende de 
MusGuide, por lo que la decisión para escoger el SDK fue diferente. Había que realizar 
una búsqueda para ver los SDK compatibles con los motores gráficos que barajábamos 




4.3. Análisis de tecnologías 
4.3.1. Estado del arte en tecnologías de Realidad aumentada 
Para realizar los procesos de realidad aumentada, el primer paso fue escoger un SDK 
que se adaptara a nuestras necesidades. En este apartado no queda más remedio que 
pasar por un tercero, ya que desarrollar un sistema de realidad aumentada queda fuera 
del alcance de prácticamente la mayoría de empresas.  
4.3.1.1. Vuforia 
Vuforia es un Kit de Desarrollo de Software (SDK) creado por Qualcomm que permite la 
creación de aplicaciones de Realidad Aumentada para dispositivos móviles. 
Utiliza la tecnología “Computer Vision” para reconocer imágenes y objetos 3D sencillos 
en tiempo real. Esto permite a los desarrolladores posicionar y orientar los objetos 
virtuales, tales como modelos 3D y otros medios multimedia, en relación con las 
imágenes del mundo real cuando éstos se ven a través de la cámara de un dispositivo 
móvil. 
Vuforia proporciona Interfaces de Programación de Aplicaciones (API) en C++, Java, 
Objective-C, y los lenguajes .Net a través de una extensión del motor de videojuegos 
Unity.  Juntos forman un binomio muy potente que te permite crear desde simples 
visualizadores de realidad aumentada (o Augmented Reality, AR) hasta imaginativos 
videojuegos, a partir de tus propias creaciones en 3D.  
De esta manera, el SDK es compatible tanto con el desarrollo nativo para iOS y Android 
a la vez que permite el desarrollo de aplicaciones de AR en Unity, que son fáciles de 
portar a ambas plataformas. 
 
Ilustración 30: Logo de Vuforia 
4.3.1.1.1. Puntos a favor 
- Un amplio recorrido en el mundo de la realidad aumentada. 
- SDK de prueba gratuito. 




4.3.1.1.2. Puntos en contra 
- No tiene plugin para PhoneGap, lo que es un impedimento para la Demo técnica. 
- Más enfocado a videojuegos, ya que su SDK está muy ligado al motor  Unity, cosa 
que no nos resulta de utilidad. 
- Precio: La versión gratuita está muy limitada a proyectos pequeños, y las grandes  
ya suponen un gasto mensual. 
 
Categoría Reconocimientos/mes Objetivos Precio 
Develop 1000 1000 Gratuito 
Starter 10000 1000000 99$ 
Standard 100000 1000000 499$ 
Enterprise >100000 ∞ Variable 
Tabla 2: Precios Vuforia 
4.3.1.2. Metaio SDK 
Metaio es una empresa alemana enfocada en desarrollar aplicaciones y soluciones 
basadas en realidad aumentada. 
Metaio SDK es una aplicación que está pensada para desarrollar aplicaciones web de 
realidad aumentada. Su principal enfoque es el comercio electrónico, ya que se busca 
con esta, ofrecer una nueva experiencia de compra en línea a los consumidores. 
También incluye módulos que se conectan con redes sociales como Facebook y Twitter 
para ofrecer una mejor experiencia a la hora de compartir contenido. 
La tecnología de Metaio inserta casi cualquier contenido en 3-D y virtual en el mundo 
real mediante el reconocimiento de imágenes, objetos y ambientes enteros. 
El AREngine reduce el consumo de energía al llevar a cabo experiencias AR. Esto significa 
que aumenta la velocidad y el rendimiento, sin comprometer el consumo, característica 








4.3.1.2.1. Puntos a favor 
- Está más enfocado a la geolocalización, por lo que nos cubría sobradamente en 
ese apartado.  
- Está muy optimizado, lo que ahorra batería del dispositivo. 
- A pesar de dicha optimización, tiene un buen rendimiento y es una herramienta 
que está probada. 
4.3.1.2.2. Puntos en contra 
- No tiene plugin para PhoneGap. 
- El precio. A diferencia de Vuforia, es de pago único, pero es bastante elevado lo 
cual le quita posibilidades. 
 
Categoría Precio 
SDK – Licencia Básica 2950€ 
SDK – Licencia Pro 4950€ 
Tabla 3: Precios Metaio 
4.3.1.3. Junaio 
Junaio es un navegador de  Realidad Aumentada  diseñado para dispositivos móviles 
3G y 4G. Es desarrollado por Munich, empresa basada Metaio GmbH. Proporciona 
una API para desarrolladores y proveedores de contenido para generar experiencias de 
Realidad Aumentada para los usuarios finales. La aplicación de teléfono, así como la API 
son de uso libre. Actualmente, está disponible para las plataformas Android y iPhone. 
Junaio es el primer navegador de realidad aumentada que ha superado las limitaciones 
de precisión de navegación GPS a través de marcadores LLA (latitud, longitud, altitud). 
 
Ilustración 32: Logo de Junaio 
4.3.1.3.1. Puntos a favor 
- Es un SDK muy fácil de utilizar. 
- Está desarrollado por la misma compañía que Metaio, lo que da seguridad a la 
hora de plantearse su utilización. 
- Es gratuito. 
4.3.1.3.2. Puntos en contra 
- No tiene plugin para PhoneGap. 
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- Está orientado a diseñadores y artistas, es decir, usuarios sin conocimientos 
informáticos, no para programadores. 
- Al ser gratuito, está muy limitado. 
4.3.1.4. Catchoom 
Catchoom es una herramienta desarrollada por la empresa con el mismo nombre, que 
permite desarrollar aplicaciones con realidad aumentada y permite tanto renderizar 
imágenes en 3D como escenarios complejos. 
La licencia del SDK de Catchoom ofrece herramientas para la realidad aumentada y para 
el reconocimiento de imagen para los diferentes sistemas operativos, aunque dichas 
herramientas están en SDK’s independientes. 
 
Ilustración 33: Logo de Catchoom 
4.3.1.4.1. Puntos a favor 
- Utilización de una API completa y funcional 
- Dispone de un SDK gratuito para el reconocimiento de imagen, por lo que nos 
evita la búsqueda de otro sistema para realizar dichas tareas. 
4.3.1.4.2. Puntos en contra 
- No dispone de plugin para PhoneGap. 
- Versión de pago por imágenes, lo que puede incrementar el precio dependiendo 
del tamaño de la aplicación a desarrollar. 
4.3.1.4.3. Planes proporcionados 
 Imágenes en B.D. Escaneos al mes Precio (€/mes) 
Starter 100 1000 Ilimitadas 
Plus 100000 150000 Ilimitados 
Pro 99 249 Personalizado 
Tabla 4: Planes de Catchoom 
4.3.1.4.4. Precio del SDK 
 SDK reconocimiento imagen Realidad aumentada 
Precio Gratis 1490€ 




Wikitude es un software realidad aumentada desarrollado por la empresa austríaca 
Wikitude GmbH. Fue publicado por primera vez en octubre de 2008 como software 
gratuito. Muestra información acerca de los alrededores del usuario desde la cámara 
móvil, incluyendo el reconocimiento de imágenes y modelado 3D. Wikitude fue la 
primera aplicación disponible para el público que utilizaba realidad aumentada basada 
en la localización. 
 
Ilustración 34: Logo de Wikitude 
4.3.1.5.1. ¿Cómo funciona? 
Para la realidad aumentada basada en la localización, se calcula la posición de los objetos 
en la pantalla del dispositivo utilizando la posición del usuario (vía GPS o Wifi) y la 
dirección que el usuario está encarando (utilizando la brújula y el acelerómetro).  
La realidad aumentada basada en la localización proporciona una vista directa de la 
realidad enlazada con contenido generado. Como la localización es un elemento central 
en Wikitude, las herramientas de Wikitude están optimizadas para este uso. 
Desde agosto de 2012, Wikitude añadió características de reconocimiento de imagen, 
que sirven para rastrear imágenes y lanzar la tecnología de realidad aumentada en la 
aplicación. 
En Wikitude el contenido está generado por el usuario en su mayor parte. Éste puede 
ser añadido por una interfaz web, por KML y ARML. Además los servicios Web están 
disponibles para registrar la entrega de datos dinámicos. Wikitude es miembro de W3C. 
4.3.1.5.2. Puntos positivos 
- Implementa realidad aumentada y reconocimiento de imagen, por lo que no es 
necesario encajar dos herramientas distintas en la misma aplicación. 
- Dispone de plugin para PhoneGap, lo que nos evita tener que desarrollar dos 
aplicaciones, una para Android i otra para iOS. 
- Dispone de versión de pruebas gratuita, por lo que es posible probarla y 
desarrollar aplicaciones para poner a prueba la aplicación sin tener que pagar 
previamente. 
4.3.1.5.3. Puntos negativos 





Versión Precio (€ al año) 
Trial Gratis 
SDK LITE 590 
SDK PRO 990 
SDK PRO+ 1980 
PRO+ UNLIMITED 4490 
Tabla 6: Precios Wikitude 
4.3.2. Estado del arte en tecnologías de reconocimiento de imagen 
Desde tareas de fotogrametría simples, tales como reconocimiento de características, 
hasta el desarrollo de sofisticado software de modelado 3D, hay varias aplicaciones 
donde los algoritmos de reconocimiento de imagen juegan un papel importante. A 
medida que cambian las necesidades, los investigadores han de desarrollar nuevas 
tecnologías con el fin de satisfacer estas necesidades. 
Es importante mencionar que muchos métodos publicados con código fuente satisfacen 
las necesidades cotidianas de la fotogrametría y la visión artificial incluyendo detección, 
a juego y modelado 3D. 
Conseguir buenos resultados en lo que respecta a la coincidencia entre dos imágenes es 
la tarea que algunos de los algoritmos más populares están tratando de lograr, pero 
ninguno está universalmente aceptado, y parece que el método adecuado para la 
reconocer imágenes similares depende en gran medida del tipo de imagen y en las 
variaciones dentro de una imagen y su par coincidente. Los parámetros más importantes 
a tener en cuenta son los siguientes: 
- Escala: Se refiere a la diferencia en el tamaño del par de imágenes. 
- Oclusión: Es el concepto de que dos objetos  en 3D podrían variar al realizar la 
proyección en 2D para su reconocimiento.  
- Orientación: Las imágenes están giradas una con respecto a la otra. Una 
orientación máxima de 30° es un valor máximo típico para la mayoría de los 
algoritmos para realizar un reconocimiento fiable. 
- Objeto a reconocer: Ya sea un plano, textura u otro tipo de objeto. 
- Clutter: Se refiere a las condiciones del fondo de la imagen. A menudo es difícil 
formar el algoritmo para entender los límites del objeto de interés cuando se 
tiene un fondo confuso. 
- Iluminación: Los cambios en la iluminación también representan un problema 
típico para funciones de coincidencia. 
Los algoritmos de reconocimiento de imagen actuales  funcionan de forma aceptable 
bajo algunas de las condiciones de imagen descritas más arriba. Pero, en general, 
ninguno de los algoritmos realmente ha logrado invariancia total a estos parámetros, ya 
que es difícil combinar los elementos necesarios en un algoritmo sin incrementar el 
coste computacional de éste. 
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Para el desarrollo del reconocimiento de imagen, se tuvieron en cuenta los algoritmos 
del Histograma, SIFT, SURF y PCA-SIFT. 
4.3.2.1. Algoritmos de reconocimiento de imagen 
4.3.2.1.1. Histograma 
Un histograma de color es una representación de la distribución del color en una 
imagen. En fotografía, el histograma muestra la distribución tonal de una imagen. En el 
eje horizontal se representan los tonos, en el eje vertical, se representa la cantidad de 
píxeles existentes para cada tono. 
 
El histograma de color puede ser construido para cualquier tipo de espacio de color, aun 
cuando el término es usado más frecuentemente en espacios tridimensionales como 
RGB [4] o HSV [5]. Para imágenes monocromáticas, se puede utilizar el histograma de 
intensidad.  
4.3.2.1.1.1. Puntos a favor 
- Usar el color en tiempo real tiene varias ventajas. Una de ellas es que la 
información del color es más rápida de computar. Se ha demostrado en algunos 
casos que el color puede ser un método eficiente para identificar objetos de 
localización y apariencia conocida. 
4.3.2.1.1.2. Puntos en contra 
- La principal desventajas de los histogramas para clasificar es que la 
representación depende del color del objeto que está siendo estudiado, 
ignorando su forma y su textura. Los histogramas de color pueden 
potencialmente ser idénticos en dos imágenes con diferentes objetos que 
comparten información de color. No hay forma de distinguir una taza blanca y 
roja de un plato blanco y rojo. Dicho de otra manera, los algoritmos basados en 
histogramas, no tienen el concepto de una taza genérica y un modelo de una 
taza roja y blanca cuando se compara con una taza azul y blanca idéntica. Otro 
problema es que los histogramas de color tienen alta sensibilidad a las 
interferencias de ruido como pueden ser cambios en la intensidad de la 





Ilustración 35: Imagen ejemplo histograma 
 
Ilustración 36: Misma imagen mezclada 
 
La segunda imagen es igual que la primera, solo que se han mezclado los píxeles 
aleatoriamente. Para el histograma, al analizar la composición, estas dos imágenes son 
idénticas aunque claramente no lo son. 
4.3.2.1.2. SIFT 
Scale-Invariant Feature Transform (SIFT) es un algoritmo usado en visión artificial para 
extraer características relevantes de las imágenes que posteriormente pueden usarse 
en reconocimiento de objetos, detección de movimiento, registro de la imagen y otras 
tareas. El término detección de características o de puntos de interés hace referencia a 
la tarea de localizar en una imagen puntos relevantes en cuanto a la cantidad de 
información de su entorno. 
En general, un buen número de los algoritmos de detección de características se basan 
en la detección de esquinas. Estos son invariantes a las rotaciones, lo que significa que 
se pueden encontrar los mismos puntos, independientemente de si la imagen ha sido 
rotada o no. Sin embargo estos algoritmos no suelen ser invariantes frente al escalado 
porque una esquina puede dejar de ser una esquina cuando la imagen es escalada. 
4.3.2.1.3. PCA-SIFT 
PCA es una técnica estándar para la reducción de dimensionalidad, que se adapta bien 
para representar los puntos clave para realizar un mapeado de la imagen.  
En otras palabras, PCA-SIFT utiliza PCA en lugar de histograma para normalizar el  
gradiente. El vector resultante es significativamente menor que el vector de SIFT 
estándar. PCA-SIFT, como SIFT, también utilizó la distancia euclídea para determinar si 




4.3.2.1.4.  SURF 
SURF (Speeded Up Robusto Feature) es un algoritmo, capaz de obtener una 
representación visual de una imagen y extraer una información detallada y específica 
del contenido. Esta información es tratada para realizar operaciones como por ejemplo 
la localización y reconocimiento de determinados objetos, personas o caras y extracción 
de puntos de interés.  
El Algoritmo SURF se presentó por primera vez por Herbert Bay en ECCV 9ª Conferencia 
Internacional de Visión por Computador celebrada en Austria en Mayo de 2006. 
4.3.2.1.5. Comparación entre algoritmos 
A continuación se van a comparar los algoritmos SIFT, SURF y PCA-SIFT a partir de la 
referencia 9), donde se explica en detalle el estudio entre los algoritmos. Estos son los 
sets de imágenes que se utilizan para el estudio: 
 





Tabla 7: Set de imágenes A 
 
















Tabla 9: Set de imágenes C 
 





Tabla 10: Set de imágenes D 
 
















Tabla 12: Set de imágenes F 
El conjunto A y B corresponden a imágenes que son equivalentes, pero que están re-
escaladas. C y D corresponden a imágenes equivalentes pero desenfocadas. E 
corresponde a una imagen con variación en la iluminación y finalmente, F corresponde 
a una imagen rotada. Los resultados obtenidos son los siguientes: 
- Uno de los parámetros importantes a la hora de realizar el reconocimiento de 
imagen es el tiempo que tarda el algoritmo en reconocer dicha imagen. Para esta 
prueba se ha utilizado el set A de imágenes. En las pruebas de tiempo de 
procesado, SURF es el más rápido, sin embargo SIFT encuentra más coincidencias 
entre imágenes. 
- La segunda prueba muestra el rendimiento frente a los cambios de escala de 
imágenes. En este apartado, se han utilizado los sets de imágenes A y B. Los 
resultados indican que SIFT y SURF se comportan mejor que PCA-SIFT en lo que 
a re-escalados se refiere.   
- La tercera prueba consiste en comparar los algoritmos con el set F, el de la 
imagen rotada. Para esta prueba se ha rotado la imagen desde 5 a 180 grados, y 
se han comparado los resultados de cada algoritmo. En este caso SURF no 
funciona del todo bien en este apartado, obteniendo el peor resultado de los tres 
conforme el grado de rotación de la imagen es mayor. En el caso contrario 
tenemos a SIFT, que vuelve a obtener mejores resultados de la prueba. 
- En el cuarto apartado, se compara el desenfocado de la imagen mediante los sets 
de imágenes C y D. En este caso, el desenfoque varía desde 0.5 a 9. En este caso, 
SIFT obtiene los peores resultados de los tres algoritmos, y aunque con mayor 
desenfoque los tres algoritmos muestran resultados parecidos. Por primera vez 
se puede observar que PCA-SIFT obtiene los mejores resultados de los tres. 
- En el último apartado, el del cambio de iluminación, se ha utilizado el set de 
imágenes E. En este caso, es el algoritmo SURF el que muestra mejores 





Tal y como se ha visto en las diferentes pruebas, no hay un método que sea mejor que 
otro en todas las circunstancias. También hay que tener en cuenta que los resultados 
dependerán de las imágenes y de las variaciones que se les apliquen, por lo que estos 
resultados fueron tomados como guía para saber qué método era el más apropiado.  
En la tabla siguiente, se muestra el resumen de los datos obtenidos: 
Método Tiempo Escalado Rotación Desenfoque Iluminación 
SIFT Normal Mejor Mejor Mejor Normal 
PCA-SIFT Bueno Normal Bueno Normal Bueno 
SURD Mejor Bueno Normal Bueno Mejor 
Tabla 13: Resultados finales 
En este caso, el algoritmo SURF es el que ha obtenido mejores resultados de los tres, así 
que en el caso de haber escogido alguno de estos algoritmos para el reconocimiento de 
imagen, seguramente hubiésemos utilizado SURF. 
4.3.2.2. SDK’s de reconocimiento de imagen 
4.3.2.2.1. Moodstocks 
Moodstocks es una API creada por Moodstock, una empresa con base en París. Comenzó 
como una compañía en el año 2010, pero sólo comenzaron activamente a realizar 
acuerdos con otras empresas hace unos meses. Aun así, ya cuenta con clientes como 
Citroën y Volkswagen. 
En lugar de ofrecer su propia aplicación, Moodstocks se concentra exclusivamente en 
ofrecer servicios para los desarrolladores. Su tecnología de escáner puede reconocer 
tanto los códigos de barras como imágenes, dando a los desarrolladores la posibilidad 
de subir sus propias bibliotecas con el contenido que quieren que la aplicación 
identifique. Utiliza los formatos JSON y REST.  
4.3.2.2.1.1. Método de funcionamiento 
Para cargar las imágenes, Moodstocks ofrece una aplicación de escritorio. Si el cliente 
necesita integrar la plataforma con su base o automatizar este proceso, ofrece una API 
basada en HTML. 
Para cada imagen se carga en los servidores, se extrae una firma compacta que captura 
su contenido. Las firmas de imágenes se envían a los clientes móviles a través de un 
mecanismo de sincronización. 
Una vez que las firmas se han transferido con éxito, el cliente es capaz de realizar el 
reconocimiento de imagen. Dado que los datos están disponibles localmente, 
MoodStocks funciona también fuera de línea. 
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4.3.2.2.1.2. Puntos a favor 
- Utilización de una API completa y funcional 
4.3.2.2.1.3. Puntos en contra 
- Tiene una versión de pago por imágenes, es decir, se paga por la cantidad de 
reconocimientos que se realizan, por lo que en caso de ser muchos, puede ser 
una aplicación cara. 




100 1000 10K 100K 
Precio 89$ 209$ 389$ 989$ 
Tabla 14: Precios Moodstocks 
* El nombre de las tarifas no viene establecido, lo he nombrado de esta forma para diferenciarlos. 
4.3.3. Estado del arte en motores gráficos 
4.3.3.1. Unity 
 
Ilustración 37: Logo de Unity 
4.3.3.1.1. Características 
Unity es un motor desarrollado por Unity Technologies, creado originalmente en 
exclusiva para ordenadores de Apple, y que actualmente es compatible con más de 
veinte plataformas. Éste ofrece una plataforma de desarrollo tanto en 2D como en 3D, 
y para quienes estén buscando llevar su juego a multitud de dispositivos, aquí 
encontrarán compatibilidad con Windows, Mac, Linux, Android, iOS, WebGL, PlayStation 
3, PlayStation 4, Wii U, Xbox One, Xbox 360, etc. 
El éxito de Unity ha llegado en parte debido al enfoque en las necesidades de los 
desarrolladores independientes que no pueden crear ni su propio motor del juego ni las 
herramientas necesarias o adquirir licencias. El enfoque de la compañía es 
"democratizar el desarrollo de juegos", y hacer el desarrollo de contenidos interactivos 
en 2D y 3D lo más accesible posible a tantas personas en todo el mundo como sea 
posible.  
La versión 5 de Unity se ha puesto al día en lo visual, con iluminación global en tiempo 
real, sombreado basado en físicas o la versión 3.3 de la tecnología PhysX de Nvidia.  
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4.3.3.1.2. Juegos creados con este motor 
Entre algunos de los juegos que han utilizado Unity están Ori and the Blind Forest, Grow 
Home, Cities: Skylines, Pillars of Eternity o Monument Valley.  
 
Ilustración 38: Ejemplo de videojuego creado con Unity 
4.3.3.1.3. Precio 
Existen dos versiones de Unity distintas, una de pago (Professional Edition) pensada para 
estudios formados por varios miembros y otra gratuita (Personal Edition) dirigida a 
desarrolladores únicos y a personas que se toman la creación de videojuegos como un 
hobby. La versión Pro tiene un coste de 1500$ mientras que la personal es gratuita 
siempre que el juego realizado no genere unos ingresos superiores a 100.000$. La 
versión Pro tiene características adicionales, tales como renderización de texturas, 
determinación de cara oculta, iluminación global y efectos de posprocesamiento.  
Tanto Unity como Unity Pro incluyen el entorno de desarrollo, tutoriales, ejemplos de 
proyectos y de contenido, soporte a través de foros, wiki, y las actualizaciones futuras 
de la misma versión principal. 
4.3.3.2. Unreal Engine 
4.3.3.2.1. Características 
Unreal Engine 4 es un motor desarrollado por Epic 
Games, creadores de las sagas Gears of War y 
Unreal Tournament, entre otras. Se trata de una 
suite de herramientas de desarrollo para 
dispositivos principalmente para móviles, 
ordenadores, y consolas de nueva generación. 
Aunque generalmente está vinculado a shooters 
[6], es un motor con multitud de posibilidades, que 
van desde sencillos juegos 2D para teléfonos hasta 
superproducciones de consola. 
Ilustración 39: Logo de Unreal Engine 
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Es uno de los motores con más renombre de la actualidad, y ya está listo para los 
próximos cambios de la industria, como la implementación de DirectX 12. 
El Unreal Engine 4 no sólo se usa en videojuegos, sino que tiene aplicaciones como la 
creación de películas de animación, el desarrollo de simuladores o de previsualizaciones 
arquitectónicas, entre otros. 
4.3.3.2.2. Juegos creados con este motor 
Unreal Engine ha sido la base de juegos como Unreal Tournament, Deus Ex, Turok, Tom 
Clancy's Rainbow Six: Vegas, America's Army, Red Steel, Gears of War, BioShock, 
BioShock 2, BioShock Infinite, Star Wars Republic Commando, Batman: Arkham Asylum 
o Mass Effect. 
De cara al futuro, son varios los títulos que apostarán por el Unreal Engine en los 
próximos meses, como Fable Legends, Fortnite, Dead Island 2 o, por supuesto, el nuevo 
Unreal Tournament. Como muestra de su versatilidad, mencionar que los futuros 
Tekken 7 o Kingdom Hearts III utilizaran este motor. 
 
 
Ilustración 40: Captura de la demo “Elemental” 
4.3.3.2.3. Precio 
Unreal Engine 4 está disponible para todo el mundo de forma gratuita, al igual que todas 
las próximas actualizaciones que se lancen de él. Sólo se cobra al usuario un porcentaje 






Ilustración 41: Logo de Cry Engine 3 
4.3.3.3.1. Características 
CryEngine es el motor creado por Crytek para el Far Cry original, aunque quizás su 
popularidad aumentó principalmente gracias al lanzamiento de Crysis, uno de los juegos 
que consiguió ser referente gráfico durante muchos años. 
CryEngine ofrece un paquete de herramientas multiplataforma, compatibles con las 
consolas PlayStation 4, Xbox One y Wii U, ordenadores con sistemas operativos 
Windows y Linux, y dispositivos móviles con iOS y Android. 
CryEngine presume de su iluminación, de su física realista y la facilidad para diseñar la 
inteligencia artificial de los enemigos, entre otros, así como de las comodidades que 
ofrece para el diseño multiplataforma. 
4.3.3.3.2. Juegos que utilizan este motor 
Como ejemplos de juegos que utilizan este motor, podemos encontrar juegos como 
Evolve, Crisis, The Cursed Forest, o Sonic Boom. 
 
 




Crytek ofrece este motor bajo suscripción, con un coste de 9,90 euros al mes. 
4.4. Tecnologías seleccionadas 
4.4.1. Demo técnica 
4.4.1.1. ¿Aplicación web o aplicación nativa? 
Finalmente se decidió utilizar PhoneGap para desarrollar la aplicación ya que la 
aplicación MusGuide está hecha con la misma tecnología y si en un futuro se quieren 
integrar para que MusGuide disponga de realidad aumentada, la única opción viable es 
la de desarrollarla con las mismas herramientas y características. 
4.4.1.2. ¿Aplicación online u offline? 
A pesar de que muchos de los turistas que visitan los museos tienen los datos 
desactivados, la forma de plantear la realidad aumentada hacía básica la conexión a 
internet para algo tan básico como añadir una nueva exposición a una zona, que de otra 
forma implicaría tener que añadirla por código y prácticamente recompilar la aplicación 
entera, por lo que finalmente se decidió que la demo sería una aplicación que 
demandaría conexión a internet. 
4.4.1.3. Realidad Aumentada 
Después del análisis de tecnologías, el equipo trabajo tenía claro que el proyecto 
requería une herramienta incorporara la parte de realidad aumentada y la de 
reconocimiento de imagen, ya que facilitaría el trabajo al no necesitar encajar varias 
herramientas distintas para una misma aplicación.  
Teniendo en cuenta los puntos positivos y negativos de las aplicaciones y tecnologías 
explicadas anteriormente, decidimos utilizar Wikitude, ya que era claramente la 
herramienta que mejor encajaba con lo que se quería hacer. Principalmente su ventaja 
respecto a las demás es su integración con PhoneGap, además de que proporciona 
tecnología de realidad aumentada y reconocimiento de imagen a la vez lo cual evita 
tener que utilizar múltiples herramientas (con sus respectivas licencias). Además su 
versión gratuita permite realizar las pruebas suficientes como para determinar si vale la 
pena o no agregar dicha tecnología a la aplicación MusGuide. 
4.4.1.3.1. Motivos para descartar Vuforia 
El principal motivo para descartar Vuforia es que está más relacionado con videojuegos 
que para aplicaciones como la que queríamos hacer. Además uno de los requisitos es 
que debía tener plugin para PhoneGap, cosa que Vuforia no tiene por lo que tuvimos 
que descartar esta opción. 
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4.4.1.3.2. Motivos para descartar Junaio 
Al igual que Vuforia, este SDK no tiene plugin para PhoneGap (aunque sus 
desarrolladores han confirmado que están trabajando en uno), por lo que implicaba 
tener que realizar la aplicación nativamente para las diferentes plataformas. En 
cualquier caso, el precio también hubiese sido un impedimento claro, ya que no es una 
herramienta barata. 
4.4.1.3.3. Motivos para descartar Metaio 
El principal motivo para descartar esta opción fue, una vez más, el hecho de no tener 
plugin para PhoneGap. Además, esta herramienta está más enfocada a un público casual 
que quiere tener alguna aplicación sencilla, no para un uso más profesional. 
4.4.1.3.4. Motivos para descartar Catchoom 
Al igual que el resto de SKDs, el  principal motivo para descartarlo fue la no disponibilidad 
de plugin para PhoneGap. Nos pusimos en contacto con esta compañía porque al igual 
que Vuforia, Catchoom ha confirmado que en un futuro dispondrán de dicho plugin, 
pero por ahora no es una opción era una opción viable.  
4.4.1.4. Reconocimiento de imagen 
Para este apartado no se tuvo que escoger entre ninguna de las herramientas analizadas 
en el apartado anterior, ya que al utilizar Wikitude, éste ya nos proporcionaba las 
herramientas necesarias para realizar el reconocimiento de imagen. 
4.4.1.4.1. Motivos para descartar el Histograma 
El algoritmo histograma es el más básico a la hora de realizar el reconocimiento de una 
imagen. Es fácil de implementar, pero realmente el hecho de que solo se base en los 
colores para determinar si una imagen es igual a otra no es una buena opción para lo 
que queríamos realizar en este proyecto, así que nunca fue tomada en serio como 
opción a desarrollar. 
4.4.1.4.2. Motivos para descartar estos SURF, SIFT y PCA-SIFT 
Los motivos por los cuales decidimos no utilizar ninguno de estos algoritmos es que 
JavaScript no está pensado para realizar tareas de reconocimiento de imagen, además 
de las dificultades que implica implementar dichos algoritmos. Al igual que el 
histograma, fue una opción que se contempló pero nunca fue una opción real por los 
costes y la dificultad que conllevaría implementar uno de estos algoritmos. 
4.4.1.4.3. Motivos para descartar Moodstocks 
El principal inconveniente de este SDK es que no nos resolvía el apartado de la realidad 
aumentada, por lo que hubiésemos necesitado más herramientas para implementar 
todas las características de la aplicación. Evidentemente esto se puede conseguir, pero 
mezclar distintas tecnologías teniendo opciones que nos proporcionan todas las 
características que necesitamos no es lo más adecuado. 
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4.4.2. MusGuide Kids 
4.4.2.1. ¿Aplicación Online u Offline? 
En este caso, también se decidió realizar la aplicación exclusivamente en modo online. 
Para que la aplicación sea lo suficientemente dinámica (poder ampliar el contenido sin 
tener que recompilar y volver a subir la aplicación a Google Play o App Store) hace falta 
que el contenido se descargue de un servidor. Además para jugar contra otros jugadores 
y guardar los resultados es necesaria la conexión a internet. 
4.4.2.2. Selección de SDK de realidad aumentada 
En lo que se refiere al SDK de realidad aumentada, tal y como se ha explicado 
anteriormente, Vuforia está más enfocado a videojuegos, por lo que para MusGuide Kids 
era la opción más lógica. A parte, Qualcomm y Unity hace tiempo que colaboran por lo 
que dispone de las herramientas necesarias para su integración con al menos uno de los 
motores gráficos que estábamos planteando utilizar. 
4.4.2.3. Selección del motor gráfico 
Para la selección de motores gráficos, la elección a escoger estuvo clara desde el 
principio, ya que Unity tiene compatibilidad con Vuforia, lo que nos permite mezclar sin 
problemas la tecnología de los videojuegos con la tecnología de la realidad aumentada. 
A parte de eso, su interfaz está más pensada para programadores casuales, al contrario 
que Cry Engine o Unreal Engine, que están más pensado para usuarios  profesionales. 
Dado que no tenía experiencia en temas de videojuegos, era la opción más 
recomendable teniendo en cuenta el tiempo disponible para desarrollar la aplicación y 
el tipo de juegos que iba a desarrollar. 
4.4.2.3.1. Inconvenientes de Unity 
El único inconveniente es que la última versión de Unity (la versión 5) es muy reciente 
por lo que Vuforia aún no es compatible con dicha versión. Finalmente utilizamos la 
última versión compatible, la 4.6.4.  
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5. Gestión del proyecto 
5.1. Work Packages 
En este apartado se va a dividir el trabajo a realizar en paquetes de trabajo (PT). Para 
realizar el proyecto se han programado un total de 20 semanas.  
Los paquetes de trabajo que he definido son los siguientes: 
- Gestión del proyecto 
- Diseño y planificación del proyecto 
- Implementación del proyecto 
- Validación 
A cada paquete de trabajo se le asignará la semana de inicio y la de finalización, así como 
el esfuerzo (en semanas) que durará el paquete en cuestión. 
#PT Título Work Package Inicio Fin Esfuerzo 
1 Gestión del proyecto Week 01 Week 20 2 
2 Diseño y planificación del proyecto Week 01 Week 05 3 
3 Implementación del proyecto Week 04 Week 18 13 
4 Validación del proyecto Week 18 Week 20 2 
TOTAL (1 persona a jornada completa durante 20 semanas) 20 
Tabla 15: Work Packages 
5.2. Diagrama de PERT 
 
Ilustración 43: Diagrama de Pert 
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5.3. Diagrama de GANTT 
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En la siguiente tabla se especifican los milestones definidos para la realización del 
proyecto. Cada milestone ha sido definido para la finalización de una determinada tarea. 
Milestone Work Package Descripción 
Milestone 1 WP 2 
Finalización del diseño y planificación del 
proyecto. 
Milestone 2 WP 3 Finalización de la demo técnica. 
Milestone 3 WP 3 Finalización de MusGuide Kids. 
Milestone 4 WP 4 
Finalización de la realización de las pruebas de 
validación. 
Milestone 5 WP 1 Finalización de la gestión del proyecto. 
Tabla 18: Milestones 
5.5. Deliverables 
En la siguiente tabla se exponen los Deliverables definidos durante la realización del  
proyecto.  
Deliverable Work Package Descripción 
Finalización de la 
Demo técnica 
WP 3 
Finalización de la demo técnica utilizada para 
demostrar las características utilizadas en la 




Finalización del juego que pertenece a 
MusGuide Kids. 





Tabla 17: Leyenda del diagrama de GANTT 
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5.6. Análisis de costes 
A continuación se exponen los costes de desarrollo del proyecto. En algún caso (como 
pueden ser alquiler o los gastos por luz y agua) se ha realizado una estimación ya que 
son bienes proporcionados por la empresa o que ya están adquiridos. 
5.6.1. Costes directos 
5.6.1.1. Nóminas 
Rol/Rango Horas Coste 
Analista / Programador 20 semanas  800 horas 7.5€/h  6000€ 
Coste por becario +15% 900€ 
Total: 6900 € 
Tabla 20: Costes directos, apartado nóminas 
5.6.1.2. Equipamiento 
Concepto Cantidad Coste 
Hardware 
PC de desarrollo 1 2300€ 
Tablet Pruebas 1 499€ 
Software 
X-Code 1 Gratuito 
Licencia Wikitude  1 590€ 
PhoneGap 1 Gratuito 
Licencia Unity3D Pro 1  ≈1300€ 
Total 4689 € 




5.6.2. Costes indirectos 
5.6.2.1. Instalaciones 
Concepto Cantidad Coste 
Alquiler - 600€/mes  3000€ 
Luz, agua gas, etc.  - 100€/mes  500€ 
Fungible - 100€ 
Limpieza 20 semanas  160 horas 10€/hora  1600€ 
Total 5200 € 
Tabla 22: Costes indirectos, instalaciones 
5.6.2.2. Seguros 
Concepto Cantidad Coste 
Seguro Oficina - 500€ 
Total 500 € 
Tabla 23: Costes indirectos, apartado de seguros 
5.6.2.3. Marketing 
De momento no se ha tenido en cuenta ningún coste por marketing o publicidad. 
5.6.2.4. Telecomunicaciones 
Concepto Cantidad Coste 
Conexión Internet 1 50€/mes 250€ 
Total 250 € 
Tabla 24: Costes indirectos, apartado telecomunicaciones 
5.6.3. Costes Totales 
Coste Total 
Costes Directos 11589 € 
Costes Indirectos 5950 € 
Total 17539 € 
Tabla 25: Costes totales 
5.7. Análisis de riesgos 
En este apartado se van a explicar los riesgos que se tienen en cuenta a la hora de realizar 
el proyecto. Se ha dividido en dos partes, riesgos externos y riesgos internos. 
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5.7.1. Riesgos externos 
Riesgo Tipo Acción 
Una nueva tecnología de 
RA mejora la escogida 
para realizar el proyecto. 
Media 
Estudio de la nueva tecnología y 
reconsideración del proyecto. 
Surge un producto similar 
en el mercado 
Medio 
Estudio del nuevo producto  para 
ver si se pueden añadir 
características nuevas al nuestro. 
Daños materiales del 
equipamiento (PC) 
Medio Reemplazo del material dañado. 
Robo de material (PC) Medio Reemplazo del material robado. 
Robo de información 
sensible 
Bajo 
Refuerzo de las medidas de 
protección de datos y tomar 
medidas legales. 
Tabla 26: Riesgos externos 
- Una nueva tecnología de RA mejora la escogida: este riesgo implica que una 
empresa o equipo de investigación saque al mercado una tecnología que mejora 
la que se escogió en el momento del análisis. La acción a realizar es realizar un 
estudio de dicha nueva tecnología, ya que puede que salga más a cuenta dar un 
paso atrás para que nuestro producto sea mejor. 
  
- Surge un producto similar en el mercado: este riesgo implica que una empresa 
competidora lance al mercado un producto sustitutivo del nuestro y que mejore 
o iguale las características. La acción a realizar es el análisis y el estudio del nuevo  
producto para comprobar si nuevas características pueden ser añadidas al 
nuestro. 
 
- Daños materiales del equipamiento: este riesgo implica algún tipo de 
desperfecto en el equipamiento que se está utilizando. La acción a realizar es el 
reemplazo del material dañado. 
 
- Robo de material: este riesgo implica el robo del material o equipamiento 
utilizado para la realización del proyecto. La acción a realizar es el reemplazo del 
material robado. 
 
- Robo de información: este riesgo implica el robo o hackeo de información 
sensible del proyecto. La acción a realizar es el refuerzo de la seguridad utilizada 
para la protección de datos y tomar las medidas legales pertinentes. 
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5.7.2. Riesgos internos 
Riesgo Tipo Acción 
Accidente laboral Bajo Contratación de nuevo personal. 




Estudio de las patentes violadas y búsqueda 
de soluciones alternativas. En el caso de no 
encontrar soluciones satisfactorias intentar 
llegar a un acuerdo para la utilización de 
dichas patentes. 
Filtrado de datos Bajo 
Tomar medidas legales y seguro de protección 
de liability. 
Tabla 27: Riesgos internos 
- Accidente laboral: este riesgo implica el hecho de que algún trabajador sufra 
algún percance durante las horas de trabajo. La acción a realizar es la 
contratación de nuevo personal para su sustitución. 
 
- Baja laboral: este riesgo implica el hecho de que algún trabajador no pueda ir a 
trabajar. La acción a realizar es la contratación de nuevo personal para su 
sustitución. 
 
- Violación de patentes: este riesgo implica que se violen patentes a la hora de 
realizar el proyecto. En nuestro caso, al ser un proyecto con tecnología conocida 
(HTML, JQuery, etc.) este riesgo es prácticamente nulo. 
 
- Filtrado de datos: este riesgo implica el hecho de que algún trabajador filtre 








6. Desarrollo del proyecto 
6.1. Demo técnica 
6.1.1. Objetivo 
La demo es  una aplicación que permite visualizar exposiciones y rutas vía 
geoposicionamiento y reconocer imágenes vía realidad aumentada. Ésta permite 
visualizar la cantidad de rutas y exposiciones a partir de la distancia a la que se 
encuentran, por si el usuario no quiere verlas todas y únicamente le interesan las que 
están dentro de un determinado rango. En lo que respecta al reconocimiento de imagen, 
el objetivo es que sea capaz de reconocer una imagen  (un “flyer” o cartel publicitario) 
y que muestre información a partir de esa imagen. 
6.1.2. Modelo Relacional 
El modelo relacional que se ha utilizado en la demo es el mismo que en MusGuide, es 
decir, ambas aplicaciones comparten base de datos. 
Como características principales podemos destacar los Museos, los cuales tienen 








6.1.3.1. Pantalla de inicio 
6.1.3.1.1. Muestreo de las diapositivas 
 
Ilustración 45: Secuencia del muestreo de diapositivas 
 
1- Para hacer la pantalla principal, se ha utilizado un Template de Bootstrap, en este 
caso llamado “Carousel”. El objetivo es que la página principal mostrara 
imágenes deslizantes con información de la aplicación. Tanto las imágenes como 
su texto están cogidos de una base de datos, por lo que si se quiere ampliar la 
cantidad de fotos únicamente hay que subirlas al servidor y el programa las 
descargará automáticamente. Las diapositivas van incluidas en una etiqueta div 
con id myCarousel. La obtención de las imágenes se realiza mediante conexión a 
base de datos, y el código se genera a partir del JavaScript. De esta forma, para 
añadir nuevas diapositivas en la página principal, basta con añadir la entrada en 
la base de datos, haciendo que el diseño sea fácilmente modificable sin tener 
que modificar el código del programa.  
2- Uno de los problemas que presenta descargar las imágenes automáticamente, es 
que éstas tienen que descargarse de internet. Evidentemente la aplicación requerirá 
un tiempo para que el dispositivo descargue las imágenes antes de poder 
mostrarlas, por lo que fue necesaria la implementación de una Splash-Screen. Para 
instalar una SplashScreen, primero hay que añadir el plugin en la aplicación. Esta 
acción se realiza mediante la comanda phonegap plugin add cordova-plugin-
splashscreen.  
3- El mecanismo de petición a base de datos siempre se realiza mediante la función 
getJSON. Esta función permite enviarle la información pertinente y recoger el 




4- A partir de la función remote, a la cual se le envía la dirección y los parámetros (en 
este caso el idioma para el texto), se genera la petición a la base de datos. En caso 
de éxito en la llamada, se llama a la función displaySlides. Esta función obtiene el 
JSON requerido y le da formato html para poder mostrar las diapositivas por 
pantalla. En caso de error, se muestra un mensaje al usuario.  
5- Para añadir las diapositivas, se realiza un append de la información en el div inicial. 
6- El último paso, es ocultar el splashScreen, pues las diapositivas ya están listas para 
visualizarse. 
6.1.3.1.2. Swipe entre diapostivas 
Para realizar el desplazamiento entre las diapositivas, se ha utilizado la librería 
Hammer.js (http://hammerjs.github.io). Esta librería es capaz de re conocer varios 
movimientos que el usuario realice en la pantalla. Aprovechando que las diapositivas ya 
disponían de botones para pasar de diapositiva, la manera de realizar el swipe fue que 
la librearía hammer captar el movimiento de swipe y al detectarse se pulsaran los 
botones para pasar de diapositiva.  
 
Ilustración 46: Captura del movimiento swipe 
Como se puede apreciar en la ilustración 46, el proceso para captar el movimiento swipe 
comienza por la identificación del div que contiene las imágenes. A continuación se declara 
un objeto Hammer y se le asigna el carrousel para captar los movimientos en él. Por último, 




6.1.3.1.3. Obtención del  idioma 
 
Ilustración 47: Secuencia de la obtención del idioma en la aplicación 
 
1- La función comienza el proceso de traducción de cada pantalla del programa. 
Dicha función se carga al inicio para mostrar la información en el idioma 
adecuado en cada caso. 
2- Para obtener el idioma en el cual se ha de mostrar la información, se ha utilizado 
un plugin de PhoneGap que obtiene el idioma del dispositivo. Dicho plugin se 
llama globalization y se instala con la comanda phonegap plugin add cordova-
plugin-globalization. Una vez tenemos el plugin, basta con ejecutar la comanda 
navigator.globalization.getPreferredLanguage para obtener el idioma. Esta 
instrucción devuelve el país en formato ISO 639-1, que consiste en dos letras en 
minúsculas y la variante en formato ISO 3166-1 en mayúsculas, separadas por un 
guión. Por ejemplo para el español hay diferentes variantes, y si el dispositivo 
estuviese configurado en español de España, esta comanda devolvería “es-ES”, 
donde el “es” en minúsculas corresponde al idioma y “ES” corresponde a la 
variante de España.  
3- Una vez obtenido el idioma, hay que obtener el contenido e insertarlo en las 
distintas partes de la aplicación. En distintos archivos .js, se han definido 
variables con un nombre que identifica al idioma. Estas variables contienen 
parejas clave-valor, donde la clave es el identificador y el valor contiene el texto 




Ilustración 48: Ejemplo del fichero de traducción en español 
4- A continuación, se realiza un barrido por el contenido de la página html buscando 
etiquetas y sustituyendo el contenido. Este barrido consiste en una serie de 
bucles que obtienen el valor asignado a la etiqueta y añaden el contenido en 
función de dicho valor. Por ejemplo si tenemos un código tal que: <p data-
bind=’LOGIN’ ></p>, el barrido determinaría que el valor es LOGIN, iría al fichero 
correspondiente, y obtendría el valor en el idioma correcto. 
5- La función getMessage es llamada en el barrido para la lectura del fichero. 
Principalmente, se encarga de obtener el valor a partir de la clave que recibe 
como parámetro. 
6- Finalmente, dentro del mismo barrido, se va añadiendo el contenido obtenido 
por la función getMessage dentro del html para su lectura posterior por parte 
del usuario. 
6.1.3.2. Inicio del Plugin de Wikitude 
 
Ilustración 49: Secuencia del lanzamiento de Wikitude en la aplicación. 
1- La función bindEvents espera a que el dispositivo esté listo para su 
funcionamiento. Por lo tanto, hasta que el dispositivo no haya cargado la 
aplicación completamente, la interfaz de realidad aumentada no comenzará a 
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cargarse. Como puede verse en la siguiente ilustración, cuando el dispositivo 
esté preparado, se llamará a la función onDeviceReady. Hay que decir que el 
sistema para detectar si el dispositivo está preparado o no es de PhoneGap. 
2- A continuación, se realiza la llamada al plugin de Wikitude, que lanzará la 
realidad aumentada. Wikitude utiliza un sistema que aísla completamente la 
interfaz de realidad aumentada del resto del programa. A esta interfaz se le llama 
“World”, ya que es independiente del resto del programa. Las funciones y 
sistemas internas de Wikitude para geoposicionamiento y reconocimiento de 
imagen están dentro de dicho World, de ahí la necesidad de realizar este 
procedimiento. 
3- Una vez se ha llamado al plugin, se realiza la comprobación para ver si el 
dispositivo que lanza la aplicación es apto o no. Los requisitos que necesita el 
dispositivo para utilizar esta tecnología son los siguientes: 
Android 
Geoposicionamiento Reconocimiento de imagen 
- Android 4.0 o superior 
- Brújula 
- GPS o posicionamiento por red 
- Acelerómetro 
- Pantalla de alta resolución 
- Cámara delantera 
- OpenGL 2.0 
- Android 4.0 o superior 
- Pantalla de alta resolución 
- Cámara delantera 
- Dispositivos con gran capacidad 
de CPU 
Tabla 28: Tabla de requisitos de Wikitude en Android 
 
iOS 
Geoposicionamiento Reconocimiento de imagen 
- iOS 6.0 o superior 
- Brújula 
- GPS o posicionamiento por red 
- Acelerómetro 
- Cámara delantera 
- iOS 6.0 o superior 
- Cámara delantera 
- Dispositivos con gran capacidad 
de CPU (a partir del SoC A4) 
Tabla 29: Tabla de requisitos de Wikitude en iOS 
 
4- Si el dispositivo no es apto, se lanza la función “onDeviceNotSupported” que 
avisa de que el dispositivo no es válido. 
5- En el caso de que el dispositivo sí sea apto para la realidad aumentada, se realiza 
la llamada al World, donde se realizarán las acciones para el reconocimiento de 
imagen y geoposicionamiento. En caso de que ocurra algún error durante el 
lanzamiento del World, se irá a la función onARchitectWorldFailedLaunching. 
6- En el caso de que el World haya cargado correctamente, definimos una función 
de callback. Como he explicado anteriormente, Wikitude aísla el World del resto 
del programa, pero permite definir una función donde realizar llamadas hacia el 
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exterior y pasar información. En nuestro caso, estas llamadas irán a parar a la 
función onUrlInvoke. 
7- Finalmente, al hacer click al botón login, se llama al index.html del World. 
6.1.3.3. Inicio Reconocimiento de imagen 
 
Ilustración 50: Secuencia del reconocimiento de imagen en Wikitude 
 
1- La primera fase consiste en el inicio del plugin de Wikitude, explicado en el 
apartado anterior. 
2- Para descargar la información sobre las obras de la base de datos hay que realizar 
una llamada a un .js externo al World, ya que  se puede descargar la información 
desde el World. Esta petición se realiza mediante una función que viene incluida 
en el plugin de Wikitude, donde se le envía una acción, que en este caso es 
readDB. 
3- El .js externo recibirá la llamada a la función onUrlInvoke con la acción del 
apartado anterior y realizará las acciones pertinentes para la descarga de la base 
de datos de la información requerida.  
4- Wikitude también dispone de un sistema para llamar a una función de dentro del 
World desde el exterior y así poder enviarle la información. Esta función se llama 
callJavaScript y en este caso se le manda el contenido descargado. La 
información se envía mediante un String al que se le ha dado un formato JSON. 
La razón por la cual se le envía un String con un formato JSON y no un JSON 
directamente es que la función callJavaScript únicamente permite enviar Strings. 
Una vez la información en formato de String llegue al World, éste se encargará 
65 
 
de convertir la String en JSON para su tratamiento. A continuación se llama a la 
función createOverlays que trata la información obtenida. 
5- El fichero WTC contiene un mapeado de las imágenes que Wikitude es capaz de 
reconocer. Para añadir más fotos al sistema de reconocimiento, hay que subir la 
imagen a la web de Wikitude http://www.wikitude.com/developer/tools/target-
manager/?level=0 donde se realiza la conversión. 
 
Ilustración 51: Captura de la interfaz de transformación de la imagen 
6- El paso final es enfocar la imagen objetivo con el dispositivo para que muestre la 
información por la pantalla. 
6.1.3.4. Geoposicionamiento 
 




1- La primera fase consiste en el inicio del plugin de Wikitude, explicado en el 
apartado de inicio del Plugin de Wikitude. 
2- Al igual que se ha explicado en el apartado anterior, para descargar la 
información sobre los puntos de interés de la base de datos hay que realizar una 
llamada a un .js externo al World. El procedimiento es el mismo, lo único que 
cambia es la acción que se le envía. 
3- El .js externo recibe la llamada a la función onUrlInvoke con la acción del 
apartado anterior y realizará las acciones pertinentes para la descarga de la base 
de datos de la información requerida. En este punto también se descargan tanto 
los puntos a mostrar (éstos se colocan mediante longitud, latitud y altitud) como 
la información que aparece al pulsar uno de ellos. 
4- De la misma forma que el reconocimiento de imagen, mediante la función 
callJavaScript se le manda el contenido descargado. A continuación se llama a la 
función createMarkers que trata la información obtenida. 
5- En este punto, la función MarkerList.push() se encarga de colocar los puntos en 
la pantalla del usuario, realizando los cálculos (en kilómetros) para medir la 
distancia respecto al usuario. 
6- El paso final es enfocar el dispositivo para que muestre la información por la 
pantalla. 
7- Existe un paso extra que es el que refresca los puntos de interés dependiendo 
del movimiento del usuario. De esta forma, los puntos se van renovando 
constantemente cuando el plugin de Wikitude (mediante el GPS del dispositivo) 
detecta que el usuario se está moviendo. 
6.1.4. Diseño de pantallas 
En la pantalla principal se han añadido unas diapositivas, para darle un toque estético 
aunque sea una demo. En un principio no está optimizado para todos los tamaños de 
















Una vez se entra en la aplicación, por pantalla se muestran los puntos de interés que se 
han encontrado. También aparecen dos botones, uno llamado Range, que permite 
limitar la cantidad de puntos de interés que aparecen por pantalla a partir de la distancia 
a la que éstos están del usuario, y el otro Info, que muestra un pequeño menú de ayuda 
para el usuario.   
Ilustración 53: Diapositiva de 
ejemplo I 
Ilustración 54: Diapositiva de 
ejemplo II 
Ilustración 55: Muestreo de los 
puntos de interés 




Al hacer click sobre cualquier punto de interés que aparece por pantalla, se abre un 
panel lateral, donde se muestra información sobre el punto de interés seleccionado. 
Entre la información mostrada, vemos el título del punto de interés mostrado, una 
imagen representativa de la exposición mostrada, la distancia a la que se encuentra del 
usuario, el precio de la exposición en la aplicación MusGuide y los idiomas en los que 
está disponible. También se puede ver una pequeña descripción de lo que el usuario se 













Finalmente, el botón “Navigate” que permite al usuario ver mediante Google Maps, las 
distintas rutas que el usuario puede tomar para llegar hasta la exposición que ha 
seleccionado. Esta funcionalidad se ha implementado gracias a la API proporcionada por 
google que permite visualizar sus mapas. 
  
Ilustración 59: Información 
del punto de interés II 
Ilustración 58: Información 
del punto de interés I 
Ilustración 60: Ruta hasta una 
de las rutas 
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6.2. MusGuide Kids 
6.2.1. Objetivo 
MusGuide Kids ha sido desarrollado para acercar la temática del arte al público más 
joven. Mediante juegos combinados con la realidad aumentada se pretende mejorar la 
experiencia de visitar un museo y ver su contenido. Entre los juegos que se han 
implementado hasta ahora hay un apartado de realidad aumentada donde los jugadores 
pueden reconocer imágenes para pintar sus propios cuadros, visualizar modelos en 3D 
o jugar a fútbol donde la portería es un arco de triunfo. A parte, también hay juegos que 
no utilizan tecnología de realidad aumentada, como un juego de preguntas, un puzle 
deslizante o el juego de las parejas. 
En este proyecto se explicará el login y el registro, la visualización de modelos en 3D y el 
juego de preguntas, ya que el resto de funcionalidades han sido implementadas por 
otros compañeros de la empresa. 
6.2.2. Modelo Relacional 
 







Ilustración 62: Secuencia login MusGuide Kids 
1- La primera fase consiste en la alternativa entre la opción de escoger el login (si 
el usuario ya está registrado) o el registro (si el usuario no tiene usuario en 
MusGuide o quiere uno nuevo). 
2- El siguiente paso puede ser el paso de los datos del login a la base de datos para 
comprobar que éstos son correctos o el paso de los datos del registro para validar 
el nuevo usuario. Los parámetros que se miran en el registro son que el email 
sea válido (nombre@dominio), que las contraseñas coinciden y que el usuario 
no esté registrado ya en MusGuide. 
3- A partir de este momento pueden darse dos escenarios. El primero es que los 
datos del login o del registro sean correctos y el sistema dé permiso al usuario 
para acceder a la aplicación.  
4- El segundo es que los datos introducidos por el usuario sean incorrectos. 
5- En el caso de que se dé el punto 4, es decir, que los datos del login o del registro 
sean incorrectos, el usuario deberá introducirlos de nuevo. 
6- En el caso de que los datos hayan sido correctos, el programa muestra el menú 
principal en ambos casos. 
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6.2.3.2. Realidad Aumentada 
 
Ilustración 63: Secuencia reconocimiento imagen Vuforia 
1- La primera fase consiste en el inicio del software de Vuforia, utilizado para 
reconocer imágenes y mostrar modelos en 3D o aprovechar las funcionalidades 
de Unity para crear videojuegos a su alrededor. 
2- El usuario debe enfocar una imagen, cargada como textura en Unity. El software 
de Vuforia reconoce la imagen. Es importante tener en cuenta aspectos como el 
ángulo de la imagen o la rotación de ésta, ya que aunque una vez reconoce la 
imagen Vuforia ya recuerda su posición, al principio puede resultar algo 
complejo. 
3- A continuación se carga el modelo 3D asociado a la imagen (evidentemente se 
pueden tener múltiples imágenes para reconocer, cada una con su modelo 3D). 
4- Una vez cargado el modelo 3D, el usuario puede interactuar con él. En este 
proyecto se han implementado el gesto de pinza (para ampliar o reducir el 
tamaño del modelo) o el de deslizar el dedo (swipe) para rotar el modelo. 




6.2.3.3. Interacción con el modelo 3D 
 
Ilustración 64: Interacción con el modelo en 3D 
 
1- Unity tiene métodos para detectar la cantidad de puntos están haciendo 
contacto con la pantalla del dispositivo. En el caso de la catedral se capturan dos, 
el primero para rotar el modelo y el segundo (“gesto de pinza” con dos dedos) 
para modificar el tamaño de éste. 
2- En el caso de que sean dos puntos de contacto, se declaran dos objetos Touch 
(uno para cada dedo) que capturarán el movimiento de cada dedo. Este 
movimiento queda registrado en un vector cada uno. Restando la posición inicial 
con la final, se puede calcular la magnitud del vector para cuantificar el 
movimiento y poder reescalar el modelo. 
3- En el caso de que sea un único punto de contacto, se hace un procedimiento 
parecido al anterior, se resta el vector inicial con el vector final y se calcula la 
magnitud. Se calcula la magnitud de la posición inicial y se resta con la magnitud 
final obtenida anteriormente. Con esta diferencia, ya se puede cuantificar el 
movimiento que ha realizado el usuario.  
4- En este paso, se reescala el modelo a partir de los cálculos obtenidos 
anteriormente a partir de los vectores del movimiento que el usuario ha 
realizado. 
5- En el punto cinco, se gira el modelo dependiendo del gesto realizado por el 
usuario. Hay que decir que no es un movimiento circular, si no que arrastrar el 
dedo hacia la derecha gira el modelo en una dirección y arrastrar el dedo hacia 
la izquierda gira el modelo en la dirección opuesta. 






6.2.3.4.1. Selección de parámetros 
 
 
Ilustración 65: Parámetros de selección de las preguntas 
7- El primer paso en el juego de preguntas es la selección de los parámetros 
mediante los cuales se van a escoger las preguntas. El primero de ellos es la 
dificultad, escogida mediante una slider en una pantalla previa a las preguntas. 
8- El segundo paso es escoger la exposición de la que queremos que la aplicación 
escoja sus preguntas. Por ejemplo, si el usuario visita el zoo y únicamente quiere 
preguntas sobre el zoo, podrá escoger dicha exposición y dejar el resto al 
margen. 
9- El último parámetro son la cantidad de preguntas. A diferencia de los otros dos, 
este parámetro viene definido con la exposición, es decir, no lo escoge el usuario 
a través de la aplicación. 
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6.2.3.4.2. Selección de exposición 
 
Ilustración 66: Selección de las preguntas 
1- El primer paso es descargar las exposiciones y las rutas de la base de datos. 
Cuando la aplicación envía la petición al servidor, éste selecciona todas las 
exposiciones y rutas disponibles y descarga el nombre y el icono para mostrar en 
la aplicación. 
2- El segundo paso es colocar las exposiciones y las rutas en la pantalla. Para separar 
las exposiciones de las rutas, se han distribuido en ventanas diferentes, para que 
el usuario distinga mejor entre las dos categorías.   
3- Cuando el usuario ve las exposiciones y las rutas, puede escoger una de ellas o 
todas a la vez, por si quiere preguntas de todo tipo. 
4- Dependiendo de su elección, la aplicación ya comienza a mostrar preguntas para 




6.2.3.4.3. Juego de preguntas 
 
 
Ilustración 67: Secuencia del juego de preguntas 
 
5- El primer paso es obtener las preguntas de la base de datos. Como se ha 
explicado en el apartado anterior, estas preguntas se seleccionan dependiendo 
de unos parámetros a definir por el usuario y por la exposición. Cuando la 
aplicación envía la petición al servidor, éste selecciona todas las preguntas 
disponibles y escoge entre ellas al azar, para asegurar que las preguntas no se 
repiten continuamente al escoger la misma exposición. 
6- El segundo paso es obtener las respuestas disponibles para esa pregunta. A 
diferencia de las preguntas que se recuperan todas de golpe, las respuestas se 
van seleccionando conforme el usuario responde preguntas y avanza en la 
partida. Una vez se han obtenido las respuestas, éstas se desordenan para que 
en el caso de que el usuario juegue varias veces y obtenga la misma pregunta, 
tenga las respuestas en un orden distinto y sea tan asequible. 
7- Cuando el usuario escoge una respuesta, se comprueba si esta es la correcta. En 
caso afirmativo, el usuario obtiene puntuación, y en caso contrario, el usuario no 
obtiene puntuación en esa pregunta. 
8- Si el usuario aún tiene preguntas pendientes en esa partida, se vuelve al punto 
dos, paso en el que la aplicación pide a la base de datos las respuestas de la 
pregunta siguiente. 
9- En el caso de que la partida finalice, se comprueba si el usuario ya ha jugado una 
partida en esa exposición y con esa dificultad. En el caso de que haya jugado, se 
comprueba la puntuación máxima registrada y se compara con la actual. Si la 
actual es superior, se actualiza en la base de datos la nueva puntuación máxima. 
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10- Tanto si la puntuación hecha por el usuario es la máxima o no, se muestra un 
mensaje por pantalla con los resultados obtenidos. 
6.2.4. Diseño de pantallas 
6.2.4.1. Login 
La aplicación MusGuide Kids con un login donde el usuario puede registrarse o entrar en 
el caso de que ya tenga un usuario válido en MusGuide. También se ha implementado 
la opción de hacer login desde una cuenta de Facebook para facilitar el acceso. En lo que 
respecta a la página de registro, éste dispone de los campos típicos que se suelen utilizar 














Una vez dentro de la aplicación, el juego muestra slider similar al de la Demo, donde se 
pueden escoger entre los distintos juegos que se han implementado, a modo de menú. 
Ilustración 68: Captura login 
MusGuide Kids 
















6.2.4.2. Realidad aumentada 
En lo que respecta a la realidad aumentada, se han implementado tres imágenes a 
reconocer, aunque en este caso dos de ellas han sido implementadas por otros 
compañeros de la empresa. Una de ellas consiste en un mini juego donde aparece un 
arco a modo de portería y una pelota para hacer goles y otro que muestra un lienzo en 












En lo que respecta a la tercera imagen a reconocer, el dispositivo carga un modelo en 
3D de una catedral. De momento, la catedral es un ejemplo, ya que realizar un modelo 
Ilustración 71: Captura menú de 
juegos II 
Ilustración 70: Captura menú de 
juegos I 
Ilustración 73: Captura del juego de pintar. 




en 3D de una catedral gótica de Barcelona no es un trabajo sencillo, pero en un futuro 
los museos interesados en utilizar la aplicación podrán ofrecer sus modelos o encargar 











Actualmente, la interacción que se puede realizar con la catedral es la de rotación y 
gesto de pinza para ampliar y/o alejar la catedral, pero otros gestos como el click son 
fácilmente implementables de cara al futuro. 
 
Ilustración 75: Reducción del modelo  




Ilustración 76: Ampliación del modelo 
 
Ilustración 77: Rotación del modelo 
6.2.4.3. Juego de las preguntas 
También se ha implementado un juego de preguntas. Dicho juego permite seleccionar 
el tipo de preguntas que aparecerán a partir de exposiciones, o bien seleccionar las 















Una vez se han escogidos las exposiciones a partir de las cuales las preguntas serán 
seleccionadas, comienzan a salir las preguntas. Dichas preguntas disponen de una ayuda 














El número de preguntas a responder varía dependiendo de la exposición seleccionada, 
ya que se ha pensado que dependiendo del museo, éste puede estar interesado en hacer 
muchas preguntas, o por el contrario unas pocas. 
Ilustración 79: Selección de la 
dificultad, juego de Preguntas 
Ilustración 78: Selección de la 
exposición o la ruta, juego de 
Preguntas 
Ilustración 81: Ejemplo de 
pregunta 




La puntuación de cada pregunta depende del tiempo que el usuario tarde en responder. 
De esta forma un usuario que responda rápido a la pregunta, obtendrá una gran 
cantidad de puntos, al contrario que un usuario que responda cuando sólo falten unos 
pocos segundos. Responder mal la pregunta otorga una puntuación de cero puntos en 
esa pregunta. 
Al finalizar la partida, se muestran los resultados obtenidos, como la cantidad de 


















6.3. Acceso a Base de Datos 
En Namastech se utiliza un framework de php para realizar las peticiones a la base de 
datos. Este framework es Yii. Toda la infraestructura ya estaba montada al comienzo del 
proyecto, pero a continuación se explicará un ejemplo de cómo se ha utilizado durante 
el proyecto, para ejecutar una query, como una simple select. 
6.3.1. El controlador 
El primero paso es crear un controlador para la aplicación. En este caso, el controlador 
se va a llamar “ExampleController”. Evidentemente, para ser considerado controlador 
tiene que tener sus funciones, por eso extendemos de la clase Controller.  
 
Ilustración 83: Creación del controlador 
El contenido de este controlador está formado por funciones. En esta función se reciben 
los parámetros que se van a enviar a la base de datos, como pueden ser un id para hacer 
una select o un JSON para hacer un insert o un update. En este caso, la función getDatos 
recibirá un id a partir del cual se realizará un select en una tabla. Para ello, se realiza una 
request de la variable “idTabla” y se asigna su valor a una variable con el mismo nombre. 
Posteriormente al tratamiento de los parámetros, se define un objeto del modelo que 
va a ejecutar la query. En este caso el modelo se llama ExampleDao. Una vez hecho esto, 
se le indica la función que va a utilizar del modelo, que en este ejemplo va a ser 
“getData” (en este punto le enviamos el id) y realiza la petición. El resultado de la query 
será guardado en la variable $fts y posteriormente se enviará de vuelta a quien ha hecho 
la petición en formato JSON. 
 
Ilustración 84: Definición de un método en el controlador 
6.3.2. El Modelo 
El modelo es el que realiza la petición a la base de datos. Como se ha visto en el apartado 
anterior, el controlador realiza la llamada al Modelo (llamado ExampleDao) para que 




Ilustración 85: Creación del modelo 
Ya solo queda definir funciones dentro del modelo, que serán llamadas por el 
controlador. En este ejemplo, la función getData recibe un parámetro que equivale a un 
id y realizar una select simple sobre una tabla a partir del id recibido como parámetro. 
Como elemento a destacar, la función bindParam que nos permite sustituir el valor “:id” 
de dentro de la select por el valor recibido como parámetro. 
 




6.4. Accesibilidad en el  proyecto 
6.4.1. MusGuide 
La aplicación MusGuide fue programada hace dos años, y al finalizarse la empresa se 
puso en contacto con ONCE, que mediante el CIDAT (Centro de Investigación, Desarrollo 
y Aplicación Tiflotécnica) validó la aplicación. A continuación se explicará la 
especificación del CIDAT, que está formada por varias pautas divididas en tres las tres 
prioridades siguientes: 
 Prioridad 1: La aplicación web tiene que satisfacer este punto de verificación. De 
otra forma, uno o más grupos de usuarios encontrarán imposible acceder a la 
información 
 Prioridad 2: La aplicación web debe satisfacer este punto de verificación. De otra 
forma, uno o más grupos encontrarán dificultades en el acceso a la información 
del documento. 
 Prioridad 3: Un desarrollador de contenidos puede satisfacer este punto de 
verificación. De otra forma, uno o más grupos de usuarios encontrarán alguna 
dificultad para acceder a la información.  
Dado que MusGuide, a pesar de ser una aplicación para móvil está hecha en HTML, CSS 
y Javascript (además de que tiene portal web), se tuvieron en cuenta las pautas para la 
programación web y para la programación móvil. 
6.4.1.1. Pautas para la programación web 
A continuación se explicará brevemente los puntos que CIDAT tiene en cuenta a la hora 
de validar una página web: 
 Análisis automático de accesibilidad: Existen validadores de páginas web en 
internet (TAW es un ejemplo) que pueden ayudar a identificar cuáles son los 
puntos débiles de una web o aplicación web. 
 Análisis manual de accesibilidad: Existen problemas de accesibilidad que no 
pueden ser testeados por los validadores automáticos, por lo que una revisión 
manual es imprescindible para comprobar si realmente una página es accesible. 
 Revisión con ayudas técnicas (lector de pantalla y el magnificador). Navegar y 
operar con los contenidos de una página con un revisor de pantalla permite detectar 
problemas de accesibilidad que pueden pasar desapercibidos por otros tipos de 
revisiones.  Algunos casos claros son: 
 Situaciones en las que el lector de pantalla verbaliza contenidos no 
visibles en la pantalla. 
 Detectar inmediatamente errores tipográficos y de acentuación de las 




 Secuencia correcta de lectura, es decir comprobar que las palabras y 
párrafos se verbalizan en un orden que no cambia el significado del 
contenido. 
 Valorar si los contenidos alternativos introducidos para los elementos no 
textuales son adecuados y acertados para el seguimiento de los 
contenidos de las páginas. 
 Utilizar distintos navegadores de Internet. Probar las páginas en diferentes 
navegadores (Mozilla Firefox, Internet Explorer, etc.) y en sus diferentes versiones 
en uso, es el único modo de conocer si una página se visualizará “correctamente” y 
sin errores. 
 Revisar el uso del color en la página. Esta revisión consta de dos partes: 
 Averiguar si se brinda información basándose únicamente en el color. 
 Revisar el contraste entre fondo y texto o imágenes que contienen texto. 
 Revisar las páginas con las imágenes deshabilitadas. Esta tarea puede realizarse 
deshabilitando las imágenes en el navegador de Internet utilizado o mediante la 
función equivalente que contemplan algunas de las barras de herramientas 
dirigidas a facilitar las revisiones de accesibilidad 
6.4.1.2. Pautas para la programación en IOS 
Desde la versión 3.0 de iOS, se incluye una interfaz de programación accesible para que 
las aplicaciones puedan ofrecer a las ayudas técnicas del sistema la información 
necesaria para realizar su labor. Esta interfaz de usuario es parte de UIKit y está 
implementada en sus controles. Esto quiere decir que utilizando los controles estándar 
del sistema, gran parte del trabajo de hacer accesible una aplicación está ya hecho. 
6.4.1.2.1. La interfaz de programación accesible 
Consiste en dos protocolos, una clase y algunas constantes: 
 Protocolo UIAccessibility: Sirve para que un objeto se declare como accesible y 
facilite información descriptiva sobre sí mismo. 
 Protocolo UIAccessibilityContainer. Permite a las subclases de UIView separar 
sus elementos desde un punto de vista de accesibilidad. 
 Clase UIAccessibilityElement: Define un objeto que puede ser devuelto 
utilizando el protocolo UIAccessibilityContainer. 
 Fichero UIAccessibilityConstanst.h. En este fichero se recogen las constantes que 
se necesitan para definir los comportamientos de un elemento accesible. 
6.4.1.2.2. Haciendo accesible un control personalizado 
Si se crea un control o vista, hay que facilitar la información de accesibilidad a las ayudas 
técnicas del sistema. Para ello debe elaborarse y preparar información útil de 
accesibilidad para el control y, después, asegurarse de que se envía correctamente al 
sistema. 
 Atributo “Label”. Todos los controles accesibles del sistema deben tener una 
etiqueta que los describa. Deben reunir las siguientes características: 
86 
 
 Describir brevemente el elemento. 
 No debe incluir el tipo de control del que se trata. 
 Debe comenzar por mayúsculas. 
 No debe terminar con un punto. 
 Debe estar preparada para traducirse a otros idiomas 
 Atributo “Hint”. Este atributo describe el resultado que se obtendrá ejecutando 
la acción asociada a un control o vista dados. Sólo se debe facilitar este atributo 
cuando la acción no sea obvia desde la etiqueta del control. Deberá reunir las 
siguientes características: 
 Describir brevemente el resultado de la acción 
 Comenzar por un verbo y omitir el sujeto 
 Empezar por mayúsculas y terminar en punto 
 No debe incluir el nombre de la acción o el gesto para conseguirla 
 Tampoco debe incluir ni el nombre ni el tipo del control o de la vista 
 Debe estar preparado para traducirse a otros idiomas 
 Atributo “Traits”. Este atributo recoge un conjunto de comportamientos que 
tiene un control dado. Si se crea un control personalizado o se utiliza uno 
estándar con un comportamiento diferente, deberá crearse un nuevo conjunto 
de rasgos que lo definan.  
6.4.2. Demo 
En cuanto a la demo técnica, no se han tenido en cuenta aspectos relacionados con la 
accesibilidad. El objetivo de esa aplicación es el de mostrarla a posibles inversores de 
MusGuide además de realizar una medición del estado de la realidad aumentada en la 
actualidad, para su posterior implementación en MusGuide. 
6.4.3. MusGuide Kids 
En lo que respecta a MusGuide Kids, tampoco se han previsto mejoras para mejorar la 
accesibilidad, más allá de la implementación de audio y vídeo en algunos de los 
apartados de la aplicación (como pueden ser la parte de las preguntas), pero se tiene 









7.1. Conclusiones Demo Técnica 
7.1.1. Wikitude 
La principal reflexión que obtengo de Wikitude es que la tecnología de realidad 
aumentada dista mucho de estar madura, aunque probablemente en dos o tres años ya 
se hayan hecho avances suficientes como para acercar la realidad aumentada a la gran 
mayoría de desarrolladores de software. Es cierto que al requerir de un plugin que 
funcione para PhoneGap estábamos acotando mucho las posibilidades, pero la 
experiencia con Wikitude (tanto a la hora de desarrollar como a la hora de los resultados 
finales) es mejorable. 
7.1.2. PhoneGap 
Respecto a la programación con PhoneGap, en general es satisfactoria pero creo que 
está más enfocado a aplicaciones pequeñas, ya que el rendimiento que se obtiene al 
transformar una aplicación web grande a aplicación móvil es bastante limitado en la 
actualidad. A pesar de ello, migrar código web a aplicación Android o iOS es realmente 
sencillo y rápido, por lo que en general la experiencia ha sido positiva. 
7.2. Conclusiones MusGuide Kids 
7.2.1. Vuforia 
La experiencia con Vuforia ha sido muy positiva, ya que al estar tan integrado con Unity 
es realmente sencillo aplicar su tecnología con la de Unity. Es rápido de implementar y 
fiable, por lo que puedo afirmar que el dúo Vuforia + Unity es muy superior a Wikitude 
+ PhoneGap, prácticamente todos los apartados, como rendimiento, sencillez de 
utilización, facilidad para implementar diferentes soluciones hasta incluso en la 
documentación en la web. 
7.2.2. Unity 
En lo que respecta a Unity las sensaciones no han sido tan satisfactorias, aunque en 
realidad es más a causa del tipo de aplicación que queríamos desarrollar que por el 
motor de Unity. Esto se debe a que hemos desarrollado con Unity para evitar tener que 
desarrollar en Android y iOS, ya que Unity es capaz de exportar un proyecto en multitud 
de plataformas distintas. El problema es que Unity no está pensado para juegos en 2D 
como el que se ha desarrollado si no para juegos en 3D, por lo que no dispone de 
opciones tan básicas como crear listas de elementos. 
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7.3. Conclusiones Generales 
En general ha sido una gran experiencia poder realizar este proyecto en una empresa, 
ya que es una gran aproximación al mundo laboral y una oportunidad para poder 
hacerse un hueco ahora que la etapa de la universidad finaliza, así que no dudaría en 
recomendar a futuros alumnos de la universidad que se planteen la opción de salir de la 
universidad para realizar el proyecto. 
En cuanto a los conocimientos adquiridos, estoy muy satisfecho ya que he ampliado y 
mejorado conocimientos en programación web y C#, y creo que me pueden resultar 
útiles en el futuro. Además he conocido SDK’s de programación de realidad aumentada, 
como Wikitude y Vuforia, y este es un ámbito que en la carrera no se trata pero que 
tiene un gran futuro en el mundo del desarrollo de aplicaciones para dispositivos 
móviles. 
Otro de los puntos que más me han aportado personalmente es el de la gestión y 
manipulación de base de datos, ya que he podido conocer y utilizar un framework como 
Yii, que es realmente interesante. 
7.4. Posibles mejoras de cara al futuro 
Existen decisiones que se toman por motivos de tiempo y de presupuesto, ya que 
evidentemente cuanto mayor sea el presupuesto y el tiempo para desarrollar una 
aplicación, mejores suelen ser los resultados. A continuación se expondrán tres mejoras 
a realizar de cara el futuro, aunque éstas supongan un mayor coste de desarrollo y 
mantenimiento. 
- Migración de PhoneGap a Android e iOS.  Como he explicado anteriormente, 
PhoneGap cumple su función en el caso de migrar una aplicación pequeña, pero 
en el caso de MusGuide (o de la Demo) su contenido es suficientemente grande 
como para notar que la aplicación no tiene la fluidez que debería. Evidentemente 
esto implica desarrollar y mantener dos aplicaciones en vez de una única como 
en la actualidad, pero si se analiza el rendimiento y la experiencia del usuario, 
creo que la aplicación daría un salto de calidad a tener en cuenta. Otra ventaja 
de utilizar iOS y Android es que las posibilidades en lo que respecta a motores de 
realidad aumentada aumenta significativamente, ya que con PhoneGap estas 
tecnologías están bastante limitadas. 
 
- Ampliación de la cantidad de juegos. MusGuide Kids es una aplicación recién 
desarrollada, pero de cara el futuro estaría bien ampliar la cantidad de juegos 
disponibles y su complejidad (¿juegos en 3D?) para ampliar y mejorar la 
experiencia de los usuarios y no quedarse atrás respecto a otras aplicaciones que 
ya están comenzando a desarrollar aplicaciones similares. 
 
- Exprimir más la tecnología de realidad aumentada. La realidad aumentada es 
una tecnología que se está comenzando a expandir, por lo que creo que las 
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posibilidades que puede ofrecer de cara al futuro van mucho más allá que el 
reconocer una imagen y ver un modelo en 3D o pintar un cuadro. Será 
interesante de cara al futuro analizar cómo está evolucionando el mercado y 
reaccionar en consecuencia para estar al día en esta tecnología y que la 









8. Anexo 1: PhoneGap 
8.1. ¿Qué es PhoneGap? 
PhoneGap es un framework para el desarrollo de aplicaciones móviles producido por 
Nitobi, y comprado posteriormente por Adobe Systems. Principalmente, PhoneGap 
permite a los programadores desarrollar aplicaciones para dispositivos móviles 
utilizando herramientas genéricas tales como JavaScript, HTML5 y CSS3.  
Las aplicaciones resultantes son híbridas, es decir que no son realmente aplicaciones 
nativas al dispositivo (ya que el renderizado se realiza mediante vistas web y no con 
interfaces gráficas específicas de cada sistema), pero no se tratan tampoco de 
aplicaciones web (teniendo en cuenta que son aplicaciones que son empaquetadas para 
poder ser desplegadas en el dispositivo incluso trabajando con el API del sistema nativo).  
PhoneGap maneja API que permiten tener acceso a elementos como el acelerómetro, 
la cámara, los contactos en el dispositivo, la red, el almacenamiento, las notificaciones, 
etc. Estas API se conectan al sistema operativo usando el código nativo del sistema 
huésped a través de una Interfaz de funciones foráneas en Javascript.  
PhoneGap permite la ejecución de aplicaciones en nuestro navegador web, sin tener 
que utilizar un simulador dedicado a esta tarea, y brinda la posibilidad de soportar 
funciones sobre frameworks como Sencha Touch o JQuery Mobile.  
PhoneGap es una distribución de Apache Cordova. La aplicación se llamó en un principio 
“PhoneGap”, y posteriormente “Apache Callback”. Ambos sistemas tienen funciones 
casi idénticas, la diferencia principal entre Apache Cordova y PhoneGap es que el 
segundo tiene acceso a servicios de compilación en la nube proporcionados por Adobe 
Creative Cloud.  
Apache Cordova es un software de código abierto y tanto este como PhoneGap pueden 
ser utilizados libremente en cualquier aplicación sin necesidad de atribución o licencias 
de ningún tipo. 
8.2. PhoneGap vs Apache Cordova 
Muchas veces se oye hablar de ambas herramientas de manera conjunta, y otras veces 
de manera independiente. Esto puede confundir ya que al final no se sabe si se trata de 
la misma herramienta, si son distintas o si no tienen nada que ver entre sí.  
La respuesta es que PhoneGap y Apache Cordova son herramientas idénticas, pero 
tienen diferentes nombres y se descargan desde diferentes sitios. ¿A qué se debe esto? 
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8.2.1. Un poco de historia 
En el año 2009 una desconocida empresa llamada Nitobi crea un framework para 
desarrollo móvil multiplataforma llamado PhoneGap.  
La idea triunfa y la empresa se da cuenta de que todo el proyecto funcionaría mucho 
mejor si pudieran tener más colaboradores, y la adopción fuera mucho mayor. Así que 
en septiembre de 2011 deciden donar el código fuente del producto a la fundación 
Apache, convirtiéndolo en un proyecto Open Source y con el soporte de la prestigiosa 
fundación, que le puede dar un gran impulso. 
Un mes más tarde, en octubre de 2011, Adobe compra Nitobi, y con la empresa se lleva 
a sus empleados, el producto y la marca PhoneGap. A pesar de la compra están de 
acuerdo en que el código se done a la fundación Apache, y el plan sigue adelante. 
La fundación recibe el código y pone el proyecto Open Source en marcha. Sin embargo, 
dado que PhoneGap es una marca registrada de Adobe y es posible que en el futuro 
quieran explotar el producto con herramientas añadidas propias, diferenciándolo con el 
nombre, para evitar problemas legales Apache decide renombrar en febrero de 2012 el 
proyecto a Cordova.  
Por lo tanto, no existe ninguna diferencia entre PhoneGap y Apache Cordova, a 
excepción del nombre y desde dónde se descargan. Ambos son gratuitos, Open Source 
y se utilizan del mismo modo. 
La diferencia entre ambos estriba en que Adobe tiene la potestad para extender si 
quiere el producto y dotarlo de herramientas o características propias, por las cuáles 
puede decidir cobrar. 
8.3. APIS que permite controlar 
Actualmente, PhoneGap permite crear aplicaciones móviles para: iPhone, Android, 





Ilustración 87: API’S que PhoneGap permite utilizar en cada plataforma 
8.4. Ventajas y Desventajas de utilizar PhoneGap 
8.4.1. Ventajas 
- Gratis: Se tiende a asociar lo gratis con la mala calidad, en el mundo de la 
informática en general y en el del desarrollo en particular hay frameworks como 
PhoneGap que aunque es gratis, es de muy buena calidad.  
- Multiplataforma: iOS, Android, BlackBerry… Tantas plataformas y la necesidad 
de desarrollar un proyecto para cada una, hacen del desarrollo una labor 
complicada.  
- Moderno: Uno de los puntos fuertes de PhoneGap es la creación de las 
aplicaciones utilizando HTML, CSS3 y JavaScript potenciado por las últimas 
características que proporciona HTML5. Esto también tiene un pequeño punto 
negro, las aplicaciones que se construyen utilizando este framework dependen 
del navegador y todavía algunos navegadores (cada vez menos) no soportan 
todas las características del futuro estándar HTML5.  
- Uno para todos: Un código fuente para todos. Se podría traducir de esta forma 
otra de las razones para utilizar PhoneGap.  
- Rápida: Si lo que buscas es hacer una aplicación sencilla y lo más rápidamente 
posible para ser el primero en hacerla, PhoneGap puede ser tu herramienta.  
- Cómodo: Existen multitud de formas de utilizar PhoneGap para el desarrollo de 
aplicaciones. Está disponible en formato de plugin para diferentes programas, 
como el caso de Eclipse o como template para Xcode en Mac.  
- PhoneGap Build: Es el complemento perfecto para PhoneGap. Es un poderoso 
compilador en la nube que te permite después de unos sencillos pasos (registro) 
acceder a todas las herramientas y todo el soporte necesario para compilar 





- Fluidez: La fluidez con la que se mueve una aplicación nativa, el cómo se 
comporta y la cantidad de recursos y herramientas de las que se dispone hace 
que nos replanteemos utilizar las técnicas de desarrollo multiplataforma. 
- Compatibilidad: Debido a para implementar aplicaciones en PhoneGap se utiliza 





9. Anexo 2: Bootstrap 
9.1. Introducción 
Twitter Bootstrap es un framework de software libre para diseño de sitios y aplicaciones 
web. Consiste en una colección de varios elementos web personalizables y funciones 
completamente empaquetados en una sola herramienta. Cuando se diseña una web con 
Bootstrap, los desarrolladores pueden elegir qué elementos utilizar. Aún más 
importante, tienen la certeza de saber que los elementos que elijan no generarán 
conflictos entre ellos. Como si se tratase de un puzle, exceptuando que cada pieza del 
puzle encaja perfectamente con las otras, sin importar la pieza que elija. 
Gracias a las bondades del Open Source, Bootstrap vive en una mejora continua. Se le 
han añadido una variedad de funcionalidades tales como responsividad 100% a 
dispositivos móviles y una selección amplia de plugins jQuery. 
9.2. Breve Historia 
Bootstrap fue desarrollado por Mark Otto y Jacob Thornton de Twitter, como solución 
interna para solucionar las inconsistencias en el desarrollo dentro del equipo de 
ingeniería de Twitter. Básicamente, no se había establecido ninguna convención sobre 
las formas en las que los ingenieros de Twitter elegían cómo desarrollar la plataforma. 
Antes de Bootstrap, se usaban varias librerías para el desarrollo de interfaces de usuario, 
las cuales llevaban a inconsistencias y a una carga de trabajo alta en su mantenimiento. 
Aunque comenzó como una solución interna en Twitter, Mark y Jacob, pronto se dieron 
cuenta de que aquello tendría un gran potencial. En Agosto de 2011, el framework 
Bootstrap fue lanzado al público como proyecto Open Source en Github. En los 
siguientes meses, miles de desarrolladores de todo el mundo contribuyeron al proyecto 
y Bootstrap se convirtió en el proyecto Open Source más activo del mundo. Desde 
entonces, Bootstrap solo ha ganado más notoriedad y se ha convertido en “el 
framework de presentación más popular para desarrollar proyectos responsive y para 
móviles en Internet”. 
En agosto de 2013, tras dos años del lanzamiento original, salió Bootstrap 3. La última 
versión tiene un nuevo diseño, mejor gestión de errores, mejores opciones de 
personalización y otras tantas mejoras que facilitan la vida de los desarrolladores. 
9.3. Características 
Bootstrap utiliza HTML5 estándar para hacer la web, y coloca estratégicamente 
determinados “class” en cada elemento para conseguir: 
- Un sencillo pero potente sistema de layout, basado en filas y columnas. 
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- Varios componentes prediseñados. Algunos de ellos, con código JavaScript listo 
para hacer que esos componentes sean dinámicos, proporcionando a los 
desarrolladores botones, pestañas, menús con varios niveles y componentes de 
paginación, en definitiva, un gran número de elementos que HTML no incorpora, 
pero que se utilizan habitualmente como interfaz de usuario en muchas webs. 
9.3.1. LESS 
Modificar directamente el CSS tiene un problema, y es que estamos perdiendo una de 
las ventajas más importantes que realmente tiene Bootstrap, y es que está hecho en 
LESS. De hecho, Bootstrap se puede considerar una librería de LESS unida a otra de 
JavaScript. 
LESS es un lenguaje que se construye sobre CSS, añadiendo características muy 
cómodas, fundamentalmente: 
- Anidamiento de reglas, que mejora mucho la legibilidad y facilita el que haya un 
orden dentro del fichero. 
- Variables: se pueden utilizar variables a las que asignar valores comunes como 
colores, tamaños de padding, etc. y utilizarlas luego en otras reglas 
- Funciones y operaciones: también permite crear valores que resulten de aplicar 
una operación sobre otro valor, como por ejemplo poner un color que sea un 
20% más oscuro que otro (el cual puede estar, por ejemplo, en una variable). 
- Mixins: esto es lo más importante que aporta LESS. Los mixins son conjuntos de 
reglas que puedes usar en distintos sitios. Es decir, permite crear componentes 
reutilizables de CSS. 
La librería LESS de Bootstrap está en general bien diseñada. En la versión código fuente 
(no en la versión compilada) hay un fichero “variables.less” que tiene un montón de 
variables con las que se pueden controlar y personalizar muchísimos aspectos de la 
presentación por defecto: colores, fuentes, espaciados de márgenes y paddings. Otro 
fichero, “mixins.less” contiene un montón de mixins muy útiles de propósito general. 
El resto de ficheros .less están dedicados a componentes o partes específicas: botones, 
tablas, barras de navegación, etc. En ellos se encuentran los estilos por defecto para 





9.3.2. Estructura de Bootstrap en la actualidad 




│   ├── bootstrap.css 
│   ├── bootstrap.min.css 
│   ├── bootstrap-theme.css 
│   └── bootstrap-theme.min.css 
├── js/ 
│   ├── bootstrap.js 
│   └── bootstrap.min.js 
└── fonts/ 
    ├── glyphicons-halflings-regular.eot 
    ├── glyphicons-halflings-regular.svg 
    ├── glyphicons-halflings-regular.ttf 








│   ├── css/ 
│   ├── js/ 
│   └── fonts/ 
└── docs/ 
    └── examples/ 
 
Tabla 30: Estructura de directorios Bootstrap 
9.4. Ventajas y desventajas de utilizar Bootstrap 
9.4.1. Ventajas 
- Utiliza componentes y servicios creados por la comunidad web, tales como: 
HTML5 shim, Normalize.css, OOCSS, jQuery UI, LESS y GitHub. 
- La implementación de HTML5 + CSS3 
- El uso de LESS, una ampliación a las famosas hojas de estilo CSS, pero a diferencia 
de estás, funciona como un lenguaje de programación, permitiendo el uso de 
variables, funciones, operaciones aritméticas, entre otras, para acelerar y 
enriquecer los estilos en un sitio web. 
- OOCSS, css orientado a objetos, que está organizado por módulos 
independientes y reutilizables en todo el proyecto. 
- Hay una enorme comunidad que soporta este desarrollo y cuenta con 
implementaciones externas como WordPress, Drupal, SASS o jQuery UI. 
- Tiene temas por defecto optimizados y que puedes modificar o incluso crear los 
tuyos propios.  
9.4.2. Desventajas 
- Es necesario adaptarse a su forma de trabajo, si bien su curva de aprendizaje es 
liviana, deberás comprender y familiarizarte con su estructura y nomenclatura. 
- Debes adaptar tu diseño a un grid de 12 columnas, que se modifican según el 
dispositivo. 
- Bootstrap por defecto te trae anchos, márgenes y altos de línea, y realizar 
cambios específicos es un poco tedioso. 
- Es complicado, cambiar de versión si has realizado modificaciones profundas 
sobre el core. 
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- Si necesitas añadir componentes que no existen, debes hacerlos tú mismo en 
CSS y cuidar de que mantenga coherencia con tu diseño y cuidando el responsive. 
9.5. Diferencias entre Bootstrap 2 y Bootstrap 3 
9.5.1. Marcado semántico 
Hace tiempo, el layout de las páginas se definía directamente dentro del propio HTML 
usando tablas. Entonces surgió la creación de layouts con CSS, la que se ha venido 
usando desde entonces. Gracias a él se podía separar el contenido, la información que 
queremos mostrar, de la presentación de ese contenido.  
El problema de la forma de hacer layouts que propone Bootstrap es que volvemos a 
mezclar dentro del HTML el layout de la página con el contenido, aunque sea en forma 
de .class, por lo que es prácticamente imposible que el contenido de tu página sea 
semántico puro y no piense un poco en el layout. 
En la versión 2, gracias a LESS, el desarrollador era capaz de mantener separado el 
contenido de la página con la presentación, pero esto no funcionaba con el sistema de 
grid para el layout. 
Esto cambió en la versión 3, ya que han cambiado el sistema de grid. Ahora el sistema 
de grid es mobile-first, y no diferencia entre "filas fluid y no fluid", todas son fluidas. 
También han cambiado el nombre de los class. 
En la versión 3, la librería LESS está mejor diseñada. No es sólo el sistema de grids, en 
general todos los componentes están mucho más basados en mixins, es mucho más fácil 
hacer marcado semántico ahora que en la versión 2. 
9.5.2. Mobile First 
Mobile First es una práctica del diseño web adaptable que prioriza la consideración de 
los smartphones y dispositivos móviles en la creación de páginas Web. Para Bootstrap 
3, ya no hay un archivo separado bootstrap-responsive.css. Todas las características 
adaptables están compiladas en un solo archivo dentro del núcleo, bootstrap.css. 
Bootstrap 3 permite que elementos de la página web (texto, imágenes, botones, 
párrafos, etc.) escalen en dependencia del área de visualización, el tamaño y la 
resolución de los cambios de escritorio de pantalla ancha para tableta, o para un 
teléfono pequeño de pantalla pequeña. Mobile First elimina la necesidad de realizar una 




9.5.3. El nuevo sistema de Celdas 
El sistema de celdas de Bootstrap 3 ahora viene en tres tamaños. Tiny (para los teléfonos 
inteligentes .col-*), Small (para tabletas .col-sm-*) y Large (para los ordenadores 
portátiles / escritorio .col-lg-*). Los 3 tamaños permiten controlar el comportamiento 
en diferentes dispositivos (de escritorio, tabletas, teléfonos inteligentes, etc.). 
A diferencia de la versión 2.x, Bootstrap 3 no proporciona celdas fijas (basado en 
píxeles). Las clases .container y .row son ahora fluidas por defecto, así que no vas a 
utilizar más .row-fluid o .container-fluid en Bootstrap 3.x. Además, el espaciado entre 
las columnas se realiza utilizando padding en lugar de margin. 
9.5.4. Problemas al pasar de versión 2 a versión 3 
Si ya eras usuario de Bootstrap 2, tu código anterior no será compatible. El principal 
problema es que ha cambiado un montón, muchas veces en cosas muy pequeñas, como 
el nombre de un montón de clases y variables. La intención es hacer los nombres más 
homogéneos, y en verdad lo han conseguido. Pero esto implica que el código antiguo no 









10. Anexo 3: Yii 
10.1. Introducción 
Yii es un framework orientado a objetos, de software libre basado en componentes PHP. 
Yii se pronuncia en español como se escribe y es un acrónimo para "Yes It Is!”. 
El proyecto Yii comenzó el 1 de enero de 2008, con el fin de solucionar algunos 
problemas con el framework PRADO, como su lentitud manejando páginas complejas, 
su pronunciada curva de aprendizaje y los controles que dificultan la personalización. 
En octubre de 2008 después de 10 meses de trabajo en privado, la primera versión alfa 
de Yii fue lanzada. El 3 de diciembre del mismo año, Yii 1.0 fue formalmente presentado. 
10.2. Características 
Algunas características de Yii incluyen: 
- Patrón de diseño Modelo Vista Controlador (MVC). 
- Integración con jQuery. 
- Entradas de Formulario y validación. 
- Widgets de Ajax, como autocompletado de campos de texto. 
- Personalización de aspectos y temas. 
- Generación compleja automática de WSDL, especificaciones y administración de 
peticiones Web service. 
- Esquema de caching por capas. Soporta el cache de datos, cache de páginas, 
cache por fragmentos y contenido dinámico.  
- Manejo de errores y logging. 
- Generación automática de código para el esqueleto de la aplicación, aplicaciones 
CRUD, etc. 
- Generación de código por componentes de Yii y la herramienta por línea de 
comandos cumple con los estándares de XHTML. 
- Cuidadosamente diseñado para trabajar bien con código de terceros. Por 
ejemplo, es posible usar el código de PHP o Zend Framework en una aplicación 
Yii. 
10.3. Extensiones 
El framework Yii tiene un repositorio de extensiones que consisten en componentes 
contribuidos por usuarios. También hay una biblioteca de extensiones oficial llamada Zii, 
la cual han unido al núcleo del framework. Ésta es incluida en cada lanzamiento desde 
la versión 1.1.0. 





Yii es liberado bajo la Nueva Licencia BSD. Esto significa que es posible utilizar de forma 
gratuita para desarrollar cualquier aplicación Web de código abierto o software 
privativo. El texto que figura en la documentación oficial de Yii tiene licencia para el 
público bajo la Licencia Libre GNU. 
En general, el contenido de la documentación Yii puede ser copiado, modificado y 
redistribuido siempre y cuando la nueva versión de subvenciones dé las mismas 
libertades a los demás y reconozca a los autores del artículo de la documentación 
utilizada Yii. 
10.5. Fundamentos de Yii: Modelo vista controlador 
Yii implementa el diseño de patrón modelo-vista-controlador (model-view-controller 
MVC) el cual es adoptado ampliamente en la programación Web. MVC tiene por objeto 
separar la lógica de la interfaz de usuario para que los desarrolladores puedan modificar 
cada parte más fácilmente sin afectar a la otra. 
10.5.1. Aplicación 
Aplicación (Application) representa el contexto de ejecución de cada petición a la 
aplicación. Su principal tarea es resolver la petición del usuario y dirigirlo al controlador 
apropiado para su procesamiento. También se utiliza como el lugar principal para 
configuraciones que deben estar en el nivel de aplicación. Por esta razón también es 
llamado front-controller (controlador principal). 
10.5.2. Controlador 
Un controlador es una instancia de CController o una de las clases que lo heredan. Es 
creado por la aplicación cuando un usuario realiza un pedido para ese controlador. 
Cuando un controlador se ejecuta, se realiza la petición a los modelos necesarios y 
muestra la información a través de la vista apropiada. Una acción, en su forma más 
simple, es un método de la clase controlador cuyo nombre comienza con “action”. 
10.5.3. Modelo 
Un modelo es una instancia de CModel y de las clases que lo heredan. Los modelos son 
utilizados para representar la información (los datos) y las reglas del negocio. 
Un modelo representa un único objeto de datos. Puede ser una fila en una tabla de base 
de datos o un formulario de ingresos por usuario. Cada campo del objeto de datos está 
representado por un atributo en el modelo. El atributo tiene una etiqueta y esta se 
puede validar con un juego de reglas. 
Yii implementa dos tipos de modelos: modelo de formulario y registro activo. Ambos 
extienden de la misma clase base CModel. 
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- Un modelo formulario es una instancia de CFormModel. El modelo formulario es 
utilizado para mantener la colección de datos de las entradas del usuario. Esos 
datos coleccionados, utilizados y descartados.  
- Active Record es un patrón de diseño utilizado para abstraer la base de datos de 
una forma orientada a objetos. Cada objeto AR es una instancia de 
CActiveRecord o una de las clases que lo heredan, representando una única fila 
de la tabla de base de datos. Los campos de la fila son representados por 
propiedades del objeto AR. 
10.5.4. Vista 
Una vista es un script PHP que consiste básicamente en elementos de la interfaz de 
usuario. La misma puede contener expresiones PHP, pero es recomendable que estas 
expresiones no modifiquen los datos del modelo y se mantengan relativamente simples. 
Para el mantener la separación de la lógica y la presentación se recomienda que la gran 
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[1] SDK: Un kit de desarrollo de software o SDK (siglas en inglés de Software 
Development Kit) es generalmente un conjunto de herramientas de desarrollo 
de software que le permite al programador crear aplicaciones para un sistema 
concreto, por ejemplo ciertos paquetes de software, frameworks, plataformas 
de hardware, computadoras, videoconsolas, sistemas operativos, etc. 
[2] App: En informática, una App es un tipo de programa informático diseñado 
como herramienta para permitir a un usuario realizar uno o diversos tipos de 
trabajos. Este término está vinculado principalmente a aplicaciones para 
plataformas móviles. 
[3] Audio Tour: Consiste en una guía auditiva dentro de un museo.  
[4] RGB: El modelo RGB (Red, Green, Blue - Rojo, Verde y Azul) viene definido en 
términos de la intensidad de los colores primarios de la luz. 
[5] HSV: El modelo HSV (Hue, Saturation, Value - Matiz, Saturación, Valor), también 
llamado HSB (Hue, Saturation, Brightness – Matiz, Saturación, Brillo), define un 
modelo de color en términos de sus componentes. 
[6] Shooter: Género de con la característica de permitir controlar un personaje 
que, por norma general, dispone de un arma que puede ser disparada a 
voluntad. 
 
