We give a brief survey on quatemions and matrices of quatemions, present new proofs for certain known results, and discuss the quatemionic analogues of complex matrices. The methods of converting a quatemion matrix to a pair of complex matrices and homotopy theory are emphasized.
INTRODUCTION
The family of quatemions plays a role in quantum physics [l, 18, 191 . It often appears in mathematics as an algebraic system-a skew field or noncommutative division algebra [7] . While matrices over commutative rings have gained much attention [6] , the literature on matrices with quatemion entries, though dating back to 1936 [39] , is fragmentary. Renewed interest has been wnnessed recently [3, 4, 9, 11-13, 31, 36, 35, 47, 481 . In hopes that it will be useful to a wide audience, a concise survey on matrices of quatemion entries with new proofs for some known results is presented here.
The main obstacles in the study of quatemion matrices, as expected come from the noncommutative multiplication of quatemions. One will find that working on a quatemion matrix problem is often equivalent to dealing with a pair of complex matrices. Homotopy theory has also been applied in the study.
We begin by considering the following three basic questions whose answers are well known in the case of complex matrices. Suppose that A and B are n x n matrices with quaternion entries.
QUESTION 1.
If AB = I, the n X n identity matrix, is it true that BA = Z? QUESTION 2. Does every quatemion matrix A have an eigenvalue? QUESTION 3. Is the numerical range of a quatemion matrix A always convex, as is the classical numerical range of a complex matrix?
After a moment's consideration, one will realize that answering these questions is unexpectedly difficult.
Recall from elementary linear algebra that there are several ways to answer the first question when A and B are complex matrices, one of which is to utilize the fact that if det A # 0 then A is invertible; consequently B is the inverse of A and BA = I. This approach apparently does not apply in our case, because the determinant of a quatemion matrix makes no sense at this point. We will give an affirmative answer to the question in Section 4 by converting each of the quatemion matrices A and B into a pair of complex matrices.
For Question 2, since the quatemions do not commute, it is necessary to treat the linear systems Ax = Ax and Ax = xA separately. Rewrite the first one as (AI -A)x = 0. In the complex case, the fact that det(hZ -A) = 0 has a solution guarantees an eigenvalue for A. This idea does not go through for quatemion matrices. To avoid determinants, a topological approach is needed. As one will see in Section 5, the latter system has been well studied, while the former one is not easy to handle, and few results have been obtained.
The answer to Question 3 is negative. The quatemionic numerical range of a matrix is not convex in general, even for a complex normal matrix. In contrast, the classical numerical range of a complex normal matrix, as is well known, is the convex hull of the eigenvalues of the matrix. We will give in Section 9 a complete characterization of the quatemionic numerical range of a normal matrix with quatemion entries and discuss the convexity of the upper complex plane part of the quatemionic numerical range of a matrix with quatemion entries. With terminologies of complex matrices similarly defined for quatemion matrices, we will consider the above problems further, investigate other aspects such as similarity, rank, determinant, and canonical forms, and present certain new features that are hard to foresee and to prove. Some results on quatemion matrices are analogous to those on complex matrices, some are not.
We will focus only on matrices of quatemions.
There is no attempt to cover everything related to quatemions and review the historical development of quatemions.
For other aspects such as quatemion algebra and analysis, see, e.g., [14] , [20] 
QUATERNIONS AND EQUIVALENCE CLASSES
As usual, let C and [w denote the fields of the complex and real numbers respectively.
Let Q be a four-dimensional vector space over [w with an ordered basis, denoted by e, i, j, and k.
A renl quaternion, simply called quaternion, is a vector x = xoe + x,i + x2j + x,k E Q with real coefficients x,,, x1, xz, xs. Besides the addition and the scalar multiplication of the vector space Q over (w, the product of any two of the quatemions e, i, j, k is defined by the requirement that e act as a identity and by the table
If a and b are any (real) scalars, while u, v are any two of e, i, j, k, then the product (au)(bv) is defined as (abXuv). These rules, along with the distribution law, determine the product of any two quaternions.
Real numbers and complex numbers can be thought of as quatemions in the natural way. Thus xae + x,i + x2j + x,k is simply written as xg + x,i + x2 j + x,k.
For any x = x0 + x,i + x2j + x,k E Q, we define Re x = x0, the real part of x; Co x = x1 + x,i, the complex part of x; Im x = x,i + x2j + x,k, the imaginary part of x; x = x* = x -x,i -x2j -x,k, the conjugate of x; and 1x1 = a= dm h
, t e norm of x. x is said to be a unit quaternion if its norm is 1.
The following facts then follow from the definitions. LEMMA 2.1. Zf q = q. + q,i + q.,j + q3k, then q and q0 + J-i are similar, namely, q E [qO + J-i].
Proof.
Consider the equation of quatemions qx = x(qO + 4-i).
It is easy to verify that x = Cd-+ ql) -qSj + q,k is a solution to Equation (1) if qf + qi # 0. For the case where q is a complex number, Theorem 2.1, part 5, may be used. n One can also prove the lemma by changing (1) to a linear homogeneous system of real variables.
It is readily seen that 1 x] contains a single element if and only if x E R. If r G R, then [xl contains infinitely many quatemions, among which there are only two complex numbers that are a conjugate pair; moreover x -x* for every quatemion
x.
This lemma yields the following theorem. l I -a2 a,
is 1 ec ve and preserves the operations. Furthermore, 191' = det 9', and the eigenvalues of 9' are Re 9 f IIm q/i.
THE FUNDAMENTAL THEOREM OF ALGEBRA FOR QUATERNIONS
The fundamental theorem of algebra over the quatemion skew field has gained little attention. It is of less importance than that over the complex number field, though some problems may reduce to it.
Let f(r) = a,x" + a,,_,x"-' + ... +a,x + a, be a polynomial in x over Q and a, z 0. It is natural to ask whether f(z) = 0 always has a solution and how many solutions f(x) = 0 has (as an example, x2 + 1 = 0 has infinitely many solutions in Q). More generally, let F(X) be a polynomial in x with general terms a,, xa, x 1.1 xa,, , where the a,'s are quatemions. Does This question was partially answered in [16] .
THEOREM 3.1 (Eilenberg and Niven, 1944) . f(x) and g(x) = x" are homotopic mappings and the latter has degree n.
Note that f<~> has only one term with "degree" n. As a consequence, we have the following result which was first shown in [32].
COROLLARY 3.1 (Niven, 1941) .
Let a, be quaternions, a,, # 0 and n > 1. Then a,,~" + an_l~npl + 1.. +a, x + a, = 0 has at least one solution in Q.
Another result worth mentioning is the discussion of the solutions of the equation xa + br = c over an algebraic division ring [26] . THEOREM 3.2 (Johnson, 1944) . 
4.

QUATERNION MATRICES AND THEIR ADJOINTS
As has been noticed, there is no theory of eigenvalues, similarity, and triangular forms for matrices with entries in a general ring; and a field can be thought of as a "biggest" algebraic system in which the classical theory of eigenvalues, etc., can be carried through. The question of the extent to which the properties of matrices over fields can be generalized if the commutativity of the fields is removed may be of interest and of potential applications to different research fields. The rest of the paper is devoted to this topic. One of the effective approaches id studying matrices of quatemions may be by means of converting a matrix of quaternions into a pair of complex matrices. This was first noticed by Lee [29] . We use his idea to show a proposition below which has appeared in [13, 301 with different proofs. The adjoint of a quatemion matrix has been exploited in the study of its quatemionic numerical range [3, 4, 27, 361 ; this we will enlarge on later. If for instance, is a 2 X 2 elementary quaternion matrix, where 9 = 9" + q,i + qzj + q3k = (90 + y,i) + (cl2 + q3i)j, then 1 fi + BBI 2 0, whenever A and B commute.
Proof.
It is known [22,p.
2531 that for every n X n complex matrix A the nonreal eigenvalues of AA occur in conjugate pairs, and every negative eigenvalue of AA has even algebraic multiplicity. It follows that 1 Z + _%4 > 0, that is. 
-5: This is because if
A is invertible, then A can be brought to the identity matrix by elementary row and column operations. n REMARK 4.1. Let A be an n X n quatemion matrix. Applying 1 in the Remark 2.1 to each entry of A, one obtains a complex matrix, another representation of A, denoted by MA, which has been used in the studies of quatemionic numerical ranges [27, 361 and of similarity [39] . It is not difficult to see that there exists a permutation matrix P such that P'x~ P =-HA.
EIGENVALUES
We now turn attention to the eigenvalues of quatemion matrices. Since left and right scalar multiplications are different, we need to treat AX = Ax and Ax = x A separately.
A quatemion
A is said to be a lef (right) eigenvalue provided that AX = Ax (AX = xA.). The set (A E Q] AX = A, for some x # 0} is called the lef spectrum of A, denoted by u,( A). The right spectrum is similarly defined and is denoted by u~,( A). The proof is basically the same as in the complex case. The situation of general matrices is much more complicated. Generally speaking, there is no very close relation between left and right eigenvalues. For real matrices, however, we have the following theorem.
Zf A is a real n X n matrix, then the lef and right
eigenvalues of A coincide; that is, al(A) = a,( A).
Proof.
Let A be a left eigenvalue of A, i.e., AX = Ax for some x # 0.
For any quatemion q # 0, we have (qAr/-')qx = (qhq-')qx and Aqx = (qhq-l)qx, since A is real. Taking 0 # q E Q such that q Aq -' is a complex number and writing qx = y = yI + y2j, we have Ay, = y,qAq-l and Ay, = y2qAq-'.
It follows that A is a right eigenvalue of A. Similarly one can prove that every right eigenvalue is also a left eigenvalue. n For any given matrix A E M,(Q), does there always exist A E Q and nonzero column vector x of quatemions such that AX = Ax? This is of course a very basic question. It was raised in [I4, p. 2171 and was later proved by Wood [411. Woods p roof, adopted below, is a purely topological one. 5.3 (Wood, 1985) .
Every n X n quaternion matrix has at least one lef eigenvalue in Cl.
Write Ax = Ax as (Al -A)x = 0, and assume that Al -A is invertible for all A E Q. Consider the general linear group GL(n, Q), the collection of all invertible n x n matrices of quatemions. Thus g,, is homotopic to fo. On the other hand, f0 and g,, viewed as the maps from the S-sphere S 3 into GL(n, Q), correspond to integers 0 and n, respectively, in n,GL(n, Q), the third homotopy group (isomorphic to the integers [53]) of GL(n, Q). This is a contradiction. n An elementary proof for the cases of 2 X 2 and 3 X 3 matrices has been recently obtained [34] .
By contrast, the right eigenvalues have been well studied, and this sort of eigenvalues are more useful. We shall simply call the right eigenvalues eigenvalues for the rest of this paper.
LEMMA 5.1. Zf A E M,,x,,(Q), m<n, then Ax=0 has a nonzero solution.
Let A = A, + A, j, x = x, + x2 j. Then An: = 0 becomes which has nonzero complex solutions, since 2m < 2n. W
Using this lemma repeatedly, we have the following LEMMA 5.2.
Let u1 be a unit column vector of n quaternion components. Then there exist n -1 unit column vectors u2, . . . , u, of n quaternion components such that {ul, u2,. . . , UJ is an orthogonal set, i.e., uzu, = 0, s # t.
This lemma may also be interpreted as follows: if u1 is a unit vector, then one can construct an n x n unitary matrix U with u, as its first column.
Since AX = xh * A(xq) = (Ax)q = xhq = (xqxq-'Aq), it follows that if A is an eigenvalue of A, then so is q-'Aq for any nonzero quatemion q. Thus if A is a nonreal eigenvalue of A, so is any element in [A] . Therefore A has finite eigenvalues if and only if all eigenvalues of A are real.
THEOREM 5.4 (Brenner, 1951; Lee, 1949) .
Any n X n quaternion matrix A has exactly n (right) eigenvalues which are complex numbers with nonnegative imagina y parts.
Those eigenvalues are said to be the standard eigenvalues of A.
As before, we write A and x as A = A, + A, j, x = x, + x2 j, where A,, A, are n X n complex matrices, and x1, x2 are complex column vectors. Then Ax = xh is equivalent to or (4) (5) where A is a complex number.
Since is a 2n x 2n complex matrix, it has exactly 2n complex eigenvalues (including multiplicity).
Notice that if a complex matrix X is similar to its conjugate, then the nonreal eigenvalues of X occur in conjugate pairs (this can be seen by considering /AZ -XI = IAZ -xl = IAl -XI for real A). xA is similar toL, so the nonreal eigenvalues of xA appear in conjugate pairs (with the same multiplicity). With real eigenvalues, we show by induction that every real eigenvalue of xA occurs an even number of times.
It is trivial when n = I. Let n z 2.
Suppose Ax = xh = Ax, where A is real and x # 0 is a unit vector. Let 
CANONICAL FORMS
There are three sorts of canonical forms which are of fundamental importance in linear algebra: rational forms, Schur forms, and Jordan forms. Every square matrix can be reduced under similarity to a direct sum of block matrices over a (commutative) field, and to the Schur and Jordan forms over an algebraically closed field. We discuss the Schur and Jordan canonical forms for quatemion matrices. For the rational canonical form for a matrix over a general skew field, see [I5].
THEOREM 6.1 (Brenner, 1949) . Zf A E M,(Q), then there exists a unita y matrix U such that U*AU is in upper triangular form.
This can be shown by the mathematical induction and Lemmas 5.1 and 5.2.
As noticed earlier, every diagonal entry of a triangular matrix is a left eigenvalue. The following says that they are also right eigenvalues. THEOREM 6.2 (Brenner, 1951) .
Zf A E M,,(Q) is in triangular form, then every diagonal element is a (right) eigenvalue of A. Conversely, every (right) eigenvalue of A is similar to a diagonal entry of A.
Proof.
Let A be an n X n upper triangular quaternion matrix with diagonal entries A,, A,, . . . , A,,. If n = 1, there is nothing to show.
Suppose it is true for n -1. Let A be of order n and be partitioned as A, is of order n -1, and has eigenvalues A,, . . . , A, by induction. All we need to show is that the eigenvalues of A, are eigenvalues of A.
Suppose A is one of h,, . . . , A,,. We may assume that A and A, are not similar, and let A, y = yh, y # 0. Applying Theorem 3.2, we have a quaternion x such that h,x + 'yy = xh. The following is the generalization of the Schur canonical form of complex matrices to quatemion matrices, which has been used in the study of numerical ranges of quatemion matrices [3, 4, 36, 481. We now consider the Jordan canonical form of an n x n matrix with quatemion entries. Let A E M,(Q). If 't ' p 1 IS ossible for A to have the Jordan form J with the standard eigenvalues of A on the diagonal of J; that is,
F'AS = J for some quatemion invertible matrix S, then
XSS'XAXS = x] =
This means that x, is the Jordan form of xA. Conversely, let j be the Jordan form of xA, and let P be an invertible matrix such that P-'/YAP = J. If it can be shown that P and J take the forms respectively, then A is similar to a complex n X n Jordan form Jr by a direct verification. Following this line, a thorough analysis of the eigenvalues and the corresponding eigenvectors of x~, result in the existence of P and J with the desired form [do].
THEOREM 6.4 (Wiegmann, 1954).
Every n X n quaternion matrix A has
the Jordan canonical form with the standard eigenvalues of A on the diagonal.
COROLLARY 6.3.
For any II X n complex m&rices A and B, the block m&-Lx has the Jordan canonical f&m
where J is a Jordan form of some n X n complex matrix. Consequently, all the Jordan blocks are paired.
REMARK 6.1.
As we have noted, many terms for describing complex matrices can similarly be defined for matrices of quatemions, and the parallel conclusions may be derived for the quaternion cases. For instance, an n X n Hermitian matrix A is said to be positive (semi-Idefinite if x*Ax > ( > > 0 for all nonzero column vectors x of n quaternion components. It is seen that a Hermitian matrix A of quatemion is positive semidefinite if and only if A has only nonnegative eigenvalues, and if and only if xA is positive semidefinite.
RANK, SIMILARITY, AND DECOMPOSITIONS
Many aspects of quaternion matrices, such as rank, linear independence, similarity, characteristic matrix, Gram matrix, and determinantal expansion theorem, have been discussed in [ll-131, [14, 151, [39] , [40] , and [42-461.
One can define, in the usual sense, the left and right linear independence over Q for a set of vectors of quaternions. Note that two linearly dependent vectors over Q may be linearly independent over c. One can also easily find an example of two vectors which are left linearly dependent but right linearly independent.
The G ran-Schmidt process (see, e.g., [22, p. 151 ) is still effective.
The rank of a quaternion matrix A is defined to be the maximum number of columns of A which are right linearly independent.
It is easy to see that for any invertible matrices P and Q of suitable sizes, A and PAQ have the same rank. Thus the rank of A is equal to the number of positive singular values of A (see Theorem 7.2). If a matrix A is of rank r, then r is also the maximum number of rows of A that are left linearly independent, and A is nonsingular (or invertible, meaning BA = AR = 1 for some B) if and only if A is of (full) rank n.
Let 0: denote the collection of column vectors with II components of quatemions. Q!' is a right vector space over Q under the addition and the right scalar multiplication.
If A is an m X n quatemion matrix, then the solutions of Ax = 0 form a subspace of Q:!, and the subspace has dimension r if and only if A has rank n -r.
We now give the polar and the singular-value decompositions for quaternion matrices.
The proof of the following theorem is based on [40] . 
Proof.
Let X be an n X n quatemion unitary matrix such that X *AA* X = D is a diagonal matrix with the squares of the singular values of A on the diagonal. Let x.4 = KY be a polar decomposition of the complex matrix ,Y~, where K is a 2 n X 2 n positive semidefinite Hermitian (complex) matrix and Y is a 2n X 2n unitary (complex) matrix. We show that K = x,, for some positive semidefinite Hermitian matrix H, and Y = xr, for some unitary quatemion matrix U. It is always desirable to convert a quaternion matrix problem into a complex one. The next two theorems, following from Theorem 7.2 and Theorem 6.4, are in this direction. 
The rank of a quaternion matrix A is r if and only if A has r nonzero singular zjalues, and if and only if the rank of its complex adjoint xA is 2r.
It is readily seen that A, A*, AA*, and A*A are all of the same rank.
Two square matrices of quatemions
A and B are said to be similar if there exists an invertible quatemion matrix S of the same size such that
S-'AS = B.
It is immediate that similar quatemion matrices have the same (right) eigenvalues. This is not true for left eigenvalues. As one sees below, even the trace is not preserved under similarity. Recall that the trace of a square matrix is the sum of the main diagonal entries of the matrix, which is equal to the sum of the eigenvalues of the matrix in the complex case. 
DETERMINANTS AND THE CAYLEY-IIAMILTON THEOREM
We now discuss the determinants of quaternion matrices. For this purpose, we first define the determinant of a square quatemion matrix A to be that of its complex adjoint x,,, then derive some results such as the Cayley-Hamilton theorem, which have been obtained by several authors in the last decade through extremely difficult approaches.
Let A be an n x n quatemion matrix, and let xA be the complex adjoint matrix of A. We define the q-determinant of A to be 1~~1, simply called the determinant of A, denoted by lAlq, i.e., l Al, = l xAl by definition.
It is immediate that l Al, = l All Al = (det Al" when A is a complex matrix.
We have the following results on determinants of quaternion matrices.
THEOREM 8.1. Let A and B be n X n quaternion matrices. Then:
1. A is invertible * I Al, # 0. 
Proof.
1: See Theorem 4.3.
2: This is because xAB = xA xs.
3:
It is sufficient to observe that ( xpI = 1 when P is an elementary quatemion matrix. 4:
) Al, > 0 was proved in Proposition 4.2 (notice that the proof did not involve quatemion matrices).
We know from Theorem 6.3 that for any n X n quatemion matrix A there exists a unitary matrix U such that A = U*DU, where D is an upper triangular matrix with the standard eigenvalues A,, . . . , A,, of A on the diagonal. It is easy to compute 141, = I xAl = l x01 = n~=llA,12. The second conclusion of this part follows from the fact that every quatemion is similar to a complex number and that AX = xh is equivalent to x*(x,, -<)" = h(x,, -Q", where x = x1 + zz j and A is a complex number.
6: This is due to the fact that xA and xH are similar. Let S,, be the symmetric group on {1,2, . . . , n). For any (+ E S,, we write u as the product of disjoint cycles: n,i,i,, ... i,y)( n2 j, j, 1.. j,) ... (n,k,k, *** k,) , with the convention that each n,, t = 1,2, . . . , r, is the largest number in its cycle and that n = n, > n2 > ... > n, > 1. For example, if u is the identity, then IT = (n)(n -1) . .
.(2)(l).
Let EC(T) be the sign of permutation cr. For A E M,(Q), we associate to an,k,ak,k3 "' ak~_,k,ak,n, = c E((T)cz,. LEMMA 8.1 . For any n X n quaternion matrices A and B,
where T is any matrix obtained from the n X n identity matrix by adding a quaternion scalar multiple of one row to another. In particular, 1 P-'l,l = I PI,I ' when P is an invertible matrix.
It follows from the definition and the above lemma that if D is an upper triangular matrix with diagonal entries A,, . . . , A,, then I Dl,, = n:= II h,12.
Applying Theorem 6.3, we have THEOREM 8.2. For any yzuztwnion matrix A, 1 Al, = 1 Ald.
Noticing that A*A is a positive definite Hermitian matrix for every A E M,,(Q) and using Theorem 8.1, part 7, one obtains 8.3 (&en, 1991; Xie, 1979) . Let A be an n X n quaternion matrix. Then 
THEOREM
NUMERICAL RANGES OF MATRICES WITH QUATERNION ENTRIES
Numerical ranges of complex matrices have been a very popular topic in linear algebra (see, e.g., [22, 231) . [27, 25, 3-5, 36, 35, 47, 48i . We briefly state the existing results, then reduce the convexity of W,( A) to that of its intersection with the complex plane, and further reduce the general matrix case to 2-by-2 matrices. For normal quatemion matrices, we will give explicit characterizations of Wg< A) n [w and W,(A) n @. With this theorem one can see that the numerical radius [25] and the spectral norm [lo] of a quatemion matrix A, defined in the usual sense, are equal to those of the complex adjoint x., of A, respectively.
Kippenhahn asserted in [27] that the B(A) coincided with W,( xA), and consequently I?( A) was convex. But his proof of this part is false [25] , as the following example due to illustrates. It is well known that the complex numerical range of a complex normal matrix is the convex hull of its eigenvalues. The quatemionic analogue has been studied recently [3, 4, 36, 47, 481. As seen in Example 8.1, the quatemionic numerical range of a normal matrix is not a convex hull of eigenvalues, and not even convex in general. Yet a somewhat hidden convexity that can be described in terms of eigenvalues has been observed by So, Thompson, and Zhang [36, 47, 481. THEOREM 9.4 (So, Thompson, and Zhang, 1994) . Many questions regarding a quaternionic numerical range may be asked even though the main problem for the finite-dimensional case has been settled.
QUESTION 9.1.
Is there a short and conceptual proof for Theorem 9.6?
