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ABSTRACT
The field of Quantum Optics has transitioned from the original study of the co-
herences of light, to its present day focus on the treatment of the interactions of
matter with various quantum states of lights. This transition was spurred, in part,
by the predicted potential of Quantum Information Processing protocols. These
protocols take advantage of the coherent nature of quantum states and have been
shown to be useful in numerous settings. However, the delicate nature of these
coherences make scalability a real concern in realistic systems. Quantum Control
is one particular tool to address this facet of Quantum Information Processing and
has been used in experiments to great effect.
In this thesis, we present our study of the use of Quantum Optics in Quantum
Information and Quantum Control. We first introduce some results of Input-
Output Theory, which is an elegant formalism to treat open quantum systems.
Following which, we expound on work done in collaboration with colleagues from
Brazil on a proposal for a loophole-free Bell test. This builds on the results derived
using Input-Output theory and includes a semi-analytical formalism to perform the
optimization of the Bell inequality. The treatment of this problem is then used to
show that with existing optical cavity setups, one is able to produce the required
states with a fidelity sufficient to violate a Bell inequality. Next, we present a
description of an experiment to produce entangled photon pairs using four-wave
mixing, done in collaboration with the experimental group in CQT. Finally, we
present a study of quantum optimal control which highlights non-intuitive concepts
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This chapter serves as a brief introduction on the topics covered in the remainder
of the thesis, and reflects the material that the author has been exposed to. It is
thus not meant as a broad introduction to the topics at hand, and is undoubted
biased towards the academic exposure of the author.
We first start with a brief overview of the state of quantum optics and atomic
physics. Then, we introduce the idea of Bell tests and their uses. Next, we
introduce quantum optimal control theory and Finally, we give an outline of the
remaining chapters of the thesis.
1.1 Quantum optics
Quantum optics can be considered to be the union of quantum field theory and
physical optics. The field originally started off dealing with the manipulation and
detection of light quanta and coherences, and gained popularity very much due to
the experiments of Hanbury Brown and Twiss [1] and the development of lasers in
the 1960s when physicist realized that the properties of the lasers stemmed from
the coherent nature of the light [2, 3]. Its successful description eventually lead
to the awarding of the 2005 Nobel prize to Glauber “for this contribution to the
quantum theory of optical coherence”. The theory which he and others developed
in the seminal works of Glauber in [4], and Mandel and Wolf in [5, 2] is the modern
theory with which we describe quantum optical coherence today.
The field of quantum optics has since evolved from studies on the coherent
nature of light, towards more modern areas of study, like the coherent interaction
of light with matter [6]. This shift in focus has partly been due to the amazing
advances in state manipulation and laser cooling and trapping techniques of atoms
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(with each advance awarded with a Nobel prize), and the unprecedented experi-
ments in manipulating the single atoms and photons leading to the awarding of the
2012 Nobel Prize to Serge Haroche and Dave Wineland. These precision experi-
mental techniques have been used to perform “textbook” experiments, showcasing
the extent to which these single quanta can be manipulated. They have also lead
to technological breakthroughs, most notably in atomic clocks, where experiments
are now sensitive enough to be able to detect minute time dilation effects due to
the gravitational redshift causes by the Earths gravitational field. And most re-
cently, experiments have been shown to be sensitive enough to effectively measure
a vertical shift of the apparatus near the Earth’s surface of less than 1 metre [7]!
These experimental advances were partly influenced by the field of Quantum
information, which can be thought of as an intersection between quantum the-
ory, computer science and classical information theory. Its development brought
about the advent of proposals in the form of Quantum Cryptography, Quantum
Computing etc. In Quantum Cryptography, or more accurately Quantum Key Dis-
tribution, quantum resources are used to distribute a random key between parties
such that a message can be encoded and decoded. The proper verification protocol
then allows the parties to guarantee, under the laws of quantum physics, that any
eavesdropper has no useful knowledge of the key and subsequently the message.
Quantum Computing is a generalization of classical computer science, and uses
quantum bits (qubits) and quantum gates to perform computation. The quantum
algorithms taking advantage of such architecture have since been shown to be more
powerful than their classical counterparts [8, 9, 10, 11]. These and other proposals
acknowledge and take advantage of quantum coherences and superpositions, and
make use of the resulting quantum correlations.
One recently developing notion in the same spirit as the above, is that of device-
independent protocols, whereby the protocol does not assume anything about the
inner workings of the device, and requires only the correlations of the system to
perform a task. These correlations have been shown to violate the notion of locality
and realism as one would expect from classical physics, and are sometimes known
in the literature as nonlocal correlations [12]. One way to test and establish the
existence of these correlations is to perform a Bell test, where a set of constraints
is shown to be violated. In Sec. 1.2, we discuss the nature of Bell tests, and their
relation to the protocols described above.
As one quickly realizes, the successful implementation of these proposal rely on
the ability to control quantum states precisely. This is especially the case if one
seeks to build a large scale networked quantum system as described in Ref. [13],
and a simple back of the envelope calculation shows that one needs almost perfect
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manipulation of the nodes of the network to achieve reasonable efficiencies on
the entire network. In Sec. 1.3, we introduce one such technique to manipulate
quantum systems.
1.2 Bell tests
The Bell test was originally proposed to test the nature of reality, through the
measurement of correlations of the system in question. Then, assuming intuitive
notations of the nature of reality, which are locality and realism, Bell derived a
simple inequality in which the correlations must satisfy. Conversely this meant
that if the correlations violate this inequality, these assumptions are false.
These correlations have since been identified as nonlocal correlations [12], and
can be obtained by measuring entangled quantum systems in appropriately chosen
local observables. To certify such correlations, one then has to perform a Bell test,
since the nonlocal nature of the measurement outcomes can be certified by the
violation of certain constraints known as Bell inequalities [12].
These correlations can be used in many different ways, notably in quantum
cryptography [14, 15, 16] and quantum computing [17, 18, 19], and the field of
quantum information is precisely the study of such nonlocal correlations. In recent
years however, several applications of a different flavour have been proposed [20,
21, 22, 23] (see a recent review on Bell nonlocality [12]). These proposals are
based on the surprising fact that nonlocal correlations can be certified without
any assumption on the internal mechanisms of the devices used in the experiment,
one simply needs to verify that the statistics produced from the relevant devices
satisfy a set of constraints. Thus, once established, nonlocal correlations can be
used in what is now referred as, device-independent protocols.
Many Bell tests have been performed in the literature over the last few decades,
but nonlocal correlations have not been strictly established in any one experiment.
This is because all of the performed experiments have suffered either from the
detection loophole or the locality loophole [12].
Experiments using entangled photons have reported Bell inequality violations
closing separately the locality [24, 25, 26] and the detection [27] loopholes. On the
other hand, the detection loophole has been closed with stationary systems like
atoms, ions and superconducting circuits [28, 29, 30]. The challenge of performing
a Bell test which is loophole free is to have simultaneously efficient detection long-
distance entanglement.
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Although the closing of loopholes is in essence a technical challenge, which can
be done by a “brute force” method of using better detectors and low-loss trans-
mission of quantum states, the same can also be achieved by seeking measurement
protocols or different entangled states.
1.3 Quantum control
Optimal control theory is a mature mathematical discipline with numerous appli-
cations in modern disciplines and is part of the modern engineers toolbox. Applied
to a system though, it can roughly be described as the controlling of a set of sys-
tem variables whose evolution depends on various parameters, both uncontrollable
and controllable.
Quantum control, is then simply the branch of control theory when quantum
theory is required to design the controls, either in the precise description of the
system involved, or the effect of the controls on the system. Quantum feedback
control, which is the branch we consider, is when a measurement device obtains
information of the system, and suitable controls conditioned on this information is
applied. It can further be subdivided into the amount of quantum theory required
to describe the control and the system. Coherent quantum feedback is the case
when the full control system, from the system to be controlled, down to the con-
troller itself requires a quantum description. This situation was first considered in
Refs. [31, 32], and expounded on in Refs. [33, 34, 35]. Another type of feedback
situation, is measurement based feedback. In this category of quantum control,
a measurement is performed on the system, and the classical information of the
measurement outcome is used in the application of the control. This then leads
to different types of feedback mechanisms, of which we mention two. State based
feedback and Markovian feedback.
In state based (or Bayesian feedback as it is sometimes called [36]), an optimal
estimation procedure is used to estimate the state of the system, and then controls
are applied based on this estimation. Quantum filtering theory was first developed
in Ref. [37] and independently in Ref. [38]. The relation between the classical state
based method and the quantum theory developed was subsequently explored in
Refs. [39] and [36].
In Markovian feedback, which is the specific case we treat in Chapter 7, one
takes the results of the monitoring, and applies a control to the system proportional
this result in some way. This simpler form was first consider in Ref. [40] and then
again in Refs. [41] and [42].
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In the specific case of continuous Markovian feedback control, the system to
be controlled is weakly measured, and controls are continuously applied based on
the outcomes. However, the dynamics of such systems subject to continuous mea-
surements are stochastic, and in general non-linear. So analytical solutions do not
generally exist. A notable exception of this are so called quantum linear quadratic
gaussian (LQG) problems, for which a general formalism has been developed [43,
44], and many examples have been considered [38, 45, 46].
1.3.1 State Purification
Outside of quantum linear quadratic gaussian (LQG) problems, many systems are
difficult to solve due to the inherent non-linearity in the equations governing their
dynamics.
The first problem of this kind to be solved was Jacobs’ rapid purification prob-
lem [47], which can be stated simply as follows. Given a qubit in the maximally
mixed state ρ = 1 /2, and the ability to perform a continuous diffusive-type mea-
surement of a Pauli operator Z, together with arbitrary controlled unitaries, what
is the control strategy that maximizes the expected value of the purity P = Tr[ρ2]
at some final time? What Jacobs’ found was that his protocol enabled a factor
of two times the purification rate of a continuous measurement (which can be
considered a no-control protocol).
Jacobs’ problem, and its solution, has inspired much work, some of which we
briefly summarize here. In Ref. [48], Combes and Jacobs generalized the result
to a D dimensional qudit, where they showed that the rate of purification can
be increased at least by a factor of O(D) over the no-control case. In Ref. [49],
Wiseman and Ralph showed that Jacobs’ protocol actually achieved a factor of 2
longer when considering the mean time a qubit would reach a fixed purity. They
then introduced, and solved, the problem of finding a control to minimize the mean
time of first passage (hitting time) to attain a certain purity. In Ref. [50], Wiseman
and Bouten rigorously proved using Bellman’s principle that the Jacobs and WR
protocols were indeed optimal for their respective goals. They also showed that
Jacobs’ protocol was optimal for other maximizing other measures of purity as
well.
1.4 Outline of this thesis
This thesis is structured as follows. In Chapter 2, we first present some material
on Input-Output theory, and its applications to atoms in free space and in a
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cavity. The material in this chapter is probably non-standard in the literature, and
represents the author’s own attempt at understanding the formalism. However,
the material has been deeply influenced by works in Refs. [51, 52, 53, 54, 55], and so
this chapter can be thought of as an attempt at merging these references. We have
opted to omit the usual basic derivations of field quantization, mode expansions
etc., and are implicitly assuming that the reader is familiar with these concepts.
We then switch gears more towards quantum information, and present in Chapter
3, two different measurement scenarios of a particular atom-light entangled state
for a Bell test with the Clauser-Horne-Shimony-Holt (CHSH) inequality [56]. We
present our semi-analytical optimization strategy and show the performance of this
state under the Bell test. This work can be mostly found in [57]. Again, we have
omitted the usual philosophical discussions concerning the Bell inequalities and
the derivation of the CHSH inequality, since these can be found in multiple review
papers throughout the published literature1. Next, in Chapter 4, we combine our
work in Chapters 2 and 3 to propose an experimental setup involving available
technology to produce the required state. We go through the state preparation
steps in detail, showing the intuition and ideas behind them. Our scheme considers
experimental effects neglected in previous proposals [58, 59], and as we show in
Chapter 5, can be implemented with current optical cavity setups. We show
further in this chapter the considerations one has to make, and their impact on the
results of the Bell test. This puts current atom-photon systems as good candidates
to demonstrate loophole-free nonlocal correlations. The next two chapters of this
thesis are less related to the previous chapters and can effectively be read on
their own. In Chapter 6, we present work done in collaboration with the group
of Christian Kurtsiefer in understanding the theory of photon pair production
through the process of four-wave mixing. Appendix B represents a continuation
of this work, and is an ongoing calculation which uses some material in Chapter 2
to further understand the system. Chapter 7 represents the author’s own efforts
at understanding some parts of quantum optimal control. The overarching theme
in this chapter is the notion of optimality, and is explored through the use of the
simple example of control of a continuously weakly measured, qubit. Finally, we
give a summary of the work done in this thesis, and an outlook on possible future
work in Chapter 8.




In our search for a good description of the atom-cavity system for use in a Bell
test, we were lead to many different methods of describing the dynamics of such
a system. Our problem was not only to describe the atom-cavity system, but also
the other external degrees of freedom, including the quantum nature of the input,
reflected and transmitted light fields. The usual master equation treatment of
such systems is somewhat less applicable to our system, since it is not natural to
specify input bath states in the derivation of quantum optical master equations,
and indeed one of the first few steps is to trace out the bath and consider the
reduced dynamics of the system (see for instance Sec 1 of Ref. [52]). Although
one could in principle derive the corresponding master equation for this case, we
instead searched the literature and came across the elegant theory of Gardiner
and Collett [51]. Drawn by the ease at which additional couplings to the system
could be added in, e.g. non-radiative mirror losses can be simply treated as an
additional independent bath coupling to the cavity field, we were naturally lead
to the treatment of our problem using input-output theory.
Input-output theory in the form we use, was first described in Ref. [51] and
is widely used in the field of Quantum Optics. Indeed, many standard reference
books on the subject are available (see for instance Refs. [53, 55]). In this present
chapter, we do not seek to give the full description of input-output theory, only
to present some derivations leading up to the description of a two-level atom in
a cavity. These derivations are inspired by material found in Refs. [53, 54, 55],
and the interested reader can find additional information on input-output theory
in these references.
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This chapter is structured as follows. In Sec. 2.2, we present some general
formalism of input-output theory, explaining the approximations made and their
physically origin. We then apply this formalism to the case of a two-level atom in
free space in Sec. 2.3, and show that it reproduces the relevant equations found
in Ref. [60], and is slightly more powerful than the theory developed there, in the
sense that output pulse fields can be calculated. After this, we present the descrip-
tion of a two-level atom interacting with a single cavity mode in Sec. 2.4. In this
section, we first present a non-standard treatment of the Jaynes-Cummings model
using a diagonalization approach. This naturally allows us to make the dispersive
approximation, and we derive the Hamiltonian in the dispersive approximation.
This approach also highlights the fact that using the input-output formalism on
this hamiltonian is conceptually problematic since the operators are in different
“frames”. We thus revert to the Jaynes-Cummings hamiltonian, and show how we
apply input-output theory in this case.
2.2 General formalism
In this chapter, we are seldom considering energies and usually are interested only
in (angular) frequencies of transmission spectra, and photon excitation spectra.
Thus, Hamiltonians are written as h = H/~ to avoid carrying around unimportant
extra factors of ~.
The usual situation in a quantum optics experiment is the preparation of a
system in a lab, such that it couples weakly to the environment. Then, the aim
is to use an external probe to interact with the system to gain useful information
concerning its dynamics or interesting effects.
This setup can be modeled with the hamiltonian
h = hsys + hbath + hint, (2.1)
where hsys describes the free system evolution, hbath describes the free bath evo-
lution and an interaction term between system and bath. The bath can then be
thought of as containing the modes of the external probe. The environment of
the system can be similarly modeled as another bath where the tracing out of the
environment causes decoherence of the system. Further explanations and possible
forms can be found in [53].
The baths in usual quantum optics experiments are the modes of the electro-
magnetic environment, and can be modeled as a continuum of harmonic oscilla-
tors. The hamiltonian for the bath and its interaction with the system can then











dω κ˜(ω)(b†ω − bω)X, (2.3)
where bω is the (continuum) bath annihilation operator, and X is some system
operator which couples to the bω. We start by finding the Heisenberg equation of
motion for bω,
∂tbω = i [h , bω] , (2.4)
= −iωbω + κ˜(ω)X(t). (2.5)
We assume that the system evolves from an initial time t0 → −∞ to t1 →∞, and
we are solving the system for some time t ∈ [t0, t1] during the interaction. This
allows one to specify the boundary conditions (in time) for the bath operators, i.e.
either bω(t0) or bω(t1). Formally integrating the differential equation, we arrive at
the 2 solutions,
bω(t) = bω(t0)e−iω(t−t0) + κ˜(ω)
∫ t
t0
d t ′X(t ′)e−iω(t−t ′), (2.6)
= bω(t1)e−iω(t−t1) − κ˜(ω)
∫ t1
t
d t ′X(t ′)e−iω(t−t ′). (2.7)







where the ± sign is just for convenient writing of the input output relations, and
amounts to nothing but a global phase in the input or output state. With these
definitions, we obtain








d t ′ κ˜(ω)X(t ′)e−iω(t−t ′). (2.9)
2.2.1 Input-output relations in the rotating wave approx-
imation
Eq. (2.9) can be simplified using the rotating wave approximation. This is as
follows: Usually, the system operators have some characteristic frequency ωX given
by the free evolution of the system, and in the case of atoms, is the frequency of the
atomic transition. Then, the system operator can be written in terms of positive
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and negative frequency components as
X(t) = X(+) +X(−), (2.10)
where X(±) is of the form
X(±)(t) ∼ f±(t)e∓iωX t, (2.11)
where f±(t) is some slow varying time component. So,
X(t ′)e−iω(t−t ′) = e−iωX t f+(t′) e−i(ω−ωX)(t−t
′) + e+iωX t f−(t′) e−i(ω+ωX)(t−t
′). (2.12)
And so, assuming that we are at optical frequencies on the order of 100 THz, the
term e−i(ω+ωX)(t−t ′) is a wildly oscillatory function, and averages to 0. Thus, Eqs.
(2.6, 2.7) simplify to
bω(t) = bω(t0)e−iω(t−t0) + κ˜(ω)
∫ t
t0
d t ′X(+)(t ′)e−iω(t−t ′), (2.13)
= bω(t1)e−iω(t−t1) − κ˜(ω)
∫ t1
t
d t ′X(+)(t ′)e−iω(t−t ′). (2.14)
Furthermore, since we drop the term corresponding to negative frequencies, and
the term proportional to e−i(ω−ωX)(t−t ′) is non-vanishing only for ω ≈ ωX , we are














Further taking the limits t1/0 → ±∞, Eq. (2.9) becomes







dω dt ′ κ˜(ω)X(+)(t ′)e−iω(t−t ′), (2.17)
= F t{κ˜X˜}, (2.18)
where F t{f˜(ω)} = 1√2pi
∫∞
−∞ dω f˜(ω)e−iωt, and X˜(ω) is the X system operator in
frequency space. This allows to write the input-output relations in the RWA in
frequency space as
b˜in(ω) + b˜out(ω) = κ˜(ω)X˜(+)(ω). (2.19)
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2.2.2 Evolution in the rotating wave approximation
The rotating wave approximation as made in Sec. 2.2.1 is equivalent to replacing






dω κ˜(ω)(b†ωX(+) −X(−)bω). (2.20)
Note that we have ordered the operators such that annihilation operators are on
the right and creation on the left. This is arbitrary at this level, since the bath
and system operators commute. However, note that Eqs. (2.13) and (2.14) are
equations for bath operators, and must also commute with any system operators.
This implies that the input and output fields do not commute with arbitrary
system operators, so ordering is important at the stage of the calculation when
we use these equations. To avoid such subtleties from creeping in, we choose to
explicitly order the interaction hamiltonian as such. The equations of motion of
an arbitrary system operator P is then given by





























− [κ ∗ bin](t) + [ΓR ∗X(+)](t)
)
, (2.23)
where we have defined




where the subscript on ΓR stands for retarded, θ(s) is the heaviside step function,




−∞ dsf(t− s)g(s). Thus, Eq. (2.21) becomes












− [κ ∗ bin](t) + [Γ ∗X(+)](t)
)}
. (2.26)
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as the advanced function. This can be substituted into Eq. (2.21) to find the
corresponding evolution equation for the system operator.
2.2.3 Markov approximation
One thing to note about Eqs. (2.23) and (2.28) is that they both describe non-
markovian dynamics of the bath, since an “effective” bath operator at time t,∫∞
−∞ dω κ˜(ω)bω(t), depends on the past history (as in Eq. (2.23)) or future dynamics
(as in Eq. (2.28)) of the system operators.
This happens due to the presence of ΓR and ΓA, the retarded and advanced
functions. Which in effect characterizes the “memory time” of the bath. To make





i.e. κ˜(ω) is constant. This Markov approximation implies that all modes of the
bath couple equally to the system operator (which can be seen from the form of the
hamiltonian). This of course is not physical, however it can be justified somewhat
by arguing that the RWA implies that only frequencies close to the characteristic
frequency of the coupled system operator are important. This formalism gives
quantum white noise in analogy with classical white noise1.
Then, in the rotating wave and Markovian approximations, the input-output
relations become
bin + bout =
√
γX(+), (2.31)
1This approximation is usually referred to as the first Markov approximation, however since
there does not seem to be second markov approximation, I drop the reference to order. Further
discussions of the physical implications of the Markov approximation can be found in Refs. [51,
53].
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and are valid in the both the time and frequency domains. Further more, Eq. (2.26)
becomes



































Now, with Eqs. (2.32), an arbitrary system operator P (t) is solved in terms of
system operators, and the input, bin(t′), operator. Thus, it must be the case that
[P (t), bin(t′)] = 0 for t′ > t, (2.34)
which is to say that a system operator at some time t does not depend on the
input operator at some later time t′, and is intuitively obvious. Also, Eq. (2.33) in
terms of the output fields are a kind of backward evolution equation and so











both commute with any system operator at the same time t, we arrive at
[P (t), bin(t′)] = θ(t− t′)√γ[P (t), X(+)(t′)], (2.38)
[P (t), bout(t′)] = θ(t′ − t)√γ[P (t), X(+)(t′)], (2.39)
where we again use the heaviside step function defined as
θ(s) =

0, s < 0
1
2 , s = 0
1, s > 0.
(2.40)
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This completes the general treatment of a system in the input-output formalism.
We now use this theory in two specific examples, a two-level atom in free-space
and in a cavity.
2.3 Two level atom in free space
In this section, we consider the interaction of a two-level atom with transition
frequency ωa with the continuum of the electromagnetic field. The hamiltonian in
the rotating wave approximation is,
h = ωaσ†σ +
∫
dω ωa†ωaω + i
∫
dω κω(a†ωσ − σ†aω), (2.41)
where as usual a is the annihilation operator of the field, and σ = |g〉〈e| is the
atomic lowering operator. Using the general formalism of Sec. 2.2, making the






σ˙ = (−Γ2 − iω)σ(t)−
√
Γσzain(t), or, (2.43)




σ˙z = −Γ(σz + 1 ) + 2
√
Γ(a†inσ(t) + σ†ain(t)) or, (2.45)
= Γ(σz + 1 )− 2
√
Γ(a†outσ(t) + σ†aout(t)), (2.46)
where as a reminder, the input and output fields are defined as








As an example on its use, let us assume that the initial state of the atom-bath
system is
|ψ0〉 = |φ〉atom ⊗ |{α}〉, (2.49)









is a continuous mode input pulse with temporal shape f(t) = F t[f˜(ω)], ∫ dt |f(t)|2 =
1, and a˜in(ω) is the input operator in (angular) frequency space. This allows one
to write the the following set of equations for the expectations











−Γ2 − iω 0 −
√
Γαf(t)















This matrix equation is exactly the same ones as in Ref. [60], and the variation of
different input pulses forms the basis of the analysis in that paper.
However, the present formalism is more powerful in the sense that it addition-
ally also solves for the output field after the interaction. This can be done by using
the input-output relations,
ain(t) + aout(t) =
√
Γσ(t). (2.55)
Then, since 〈ain(t)〉 = αf(t) we have
〈aout(t)〉 =
√
Γ 〈σ(t)〉 − αf(t). (2.56)
Furthermore, since
|ain(t) + aout(t)|2 = Γσ†σ, (2.57)
a†inain + a
†
outaout + a†inaout + a
†
outain = Γσ†σ, (2.58)
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− |αf |2 − αf ∗(
√





















+ α2|f |2, (2.61)
which is solvable from the set of equations (2.51). This can be scaled up even
further to calculate any correlation function of the output fields using the commu-
tation relations Eqs. (2.38) and (2.39), and the fact that 1 , σ, σ† and σz span the
system space, in the sense that any product of atomic operators can be expressed as
linear combinations of these operators. Furthermore, one can also define multiple
independent bath modes representing pulses propagating in different directions.
2.4 Two level atom in a cavity
In this section, we study the interaction of a two-level atom in a cavity. This section
represents work done in the proposal for a loophole-free Bell test in Chapters 3-5.
In that work, what is required is the full description of the quantum state after the
interaction of an input pulse with the system. As previously described, in the free-
space case, we were able to calculate all measurable correlation functions of the
output fields. However, this formalism alone is not enough to accurately describe
the fields produced in the atom-cavity system since this is a highly non-linear
system and fully analytical solutions of the open cavity system are not known.
Then, using the dispersive measurements of qubits in cavities as inspiration, we
seek to perform the interaction in the dispersive regime of the atom-cavity system.
This section proceeds as follows. We first show the usual Jaynes-Cummings
hamiltonian which describes the closed atom-cavity system, presenting an unusual
method to solve this Hamiltonian using a diagonalization method found in [61].
This method allows one to derive the dispersive hamiltonian while clearly showing
the approximations made. We briefly discuss this Hamiltonian and our reasons for
not applying it directly to our problem. We next discuss the approximations we
make and show that they necessarily imply that we are working in the dispersive
regime. We then go on to solve the problem of a dispersively coupled atom-cavity
system coupled to multiple baths.
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2.4.1 The Jaynes Cummings Hamiltonian
This subsection is basically reproducing the appendix of [61], they were concerned
with the validity of the dispersive approximation in certain parameters ranges,
and were trying to find higher order corrections. I will try to use what they write
for my own purposes.
Our starting point is the Jaynes Cummings model hamiltonian for interaction
of single atom and a single mode of the cavity,
hsys = ωca†a+ ωaσ†σ + g(a†σ + aσ†), (2.62)
where ωc is the frequency of the cavity mode, ωa is the frequency of the atomic
transition, and g is the coupling strength of the atom-cavity system. Using the
same notation as Ref. [61], we reexpress the above as,
hsys = h0 + gI+, (2.63)
where
h0 = ωca†a+ ωaσ†σ, and, (2.64)
I+ = a†σ + aσ†. (2.65)
We would like to diagonalize the hamiltonian in Eq. (2.62) by applying a time
independent unitary. As is well known, one constant of motion in this closed
system is the total number of excitations, Nˆ = a†a+σ†σ. Using this fact, we seek
a unitary of the form
U = e−Λ(Nˆ)I− , (2.66)
for some unknown function Λ(Nˆ) which will be determined, and I− = a†σ − aσ†,
such that U †hsysU is diagonal. Note that I− is anti-hermitian, and so U is unitary.




= 0 , [I− , I+] = −2Nˆσz, (2.67)
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and we have defined the atom cavity detuning ∆ = ωa − ωc. Direct application of
the unitary then leads to






sin Φ− σz(1− cos Φ)
)
, and, (2.71)
U †I+U = I+ cos Φ− σz
√
Nˆ sin Φ, (2.72)
with Φ = 2Λ
√
Nˆ . Combining both equations, we finally arrive at
U †hsysU = h0+I+
(










Nˆ sin Φ+ ∆2 (1−cos Φ)
)
. (2.73)






where λ = g∆ , such that the coefficient of I+ vanishes. Thus, the hamiltonian after
applying the unitary operation and using (2.74) is









Since the hamiltonian is now diagonal, the eigenstates are just the bare states
atom-cavity states. However, since the unitary amounts to a change in the frame,
to obtain the eigenstates of the Jaynes-Cummings hamiltonian in terms of the
“real” states of the atom and cavity, |±, n〉, we apply the unitary to the bare







 cos Φ2 sin Φ2




where Φ = 2Λ
√
Nˆ , and Eq. (2.74) is used. These are the usual eigenstates of the
Jaynes-Cummings model, as can be verified by the reader. Although the method
of deriving this well-known result is undoubtedly fairly complicated, it allows for
conveniently reading off the eigenstates of the system. It is also the first step in
making the dispersive approximation, as we show in the next subsection.
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2.4.2 Dispersive regime
As is evident in Eqs. (2.74) and (2.76), the main parameter which characterizes
the dynamics of the system after the unitary transform is a factor of the form,
Λ
√
Nˆ , and is related to physical system parameters through Eq. (2.74). Eq. (2.74)
is a non-linear equation relating Λ to λ, and is not useful on its own. However, in
the limit of small λ
√
Nˆ , i.e. when 2λ
√
















In this limit, equations (2.75) and (2.76) to first order in λ become,
hDsys ≈ h0 +
g2
∆ Nˆσz, and, (2.79)|+, n〉
|−, n〉
 ≈





This means that in the dispersive regime, the bare eigenstates of h0 very closely
resemble the new eigenstates, and thus characterizes a situation of weak atom-
cavity coupling.
Furthermore, if one is able to adiabatically “turn on” the interaction between
atom and cavity, the atomic state will adiabatically follow the eigenstates of the
new system with a suppression of energy exchange between atom and cavity by
a factor g∆ . This observation is used extensively in the readout of cavity fields in
the experiments of Serge Haroche [62, 63, 64].
2.4.3 Interaction with external baths
The above derivation of the dispersive Hamiltonian shows that one cannot directly
apply input-output theory to this Hamiltonian, this is because a unitary has been
done on the system, and so the system operators a and σ in this frame are not the
annihilation operators of the field and atomic excitation respectively. Thus, the
coupling to baths is not straightforward. Ref. [61] recognizes this fact, and has
expressions for the system operators (a and σ) in the dispersive picture. However,
it is not clear to the author if these expansions are applicable, since the expansions
assume small λ, and not λ
√
Nˆ which should be the case in the dispersive approxi-
mation. Furthermore, when one tries out this expansion, one is lead to non-linear
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terms with coefficient gλ2, and there is no clear indication if such terms can be
safely ignored.
Due to these reasons, we seek another route to the same goal. We first fall back
to the Jaynes-Cummings Hamiltonian as our system Hamiltonian, and assume
that the atom and the cavity field each individually couple to a bath. The full
hamiltonian being
htotal = hsys + hbathhint, (2.81)
hsys = ωca†a+ ωaσ†σ + g(a†σ + σ†a), (2.82)
hbath =
∫
dω ω(b†ωbω + r†ωrω), (2.83)
hint = i
∫
dω κ˜(ω)(b†ωa− bωa†) + Γ˜(r†ωσ − rωσ†). (2.84)
Using the formalism developed in Sec. 2.2, we can write the Heisenberg equations
of motion of the system operators in terms of the input bath fields. These are
∂ta = −(κ2 + iωc)a− igσ +
√
κbin, (2.85)
∂tσ = −(Γ2 + iωa)σ + igσza−
√
Γσzrin. (2.86)
Note that this system of equations are not closed, since we also need equations
of motions for the σza term. A quick check will show that if we would like to
solve these operator equations directly, we need an infinite set of equations. In the
Jaynes-Cummings model without external interactions, the infinite set of equations
can be avoided by identifying the total excitation number N = a†a + σ†σ and
C = ∆σ†σ + g(a†σ + σ†a) as constants of motion [6]. However, the open system
has no obvious constants of motion other than the total excitation number.
A drastic approximation
Instead of trying to directly solve this system for the general case, we try to attack
this problem in the dispersive regime as studied in Sec. 2.4.2. This approach is
largely motivated by the fact that we wish to use this system again in Chapter 4
for the preparation of a specific state.
We first assume that the atom is essentially only in the ground state throughout
the interaction. This can be weakly translated to the condition σz(t) ≈ −1 , ∀ t.
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Under the approximation σz ≈ −1 , Eqs. (2.85) and (2.86) simplify to
∂ta = −(κ2 + iωc)a− igσ +
√
κbin, (2.87)
∂tσ = −(Γ2 + iωa)σ − iga+
√
Γrin. (2.88)
This approximation also makes these equations linear, and they can be most simply






where the tilde once again represents functions in frequency space, we can write
immediately the matrix equationκ2 − i(ω − ωc) ig







This matrix equation can be solved by Cramer’s rule to obtain
a˜ = 1Det(ω)
(
















where Det(ω) is the determinant of the matrix in Eq. (2.90).
Self-consistency
The approximation σz ≈ −1 is a very drastic approximation, since it amounts to
replacing an operator with the identity. It also gives the relation
[σ, σ†] = −σz ≈ 1, (2.93)
i.e. the fermionic two-level system acts like a boson. These two reasons alone
should make the reader wonder why one can safely use such a drastic approxi-
mation to the system dynamics. The next subsection seeks to alleviate some of
these concerns. We will show that, under some reasonable conditions, the disper-
sive approximation is a necessary condition for the validity of this approximation,
thus implying that the bare atom-cavity states are approximate eigenstates of the
dynamics. Although this alone does not fully justify the replacing of the operator
σz with −1 , it certainly is comforting that it necessarily requires the dispersive
approximation for self-consistency, which is what we started out with.
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self-consistency, and should hold both in the time and frequency domains. This











Now, we state and proof the following claim:
Lemma 1. The conditions:









C2: The b bath coupled to the cavity mode is initially non-empty only at frequen-
cies close to the bare cavity frequency
C3: The atom-cavity detuning ∆ = ωc− ωa is much larger than the atomic tran-
sition linewidth Γ, i.e. ∆ Γ.
together with the self-consistency condition (2.94) for σz ≈ −1 , is equivalent to
the dispersive approximation.




























































Thus, the self-consistency of the approximation σz ≈ −1 is the dispersive approx-
imation, if the conditions C1 - C3 are simultaneously satisfied.
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Remarks on conditions C1-C3: Condition C1 is usually a good approxima-
tion for optical transitions, since the environment is usually in a thermal state
at a temperature usually around 300K, which has a very small occupancy in the
optical frequency range (this is intuitively obvious from normal daily life, as a dark
room is dark and not bursting with light.) The second condition C2 is an arbi-
trary restriction on the pumping frequencies, however, with the third conditions
it becomes more natural, since we are in effect trying to keep the atom from being
excited. Thus, cavity quanta and any pumping of the system should be far away
from the atomic resonance.
Remark on lemma 1: It must be noted that what we have just shown in
Lemma 1 is that the dispersive approximation is equivalent to conditions C1-C2
and Eq. (2.94), and thus a necessary condition for the approximation σz ≈ −1 to
be true. It is however, not sufficient to show that the approximation is valid.
2.4.4 Transformation of inputs
Using the approximation σz ≈ −1 , allowed us to write the matrix equation
Eq. (2.90). However, we could just as well write the equations relating the system
operators to the outputs instead, leading to−κ2 − i(ω − ωc) ig











(κ2 − iδc)(Γ2 + iδa)− g2 igκ
igΓ (κ2 + iδc)(
Γ





D(ω) = (κ2 + iδc)(
Γ
2 + iδa) + g
2, (2.101)
and we have also defined δa = ω − ωa and δc = ω − ωc. Thus, an input state of
the form
|ψ〉 = f(bin)|0〉 ⊗ g(rin)|0〉 (2.102)
transforms to the output state according to Eq. (2.100).
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2.4.5 Multiple field couplings
The previous section was for when the cavity field is coupled to a single bath.
However, this is an unrealistic assumption in experiments, since a cavity is made
of two independent mirrors, so there should be at least two baths representing
couplings to the individual mirrors. On top of this, we also include the possibility
of non-radiative mirror losses to better model experiments.
To treat the case of multiple field couplings to the cavity, we return to the
matrix solution (Eq. (2.100)). This solution is derived using
κ2 − iδc ig




−κ2 − iδc ig










κibi,in/out and κ =
∑
i κi. However, it still is not an equation for individual
inputs in terms of outputs. Notice that converting from input to output opera-
tors, we require the following replacements, √κibi,in → −√κibi,out and κi → −κi.



















−ki2 − iδc ig




−κ2 − iδc ig





where we have converted all inputs → outputs except the ith mode in the LHS of





−(ki2 + iδc)(Γ2 + iδa)− g2 igκi
igΓ (κ2 + iδc)(
Γ
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~vTin/out = (b1,in/out, b2,in/out . . . , bN,in/out), (2.110)







κ2, . . . ,
√
κN); (2.111)
the unitary matrix Uin→out defined as
Uin→out,ij = ti(ω) + δij(ri(ω)− ti(ω)), (2.112)

























BELL TEST - SCENARIO
As explained in the introduction, we seek another route to the closure of the
loopholes in Bell tests. We first note that atomic, ionic and solid state systems
can be detected with high efficiencies, but are in essence stationary. Photons
on the other hand are small packets of energy which usually only perturb the
medium in which it travels slightly, thus making them hard to detect. But at the
same time, able to travel large distances with relatively low loss. One could then
imagine entangling a propagation light field with one of these stationary systems
and performing a bell state on the resultant atom-photon state. The propagating
light field would then help to close the locality loophole, and the efficient detection
on the stationary system would help to close the detection loophole.
To perform the Bell test, we use the CHSH inequality:
B = ∑
i,j∈{0,1}
(−1)i·j 〈AiBj〉 ≤ 2, (3.1)
where Ai and Bj are local measurement operators that each party Alice and Bob
can perform on the state. The violation of this inequality in an experiment without
any loopholes would then imply that nature does not satisfy both locality and
realism simultaneously. This inequality is a two party inequality, with each party
having two measurements and each measurement having two outcomes. We use
the CHSH inequality as an example, to illustrate that atom-photon states are
indeed viable candidates to be used in bell tests. In principle however, one could
try other inequalities for such a system, since the photon dimension is infinite.
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3.1 Atomic measurements
As may be well known to the reader, the violation of the Bell’s inequalities is highly
dependent not only on the quantum state measured, but also on the measurements
done on the state. Thus, we first describe the set of measurements we would like
to perform on the state before going into the details of the state.
We assume that the stationary system can be well approximated by a two-level
system. In this case, measurements on this system can be described by vectors on
the bloch sphere of the form
A0 = sin γσx + cos γσz, and, (3.2)
A1 = sin γσx − cos γσz, (3.3)
where σx and σz are the usual pauli matrices; we further make the simplification
that these measurements are restricted to the x − z plane of the bloch sphere,
and are simply parametrized by a single γ angle. This vastly simplifies the search
space of possible measurements.
3.2 Photonic measurements
To measure the photonic degrees of freedom, we take inspiration from [65] and
first consider photocounting and homodyne measurements. The photocounting
measurement is done simply by letting the propagating light impinge on a photon-
number resolving detector, while the homodyne measurement is done by combing
the signal with a strong local oscillator on a beam splitter, and measuring the
difference in intensity signals on both beam splitter outputs. Because of the in-
tense local oscillator, the homodyne measurement can be made highly efficient
even though the underlying photodetectors are not as efficient [66]. The efficiency
of the photocounting measurement however, is the photodetector efficiency. The
efficiency of commercially available, photon-number resolving, Si avalanche detec-
tors are on the order of 30% for optical frequencies1. Although highly efficient
detectors are available [67, 68], these work on the physical process of detecting
a superconducting phase transition, and require that the detector be tempera-
ture stabilized at cryogenic temperatures, thus making such detectors difficult to
implement experimentally.
1See for instance, Thor labs SPCM20A/M and SPCM50A/M.
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However, both of these photonic measurements have infinite outcomes and
require dichotomization of the outcomes to be suitable for use in the CHSH in-
equality. The homodyne measurement produces an outcome on the real line, the
dichotomization is then taken as partitioning the real line into bins. We choose a
symmetric binning such that the +1 outcome is when the measurement is ∈ [−b, b],





dx |xθ〉〈xθ| − 1 , (3.4)
where |xθ〉 is the eigenstate of the operator xθ = ae−iθ+a†eiθ√2 . Usually, the most
inefficient photonic measurement is the photocounting measurement. We thus
choose the measurement operator to output +1 when nothing is detected, and −1
otherwise. As we will show in a later section, this choice does help in the detection
efficiency problem. The measurement operator can then be written as
Bcounting = 2|0〉〈0| − 1 , (3.5)
where |0〉 denotes the vacuum state of the field.
3.3 The state
With the atomic measurements (3.2, 3.3) and photonic measurements (3.4, 3.5),
it has been shown previously in [58, 69], that there exists a state of the form
|Φ〉 = cos ν|g, 0〉+ sin ν|e,Ξ〉, (3.6)
which achieves the maximum quantum CHSH value of 2
√
2. The states |g〉 and |e〉
represent the two energy levels of a two-level system; |0〉 represents the vacuum
state of the electromagnetic field and |Ξ〉 is another state of the field whose exact
form is unimportant in the following discussion. The same authors also prove that
the state which maximizes the CHSH inequality unfeasible, since the total photon
number of |Ξ〉 diverges. They then proceeded to approximate the photonic part
with a cat state, since the fock state representation of |Ξ〉 consisted of either even
or odd photon numbers. However, propagating cat states are non-trivial states of
the electromagnetic field and are not easy to produce experimentally. We instead
consider the state
|ψ〉 = cos ν|g, 0〉+ sin ν|e, α〉, (3.7)








is a coherent state with amplitude α. We now proceed to compute the CHSH
value using the state (3.7) and the measurements (3.2,3.3, 3.4 and 3.5)
3.4 Optimization methodology
With the above constraints, we now show a semi-analytical optimization proce-
dure which not only simplifies numerical optimizations but also allows us derive
a surprising theorem. The semi-analytical procedure we use is just the sequential
maximization of the function B over the measurement parameters.
We first notice that the structure of the atomic measurements (3.2) and (3.3)
allows one to optimize directly over the measurement angle γ. To see this, we
substitute equations (3.2) and (3.3), and rewrite Eq. (3.1) as
B = 〈(A0 + A1)B1 + (A0 − A1)B0〉 (3.9)
= 2 cos γ 〈σzB1〉+ 2 sin γ 〈σxB0〉 , (3.10)
where B0 and B1 are either the homodyne measurement (3.4) or photocounting











where the subscript denotes the variable which has been optimized over, and we













c2 = Tr(|0〉〈0|B1), (3.13)




(2c1 cos ν sin ν)2 + (c2 cos2 ν − c3 sin2 ν)2. (3.15)




A sin4 ν +B sin2 ν + c22, (3.16)
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where A = (c2 + c3)2 − 4c21 and B = 4c21 − 2c2(c2 + c3). This function has at most
3 extrema, is symmetric about sin ν = 0, and has Bγ = 2|c2| ≤ 2 for sin ν = 0,
and Bγ = 2|c3| ≤ 2 for sin ν = 1. With these conditions, we can write down the
following claim:
Claim. The necessary condition for Bγ > 2 is for the function Bγ to have two
maxima between sin ν ∈ (−1, 1).




where f = A sin4 ν + B sin2 ν + c22. Writing Eq. (3.16) in this form makes it clear
















Figure 3.1: The above plots show the possible plots of the function f given
f(sin ν = 0) = |c2|, and f(sin ν = ±1) = |c3|. The left graph shows the case
when |c2| > |c3| and the right graph is when |c2| < |c3|. As is evident from these
graphs, the only possible case for f ≥ 1 is when f and consequently Bγ has 2
maxima in sin ν ∈ [−1, 1]. Note that in both graphs we have let the larger of |c2|
and |c3| be 1. This is not necessarily the case, and depends on the specific mea-
surements used. Thus, the condition of 2 maxima is a necessary but insufficient
condition for Bγ > 2.
than 1. Plotting f as a function of sin ν in Fig. 3.1 shows that the only type of
curve which has f > c2, c3 is the one with 2 maxima, thus proving claim (3.4).
Simple differentiation shows that the extrema satisfy the condition
(2A sin2 ν +B) sin ν = 0. (3.18)
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Thus, the conditions for (3.16) to have two maxima are
0 < B−2A < 1 and, (3.19)
A < 0. (3.20)
Rewriting the above in terms of c1, c2 and c3 gives,
C1: c3(c2 + c3) < 2c21
C2: c2(c2 + c3) < 2c21
as the necessary conditions for B > 2. From Fig. 3.1, it is evident that if either
c2 = 1 or c3 = 1, and both conditions (C1) and (C2) are satisfied, we have
immediately B > 2.
If both conditions (C1) and (C2) are met, the maximum B achievable is given
by
Bν,γ = 2
√√√√ [2c21 − c2(c2 + c3)]2
4c21 − (c2 + c3)2
+ c22. (3.21)
Notice that we have yet to specify the operators B0 and B1, and so the above argu-
ment is applicable to any choice of these operators. We will consider two cases; one
of these operators is a photocounting measurement and the other is a homodyne
measurement, and when both measurements are homodyne measurements.
3.5 One photocounting measurement
In this section, we consider the case where one of the measurements performed
on the light state is photocounting. In this case, we note that choosing B1 to be
the photocounting measurement operator given by Eq. (3.5) immediately gives us
c2 = 1. Then, satisfying both conditions (C1) and (C2) is sufficient to show a
violation of the CHSH inequality.
In the Bell test scenario we consider, we assume that the light field suffers from
losses due to imperfect intensity transmission, Tline. Next, to study the effect of
inefficient photocounting, we assume the atomic detection (A0,A1) and homodyne
detection (B0) have perfect detection efficiency, and that photocounting (B1) has
efficiency η. Although this is not a realistic assumption in practice, the high
efficiencies of atomic and homodyne measurements would imply that the main
detection efficiency problem will come from the photocounting measurement.





η. Since the transmission loss is symmetric, the state
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just before the detection event is





where |〉env represents the part of the state which is loss to the environment. Trac-
ing out the environment, we arrive at
ρ = V |ψ′〉〈ψ′|+ (1− V )σ, (3.23)
where
|ψ′〉 = cos ν|g, 0〉+ sin ν|s,√Tlineα〉, (3.24)








































2 − 1.. (3.29)
The form of c1 is derived using the convention that, xˆ = a+a
†√
2 (see appendix A.1
for details of the derivation). It should further be noted that we have used α
completely imaginary in Eq. (3.27). The intuition for this comes from the form
of B0, which is a measurement of the X quadrature, and the form of c1, which is
the trace of B0 and the “off-diagonal” terms |0〉〈α| + |α〉〈0|. Drawing the phase
space distributions of |0〉 and |α〉 would then show that using iα ∈ R must give
the largest overlap of the projections of the distributions onto the X quadrature.
This also implies that the absolute phase of α is not important, but as long as the
relative phases between the quadrature measurement and α is pi2 , the c1 term will
be maximized. To satisfy conditions (C1) and (C2), we need to maximize c21. This
can be done by looking for the maximum of (3.27) over the binning parameter,
b. Taking the partial derivative of Eq. (3.27) with respect to b and setting the
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Tline|α|) = 0. (3.31)
Eq. (3.31) has an infinite number of solutions, and in principle one can go through
the route of finding the second derivatives to find the maxima of this function.







shows that the integral as a function of b must first increase from 0 with b, and




Tline|α|) around its b → ∞ value,
since the integral is essentially adding up the positive and negative contributions
of the integrand.
Then, the maximum value of the integral must occur for the first zero of
Eq. (3.31) which can be shown to occur when b = pi2√2|α| . The functions (3.27-3.29)
then become too cumbersome to deal with analytically, and further optimization
over α is done numerically. The results are shown in figure 3.2. The maximum
CHSH violation is 2.324, for |α| = 2.1. For a line transmission of 52.2%, and
perfect detector efficiency, this scheme still achieves a violation of the CHSH in-
equality. From Fig. 3.2, one see that the numerical optimizations curiously allows
violation for small η when the line transmission is almost perfect. We next show
that this is not a numerical artifact, and that it is always possible to achieve a
violation for perfect line transmission, regardless of the detector efficiency.
Theorem 1. If Tline = 1, we have
B > 2, (3.33)
irrespective of the value of η.
Proof. We first note that since c2 = 1, the only condition we need to satisfy to
show that B > 2 is condition (C2). This can been seen since
c3 ≤ 1 = c2, (3.34)
=⇒ c3(c2 + c3) ≤ c2(c2 + c3), (3.35)
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Figure 3.2: Contour plot of B vs the line transmission and the photocounting
efficiency. The maximum CHSH violation is 2.324 for |α| = 2.1.

















2 − 1. (3.37)





















where we have used b = pi2√2|α| → 0 for |α| → ∞, and the approximation that in










where we have made the approximation that for |α|  1, e− |α|
2
2 ≈ 0. Since the left
hand side of the inequality is exponentially decreasing in |α|, and the right hand
side is decreasing as 1|α| , for any η, ∃ some |α|  1 such that condition (C2) holds.
Thus, since c2 = 1, for Tline = 1 and any η, there exists some |α|, γ and ν, which
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gives B > 2.
One interesting remark is that in the limit of |α| → ∞, the state (3.7) resembles
a maximally entangled Bell state, since in this same limit, the states |0〉 and |α〉
are approximately orthogonal.
3.6 Two homodyne measurements
Theorem 1 shows that for any η, there exists a α which can violate the CHSH
inequality. This naturally leads one to wonder if its possible to violate the CHSH
inequality using two homodyne measurements. Moreover, the setup we have been
considering is a highly asymmetric measurement setup, where the light field is
subject to either photodetection or homodyne measurement. We thus ask if we can
perform the Bell test in a symmetric manner, using two homodyne measurements
on the photonic side, eliminating the need to consider inefficient photocounting.
3.6.1 Perfect atomic measurements
In the case of two homodyne measurements and perfect atomic measurements, the
optimization is straightforward. We first redefine the measurement operators on









dp |p〉〈p| − 1 , (3.42)
and consider only α imaginary as in Sec. 3.4. This form of the B1 measurement
operator and binning is arbitrary, and we do not claim that it is optimal. The intu-
ition for using this form of the B1 measurement comes from the form of Eq. (3.5).
This photocounting operator perfectly discriminates the state |0〉, and partially
discriminates |α〉. We thus choose Eq. (3.42) to measure the P quadrature to
discriminate the states |0〉 and |α〉, and choose a binning based on this intuition.
This choice of the B1 operator is also particularly convenient, since the sym-
metric nature of the limits of the integral gives immediately c2 = −c3. Then, B
after optimization over γ is
Bγ = 2
√
c21 sin2(2ν) + c22, (3.43)
Chapter 3. Bell test - Scenario 36
which is trivially maximized by sin2(2ν) = 1 and b = pi2√2|α| . Thus
Bν,γ = 2
√
c21 + c22, (3.44)





Differentiation of Eq. (3.44) over |α| is possible, and the resulting equation for |α|
is easy to write down. However, it is not possible to solve for the value of |α| which
maximizes Bν,γ analytically. Thus, we directly optimize Eq. (3.44) numerically over
|α|. We then plot Bν,γ,|α| vs Tline in Fig. 3.3. It shows that the largest violation
attainable is 2.29, and the minimum required transmission which still yields a
violation to be Tline = 0.678. This measurement protocol can be directly compared
to the one presented in Ref. [59], and one can see that there is both an improvement
on the maximum violation and the minimum transmission (2.26 and 78%). One
important remark is that in this measurement scenario, we no longer need to
produce the state (3.7) exactly, and a state of the form
|ψ〉 = cos ν|s, 0 + β〉+ sin ν|g, α + β〉 (3.46)
for any complex β is also a possible candidate, since this corresponds to an appro-
priate shift in the binnings. However, the two coherent states need to be in the
same mode for the results to be applicable. This will be relevant in Sec. 4.
The discussions above has assumed that atomic detection can be done with
near unit efficiency. However, the drawback of having high detection efficiencies in
the atomic detection usually necessitates long detection times. Although schemes
exists to implement fast and efficient atomic detection [70], such techniques might
not always be an option. In the next subsection, we treat the problem of ineffi-
cient atomic detection, and show that it quickly degrades the achievable CHSH
violation.
3.6.2 Inefficient atomic detection
To treat inefficient atomic detection, one assumes that with probability ηa, we
measure the state ρ given by Eq. (3.23), and with probability 1− ηa, we measure
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Figure 3.3: B vs Transmission diagram. This figure shows that the maximum
CHSH violation is 2.29, and the minimum transmission required for the violation
of the CHSH inequality is Tline = 0.678. B is computed by numerically optimizing
Eq. (3.44) over |α|.
only the partial state of the photon i.e.
B = Tr
[(





ρloss = ηaρ+ (1− ηa)1 atom ⊗ Tratom(ρ), (3.48)
where in Eq. (3.48) Tratom denotes the partial trace of the state over the atomic






c21 sin2(2ν) + c22 + (1− ηa)c2 cos(2ν)
)
, (3.49)
where c1 and c2 are once again given by Eqs. (3.27) and (3.45). The optimization
over the angle ν can once again be done analytically, and the resulting expression
numerically optimized over α. Fig. 3.4 summarizes the results of the final opti-
mization. It shows that the atomic detection efficiency must at least be above
ηa = 0.817 to observe any CHSH violation, since it is the atomic detection effi-
ciency for perfect line transmission. This result is not ideal, as a simple calculation
would show that it does not reach the Eberhard bound, ηTline = 2/3 [71]. Next,
we show a possible scheme to circumvent inefficient atomic detection.
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Figure 3.4: Contour plot of B vs the line transmission and the atomic detection
efficiency. It shows that the minimum atomic detection efficiency is 0.817 for
perfect line transmission.
3.7 Atomic system as a state preparator
A possible way to avoid the problem of inefficient atomic detection is to use the
atomic system as a state preparator to produce entangled coherent states [72].
One could then imagine performing Bell tests on these states [73, 74].
3.7.1 Coherent state superpositions
Consider the system prepared in the state (3.7). If the atom is measured in the
1√
2(|s〉 ± |g〉) basis, and post-selected on the 1√2(|s〉 ± |g〉) outcome, the resultant
photonic state after a suitable displacement operation is,
N(α)(cos ν|−α〉 ± sin ν|α〉), (3.50)
where N(α) is a normalization factor, dependent on α. This state is known as a
coherent state superposition (or Schrödinger’s cat state) [72], and has been well
studied in the literature, with much experimental progress in creating these states
[75, 76, 77, 78]. However, producing such states with values of |α| ≥ 1.5 has proven
to be a big experimental hurdle. Our state production protocol thus provides an
alternative route to achieving such states with a larger |α|. Notice that with
the postselection of the atomic measurement, we do not loose the state due to
inefficient atomic detection. Furthermore, for a state of the form of Eq. (3.23), the
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post selection on the ± result creates the state
ρphoton,± = V |ψ˜±〉〈ψ˜±|+ (1− V )σ±, (3.51)
|ψ˜±〉 = N(α)
(





cos2 ν|0〉〈0|+ sin2 ν|α˜〉〈α˜|
]
. (3.53)
Thus, losses of the state due to transmission or production imperfections are triv-
ially carried forward by this postselection.
3.7.2 Splitting the cat
One interesting thing about this state is that, by sending the state (3.50) to a
50/50 beamsplitter, one can create entangled coherent states of the form
N(α)(cos ν|− α√2 ,− α√2〉+ sin ν| α√2 , α√2〉), (3.54)
which is reminiscent of the Bell states with polarization entanglement [79]. It is
also worth noting, that such a route to producing a coherent state superposition
with the help of atoms is not new, and a similar proposal has been previously
studied in [80].
Notice that this operation of splitting the state (3.50) using a single beamsplit-
ter can, in principle, be repeated ad infinitum, leading one to envision the case of
n beamsplitters as in Fig. 3.5. Denoting the transmittivity and reflectivity of the
Figure 3.5: The above setup of n beamsplitters creates a path-entangled, n-partite
state |Ψoutput〉.
ith beamsplitter as ti and ri, with t2i +r2i = 1, we write the state |Ψoutput〉 produced
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at the output given the input state (3.50), as
|Ψoutput〉 = N(α)(cos ν|−f1α,−f2α, . . . − fNα〉
+ sin ν|f1α, f2α, . . . fNα〉), (3.55)
where we have used the shorthand fk = rkΠk−1i=1 ti. If one desires to create a state
with equal output amplitudes, the condition fk = fk−1 must be satisfied. Some
simple algebra then shows that to create a state with equal amplitudes in each
mode requires that the transmittivity of the kth and k − 1th beamsplitters satisfy
t2k = 2− 1t2
k−1
, thus producing a state of the form
|Ψ〉 = N(α)(cos ν|−α˜,−α˜ . . . − α˜〉+ sin ν|α˜, α˜ . . . α˜〉). (3.56)
Such a multipartite entangled state could be used to test Bell inequalities for
multiple parties, which may yield interesting findings.
3.7.3 Testing the entangled coherent states
In appendix A, we detail our methodology for the testing of states of the form
Eq. (3.54). We show that for the states and measurements considered, no violation
of the CHSH inequality was found.
3.7.4 Other inequalities
The CHSH inequality represents a very restricted class of Bell inequalities, and
is not overly suited to the problem at hand, since we have an entangled system
which in principle, is an infinite dimensional system. The use of the CHSH in-
equality, which is a discrete outcome inequality, thus necessarily requires that we
dichotomize the outcomes regardless of the physical measurement performed and
can be regarded as somewhat inelegant to a theorist.
One possible extension would then, be to test other Bell inequalities which
may be more suited to this state. In Appendix A.3, we test one particular Bell
inequality found in Ref. [81]. It seemed suitable, due to its allowance for continuous
outcomes. However, the result of the numerical search found that it is not possible
to violate this inequality for the class of states we considered.
CHAPTER 4
BELL TEST - STATE PREPARATION
In this chapter, we detail our methodology for state production. Our state pro-
duction setup, first thought of by one of our collaborators Marcelo Santos, and
refined by us, is inspired by the dispersive measurements in cavity and circuit QED
setups. We first describe the dispersive measurement of atoms, showing how such
a non-demolition measurement of the atomic state can be performed. Then, we
describe how the ideas of this measurement directly allows one to create a state
of the form Eq. (3.7).
4.1 Intuition from the dispersive measurements
of the atom-cavity system
We first start by describing the dispersive measurement of an atomic state. From
Sec. 2.4.2, we can write the eigenstates of the Jaynes-Cummings hamiltonian in
the dispersive approximation as|+, n〉
|−, n〉
 ≈





where g is the coupling constant between the cavity mode and the |e〉 − |g〉 tran-
sition and ∆ = ωa − ωc is the detuning between the cavity mode and the atomic
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The energy of these eigenstates are
E+,n ≈ ~(ωc − g
2
∆ )n+ 0, and (4.2)
E−,n ≈ ~(ωc + g
2
∆ )(n− 1) + ~(ωa +
g2
∆ ). (4.3)
Writing the eigenstates and energies of these eigenstates in this way allows the
following observations: Firstly, the dispersive approximation essentially states that
the atom-cavity system is not strongly coupled, and the eigenstates of the system
are approximately the “bare” states of the atom and cavity. Next, looking only
at the frequency of the cavity mode shows that the frequency of the cavity mode
is shifted positively or negatively depending on the state of the atom! Also, the
cavity field would shift the energy levels of the atom.
This latter point has been used to produce amazing experimental results in
the work of Serge Haroche in Paris [62, 63, 64]. However, these works used atoms
to probe a cavity field by traversing atoms across the cavity. Since propagation
distances required for atoms make such techniques unfeasible for use in Bell tests.
A simple calculation shows that for a measurement time of 1µs, a minimum prop-
agation distance of about 300m is required. Moving an atom at the speed of sound
would mean keeping the entire interaction coherent for up at 1s. This makes it
useless for a loophole-free Bell test.
However, the same dispersive approximation of the atom-cavity system also
allows one to infer the state of the atom by measuring transmission of photons
through the cavity. This is done routinely in Circuit QED setups [82, 83], where
the two-level system is built from Josephson junctions. The basic idea here is
that due to the shift in the frequency of the cavity mode, pumping a cavity at a
particular sharp frequency would reveal a shift in the transmission from the cavity
due to the state of the atom. This shift in the transmission of the cavity is utilized
to infer the state of the two-level system. Then, the two-level system is left in the
cavity, and the light exits the cavity and is free to propagate. It is this effect that
we use in the next section.
4.2 State production formalism
As mentioned in the last section, we seek to use the ideas of the dispersive mea-
surements of two level systems to create the desired atom-photon entangled state.
We consider the dispersive interaction of a cavity mode with a three-level atom.
The energy level diagram of the atom is shown in Fig. 4.1.








Figure 4.1: Atomic level diagram showing the relations of the |e〉, |g〉 and |s〉 energy
levels. The atomic |g〉 − |e〉 transition is coupled to the cavity mode, while the
atomic |s〉 state is assumed to be uncoupled to the cavity. ωc is the frequency of
the cavity mode, and ∆ = ωc − ωa the detuning between the cavity field and the
|g〉 − |e〉 transition.
The atom is assumed to have two metastable states |g〉 and |s〉, and one excited
|e〉 state. The atomic |g〉 − |e〉 transition is coupled to the cavity mode with
frequency ωc, while the atomic |s〉 state is assumed to be decoupled from the cavity.
The use of the third level is used to reduce decoherence from atomic spontaneous
emission from the |e〉 state if we were to directly use a two-level atom. Then,
the atom can be prepared in a superposition of |s〉 and |g〉 before the start of the
interaction with a pump field.





Figure 4.2: An input field is incident on the atom-cavity system. This causes
some reflection and some transmission of the cavity field. We assume that the
mirror on the right has a lower reflectivity than the mirror on the left, such that
the field predominantly leaves the cavity to the right. The final beam splitter
performs a displacement operation which creates the required propagating vacuum
and coherent state as in Eq. (3.7).
incident on the atom cavity system, with the energies and frequencies arranged
as in Fig. 4.1, one can create a state where the light field escapes the system
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predominantly through only one cavity mirror. The need of both the asymmetric
cavity and the displacement operation after the field has left the cavity are not a
priori obvious, and will be detailed below.
We first give an intuitive description of the interaction. Then, using this de-
scription as a guide, we write down the full description of the setup using input-
output theory.
4.2.1 Intuitive description
We consider transmission of a coherent pump beam through a cavity containing the
atom. Since we assumed that the |e〉− |g〉 transition is dispersively coupled to the
cavity mode, we can approximate the atom as a state dependent refractive index,
such that the optical length and hence the resonance frequency of the cavity is
dependent on the atomic state. So if the atom is in the |s〉 state, the transmission
profile is centered around ωc, and if the atom is in the |g〉 state, it is centered



















Figure 4.3: Approximate transmission profiles of the atom-cavity system in the
dispersive regime can approximately described by Lorenztian profiles, shifted de-
pending on the atomic state.
This dependence allows the following intuitive description of the transmission
of a pump beam through the cavity:
|αL〉in|g〉|0〉trans → |rgαL〉refl|g〉|tgαL〉trans, (4.4)
|αL〉in|s〉|0〉trans → |rsαL〉refl|s〉|tsαL〉trans, (4.5)
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where |αL〉 is a coherent pump field, and ri and ti are state dependent reflection
and transmission coefficients.
Due to linearity, any superposition of |g〉 and |s〉 will then transform according
to the above set of equations. The state of the transmitted field and atom after
this interaction is then obtained by tracing out the reflected field. The Bell test
can then be done on the atomic state in the |g〉−|s〉 subspace, and the transmitted
field.
4.2.2 The need to displace the field
Fig. 4.3 shows that if we were to pump the cavity highly off resonance, it could be
possible to approximately create a state of the form Eq. (3.7). In this subsection,
we show that it is not optimal to directly produce the state using only the atom-
cavity system. This can be seen from the following simple argument. The two
Lorenztian profiles in Fig. 4.3 have peaks which are g2∆ apart, and each have a
linewidth on the order of κ. From the properties of these transmission profiles, we
observe the following problems:
• If we wish to have each line spectroscopically well-resolved with respect to
the input field, we require the input field to have γL (bandwidth of the input
field) much smaller that κ (decay rate of the cavity).
– This implies that the length of the input pulse will be very much longer
than the cavity decay rate, making the required propagation distance
to close the locality loophole and thus the transmission losses large.
• If we wish to have smaller propagation distances, we want γL ≈ κ for a given
cavity setup, since the outgoing pulse length will be inversely proportional to
the larger of the two bandwidths. In that case, we need the difference in the







– Since the dispersive approximation requires g/∆  1, Eq. (4.6) gives
g/κ  1. Since optical cavities have g/κ on the order of 10 or below,
this condition makes optical cavities (and thus the possibility of low-loss
transmission in optical fibres) unusable in this setting.
The above argument, although conceptually appealing, is only qualitative. To
further convince ourselves of the need to use a displacement, we next perform a
short feasibility check of just using an atom-cavity system to produce the state.
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Approximating transmission through a cavity
Let us consider the following situation. A laser of some central frequency ωL
and some linewidth γL impinges on a cavity (may or may not be empty) of some
frequency ωcav and linewidth κ.
Since we would like to perform only a feasibility study, we assume the laser
has a Lorentzian spectrum of the form:
Llaser(ω) ∝ 1(ω−ωL
γL
)2 + 1 . (4.7)
We also further assume that the dispersive approximation gives nothing but a
Lorenztian spectrum with linewidth κ, and central frequency ωcav = ωc or,ωc− g2∆ .
The transmission of the laser passing through the cavity is then given by the






























is the harmonic mean of the two linewidths, and δL = ωL−ωcav






We would like to compare 2 quantities, the transmission when the cavity is empty,
i.e. ωcav = ωc and the transmission when the cavity is shifted by a dispersive
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To create a state of the form of Eq. (3.7) only with a atom-cavity system, we need
tshifted
tempty
:= N  1. (4.13)
We first eliminate the variable δL, since we are free to control the frequency of the
laser. Eq. (4.11) then becomes
δL





where we choose the negative sign so we can assume ∆ > 0. Now, we choose a
few parameters for numerical computation:
1. We assume the laser linewidth is much more narrow than cavity, so we set,
γ = 110κ.
2. The dispersive limit is satisfied, so that we set g∆ = 0.1.












Notice that given some N and tshifted, the above equation has 2 roots of gκ , both
+ve (For N > 1). Since we are looking for the cavity parameters (g/κ) which is
able to produce the desired state, we ignore the larger root, and plot the contour
lines of N vs tshifted given some g/κ, such that they satisfy Eq. (4.15) in Fig. 4.4.
Fig. 4.4 shows that to be in a regime where we can approximate the state (3.7),
we need to have g/κ ∼ 50. Furthermore, since the length of the outgoing pulse in
time is basically limited by the cavity decay rate, we would like κ large for smaller
transmission losses (since a longer measurement time implies a longer propagation
distance and thus larger transmission losses). Since we need g/κ large to produced
the desired state, and we want κ large to reduce transmission distance, we need g
to be substantial. We note that current optical cavities have g/κ less than 10 [84,
85], which from Fig. 4.4 implies that they are not suitable. Although microwave
cavities can reach g/κ ∼ 100, long-distance low-loss microwave propagation is not
viable, and thermal effects become more prominent at microwave frequencies.
Thus, we cannot hope to reach the desired regime just with an atom-cavity
system alone. In the next section, we investigate the possibility of an imperfect
state preparation on the Bell test, and show that as expected, these effects are
extremely detrimental to the achievable CHSH violation.
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Figure 4.4: Plots of the values of N and tshifted for a given g/κ, which satisfy
Eq. (4.15). The plot shows that the cavity needs to have a large g/κ to have a
large N and small tshifted, which is the desired situation to approximate a state of
the form Eq. (3.7).
Imperfect state preparation
In this section, we assume that the previous section prepares a state of the form
|ψim〉 = cos ν|s, ts p〉+ sin ν|g, tg p〉, (4.16)
and we perform a Bell test on this state. This form ignores decoherence due to
reflection of the pump beam, but is useful to check for the feasibility of using this
state to perform the Bell test. One thing to note is that this difference is only
meaningful in the scenario with photocounting and homodyning, since the effect of
this difference from zero in the double homodyne scenario can be compensated by
suitable choice of binning. Note that we are assuming that both coherent states
|tsp〉 and |tgp〉 have the same spectrum, which is not the case in a real setup,
and there will be additional decoherence effects due to the slight difference in the
modes of the coherent states. We now test the scenario with




dx |x〉〈x| − 1 , (4.18)
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where χ in the integration limits is suitable change in the binning such that it








c2 = Tr(|s〉〈s|B1), (4.20)




(2c1 cos ν sin ν)2 + (c2 cos2 ν − c3 sin2 ν)2, (4.22)
with s = tsp, g = tgp and |α| = |g − s|. This is exactly the same form as
in Sec. 3.4, and thus we again have the same necessary conditions for violation.
We now choose a small value of ts = 0.01, and for each g/κ ∈ [1, 300], we first
solve for N according to Eq. (4.15) and maximize Eq. (4.22) over p. This gives a
maximum of B = 2.02. Note that in this test, we did not consider decoherence
due to reflection of the pump field. Thus, we expect the actual properly treated
case to have B < 2.02.
The previous subsections clearly shows that directly using the atom-cavity
system to create the state to perform the Bell test is not possible. However, as
was pointed out in Ref. [86], we can combine the outgoing field with another field
as in Fig. 4.2, effectively performing a displacement operation on the outgoing
field. This is the approach we follow. We next give a brief description of the more
complete theory for this setup.
4.2.3 Results from input-output theory
We use input-output theory to model this interaction. Following the procedures
in [53] and [55], we assume that the single mode cavity field is coupled to multiple
independent harmonic oscillator baths describing not only cavity transmission, but
also non-radiative mirror losses. The atomic |g〉−|e〉 transition is treated as being
coupled to the cavity mode and another independent bath of harmonic oscillators
to model spontaneous emission; the atomic |s〉 state is assumed to be uncoupled
to the rest of the dynamics. The full details of this model, including a discussion
of the approximations made in the model can be found in Sec. 2.4, and we only
quote the results relevant to the present situation.
When the atom is in the |s〉 state, we have
bin(ω) = rs(ω)bout(ω) + ts(ω)cout(ω) + ls(ω)Lout(ω), (4.23)




















When the atom is in the |g〉 state,
bin(ω) = rg(ω)bout(ω) + tg(ω)cout(ω)


























2 + iδc) + g2
, (4.30)
where χ ∈ {t, l}, and all the results above are in the frequency domain. The a, b, c,
L and E modes are the cavity, left (input/reflected), right (transmitted), loss (in
both mirrors) and environment (spontaneous emission loss) modes respectively.
The coupling rates of the cavity field to the left, right and non-radiative baths are
respectively, κb,κc, and κL; Γ is the spontaneous emission rate of the atom, and
δc/a = ωL−ωc/a. Eqs. (4.23) and (4.27) can be written in the slightly more concise
form:
bin(ω) = r˜(ω)bout(ω) + t˜(ω)cout(ω)
+ l˜(ω)Lout(ω) + n˜(ω)Eout(ω), (4.31)
where the transformation coefficients are given by
χ˜ = χs|s〉〈s|+ χg|g〉〈g|, χ ∈ {r, t, l, n} (4.32)
ns(ω) = 0. (4.33)
One should notice that Eq. (4.31) is a linear equation transforming inputs to out-
puts. This implies that if the input pump field is in a coherent state, all output
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modes would be coherent states as well. This point can be seen from the following
calculation. Assume that the input pump field is in a coherent state with spectrum










where the curly brackets on αL denote the continuous frequency nature of the state,
and the spectrum is normalized such that
∫∞
0 dω |sL(ω)|2 = 1 and the coherent
state amplitude is αL. Upon inserting Eq. (4.31), the output state after the field
has left the cavity is







+ l˜∗(ω)L†out(ω) + n˜∗(ω)E†out(ω)} − h.c.
)]
|0〉 ⊗ |Φ〉atom. (4.35)
Since the baths are assumed to be independent, this implies that not only do
the operators bout, cout, Lout and Eout commute, but also [xout, y†out] = 0, where
x, y ∈ {bout, cout, Lout, Eout} and x 6= y. Taking the example of |Φ〉atom = |g〉, we
can rewrite Eq. (4.35) as
|{αL}〉 ⊗ |g〉 → |{rgαL}〉refl ⊗ |{tgαL}〉trans ⊗ |{lgαL}〉loss ⊗ |{ngαL}〉emiss ⊗ |g〉,
(4.36)
where the initial pump coherent state becomes coherent states in the other modes,
with different spectra and amplitudes. A quick consistency check shows that
|r˜|2 + |t˜|2 + |l˜|2 + |n˜|2 = 1 , (4.37)
as expected. These equations show that as in beamsplitters, pure coherent states
are mapped to pure coherent states, which justifies the intuitive equations (4.4)
and (4.5). Then, the state production protocol would be to first prepare the atom
in a suitable superposition of |g〉 and |s〉, cos ν|s〉 + sin νeiφ|g〉 then pump the
cavity with a coherent pump field |{αL}〉, and lastly, to perform a displacement
operation on the outgoing field. The state after this interaction is
|Ψ〉 = cos ν|s, 0〉 ⊗ |{rsαL}〉refl ⊗ |{lsαL}〉loss|0〉emiss| 1rBS{tsαL}〉BS




where the states with |{} − {}〉BS stand for the displacement of coherent states
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with different spectra (and thus are in different modes), and the subscript refers
to the port of the beamsplitter which is not detected. We have assumed that the
displacement of the transmitted field is done with a large coherent state |{β}〉, in




This is a necessary requirement to achieve the vacuum state in one of the super-
position states. Since only the atom and the outgoing field are detected, we trace
away all other modes and obtain the final atom-light state
ρ = V |ψf〉〈ψf |+ (1− V )σ, (4.40)
with
|ψf〉 = cos ν|s, 0〉+ sin νei(φ+θ)|g, {α}〉, (4.41)
σ = cos2 ν|s, 0〉〈s, 0|+ sin2 ν|g, {α}〉〈g, {α}|, (4.42)









F = r2BS + fcav + IsL
1




dω|sL(ω) 1D(ω) 11+2i(ω−ωc)/κ |2
, (4.45)




tor which describes the asymmetry of the cavity; with the continuous frequency
coherent state |{α}〉 in Eq. (4.41) given by







α(ω) = tBSαL(ts(ω)− tg(ω))sL(ω), (4.47)
|α|2 =
∫
dω |α(ω)|2 . (4.48)
The additional phase angle θ in equation (4.41) arises from tracing of the unde-
tected field modes, and can in principle be compensated by a suitable choice of
the phase of the initial atomic superposition φ. Eq. (4.43) is derived simply by
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noticing that to trace out undetected modes of the following pure state
|ξ〉 = α|φ〉sys ⊗ |φ˜〉undetected + β|ζ〉sys ⊗ |ζ˜〉undetected, (4.49)
gives the reduced state
ρsys = V |ξ˜〉〈ξ˜|+ (1− V )σ, (4.50)
ξ˜ = α|φ〉+ βeiθ|ζ〉, (4.51)
σ = |α|2|φ〉〈φ|+ |β|2|ζ〉〈ζ|, (4.52)
V = |〈φ˜|ζ˜〉|, and (4.53)
θ = arg(V ). (4.54)
Then, we need to compute inner products of the form
〈{α}|{β}〉, (4.55)
where |{α}〉 and |{β}〉 are continuous frequency coherent states with spectra given








dω α∗(ω)β(ω) = χ, (4.56)
to derive the identity








is the continuous frequency displacement operator. The inner product in Eq. (4.55)
is then
〈{α}|{β}〉 = 〈0|D(−α(ω))D(β(ω))|0〉, (4.59)
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where we separated out the magnitude and phase of the inner product. Then, the
visibility (4.43) is given by







|(rs − rg)sL|2 + |(ls − lg)sL|2 + |ngsL|2
+ r2BS |(ts − tg)sL|2
)
. (4.62)





dω |(ts − tg)sL|2
. (4.63)
Then, the major simplification of the visibility comes from noticing that in the
derivation of the transmission, reflection and loss coefficients in Eq. (2.109), the











dω |(rs − rg)sL|2 + |(ls − lg)sL|2∫






|(ts − tg)sL|2 + κLκc |(ts − tg)sL|
2∫
dω |(ts − tg)sL|2
, (4.66)











|(rs − rg)sL|2 + |(ls − lg)sL|2 + |ngsL|2









|(rs − rg)sL|2 + |(ls − lg)sL|2 + |ngsL|2 + r2BS |(ts − tg)sL|2
)
∫







r2BS + fcav +
∫
dω |ngsL|2∫
dω |(ts − tg)sL|2
]
. (4.70)
Simplifying the integrals gives the final visibility Eq. (4.43). From equation (4.43),
it is easy to see that for F → 0, we have V → 1. And for F → 0, we need the three
conditions, rBS → 0, fcav → 0 and C →∞. In practice, the first condition means
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that one should use a small value of the beam splitter reflectivity and adjust the




is still satisfied. The second condition is the requirement of the asymmetric cavity,
and is dependent only on the transmission of the cavity mirrors used. The third
condition means that one needs large single-atom cooperativity. One remarkable
feature of this result is that for C  1, the visibility V (but of course not the
state) is independent of the details of the spectrum of the input pulse. Lastly, one
can also analyze the form of the spectrum dependent part of the Visibility, IsL ,




dω|sL(ω) 1D(ω) 11+2i(ω−ωc)/κ |2
. (4.72)
Notice that IsL is a ratio of 2 positive integrals differing only by the Lorenztian
spectrum of the empty cavity in the denominator, and thus has range, IsL ∈ [1,∞).
Furthermore, we want this factor to be small, since the larger this factor, the
smaller the Visibility will be. Some analysis reveals that for a laser spectrum sL
centered far from the cavity resonance, the denominator → 0, and so IsL → ∞.
Thus, it must achieve its smallest value for sL sufficiently narrow and centered at
ωc.
CHAPTER 5
BELL TEST - FEASIBILITY
In this chapter, we first derive a parameter space which is feasible in a real ex-
periment to perform a Bell test. We then show that our proposal is feasible to
produce a state of the form (3.7).
We note that in a realistic experiment, the relevant parameters which play a
role in the interaction are g, κ,Γ, fcav and γL. The first four parameters are cavity
parameters and are, the coupling strength of the cavity to the |e〉− |g〉 transition,
the total cavity decay rate, the atomic |e〉 − |g〉 transition decay rate and the
cavity asymmetry which can be related to the specific mirrors used in the setup,
respectively. The fifth parameter is the bandwidth of the input laser field. This
parameter not only determines the spectral width of the outgoing field, but also
the achievable fidelity (for a given amplitude) of the output state.
Although in principle all experimental parameters are tunable, one must agree
that some parameters are more easily tuned then others. We assume that we are
free to control the parameters of the laser, namely, the laser central frequency wL
and bandwidth γL. Further, we assume that we can choose the detuning between
the atomic |e〉 − |g〉 transition and the cavity mode, ∆, to be large enough to
satisfy the dispersive approximation. This last point can be achieved by a slight
change in the cavity length, or by using an additional laser and considering the
AC stark shift of the energy levels due to the laser.













where ωL is the laser central frequency, and γL is the bandwidth of the laser. This
form of the input spectrum is arbitrary, and one could use different types of input
56
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to different degrees of success. However, our main aim in the rest of this section
is to show the effect of the laser bandwidth on the dynamics and output fields of
this system.
We consider two main issues:
• Validity of analysis: To have the system evolve as described in the previous
sections, we need that our approximations hold for possible experimental
parameters.
• Locality loophole: We seek to perform a Bell test which closes the locality
loophole. As such, this sets further constraints on possible experimental
parameters.
5.1 Validity of approximations
The most important requirement is the description of the dynamics we derive is
valid. Since the major approximation used in our calculations is σz ≈ −1 , we have
to show that the set of experimental parameters we would like to use can achieve
a regime where our description is appropriate.
As previously showed in Lemma 1, the self consistency of our description under
some reasonable conditions is equivalent to saying we are working in the dispersive
regime of cavity QED. Since our scheme is inspired by and very similar to dispersive
measurements of two-level systems as described in Sec. 4.1, we claim that our







is satisfied, where Pexcite is the maximum probability of the atom being in the |e〉
state throughout the duration of the interaction, and σ(t) = |g〉〈e| is the lowering
operator for the |e〉− |g〉 transition. Using the methods and notation of Sec. 2.4.5,
we can write a˜
σ˜
 =
κ2 − iδc ig






Γ2 − iδa −ig



















The assumption that the input modes of all modes other than the bin mode are in
the vacuum state translates to assuming the initial state of the system is
|ξ〉initial = |Φ〉atom ⊗ |{αL}〉 ⊗ |0〉. (5.6)














The dependence of the maximum excitation probability on specific experimental











which are the decay rate of the cavity and bandwidth of the laser with respect to
the coupling strength of the cavity to the atom, and the single atom cooperativity





















In Fig. 5.1, we numerically integrate the above integral to find the maximum ex-
citation probability for g
κ
∈ [−1, 20], assuming C = 25/9 and κb
κ
= 5115 (which are
the values in the experiment of [84, 87]), for g∆ ∈ { 110 , 1100 , 11000} and |α| = 2.1,
which is the value of |α| for which 〈B〉 achieves its maximum value in the ideal
case of Sec. 3.5. The left panel is for γ˜L = 120 and the right panel for γ˜L = κ˜.
We now take Pexcite < 0.1 to be the region where our approximations are
self-consistent. This choice is arbitrary, which might strike the pedantic as un-
satisfactory. However, we could as well look for a range of parameters for which
the probability is below 5%, which is also arbitrary. This reduction can be carried
through ad infinitum all the way to 0+, and it is impossible to find a satisfac-
tory end-point without in-depth analysis of both the approximate and full models.
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Figure 5.1: Plots of the log of the maximum excitation probability for g
κ
∈ [−1, 20],
assuming C = 25/9 and κb
κ
= 5115 (which are the values in the experiment of [84,
87]), for g∆ ∈ { 110 , 1100 , 11000} and |α| = 2.1. The left panel is for γ˜L = 120 and
the right panel for γ˜L = κ˜. As is evident from both graphs, when g∆ becomes
sufficiently small, further reduction in this parameter with all other parameters
constant, will have a negligible effect on the maximum excitation probability.
Thus, to quantify the performance of a set of cavity parameters on the state-
production, we (reluctantly) make this arbitrary choice.
Fig. 5.1 clearly shows that for a small value of γL, it is always possible to find
a set of cavity parameters for which Pexcite < 0.1. However, for γL = κ, this
is not always the case, and g
κ
< 2.5 does not satisfy our criteria. This can be
explained intuitively as follows, a small value of γL corresponds to a sharp pulse
in frequency. This would mean that the spectrums ts(ω) and tg(ω) corresponding
to the atom in the |s〉 and |g〉 state respectively are resolvable by the pulse. Thus,
the pump intensity |αL|2 required to achieve |α|2 = 2.12 is lower and consequently,
the maximum excitation probability of the atom is also lower.
Fig. 5.1 also shows that there exists some threshold of the atom-cavity detuning,
∆
g
, such that further increase in the detuning negligibly affects the maximum
excitation probability.
5.2 Locality loophole and finite detection times
As was explained in the previous subsection, a small value of γL can achieve the
required self-consistency threshold for a large range of cavity parameters. However,
a small value of γL corresponds not only to a short pulse in frequency, but also to
a long pulse duration. Since the duration of the pulse necessary is the lower bound
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on the measurement time of the outgoing pulse, to close the locality loophole, one










Figure 5.2: The above space-time diagram represents two parties, Alice and Bob,
involved in the Bell test. Alice entangles the atom and the outgoing field at her
lab, and sends the outgoing pulse to Bob, who measures it. Alice upon sending the
pulse, waits an appropriate time before making her measurement on the atomic
system, such that both measurements are space-like separated.
The condition for the measurements to be independent is for the event repre-
senting the start of the measurement on one system is space-like separated from
the event representing the end of the measurement on the other system. This
translates to a minimum spatial separation, d, between the measurement events
such that the distance d satisfies
d = cmax{∆tatomic,∆tlight}, (5.12)
i.e. that the distance be larger than the larger of the atomic and light measurement
times multiplied by the speed of light. This separation is then necessary to close
the locality loophole. Fig. 5.2 summarizes this point.
Thus, with these considerations in mind we seek to find a compromise in the
laser bandwidth γL such that the required propagation distances can be reduced.
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This reduction in the propagation distances necessarily implies that the experiment
is easier to perform, since this would also reduce losses due to transmission. One
could seek to reduce the propagation distances by reducing the measurement times
on either side. The effect of a finite detection time can be modeled by assuming
that the detector records some current (which consists of both noise and signal)
in some time period and “turns off” for the rest of eternity. Then, a smaller
detection time implies that the signal to noise ratio of the detection must be less
than or equal to an infinite measurement time, since less signal is recorded over
the detection time period. This implies that the detection efficiency is reduced,
and will contribute to errors in the experimental result. We now show that the
measurement time of the outgoing pulse can be reduced to < 1µs with negligible
effect on the overall visibility.
To include the effect of finite pulse measurement time, we note that the out-
going pulse after the displacement operation has a frequency spectrum given by
Eq. (4.47). The detected intensity would then be a convolution of the actual detec-
tor response function and the pulse spectrum. However, this would depend on the
actual detector used, and an involved calculation would not give much insight into
the physics of the process. Instead, we assume that the detector acts as a perfect
detector for a particular time interval (t0, t0 + ∆tdet), where t0 is the start time of
the detection. With this approximation, the detected integrated pulse intensity












where we fourier transform the frequency spectrum α(ω) to the time domain and
sum up the Intensity distribution in time over the detection window. The max-
imization of the integral over the start time t0 for a given detection duration
corresponds physically to tuning the detection time window such that the maxi-
mum count rate on the detector is achieved. The visibility of such an experiment
can then be written simply as
Vext = Vprod · Idet/I0, (5.14)
with the state production visibility Vprod given by Eq. (4.43), and I0 is the total
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In a realistic setup, the most pertinent quantities would then be γ0.1, which is





the experimental visibility (5.14), which is computed using the laser bandwidth
min(κ, γ0.1), assuming |α| = 2.1, |rBS|2 = 0.001 and a pulse measurement duration
∆tdet = 1µs.
The experimental setup of Ref. [84], has (g,Γ, κ) = 2pi × (5, 3, 3)MHz and
fcav = 15100 , where we have inferred the asymmetry factor fcav by noticing that
the various decay rates of the mirrors are inversely proportional to the mirror




= Tb + L
Tc
, (5.16)
where Ti is the transmission of the ith mirror, and L is the total non-radiative losses
in the cavity. Then, using (Tb, Tc, L) = (5, 100, 10)ppm1, we obtain fcav = 15100 .
With these experimental parameters, the visibility of state production and the laser
bandwidth γ0.1 can be computed to give (Vprod, γ0.1/(2pi)) = (0.56, 1.16MHz), and
Idet/I0 = 0.9996. Notice that we have Idet/I0 ≈ 1 for ∆tdet = 1µs, and amounts
to a negligible correction to Vprod. Indeed, as shown in Fig. 5.3, for ∆tdet > 800 ns,
Idet/I0 ≈ 1.










Figure 5.3: Plot of Idet/I0 against ∆tdet. It shows that for ∆tdet > 0.8µs, Idet/I0 is
approximately equal to unity. The parameters used for this plot are (g,Γ, κ, γL) =
2pi × (5, 3, 3, 1.15)MHz
1These numbers were communicated to me when I last visited their group in MPQ in July
2012, and might have since improved.
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Since the larger of the atomic and photonic measurement time determines the
propagation distance of the outgoing pulse, Fig. 5.3 also shows that the measure-
ment time of the light field can be made smaller (up to about 800 ns) if required,
without significant loss.
5.3 Using existing setups
5.3.1 State production and Visibilities
In this section, we use experimental parameters given in [85, 88, 84]. These ex-
periments use 852 nm and 780 nm light respectively, which are subject to about
2 dB/km loss in optical fibers. In the following, we compare both experiments
and possible modifications. As discussed previously, we will work in the large
detuning regime, ∆  g. We choose an arbitrary, but subjected to experimental
constraints, value of g/∆ = 1/10. This ensures that we respect all approximations
used, as long as we also satisfy condition maxt Pe(t) ≤ 0.1. The figure of merit in
both cases will be, γ0.1, which is the largest laser bandwidth that satisfies condition
maxt Pe(t) ≈ 0.1, and the state production visibility (4.43), which is computed us-
ing the laser bandwidth min(κ, γ0.1), assuming |α| = 2.1 and |rBS|2 = 0.001. Table
5.1 summarizes the results.
g/(2pi) κ/(2pi) Γ/(2pi) fcav γ0.1/(2pi) V
34 MHz 4.1 MHz 2.6 MHz 10/4 13.3 MHz 0.4%
34 MHz 4.1 MHz 2.6 MHz 14/100 63.3 MHz 72.4%
34 MHz 4.1 MHz 2.6 MHz 4/100 65.2 MHz 90.4%
5 MHz 3 MHz 3 MHz 14/100 1.1 MHz 56.3%
5 MHz 3 MHz 3 MHz 4/100 1.3 MHz 71.3%
5 MHz 1.5 MHz 3 MHz 4/100 3.1 MHz 78.1%
Table 5.1: Expected visibilities for available experimental parame-
ters for 133Cs (first 3 rows) and 87Rb (last 3 rows). All parameters
(g/(2pi), κ/(2pi),Γ/(2pi), fcav) in the first and fourth row are actual cavity param-
eters (including mirror losses) obtained from [85, 88, 84]. The second row shows
the effect on the Visibility and γ0.1 by reducing fcav to the current value in the
experiment of Ref. [84]. The third row is obtained by neglecting the mirror losses,
which further decreases the value of fcav. The fifth row shows the effect of neglect-
ing mirror losses, and the last row shows the effect of increasing g/κ. The state
production visibility, V is computed assuming |α| = 2.1 and |rBS|2 = 0.001, and
using the laser bandwidth min(κ, γ0.1).
The parameters of Ref. [85, 88] are (g/(2pi), κ/(2pi),Γ/(2pi), fcav) = (34 MHz,
4.1MHz, 2.6MHz, 10/4) (we assume that the experiment performed implements
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a symmetric cavity). Due to the symmetry of the cavity, one obtains a small
effective visibility. Assuming that the cavity could be made asymmetric reducing
fcav to the current value in the experiment of Ref. [84], the visibility dramatically
increases to 72.4% (second row). Neglecting the mirror losses, we show in the third
row that V can be as high as 90.4%.
The parameters of Ref. [84] are (g/(2pi), κ/(2pi),Γ/(2pi), fcav) = (5MHz, 3MHz,
3MHz, 14/100). As the setup stands, the visibility is 56.3%. However, neglecting
the mirror losses, V increases to 71.3% (fifth row). If it were further possible to
reduce the total cavity decay rate by a factor of 2, thus increasing the cooperativity,
while maintaining the same asymmetry, the visibility further increases to 78.1%
(sixth row). The required incident photon number can be calculated from (4.48).
For the parameters in Table 5.1 and requiring the resulting photon number, |α˜|2 =
2.12, one requires |αin|2 ≈ 25− 400 input photons.
For the specific case of 87Rb, one might also identify possible states playing the
role of |g〉, |s〉 and |e〉. We may choose for example the |s〉 state to be the hyperfine
state |5S1/2, F = 1,mF = 1〉, the |g〉 state |5S1/2, F = 2,mF = 2〉 and the |e〉 state
|5P3/2, F = 3,mF = 3〉. In this case, the input pulse and cavity field would have a
σ+ polarization coupling the |g〉 − |e〉 transition. Due to the large detuning of the
hyperfine states (6.8Hz), and the fact that the s state is far-detuned to any other
σ+ transitions, these states are possible candidates for the experiment.
5.3.2 Performance of Bell tests
We now evaluate the performance of the experimental setup found in Ref. [84],
assuming that there is no loss in the cavity mirrors. We assume that this setup is
used to produce the desired entangled state, and then proceeding as in Sec. 3.4,
we optimize the CHSH inequality for some sets of measurements. In this case, we
use the cavity parameters (g/(2pi), κ/(2pi),Γ/(2pi), fcav) = (5MHz, 3MHz, 3MHz,
5/100). Since we need to further optimize over α to find the maximum CHSH
value, we do not use the calculated visibilities as in Table 5.1.
The optimization procedure is now a 4 step process as follows:
• For a range of α, find γ0.1.
• With γ0.1, compute Vprod according to Eq. (4.43).
• With the same range of α, compute Vopt using Eq. (3.26).
• Visibility is now V = Vprod×Vopt, and optimization over α can now be done.
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Figure 5.4: Contour plot of B vs the line transmission and the photocounting
efficiency. The maximum CHSH violation is 2.16, which occurs at |α| = 1.95
and γ0.1 = (2pi)1.46MHz. The ideal state is included (dashed) for comparison.
The parameters used are, (g/(2pi), κ/(2pi),Γ/(2pi), fcav) = (5MHz, 3MHz, 3MHz,
5/100), and |rBS|2 = 0.001.
Using the case of one-photocounting measurement as an example, we find that
the maximum achievable chsh value is 〈B〉 = 2.16, which occurs at |α| = 1.95
and γ0.1 = (2pi)1.46MHz. Furthermore, the minimum detector efficiency required
is η = 0.247 for perfect line transmission, and the minimum line transmission is
Tline = 0.64 for perfect detector efficiency. Fig. 5.4 summarizes these results.
CHAPTER 6
THEORY OF ENTANGLED PHOTONS GENERATION
WITH FOUR-WAVE MIXING
This chapter arose due to the results of Ref. [89], where they show a four-wave
mixing experimental setup that produces a very narrow band source of entangled
photon pairs. This chapter is then an attempt by the author to rederive and
understand known results in the literature of four-wave mixing.
This chapter is structured as follows. In Sec. 6.1, we first give a brief description
of the results of Ref. [89]. Next, in Sec. 6.2, we write down the problem hamilto-
nian. Then, identifying slow-varying operators, we derive an effective hamiltonian
for this system and the corresponding equations of motion for these operators.
After this, we study the approach of Ref. [90] in Sec. 6.3, outlining the main con-
ceptual steps taken in that thesis, showing how some of the results are qualitatively
linked to those of Ref. [89]. We then give a conclusion of this work. Lastly, we
present ongoing calculations in a different approach to this problem in Appendix
B, inspired by the work of Gorshkov in Ref. [91].
6.1 The measurement
The physical situation situation to be considered is a cold atomic ensemble of
87Rb gas with a diamond energy level configuration as in Fig. 6.1. We consider the
four-wave mixing setup with 2 classical pump beams at 780nm and 776nm that
pump the atoms from the 5S1/2, F = 2 energy level to the 5D3/2, F = 3 state and
the entangled photon pair is on the 762nm signal and 795nm idler transitions.
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|3a〉 ∆ ∼ 40MHz
Signal, 762nm
Idler, 795nm Pump 1, 780nm
Pump 2, 776nm
Figure 6.1: Relevant energy levels of the 87Rb atom used in the experiment. Image
adapted from Ref. [89].
Ref. [89] demonstrated that by having a cold atomic ensemble of 87Rb atoms
and pumping the ensemble with the two pump fields as shown in Fig. 6.1, and ap-
plying a small “seed” field on the idler transition, a high quality entangled photon
pair source is created. Also, due to superradiant effects, the photons created have
a narrower bandwidth than one would naively expect from the transition decay
rates. Furthermore, due to the decay process, the photons produced are also cor-
related in the time domain as well. This implies that the detection of a signaller
photon heralds the arrival of the idler photon. This later point is directly related
to the 2nd order correlation function between the signaller and idler photons.
In the following sections, we derive the basic theory necessary to tackle this
problem, keeping in mind the physical scenario.
6.2 Interaction of the ensemble and fields
We first denote the levels as the follows: Let |0a〉 be the |5S1/2, F = 2〉 state,
|1a〉 be the |5P3/2, F = 3〉 state, |2a〉 be the |5D3/2, F = 3〉 state and |3a〉 be the
|5P1/2, F = 2〉 state (counter-clockwise naming 0 → 1 → 2 → 3 → 0). Then, the
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6.2.1 Description of the problem in the rotating wave ap-
proximation
We approach the problem in a one-dimensional approximation, where +z is the
direction of propagation of the pump fields. Then, we assume implicitly one of the
four-wave mixing phase matching conditions, which is kˆp1 + kˆp2 = kˆs+ kˆd, where kˆi
is the direction of propagation of the ith mode. With this, we define the relevant
Electric field operators as
~Ep1 = p1Ep1(t− z/c) cos(wp1(t− z/c)), (6.1)














iωz/c + h.c.. (6.4)
Then, we can write the Hamiltonian of this system (divided by ~), in the rotating
wave approximation, as
h = h0 + vˆ, (6.5)
h0 =
∫









































2~ , Ωp2 = 〈2a|d · p2|1a〉
Ep2(t− zc )




2~0AL and gd = 〈3a|d · d|0a〉
√
wd
2~0AL ; σµν = |µa〉〈νa|.
6.2.2 Deriving an effective description
The above hamiltonian is fairly complex, and masks easily interpretable results.
We then seek an effective Hamiltonian for slow-varying collective atomic operators,
and effective quantum fields. We follow the approach of Gorshkov in Ref. [91], and
do the following: We first consider quantized sections of the z-axis, for z ∈ [0, L],
where L is the length of the atomic ensemble. The quantized sections are such
that we have Nz  1, where Nz is the number of atoms in the section [z, z + dz].
We further assume that the cells are large enough such that the fields can be
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considered continuous. We then write down the collective slow varying atomic



































where Nz = n(z)dz, where we denote n(z) as the column density of the ensemble.
The Heisenberg equations of motion for these operators are easily derived to obtain,

















































































































c (σ˜33 − σ˜00), (6.16)
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where we have denoted ωij = ω0j − ω0i. The above set of equations implies that



















We can also identify the two slow varying operators for the “indirect” transitions,
i.e. σ˜13 and σ˜02, “indirect” since there are no physical fields directly coupling
these states, and these states are coupled indirectly by 2 fields. We assume that
we satisfy energy conservation in the 4-wave mixing, i.e. ωp1 + ωp2 = ωs + ωd.
This also means that ωd − ωp1 = ωp2 − ωs. With this additional assumption, we



















These definitions are natural in the sense that they preserve the usual commutation
relations for atomic operators, up to an additional z dependent scaling of 1/Nz.
[σ˜ab(z, t), σ˜cd(z′, t)] =
δ(z − z′)
Nz
(δbcσ˜ad − δdaσ˜bc). (6.21)
Similarly for the fields, we have
[S(z, t),S†(z′, t)] = Lδ(z − z′), (6.22)
and the corresponding one for Dˆ. Then, we can write the neater equations,
−i∂tσ˜01 = −(ω01 − ωp1)σ˜01 + Ωp1(σ˜11 − σ˜00)− Ω∗p2σ˜02 + gdDˆσ˜†13, (6.23)
−i∂tσ˜12 = −(ω12 − ωp2)σ˜12 + Ω∗p1σ˜02 + Ωp2(σ˜22 − σ˜11)− gsSσ˜13, (6.24)
−i∂tσ˜32 = −(ω32 − ωs)σ˜32 − Ωp2σ˜†13 + gsS(σ˜22 − σ˜33) + g∗dDˆ†σ˜02, (6.25)
−i∂tσ˜03 = −(ω03 − ωd)σ˜03 + Ωp1σ˜13 − g∗sS†σ˜02 + gdDˆ(σ˜33 − σ˜00), (6.26)
and,
−i∂tσ˜02 = −[ω02 − (ωs + ωd)]σ˜02 + Ωp1σ˜12 − Ωp2σ˜01 − Sσ˜03 + Dˆσ˜32, (6.27)
−i∂tσ˜13 = −[ω13 − (ωd − ωp1)]σ˜13 + Ω∗p1σ˜03 + Ωp2σ˜†32 − S†σ˜12 − Dˆσ˜†01. (6.28)
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Field propagation
Eqs. (6.23-6.28) complete the required description for the atomic operators. In
this short section, we outline the derivation of the field propagation equations in
the slow-varying envelope approximation for completeness. The derivation can be
broken down into a 5 step process as follows:
1. Start from Maxwell’s equations with no free charge or current
~∇× ~E = −∂
~B
∂t




~∇ · ~D = 0 , ~∇ · ~B = 0, (6.29)
with the material equations,
~D = 0 ~E + ~P , and, ~B = µ0 ~H + ~M. (6.30)
2. Assume material has no magnetization, only polarization (which is induced
by the incoming field).
3. Write down wave equation for the electric field and make the slow vary-
ing envelope approximation (similar to paraxial approximation). Without














Assume that the medium is homogenous, such that ~∇· ~P = 0. Then, we get










The slow-varying envelope approximation is as follows, assume that ~E =
E(x, y, z)e−i(wt−kz), i.e. that it has an envelope function E and predominantly





















− ω2] ~P . (6.33)
Where ~∇⊥ denotes the transverse spatial derivatives, P denotes the slow
varying envelope of the polarization, and we have made the linear medium
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approximation, P = 0χE. Then, the slow-varying envelope approximation












∣∣∣∣∣ |ωP| . (6.35)
This approximation can be explained in a number of ways. One more in-
teresting way is to say that this approximation is equivalent to ignoring










~E = −µ0ω2 ~P . (6.36)








~E = − k2i0
~P . (6.37)
4. Next, polarization is split into the quasi-resonant transition to the applied
field, and all other possibly coupled transitions. The other transitions (e.g.other
hyperfine states) constitute a higher order correction to the polarizability of
the atom, and can be computed with 2nd order perturbation theory. How-
ever, for the sake of this problem, we will ignore these corrections and only
consider the quasi-resonant transition.
5. The polarization is simply defined as P = 〈d〉
V
, i.e. the mean dipole density.
Using the above outline, including the quasi-resonant approximation, the prop-
agation equations for the slow varying field operators in terms of the collective
atomic operators are,
(c∂z + ∂t)S(z, t) = igsLn(z)σ˜32(z, t), and, (6.38)
(c∂z + ∂t)D(z, t) = igdLn(z)σ˜03(z, t). (6.39)
1For an elaboration of this point and other interpretations, see for instance part F, sec. 68.2
of Ref. [92] and sec. 7 of Ref. [93]
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We are now in place to derive a simpler effective Hamiltonian. Defining the de-
tunings;
δp1 = ω01 − ωp1 (6.40)
δp2 = ω12 − ωp2 (6.41)
δs = ω32 − ωs (6.42)
δd = ω03 − ωd (6.43)
∆2 = ω02 − (ωs + ωd) (6.44)
∆w = ω13 − (ωd − ωp1) (6.45)
where δ’s are single photon detunings, and ∆’s are 2 photon detunings. Then, the
effective Hamiltonian is,
h˜eff = h˜0 + v˜int, (6.46)
h˜0 =
∫






























With this effective Hamiltonian, and the commutation relations Eqs. (6.21) and
(6.22), the reader can verify that we obtain the equations of motion derived from
the original Hamiltonian.
6.3 A tried and tested approach
In the thesis of Jen [90], this system was considered and solved first using an
ansatz solution, and the solution verified by numerically solving the full system.
The methods used and the situation considered is much more complex then the
present one, since the rotating wave approximationis not used in this treatment.
Since we do not consider this additional level of complexity, we shall only outline
his methods without detailed derivations. The interested reader is referred to
Ref. [90] and references therein for a detailed and complete treatment2.
2The reader is however, strongly advised to read through this outline before attempting to
study the thesis.
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6.3.1 An analytical approach
Ref. [90] tackles this problem analytically using a conceptually simple approach.
However, due to the complexity of the problem and the lack of the rotating wave
approximationin the approach, the resultant equations rarely fit on one line and
can be very daunting to an unsuspecting reader. As such, we break down the line
of reasoning into 4 steps.
• Jen uses the ansatz that the atomic ensemble is only weakly excited, such
that only a single entangled photon pair is produced.
This allows to expand the atom-photon Hilbert space into the set of states,
S = {|0a〉|0〉, |0a〉|1s, 1d〉, |1a〉|0〉, |2a〉|0〉, |3a〉|1s, 0〉}, which is the set of states
allowable in the rotating wave approximation, starting from the atomic en-
semble state in the ground state and signaler and idler fields in the vacuum
state, given the constraint of a single entangled photon pair.
• With this ansatz, the set S now forms a complete basis for the atom-photon
Hilbert space. We then write down the Schrödinger equation with this ex-
pansion, to obtain coupled differential equations for the state expansion co-
efficients.
• This set of equations are solved using an adiabatic and far detuned pump
approximation, where the pump fields are assumed far detuned from the
relevant atomic transitions and do not vary too fast in time3.
• Since what is measured in the experiment is detection of either signaler
or idler photon, triggered on the other photon, this measurement directly
measures the 2nd order correlation function of the fields.
This correlation function is again related to the probability amplitude of the
|0a〉|1s, 1d〉. Using again the ansatz that the set S represents all allowable
states, the G(2) for this measurement is calculated.
6.3.2 Numerical approach
This approach was developed to relax the ansatz of the previous subsection, and
to numerically verify the results. However, it must be noted that in this part of
Ref. [90], the rotating wave approximationis made. This approximation was likely
made to simplify the already messy problem.
3See Appendix A2 of Ref. [90] for more precise conditions of the adiabatic approximation
used in this context.
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As is usual in the case of numerical work, the numerical approach taken here
can be considered somewhat brute force, so the outline of this method will be
brief.
• Write down the Hamiltonian in the rotating wave approximationdescribing
this system.
• Assuming only atomic decay processes, and ignore any dephasing processes,
write down the master equation of the system.
• Using known correspondences between the positive P representation and the
master equation, write down a set of coupled equations for the characteristic
function.
• With this in hand, derive a Fokker-Planck equation for the distribution, and
with this, find c-number Langevin equations for the system operators.
• Identify the correlation functions of the Langevin forces (noise terms) from
the corresponding terms in the Fokker-Planck equation, and confirm them
using generalized Einstein relations.
• The system of equations are now fully specified and can be numerically
solved. This complicated system is now solved using a host of numerical
methods. See Ref. [90] for full details of the simulation4.
6.4 Outcomes and continuation
Using the ansatz technique of Ref. [90], we were able to derive the exponentially
decaying G(2) trace measured in Ref. [89]. This theory also gives the correct pre-
dictions for the detection of the signaller photon, triggered on the idler, that the
resulting G(2) is a rising exponential pulse [94].
Reviewing the methods by which Ref. [90] derives the four-wave mixing results,
one notices the following: Either the approximations seem rigid, assuming the
ansatz in Sec. 6.3.1, or the problem is treated in its full generality (up to the
rotating wave approximation) in Sec. 6.3.2. The rigidity of the approximate ansatz
in Sec. 6.3.1 becomes apparent when one tries to glean further information from the
system, for instance the conversion efficiency of the problem, which the numerical
approach might reveal, but is cumbersome to use. This hints at some middle
4However, as (possibly frustratingly) noted on pp 140, the system of equations has 19 vari-
ables, 64 diffusion matrix elements and 117 noise terms, so one might agree that this is not a
simple problem to tackle.
Chapter 6. Four-wave mixing 76
ground where useful results can be derived semi-analytically, without overly rigid
approximations or completely general treatments. In Appendix B, we present an





The work in this chapter was carried out in collaboration with Howard Wiseman in
the Centre for Quantum Dynamics, Griffiths University in Brisbane. It represents
the author’s attempt to learn the vast field of optimal control theory, particularly
in quantum optimal control. The author seeks the understanding of the reader for
any lapses in understanding of the material.
This chapter is structured as follows. We first discuss the measurement model
of a qubit and the equations governing the dynamics of this system, with a short
discussion on the control strategies in this system. Next we present Jacobs’ prob-
lem of rapid stochastic purification [47], and show his solution and proof. We then
show a complementary protocol by Wiseman and Ralph (WR) [49] with a modi-
fied control objective in mind. We then proceed to discuss a family of purification
measures through the Rényi entropies, and show that it highlights non-intuitive
features of quantum control theory.
7.2 Measurement model and control strategies
The physical model that we consider is identical to those considered previously
in [47, 49, 50], which is the continuous measurement of a qubit in the z basis,
with the ability to control the Hamiltonian evolution of the qubit. Without loss
of generality, we assume that the initial state of the qubit satisfies Tr[ρ0σy] = 0.
Then, to control the evolution of the qubit, we need only implement Hamiltonian
controls in the y basis. The conditional master equation for the qubit state matrix
77
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is then
dρ = −iΩt2 [σy, ρ]dt+ (σzρσz − ρ)dt+ (σzρ+ ρσz − 2Tr[ρσz]ρ)dW, (7.1)
where Ωt is the control input, and dW is the stochastic Wiener increment satisfying
dW 2 = dt. The above equation can be equivalently represented in terms of its
Bloch components (x, y, z) = Tr[ρ(σx, σy, σz)]
dx = (−2x+ Ωtz)dt− 2xzdW, (7.2)
dz = −Ωtxdt+ 2(1− z2)dW, (7.3)
and y = 0. With this definition, we can define the purity, P of the qubit as the
square of the length of the Bloch vector, i.e. P = Tr[ρ2] = 1+r22 , with r
2 = x2 +z2.
It turns out that a more convenient parametrization of this problem is given by
the impurity, L = 1−P = 1−r22 , and the angle which the Bloch vector makes with
the z−axis, θ, such that x = r sin θ and z = r cos θ. This change of variables gives












Ωt + f(θ, L)
)
dt+ g(θ, L)dW, (7.5)
where u = cos θ and f and g are functions whose form we will not need. As in
earlier work [47, 49, 50], we make the simplifying assumption that through Ωt we
are able to control u directly, thus making the determination of the forms of f and
g unimportant in our context.
7.2.1 Stochastic purification
Given the measurement model in Sec. 7.2, one can now consider the problem of
stochastic purification of a continuously measured qubit system. The objective
of any feedback to the system would then be to purify the qubit. This aim of
purification of the qubit can lead to two complementary control goals for a given
measure of the purity (or impurity) of a system.
Control goal I For a given measure of purity (impurity), maximize (minimize)
the average value of this measure, for a given running time of the
control strategy
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Control goal II For a given measure of purity (impurity), minimize the average
time taken to achieve a particular value of the purity (impurity)
measure.
These definition are natural considerations one might use to evaluate a particular
control protocol. Although both control goals might seem equivalent, as we will
show in the following sections, these are complementary but not equivalent goals.
For the particular case of L as the measure of impurity of the system, one finds
that Jacobs’ protocol described in Ref. [47] is optimal for control goal I while the
WR protocol is optimal for control goal II [50].
7.2.2 Proving optimality of a protocol
Before we begin the main matter, we will present a derivation of the Bellman equa-
tion using dynamical programming, which will be used to prove global optimality
of a protocol in the following sections. This is based on material on in Ref. [95].
We first start with some definitions for Markov Processes. Let T = [t0, t1] be
a finite time interval, and let Φ be a real-valued function on T × Σ, where Σ is
the set of all possible state values. Then, define the backward evolution operator
as the linear operator A i.e.




{E[Φ(t+ h, x(t+ h))|t, x(t)]− Φ(t, x)} . (7.6)
Let the space of functions D(A) be defined such that AΦ exists for each Φ ∈ D(A),
and the following properties hold:
• Φ, ∂tΦ and AΦ are continuous on T × Σ.
• Both E[Φ(s, x(s))|t, x(t)] and E [∫ st AΦ(r, x(r)) dr|t, x(t)] are bounded for t <
s, t, s ∈ T .
• Dynkin’s formula:
E[Φ(s, x(s))|t, x(t)]− Φ(t, x) = E
[∫ s
t
AΦ(r, x(r)) dr|t, x(t)
]
, (7.7)
holds for t < s.
In both control goals, it is always possible to specify the problem as finding
the control function u(t) to minimize a cost function defined as
Ju(t, x) = E
[∫ T
t
L(s, x(s), u(s))ds+ ψ(x(T ))|t, x(t)
]
, (7.8)
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for some running interval [t, T ] where T is some terminal time. L(s, x(s), u(s)) is
known as the running cost function and ψ(x(T )) is the terminal cost function.
The value function V is then defined as the infimum over all allowed control
protocols of the cost function, U , i.e.
V (t, x) = inf
u∈U
Ju(t, x). (7.9)
Bellman’s principle of dynamic programming can now be derived by first noting
that the value function can be defined recursively as




L(s, x(s), u(s))ds+ V (t+ h, xu(t+ h))|t, x(t)
]
, (7.10)
where xu(t + h) is the state variable x evolving under the protocol u from t to
t+ h. Then, since Eq. (7.10) is defined as an infimum, we have
V (t, x) ≤ E
[∫ t+h
t
L(s, x(s), u(s))ds+ V (t+ h, xu(t+ h))|t, x(t)
]
. (7.11)



















AuV (s, x(s))ds|t, x(t)
]
, (7.13)
≤ L(t, x(t), u(t)) + AuV (t, x(t)), (7.14)
where we have assumed V ∈ D(A), and used Dynkin’s formula Eq. (7.7) in the
second line. Assuming that the infimum of Eq. (7.10) exists, then let u∗(t) be the
optimal control policy which obtains the infimum. Then, we must have
0 = L(t, x(t), u∗(t)) + Au∗V (t, x(t)). (7.15)
Thus, Eqs. (7.14) and (7.15) together make up the Bellman equation for which
the optimal control policy must satisfy, and can be stated as
0 = inf
u∈U
{L(t, x(t), u(t)) + AuV (t, x(t))}, (7.16)
with the terminal condition V (T, x) = ψ(x(T )).
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We end this derivation by noting that for a stochastic process governed by the
Itô stochastic differential equation
dx = a(t, x(t), u(t))dt+ b(t, x(t), u(t))dW, (7.17)
The evolution operator defined in Eq. (7.6) is
AuΦ(t, x) = ∂Φ
∂t







In the next section, we will present an intuitive proof of optimality due to
Jacobs [47] which does not directly use the dynamical programming equations to
prove optimality. We also show that although intuitive, the conditions required
for the proof to hold are too restrictive, and
7.3 Jacobs’ solution
Jacobs’, motivated by previous work with Fuchs in [96], realized that to lead to
the fastest increase in purity of a qubit in each measurement step, one needs to
measure orthogonal to the current qubit direction in the bloch sphere. Then,
given a measurement of the σz operator as in Sec. 7.2, implies that the feedback
mechanism should always be such that the qubit is in the x− y plane of the bloch
sphere to achieve the largest increase in purity in each step. His protocol then sets
the control u(t) ≡ 0 ∀ t ∈ [t0, t1]. We next show the proof of optimality of Jacobs’
protocol as given in [47].
7.3.1 Intuitive N-step proof of optimality
The first observation we make of Jacobs’ protocol (u(t) = 0) is that the stochastic
differential equation for L, Eq. (7.4), becomes a deterministic control problem, i.e.
dL|u(t)=0= −4Ldt. (7.19)
Based on this property of the protocol, we are able to restate Jacobs’ solution as a
theorem, and prove it. Before we restate his proof, we first define rigorously what
it means to for a protocol to give the fastest increase in the purity of a qubit in
each measurement step.
Definition 1 (Local optimality). Let Lu(t) ∈ [0, 12 ] be the impurity at time t under
the protocol u. A protocol u∗ is locally optimal at reducing the function F [Lu(t)],
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if ∀u ∈ [−1, 1], the condition
E(F [Lu∗(t+ dt)]|L(t)) ≤ E(F [Lu(t+ dt)]|L(t)), (7.20)
is satisfied, where E[.] denotes an expectation.
Remark 1. The function F [.] can, of course, be the identity function. For this
case, F [Lu(t)] = Lu(t), and Jacobs’ protocol, u(t) ≡ 0, is locally optimal [96, 47].
Next, we define a function which increments the impurity by an infinitesimal
amount under some protocol u.
Definition 2. Let Cu : [0, 12 ] → [0, 12 ] denote the, in general stochastic, function
that increments the impurity by an infinitesimal amount under the protocol u, such
that
Cu(L) = L+ dLu, (7.21)
and let C˜ = Cu=0 be the increment under Jacobs’ protocol.
As previously noted, for u = 0, L evolves deterministically, with dLu=0 = −L
where  = 4dt is a constant. With these definitions, and the fact that C˜ is locally
optimal at reducing the impurity L at each time step, Jacobs proves the following:
Theorem 2 (Jacobs [47]). For the problem of minimizing the impurity L in some
finite time interval t, the globally optimal protocol is the repeated application of the
protocol u = 0 at each time step.
Proof [47]: Since the equation for dLu is, in general, stochastic, we will denote
the possible values of Lu(t + dt), given L(t) = L, by {uLi}, where value i occurs
with probability pi. Although the SDE (7.4) implies that the index i should be
continuous, we will follow Jacobs in representing it by a discrete variable. Then,
starting from the definition of local optimality, ∀u ∈ [−1, 1],




where we have used the fact that C˜ is deterministic. Applying the optimal protocol
C˜, this time to the left-most and right-most expressions, and using the fact that
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This procedure can clearly be repeated to cover the entire running time of the
protocol to prove that C˜(N)(L) is a lower bound on the expected impurity for any
N -step control protocol.
Thus, it must be the case that u(t) ≡ 0 is a globally optimal protocol in
reducing the impurity.
As can be seen from the proof, Jacobs’ protocol is optimal for control goal I,
using the impurity L as the measure of impurity.
7.4 Wiseman-Ralph’s variation on stochastic pu-
rification
In [49], Wiseman and Ralph considered stochastic purification from a different
perspective. What was showed in Ref. [49], was that starting from a qubit in the
maximally mixed state, the continuous measurement of the qubit in the z direction
takes a shorter mean time to achieve a given purity compared to Jacobs’ protocol,
and in the limit of small impurity, can be shown to be twice as fast.
In this section, we show the derivation of the mean time solution, and its
subsequent proof of optimality found in Ref. [50].
7.4.1 Solution through the Fokker-Planck equation
The WR protocol is as follows, first apply a unitary to the qubit such that it lies
on the z-axis of the bloch sphere. No other controls are applied after this step.
Since the qubit is continuously measured in the z basis, the qubit will remain on
the z-axis for the rest of the evolution. We then can set z = z0 and x = 0 at
t = t0. Then, the SDE for the z component of the bloch vector, Eq. (7.3) becomes
dz = 2(1− z2)dW. (7.27)
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The Fokker-Planck equation is a dynamical equation for the conditional probability
density of z, p(z, t|z0, t0), and is derived in Appendix C.1.
With this derivation, we can read off the Fokker-Planck equation for p(z, t|z0, t0) =
% corresponding to the SDE (7.27),
∂t% = 2∂2z [(1− z2)2%], (7.28)
with initial condition p(z, t0|z0, t0) = δ(z − z0). We seek to solve for the mean
time for which the impurity, L = 1− z2 reaches L ≤ 1−Z2, given an initial value
of z0. This means specifying absorbing boundary conditions for the probability
distribution at |z| = Z, or p(z, t|z0, t0) = 0 for |z| = Z. Let G(t|z0) be the





dz p(z, t|z0, t0). (7.29)
Let T be the random variable representing the time at which the impurity first
reaches Z. This means that,




dt′p(T = t′) = G(t|z0, Z), (7.31)
=⇒ p(T = t′) = −∂tG(t|z0, Z), (7.32)
where we have let p(T = t′) be the probability of T = t′. With this, we can then
write the mean T as
〈T (z0, Z)〉 =
∫ ∞
t0
















Using the backward Fokker-Planck equation (see Appendix C.1 for details), we
note that G(t|z0) satisfies the differential equation
∂tG(t|z0, Z) = 2(1− z20)2∂2z0G(t|z0, Z). (7.37)
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Then, integrating this from t ∈ [0,∞) we get,
∫ ∞
t0
dt ∂tG(t|z0, Z) = 2(1− z20)2∂2z0 〈T (z0, Z)〉 , (7.38)
G(∞|z0, Z)−G(t0|z0, Z) = 2(1− z20)2∂2z0 〈T (z0, Z)〉 , (7.39)
−1 = 2(1− z20)2∂2z0 〈T (z0, Z)〉 . (7.40)
The solution to the above problem with boundary condition T (±Z,Z) = 0 is
〈T (z0, Z)〉 = 14(ZarctanhZ − z0arctanhz0). (7.41)
With this solution in hand, we proceed to prove that this protocol is globally
optimal at minimizing the mean time to achieve a given purity.
7.4.2 Proof of optimality
As in Ref. [50], we first derive the Bellman equation for this control problem,
and then proceed to show that the WR protocol is optimal. The cost function of
running the protocol u can be written as
J [u, t, L] = E[
∫ τu
t
dt|Lut = L], (7.42)
where τu is the mean time of reaching the threshold Z, under the protocol u, and
the cost function has support t ≤ τu and L ≥ 1 − Z2. This cost function can be
simply interpreted as the time left for the protocol to achieve the desired threshold
given some an impurity L at time t. The optimal control then satisfies
V (t, L) = inf
u
J [u, t, L]. (7.43)

















Under the WR protocol, the mean time to achieve the target impurity Z2 given
some starting impurity z20 , is given by Eq. (7.41). This means that the cost function
under this protocol is
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where γ(s) = sarctanhs. Furthermore,
∂Lγ(
√






1− L, and (7.47)
∂2Lγ(
√







With these, one can verify that,
DW ≤ 0, (7.49)
for L ∈ [0, 12 ]. It is then an algebraic exercise to show that
4L∂W
∂L
−DW = 1. (7.50)









= 0, u = 1 is the globally optimal protocol for this control problem.
7.5 Considering a family of purity measures
We now switch back to control goal I and reconsider Jacobs’ problem of finding
the shortest time to obtain a given cost function. We would like to consider a
more general measure of purity, other than the forms considered in [47, 49, 50].
Further, instead of simply applying the full rigor of the Bellman equation, we first
generalize the intuitive proof of optimality introduced in Sec. 7.3.1 to other cost
functions, and analyze the results. We then go on to show that the conditions of
this intuitive proof are only necessary conditions, and do not capture the entire
parameter range for which Jacobs’ protocol is globally optimal.
7.5.1 Rényi entropies
In the remainder of this section, we will be considering the problem of minimizing
the Rényi entropies of order α
Sα(ρ) = 11− α lnTr(ρ
α), (7.52)
given some initial impurity L(t0) = L0, and a terminal time T = t− t0. The Rényi
entropies are defined for α ≥ 0 with range 0 ≤ Sα(ρ) ≤ log rank(ρ), and is zero only
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for pure states. The consideration of Rényi entropies can be physically motivated
by noticing that the Rényi entropy of order q, Sq is the q−1 derivative of the Gibbs
Free energy of the system [97]. The von-Neumann entropy is a special case of the
Rényi entropy when the order approaches 1, which is well-known to be negative
the derivative of the Free energy with respect to temperature. When α = 2 the
Rényi entropy, often called the “Collision entropy”, is minus the logarithm of the
purity: − ln(P ) = − ln(1−L). In addition to being related to the free energy of a
system, the Rényi entropies also bound the transformation complexity of quantum
states [98].
7.5.2 Proving optimality intuitively
In this section, we prove the optimality of Jacobs’ protocol using a suitable gen-
eralization of the proof given in Sec. 7.3.1. We notice that Jacobs’ proof allows
a generalization to convex increment functions, which was not required in Refer-
ence [47] as the functions considered were linear. To do this, we first generalize a
few necessary functions:
Definition 3 (General cost function). Let F [L] be a general cost function defined
on F ⊂ R with support [0, 12 ].
Definition 4 (General increment). Let Cu : F → F be the general increment func-
tion such that it takes as argument a general cost function F (L), and increments
the value of L under the protocol u, i.e.
Cu(F (L)) = F (L+ dLu). (7.53)
And once again, let C˜ = Cu=0 be the increment under Jacobs’ protocol.
With these definitions, we now state and prove the following theorem.
Theorem 3. The protocol u = 0 is the globally optimal control protocol for the
minimization of a cost function F (L), if F (L) satisfies the following conditions:
D[F (L)] ≥ 0, (7.54)
where the operator D[] is defined as
D[F (L)]≡4L(1− 2L)
(
F ′(L) + 2LF ′′(L)
)
, (7.55)
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′′(L)− LF ′′′(L)− F ′′(L) ≥ 0, (7.56)
if the function C˜[F ] is twice differentiable (C2) in F , and the inverse of F (L)
exists.
We prove Theorem 3 by first proving the following Lemma.
Lemma 2. The protocol u = 0 is the globally optimal control protocol for the
minimization of a cost function F (L), if the increment function C˜[F ] satisfies
local optimality
E[C˜(F )] ≤ E[Cu(F )], (7.57)
and is a convex function of F , i.e.
C˜(αF1 + (1− α)F2) ≤ αC˜(F1) + (1− α)C˜(F2), (7.58)
for any admissible F1, F2 ∈ F and α ∈ [0, 1], such that αF1 + (1− α)F2 ∈ F .
Proof. The proof of this Lemma is almost identical to the proof of Theorem 2.
Using the condition that C˜ satisfies local optimality for the cost function F , and
the fact that the protocol u = 0 is deterministic, we have




where once again we let F be a discrete variable (although our proof can be gen-
eralized to continuous variables). As before, we wish to apply C˜ to both the
right-most and left expressions. Again, since C˜ is a deterministic protocol which
locally minimizes F , it must also be a monotonic map. Then,
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This can then be repeated to cover the running time of the protocol. Thus, C˜N [F ]
is the lower bound on the expected F (L) for any N -step protocol.
With Lemma 2 in hand, we now prove Theorem 3.
Proof of Theorem 3: The proof can be broken down into first showing that Eq. (7.54)
implies local optimality of C˜, and then showing that Eq. (7.56) implies convexity
of C˜. Local optimality of a protocol u∗ according to Definition 1 implies also that
E[dF (L)|u∗, L] ≤ E[dF (L)|u, L]. (7.64)
For a function F (L) which is C2 in L, it can be shown using Eq. (7.4) and Itô
calculus that















Since the inequality in Eq. (7.64) becomes an equality for the locally optimal pro-
tocol, we need to solve the following minimization problem,
min
u















which evidently reduces to finding the sign of the function D[F ], since u ∈ [−1, 1].
Then, D[F ] ≥ 0 implies that Jacobs’ protocol, u = 0, is the locally optimal
protocol; D[F ] ≤ 0 implies that the Wiseman-Ralph (WR) protocol [49], u = 1,
is the locally optimal protocol. Thus, Eq. (7.54) implies local optimality of the
protocol u = 0. Since we assume that the function C˜ is C2 in F , convexity of C˜




Now, the increment function C˜ can be written explicitly as
C˜(F (L)) = F (L+ dLu=0), (7.70)
= F (qL), (7.71)
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where q a constant and in the second line we have used the fact that Jacobs’
protocol is linear, i.e. C˜ = qL. Letting f = F (L), Eq. (7.71) can be written as
C˜(f) = F (qF−1(f)). (7.72)






F ′(L) }, (7.73)
where we have used the abbreviations L = F−1(f). Since the increment function
C˜ is defined only for infinitesimal time periods, we must have q less than, but very
close to, unity. We thus let q = 1 −  with 0 <   1, and expand Eq. (7.73) to








′′(L)− LF ′′′(L)− F ′′(L)
}
. (7.74)
Since the terms outside the curly braces are positive, we need only check for the
positivity of the expression within the curly braces. The expression within the
curly braces is precisely Eq. (7.56). Thus, Eq. (7.56) implies convexity of C˜.
Since, Eq. (7.54) and Eq. (7.56) imply local optimality and convexity of C˜ repec-
tively, and Lemma 2 states that local optimality and convexity of C˜ implies global
optimality, Equations (7.54) and (7.56) implies global optimality.
Application to Rényi entropies
For our problem the Rényi entropy can be parametrized by L and α









Since the impurity L ∈ [0, 12 ], the above function has a well defined inverse and
can be shown to be smooth in L ∈ [0, 12 ]. Theorem 3 then states that Jacobs’
protocol is globally optimal for the cost function Sα(L) if the conditions,
C1. Local optimality, i.e. D[Sα(L)] ≥ 0, and
C2. Convexity, i.e. LS′′α(L)S′α(L)S
′′
α(L)− LS ′′′α (L)− S ′′α(L) ≥ 0,
are satisfied. We proceed to test both conditions numerically over the range
α ∈ [0, 50], and find that for the range of α considered, convexity is satisfied
for α < 1.103 for L = 12 ; local optimality is satisfied for α ∈ [0.823, 50] for L = 12 .
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Furthermore, since the Rényi entropy is defined for all α, we analytically show
that the min-entropy
lim








also satisfies local optimality. Since it is not possible to numerically test all α > 50,
we conjecture that since Sα for α ∈ [0.823, 50]∪{∞} satisfies local optimality, all Sα
for α ∈ [0.823,∞) satisfies local optimality as well. These results are summarized
in Fig. 7.1. The light red region is where convexity, i.e. condition C2 is satisfied;
the light blue region is where local optimality, i.e. condition C1 is satisfied, and
the dark blue region is when both conditions are simultaneously satisfied. It is







Figure 7.1: The dark blue shaded region is where we have both convexity and local
optimality. The light red region is where only convexity is satisfied, and light blue
is where only local optimality is satisfied. The x-axis of the graph is the order
of the Rényi entropy, and the y-axis is the impurity L. Then, the region where
Jacobs’ proof of optimality holds is the region denoted by vertical dashed lines,
α ∈ [0.823, 1.103] , since the proof requires that local optimality and convexity be
satisfied for all L ∈ [0, 12 ].
worth noting that Jacobs’ proof only holds for α ∈ [0.823, 1.103], which is a subset
of the dark blue region where both local optimality and convexity are satisfied.
This can be seen in both Eqs. (7.24) and (7.25), where a non-optimal protocol
u, may probabilistically increment the impurity Li towards L = 12 . Thus, Jacobs’
proof holds only when both conditions C1 and C2 hold for L ∈ [0, 12 ]. In the next
section, we will treat the problem of global optimality using Bellman’s principle
of dynamic programming.
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7.5.3 Optimality via dynamic programming
In this section, we will derive the Bellman equation for this control problem, and
show that for Jacobs’ problem, local optimality is equivalent to global optimality.
Let
Ju(L, t) = E(F [Lu(T )]|L(t) = L) (7.77)
be the expected cost function at a final time T , given an initial impurity L at time
t ≤ T , with evolution governed by protocol u. The globally optimal protocol u∗ is
then defined as the protocol which minimizes the above cost function, and satisfies
V (L, t) = inf
u
Ju(L, t). (7.78)
Again using the results of Sec. 7.2.2, we arrive at the following Bellman equation,
∂V (L, t)
∂t




















− 4L∂V (L, t)
∂L
+ min{0, D˜[V (L, t)]} = 0, (7.81)
since u ∈ [−1, 1]. In the above equation, we are again interested in finding the
sign of a function that looks very similar to Eq. (7.54). However, it must be
noted that in Eq. (7.81), the derivatives are with respect to the initial condition
L(t), and not the “local” parameters L(t) as in Eq. (7.54). However, as we will
show below, for Jacobs’ protocol, local optimality everywhere is a necessary and
sufficient condition for global optimality.
7.6 Global optimality iff local optimality in some
cases
Let us consider a more general class of control problems with the following SDE
for the controlled stochastic variable l:
dl = −k l
(





Chapter 7. Quantum optical control 93
where u is the control parameter. We impose the following constraints on the
functions γ(t), α(u, l, t), β(u, l, t) and the constant k:
1. k, γ, α > 0 for their respective domains.
2. α = β2 ∀u, l, t.
3. ∃ some u˜ such that β(u˜, l, t) = 0 ∀ l, t.
With these, we now proceed by stating and proving the following theorem:
Theorem 4. For the class of control problems satisfying the SDE (7.82), where
k, γ, α and β satisfy the constraints (1-3), local optimality and global optimality
are equivalent for the protocol u˜.
Proof. From the SDE (7.82), it can be shown using Itô calculus that the function
F (l) obeys


























where in the second line, we have used condition (2). Then, for a protocol u∗ to
be locally optimal, it must satisfy
E[dFu∗ ] = inf
u
E[dFu]. (7.85)







which follows from applying the condition of positivity (condition (1)) in Eq. (7.84).
We now let u˜ be a candidate optimal strategy and show the condition for u˜ to be
the globally optimal strategy. Firstly, we note that the protocol u˜ is deterministic,
since both β(u˜, l, t) and α(u˜, l, t) vanish in Eq. (7.82). Then, the variable lu˜ satisfies
dlu˜ = −kγ(t)lu˜dt. (7.87)
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Next, using the procedure outlined in the preceding section, we can write down


















where we have abbreviated α0 = α(u, l0, t0) and γ0 = γ(t0), and have explicitly
denoted the partial derivatives as with respect to the initial coordinates l0 and
t0. Since u˜ is deterministic as previously noted, V (l0, t0) = E[F (l)|l(t0) = l0] =





























which is evidently equal to 0, given Eq. (7.88). Then, the condition for u˜ to be the






2 ≥ 0, (7.93)
since if Eq. (7.93) were not satisfied, the infimum would not give α0 = 0. Using




















which is evidently the same condition as Eq. (7.86). Thus, local optimality and
global optimality are equivalent conditions for the protocol u˜.
For our original problem, we have k = 4, γ = 1, α = u2(1 − 2L) and β =
u
√
1− 2L, which can be easily verified to satisfy the constraints (1-3). Also, the
protocol u˜ is u = 0, which is Jacobs’ protocol. Thus, Jacobs’ protocol is globally
optimal at minimizing the Rényi entropy of order α > 0.823 ∀L, t.
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7.7 The curious case of the WR protocol
In this section, we now focus on the region where α < 0.5. As evident from Fig. 7.1,
the protocol u2 = 1 is locally optimal ∀L ∈ [0, 12 ] and α < 0.5. However, contrary
to intuition, we numerically show that it is not the globally optimal protocol.
7.7.1 Linear trajectory solution
For u2 = 1, the protocol is no longer deterministic, and we require explicit solutions
to Eq. (7.4). We treat this problem using linear quantum trajectory theory [99],
which allow one to solve the generally non-linear stochastic differential equations
in special cases.
Since the WR protocol is to first rotate the qubit to the z-axis on the bloch
sphere, and then performing the continuous measurement on the qubit in the z
direction, we have x(t) = 0 ∀ t. Furthermore, no further hamiltonian controls are
applied to the system. With these considerations, the mean z component of the
qubit bloch vector after some measurement time τ is
z˜(τ, z0) =
z0 cosh(2w) + sinh(2w)
cosh(2w) + z0 sinh(2w)
, (7.96)
where z0 is the initial value of the z component just after the initial rotation of the
bloch vector to the z axis, and the random variable w has probability distribution






Since the expectation of any function of the stochastic variable z can be expressed
as
E(F (z(t))|z0, t0) =
∫ ∞
−∞
F (z˜(t− t0, z0))dpw(t− t0), (7.98)




Sα(L0, w)ρ(w,L0, t− t0) dw, (7.99)
where,













1− 2L0 cosh(2w) + sinh(2w)
cosh(2w) +
√
1− 2L0 sinh(2w) , (7.101)
Chapter 7. Quantum optical control 96









7.7.2 Failure to prove optimality
Using the above equations withW (L0, t0) = E(Sα(t)|L0, t0), we numerically showed
that for α < 0.5,
D˜[W ] < 0 ∀L and t. (7.103)
However, using W (L0, t0) given by Eq. (7.99), we numerically verify that
∂W (L0, t0)
∂t0
− 4L0∂W (L0, t0)
∂L0
+ D˜[W (L0, t0)] 6= 0, ∀ L and t. (7.104)
Thus, the protocol u = 1, despite being locally optimal, is not the globally optimal
strategy for minimization of the Rényi entropies or order α < 0.5.
Understanding the process of verification
In the previous section, we have shown numerically that the protocol u(t) = 1
∀t ∈ [t0, T ] does not satisfy the Bellman equation with this particular cost function.
This null result can be interpreted to be a statement that either the WR proto-
col is not the globally optimal protocol and another protocol is the globally optimal
one, or that the control protocol u∗(t), which satisfies the infimum over the set of
admissible controls does not exist, and thus the pair of functions (V (L, t), u∗(t))
which satisfies the Bellman equation does not exist.
As we have set up the problem, the set of admissible control functions can be
defined simply as
U = {u(t) : [t0, T ]→ [0, 1]}, (7.105)
which is the set of all functions which map the time interval [t0, T ] to [0, 1]. This
lack of additional constraints leads us to conjecture that this set of functions is
not compact, and thus the infimum over the set of admissible controls might not
exist. We are thus lead to the conjecture that the globally optimal protocol for
minimization of the Rényi entropy of order α < 0.5 does not exist.
CHAPTER 8
CONCLUSION AND OUTLOOK
This concluding chapter serves as a summary for the work performed in this thesis
and hints at possible future analysis regarding each chapter.
In Chapter 2, we have presented an elegant formalism to treat open quantum
systems. This formalism allows one to specify the statistics of the input bath
fields accurately, and in principle allows one to solve for the output fields once
the inputs are specified. Although solutions to general systems are usually not
possible, for a linear system approximation as we have considered, we are able to
solve completely the open system. Furthermore, it gives a systematic treatment of
possible system losses and decoherence processes which is especially useful in the
treatment of state preparation. We also note that in section Sec. 2.3, we have given
an approach complimentary to the one found in Ref. [60]. The present approach
allows one to determine the output pulse statistics given the input pulse statistics
and is a very powerful approach, worthy of further investigation.
In Chapter 3, we detailed possible measurement scenarios for performing a
Bell test. We presented the atom-light entangled state which is able to violate
the CHSH inequality for the given measurement scenarios. We also presented our
optimization methodology, which allowed us to state and prove Theorem 1, which
says that the state 3.7, together with the one-photocounting measurement scenario
of Sec. 3.5 implies that the violation of the CHSH inequality is always possible for
perfect transmission, regardless of detector efficiency. What is interesting here is
that in Ref. [58], a similar result was proven, but for a different state. However,
it should be noted that in both the case of Ref. [58] and in theorem 1, we have
the number of photons in the state tending to infinity to achieve a violation of the
CHSH inequality. This seemingly points to the possibility that in the measurement
scenario of Sec. 3.5, there are an infinite class of states which violate the CHSH
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inequality for arbitrarily small photodetection efficiency.
Next, in Chapter 4, we present our proposed state production formalism. We
showed a preliminary calculation explaining the need to displace the field in a
particular measurement scenario. We then detail our methodology of the problem
which builds on the work presented in Chapter 2, showing the steps to arrive at
the final state production visibility, including the treatment of possible losses.
Then, in Chapter 5, we showed that the state production protocol we proposed
in Chapter 4 can be integrated with existing optical setups to produce the desired
state to a high fidelity. We next showed that the states produced can attain a
CHSH violation in the measurement scenario of Sec. 3.5 even for a low photon
counting efficiency of 25% with perfect transmission, or a line transmission of
64% with perfect detection efficiency. A somewhat problem of fast and efficient
detection of the atomic state still remains, as the atom is inside the optical cavity
with limited optical access. This problem however, might be surpassable with
larger optical cavities as in Refs. [100] and [101]. This gives a very good outlook
for optical cavity setups in eventually performing a loophole-free Bell test with
such optical setups.
In principle, one may also consider circuit QED setups. The advantages of
such setups are twofold. First, the very fast and efficient qubit state detection,
on the order of 10 ns [30] potentially lowers the required propagation distances to
laboratory scale distances (10 m or less). Second, in this system, large ratios of
coupling constant to cavity decay, g/κ, can be achieved. The drawbacks with cur-
rent technology are the limited efficiencies of both photodetection and homodyne
detection [102] and the requirement to cool the propagation line down to cryogenic
temperatures to avoid losses and blackbody radiation effects. The hope is that
both these drawbacks, being of technological nature, can be eventually solved in
near future experiments.
In Chapter 6, we presented work done in collaboration with the group of Chris-
tian Kurtsiefer at CQT. We showed how an effective description of the setup can
be derived, and presented a conceptually simple method found in Ref. [90] to ob-
tain observed statistics of the photon pair produced. In this treatment, one notes
that it is not possible to derive efficiencies of the four-wave mixing process given
the pulse shapes of the pumps, which might be interesting to experimentalists.
Although conceptually simple, the full generality of the numerical treatment is,
simply put, overwhelming. This then motivates us to try to strike some middle
ground between the approximations used and the generality of the treatment, such
that more interesting results can be derived. Appendix B is a documentation of
ongoing work done by the author in this direction.
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Finally, in Chapter 7, I have presented my brief survey of what it means for
a protocol to be optimal. We showed the physical model we are considering, and
presented results from Refs. [47, 49, 50]. We then generalized the optimality proof
in Ref. [47] to be applicable to a larger class of cost functions. Then, using the
family of Rényi entropies, we showed that this generalization of the proof does
not capture the whole range of parameters for which the protocol of Ref. [47] is
optimal. And finally, we showed the confounding case of a protocol being locally
optimal for all infinitesimal time intervals throughout the running time of the
protocol, but we could not show that it is the globally optimal protocol. These
results clearly show that this problem is non-trivial in the sense that intuition
might not always point in the right direction. We thus seek to show rigorously,
that either the optimal control protocol exist in this problem, and a possible
solution to this optimal control problem, or that the optimum does not exist, and
then the WR protocol is a good approximation to the optimum protocol, since it
is locally optimal everywhere.
APPENDIX A
BELL TESTS ON ENTANGLED COHERENT STATES
In this appendix, we detail the methodology for performing Bell tests on entan-
gled coherent states. We first detail our methodology to compute the outcomes
of homodyne measurements on coherent states. Using this methodology, we show
how we approach the problem of performing fully homodyne measurements on en-
tangle coherent states. Lastly, we test a particular type of Bell inequality suitable
for continuous outcome measurements on a particular class of entangled coherent
states, and the one and two photon NOON states.
A.1 Homodyne measurements on coherent state
superpositions
We seek to make the measurement
σX = 2
∫
dx |x〉〈x| − 1 , (A.1)
on the subspace spanned by the vacuum and coherent states |0〉 and |α〉 respec-
tively, with the convention that |x〉 is the eigenstate of (a+a†)/√2. We first derive
the wavefunction of the coherent state.
A.1.1 Basic derivations


































2a sinφ(x−a cosφ√2 ), (A.5)
where we have denoted α = aeiφ, with |α| = a and argα = φ. As an example, we
compute the c1 function from Eq. (3.12). The c1 function is
c1 =
1

































and the fact that argα = pi2 . The above procedure is only for a X quadrature
measurement. However, both |0〉 and |α〉 are individually symmetric about their
means, i.e. circularly symmetric in phase space, and a X quadrature measurement
can be visualized as taking the projection of the phase space distribution onto the
X quadrature; the above procedure allows one to find any homodyne measurement
on this subspace, since any homodyne measurement with fixed relative phase with
|α〉 will give the same results up to a trivial sign. Thus, a σX quadrature mea-
surement on the subspace spanned by |0〉 and |aeiφ〉 is equivalent to a σX
eiθ
on the
subspace spanned by |0〉 and |aei(φ+θ)〉. We use this observation extensively in this
appendix.
A.1.2 A particular binning choice
The form of Eq. (A.9) shows that, other than the binning [−b, b], another natural
binning choice is x ∈ [a cosφ√2 ,∞) or simply x˜ ∈ [0,∞). This binning corresponds
to choosing the mid-point of the two peaks of the projections of the distributions
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of |0〉 and |α〉, and intuitively would discriminate with equal probability, the |0〉
state from the |α〉 state. Thus, it will probably act like the usual σz operator for





dx˜φ|xφ〉〈xφ| − 1 , (A.10)
as the measurement of the states onto the xφ = (ae−iφ + a†eiφ)/
√
2 quadrature.
Notice that we have used the natural binning x˜ ∈ [0,∞). We want the form of
the trace of this operator with the following 3 terms, |0〉〈0|, |α〉〈α| and |α〉〈0|. The














and similarly, ∫ ∞
a cosφ√
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−( k2 )2 (A.15)∫ ∞
0
dxe−x
2 sin(kx) = F (k2) (A.16)
where F (x) is the dawson function defined as,






The integral (A.14) then becomes
1
2e




)e− 12a2 cos2 φ. (A.18)






)e− 12a2 cos2 φ (A.19)
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)e− 12a2 cos2 φσy. (A.20)
with the pauli operators
σz = |0〉〈0| − |α〉〈α|, (A.21)
σy = −i |0〉〈α|+ i |α〉〈0| . (A.22)
Additionally, notice that the dawson function (A.17) is an odd function in x. This
immediately implies that,









)e− 12a2 cos2 φσy. (A.24)
Also, due to the rotational symmetry of the coherent states, the above can be
rotated such that σxφ applied to some |α〉 is equivalent to σpφ applied to |α = iα〉,
where the angle φ is the (clockwise) angle the quadrature projection makes with
the P quadrature.
We summarize these relations in Table A.1, where we have used the abbrevia-
tions ar = |α| cosφ√2 and ai =
|α| sinφ√
2 .
|0〉〈0| |0〉〈α| |α〉〈0| |α〉〈α|
σφ erf(ar) −i 2√pie−a
2
rF (ai) i 2√pie
−a2rF (ai) −erf(ar)
σ−φ erf(ar) i 2√pie
−a2rF (ai) −i 2√pie−a
2
rF (ai) −erf(ar)
σp erf( |α|√2) 0 0 −erf(
|α|√
2)
σφ + σ−φ 2erf(ar) 0 0 −2erf(ar)
σφ − σ−φ 0 −i 4√pie−a
2
rF (ai) i 4√pie
−a2rF (ai) 0
Table A.1: Summary of important results of Sec. A.1.2. Note that we have set
ar = |α| cosφ√2 and ai =
|α| sinφ√
2 .
A.2 Fully homodyne measurements on entangled
coherent states
Armed with the derivations of the previous section, we are now ready to test states
of the form Eq. (3.54) for violation of the CHSH inequality. The Bell operator can
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be written,
B = (A0 + A1)B0 + (A0 − A1)B1. (A.25)
A.2.1 Choosing the binnings
We first make a simplification of the measurement operator of one party. This is
not expected to give the best possible results, but is chosen to reduce the search
space of possible measurements. Using the atomic measurements in Sec. 3.4 as a
guide, we choose A0 = σφ and A1 = σ−φ. With this choice of A0 and A1, and
given table A.1, it is obvious that the B0 term will be big if it is some kind of σz
like term, and B1 term will be big if it is some kind of σy term, or if the state is
conveniently chosen.
From intuition, a σz like term should maximally distinguish the |0〉 and |α〉
states. From Sec. A.1.2, this must correspond to the quadrature measurement
which has no relative phase between the quadrature measurement and α, and
use a binning of the form x˜ ∈ [0,∞). Thus, for argα = pi2 , if must correspond
to the 3rd line of table A.1, i.e. we will use the operator σp as the B0 term.
Again intuitively, the σy term must maximize coherences, and must correspond
to a relative phase between α and measurement of pi2 . At this point, intuition
does not help (at least for the author) anymore and we have to choose between
using the binning x ∈ [−b, b] or x˜ ∈ [0,∞). We compare the magnitudes of the







The first binning has already been computed in Sec. A.1 and gives the c1 term,
which is maximized by b = pi2√2α . The second binning has also been calculated
in Table A.1, but for a different state, which we assume to be i2(|0〉〈α| − |α〉〈0|),
and gives 2/
√
piF (α). We then use mathematica to compute both functions for
a range of α and plot the result in Fig.A.1. Fig.A.1 shows that c1 always has a
larger magnitude for α ∈ [0, 5]. Thus, we will use the binning x ∈ [−b, b].
A.2.2 Using a particular state
We first consider the state,
|ψ〉 = cos ν|0, 0〉 − i sin ν|α, α〉. (A.27)
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Figure A.1: Comparison of the magnitudes of the measurement using the binning
x ∈ [−b, b] and x˜ ∈ [0,∞).
A quick check shows that the state is normalized, with ν independent of α, due to
the factor of i. The density matrix is,
ρ = |ψ〉〈ψ| (A.28)
= cos2 ν|0, 0〉〈0, 0| − i cos ν sin ν |α, α〉〈0, 0|
+ i cos ν sin ν |0, 0〉〈α, α|+ sin2 ν|α, α〉〈α, α|. (A.29)
Taking the partial trace with σ{±} = σφ ± σ−φ, we arrive at,
Tra(σ{+}ρ) = %+ = 2
(
cos2 ν erf(ar)|0〉〈0| − sin2 ν erf(ar)|α〉〈α|
)
, (A.30)






With this, 〈B〉 evaluates to
〈B〉 = |Tr
[















where we have used c1 in Eq. (A.8) to simplify the expressions. To maximize over
ν, first notice that erf(|α|/√2) > 0 and c1 > 0. The positivity of c1 can be shown
numerically for α ∈ [0, 100], and then asymptotically for large α we showed in the
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proof of Theorem 1 that c1 ∼ 1|α| > 0. Thus, the maximization over ν depends on
the signs of erf(ar) and F (ai), and must yield
〈B〉ν = 2
(





r |F (ai)| c1
)
. (A.34)
From this expression, we can also analytically maximize the angle φ. This is done




−z2erfi(z), where erfi(x) is














= 2erf(αh cosφ)erf(αh) + 2c1e−α
2
herfi(αh sinφ), (A.36)
where we have used the abbreviation αh = |α|/
√






















− 2erf(αh) sinφ+ 2c1 cosφ
]
. (A.39)
























The last optimization over α is done numerically. This numerical optimization
gives B = 2 for some large α. Indeed, it can be shown that for α large, the
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second term of the sum disappears due to the exponential decay of e−α2h , and
cosφ , erf(αh) ≈ 1, giving B → 2. Thus, this state with these measurements does
not violate the CHSH inequality.
A.3 Trying the Zohren-Gill inequalities
In this section, we test the inequality found in Ref. [81] using a state of the form
|ψ〉 = N(|α, α〉+ |−α,−α〉), (A.44)
where N2 = 12(1+e−α2 ) , and given that fully homodyne measurements are used.
From the experience with our previous treatment of homodyne measurements,























|N |2 = p(xA, xB|φA, φB), (A.47)
= |ψα(xA)ψα(xB)|2 + |ψ−α(xA)ψ−α(xB)|2






+ e−(xA+αr cosφA)2−(xB+αr cosφB)2
+ 2e−x2A−x2Be−α2r(cos2(φA)+cos2(φB))
× cos{2αr(xA sin(φA) + xB sin(φB))}
}
, (A.49)
where we have denoted αr =
√
2α. The inequality requires the computation of
probabilities of the form P (A < B). This implies that the integrals required are




p(xA, xB|φA, φB)dxB dxA. (A.50)
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For the Gaussian functions in the first two lines of Eq. (A.49), this integral can be
















2erfc(y + a− b)dy. (A.51)
To derive the form of the integral of the last term of Eq. (A.49), it is helpful to












r dr dθ. (A.52)








































where κ(θ) = 2αr(cos θ sin(φA) + sin θ sin(φB)), and F (x) is Dawson’s integral









2{erfc[y + αr(cosφA − cosφB)]













r(cos2 φA+cos2 φB). (A.57)
Expecting some analytical optimization, we will want to find the derivative of the
above with respect to φA or φB. We note the following useful relations:
d
dz






F (z) = 1− 2zF (z) (A.59)
∂φAκ(θ) = 2αr cos θ cosφA (A.60)
∂κκF (
κ






2 )) + F (
κ
2 ) (A.61)
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with this, the first two terms of the first partial derivative of Eq. (A.57) w.r.t φA
(the erfc terms) equate to 0. However, the derivatives of the Dawson function
seem daunting. Thus, we first check numerically if a violation can be achieved and
around what values to limit our analytical optimization. Before we proceed, we
first write down the inequality that we test:
P (A2 < B2) + P (B2 < A1) + P (A1 < B1) + P (B1 ≤ A2) ≥ 1. (A.63)
A numerical study of the optimization space shows that the above sum of proba-
bilities is very weakly dependent on the measurement angles, and has a minimum
value of 1.408, around some α < 1. Since the numerical search gives a null viola-
tion, we do not continue the analytical search. In the next subsection, we test a
two different states to check if they violate the inequality.
A.3.1 Testing different states
In this subsection, we try the following states instead,
|0, 1〉+ |1, 0〉, and, (A.64)
|0, 2〉+ |2, 0〉, (A.65)
which are the N = 1, 2 versions of the NOON state. Recall the wavefunction







With this, the wavefunction of the NOON state can be written as
|ψ0(xA)|2|ψN(xB)|2 + |ψN(xA)|2|ψ0(xB)|2 + 2ψ0ψN(xA)ψ0ψN(xB). (A.67)























−r2 dr dθ. (A.69)










n dx = 12
1
1− t(2k2 − 1)
√
1 + t
1− t , (A.70)
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the required integral can then be found by finding the coefficient of the required
term in the series expansion of the RHS. For the case of N = 1, the coefficient is
k2, and for N = 2, it is 2k4 − k2 + 14 . I have not been able to find a closed form
expression of the coefficients of the series expansion for
√
1+t
1−t , and so will leave it
as this. With this, Eq. (A.69) evaluates to 12 for N = 1, and 0 for N = 2. The
second term of Eq. (A.67) is just with sin→ cos, and also gives 12 for N = 1, and
0 for N = 2.




















Hn(r cos θ)Hn(r sin θ)
2nn! re
−r2 dr dθ. (A.72)











1− t sin 2θ . (A.73)
Again, the general expansion eludes me. For N = 1, this gives 12 sin 2θ and for
N = 2, gives −14 cos 4θ. Both functions give 0 after the θ integral.
We can then input these values into the inequality. For the state 1√2(|0, 2〉 +
|2, 0〉), P (A < B) = 0. And thus the sum of probabilities is 2. For cos ν|1, 0〉 +
sin ν|0, 1〉 gives P (A < B) = 12 , and so the sum or probabilities is also 2. Thus,
both states do not violate the inequality. Note that although we have not done it,
our methodology can easily be generalized to any NOON state due to the ease at
which the r integrals can be evaluated.
APPENDIX B
ONGOING FOUR-WAVE MIXING CALCULATIONS
In this appendix, we present an ongoing calculation for the four-wave mixing
experiment.
This appendix is structured as follows. We first present the derivation of the
generalization Einstein relations for the correlation functions of the Langevin forces
for a two-level atom. This technique can be similarly generalized to multi-level
atoms as we are dealing with. Next, we go straight to the Maxwell-Bloch equa-
tions for the system including all decay processes and Langevin forces. Next, we
derive input-output relations and some useful commutators and show how these
can be used to compute the required G(2) function. Lastly, we list down a set
of approximations which we think will be sufficient to reproduce the results of
Ref. [89].
B.1 Generalized Einstein relations
In this section, we first write down the outline of the derivations of the General-
ized Einstein relations following [105], then we try to find these relations for our
problem. These relations express the correlation functions of Langevin forces to
the dissipation rates of the atom, and can be viewed from a fluctuation-dissipation
theorem lens. The latter concept says that in the case of Brownian motion, the
origins of the random forces that kicks the pollen molecules in water and the fric-
tional forces which damp out motion of the pollen molecules is the same. This
is conceptually very nice, and much work on this has been done by Kubo and
others1, however, I have not been able to find a clear and concise derivation of the
1See Ref. [106] for a nice review of the fluctuation dissipation theorem.
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quantities I require, which is the multi time correlation functions of the Langevin
forces.
B.1.1 Derivation in the case of a two-level atom
In this subsection, we show the derivation of the correlation functions for a two-
level atom driven by a classical field, and coupled to a quantum field (which acts
as the spontaneous emission reservoir). The idea of the derivation is not difficult.
Consider the optical bloch equations of this case, and including the spontaneous






Bq,q′′Sq′′ + λq + Fq(t) (B.1)
where Fq(t) is the Langevin force term, which has zero average value i.e.
〈Fq〉 = 0. (B.2)




= 2Dq q′g(t− t′), (B.3)
where Dq q′ is a diffusion constant on the order of the atomic decay rate Γ, and
g(t− t′) is a function of t− t′ of width τc = 1/ckM , and having an integral equal
to 1. These relations come due to the existence of 2 very different time scales, Γ−1
and τc, with the correlation time much shorter than the decay time i.e. τc  Γ−1.
We first note that
〈Fq(t)Sq′(t′)〉 = 0 if t− t′  τc. (B.4)
This can be seen by first formally integrating Eq. (B.1), and then, since Sq′ depends
linearly on Fq′′ , and using the properties of g(t−t′). Thus, Sq′ cannot be correlated
with the Langevin force for t sufficiently distant in the future of t′. We next define




Bq,q′′Sq′′ + λq, (B.5)
which governs the evolution of the means in the usual Bloch equations. Then,
d
dt
Sq = D(Sq) + Fq(t). (B.6)
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Now, consider the atomic operator S†qSq′ . The pauli algebra allows us to reexpress









































To calculate the last 2 terms of the above expression, we note that the Langevin
forces Fq(t) are not correlated with the operators Sq′(t−∆t) if ∆t τc. Thus, we
integrate Eq. (B.1) between t−∆t and t, so that we can express Sq′(t) as a function
of Sq′(t − ∆t). We choose ∆t to be relatively small compared to Γ−1 (but still
satisfying ∆t  τc, which is possible due to the large separation in time scales).
This small ∆t allows us to approximate the evolution of Sq(t) to first order in ∆t,
which from Eq. (B.1) is








= 0. Then, the
last 2 terms of Eq. (B.9) become
〈
















g(τ) dτ = 2Dq q′ (B.13)
where in the last line we notice that
∫ t
t−∆t g(t − t′) dt′ “sums” g(t′) in t′ ∈ [0,∆t]
and
∫ t
t−∆t g(t′− t) dt′ “sums” it from t′ ∈ [−∆t, 0], and since ∆t τc, this integral
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B.2 Attacking the problem
With the previous derivation in hand, we can attack the problem proper. The
equations of motions for the 4-wave mixing situation are: For the fields
(c∂z + ∂t)S(z, t) = igsLn(z)σ˜32(z, t), (B.15)
(c∂z + ∂t)D(z, t) = igdLn(z)σ˜03(z, t), (B.16)
and for the atomic operators,






+ iΩp1[σ˜11 − σ˜00]− iΩ∗p2(t− z/c)σ˜02 + igdDσ˜†13 + Fˆ01, (B.17)






+ iΩ∗p2[σ˜22 − σ˜11] + iΩ∗p1σ˜02− igsSσ˜†13 + Fˆ12, (B.18)






+ igsS[σ˜22 − σ˜33]− iΩp2σ˜13† + ig∗dD†σ˜02 + Fˆ32, (B.19)






+ igdD[σ˜33 − σ˜00] + iΩp1σ˜13− ig∗sS†σ˜02 + Fˆ03, (B.20)






+ iΩp1σ˜12 − iΩp2σ˜01 − igsSσ˜03 + igdDσ˜32 + Fˆ02, (B.21)






+ iΩ∗p1σ˜03 + iΩp2σ˜
†
32 − igsS†σ˜12− igdDσ˜†01 + Fˆ13, (B.22)
where all Rabi frequencies are taken at the retarded time, i.e. Ωi = Ωi(t − z/c).
The field propagation equations can be simplified by noting that for some function
g(z, τ) = f(z, t = τ + z/c) (B.23)
then,
c∂zg(z, τ) = (c∂z + ∂t)f(z, t = τ + z/c). (B.24)
This is relation that used in many references, but is hardly explained anywhere.
The above “explanation” can be found in [107], however, the more mathematically
inclined reader will be delighted to know that this relation can also be derived by
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using the definitions of derivatives as limits and some taylor expansions. Then,






and using the retarded time τ = t − z/c, we can rewrite the equations of motion
as:














+ iΩp1(τ)[σ˜11 − σ˜00]− iΩ∗p2(τ)σ˜02 + igdDσ˜†13 + Fˆ01 (B.28)






+ iΩ∗p2(τ)[σ˜22 − σ˜11] + iΩ∗p1(τ)σ˜02 − igsSσ˜†13 + Fˆ12 (B.29)






+ igsS[σ˜22 − σ˜33]− iΩp2(τ)σ˜†13 + ig∗dD†σ˜02 + Fˆ32 (B.30)






+ igdD[σ˜33 − σ˜00] + iΩp1(τ)σ˜13 − ig∗sS†σ˜02 + Fˆ03 (B.31)






+ iΩp1σ˜12 − iΩp2σ˜01 − igsSσ˜03 + igdDσ˜32 + Fˆ02 (B.32)






+ iΩ∗p1σ˜03 + iΩp2σ˜
†
32 − igsS†σ˜12 − igdDσ˜†01 + Fˆ13 (B.33)
B.3 Relevant quantities
The set of Eqs. (B.26-B.33) represents the starting point from which we attack
the problem. These equations will completely describe the physical situation we
wish to model. However, before we proceed further, it is prudent to first look at
the goal of the calculation lest we get lost in the jungle of symbols.
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Since are seeking the detection probability of one photon triggered on the other








where Fout and Gout represent the annihilation operators of the output field modes
which would correspond to either the signaller or idler modes. Inspired by Sec. 2.3,
let us first ignore the position dependences and first assume that the output modes
are related to the input modes and system operators by
Fout(t) = Fin(t) + ΣF (t), (B.35)
Gout(t) = Gin(t) + ΣG(t), (B.36)
where Σi is the system operator coupled to the bath mode i. Then, define the
commutator
C = [Fin(t′),ΣG(t)]. (B.37)















F †in(t′)ΣF (t′) + F †in(t′)Fin(t′) + Σ†F (t′)Fin(t′)





C†ΣF (t′)ΣG(t) + C†C + Σ†G(t)Σ
†








Thus, we need to derive the form of the commutator C, and require the computa-
tion of certain correlation functions of system operators.
B.4 Deriving input-output relations and com-
mutators
We have the field propagation equations
∂z˜S(z˜, τ) = i
gsLN
c
σ˜32(z˜, τ), and, (B.42)
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The input fields are defined as Oin(t) = O(0, t), and the output fields are Oout(t) =
O(L, t), where O is either S or D. In terms of the functions with dimensionless
coordinates, the input field is O˜(0, τ) = Oin(τ) and the output field is O˜(1, τ) =
Oout(τ + L/c). Then, letting pα = gαLNc , we can write
S(z˜, τ)− Sin(τ) = ips
∫ z˜
0
dz˜′ σ˜32(z˜′, τ), and, (B.44)
Sout(τ + L/c)− Sin(τ) = ips
∫ 1
0
dz˜ σ˜32(z˜, τ), (B.45)
and the corresponding equations for the idler field. Using the same arguments as
in Sec. 2.2.4, we deduce that
[Sin(t), P (z, t′)] = 0 for,t > t′ + z/c, (B.46)
where P (z, t′) is some system operator. This must be true, since a system operator
should not depend on the input operator at later times, and conversely,
[Sout(t), P (z, t′)] = 0 for,t+ (L− z)/c < t′. (B.47)
In terms of the retarded time functions, these are
[Sin(t), P˜ (z, τ)] = 0 for,t > τ, (B.48)
[Sout(t+ L/c), P˜ (z, τ)] = 0 for,t+ L/c < τ. (B.49)
With these relations, we need to combine them with Eqs. (B.45) and (B.44) to
derive the Input Output relations for the system.
B.5 Approximations
In this section, we list down the two approximations which vastly simplify the set
of equations (B.26-B.33).
1. During the interaction, the atomic ensemble is almost always in the ground
state i.e.
σii ≈ δi,0. (B.50)
2. Second order quantum effects are weak, compared to the corresponding ef-
fects due to the pump fields. Second order quantum terms are terms which
involve the absorption or emission of a photon in the signaller or idler modes,
accompanied by an atomic raising or lower operator.
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These approximations allow us to write the equations as,













σ˜01 − iΩp1(τ)− iΩ∗p2(τ)σ˜02 + Fˆ01, (B.53)





σ˜12 + iΩ∗p1(τ)σ˜02 + Fˆ12, (B.54)





σ˜32 − iΩp2(τ)σ˜†13 + Fˆ32, (B.55)





σ˜03 − igdD + iΩp1(τ)σ˜13 + Fˆ03, (B.56)





σ˜02 + iΩp1σ˜12 − iΩp2σ˜01 + Fˆ02, (B.57)





σ˜13 + iΩ∗p1σ˜03 + iΩp2σ˜
†
32 + Fˆ13. (B.58)
These reduced equations can now be solved in smaller chunks by noting that the
set of equations involving {σ˜†32, σ˜03, σ˜13} are strangely decoupled from the other
atomic operators.
B.6 Outlook
In this Appendix, I have presented our ongoing calculation with the four-wave mix-
ing setup. The material presented is necessary (and almost sufficient) to complete
the calculation, however, due to various constraints, the calculation is currently un-
finished, as can be seen in Sec. B.4 and the previous section. It is believed however,
that the calculation will reproduce the measured results of Ref. [89]. Hopefully,
this method can also give previously inaccessible results, like the optimal pulse
shape for entangled photon pair production etc..
APPENDIX C
THE FOKKER-PLANCK EQUATION
In this appendix, we give some background derivations for Chapter 7 for complete-
ness of this work. We first present a derivation of the Fokker-Planck equation from
the Chapman-Kolmogorov equations. We next show the connection between the
usual Itô stochastic differential equation (SDE) and the Fokker-Planck equation.
C.1 Derivation from the Chapman-Kolmogorov
equation
In this section, we derive the forward and backward Fokker-Planck equations from
the Chapman-Kolmogorov equations. This section is heavily based on Ref. [108]
and the reader should refer to this reference for more details.
The basic tenet of this derivation is the Chapman-Kolmogorov equation for
Markovian processes. The Markovian process X(t) is assumed to be a time-
dependent random variable such that we can sample values x1, x2 etc. of X(t)
at different times, and a joint probability density p(x, t) exists which describes the
system completely. Then, the Chapman-Kolmogorov equation can be stated as
p(x1, t1|x3, t3) =
∫
dx2 p(x1, t1|x2, t2)p(x2, t2|x3, t3), (C.1)
which is a very intuitive statement of probabilities (at least to this author).
C.1.1 Forward evolution
The derivation requires three conditions for all  > 0:
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∆tp(x, t+ ∆t|z, t) = W (x|z, t), (C.2)
exists uniformly in x, z and t ∀ |x− z| ≥ .
2. lim∆t→0 1∆t
∫
|x−z|< dx (x− z)p(x, t+ ∆t|z, t) = A(z, t) +O(),
3. lim∆t→0 1∆t
∫
|x−z|< dx (x− z)2p(x, t+ ∆t|z, t) = B(z, t) +O(),
where the last 2 conditions have the limits existing uniformly in z,  and t. Let
f(z) an arbitrary function which is twice continuously differentiable in some region
R ⊂ C. Consider the time evolution of the expectation of f(x),
∂t
∫





∆t [p(x, t+ ∆t|y, t









dz f(x)p(x, t+ ∆t|z, t)p(z, t|y, t′)
−
∫
dz f(z)p(z, t|y, t′)
}
. (C.4)
Since f(z) is twice continuously differentiable
f(z) = f(x) + (x− z)∂zf(z) + 12(x− z)
2∂2zf(z), (C.5)
for |x− z| < . Then, inserting this into Eq. (C.4) and breaking up the integration








dz f(x)p(x, t+ ∆t|z, t)p(z, t|y, t′)−
∫











(x− z)∂zf(z) + 12(x− z)
2∂2zf(z)
]


















where in the last line of Eq. (C.7), we have used that fact that the probability
distribution is normalized. Combing the last two lines of Eq. (C.7) and using the
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conditions (1-3), we arrive at
∫













dxW (x|z, t)p(x, t|y, t′)−W (x|z, t)p(z, t|y, t′)}.
(C.8)
The first line of the above can be rewritten by first writing out the integration
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Ap(z, t|y, t′)f(z) + 12B p(z, t|y, t





where ∂R represents the surface of the region R. Next, we define the support of
function f(z) to be R′ ⊂ R1. With this additional constraint on f(z), the surface
terms vanish, and we finally obtain:
∂
∂t
p(z, t|y, t′) = − ∂
∂z
[A(z, t)p(z, t|y, t′)] + 12
∂2
∂z2
[B(z, t)p(z, t|y, t′)]
+
∫
dx [W (z|x, t)p(x, t|y, t′)−W (x|z, t)p(z, t|y, t′)]. (C.11)
This equation is referred to in Ref. [108] as the differential Chapman-Kolmogorov
equation, but I was unable to find any reference to this name. The Fokker-Planck
equation is then obtained by setting W (z|x, t) = 0, i.e.
∂
∂t
p(x, t|y, t′) = − ∂
∂x
[A(x, t)p(x, t|y, t′)] + 12
∂2
∂x2
[B(x, t)p(x, t|y, t′)]. (C.12)
Since W (z|x, t) is related to the continuity of the probability distribution by
Eq. (1), setting W (z|x, t) = 0 implies that the resulting solution of the Fokker-
Planck equation is continuous.
C.1.2 Backward evolution
In this subsection, we present the derivation of the backward Fokker-Planck equa-
tion from the Chapman-Kolmogorov equation. This equation differs from the
forward equation only by the variables which are kept constant. The derivation
1The interested reader is referred to Ref. [108] pp 50 for further discussion on this point.
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starts by immediately considering
∂t′p(x, t|y, t′) = lim∆t′→0
1
∆t′ [p(x, t|y, t






dz p(z, t′ + ∆t′|y, t′)[p(x, t|y, t′ + ∆t′)− p(x, t|z, t′ + ∆t′)],
(C.14)
where we have used the Chapman-Kolmogorov equation in the second term, and
used completeness of the distribution in the first term. Assuming that the proba-
bility distribution p(x, t|y, t′) is continuous and bounded for some t − t′ > δ > 0,












dz p(z, t′ + ∆t′|y, t′)[p(x, t|y, t′)− p(x, t|z, t′)]. (C.16)
Now we use a similar trick as in Sec. C.1.1, by breaking the integral into |z−y| < 
and |z − y| ≥ . Then, by performing the taylor expansion
p(x, t|z, t′) = p(x, t|y, t′) + (z − y)∂yp(x, t|y, t′) + 12(z − y)
2∂2yp(x, t|y, t′) (C.17)
for |z − y| < , and inserting the conditions (1-3), we arrive at
∂
∂t′
p(x, t|y, t′) = −A(y, t′) ∂
∂y







dz W (z|y, t′)[p(x, t|y, t′)− p(x, t|z, t′)]. (C.18)
Upon setting W (z|y, t′) = 0, we have the backward Fokker-Planck equation
∂
∂t′
p(x, t|y, t′) = −A(y, t′) ∂
∂y




p(x, t|y, t′). (C.19)
C.2 Obtaining the Fokker-Planck equation from
stochastic differential equations
In this section, we present a simple derivation of the relation between the Fokker-
Planck equation and stochastic differential equations. Given some stochastic vari-
able x(t) with SDE
dx = a(x, t)dt+ b(x, t)dW, (C.20)
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we can find the evolution of 〈f(x(t))〉 for some function f(x) which is twice con-













Since the expectation is taken with respect to the conditional probability p(x, t|x0, t0) =









































where we have assumed the stochastic variable has allowed evolution within the
region R with surface ∂R. Using a similar argument as Sec. C.1.1, we defining
the function f(x) to have support only in a region R′ ⊂ R. This definition forces
the surface terms to vanish, and we obtain the forward Fokker-Planck equation,
∂tp(x, t|x0, t0) = −∂x[a(x, t)p(x, t|x0, t0)] + 12∂
2
x[b2(x, t)p(x, t|x0, t0)]. (C.24)
With this derivation, we can identify the drift and diffusion terms in Eqs. (2) and
(3) with the terms of the SDE, which are
A(x, t) = a(x, t), and, (C.25)
B(x, t) = b2(x, t). (C.26)
APPENDIX D
NUMERICAL ALGORITHMS
In this Appendix, we present a set of numerical integration routines. These rou-
tines are used extensively in this thesis to tackle ALL numerical integrations re-
quired in this work. The flexibility of these routines lies in the fact that the
required pre-computation step can be done once, and the results saved for use in
any quadrature routine. In this work, we seek to provide an intuitive understand-
ing of the algorithms, and give theorems only when they are fully understood by
the author1.
D.1 Gaussian quadrature
The goal of Gaussian quadrature is to be able to accurately approximate the value
of the integral ∫ b
a
w(x)f(x) dx, (D.1)
where w(x) is called the weight function, and f(x) is an arbitrary function. We
first define an infinite set of orthogonal polynomials pn on the interval [a, b], such




w(x)pi(x)pj(x) dx = δij, (D.2)
and p0 = 1, and the subscript denotes the order of the polynomial. Note that with
this definition, these orthogonal polynomials form a basis over the interval [a, b]
with weight function w(x), any function can be expanded as a linear combination
of these polynomials. Then, the theorem of Gauss/Jacobi is
1Which unfortunately is not always.
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is exact for all polynomial f(x) of order ≤ 2N − 1, with xk and wk defined as
N∑
j=1
wj pk(xj) = δk0 ∀ k ≤ N − 1, (D.4)
where the xj’s are the roots of pN(x).
Proof. Let f(x) be a polynomial of order ≤ 2N − 1. Then, f(x) can be expressed
as
f(x) = pN(x)q(x) + r(x), (D.5)
where q(x), r(x) are both polynomials of order ≤ N − 1. Substituting this into






















where we have used the orthogonality relations of the polynomials, and the fact






















where we used Eq. (D.4) and the fact that xj are roots of pN(x).
D.2 Highly oscillatory quadrature
In this section, we present one method for performing numerical integrations on
highly oscillatory functions found in Refs. [109, 110, 111]. Contrary to what one
might expect, this techniquee seem to be fairly recent additions to the literature
of numerical integration, which came as a big surprise for the author. The main
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This integral on first sight seems very similar to usual integrals. However, one
quickly realizes that for k  g(x), the integrand widly oscillates. A simple Gauss-
type integration over the range [a, b] must surely fail, since the integrand is no
longer well approximated with a polynomial. Note that this method is not the
definitive algorithm to approach the problem, and other methods indeed exist, see
for instance Ref. [112] for one elegant example.
D.2.1 Filon-type quadrature
In this section, we present a generalized Filon-type quadrature from Ref. [111].
This idea was first proposed in Ref. [109], and generalized in Ref. [110]. However it
was only proved in [111] to increase in accuracy for increased oscillation strengths
k.
The idea of this method is not too hard to explain, and can be interpreted


























where we denoted the moments mj =
∫ b
a x
je−ikg(x)dx. So, if the moments of
the function e−ikg(x) are known, and not too complex to compute, this technique
becomes a viable way to numerically evaluate the integral Eq. (D.12). However, if
these moments are unknown, this method is almost useless, since it breaks up an
oscillatory integral into a sum of oscillatory integrals without any change in the
oscillation strength, which defeats the purpose.
Further, this method leaves open the choice of the coefficients of the interpo-
lating polynomial cj, and evidently requires a good polynomial approximation to
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the function f(x) to be useful as well. We next show an example in which we
compute a fourier transform type integral by using this method.
Example: Fourier transforms




This is the well known fourier transform with a bounded domain. It is the simplest
example where the moments mj are known analytically, and are not too compu-
tationally expensive to compute. Also, in optical system, k ∼ 1
λ
∼ 107 which is
really huge, so a brute force attack on this integration is expensive, although still
doable in practice.









= γ(j + 1,−ikb)− γ(j + 1,−ika), (D.20)






Unfortunately, Matlab 7.10 does not implement an incomplete gamma function
which accepts complex numbers, and so this is not a good method for direct
implementation in matlab. These moments can however, be defined recursively by




















m0 = D0. (D.25)
An implementation would then be to loop up from m0 to the required number of
moments, which is pretty cheap computationally to implement as well. Next, to
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approximate f(x), we choose the Chebyshev nodes to approximate the function.
These nodes are well known in numerical analysis to give a small interpolation






, k = 1, 1, ...N. (D.26)
To approximate f(x), we solve the Vandermonde system,
∑
ij
vijcj = f(xi), (D.27)
with the elements of N ×N Vandermonde matrix defined by
vij = xj−1i , (D.28)
where the xi’s are the Chebyshev nodes given in Eq. (D.26). Thus, we “simply”
solve the N linear equations to arrive at the coefficients cj. However, it must be
noted that the Vandermonde matrix is in general very ill-conditioned, such that
its determinant is very small, making inverting unstable numerically. An example
with the Chebyshev nodes is for N = 50, the determinant of V is ∼ 10−318,
which is as good as a singular matrix for a computer. There are ways to invert
this matrix in the literature, exploiting the structure of the matrix [113, 114].
However, preliminary testing showed that they were not ideal. Instead, we picked
a small value of N = 20 such that Matlab is able to find a satisfactory inverse.
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