We consider a class of consistently ordered matrices which arise from the discretization of Boundary Value Problems (BVPs) when the finite element collocation method, with Hermite elements, is used. Through a recently derived equivalence relationship for the asymptotic rates of convergence of the Modified Successive Overrelaxation (MSOR) and a certain 2-step iterative method, we determine the optimum values for the parameters of the MSOR method, as it pertains to collocation matrices. A geometrical algorithm, which utilizes 'capturing ellipse' arguments, has been successfully used. The fast convergence properties of the optimum MSOR method are revealed after its comparison to several well-known iterative schemes. Numerical examples, which include the solution of Poisson's equation, are used to verify our results.
INTRODUCTION
The problem we wish to consider is the iterative solution of certain large and sparse linear systems that are encountered in applications. One such instance, of importance to mathematical software, is lhe numerical solution of Poisson's equation on a square, with Dirichlet conditions, when the collocation method with Hermite bicubic elements is used.
In recent years, due to the systematic study performed in [13] [14] [15] the collocation method has been proven to be a competitive approximation method which is now an integral part of mathematical software for elliptic problems (e.g., ELLPACK [25] ). As the resulting, from the discretization. linear system is large and sparse, there is at least one reason (namely storage. cf. [24] ) which makes it important to develop iterative methods for collocation matrices.
Relevant results for iterative methods, as it pertains to collocation matrices, may be found in [22, 26, 10] . In particular, in [26, 10] , the comple,e convergence theory for the Extrapolated Jacobi (EJ), Extrapolated Gauss-Seidel (EGS), Successive Overrelaxation (SOR), and Extrapolated SOR (ESOR) (or, equivalently, Extrapolated Accelerated Gauss-Seidel (EAGS)) methods, is included.
Two were the main reasons which motivated. us to initiate an investigation for the convergence properties of the MSOR method: a)
For certain choices of the two relaxation parameters of the MSOR, its asymptotic rate of convergence was the same as that of the SOR or EGS, b)
A recently derived [11] equivalence, between the asymptotic rates of convergence of the MSOR and a particular 2-step iterative method, created the opportunity to algorithmically derive the optimum values of their parameters.
In Section 2 we introduce the necessary formalism for the problem which is then used, together with a geometrical algorithm [17. 16] which utilizes the optimum capturing ellipse arguments, in Section 3 for the determination of the optimum values for the parameters of the MSOR and its equivalent 2-step iterative method. In Section 4 we compare the optimum MSOR against the optimum SOR, EGS and EAGS methods. It reveals that the optimum MSOR method is always faster than the optimum SOR and EGS methods, while it competes with the optimum EAGS to win in all cases of practical interest. These results are verified through three example applications which include the numerical solution of the Poisson-Dirichlet problem in the unit square.
FORMULATION OF THE PROBLEM
To fix notation, consider the nonsingular linear system Ax =b, (2.1) where A E IR n,n. Writing A as A=D(I-L-U), (2.2) where D is a nOllsingular block diagonal matrix and L, U are strictly lower and strictly upper triangular matrices respectively, the associated block Jacobi iteration matrix B is defined by
Then, the case of interest is characterized (cf. [22] ) by the following set of hypotheses:
HI the block Jacobi matrix B of (2.3) is consistently ordered weakly cyclic of index 2, so that the matrix A of (2.1) is 2-cyclic (cf. [28] ). where the matrices 0 1 and 02 are square null matrices of order nl and n2 respectively, with 0 < n 1. n2 < n. In accordance with the above partitioning of the Jacobi matrix B the MSOR iterative method, as it pertains to the solution of the system (2.1), is described by c .en X 1m -1 ) + (I -Q Lr 1 Qc,
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Q := diag(OJ, I" "'2 1 2 ) m = 0,1,2, ... (2.5) where I j denotes the unit matrix of order nj U = 1. 2), while 001' CO2 ( '# 0) are the two relaxation factors of the MSOR method. Clearly, when OJ, = "'2 ,,'" the MSOR reduces to the SOR method with relaxation factor 00.
Let us now consider the double-Jacobi iterative method (cf. [12])
x(m+1)=B 2 x(m)+(I+B)D-1 b, m=0, 1,2, and its associated completely consistent 2-step method it has recently been shown in [11] that the MSOR method of (2.5) and the 2-step method of (2.7) are equivalem, in the sense that their asymptotic rates of convergence are the same. Therefore, the problem of determining the optimum values of the parameters COl. C02, of the MSOR method is equivalent to that of finding the optimum values of the parameters &" &, of the 2-step method of (2.7) and then determining OJ1 and ro, by means of (2.8) or, equivalently, as the roots of the quadratic equation Z2 -(2 -f1J , ) Z + f1J 2 = O. (2.9) Moreover, to comply with known results in the literature. we use the transformation and write (2.7) as At this point we would like to remark that several very interesting results concerning 2-step or in general k-step iterative methods may be found in the literature (e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] , [11] , [16] , [17] [18] [19] [20] [21] , [23] ). The particular method in (2.11) has been analyzed in [17] [18] [19] [20] , [6] , [1] , [3] [4] , [16] , [5] and [2] . The treatment in [17] [18] [19] [20] and [16] contalns the complete analysis for both cases of fixed or varying parameter 00. Following the analysis therein, it is known that the parameters A. and 'If can be seen as functions of the real and imaginary semiaxes, M R and M[ respectively, of the capturing ellipse for the spectrum By virtue of HI-H3 the eigenvalues of B 2 are lying either on the circumference of the unit circle (but not at 1) or at the origin. Thus, the transfonnation of (2.12) implies that, for ro in the interval (0,1), the eigenvalues of B ro are lying in the strip S of (2.18), whence we obtain that the 2-step method of (2.11) converges if and only if 0<0l<1.
(2.20)
The problem now of determining the optimum asymptotic rate of convergence R£;) of (2.15) is equivalent to the problem of finding the optimum capturing ellipse of B (iJ over all OJ in (0,1), or, in mathematical terms, equivalent to the solution of the min-max problem d +-Vd2 -Cz (2.25) where Cz == c 2 := a 2 -h 2 , and it is equivalent to the problem of finding the optimum "capturing" ellipse for the spectrum of the matrix I -B 2. The section that follows is devoted to the solution of this problem.
OPTIMUM VALVES
With" (B) denoting the spectrum of the block Jacobi matrix B of (2.3). recalling hypotheses HI-H3. we have that
where Jlo := 0 is an eigenvalue of multiplicity m 1 (0 < m 1 < n),~l :
for all j = I, .... t when t::F O. Of course when e;:: 0 then~o and ±~l are the only eigenvaAues of the matrix B, with multiplicity ml and m2 respectively. Therefore if the matrix B is defined by
where t is as in (3.1) and
nd E;,j denotes the complex conjugate of E;,j. Apparently the eigenvalues of the matrix B in (3.3) are lying at the center and on the circumference of the circle e which is centered at the point (1,0) and has radius 1. Moreover. assuming a counterclockwise ordering of the eigenvalues J.Lj I j = 1, ..., t of the Jacobi matrix on the circumference of the unit circle in the first quadrant, that is
6)
A it is evident that the eigenvalues Sj I j = I, ...• t of B are ordered in a clockwise fashion on the circumference of the upper half of the circle e, that is°< 
.., t + 1 and the positive real semiaxis.
With the notation above, we proceed to detennine the optimum capturing ellipse ell of the polygon H, by following the algorithm in [16] , which clarifies in some sense the algorithm in [17] : 
denote the optimum ellipse which intersects H+ at the points Pi and Pj . We need to detennine, if there exist, indices VI and V2 such that the ellipse e VI ,V2. contains, in the closure of its interior, the positive hull H+. In such a case eH == eVhVZo For this we consider the following cases: Therefore. the optimum 'ellipse' 1':0,1 defined by (ef. [17] . [16] Observe now that as the ellipse eO,1 intersects the circle C at the point PI. while the number of intersection points in the upper half plane of these two quadratic curves are at most two, it is evident that the optimum ellipse 00,1 will be the optimum capturing ellipse eH as long as the point P t + 1 belongs to the closure of its interior or, In this case (3. 
where 20 is as defined in (3.47 ).
We point out that for In such a case let ei,j,k I i == 0, ..., t -1 I j = i + I, ..., t I k = j + I, .. " t + 1 denote any such ellipse which intersects the positive hull H+ at the points Pj, Pj and Pk·
Observe now that if i :;t 0 then the three points Pi, Pj and Pk win all lie on the circ umference of the circle e, forcing ei,j,k == e and violating in this way the convergence condition in (3.12) as ai,j,k == dj,j,k = 1. On the other hand if i = 0 and j #:-1 or k ' * t + 1 then, as the points P j and P k are the only intersection points of the positive hull H~and the ellipse eO,j,k which are lying on the circumference of the circle e. it is evident that the vertex PI or PHI respectively will always lie in the exterior of the optimum ellipse eO,j,k. Therefore consider the optimum ellipse eO,I,l+1 and observe that, as PI and P l+1 are the intersection points of eO,I,l+1 and the circle e while Po lies strictly in the interior of the circle e, the arc PI P l + 1 of e lies in the interior of B of (2.3) . The optimum. values for the paramerers of the MSOR metlwd of (25) may be found by the following relationships (see Section 2): The optimum asymptotic rate of convergence R.." (£0.) is of course the same as that of the 2-step method of (2.11), hence (3.62) and therefore the optimum value of the spectral radius P(£nJ of the MSOR iteration matrix £n of (2.5) is apparently given by A P(£n) = IJI· (3.63) The optimum values for the relaxation parameters (01 and CO2 of the MSOR method are the roots of the quadratic equation in (2.9), namely (3.64) where, by (2.10), (2.13), (2.16) and (2.24)
with d and C2 defined in (3.61). By combining (3.64) and (3.65) it is obtained that
The optimum values in (3.63) and (3.66 ) are also shown schematically in Figure 2a and 2b respectively.
COMPARISONS AND EXAMPLE APPLICATIONS
In this section we compare the rate of convergence of the optimum MSOR method against the rates of convergence of the optimum SOR, Extrapolated Gauss-Seidel (EGS) and Extrapolated Accelerated Gauss-Seidel (EAGS). The comparisons are perfonned by direct comparisons of the corresponding spectral radii (Figures 3. 4 and 5) , and verified for certain example applications ( Table 1) Table I , for these methods can be also found in [22] and [10] . Throughout this section a is defined by a:=max{Re{j.l)},~E cr(B) " (4.1)
MSOR versus SOR
Observing that, for the choice (01 = 0)2 of the relaxation parameters, the MSOR method reduces to the SOR, it is evident that, as long as the optimum values for the parameters rol and Olz are such that 001 *' 002. the optimum rate of convergence of MSOR will be better than that of the optimum SOR. Inspecting Figure 2b , it is clear that, as 001 ¢ ro2 only for ex = 0, the optimum MSOR converges faster than the optimum SOR for all ex in (0,1), while for ex =°the two optimum methods coincide. This is further demonstrated in Figure 3 which illustrates the numerical comparison of the corresponding spectral radii.
MSOR versus EGS
Let us consider the eigenvalue functional equations for the MSOR and EGS methods, as it pertains to 2-cyclic mattices. In particular, if t.~and j..L denote the eigenvalues of the MSOR, EGS and Jacobi iteration rnattices respectively, then it is known that (cf. [27] and [29] [30] ) < and lJ. satisfy « + 0>, -1) « + 0>2 -1) = 0>1 Olz <lJ. This is numerically verified in Figure 4 .
MSOR versus EAGS
The comparison of the two optimum methods is performed numerically, by direct comparison of the corresponding spectral radii. and the results are shown in Figure 5 .
Inspecting Figure 5 one may easily verify that there exists a value & (approximately equal to 0.25) such that for 0: < ii, the optimum EAGS converges faster than the optimum MSOR, while, for ex.~fl the optimum MSOR method dominates.
We proceed to verify our results for three example linear systems which arise from the discretization of BVPs by the finite-element collocation method. The results are summarized in Table 1 .
A. One Dimensional BVPs
Assuming a uniform partitioning of the interval Ix into N subintervals, we seek an approximate solution Uno in ;the form n un(x) = L 8 k (I>k(x), n ='IN, (I>k(x) " Hermite cubics.
k=1
Using the collocation method (at the Gaussian points) for discretization, one arrives at a linear system (for the unknowns Ok) whose coefficient matrix A, for specific values of co, c, and C2 in (4.6), has the form (e.g., [26] , [10] In analogy with the I-D case, the collocation produces a linear system whose coefficient matrix A has the form (cf. [22] )
A 2 A, -A 4 A4 A, -A 2 A, A2 A, -A 4 A, A4 A, -A2 A= A, A2 A, -A4 A, A 4 A, -A 2 A, A 2 -A 4 A, A 4 -A2
(4.9)
where each Ai I i = 1, 2, 3. 4 is a 2N x 2N matrix in the fann given in (4.7). The corresponding values b5i) I j = I, 2, 3, 4 for each Ai maybe found in [22] .
The above examples have been chosen so that we can be able to demonstrate all possible cases discussed earlier on. In Example 1, the value of a: = max{Re(~)} remains less than 1/4 so that the optimum MSOR, although it converges faster than the optimum SOR and EGS methods, is slower than the optimum EAGS. In Example 2 the MSOR method dominates. Example 3 represents a model for elliptic BVPs and is of practical interest. Here the value of a. is greater than 1/2 for N~4, and therefore the optimum MSOR has the fastest asymptotic rate of convergence. 
