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Abstract - The car recoginition is part of the field of  
traffic  surveilence  on  image.  In  general,  the  car  
recognition using the form-based feature as a unique  
feature.  Another feature in object  recognition is  the  
frequency  feature.  One  feature  of  frequency  is  the  
fourier feature, this feature is obtained by using Fast  
Fourier  Transform  (FFT)  method.  The  object  
recognition can be done by determining the maximum  
value of likelihood and classifying it with Maximum  
Likelihood Classification (MLC). The use of FFT and  
MLC  in  the  car  object  recognition  has  never  been  
used. The results of both are in a good accuracy that is  
76%.
Keywords  -  Fast  Fourier  Transform;  Maximum 
Likelihood Classification; Car Recognition
Abstrak – Pengenalan mobil merupakan bagian dari  
bidang pengamatan lalu lintas pada citra. Umumnya  
pengenalan mobil menggunakan fitur bentuk sebagai  
fitur unik. Fitur lain dalam pengenalan objek adalah  
fitur frekuensi. Salah satu fitur frekuensi adalah fitur  
fourier, fitur ini didapat dengan menggunakan metode  
Fast  Fourier  Transform  (FFT).  Pengenalan  objek  
dapat  dilakukan  dengan  cara  menentukan  nilai  
maksimum  likelihood  dan  mengklasifikasikannya  
dengan  Maximum  Likelihood  Classification  (MLC).  
Penggunaan FFT dan MLC dalam pengenalan objek  
mobil pada citra belum pernah digunakan. Hasil dari  
penggunaan  keduanya  mengghasilkan  akurasi  yang  
baik yaitu 76%.
Kata  Kunci  –  Fast  Fourier  Transform;  Maximum 
Likelihood Classification; Pengenalan Mobil
I. PENDAHULUAN 
Dalam  bidang  pengamatan  lalu  lintas  (traffic  
surveilence)  melalui  citra,  baik  itu  pada  citra  tunggal 
atau  video,   terdapat  beberapa  bagian  seperti  deteksi 
keberadaan, pengenalan jenis dan pelacakan  kendaraan 
[1].  Deteksi  keberadaan  kendaraan  merupakan  bagian 
awal  dari  bidang  pengamatan  lalu  lintas  pada  citra. 
Deteksi  kendaraan  merupakan proses  pengenalan  atau 
identifikasi  kendaraan  terhadap  wilayah-wilayah  yang 
ditentukan  dari  citra.  Wilayah-wilayah  tersebut 
merupakan bagian kecil dari  citra (sub-image) sebagai 
upaya  untuk  mencari  objek  berupa  kendaraan. 
Pengenalan  kendaraan  pada  umumnya dilakukan pada 
jenis  mobil.   Pengenalan  mobil  secara  umum  dapat 
dilakukan  dengan  3  cara,  yaitu  melalui  fitur  (feature 
based model), bagian per-bagian (part based) dan model 
3D (3D model based) [1]. 
Pengenalan  mobil  melalui  fitur  dapat  dilakukan 
melalui  fitur-fitur  bentuk.  Fitur  bentuk  dapat  bersifat 
sebagai  fitur  lokal  seperti  Scale  Invariant  Feature  
Transform (SIFT) [2]-[5] dan Speed Up Robust Feature 
(SURF) [6]-[9]. Sementara itu, fitur yang memanfaatkan 
perubahan  warna  dapat  dilakukan  dengan 
memanfaatkan nilai gradien dan integrasi citra (integral  
image).  Pemanfaatan  fitur  gradien  untuk  mengenali 
mobil  berdasarkan  bentuknya  dapat  menggunakan 
Histogram of Oriented Gradient  (HOG) [10]-[14] dan 
dilanjutkan  dengan  Haar-like  Feature [15]-[20]  untuk 
memanfaatkan integrasi citra sebagai metode ekstraksi 
fiturnya.
Dalam  pengolahan  citra,  fitur  terbagi  ke  dalam  3 
bagian yaitu  tekstur,  bentuk dan frekuensi.  Salah satu 
metode  untuk  mengekstraksi  fitur  citra  dalam  bentuk 
frekuensi adalah Fast Fourier Transform (FFT). Metode 
ini mengubah domain spasial citra ke domain frekuensi. 
Pada  domain  ini,  pola  objek  dari  sebuah  citra  dapat 
disajikan. FFT dapat digunakan untuk pengenalan wajah 
[21] dan juga dimanfaatkan untuk pengenalan ekspresi 
wajah  [22].  Pada  bidang  identifikasi  biometrik 
(biometric  identification),  penggunaan  FFT  dilakukan 
pada citra sidik jari untuk mendapatkan pola unik dari 
sidik  jari  seseorang.  Dengan  menggunakan  pola  unik 
tersebut, dapat dilakukan identifikasi kepemilikan sidik 
jari [23].
Pengenalan  objek  pada  citra  dapat  dilakukan 
menggunakan  metode  generative  learning  dan 
discriminative learning. Pada pengenalan mobil metode 
dicriminative learning yang digunakan adalah  Support  
Vector  Machine  (SVM)  [4],  [14].  SVM  membagi 
masalah klasifikasi ke dalam 2 bagian sehingga metode 
ini  tergolong  ke  dalam  klasifikasi  biner  (binary 
classification). 
Pada  sisi  lain,  generative  learning  merupakan 
metode  klasifikasi  parametrik.  Metode  ini  didasarkan 
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pada  asumsi  distribusi  probabilitas  data.  Salah  satu 
metode  dalam  generative  learning adalah  Maximum 
Likelihood Classification (MLC). Metode ini didasarkan 
pada nilai estimasi maksimal dari fungsi likelihood pada 
data.  Penerapan  MLC  dilakukan  pada  pengenalan 
wilayah  pada  citra  multi  spektral  [24].  Penelitian  ini 
menggunakan  FFT  sebagai  ekstraksi  fitur  untuk 
mengubah  domain  fitur  guna  menemukan  parameter 
yang  tidak  ditemukan  dalam  domain  spasial.  Untuk 
pengenalan, penelitian ini menggunakan MLC sebagai 
metode  klasifikasi  parametriknya.  FFT  dan  MLC 
digunakan untuk mengenali mobil pada citra. 
II. METODE PENELITIAN
Untuk mengenali apakah data (citra) yang diberikan 
merupakan sebuah mobil atau bukan dilakukan dengan 
pendekatan  supervised learning.  Metode penelitian ini 
mengikuti  tahapan  pendekatan  tersebut.  Pendekatan 
untuk mengenali mobil ditunjukkan oleh Gambar 1. 
Tahap  pada  metode  penelitian  ini  terdiri  dari 
pengelompokan data, ekstraksi fitur, pembuatan model, 
klasifikasi dan pengujian. Tahap pertama menghasilkan 
data yang telah dikelompokkan ke dalam dua kategori 
kelas  (mobil  dan  non-mobil).  Tahap  kedua 
menghasilkan matriks fitur. Tahap ketiga menghasilkan 
model  berupa  nilai θ−parameter .  Dua  tahap 
terakhir,  secara  berturut-turut  menghasilkan  kategori 
kelas  citra  yang  dimasukkan  dan  pengujian  dari 
performa  metode  yang  digunakan  dalam  mengenali 
objek.  Pengujian  dilakukan  dengan  menggunakan 
confusion matrix.
A. Pengelompokkan Data
Data pada penelitian ini diambil dari University of 
Illinois at Urbana Campaign (UIUC). Data berupa citra 
grayscale dengan ukuran 40 x 100 piksel sebanyak 1050 
citra. Data dibagi ke dalam dua jenis yaitu citra dengan 
objek  mobil  dan  citra  dengan  objek  non-mobil.  Citra 
mobil terdiri dari 550 citra, sementara citra non mobil 
terdiri  dari  500 citra.  Beberapa citra mobil dan bukan 
mobil  ditunjukkan  secara  berturut-turut  oleh  Gambar 
2(a)  dan  2(b)  Data  mobil  dan  non-mobil  dibagi 
kedalaman dua jenis, yaitu data latih dan data uji. 
B. Ekstraksi Fitur
Ekstraksi  fitur  yang  digunakan  dengan  mengubah 
domain  spasial  pada  citra  ke  domain  frekuensi. 
Pengubahan  tersebut  dilakukan  menggunakan 
transformasi  Fourier  2D,  yaitu  FFT  yang  ditunjukan 
oleh Persamaan 1.
Fitur  hasil  ekstraksi F merupakan  citra  dengan 
domain  frekuensi,  dimana  setiap  piksel (u,v )
didapatkan  dengan  mentransformasikan  semua  pixel 
citra  spasial.  Citra  spasial  yang digunakan merupakan 
citra mobil dan non-mobil. 
Namun,  fitur  ekstraksi  F berada  pada  bilangan 
kompleks.  Untuk  mendapatkan  nilai  riil  pada  fitur 
F maka dilakukan ekstraksi fitur selanjutnya berupa 
spektrum  (besaran/skalar)  dan  sudut  (orientasi). 
Keduanya didapat melalui Persamaan 2 dan Persamaan 
3 secara berturut-turut.
F (u, v )=∑
m=0
M−1
∑
n=0
N−1
Img (m ,n) e
(−i 2π (uxM + vyN ))      (1)
S→|F (u , v )|=√ℜ (u, v )2+ℑ (u, y )2         (2)
O→ϕ (u, v )=tan−1( ℑ (u, v )ℜ (u , v ) )             (3)
Gambar 1. Rancangan pendekatan sistem
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Bentuk akhir dari fitur yang diekstraks adalah citra 
spektrum  dan  citra  orientasi.  Dengan  transformasi 
S ,O∈R2→R dan  penggabungan,  keduanya 
menghasilkan  bahwa  untuk  setiap  baris  merupakan 
sebuah  titik  ( s , o ) dimana  sϵS dan  oϵO . 
Vektor ciri yg didapat  dinyatakan sebagai Xϵ R2 .
C. Pembentukan Model
Dengan  asumsi  bahwa  vektor  ciri  terdistribusi 
normal, X N (μ ,Σ ) ,  maka  model  yang  dibentuk 
merupakan  model  distribusi  Gaussian  multivariat. 
Permasalahan  untuk  menentukan  model  tersebut 
merupakan permasalahan parametrik.  Oleh karena itu, 
penentuan  model  dilakukan  dengan  menggunakan 
Maximum Likelihood Estimation (MLE). Bentuk umum 
dari MLE ditunjukan oleh Persamaan 4.
 P (θ∨x1, x2 ,… xn )=argmax
θ
∏
i=1
n
P (x i∨θ )       (4)
Penyelesaian  nilai  maksimum  pada  Persamaan   4 
tersebut  diselesaikan  dengan  menurunkan  fungsi 
likelihood-nya seperti yang ditunjukkan pada Persamaan 
5. MLE ditunjukkan dalam Persamaan 6.
 
∂ ln P (x1 , x2 ,… x n∨θ )
∂θ
=0                  (5)
 
∂∑
i=1
n
ln P (x i;θ )
∂θ
=0
                        (6)
Model  distribusi  Gaussian  multivariat memenuhi 
Persamaan  7  dengan  x ϵ X merupakan  vektor  ciri. 
Model  yang  dibentuk  membutuhkan  nilai 
θ−parameter  yaitu θ={μ, Σ }  dengan μ  dan 
Σ  yang  ditunjukkan  oleh  Persamaan  8  sebagai 
vektor  rata-rata  dan  Persamaan  9  sebagai  matriks 
kovarian  merupakan  MLE  untuk  distribusi  Gaussian 
multivariat.  Model  yang dibentuk dibagi  menjadi  dua 
kelompok yaitu θmobil dan θmobil .
  f gauss ( x ; μ ,Σ )=det (2 π Σ )
−1
2 e
−1
2 (x−μ )
TΣ ( x−μ)          (7)
   μ=(μX 1μX 2)                                  (8)
 Σ=( σ X1
2 σ X1 X 2
σ X 1X 2 σ X 2
2 )                         (9)
D. Klasifikasi
Metode klasifikasi yang digunakan dalam penelitian 
ini  adalah  MLC.  Bentuk  awal  dari  MLC  adalah 
Bayesian  classifier dengan  bentuk  persamaan 
ditunjukkan  oleh  Persamaan   10.   Dengan  asumsi 
P (θi )=P (θ j ) , maka MLC ditunjukkan oleh Persamaan 
11. 
 class∝ argmax
θi
P ( x;θi) P (θi )                 (10)
class∝ argmax
θi
P ( x;θi)                    (11)
Dengan  menggunakan  distribusi  Gaussian,  Persamaan 
12  digunakan  untuk  mengklasifikasi  citra  dimana
θi=(μi , Σi)  dan i∈Class . Nilai yang diberikan berada 
pada [1, 2,…nclass ]  yang mewakili tiap kelas model.
 class∝ argmax
θi
f gauss (x ;θi )                (12)
E. Pengujian Hasil Klasifikasi
Pengujian  pada  penelitian  ini  dilakukan  dengan 
menggunakan  confusion matrix yang ditunjukkan oleh 
Tabel 1.  Dari  tabel  confusion matrix  tersebut dihitung 
nilai  accuracy,  precission,  recall,  dan negative  rate  
dengan  menggunakan Persamaan  13-16.  TPR 
menyatakan  true  positive  rate (recall),  TNR 
menyatakan  true  negative  rate,  PPV  menyatakan 
 (a) Data citra mobil
(b) Data citra non-mobil
Gambar 2. Data citra dalam penelitian
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positive  prediction  value (precision),  dan  Acc 
menyatakan accuracy.
 TPR= ΣTPΣTP+Σ FN                        (13)
TNR= ΣTN
ΣTN+ΣFP                        (14)
PPV= ΣTP
Σ TP+Σ FP                        (15)
Acc= ΣTP+ΣTN
ΣP+Σ N                         (16)
Pengujian  pada  penelitian  ini  dibagi  ke  dalam  4 
pengujian.  Pengujian pertama menggunakan data latih 
sebanyak  100,  pengujian  200  data  latih,  pengujian 
ketiga  300  data  latih  dan  pengujian  terakhir 
menggunakan 400 data latih.
III. HASIL DAN PEMBAHASAN
Hasil  penelitian  ini  ditunjukkan  oleh  Tabel  2  dan 
Tabel 3. Pengujian tersebut dibagi ke dalam 4 jenis yang 
dibedakan  berdasarkan  jumlah  data  latih.  FFT  yang 
biasanya digunakan untuk pengenalan wajah,  ekspresi 
wajah  dan  sidik  jari,  seperti  dalam  [21]-[23],  dapat 
digunakan  untuk  ekstraksi  fitur  citra  mobil.  MLC, 
seperti  dalam  [24],  digunakan  untuk  klasifikasi 
parametrik citra dengan distribusi Gaussian.
Dari  hasil  pengujian  dari  Tabel  2  dan  Tabel  3 
dihitung nilai recall (TPR), precission (PPV), accuracy 
dan  TNR,  seperti  ditunjukkan  Tabel  4  dan  Tabel  5. 
Tabel 4 menunjukkan bahwa performa terbaik didapat 
pada pengujian-3 (data latih 300) dimana nilai akurasi 
terbesar dan presisi tidak berselisih terlalu jauh dengan 
akurasi. Tabel 5 menunjukkan bahwa performa terbaik 
didapat  pada  pengujian-4  (data  latih  400)  dengan 
akurasi terbaik dan presisi selisihnya tidak terlalu besar. 
Performansi  tersebut  menunjukkan  bahwa  MLC 
dengan  ekstraksi  fitur  FFT  dapat  diterapkan  dalam 
pengenalan mobil, seperti halnya dalam [10]-[14] yang 
menggunakan  HOG  dan  dalam  [15]-[20]  yang 
menggunakan  Haar-like feature untuk  memanfaatkan 
integrasi citra sebagai metode ekstraksi fiturnya. Hasil 
tersebut juga menunjukkan adanya bias pada data latih 
sehingga performa pengujian data uji dengan performa 
pengujian data latih yang terbaik, tidak lebih baik dari 
performa pengujian data uji dengan performa pengujian 
data  latih  yang  lebih  rendah.  MLC  membutuhkan 
jumlah  data  yang  banyak  untuk  membuat  fungsi 
probabilitas yang baik. 
IV. KESIMPULAN
Penggunaan  FFT  sebagai  ekstraksi  fitur 
menghasilkan  hasil  performa  pengenalan  mobil  yang 
baik yaitu ditunjukkan oleh hasil akurasi sebesar 0.76 
dan  presisi  0.74.  Hal  ini  menunjukkan  bahwa  MLC 
dengan  ekstraksi  fitur  FFT  dapat  diterapkan  pada 
pengenalan mobil. 
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