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Introduction
The superior olivary complex in the auditory brainstem computes the localization of sounds, and contains binaural nuclei such as the lateral superior olive (LSO) and the medial superior olive (MSO), which receive inputs from both ears (Masterton et al. 1967; Tollin, 2003; Grothe et al. 2010) . The LSO receives inhibitory input from the medial nucleus of the trapezoid body (MNTB), which informs LSO neurons about a tone at the contralateral ear (Sanes, 1990; Kim & Kandler, 2003) . LSO neurons also receive excitatory input from the ipsilateral cochlear nucleus, most probably originating from bushy cells (Spirou et al. 1990; Smith et al. 1991 Smith et al. , 1993 Saul et al. 2008 ; for a review, see Cant & Benson, 2003) . These synaptic inputs to LSO neurons thus explain the classical findings from in vivo recordings showing that LSO neurons are excited by ipsilateral sounds but inhibited by contralateral sounds (Boudreau & Tsuchitani, 1968; Magnusson et al. 2008; Karcz et al. 2011 ; for a review, see Tollin, 2003; Grothe et al. 2010) .
The MNTB-LSO inhibitory synapse has previously been studied in vitro as a model for a developing inhibitory synapse in the auditory brainstem. Thus, it was shown that the MNTB-LSO connection has GABAergic and glutamatergic components early in development, and that it changes to a purely glycinergic connection after hearing onset (Kotak et al. 1998; Gillespie et al. 2005) . Furthermore, IPSC amplitudes increase with development at around the same time, and well-separable unitary IPSCs are observed in electrical fibre stimulation experiments from around postnatal day (P)9 onwards (Kim & Kandler, 2003; Walcher et al. 2011) . The excitatory inputs to LSO neurons show a rather graded input-output relationship Xiao et al. 2013) , although some evidence for a developmental refinement towards larger unitary EPSCs was reported recently Felix & Magnusson, 2016) . Thus, it appears that LSO neurons receive a multitude of small excitatory synaptic inputs, unlike, for example, the specialized large 1:1 calyx of Held synapse between globular bushy cells and MNTB neurons (Schneggenburger & Forsythe, 2006; Borst & Soria van Hoeve, 2012) . Nevertheless, the advantages of a graded excitatory input to LSO neurons, and of relatively large unitary inhibitory inputs for the excitation-inhibition (E-I) integration performed by LSO neurons, have not been investigated.
Previous studies of inhibitory and excitatory synaptic inputs to LSO neurons have been performed with fibre stimulation experiments. An alternative method for stimulating genetically defined synaptic afferents is optogenetic stimulation (Boyden et al. 2005) . Here, the expression of a light-activated ion channel like channelrhopsin-2 (ChR2) can be targeted with Cre-lox systems to molecularly defined neuron populations (Madisen et al. 2012) . Optic stimulation of ChR2-expressing afferent fibres can then be used to evoke synaptic currents of molecularly defined origin (Petreanu et al. 2007) . In the present study, we have made use of such optogenetic stimulation techniques to investigate E-I integration in LSO neurons.
At the outset of the present study, using electrical fibre stimulation in young hearing mice, we found that unitary IPSCs were larger, and had a larger variability across inputs than reported previously (Kim & Kandler, 2003 Noh et al. 2010; Hirtz et al. 2012 ; but see Walcher et al. 2011) . This prompted us to investigate the amplitude of unitary IPSCs also with optogenetic stimulation, which revealed unusually strong compound IPSCs after near-maximal optogenetic stimulation, and large, but variable, unitary IPSCs. In a parallel study, we reconstructed the inhibitory axons that make contact with the soma and proximal dendrite of an LSO neuron using serial block face electron microscopy (SBEM) (Denk & Horstmann, 2004) . We found that an LSO neuron is densely surrounded by a multitude of inhibitory axons, which together contain at least 300 active zones, a finding that provides an ultrastructural correlate for the strong inhibition of LSO neurons (accompanying paper by Gjoni et al., 2018) . By contrast to inhibition, optogenetic stimulation of excitatory fibres from bushy cells in the ventral cochlear nucleus (VCN) produced graded EPSCs with small unitary EPSC amplitudes. Modelling approaches suggested that this distribution of the strengths of unitary postsynaptic currents, and the degree of convergence observed for both inhibition and excitation, determines the steepness of the tuning curve of action potential (AP)-firing of LSO neurons and the spontaneous AP firing of LSO neurons. Thus, the specific connectivity of excitatory and inhibitory inputs to LSO neurons is optimized for the E-I integration process performed by these binaural neurons.
Methods

Ethical approval
All procedures with research animals (mus musculus; different transgenic strains see below) were approved by the veterinary office of the Canton of Vaud, Switzerland (authorization # 2063 .3, 2063 and conform with the guidelines of the Journal of Physiology on animal ethics. Research work at our institution operates under the Swiss Federal law on the protection of animals ('Loi fédérale sur la protection des animaux'). Mouse pups were housed in standard cages with their mother, with ad libitum access to food and water under a 12:12 h dark/light cycle. On the day of the experiment, a mouse pup was killed by decapitation prior to making native brain slices, in a procedure approved by the veterinary office of the Canton of Vaud, Switzerland (authorization # 2063 .3, 2063 .
Animals
Most of the experiments were performed with mouse pups at P16-P21. Two additional preparations were carried out with adult mice (P40 and P68; data not shown). For the optogenetic stimulation experiments (Figs 3-6), a Cre-dependent channelrhodopsin (H134R)-eYFP reporter mouse line (abbreviated ChR2; RRID:IMSR JAX:012569; Madisen et al. 2012) , was crossed with one of the below Cre-mouse lines, depending on the purpose of the experiment. A Parvalbumin-IRES-Cre line (abbreviated PV Cre ; RRID:IMSR JAX:017320; Hippenmeyer et al. 2005 ) was used for the experiments shown in Figs 3 and 4 to stimulate inhibitory and excitatory inputs, respectively. To stimulate bushy cell inputs more specifically (Figs 5 and 6) , the ChR2 mice were crossed with a Math5
Cre mouse line kindly provided by Dr Lin Gan (Yang et al. 2003) . For the latter breeding pairs, typically only one parent had a
Math5
Cre allele, aiming to avoid generating Math5
Cre/Cre (Math5 null) mice (Yang et al. 2003) . For the former breedings, mice heterozygous for the PV Cre allele were used. For ChR2 mice, either heterozygous or homozygous mice were used as breeders. For all other experiments, C57Bl6/J mice were used. Mice of either sex were used, although the sex of the mice was not determined in most cases.
Slice preparation and electrophysiology
Coronal 200 μm slices of the mouse brainstem containing MNTB and LSO were cut using a VT1000S slicer (Leica Microsystems, Wetzlar, Germany) in accordance with standard procedures (von Gersdorff et al. 1997) . For optogenetic stimulation of inhibitory neurons in the MNTB (Fig. 3I-L) , the slice thickness was 300 μm and the slice angle was slightly tilted medio-laterally (ß15°) to improve the preservation of fibres from MNTB to LSO. During dissection of the brainstem and the slicing procedure, the tissue was submerged in ice-cold solution containing (in mM): 125 NaCl, 25 NaHCO 3 , 2.5 KCl, 1.25 NaH 2 PO 4 , 25 glucose, 0.4 ascorbic acid, 3 myo-inositol and 2 Na-pyruvate, supplemented with 0.1 CaCl 2 and 3 MgCl 2 (all from Sigma-Aldrich/Fluka, Buchs, Switzerland), bubbled with 95% O 2 /5% CO 2 (pH 7.4). The slices were transferred to a submerged incubation chamber with standard bicarbonate-based solution as above, but containing 2 mM CaCl 2 and 1 mM MgCl 2 , and were kept there for at least 45 min at 35°C before the recordings. We made recordings in the medial limb of the LSO, and targeted LSO neurons with relatively large somata. The recorded neurons had a baseline cell capacitance of 12-15 pF and thus probably represent the larger principal neurons as opposed to neurons of the lateral olivocochlear bundle, which have smaller somata (Sterenborg et al. 2010) . Whole-cell patch clamp recordings were performed at room temperature (22-24°C), using an EPC10/2 patch clamp amplifier (HEKA Elektronik, Lambrecht/Pfalz, Germany).
For measurements of IPSCs under conditions of high intracellular Cl (Figs 1 and  3) , the patch pipette solution contained (in mM): 140 CsCl, 10 Hepes, 20 TEA-Cl, 5 Na 2 -phosphocreatine, 4 Mg-ATP, 0.3 Na 2 -GTP and 0.2 EGTA (pH 7.2 with CsOH), with a total [Cl − ] i of 160 mM. In these experiments, IPSCs were measured at a holding potential (V h ) of −70 mV, initially with 10 μM 2,3-dihydroxy-6-nitro-7-sulfamoyl-benzo[f]quinoxaline (NBQX) and 50 μM D-2-amino-5-phosphonopentanoic acid (D-APV) (Biotrend, Wangen, Switzerland) in the extracellular solution to block excitatory synaptic currents. However, because NBQX at high concentrations is an antagonist of homomeric glycine receptors, we later switched to 10 μM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), which has significantly lower potency at glycine receptors (Meier J Physiol 596.20 & Schmieden, 2003) . We estimate that the unitary IPSCs reported for some recordings in Fig. 1 The series resistance (R s ) was in the range 4-10 MOhm, exceptionally up to 15 MOhm, and was compensated by 50-90% by the patch clamp amplifier. All displayed and analysed IPSC and EPSC traces were corrected for the remaining R s error in an offline analysis procedure (Meyer et al. 2001) (Fig. 1Ac) . If the correction increased the peak IPSC by more than 50%, the data were discarded. Recordings were made using the lowest possible gain (0.5 mV/pA) with the intermediate feedback resistor of the EPC-10 (500 MOhm). With these settings, currents of up to ±20 nA amplitude can be recorded before amplifier saturation occurs. However, considering R s errors, we estimate that the true currents close to saturation of the amplifier correspond to ß30 nA (see above). In some recordings with strong optogenetic stimuli, V h was set to −20 mV to avoid amplifier saturation (Fig. 3Cb) .
Electrical fibre stimulation was performed with a custom-built platinum/iridium bipolar electrode, which was placed medially to the LSO for activating fibres originating from MNTB (Figs 1, 2 and 6). Short pulses (0.1 ms) were delivered via an isolated stimulator (Model 2100; A-M Systems, Carlsborg, WA, USA). To measure IPSC amplitudes as a function of stimulus intensity (input-output curves; e.g. Figs 1A and B), we applied eight stimuli at 0.1 Hz at a given stimulus intensity. We attempted to map out the recruitment of new fibres with finer stimulation increments but used larger increments when no additional fibres appeared; thus, the stimulation increments were not constant.
Optical stimulation
For optogenetic stimulation , blue light pulses were generated by a LED controller (Doric Lenses, Québec, QC, Canada) driving a high-power LED (CREE XP-E2 Royal Blue, 450-460 nm; Cree Inc, Duhram, NC, USA). The light was coupled into the microscope (Axioskop 2, FS plus; Carl Zeiss, Oberkochen, Germany) using an epifluorescence condenser (TILL Photonics, Planegg, Germany) and focused onto the sample with a 40× objective (LUM Plan FL, 0.8 NA; Olympus, Tokyo, Japan). The light output was restricted to an area of ß160 × 120 μm with an aperture; during most experiments, the recorded LSO neuron was positioned in the middle of the illuminated area. In the experiments shown in Fig. 3I -L, after establishing a recording of an LSO neuron, the microscope optical axis was carefully moved to the MNTB by means of an x-y table mounted below the microscope, to allow optical stimulation of groups of MNTB neurons.
In most of the experiments, the light intensity was modulated with neutral density (ND) filters (5%, 10%, 25% and 50%, alone or in combination), using only the upper half of possible voltage ranges fed into the LED controller (range 2.5-5 V). This is because voltage pulses below 2 V led to timing errors of the LED controller (Doric Lenses). The time course of light pulses was measured with a photodiode (DET36A/M; ThorLabs, Newton, NJ, USA); stimulus light intensity is expressed as a percentage of the maximal light intensity (5 V at the LED controller and no ND filter corresponding to '100%').
Analysis of electrophysiological data
During offline-analysis, IPSC and EPSC traces were first corrected for the remaining R s error (see above). In the plots of peak IPSC amplitudes vs. stimulus intensity, the data points were grouped by eye based on IPSC amplitudes, and the average IPSC amplitude of each IPSC level was then calculated. The amplitude of unitary IPSCs was calculated as the difference between subsequent group averages (Fig. 1Ab) . This gave an estimate of various unitary IPSC amplitudes in each recorded cell (Fig. 1C) . For the conversion of IPSC amplitudes to conductance (Fig. 2) , linear IPSC current-voltage relations between the holding potentials and the reversal potentials were assumed. For high [Cl − ] i (V h = −70 mV), the average measured reversal potential (+4.5 mV) (Fig. 2C ) was used for calculating conductance values. For low [Cl − ] i , for three cells, E rev was determined in each cell; for one remaining cell, the average measured E rev was considered.
For the analysis of unitary IPSCs after weak optogenetic stimulation, the evoked IPSCs were analysed only up to their first peaks (continuous traces in Fig. 3Ea , Eb and I), to avoid the possibility that a second AP in the same fibre could have biased the estimate of unitary IPSCs (by inducing short-term plasticity of the second IPSC).
Immunohistochemistry and confocal imaging
For immunohistochemistry, a PV Cre x ChR2 mouse (P20) (Fig. 3 ) and a Math5Cre x ChR2 mouse (P25) (Fig. 5 ) were deeply anaesthetized with I.P. injection of pentobarbital (150 mg kg -1 body weight) and then transcardially perfused with 4% paraformaldehyde in PBS. Immunostaining of 40 μm thick transverse hindbrain sections at the level of the LSO was performed as described previously (Bouhours et al. 2017 
Model of E-I integration in an LSO neuron
To study the integration of excitatory and inhibitory synaptic inputs in LSO neurons in response to pure tone stimuli at both ears, we simulated a single integrate-and-fire neuron with correlated synaptic input . The membrane voltage V in our model obeys the following differential equation:
with membrane capacitance C, leak conductance g leak and resting potential V rest (-60 mV). Synaptic input is conductance-based with excitatory (and inhibitory) conductances g exc (g inh ) and with V exc = 0 mV and V inh = −80 mV denoting the reversal potentials of excitation and inhibition. Whenever the membrane potential reaches the threshold V thr = −50 mV, a spike is emitted and, in the next simulation time step, the membrane potential is reset to V rest , where it remained during a refractory period of τ ref = 1 ms. Afterwards, V evolved freely starting from V rest .
In the absence of presynaptic spikes, the synaptic conductances evolve independently according to the following set of differential equations:
with synaptic time constants τ exc = 1.5 ms and τ inh = 3 ms, respectively. At the arrival time of a spike in a given presynaptic excitatory fibre, g exc makes a discontinuous transition g exc → g exc + ω exc . Similarly, a spike in a given inhibitory axon causes the transition g inh → g inh + ω inh to occur; here, ω exc and ω inh denote the unitary excitatory and inhibitory conductances (0.7 and 9 nS for the simulations in case 4). The model cell had a capacitance of 15 pF and membrane time constant of 3 ms. Key parameters of the model are summarized in Fig. 7B . The model cell received synaptic input from a set of independently realized inhomogeneous Poisson processes. To mimic auditory stimuli as an input to our model, we used peri-stimulus time histograms (PSTHs) with rectangular shapes and various peak firing rates for excitatory and inhibitory inputs (Fig. 7C) . Each stimulation protocol was repeated 1000 times and the excitatory and inhibitory synaptic conductances and resulting membrane potentials were recorded for each trial (e.g. Fig. 7Da and Db, top). These data were used to compute spike raster plots, the PSTH, and trial averaged firing rates (the latter two with 1 ms binning) of the postsynaptic neuron (Fig. 7Db , middle and bottom). The simulations were performed using custom written C++ code base on the Auryn library (Zenke & Gerstner, 2014) . Numerical integration was performed using the forward Euler method with a 0.1 ms time step.
The rectangular PSTHs used as inputs to our model (see above) were considered appropriate because, in typical pure tone stimulation experiments during LSO in vivo recordings, low intensity tones are used (Magnusson et al. 2008; Karcz et al. 2011) . VCN bushy cells and MNTB neurons supposedly fire in a rather constant manner in response to low intensity sounds (Pfeiffer, 1966; Smith et al. 1993; Kopp-Scheinpflug et al. 2003) . The spontaneous firing frequency of excitatory and inhibitory axons was set to the conservative estimate of 10 Hz (Kopp-Scheinpflug et al. 2003 ).
In the model, the number of excitatory (n = 40) and inhibitory inputs (n = 8) was larger than the number of inputs that we found in functional experiments (excitatory; n ß 20; inhibitory; n ß 5-6; see Figs 5 and 1, respectively). The available evidence suggests that the number of inputs is typically larger than what can be measured in functional experiments (see also discussion in Gjoni et al., 2018) . 
Statistical analysis
Statistical tests were performed using Prism (RRID: SCR 002798; GraphPad Software Inc., San Diego, CA, USA). Each data set to be tested statistically was first tested for normality by the D'Agostino and Pearson normality test. For all statistical tests ( Figs 1G, 2D and 3L) , we used the Mann-Whitney test because the data were not normally distributed. In the Results, we report the number of recorded cells as the 'n' value and the number of mice from which a given cell sample was obtained as 'N' . For the statistical analysis, we assume that each recorded cell is an independent sample, and the statistical tests were therefore based on the number of recordings.
We tested whether the logarithmized values of unitary IPSC amplitudes (Fig. 1E ) might obey a normal distribution using the D'Agostino and Pearson test. In addition, we plotted the sorted logarithmic values against the normal order statistic median (the latter was calculated with a built-in function of IgorPro; https://www.wavemetrics.com) (Filliben, 1975) , as a further graphical test for normality (Figs 1F and 3Hc) .
Results
Large unitary IPSCs upon electrical stimulation of MNTB fibres
We aimed to investigate the functional relevance of specific unitary IPSC and EPSC amplitudes for E-I integration in LSO neurons. We first measured IPSCs in LSO neurons after stimulating MNTB afferents electrically (Fig. 1A) , using young hearing mice for our study (P16-P21). NBQX (or CNQX; both at 10 μM) and D-APV (50 μM) were present in the bath solution to suppress EPSCs; for the experiments shown in Figs 1 and 3, pipette solutions with high [Cl − ] i were used (see Methods). Fibre stimulation elicited fast-rising and decaying inward currents (decay time constant, 2.6 ± 0.9 ms when fitted with a single exponential; n = 9 recorded cells from N = 6 mice). The currents were blocked by 2 μM strychnine (n = 3 cells from N = 3 mice; results not shown), suggesting that they were glycinergic IPSCs, in agreement with previous findings (Kotak et al. 1998; Kim & Kandler, 2003 Walcher et al. 2011; Hirtz et al. 2012) .
By varying the stimulation strength in small increments, we observed abrupt jumps between distinct IPSC amplitude levels in most recordings ( Fig. 1Aa and Ab). We identified clear IPSC 'steps' by visual inspection ( Fig. 1Ab ; arrow indicates an example of a step) (Kim & Kandler, 2003; Walcher et al. 2011) . In a few recordings, however, the IPSC amplitude increased more gradually over certain stimulation voltages, and steps could not be detected ( Fig. 1Ba and Bb; IPSC amplitudes above ß3.5 nA in this case). We interpreted 'steps' as the recruitment of a new fibre with increasing stimulation intensities, and used the step amplitudes to estimate the amplitudes of several unitary IPSCs in each recording (Fig. 1C) .
The distribution of all unitary IPSC amplitudes (n = 42, from n = 9 recordings) showed a skew towards larger events and was significantly different from a normal distribution (P = 0.0388; D'Agostino and Pearson normality test) (Fig. 1D) . After logarithmic transformation of the data, the distribution was not significantly different from a normal distribution (P = 0.117; D'Agostino and Pearson normality test) (Fig.  1E) , suggesting that the unitary IPSCs might obey a log-normal distribution. The logarithmic transformation also revealed that there were some small events not well fitted by the Gaussian (Fig. 1E) . As a further test, we plotted the sorted and logarithmically transformed unitary IPSC amplitudes against the normal order statistic median, which graphically suggested a log-normal distribution (Fig. 1F ). The average unitary IPSC was 2.06 ± 1.84 nA (mean ± SD, n = 42 unitary IPSCs in n = 9 recordings from N = 6 mice) with a median of 1.73 nA. These values of unitary IPSCs are larger than in most previous studies (Kim & Kandler, 2003 Noh et al. 2010; Hirtz et al. 2012 ; but see also Walcher et al. 2011 ) (for an exact comparison with the previous studies, see the Discussion).
When we plotted the amplitude of unitary IPSCs in the order of their occurrence with increasing stimulation intensity, we found that unitary IPSC amplitudes tended to increase with increasing stimulus intensity ( Fig. 1G ; note the logarithmic scale). Thus, the unitary IPSCs at threshold (0.37 ± 0.39 nA) had a significantly smaller amplitude than the fifth-appearing unitary IPSCs (3.7 ± 1.6 nA; p < 0.001, Mann-Whitney test) (see Fig. 1G , average data points) (see Discussion). The IPSC amplitude recorded at the highest stimulation intensities was on average 11.3 ± 5.6 nA across recordings (n = 9 recordings from N = 6 mice) (Figs 1Ab and Bb) , which is ß2-3 fold larger than previously reported (Kim & Kandler, 2003 Noh et al. 2010; Hirtz et al. 2012; Clause et al. 2014) .
Because the IPSC amplitudes were large, voltage clamp errors are a possible concern. In our recordings, we attempted to impose successful voltage clamp by minimizing series resistances (R s ); by electronically compensating for part of the R s during the recordings (50-90%) and by correcting the remaining R s error offline (Meyer et al. 2001 ) (see Methods). An example for offline-R s compensation is shown in Fig. 1Ac (red trace). In the case of the 40 V stimulation, the increase of the IPSC amplitude caused by the offline R s compensation was more than 50% and therefore, the corresponding data points were not admitted for the final data set (red data points in Fig. 1Ab ) (see also Methods). Thus, we estimate that voltage clamp errors caused by the large current flow during these IPSCs can be substantial, and that online and offline compensation of R s errors must be . Ac, example traces from the recording in (Aa) before (in grey) and after offline R s compensation (black or red trace). For the larger IPSC, offline R s compensation resulted in a larger than 50% amplitude increase (red trace, and red data points in Ab). J Physiol 596.20 employed to estimate correct IPSC amplitudes, especially at high stimulation intensities when IPSCs are large. Taken together, the experiments in Fig. 1 (Ehrlich et al. 1999) . With 6 mM [Cl − ] i , the reversal potential was strongly shifted towards negative values (−76.2 ± 6.3 mV), as expected for a Cl − conductance ( Fig. 2A-C) . Under these conditions, we measured IPSCs at a holding potential of −50 mV and, upon increasing the stimulation intensity gradually, steps could again be distinguished in many recordings (Fig. 2Aa , and Ab). We then computed the conductance of unitary IPSCs from the step amplitudes observed at −50 mV, taking into account the reversal potential of the IPSCs (see Methods). This yielded an average unitary IPSC conductance of 9.1 ± 6.9 nS across cells (n = 11 unitary IPSCs from n = 4 recorded cells from N = 4 mice) (Fig. 2D, (Bormann et al. 1987) . For the simulations in Fig. 7 , we used the physiologically more relevant value of 9 nS for the conductance of an average unitary IPSC (see below).
Optogenetic stimulation to estimate unitary IPSC amplitudes
We aimed to confirm the estimate of large unitary IPSC amplitudes using an independent stimulation method, and therefore turned to optogenetic stimulation of afferent fibres (Boyden et al. 2005; Petreanu et al. 2007 ). We crossed a PV Cre mouse line (Hippenmeyer et al. 2005 ) with a channelrhodopsin-eYFP reporter mouse line (called ChR2 below; Madisen et al. 2012) to drive ChR2 expression in axons arising from the MNTB, based on the observation that MNTB principal neurons express parvalbumin (Lohmann & Friauf, 1996; Felmy & Schneggenburger, 2004) . Because excitatory nerve terminals arising from the VCN will also be stimulated in the PV Cre x ChR2 mice (see below) (Fig. 4) , we measured optogenetically evoked IPSCs in the presence of CNQX (10 μM) and D-APV (50 μM). Immunohistochemistry with antibodies against GFP (to enhance the eYFP-signal of the ChR2-eYFP construct) and VGAT revealed the presence of ChR2 on the membranes of inhibitory nerve terminals surrounding LSO neurons (Fig. 3B) .
We recorded from LSO neurons under conditions of high [Cl − ] i and at a holding potential of −70 mV. Low-intensity blue light pulses (1 ms) in the tissue surrounding the recorded LSO neuron triggered desynchronized IPSCs with a multipeak appearance (Fig. 3Ca) . Upon increasing the light intensity, the IPSC amplitudes became larger and the compound IPSCs became gradually more phasic until their rising phase reached sub-millisecond kinetics (Fig. 3Cb ). In addition, the latency of the IPSCs became substantially shorter ( Fig.  3D ) (see Discussion). When the rising phases of the IPSCs were almost synchronous, the measured compound IPSCs caused in all recordings a saturation of the patch clamp amplifier at 20 nA (n = 5 recordings). Considering R s errors, a lower-limit estimate of these IPSCs evoked by maximal optogenetic stimulation of ß30 nA results (see also Methods). For the recording in Fig. 3Cb , we reduced the holding potential to −20 mV to allow the recording of a non-saturating IPSC in response to strong optogenetic stimulation; however, we emphasize that this IPSC was too large to be voltage clamped. These large IPSCs were not caused by direct optogenetic depolarization of the nerve terminal because they were completely suppressed by adding 1 μM tetrodotoxin (results not shown; see also Bouhours et al. 2017) . Taken together, maximal optogenetic stimulation suggests that the total strength of inhibition mediated by the sum of potentially all PV-positive inhibitory fibres that innervate a given LSO neuron is substantially larger than previously estimated (see Discussion).
The data in (Aa) to (Ac) are from the same recording. Ba and Bb, example IPSC input-output curve from another LSO neuron. In this example, a more gradual IPSC increase was apparent at higher stimulation intensities. C, histograms of unitary IPSC amplitudes for each recorded cell. Note that, for cells #3 and #7, steps could not be identified for all parts of the input-output curve, and the more graded IPSC increase is reported as a dotted line. The example recordings shown in (A) and (B) correspond to cells #9 and #7, respectively. D, histogram of the unitary IPSC amplitudes combined from all recordings (mean ± SD: 2.37 ± 2.1 nA; n = 42 unitary IPSCs from n = 9 cells; bin size = 200 pA). Note that the distribution is right-skewed. E, histogram of all the unitary IPSC amplitudes, logarithmized, and fitted with a Gaussian function. F, normal probability plot of the logarithmized unitary IPSC amplitudes. Note that the majority of the data points lie close to the unitary line (except for the smallest and largest values), consistent with a normal distribution. G, plot of the unitary IPSC amplitudes in their order of appearance, from lowest to highest stimulation intensity, for n = 9 recordings. Average values for the first (left) and the last (right) unitary IPSC are also shown (grey mean ± SD data points).
We next developed protocols of minimal optogenetic stimulation to assess the unitary IPSC amplitudes (Fig.  3E) . In a first protocol, we used weak light pulses (1.0-2.5% of maximal LED light) with a short duration (1 ms), with the aim to evoke IPSCs at the stimulation threshold, and occasional failures (for two light intensities in one recording, see Fig. 3Ea ). In some experiments, we additionally or alternatively used prolonged light pulses (5 ms) at even lower light intensities (<0.5%) (Fig. 3Eb) . Both types of minimal optogenetic stimuli desynchronized the activation of presynaptic fibres, which enabled us to temporally resolve fast-rising IPSCs. These most probably represent the firing of individual presynaptic fibres, and therefore, unitary IPSCs. We restricted the analysis to the first peaks of fast-rising IPSCs ( Fig. 3E ; continuous trace). The resulting amplitude histograms showed various peaks, which were fitted with multipeak Gaussian functions; the centre of each Gaussian component was taken as an estimate of a unitary IPSC (Fig. 3F ). In the example recording of Fig. 3E , the unitary IPSCs had amplitudes of 0.53, 2, 5, 10.1 and 18.2 nA ( Fig. 3F and G, cell # 1).
Across cells, minimal optogenetic stimulation revealed unitary IPSC amplitudes with a large variation in each recording, with a characteristic spread over an ß10-fold range ( Fig. 3G and Ha). The distribution of logarithmized unitary IPSC amplitudes collected from all recordings was again not significantly different from a normal distribution (P = 0.1842; D'Agostino and Pearson test) (Fig. 3Hb) and was graphically determined to be log-normally distributed (Fig. 3Hc) . The mean ± SD of the unitary IPSC amplitudes was 5.2 ± 4.5 nA (n = 45 unitary IPSCs from n = 11 recordings from N = 8 mice; median of 4.1 nA); this value was larger than the unitary IPSCs estimated by the fibre stimulation method (mean of ß2 nA) (Fig. 1) .
To reconcile the larger estimates of unitary IPSCs after optogenetic stimulation, we next aimed to more selectively stimulate afferent fibres arising in the MNTB. For this purpose, we moved the site of optogenetic stimulation to the ipsilateral MNTB in some recordings, and again applied minimal optic stimuli (Fig. 3I) . These experiments yielded a smaller estimate of unitary IPSC amplitudes (2.0 ± 1.9 nA; n = 29 unitary IPSCs from 7 recordings from N = 6 mice) (Fig. 3I-K) .
There might be two reasons for the larger unitary IPSC amplitudes after local optogenetic stimulation in the LSO. First, local stimulation of axons might evoke release with a higher release probability, maybe caused by broader axonal APs (Zhang & Oertner, 2007) . Second, PV-positive inhibitory axons of a non-MNTB origin might innervate LSO (Jalabi et al. 2013) and it is conceivable that these fibres have larger unitary IPSCs than fibres originating in the MNTB. Nevertheless, we note that minimal optogenetic stimulation in the MNTB leads to a similar estimate of unitary IPSC amplitudes as with fibre stimulation (ß2 nA in each case).
Optogenetic estimate of unitary EPSC amplitude
To address how unitary IPSCs with overall large but variable amplitude inhibit the firing of LSO neurons, we next aimed to obtain information about the excitatory input that drives AP firing in LSO neurons. Previous work has shown that electrical fibre stimulation laterally to the LSO, presumably activating fibres of the VCN-LSO connection, leads to EPSCs of moderate total amplitude, with an overall rather graded nature Xiao et al. 2013; Felix & Magnusson, 2016 ; but see also Discussion). Here, we used optogenetic stimulation of the VCN to LSO pathway, to enable the selective stimulation of molecularly identified afferent fibres. In a first series of experiments (Fig. 4) , we used the PV Cre x ChR2 mice, because bushy cells in the VCN express parvalbumin (Lohmann & Friauf, 1996; Xiao et al. 2010) . Because optogenetic stimulation under the PV-promoter also leads to activation of glycinergic fibres from the MNTB (Fig. 3) , the experiments were carried out in the presence of 2 μM strychnine and 10 μM bicuculline to block IPSCs. In striking difference to the optogenetically stimulated IPSCs, we observed small EPSCs at the threshold for successful stimulation (26.2 ± 11.0 pA; n = 9 recordings from N = 6 mice) (Fig. 4Aa, B and C) . In some recordings, we noted an early-rising but more slowly decaying photocurrent, indicating the expression of ChR2 in some LSO neurons of the PV Cre x ChR2 mice (Fig. 4Aa , pink trace that did not contain an EPSC). In a few recordings, we increased the light intensity to measure more complete input-output curves, but we did not observe clear step-like increases of EPSCs ( Fig. 4Ab ; see also Fig. 5 ). Thus, optogenetic stimulation experiments under the PV-promoter suggest a small unitary EPSC amplitude measured at the threshold for stimulation, and a small total synaptic weight of EPSCs mediated by PV-positive excitatory axons.
Integration of many small unitary EPSCs in LSO neurons
We next took advantage of the Math5 promoter (Saul et al. 2008) to optogenetically stimulate the excitatory inputs from bushy cells more selectively (Fig. 5A) . We crossed
Math5
Cre with ChR2 mice, and investigated the presence of ChR2-positive axons by immunohistochemistry in the LSO (Fig. 5B ). This revealed ChR2-eYFP (Math5)-positive axons in the LSO; many but not all of these axons contained vGluT2-positive nerve terminals (Fig. 5B, right) . This is consistent with the finding that most bushy cells co-express the mRNA for both vGluT1 and vGluT2 isoforms, although some are VGluT2-negative (Xiao et al. 2010) .
We then made recordings of LSO neurons and stimulated Math5-positive nerve terminals optogenetically, with the aim of estimating unitary EPSC amplitudes, and to investigate the number of unitary EPSCs necessary to trigger an AP in an LSO neuron. Brief blue light pulses (1 ms) evoked small EPSCs at the threshold for successful stimulation (44.5 ± 9.7 pA, n = 6 recordings from N = 5 mice) (Figs 5Cb and F,  left) . The EPSC amplitude rose gradually with increasing light intensity ( Fig. 5Cb and Db). These data suggest that, similar to optogenetic stimulation under the PV-promoter (Fig. 4) , unitary EPSCs were small.
We performed the same measurements under current clamp to investigate the number of unitary EPSCs needed to trigger an AP in an LSO neuron. This showed that EPSP amplitudes increased gradually until, at ß10-15 mV, an AP was triggered ( Fig. 5Ca and the EPSC input-output curve under voltage clamp shows that, in this recording, an EPSC of ß220 pA amplitude was needed to reliably trigger an AP in the three repeated trials (Fig. 5Da and Db) . Across all recordings, this value was 258 ± 82 pA (n = 6 recordings from N = 5 mice) (Fig. 5F, right) . Considering the estimated unitary EPSC amplitude (ß44 pA; see above), it is seen that ß5-7 unitary excitatory inputs need to be active synchronously to trigger an AP in an LSO neuron. At high light intensities, optical stimuli led to EPSCs with near saturating amplitudes of 0.93 ± 0.59 nA (n = 6 recordings from N = 5 mice) (Fig.  5E and G, right) . Considering the unitary EPSC amplitude measured in each recording, we estimate that the EPSCs at maximal amplitude were carried by 20 ± 10 unitary excitatory inputs (Fig. 5G, left) .
Taken together, the optogenetic stimulation results in Figs 4 and 5 show that LSO neurons receive a graded excitatory input from VCN bushy cells without obvious steps. The unitary EPSC amplitude based on minimal stimulation is ß30-45 pA, corresponding to a conductance of ß0.7 nS. This value is significantly smaller than the average unitary inhibitory conductance of ß9 nS (Figs 1 and 2) . Also, maximal optogenetic stimulation of excitatory fibres under both promoters led to compound EPSCs of ß1 nA, in strong contrast to optogenetic stimulation of inhibition, which showed maximal IPSCs of 20 nA or larger (see above).
The inhibitory conductance required to suppress AP firing
Previous current clamp recordings have shown that electrical stimulation of inhibitory synapses to LSO neurons inhibits AP firing during a short effective time window (Sanes, 1990; Wu & Kelly, 1992) . Here, we determined how converging excitatory and inhibitory inputs influence the firing of an LSO neuron. We first assessed the strength of inhibition necessary to In the example recording of Fig. 6A-C , an optical stimulation with 10% of the maximal LED light evoked a suprathreshold EPSP that reliably triggered an AP as measured under current clamp (Fig. 6Aa, top) . In this recording, the electrical stimulation intensities for the MNTB fibres were 5 V and 18 V, which triggered a small IPSC (0.31 nA or 12.3 nS), and a larger IPSC (0.87 nA/33.5 nS) (Fig. 6Ab) . We then varied the timing of excitation relative to inhibition to explore at which relative timing inhibition is most successful. When the onset of the IPSP was almost coincident with the start of the EPSP, the IPSP effectively suppressed AP generation ( t values of −1.4 ms and −0.4 ms) (Fig. 6B) . However, when the EPSP occurred only a few milliseconds after the start of the IPSP, the former could again trigger an AP ( t values +1.6, +2.1 ms) (Fig. 6B, bottom) .
We plotted the AP success rate, estimated from n = 5 repetitions, as a function of the relative timing of EPSPs and IPSPs (Fig. 6C) . For the example recording of Fig. 6A and B, in which the effect of a stronger intensity for stimulating inhibitory fibres was tested (18 V), a time of 3.2 ms became apparent during which the IPSP completely suppressed AP firing (Fig. 6B, star symbols; Fig. 6C , red data points). In the same recording, weak stimulation that evoked a small IPSC of 12.3 nS could only partially lower the probability for an AP (Fig. 6C, pink data  points) . In all recorded cells, the width of the effective inhibition depended on the inhibitory conductance ( Fig. 6D ; n = 6 recorded cells from N = 5 mice). Furthermore, this plot shows that an inhibitory conductance of at least 10 nS was necessary to suppress AP firing.
At the end of each experiment, we also varied the excitation strength, in combination with each of the investigated inhibitory conductances. Increasing the EPSC conductance led in all cases to a shortening of the effective inhibition window (Fig. 6D , data points connected by dashed lines). In a few cases, the increased excitation was able to overcome the inhibition completely, as in the example of the yellow data points in Fig. 6D (inhibition window dropped to 0).
In Fig. 6E , the width of the effective inhibition window was plotted as a function of the ratio of inhibitory over excitatory conductance. This re-normalized the appearance of the data points obtained under stronger excitation by shifting them leftwards on the abscissa. This plot shows more clearly that, to achieve an effective inhibition window of 1-3 ms, the inhibitory conductance had to be ß2-fold higher than the excitatory one (Fig. 6E,  grey shaded area) .
We also compared the length of the effective inhibition window with the half-width of the IPSCs and of the IPSPs (Fig. 6F) . In general, the effective inhibition window fell in-between the IPSCs and IPSP half-width, except for very small inhibitory conductances, which were unable to cause a suppression of AP triggering at all. In a few recordings, such as that shown in Fig. 6A -C, the inhibition window (3.2 ms) was almost as short as the half-width of the IPSCs (2.2 ms; both values for the larger IPSC of 33.5 nS in Fig. 6A-C) . This was reminiscent of classical shunting inhibition during which inhibition is only effective when the inhibitory conductance is active (Fatt & Katz, 1953) . However, in other recordings, the length of the effective inhibition window was closer to the half-width of the IPSP, although it never clearly exceeded the latter (Fig. 6F) . Thus, we conclude that even substantial inhibitory conductances of several tens of nanoSiemens can only briefly, for 1-3 ms, suppress AP firing caused by suprathreshold bushy cell inputs in LSO neurons.
A connectivity-based model of E-I integration in the LSO
We found that LSO neurons receive overall large inhibitory inputs with a large fibre-to-fibre variability in amplitude, whereas unitary excitatory inputs are weak and graded in the simulations; all other parameters were fixed. Ca, simulated firing rates of the excitatory and inhibitory afferents onto an LSO neuron (black and red traces, respectively), which function as input to the model. Cb, plot of the distribution of conductance values of n = 8 inhibitory inputs used for case 1 and 4. Da, simulated postsynaptic conductances in response to modelled input firing rates of N = 8 inhibitory and N = 40 excitatory inputs (red and black traces, respectively). Db, resulting membrane potential (V m ) trace (top), spike raster plot for 1000 repetitions (middle) and peri-stimulus spike time histograms (bottom). Note the large hyperpolarizing fluctuations in the V m trace caused by the strong unitary strength of inhibition. Inset: distribution of the V m values under background input activity. Ea and Eb, similar display of simulation results as in (Da) and (Db), but now modelled for N = 40 inhibitory afferents, with proportionally reduced unitary IPSC strength (1.8 nS; 'case 2'). Note the smaller fluctuations of V m values (inset), and the absence of spiking responses with the 60 Hz/60 Hz stimulation, compared to case 1, and the smaller spontaneous firing visible in the spike raster plots in between stimulations. F, average spontaneous firing rates of the LSO neuron for the four modelled cases. G, evoked firing rates of the LSO neuron for three modelled cases, in response to excitatory inputs firing at 60 Hz and inhibitory inputs firing from 10 to 120 Hz, thus simulating varying sound intensity at the contralateral ear. H, spontaneous firing rates (left) and tuning curve (right) when the number of inhibitory inputs is varied over a larger range. I, spontaneous firing rates (left) and tuning curve (right) when the number of excitatory inputs is varied over a larger range. Note the strong influence of the excitatory convergence on spontaneous firing rates. J, evoked firing rates of the LSO neuron for the modelled cases 1 and 4. The error bars in (F) to (I) correspond to the SD. in nature. We aimed to explore the role of this afferent input connectivity in generating the tuning curve of LSO neurons in vivo. For this purpose, we developed a connectivity-based model of E-I integration. We used a simplified integrate-and-fire point-neuron model to concentrate on modelling the influence of the unitary synaptic strength and fibre convergence of both the excitatory and inhibitory inputs (Fig. 7) .
We wanted to model in vivo recording experiments of LSO neurons (Magnusson et al. 2008; Karcz et al. 2011) . In these, sound stimulation of the ipsilateral ear is typically applied with constant amplitudes slightly above threshold, whereas the sound intensity at the contralateral ear is varied for each trial. Most parameters were taken, or slightly adapted from our experimental observations ( Fig.  7B ; see also Methods). Figure 7Ca shows the modelled 'input' firing rates of excitatory and inhibitory presynaptic axons in response to three simulated sound presentations. We simulated constant sound intensity at the ipsilateral ear (thus, constant firing rates of the excitatory fibres; Fig.  7Ca ), whereas the firing of the inhibitory afferents was modulated from 10 Hz, the assumed spontaneous firing rate in the absence of sound, to 30, 60, 90 and 120 Hz. Figure 7Da shows the modelled postsynaptic conductances in response to the firing of the excitatory and inhibitory afferent fibres. For the standard model ('case 1'), there were n = 8 inhibitory inputs whose weights were evenly spaced on a log scale with a mean g inh of 9 nS (Fig. 7Cb) , and n = 40 excitatory inputs with 0.7 nS each. With a weak activity of the inhibitory afferents (30 Hz) (thus simulating an ipsilaterally louder sound), the excitatory inputs caused vigorous firing of the LSO neuron (Fig. 7Db, left) . With increasing firing rates of the inhibitory afferents (see Fig. 7Ca ), the firing frequency was suppressed, except for a brief response at the onset of the sound (Fig. 7Db, middle and right) , which is also observed in vivo (Magnusson et al. 2008) . In the absence of sound stimulation, large negative fluctuations of V m were apparent which were caused by spontaneous IPSPs (Fig.  7Db) ; these caused a tail towards more negative values in the histogram of the V m values (Fig. 7Db, inset) .
To explore the computational significance of few but strong inhibitory inputs, we next simulated the opposite scenario. Thus, we distributed the total inhibitory conductance (total g inh = 72 nS) over many small inhibitory inputs ('case 2' , N inh = 40, unitary g inh = 1.8 nS). With these parameters, individual IPSPs were less discernible, and the distribution of V m values at rest showed only a single peak (Fig. 7Eb, inset) . Under sound stimulation with an ipsilaterally louder sound (excitatory fibres: 60 Hz, inhibitory: 30 Hz), the firing rate response was much lower (ß25 Hz) compared to case 1 (compare Figs 7Eb and Db; note different scales). In the regime of equally intense sounds and for contralaterally louder sounds, the firing responses were strongly inhibited, except for a brief AP response at the onset (Fig. 7Eb, middle,  right) . This led to a strongly suppressed evoked firing rate in the resulting tuning curve, except for the weakest contralateral sounds (Fig. 7G , compare case 2 with case 1; see also Fig. 7H in which the convergence of inhibitory inputs was varied over a larger range). These simulations indicate that many, but proportionally weaker, unitary inhibitory inputs put a temporally more uniform 'blanket' of inhibition on LSO neurons, which causes a shift of the tuning curve towards ipsilaterally louder sounds.
We modelled a third case to explore the computational significance of the innervation of LSO neurons by many, but small, excitatory inputs. Assuming the standard case for inhibition (N = 8 inhibitory inputs with amplitudes evenly spaced on a log scale), we then decreased the number of excitatory inputs to n = 8, and increased the unitary excitatory strength to g exc = 3.5 nS to keep the total excitatory conductance constant. The resulting tuning curve was not strongly changed as compared to the standard case (case 1; Fig. 7G ). However, the spontaneous firing rate in the absence of sound was strongly increased to 23 ± 7.9 Hz, whereas, in the standard case, it was 2.8 ± 2.6 Hz (Fig. 7F) . The spontaneous firing rates of ß3 Hz modelled in case1 is close to the observed value for LSO neurons (Tsuchitani & Boudreau, 1966; Karcz et al. 2011) . Indeed, systematically varying the number of excitatory inputs revealed a strong effect of this parameter on the spontaneous firing rate of the LSO neuron (Fig.  7I, left) . This can be understood by considering that spontaneous EPSPs with a larger amplitude will reach the AP threshold more easily; the smaller frequency of excitatory events upon decreasing the convergence (fewer excitatory fibres) could apparently not compensate for this effect, as expected because of the fast membrane time constant of these non-integrating neurons.
Finally, we modelled a fourth case, in which we assumed N = 8 inhibitory inputs as in case 1, but in which we now assumed that inhibitory inputs had a fixed amplitude of 9 nS (case 4; Fig. 7J ). This simulation produced slightly smaller AP firing rates with ipsilaterally louder sounds compared to case 1 with log-normally distributed unitary IPSC amplitudes (see Discussion); the spontaneous AP firing rate was essentially unchanged compared to case 1 (Fig. 7F) . Taken together, a connectivity-based model shows that the specific strength and convergence of both the excitatory and the inhibitory inputs determines E-I integration, as well as spontaneous firing rates in LSO neurons.
Discussion
LSO neurons integrate ipsilateral excitation with contralateral inhibition to generate AP firing, which codes J Physiol 596.20 for interaural sound intensity differences (Boudreau & Tsuchitani, 1968; Caird & Klinke, 1983; Sanes, 1990; Kim & Kandler, 2003; Magnusson et al. 2008; Karcz et al. 2011) . Nevertheless, how exactly excitation and inhibition are integrated in the LSO, and the role of the specific unitary synaptic strengths in this process, has received little attention. We found that a given LSO neuron typically receives unitary IPSCs with different amplitudes that roughly obey a log-normal distribution. The amplitudes of the IPSCs were large, with a median of ß1.7 nA under high [Cl − ] i , and a mean conductance of ß9 nS under near physiological conditions of low [Cl − ] i . On the other hand, optogenetic stimulation of Math5-positive bushy cell axons produced graded EPSCs without obvious steps, and the unitary EPSC estimated by minimal stimulation was small (ß0.7 nS). Thus, in the LSO, a multitude of weak unitary excitatory inputs is integrated with strong unitary inhibition distributed over fewer inputs. We found by modelling that this convergence of unitary inhibitory and excitatory input strengths is a key determinant of the tuning curve that results from E-I integration in LSO neurons.
Strong but variable unitary inhibition onto LSO neurons
Previous fibre stimulation experiments in LSO after ßP9 have shown discrete steps in the IPSC amplitudes when the stimulation strength was gradually increased (Kim & Kandler, 2003; Walcher et al. 2011; Hirtz et al. 2012) . We observed 'step' amplitudes that varied over a ß10-fold range in a given recording, from a few 100 of pA to several nA. Furthermore, we found that small unitary IPSCs of a few hundred pA preferentially occurred at low stimulation intensities, whereas higher unitary IPSCs were visible with stronger stimulation intensity (Fig. 1G) by a yet unknown mechanism. The value obtained at the stimulation threshold agrees with previous studies that often focused on the first-appearing step (ß250 pA: Hirtz et al. 2012 ; ß500 pA: Kim & Kandler, 2010; Noh et al. 2010; Clause et al. 2014 ; ß700 pA: Kim & Kandler, 2003) . However, the amplitudes of all subsequent steps (second to fifth unitary IPSCs; 2.83 ± 2 nA in the present study) (Fig. 1G) (Walcher et al. 2011) . However, another recent study found small estimates even of total inhibitory conductance (ß5 nS; Pilati et al. 2016) .
We used optogenetic stimulation of presynaptic fibres (Boyden et al. 2005; Petreanu et al. 2007 ) to measure unitary IPSCs with an independent approach. Variation of the light intensity at the threshold for successful stimulation evoked large unitary IPSCs that appeared as fast-rising but temporally de-synchronized events. Higher stimulation intensities significantly shortened the delay of evoked IPSCs (Fig. 3D) ; similar observations were made for the optogenetically evoked EPSCs (Fig. 4Aa and  5Cb) . The longer delay with lower light stimulation and the temporal variance in the occurrence of unitary IPSCs is probably caused by small presynaptic ChR2 currents, which lead to slow and variable presynaptic AP threshold crossings. This phenomenon has allowed us to temporally isolate discrete, fast-rising unitary IPSC events, which, in LSO neurons, can reach several nA of amplitude (Fig.  3) . When studying excitatory transmission with the same method, we exclusively observed small events in the tens of pA range (Figs 4 and 5 ). This revealed a striking, ß30-fold difference in the unitary synaptic conductances between inhibition and excitation converging onto LSO neurons, at least when excitation and inhibition are both measured under conditions of high driving forces (ß70 mV). The minimal optogenetic stimulation method used here might also be useful for measuring the strength of unitary synaptic events in other circuits (see also Lu & Trussell, 2016; Litvina & Chen, 2017) .
To translate to more physiological conditions, we measured unitary IPSCs under conditions of low [Cl − ] i , which is normally prevalent especially in auditory neurons (Ehrlich et al. 1999; Kopp-Scheinpflug et al. 2011) . Under these conditions, the unitary IPSC conductance was ß3-fold smaller than under high [Cl − ] i (Fig. 2) . This reduced unitary inhibitory conductance is explained by the outward rectification and a smaller conductance of single glycine (and GABA A ) receptors under low intracellular permeant ion concentrations close to the reversal potential (Bormann et al. 1987) . This illustrates that inhibitory receptors are, under physiological conditions, constrained to function in a submaximal range because inhibition functions at membrane potentials not far from the reversal potential of these anion channels. Several mechanisms might compensate for this limitation, including a large single-channel conductance of glycine receptors in general (Bormann et al. 1993) , a high density of postsynaptic glycine receptors (Friauf et al. 1997; Hruskova et al. 2012) , thus creating large quantal amplitudes (Kim & Kandler, 2010) , and the elaboration of multiple active zones by inhibitory axons enabling the generation of multiquantal IPSCs (Gjoni et al., 2018) .
What might be the basis for the variable but overall large strength of unitary inhibitory inputs onto a given LSO neuron? We have used SBEM to reconstruct the inhibitory axons that make contact with the soma and proximal dendritic segments of an LSO neuron (Gjoni et al., 2018) . We found that inhibitory axons establish large varicosities (average diameter, 3.7 μm) most of which contain several active zones. The number of repeated varicosities per axon, and therefore also the total number of active zones, strongly varied between individual axons. This, together with a constant quantal size between 'small' and 'large' unitary IPSCs estimated by the Sr 2+ method (Gjoni et al., 2018) , strongly suggests that 'small' and 'large' unitary IPSCs are primarily distinguished by the number of active zones that they establish with an LSO neuron. Furthermore, when studying younger LSO neurons with fibre stimulation, we found that the characteristic ß10-fold variation between inputs is already found at ßP7, despite an overall weaker total inhibition strength in pre-hearing mice (smaller maximal IPSCs; data not shown). It will be interesting to further study the developmental plasticity mechanisms responsible for the co-ordinated growth of inhibitory axons onto a given LSO neuron. Such plasticity mechanisms could depend on pre-hearing activity in the auditory system (Sanes & Takacs, 1993; Clause et al. 2014 ).
Many weak excitatory bushy cell inputs converge onto an LSO neuron
Optogenetic stimulation under the bushy cell-specific Math5 promoter (Saul et al. 2008; Kronander et al. 2017) revealed small EPSCs of ß50 pA amplitudes at the threshold for successful stimulation (Fig. 5) ; similar observations were made with optogenetic stimulation of excitatory inputs under the PV-promoter (Fig. 4) . Furthermore, the input-output curves appeared to be graded, suggesting that the unitary EPSC amplitudes were too small to be detected as clear steps. These data appear different from two previous studies that used electrical fibre stimulation in developing mice (Felix & Magnusson, 2016) and rats . These studies reported steps of ß200 pA amplitudes, especially in the older age groups (around hearing onset). We do not think that the absence of obvious steps in our data was a developmental issue because our recordings were performed in young hearing mice (P16-P21). Furthermore, in three additional recordings in Math5Cre x ChR2 mice in which we measured optogenetic input-output curves in much older mice (P40 and P68), we did not observe clear steps either (data not shown). Thus, species differences, or differences between optogenetic stimulation used here, and the fibre stimulation used in the previous studies, might account for the different results. Taken together, we conclude that the bushy cell inputs onto LSO neurons have an overall graded nature in post-hearing mice.
The effective window of inhibition in LSO neurons is brief
In double stimulation experiments with optogenetic and electrical stimulation (Fig. 6) , we found that inhibition of AP firing was limited to a brief time window of ß1-3 ms, in agreement with previous current clamp studies in vitro (Sanes, 1990; Wu & Kelly, 1992) . In vivo and at physiological temperatures, the inhibitory window is probably shorter and falls in the sub-millisecond range, as suggested by recent in vivo recordings in gerbils (Beiderbeck et al. 2018) . We showed with voltage clamp measurements that the inhibitory conductance needed to be ß2-fold larger than the excitatory one to guarantee suppression of AP firing driven by bushy cell inputs (Fig. 6E) . These experiments indicate that a spike triggered by an excitatory synaptic conductance of ß7 nS (Fig. 6D) , or by ß10 excitatory fibres, might not be efficiently inhibited by a single 'small' unitary IPSCs (<9 nS). Conversely, a unitary IPSC of the 'large' class (>9 nS), or two synchronously occurring unitary IPSCs, will probably suppress firing for a few milliseconds.
LSO neurons in post-hearing mice have a fast membrane time constants of a few milliseconds (Walcher et al. 2011) . Thus, the duration of the IPSP caused by a single or a few synchronously occurring unitary IPSCs should be short. In agreement with this prediction, we found short IPSP half-widths generally in the range of 2-6 ms. The effective inhibition window was still shorter, in the range of 1-3 ms (or 5 ms in one case) (Fig. 6F) . The brief window of inhibition might be caused by several factors, such as shunting inhibition (i.e. effective inhibition is limited to the time of active inhibitory conductance) (Fatt & Katz, 1953) . Additionally, active mechanisms in the postsynaptic neuron such as the I h currents found in LSO neurons (Koch et al. 2004) , or accelerated recovery of Na + channel inactivation after strong hyperpolarization, could act to limit the effective inhibition window in LSO neurons (Leao et al. 2011) .
Computational role of large unitary inhibition vs. small unitary excitation in E-I integration
We developed a connectivity-based model to investigate how the observed convergence of inhibitory and excitatory inputs shapes the output activity of LSO neurons. Although E-I integration in the LSO has inspired many modelling studies (Reed & Blum, 1990; Karcz et al. 2011 ; for a systematic comparison of many previous models, see Ashida et al. 2017) , synaptic input strength and convergence parameters were not investigated in J Physiol 596.20 past modelling studies (see also discussion in Ashida et al. 2017) . We chose a simple integrate-and-fire model, which allowed us to focus on the influence of unitary afferent synaptic strength, and the degree of convergence in both the excitatory and inhibitory pathways, on E-I integration in LSO neurons. The simulations showed that varying the convergence of inhibitory inputs strongly determines the steepness of the LSO tuning curve. Thus, many but weak inhibitory afferents, a parameter set opposite to the experimentally observed situation, led to a quenching of LSO neuron firing over a large range of ipsi-and contralateral sound intensities ( Fig. 7G and  H) . This can be understood intuitively by considering that a large number of inhibitory fibres will cause many (albeit proportionally smaller) inhibitory events per unit time, creating a time-uniform inhibitory 'blanket' . Conversely, fewer inhibitory fibres with larger amplitude cause more stochastic variation in the membrane potential and deeper hyperpolarizations ( Fig. 7D and E) . These, upon repolarization, can more readily trigger an AP consistent with our experimental results (Fig. 6 ) and also with recent in vivo findings (Beiderbeck et al. 2018) . In our simulations with a simple integrate-and-fire model, the difference between large constant unitary ISPCs and the more realistically large unitary IPSCs with variable amplitudes was not large (Fig. 7J) . It is possible that the effect of unitary IPSC variability would be more visible when active conductances, and a more realistic subcellular distribution of inhibitory and excitatory inputs would be present in the model.
Bushy cells in the VCN show high spontaneous firing rates in the absence of sound (Smith et al. 1993 (Smith et al. , 1998 Kopp-Scheinpflug et al. 2003) because they are driven by auditory nerve fibres, some of which show high spontaneous rates (Liberman, 1978) . One aspect of connecting a bushy cell to a downstream neuron via many, but small, excitatory connections is that the elevated spontaneous activity is filtered out, as we show in the present study by modelling (Fig. 7I) . Indeed, the observed spontaneous activity of LSO neurons of a few Hz in vivo (Tsuchitani & Boudreau, 1966; Karcz et al. 2011) is substantially lower than the one of bushy cells, which is more on the order of 10-50 Hz (Smith et al. 1993; Kopp-Scheinpflug et al. 2003) . Therefore, the convergence of many, but small, excitatory inputs contributes to a steep tuning curve (Fig. 7I, right) and acts to filter out the elevated spontaneous activity of bushy cells.
The convergence patterns of excitation and inhibition that we found here for mouse LSO neurons might not necessarily be shared by other binaural neurons like the MSO. Indeed, a recent in vitro study in the MSO of gerbils also found strong unitary inhibition; however, different from the present study, few, but large, excitatory inputs that matched the inhibition strength were found (Couchman et al. 2010) . This suggests that the unitary IPSC and EPSC strengths are regulated specifically in different nuclei of the superior olivary complex in order to fulfill the computational needs of each neuron type. Together with more drastic examples of variations in the synaptic convergence and nerve terminal size such as the large, one-to-one connectivity of the excitatory calyces of Held (Forsythe, 1994; Borst et al. 1995) , these findings suggest that the strength and number of unitary synaptic inputs is specifically adapted to the computations in each neuronal subsystem.
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