A full molecular dynamics ͑MD͒ simulation approach to calculate multidimensional third-order infrared ͑IR͒ signals of molecular vibrational modes is proposed. Third-order IR spectroscopy involves three-time intervals between three excitation and one probe pulses. The nonequilibrium MD ͑NEMD͒ simulation allows us to calculate molecular dipoles from nonequilibrium MD trajectories for different pulse configurations and sequences. While the conventional NEMD approach utilizes MD trajectories started from the initial equilibrium state, our approach does from the intermediate state of the third-order optical process, which leads to the doorway-window decomposition of nonlinear response functions. The decomposition is made before the second pump excitation for a two-dimensional case of IR photon echo measurement, while it is made after the second pump excitation for a three-dimensional case of three-pulse IR photon echo measurement. We show that the three-dimensional IR signals are efficiently calculated by using the MD trajectories backward and forward in time for the doorway and window functions, respectively. We examined the capability of the present approach by evaluating the signals of two-and three-dimensional IR vibrational spectroscopies for liquid hydrogen fluoride. The calculated signals might be explained by anharmonic Brownian model with the linear-linear and square-linear system-bath couplings which was used to discuss the inhomogeneous broadening and dephasing mechanism of vibrational motions. The predicted intermolecular librational spectra clearly reveal the unusually narrow inhomogeneous linewidth due to the one-dimensional character of HF molecule and the strong hydrogen bond network.
I. INTRODUCTION
Multidimensional vibrational spectroscopies, whose spectra are obtained by recording the signals as a function of the time durations between the trains of pulses, have the potential to reveal the detailed static and dynamical features of molecular interactions in liquids.
1,2 Techniques such as two-dimensional Raman [3] [4] [5] [6] [7] and two-and three-dimensional infrared ͑IR͒ spectroscopes [8] [9] [10] [11] [12] [13] are now being used to investigate the interactions between the inter-and intramolecular modes [14] [15] [16] [17] [18] [19] [20] [21] [22] as well as the dephasing mechanism of vibrational motions [23] [24] [25] [26] that relate to the homogeneity versus inhomogeneity of liquids. The homogeneous broadening or vibrational dephasing of signals arise from the solvent motion occurring on time scales comparable to the time scales of vibration, while the inhomogeneous broadening is arising from the liquid features that change so slowly and look essentially static. 27, 28 The anharmonic coupling between the inter-and intramolecular modes as well as dipole and induced dipole interactions also play an important role for energy and coherent relaxation processes in liquids. [29] [30] [31] [32] The contributions to the signals from them can be distinguished as a difference of profiles or different spectral peaks in multidimensional spectroscopy, which is similar to the spin echo measurement for dephasing and the two-dimensional nuclear magnetic resonance measurement for the well-known coupling effects between spins. The advanced experiments such as multidimensional spectroscopies need to be guided by theoretical calculations and simulations, since a relationship between the molecular motion and signals is not simple for such complex systems as molecular liquids, and other nonlinear processes may overlap with the signal of interest due to the complexity of the experimental setups.
For analyzing the detail of experimental results, molecular dynamics ͑MD͒ simulations are helpful means since they can predict not only the line shape and intensities of the signals but also the role of molecular interactions through the capability of changing the interaction potentials. Previous simulations for two-dimensional ͑2D͒ IR spectroscopy have used the basic strategy to ascertain the importance of the structure change or vibrational dephasing by partitioning the role of the environment, as taken from the MD simulation in the form of the fluctuations of the vibrational energy states, then calculated the signals by employing the analytical expression of the third-order response function of infrared echo measurements. [33] [34] [35] [36] [37] [38] [39] [40] [41] This procedure works fairly well for cases where the modes to be observed and the solvent or environment modes are well separated. 21 This procedure does not work, however, if the target modes and the environment are strongly coupled or the target modes are not well defined due to the structure or conformal changes of molecules that are influenced by the bath. In addition, even in the well separated case, this procedure does not provide a legitimate description of bath effects for a long time period since the bath modes cause not only fluctuations in the energy levels but also energy dissipation which leads the system to thermal equilibrium as described through fluctuationdissipation theorem. 21, 26 The most rigorous way to calculate nonlinear signals of complex system is to perform full MD calculations to simulate response functions. From the full MD approach, the absolute magnitude of the response function in relation to other background signal may be deduced from this procedure, which is extremely useful to compare the predicted signals with the experimental results. Note that, although exact calculations must be based on quantum molecular dynamics simulation, the quantum effects usually play a minor role for vibrational spectroscopy in condensed phases other than the zero point oscillation of high-frequency intramolecular modes. Therefore, classical molecular dynamics simulations and, if necessary, with some quantum corrections may be accurate enough to simulate most of experimental data of the 2D IR spectroscopies.
While the molecular dynamics simulation techniques themselves are well established, the calculation of the nonlinear response functions from full MD simulations is not well explored. This is because nonlinear vibrational spectroscopy became experimentally possible recently and the calculation of nonlinear response functions is extremely difficult due to the high sensitivity of the stability matrix elements involved in the nonlinear response functions. [42] [43] [44] [45] [46] As was pointed out, while the conventional one-dimensional Raman and linear IR spectroscopies analyze the harmonicity of molecular motions, the multidimensional Raman and IR spectroscopies can detect nonharmonic motions of molecules by eliminating the harmonic contribution to the signals. 26 This feature of multidimensional spectroscopies also makes the simulation difficult since we cannot apply the normal mode analysis which assumes harmonic motions for inter-and intramolecular modes.
Three MD methods have been developed for 2D Raman spectroscopy. The first one is the equilibrium approach that computes, exactly or approximately, a nonlinear optical response function expressed in the multiple Poisson brackets of the equilibrium molecular trajectories. 42, 44, [47] [48] [49] [50] [51] The second method is the nonequilibrium MD ͑NEMD͒ approach that performs the 2D spectroscopy experiment on the computer. [52] [53] [54] [55] In the NEMD approach, the Raman polarizability is directly calculated from NEMD trajectories under a pair of external laser pulses with different time sequences. The third method hybridizes the first and second methods to avoid the time-consuming calculations of the stability matrices which are inherent in the equilibrium method with using nonequilibrium trajectories for a single laser excitation. 56, 57 In this paper, we use the NEMD approach to calculate the signals of 2D and three-dimensional ͑3D͒ IR spectroscopies. To reduce the number of necessary NEND trajectories, we decompose the third-order response function into doorway and window parts. 58, 59 While the conventional NEMD simulation utilizes the trajectories from the initial equilibrium state to the final state, our approach goes from the decomposed state to the final state ͑forward in time͒ for the window part and the decomposed state to the initial state ͑backward in time͒ for the doorway part. It is shown that the NEMD approach with the forward-backward trajectories sampling method enhances the efficiency of the numerical simulation for such multidimensional IR spectroscopy as three-pulse IR photon echo measurement. To demonstrate the accuracy and efficiency of the present approach, we have evaluated the signals of 2D and 3D IR vibrational spectroscopies for liquid hydrogen fluoride. The liquid HF forms the hydrogen bond network in a zigzag chain structure due to the strong hydrogen bond interactions and quadrupole moment of HF molecules. [60] [61] [62] [63] [64] [65] Thus, the liquid HF exhibits unusually narrow inhomogeneous linewidth in contrast to liquid water [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] and is an interesting target even for demonstration. The one-dimensional character of the hydrogen bond network also makes the conceptualization of the spatial correlations simple.
This paper is organized as follows. In Sec. II, we explain our simulation method for the third-order IR response function. In Sec. III, we show the results of the simulations for liquid hydrogen fluoride. Section IV is devoted to concluding remarks.
II. SIMULATION METHODS

A. Doorway and window functions
Since the extension to N particle systems in threedimensional space is straightforward, we start from a onedimensional particle system described by the Hamiltonian H͑p , q͒, where p and q are the momentum and coordinate of the particle, respectively. In the third-order IR measurement, the system interacts with the three IR pump pulses H I =−͑q͚͒ k=a,b,c E k ͑t͒, where ͑q͒ is the molecular dipole and E k ͑t͒ is the time envelopment of the kth pulse, and then the excited molecular dipole is detected by the probe pulse. If we consider the impulsive pump pulses, E a ͑t͒ = E a ␦͑t͒, E b ͑t͒ = E b ␦͑t − t 1 ͒, and E c ͑t͒ = E c ␦͑t − t 1 − t 2 ͒, and probe the dipole at t = t 1 + t 2 + t 3 , the third-order IR response is expressed in terms of the molecular dipole moments as 66 R͑t 3 ,t 2 ,t 1 ͒ = ͑i͒
where ͑t͒ is the Heisenberg operator of the dipole moment ͑q͒. The molecular states in the response functions are expressed in the Liouville space brackets ͉q , q † ͘͘ϵ͉q͗͘q † ͉ and ͗͗q , q † ͉ ϵ͗q͉ ͉q † ͘ for any density operator . The initial equilibrium distribution and the trace operation are then expressed respectively as e −␤Ĥ / Z = ͉ eq ͘͘ and ͐d⌫ t R ͗͗⌫͉ ϵ͐͐dqdq † ␦͑q − q † ͒͗͗q , q † ͉, where ␤ =1/ k B T and Z is the partition function. We denote the commutation operator of the Hamiltonian ͑the quantum Liouvillian͒ and the dipole by
− Â for a right-hand side operator Â . The response functions can be rewritten as
͑2.2͒
By inserting the completeness relation 1 = ͐͐dqЈdqЈ † ͉qЈ , qЈ † ͗͗͘͘qЈ , qЈ † ͉ϵ͐d⌫Ј͉⌫Ј͗͗͘͘⌫Ј͉, we can decompose the response functions into the doorway and window functions as 58, 59 R͑t 3 ,t 2 ,t 1 ͒ = ͵ d⌫ЈW cd ͑t 2 + t 3 ;⌫Ј͒D ab ͑⌫Ј;t 1 ͒. ͑2.3͒
The window function is defined by
and is interpreted as the expectation value of with the density operator c ͑t 2 + t 3 ͒ = exp͓−iL t 3 ͔ ϫ exp͓−iL t 2 ͔͉⌫Ј͘͘ that was initially in the uniform ͑flat͒ distribution ͉⌫Ј͘͘ then interacted with the third-pump pulse ϫ between the time evolutions exp͓−iL t 2 ͔ and exp͓−iL t 3 ͔. The doorway function is defined by
This is the probability distribution of the uniform distribution ͗͗⌫Ј͉ for the density operator ab ͑t 1 ͒ = ϫ exp͓−iL t 1 ͔ ϫ ͉ eq ͘͘. This operator corresponds to the expectation value of ϫ for density operator at time t 1 started from the initial state with the first pump excitation ϫ ͉ eq ͘͘. In the Wigner representation, the distribution function is expressed as 67, 68 P͑p,q͒ = 1 2ប
The completeness relation is now given by 1 = ͐͐dpЈdqЈ͉pЈ , qЈ͗͗͘͘pЈ , qЈ͉. Then, the doorway and window functions are, respectively, rewritten as
and D ab ͑pЈ,qЈ;t 1 ͒ ϵ ͵͵ dp 0 dq 0 ␦͑p 0 − pЈ͒␦͑q 0 − qЈ͒
where −L W ͑p , q͒ and W ϫ ͑q͒ are the quantum Liouvillian and the dipole operator i ϫ / ប in the Wigner representation, 26 respectively, and
To obtain the above expression, we inserted the completeness relation right after the second pump interaction. We can break the theoretical description at arbitrary point during the course of the time evolution by assuming the laser fields do not overlap at the assigned point, and rigorously recast the response function in terms of the two decomposed functions. 59 For the 2D IR case, it is convenient to decompose the response function into the doorway and window functions before the second pump excitation as
and D a ͑pЈ,qЈ;t 1 ͒ ϵ ͵͵ dp 0 dq
͑2.10͒
In both cases, the response function is calculated by integrating over pЈ and qЈ as R͑t 3 ,t 2 ,t 1 ͒ = ͵ dpЈdqЈW cd ͑t 2 + t 3 ;pЈ,qЈ͒D ab ͑pЈ,qЈ;t 1 ͒
͑2.11͒
or R͑t 3 ,t 2 ,t 1 ͒ = ͵ dpЈdqЈW bcd ͑t 2 + t 3 ;pЈ,qЈ͒D a ͑pЈ,qЈ;t 1 ͒.
͑2.12͒
Either in the quantum or classical case, the above expression indicates that the response function can be obtained from the separately calculated doorway and window functions for any pЈ and qЈ. Expressions for N particles system can be obtained by replacing
etc. The quantum and classical Liouvillians are given by
͑2.14͒
respectively, where U jk ͑q j , q k ͒ is the interaction potential between the jth and kth particles. In this paper, we employ the classical Liouvillian to calculate the response function by means of MD simulations.
B. Nonequilibrium molecular dynamics simulation
We use the nonequilibrium ͑finite field͒ simulation approach to evaluate the doorway and window functions. The nonequilibrium approach allows us to calculate the physical observable from nonequilibrium simulations for different pulse configurations and sequences. 52, 53 In order to evaluate W cd ͑t ; pЈ , qЈ͒, conventional finite field approaches utilize the unperturbed and perturbed Hamiltonians, H and where t = t 2 + t 3 and c ͑pЈ , qЈ ; t͒ and c ͑pЈ , qЈ ; t͒ mean the expectation values of the dipole for the perturbation ϯE c ͑q͒␦͑ − t 1 − t 2 ͒. Since the even order contribution of the perturbation will be cancel out by adding c ͑pЈ , qЈ ; t͒ and c ͑pЈ , qЈ ; t͒, the inverted method is quite efficient at calculating the third-order response functions.
C. Forward and backward propagations
Equations ͑2.7͒-͑2.12͒ indicate that the response function can be obtained from the separately calculated doorway and window functions for any pЈ and qЈ. First, we consider W cd ͑t 2 + t 3 ; pЈ , qЈ͒ and D ab ͑pЈ , qЈ ; t 1 ͒, which are both in the second order of the dipole interactions. As explained above, W cd ͑t 2 + t 3 ; pЈ , qЈ͒ is evaluated by the NEMD simulation from two nonequilibrium trajectories in phase space that start from initial values pЈ and qЈ in a uniform distribution and evolve forward in time for the perturbed Hamiltonians H c ͑͒ 
͑2.16͒
The initial state of the backward trajectories pЈ and qЈ are in the uniform distribution. After operating the second pulse i W ϫ ͑q͒ / ប to the initial state, we calculate the equilibrium and nonequilibrium trajectories from time t 1 to 0 for the Hamiltonians H ā ͑͒ = H + E a ͑q͒␦͑͒ and H a ͑͒ = H − E a ͑q͒␦͑͒ backward in time. The final state, which is the initial equilibrium state in the forward case, is defined by integration over p 0 and q 0 with the weight function P eq ͑p 0 , q 0 ͒. As Eq. ͑2.11͒ indicates, we need to generate trajectories from a sampling point in the uniform distribution of ͑pЈ , qЈ͒. In practice, however, we do not have to generate points of ͑pЈ , qЈ͒ that are far from the equilibrium distribution P eq ͑pЈ , qЈ͒. This is because the trajectories from those points give very small contributions to D ab ͑pЈ , qЈ ; t 1 ͒ due to the factor P eq ͑pЈ͑−t 1 ͒ , qЈ͑−t 1 ͒͒, where ͑pЈ͑0͒ , qЈ͑0͒͒ϵ͑pЈ , qЈ͒ and ͑pЈ͑−t 1 ͒ , qЈ͑−t 1 ͒͒ are the backward trajectories from t =0 to t =−t 1 for the perturbed Hamiltonians H a ͑͒ and H ā ͑͒ with the second pump excitation. Thus, instead of using uniform distribution for ͑pЈ , qЈ͒, we can generate the trajectories from the sampling points in the equilibrium distribution P eq ͑pЈ , qЈ͒ and calibrate the weight of probability by multiplying exp͓␤E͑pЈ , qЈ͔͒, where E͑pЈ , qЈ͒ is the total energy of molecules for the configuration ͑pЈ , qЈ͒. In this scheme, Eq. ͑2.11͒ is rewritten as 
and expanding Eq. ͑2.25͒ to collect the terms in the order of E a E b , we obtain
͑2.27͒
The corresponding classical window function is given by Eq. ͑2.15͒. Then, the response function is expressed as
. ͑2.28͒ This expression is convenient to calculate the 3D third-order response function. The number of necessary nonequilibrium simulations for the third-order response function depends on the calculation schemes. The simulation processes for the conventional NEMD method and the developed two schemes are schematically illustrated in Fig. 1 . Notice that the second term in Eq. ͑2.28͒ will vanish if we sample the whole phase points because this term arises from the difference between the partition functions involved in Eq. ͑2.28͒. To obtain accurate signals from the finite number of the phase points, we need to include this term.
In the next section, we examine the accuracy and efficiency of our approach by calculating the 2D and 3D signals for liquid hydrogen fluoride.
III. TWO-AND THREE-DIMENSIONAL IR SIGNALS OF HYDROGEN FLUORIDE LIQUID
A. Computational details
To simulate 2D and 3D IR signals for liquid hydrogen fluoride, we used the FF͑64,0.78͒ intermolecular potential expressed in the Chebyshev expansion form. 64 The Ewald method was used for the long range Coulomb interactions. The simulation was carried out with 64 HF molecules. The total dipole moment was calculated by the first-order dipoleinduced-dipole approximation and the dipole moment and the molecular polarizability were taken from experimental values. [70] [71] [72] [73] The simulation box was a 1.29 nm 3 and the short range forces were cut off at the half length of the simulation box. The equations of motion were solved by the velocityVerlet integrator of rigid bodies 74, 75 with the time step of 0.1 fs for canonical ͑NVT͒ calculations and 2 fs for microcanonical ͑NVE͒ calculations. The Nose-Hoover chain with 20 thermostats was used to generate the NVT ensemble. The NVT simulations were performed at 273 K. We set E⌬t = 1.0ϫ 10 −5 V m −1 s in the NEMD calculations. The laser fields are applied during very short time step of ⌬t = 1.0 ϫ 10 −40 fs to obtain the impulsive responses. We first made 3 ϫ 10 4 temporary configurations from a NVT trajectory at 4 ps intervals in order to prepare the NVT ensemble. We then took fragments of the 4 ps NVE trajectory from the temporary configurations after 4 ps equilibrations. The initial configuration of the NEMD calculations was sampled at 4 fs intervals from each fragment of the trajectories. Then, the signals were calculated by averaging over the 3 ϫ 10 7 initial configurations.
B. The accuracy and efficiency of the simulation
First, we compared the accuracy and efficiency of thirdorder 2D IR signals for fixed t 2 = 0 calculated from the two FIG. 1. The simulation processes are illustrated. The thick lines correspond to adiabatic NEMD trajectories. The dotted lines correspond to equilibrium NVE ͑constant energy͒ trajectories. White circles are the initial configurations of the adiabatic NEMD calculations. The dotted lines or equilibrium trajectories should be generated from canonical ensembles. The exponential terms can be calculated by the time derivative of the dipole moment ͓Eqs. ͑2.22͒ and ͑2.27͔͒. ͑a͒ Conventional NEMD method. Eight NEMD trajectories are used to extract the third-order response from the total response. ͑b͒ The simulation process using Eq. ͑2.22͒. Four NEMD trajectories and one equilibrium trajectory are employed. ͑c͒ The simulation process using Eq. ͑2.27͒. Two NEMD trajectories, two backward NEMD trajectories, and one equilibrium trajectory are used. The trajectory in the t 2 period corresponds to the equilibrium one.
FIG. 2. ͑Color͒
The time domain third-order response function R zzzz ͑t 1 ,0,t 3 ͒ for liquid HF at t 2 = 0 fs. Panels ͑a͒ and ͑b͒ are calculated from Eqs. ͑2.22͒ and ͑2.27͒, respectively. The signal strengths are normalized by the peak strength of the signal in panel ͑a͒.
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different schemes of the doorway and window decompositions. The first scheme is expressed as Eq. ͑2.23͒ and is based on the decomposition before the second pump excitation, while the second scheme is expressed as Eq. ͑2.28͒ and is decomposed after the second pump excitation. We calculated the third-order response functions for all parallel polarization R zzzz ͑t 1 ,0,t 3 ͒ based on the two schemes. The results of the first and second schemes are given in Figs. 2͑a͒ and 2͑b͒, respectively. The signal profiles and strength are almost the same. However, there are some disagreements in the region t 3 Ͼ 150 fs, which is depicted in Fig. 3 as the difference between the two profiles. This is because the signal from the first scheme converges slower than that from the second scheme in the region of t 3 Ͻ 50 fs. In the first scheme, the window function is defined by the second-order difference of the dipole moment, so that the true signal is very weak compared to the thermal fluctuation noise in the region of t 3 Ͼ 150 fs and the signal converges slower in the first scheme than the second scheme in this region.
The second scheme allows us to calculate the 3D signals for different t 2 much faster than the fast scheme. This is because the second scheme uses equilibrium trajectories in the t 2 period and we can calculate the third order responses for different t 2 by choosing pairs of initial configurations on one NVE fragment for the doorway and window functions. In the first scheme, however, we need to repeat the NEMD calculation for each t 2 to have 3D signals as a function of t 1 , t 2 , and t 3 .
C. The time-domain and frequency-domain signals
Figures 4͑a͒-4͑f͒ illustrate the time-domain 2D IR signals for liquids HF with all parallel polarizations. The oscillations of the period of 60 fs are induced by the intermolecular vibrational motions of the hydrogen bonds. The signal profile in Fig. 4͑a͒ resembles the 2D IR signal calculated from Gaussian-Markovian Fokker-Planck equation with a linear-linear ͑LL͒ and square-nonlinear ͑SL͒ system-bath couplings. 26, 28, 76, 77 The conventional Brownian oscillator model considers the LL interaction which describes the damping and thermal activation processes of the Langevin dynamics. The SL interaction changes the curvature of the system potential, 78 which in turn causes the vibrational dephasing process. Analogous to the case of electronically resonant spectroscopy, LL interactions induce the longitudinal ͑T 1 ͒ and transverse ͑T 2 ͒ relaxations, whereas SL interactions induce similar effects as the inhomogeneous broadening. 26 Figure 4͑a͒ exhibits similar profiles, as shown in Fig. 15͑v͒ 
FIG. 4. ͑Color͒
The time domain third-order response functions R zzzz ͑t 1 , t 2 , t 3 ͒ at ͑a͒ t 2 = 0 fs, ͑b͒ t 2 = 20 fs, ͑c͒ t 2 = 100 fs, ͑d͒ t 2 = 200 fs, ͑e͒ t 2 = 300 fs, and ͑f͒ t 2 = 400 fs calculated from Eq. ͑2.27͒. The signal strengths are normalized by peak strength of the original signal shown in ͑a͒.
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We next present the frequency domain correlation spectra for different t 2 to discuss the role of dephasing and anharmonicity on the vibrational modes. 10, 21 We calculated the correlation spectra in the following procedure. First we have performed a 3D Fourier transformation of the signal with all parallel polarization in t 1 , t 2 , and t 3 . We then took the signal only in the range of 2 Ͻ 200 cm −1 and reconverted it into a time domain in t 2 . The correlation spectra was obtained by adding the imaginary part of ͑ 1 , 3 ͒ = ͑+, +͒ quadrant and ͑ 1 , 3 ͒ = ͑−, +͒ quadrant. Figures 5͑a͒-5͑f͒ show the correlation spectra with the waiting time t 2 = 0, 20, 100, 200, 300, and 400 fs, respectively. In each figure, we see a positive peak around ͑ 1 , 3 ͒ = ͑550, 550͒ cm −1 corresponding to the vibrational coherence from the fundamental oscillation, and a negative peak around ͑ 1 , 3 ͒ = ͑550, 400͒ cm −1 corresponding to the vibrational coherence from an anharmonic oscillation. These peaks are induced by the vibrational motion of the hydrogen bonds network in the liquid HF. The width of the peak at ͑ 1 , 3 ͒ = ͑550, 550͒ is about 50 cm −1 and is much narrower than the inhomogeneous linewidth observed in liquid water. 79 This is due to the formation of the strong hydrogen bonds and one-dimensional character of HF molecule. [60] [61] [62] [63] [64] [65] This narrow band feature is also supported by the recent neutron scattering experiment. 80 As expected for intermolecular vibrational motions, a large anharmonicity ͑Ϸ150 cm −1 ͒ is observed. Since we neglected the intramolecular vibrational motion of HF, no energy transfer take place between the intermolecular and intramolecular motions. To have effects from intramolecular motions, one has to employ a multibody intramolecular potential instead of a simple harmonic potential. 65 In addition, since quantum effects may play some roles in the high frequency intramolecular vibrational mode, one has to involve a quantum correction in the simulations. These two challenging tasks are left for further studies.
IV. CONCLUSIONS
The present paper describes a methodology to efficiently calculate the signals of 2D and 3D third-order IR spectroscopies by means of the NEMD simulation. The key features of this approach are the doorway-window decomposition of the response function and the backward-forward sampling of the NEMD trajectories. The efficiency and accuracy of the simulation were tested to calculate 2D and 3D IR signals of liquid HF using two different schemes of the doorway-window decompositions. The scheme represented by Eq. ͑2.28͒ makes the calculation of 3D IR signals more efficient than the conventional NEMD method and the scheme represented by Eq. ͑2.23͒. Using the scheme represented by Eq. ͑2.28͒, we calculated the 3D signals for different t 2 . The calculated signal exhibits vibrational dephasing within a correlation time of Ϸ 200 fs, which may be described by an anharmonic Brownian oscillator model with linear-linear and square-liner system-bath couplings. The anharmonicity of intermolecular vibrational modes was also confirmed by the frequency domain correlation spectra. We presented the efficient algorithm to calculate the 3D IR signals for the intermolecular vibrational motions, without including the intramolecular contribution. The developments of the multibody intramolecular potential and the calculation strategy of the quantum corrections are necessary for further studies. FIG. 5 . ͑Color͒ The correlation spectra of liquid HF at ͑a͒ t 2 = 0 fs, ͑b͒ t 2 = 20 fs, ͑c͒ t 2 = 100 fs, ͑d͒ t 2 = 200 fs, ͑e͒ t 2 = 300 fs, and ͑f͒ t 2 = 400 fs.
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