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Abstract
The notion of H-covariant strong Morita equivalence is introduced for ∗-algebras over C = R(i)
with an ordered ring R which are equipped with a ∗-action of a Hopf ∗-algebra H. This deﬁnes a
corresponding H-covariant strong Picard groupoid which encodes the entire Morita theory. Dropping
the positivity conditions one obtains H-covariant ∗-Morita equivalence with its H-covariant ∗-Picard
groupoid. We discuss various groupoid morphisms between the corresponding notions of the Picard
groupoids. Moreover, we realize several Morita invariants in this context as arising from actions of the
H-covariant strong Picard groupoid. Crossed products and their Morita theory are investigated using
a groupoid morphism from the H-covariant strong Picard groupoid into the strong Picard groupoid of
the crossed products.
© 2005 Elsevier B.V. All rights reserved.
MSC: Primary: 16D90; secondary: 16W10; 53D55; 16W30
1. Introduction
Morita equivalence is by now in many areas of mathematics an important tool to compare
and relate objects beyond the notion of isomorphism: the general approach is to enhance a
given category by allowing more general morphisms while keeping the objects. This way,
more objects can become isomorphic in this enhanced category. The idea is that this ‘Morita
∗ Corresponding author.
E-mail addresses: stefan.jansen@physik.uni-freiburg.de (S. Jansen), stefan.waldmann@physik.uni-freiburg.de
(S. Waldmann).
0022-4049/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2005.07.015
S. Jansen, S. Waldmann / Journal of Pure and Applied Algebra 205 (2006) 542–598 543
equivalence’ of objects implies that the objects have an equivalent ‘representation theory’.
Each such enhanced category speciﬁes its groupoid of invertible morphisms, which usually
is called the corresponding Picard groupoid in this context. This (large) groupoid encodes
then the entire Morita theory.
The list of examples is long, starting with Morita’s original version [37] where one
considers the category of (unital) rings with certain bimodules between them as general-
ized morphisms, see e.g.[6,4,30]. Beside various algebraic reﬁnements of the ring-theoretic
notion, notions of Morita equivalence have been developed also in completely different
contexts, notably for C∗-algebras by Rieffel [40,41] coining the notion of strong Morita
equivalence which is now one of the crucial ingredients for Connes’ non-commutative ge-
ometry [17], for Poisson manifolds by Xu [47], see also [13], and for Lie groupoids, see e.g.
[36] and references therein. We refer to [33] for a comparison of the latter three concepts.
Among the algebraic notions one has ∗-Morita equivalence for involutive algebras by
Ara [1,2] and strong Morita equivalence of ∗-algebras over a ring C = R(i), where R is
an ordered ring and i2 = −1, by Bursztyn and Waldmann [9,11]. These notions provide a
bridge between the ring-theoretic notion and the C∗-algebraic framework and incorporate
already many ideas of the later like positivity in a purely algebraic context. In particular,
strong Morita equivalence of ∗-algebras was used to study formal star products in defor-
mation quantization, see [7,10,46] for a review. Here the ∗-algebra in question is a formal
associative deformation in the sense of Gerstenhaber [21] of the Poisson algebra of smooth
functions C∞(M) on a Poisson manifold M, which plays the role of the phase space of a
classical mechanical system, see [5,19,22] for recent reviews. The deformed algebra is then
interpreted as the observable algebra of the corresponding quantum system. Since the un-
derstanding of the representation theory is crucial for physical applications one is naturally
interested in an adapted Morita theory in this context. Moreover, it is believed that Morita
equivalence of star products is in some sense the quantum version of Morita equivalence
of the underlying Poisson structures in the sense of Xu, while on the other hand, formal
star products are seen to be a step into the direction of a C∗-algebraic description of the
quantum observables. Thus one expects relations between all three types of Morita theory,
see e.g. the discussions in [14,15,32–34].
As symmetries play a fundamental role in the understanding of classical and quantum
mechanics, it is natural to ask for concepts of Rieffel induction and Morita equivalence
which are compatible with given symmetries. In the C∗-algebraic framework such notions
arewell-established forC∗-dynamical systems, see e.g. [39,Chapter 7] and reference therein
as well as [29,44] for more general constructions using locally compact quantum groups.
It is the purpose of this work to transfer these ideas from C∗-algebra theory to the
more general and algebraic framework of ∗-algebras over rings of the form C = R(i). This
framework still allows for the crucial notions of positivity but is wide enough to treat C∗-
algebras and formal star products on equal footing. The notion of symmetry we are using is
rather general, we consider ∗-actions of a Hopf ∗-algebra H on ∗-algebras. After establishing
an adapted notion of Morita equivalence, one main focus of this work is on the resulting
notion of the Picard groupoid and the Morita invariants which are seen to arise from actions
of the Picard groupoid.
The paper is organized as follows: in Section 2 we recall some well-known results on
∗
-algebras, their ∗-representation theory on pre-Hilbert modules, and Hopf ∗-algebras and
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their ∗-actions. This allows us to set up the basic notions of an H-covariant ∗-representation
theory. In Section 3, we deﬁne the tensor product of bimodules equipped with inner prod-
ucts and H-actions and discuss the deﬁnition of H-covariant strong Morita equivalence.
We show that it is indeed an equivalence relation. Moreover, H-covariantly strongly Morita
equivalent ∗-algebras are shown to have equivalent H-covariant ∗-representation theories on
H-covariant pre-Hilbert modules. Section 4 is devoted to the deﬁnition of the H-covariant
strong Picard groupoid PicstrH . We discuss several natural groupoid morphisms in this con-
text, in particular the ‘forgetful’ groupoid morphism PicstrH −→ Picstr into the strong Picard
groupoid. We obtain a full characterization of its kernel. Section 5 illustrates the principle
that Morita invariants are obtained from actions of the Picard groupoid. We discuss the rep-
resentation theories, the H-invariant central elements, the H-equivariant strong K0-groups,
the lattices of (D, H)-closed ideals as well as the groups used to classify the (inequivalent)
H-actions on equivalence bimodules. In Section 6, we investigate crossed products and es-
tablish a groupoid morphism from the H-covariant strong Picard groupoid into the strong
Picard groupoid of the crossed products, proving thereby in particular that crossed prod-
ucts are strongly Morita equivalent if the underlying ∗-algebras are H-covariantly strongly
Morita equivalent, a theorem well-known in C∗-algebra theory. Finally, Appendix A con-
tains the construction of the groups used in the characterization of H-actions on equivalence
bimodules.
2. Preliminary results
In this section, we recall some basic deﬁnitions and results from representation theory
of ∗-algebras over ordered rings and Hopf algebra theory in order to make this work self-
contained and to set up our notation, see [8,9,11,46] for details on ∗-algebras over ordered
rings, e.g. [26,32,42] for the representation theory of C∗-algebras and ∗-algebras over C
and [27,28,35,43] for Hopf ∗-algebras.
2.1. ∗-Algebras over ordered rings
Let R be an ordered ring and let C = R(i) with i2 = −1. Motivated by deformation
quantization, the main examples we have in mind are R=R and R=R with their natural
ordering structures. Then a ∗-algebra A over C is an associative algebra over C with an
involutive C-antilinear antiautomorphism, called the ∗-involution, which we shall denote
by a → a∗ for a ∈A.
A linear functional  : A −→ C is called positive if (a∗a)0 for all a ∈ A.
This allows to deﬁne positive algebra elements a ∈ A by the requirement (a)0 for
all positive linear functionals. The set of positive algebra elements is denoted by A+.
Clearly, elements of the form 1a∗1a1 + · · · + na∗nan are positive, where 0< i ∈ R
and ai ∈ A. These elements will be denoted by A++. See [42] for more general posi-
tive wedges and [45] for a comparative discussion of these concepts of positive algebra
elements.
A basic example of a ∗-algebra is obtained as follows: a pre-Hilbert space H is a C-
module with a C-valued sesquilinear inner product (linear in the second argument) 〈·, ·〉 :
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H ×H −→ C satisfying 〈,〉 = 〈,〉 for , ∈ H and 〈,〉> 0 for  = 0.
Then a linear endomorphism A ∈ End(H) is called adjointable if there is an adjoint A∗
with 〈A,〉 = 〈, A∗〉 for all , ∈ H. It is easy to see that adjoints are unique (if
they exist at all) and the set of all adjointable operators B(H) becomes a unital ∗-algebra
in the obvious way. Similarly, one deﬁnes the adjointable maps B(H,H′) from H to
some other pre-Hilbert space H′. By , we denote the rank one operator , =
〈, 〉 where ,,  ∈H. The span of all rank one operators, i.e. the ﬁnite rank opera-
tors, is denoted by F(H). Clearly, F(H)is a ∗-ideal in B(H). Analogously, one deﬁnes
F(H,H′).
2.2. Pre-Hilbert modules and ∗-representation theory
LetAbe a ∗-algebra andEA a rightA-module.We shall always assume that all occurring
modules have an underlying compatibleC-module structure. Then anA-valued inner prod-
uct on EA is a C-sesquilinear map 〈·, ·〉 : EA × EA −→A, such that 〈x, y · a〉 = 〈x, y〉a
and 〈x, y〉 = 〈y, x〉∗. Sometimes we indicate the dependence on the module and the al-
gebra explicitly by 〈·, ·〉EA. We call 〈·, ·〉 non-degenerate if 〈x, y〉 = 0 for all y implies
x = 0, in which case EA is called a inner product A-module. We also make use of left
modules with inner products deﬁned analogously, only linear to the left in the ﬁrst argu-
ment. For an inner product A-module one has the ∗-algebra B(EA) of adjointable (and
necessarily right A-linear) endomorphisms of EA, whence E becomes a (B(EA),A)-
bimodule. Similarly, one deﬁnes B(EA, E
′
A) as well as the ﬁnite rank operators F(EA)
and F(EA, E
′
A).
An A-valued inner product 〈·, ·〉 on EA is called completely positive if the matrix
(〈xi, xj 〉) ∈ Mn(A) is positive for all x1, . . . , xn ∈ EA and n ∈ N. Here Mn(A) is
endowed with its canonical ∗-algebra structure. An inner product A-module with com-
pletely positive inner product is called a pre-HilbertA-module.
Let D be another ∗-algebra. A ∗-representation of a ∗-algebra A on an inner prod-
uct D-module HD is a
∗
-homomorphism  : A −→ B(HD), generalizing thereby the
usual notion of a ∗-representation on a pre-Hilbert space, where D = C. An intertwiner T
between two ∗-representations (HD, ) and (H
′
D, 
′) of A is an adjointable map T ∈
B(HD,H
′
D)with T (a)=′(a)T for all a ∈A. It is easy to see that the ∗-representations
ofA on inner product D-modules form a category, denoted by ∗-modD(A), where mor-
phisms are intertwiners. The subcategory of strongly non-degenerate ∗-representations, i.e.
those with (A)HD=HD, is denoted by ∗-ModD(A) and the subcategories of (strongly
non-degenerate) ∗-representations on pre-Hilbert D-modules are denoted by ∗-repD(A)
and ∗-RepD(A), respectively.
Remark 2.1. In the following we shall mainly be interested in unital ∗-algebras, where we
shall adopt the convention that ∗-homomorphisms preserve units and units act as identi-
ties on modules. Thus for unital ∗-algebras we have ∗-mod=∗-Mod and ∗-rep=∗-Rep by
convention. In the non-unital case we still need some replacement for the units in order to
obtain a reasonably good behavior. The right choices are idempotent and non-degenerate
∗
-algebras, see the discussion in [11].
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From [11, Eq. (4.7)] one has a functorial tensor product of inner product modules
⊗̂B:∗-modB(C)×∗-modA(B)−→∗-modA(C) (2.1)
for three ∗-algebras A, B, C, which is obtained as follows: For CFB∈∗-modB(C) and
BEA∈∗-modA(B) one endows the algebraic tensor product CFB⊗BBEA with theA-
valued inner product deﬁned by
〈y⊗Bx, y′⊗Bx′〉F⊗EA = 〈x, 〈y, y′〉FB · x′〉
E
A, (2.2)
where x, x′ ∈ E and y, y′ ∈F. Then one divides by the (possibly non-empty) degeneracy
space (CFB⊗BBEA)⊥ to obtain a non-degenerateA-valued inner product on the quotient
CFB⊗̂BBEA = (CFB⊗BBEA)/(CFB⊗BBEA)⊥, which is then a ∗-representation
of C. This construction generalizes Rieffel’s internal tensor product [40,41], which is a
fundamental tool in C∗-algebra and Hilbert C∗-module theory, see e.g. [39,31]. The tensor
product ⊗̂ is associative up to the usual canonical isomorphism. Moreover, if the inner
products where both completely positive then the resulting inner product (2.2) is completely
positive again, see [11, Theorem 4.7].Thus ⊗̂ restricts to a functor
⊗̂B:∗-repB(C)×∗-repA(B)−→∗-repA(C). (2.3)
Remark 2.2 (Complex conjugation of bimodules). Of course, we can also deﬁne ∗-repre-
sentations from the right on inner product left modules. Then the analogous statements
are still true. Furthermore, we can pass from one to the other by complex conjugation of
the bimodule. For BEA∈∗-modA(B) we deﬁne the (A,B)-bimodule AEB by E= E as
R-module with C-module structure given by x =x for  ∈ C and x ∈ E, where E  x →
x ∈ E denotes the identity map of the underlying R-module. Then the (A,B)-bimodule
structure is deﬁned by
a · x = x · a∗ and x · b = b∗ · x. (2.4)
TheA-left linearA-valued inner product is deﬁned by
A〈x, y〉E = 〈x, y〉EA, (2.5)
which is clearly compatible with the rightB-module structure. Then it is easily shown that
A〈·, ·〉E is completely positive if and only if 〈·, ·〉EA is completely positive.
2.3. Hopf ∗-algebras and ∗-actions
Let H be a Hopf algebra over C with comultiplication 	, counit 
 and antipode S. For 	
we use Sweedler’s notation, i.e. 	(g) = g(1) ⊗ g(2), etc. Now assume that H is in addition
a ∗-algebra. Then H is called a Hopf ∗-algebra if 	 and 
 are ∗-homomorphisms and
S(S(g)∗)∗=g, see e.g. [27, Section IV.8]. In particular, S is invertible with inverse S−1(g)=
S(g∗)∗. The basic examples are group algebras C[G] for a group G and complexiﬁed
universal enveloping algebras UC(g)=U(g)⊗RC for Lie algebras g over R, each endowed
with the canonical Hopf and ∗-algebra structures. Both of them are cocommutative, i.e.
	= 	op, where 	op(g) = g(2) ⊗ g(1) denotes the opposite comultiplication.
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LetA be a ∗-algebra over C. A (left) ∗-action of H onA is a (left) H-module structure
onA, denoted by (g, a) → ga for g ∈ H and a ∈A, such that in addition
g(ab) = (g(1)a)(g(2)b), (2.6)
(ga)∗ = S(g)∗a∗. (2.7)
We shall use resulting formulas like (ga)b=g(1)(aS(g(2))b) for a, b ∈A and g ∈ H
as well as a(gb) = g(2)((S−1(g(1))a)b) in the sequel, see e.g. [27,28,35] for more
details on the calculus with Hopf ∗-algebras and ∗-actions.
IfA is unital we require g1A= 
(g)1A and we always assume that 1Ha=a. Recall
that a ∈A is called H-invariant if ga = 
(g)a.
Similarly, one can deﬁne right ∗-actions which we shall not need in the sequel. From now
on, all ∗-algebras are thought of being equipped with a particular ∗-action of H.
Example 2.3 (∗-Actions ofH). For later usewe shallmention the followingbasic examples:
(i) The trivial ∗-action of H onA is given by the counit 
, i.e.
ga = 
(g)a. (2.8)
It is easy to see that this is indeed a ∗-action. The ring C and the matrices Mn(C) are
always assumed to carry the trivial ∗-action.
(ii) The adjoint action, see e.g. [35, Example 1.6.3], of H on itself is given by
Adgh = g(1)hS(g(2)) (2.9)
and it turns out to be a ∗-action as well.
(iii) If A has a ∗-action then the matrices Mn(A) are endowed with a ∗-action of H as
well by applying g ∈ H componentwise.
LetH be a pre-Hilbert space over C and let  : H −→ EndC(H) be an action of H on
H. Then  is called unitary if

(g)〈x, y〉 = 〈S(g(1))∗x, g(2)y〉 (2.10)
for all x, y ∈ H and g ∈ H . Clearly, this gives unitary representations of groups and
(anti-) Hermitian representations of real Lie algebras when applied to C[G] and UC(g),
respectively.
We generalize (2.10) as follows: let HD be a right D-module, where D is an auxiliary∗
-algebra over C endowed with a ∗-action of H. Moreover, let HD be endowed with an
H-module structure and with a D-valued inner product. Then the H-module structure is
called compatible with the right D-module structure if
g(x · d) = (g(1)x) · (g(2)d) (2.11)
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and it is called compatible with the inner product if
g〈x, y〉 = 〈S(g(1))∗x, g(2)y〉 (2.12)
for x, y ∈ HD, d ∈ D and g ∈ H .
Lemma 2.4. The covariance condition (2.12) is equivalent to the condition
〈x, gy〉 = g(2)〈g∗(1)x, y〉 (2.13)
for x, y ∈ HD and g ∈ H . If the D-valued inner product is non-degenerate then (2.12)
implies (2.11).
Proof. The equivalence of the two conditions (2.13) and (2.12) is a simple computation.
Moreover, applying (2.13) twice one obtains
〈x, g(y · d)〉 = 〈x, (g(1)y) · (g(2)d)〉,
so the non-degeneracy of 〈·, ·〉 implies (2.11). This generalizes [39, Remark 7.3]. 
Deﬁnition 2.5. An inner product rightD-module is called H-covariant if the inner product
satisﬁes (2.12) and hence also (2.13) and (2.11).
In case of a pre-Hilbert space (2.13) simply means that the action with g ∈ H is ad-
jointable and we have
〈x, gy〉 = 〈g∗x, y〉. (2.14)
Remark 2.6. Note that in general the operator x → gx is not adjointable as endomor-
phism ofHD since the action ‘outside’ the inner product can be non-trivial.
Remark 2.7. For a possibly degenerate inner product the condition (2.13) immediately
ensures HH⊥D ⊆ H⊥D. Thus if the inner product 〈·, ·〉 on HD is degenerate the H-
action passes to the quotient HD/H
⊥
D which then becomes an H-covariant inner product
D-module.
Proposition 2.8. LetHD be an H-covariant inner product D-module. Then
(gA)x = g(1)(AS(g(2))x), (2.15)
for A ∈ B(HD) and x ∈ HD, deﬁnes a ∗-action of H on B(HD) uniquely determined
by the property
g(Ax) = (g(1)A)(g(2)x). (2.16)
Moreover, we have for the rank one operators
gx,y =g(1)x,S(g(2))∗y , (2.17)
whence we have HF(HD) ⊆ F(HD).
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Proof. Using the same kind of calculations as for the adjoint action of H on itself one shows
that (2.15) deﬁnes an action of H on all endomorphisms EndC(HD), which is uniquely
determined by the property (2.16). This part is fairly standard and well-known. It remains
to show that for A ∈ B(HD) the result gA is again adjointable with adjoint given by
S(g)∗A∗. Note that this is non-trivial according to Remark 2.6. One computes
〈x, g(1)(AS(g(2))y)〉 = g(2)S(g(3))(2)〈S(g(3))∗(1)(A∗g∗(1)x), y〉
= 〈S(g(2))∗(A∗g∗(1)x), y〉,
using twice (2.13) and the fact that A is adjointable as well as S ⊗ S ◦ 	op = 	 ◦ S. This
shows that gA is indeed adjointable with adjoint given by
(gA)∗x = S(g(2))∗A∗g(1)x = (S(g)∗A∗)x,
whence the action (2.15) is a ∗-action. The fact that gA is again right D-linear fol-
lows from the existence of an adjoint. The statement about the rank one operator follows
analogously. 
For obvious reasons we call the action on B(HD) the adjoint action induced by the
action onHD.
Let us now mention one of our motivating examples from geometry:
Example 2.9 (Lie algebra action on a manifold). Let g be a real ﬁnite-dimensional Lie
algebra and M a smooth manifold and letH =UC(g) be the complexiﬁed universal envelop-
ing algebra of g, viewed as Hopf ∗-algebra. Then a ∗-action of H on the complex-valued
smooth functions C∞(M) is equivalent to a Lie algebra action of g on M, i.e. an Lie algebra
homomorphism g −→ ∞(TM). This follows from the fact that the condition (2.6) implies
that  ∈ g acts as derivation onC∞(M) together with the fact that any derivation ofC∞(M)
is given by a vector ﬁeld.
Example 2.10 (Lie group action on a manifold). If G is a Lie group and  : G × M −→
M a smooth Lie group action on a manifold M, then the pull-backs ∗g act on C∞(M) by∗
-automorphisms. This yields a ∗-action of the Hopf ∗-algebra C[G]. Note however, that in
our (algebraic) deﬁnition of the group algebra H = C[G] no topological information about
G is contained. Thus not every ∗-action of H on C∞(M) comes from a smooth action of G
on M. Here one has to impose additional conditions which go beyond our purely algebraic
treatment.
Remark 2.11. The above two examples provide the framework for symmetries in classical
mechanics. In deformation quantization such symmetries are encoded in the notions of
invariant star products, see e.g. [3,23,38] and references therein. Here, we have to pass from
R and C to the ordered ring R and C.
2.4. H-covariant representation theory
Let A be a ∗-algebra and let D be an auxiliary ∗-algebra as above, both endowed
with a ﬁxed ∗-action of H. If HD is an H-covariant inner product right D-module then
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a ∗-representation  ofA onHD is called H-covariant if
(ga)x = g(1)((a)S(g(2))x) (2.18)
holds for all a ∈ A and x ∈ HD. Again, applied to pre-Hilbert spaces and for group
algebras or complexiﬁed universal enveloping algebras one recovers the usual notion of a
covariant ∗-representation. Another way to view (2.18) is that the map  :A −→ B(HD)
is H-equivariant with respect to the adjoint action on B(HD) induced by the action on
HD.
An intertwiner T : HD −→ H
′
D between two H-covariant
∗
-representations (HD, )
and (H′D, 
′) ofA is called H-covariant if T also intertwines the H-module structure, i.e.
T (gx) = gT (x). (2.19)
Then one obtains the category of H-covariant ∗-representations ofA on H-covariant inner
product right D-modules, denoted by ∗-modD,H (A), where H-covariant intertwiners are
used as morphisms. Analogously, one deﬁnes the sub-categories ∗-ModD,H (A) as well as∗
-repD,H (A) and ∗-RepD,H (A).
Remark 2.12. Also in this framework we can pass from left to right ∗-representations. For
a left B-representation on an H-covariant inner product rightA-module BEA we deﬁne
the H-action  on AEB by
gx = S(g)∗x, (2.20)
which can be shown to be an H-action compatible with the complex conjugated bimodule
structure as well as with the complex conjugated inner product A〈·, ·〉E. This is a straight-
forward computation. Moreover, E= E, including all its structures.
The prototype of an H-covariant ∗-representation is obtained by the GNS representation
with respect to an H-invariant positive linear functional onA:
Example 2.13 (H-invariant GNS construction). The usual GNS construction of a ∗-repre-
sentation out of a positive linear functional can be generalized immediately to the H-
covariant framework. Let  :A −→ C be an H-invariant positive linear functional, i.e. we
have (a∗a)0 and (ga) = 
(g)(a) for all a ∈A and g ∈ H . Then we consider the
inner product
〈a, b〉 = (a∗b) (2.21)
onA, viewed as (A,C)-bimodule. We have
〈g∗a, b〉 = 〈a, gb〉 (2.22)
by a straightforward computation using the invariance of , whence 〈·, ·〉 is compatible
with the H-action. Thus we can apply Remark 2.7 and divide by the (possibly non-empty)
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degeneracy space of 〈·, ·〉 to obtain a pre-Hilbert module H =A/A⊥ over C, i.e. a
pre-Hilbert space. Note that
A⊥ =J = {a ∈A |(a∗a) = 0} (2.23)
is just the Gel’fand ideal of . Thus we recover the usual GNS representation  ofA on
H together with an H-action making the GNS representation H-covariant.
If in additionA is unital then the class of 1A inH is a cyclic H-invariant vector, the
vacuum vector. Every other H-covariant ∗-representation (H, ) of A with H-invariant
cyclic vector  ∈ H such that (a) = 〈, (a)〉 is unitarily equivalent to the GNS
representation via the usual H-covariant intertwiner. Needless to say, this example is of
fundamental importance for the understanding of the H-covariant ∗-representation theory
ofA.
2.5. The lattice of (D, H)-closed ∗-ideals
For a C∗-algebra a ∗-ideal is topologically closed if and only if it is the kernel of a ∗-
representation, see e.g. [32, Chapter I, Theorem 1.3.10]. This fact was the motivation to
deﬁne a ∗-ideal in a ∗-algebra to be closed if it is the kernel of a ∗-representation ofA on
a pre-Hilbert space, see [8]. We extend this deﬁnition now in two directions, allowing for
∗
-representations on pre-HilbertD-modules instead of pre-Hilbert spaces and incorporating
H-covariance.
For reasons which become clear in Section 5.4 we have to restrict the auxiliary ∗-algebras
D. The problem is that for a pre-Hilbert D-module HD the inner product 〈·, ·〉D is com-
pletely positive and non-degenerate but there may be elements  ∈ HD with 〈,〉D = 0
and  = 0. The Grassmann algebra (Cn) provides a simple example, see [11, Example
3.5]. In order to avoid this we state the following deﬁnition: we call D admissible if on
any pre-HilbertD-moduleHD the inner product 〈·, ·〉D is in addition positive deﬁnite, i.e.〈,〉D = 0 implies = 0. This is the case if e.g. D has sufﬁciently many positive linear
functionals in the sense that for any Hermitian element d =d∗ = 0 we ﬁnd a positive linear
functional  : D −→ C with (d) = 0 and if d + d = 0 implies d = 0 for all d ∈ D, see
[11, Example 3.6]. Then we can state the following deﬁnition:
Deﬁnition 2.14. Let D be admissible. Then J ⊆ A is called a (D, H)-closed ideal if
J=ker  for some ∗-representation (HD, )∈∗-repD,H (A). The set of all (D, H)-closed
ideals is denoted by LD,H (A).
Clearly, ifD=C the non-covariant version gives the lattice of closed idealsL(A) as in [8,
Section 4]. We collect a few ﬁrst properties of LD,H (A) which can be obtained completely
analogously as for L(A).
Lemma 2.15. Let D be admissible and letA be idempotent.
(i) IfJ ∈ LD,H (A) thenJ is an H-invariant ∗-ideal ofA.
(ii) IfJ ∈ LD,H (A) then there exists a strongly non-degenerate ∗-representation (HD, )∈∗-RepD,H (A) withJ= ker .
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(iii) Let I be a set andJ ∈ LD,H (A) for  ∈ I . Then
⋂
∈IJ ∈ LD,H (A).
(iv) For an arbitrary subsetJ ⊆A let
Jcl =
⋂
J⊆I,I∈LD,H (A)
I. (2.24)
ThenJcl ∈ LD,H (A) is the smallest (D, H)-closed ideal containingJ and (Jcl)cl =
Jcl.
(v) The operations I ∧J = I ∩J and I ∨J = (I ∪J)cl deﬁne the structure of a
lattice on LD,H (A) such that IJ if and only if I ⊆ J.
Proof. The proof is completely analogous to the corresponding ones in [8] since inner
products are always positive deﬁnite. 
We call LD,H (A) the lattice of (D, H)-closed ideals of the ∗-algebraA. Note that only
for the second part of the lemma one needs that D is admissible.
3. H-covariant strong Morita equivalence
In this section we adapt the tensor product ⊗̂ to the H-covariant situation and obtain this
way an H-covariant version of Rieffel induction. This tensor product will allow a deﬁnition
ofH-covariant strongMorita equivalencewhich implies the usual strongMorita equivalence,
see e.g. [39] for the analogous construction for G-covariant strong Morita equivalence of
C∗-algebras.
3.1. H-covariant tensor products
First we show how the functor ⊗̂ from (2.3) restricts to H-covariant ∗-representations. For
a rightB-moduleFB with H-covariantB-valued inner product 〈·, ·〉FB and an H-covariant
(B,A)-bimodule BEA with H-covariantA-valued inner product 〈·, ·〉EA compatible with
theB-action in the sense that 〈b · x, y〉EA=〈x, b∗ · y〉EA, we have the inner product 〈·, ·〉F⊗EA
on FB⊗BBEAgiven by (2.2). On the tensor product we also have canonically an action
of H deﬁned as usual by
g(x⊗By) = g(1)x⊗Bg(2)y, (3.1)
which is indeed easily shown to be well-deﬁned over ⊗B and an action of H.
Lemma 3.1. The canonical H-action on FB⊗BBEA given by the tensor product of the
action on FB and BEA makes 〈·, ·〉F⊗EA an H-covariant inner product. Moreover, the
H-action passes to the quotient FB⊗BBEA/(FB⊗BBEA)⊥ which becomes an H-
covariant inner productA-module.
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Proof. Let x, x′ ∈F and y, y′ ∈ E as well as g ∈ H . From the H-covariance of the inner
products 〈·, ·〉EAand 〈·, ·〉FB we conclude that
g〈x ⊗ y, x′ ⊗ y′〉EA = g
〈
y, 〈x, x′〉FB · y′
〉E
A
=
〈
S(g(1))
∗y, g(2)
(
〈x, x′〉FB · y′
)〉E
A
=
〈
S(g(1))
∗y, 〈S(g(2))∗x, g(3)x′〉FB · (g(4)y′)
〉E
A
= 〈S(g(2))∗x ⊗ S(g(1))∗y, g(3)x′ ⊗ g(4)y′〉F⊗EA
= 〈S(g(1))∗(x ⊗ y), g(2)(x′ ⊗ y′)〉F⊗EA ,
using S ⊗S ◦	op =	◦S in the last step. This proves the compatibility of the inner product
with the H-action. The passage to the quotient follows immediately from Remark 2.7. 
Thus, we can deﬁne the H-covariant internal tensor product ofFB and BEA to be the
rightA-moduleFB⊗̂BBEA=FB⊗BBEA/(FB⊗BBEA)⊥ endowedwith itsH-action
and its H-covariant A-valued inner product. If FB carries in addition an H-covariant
∗
-
representationof some ∗-algebraC then the induced ∗-representationofConFB⊗̂BBEAis
again H-covariant. The functoriality of the tensor product of H-actions, i.e. tensor products
of intertwiners give intertwiners, togetherwith the functoriality of the internal tensor product
of inner products as in [11, Lemma 4.16] ﬁnally gives a functor
⊗̂B:∗-modB,H (C)×∗-modA,H (B)−→∗-modA,H (C). (3.2)
It is easy to see that the usual associativity of the tensor product gives associativity of ⊗̂ up
to the usual canonical isomorphism, i.e.
(GC⊗̂CCFB)⊗̂BBEAGC⊗̂C(CFB⊗̂BBEA), (3.3)
see [11, Lemma 4.5] for the non-covariant case. Since ⊗̂ is compatible with complete
positivity of inner products [11, Theorem 4.7] the functor (3.2) restricts to a functor
⊗̂B:∗-repB,H (C)×∗-repA,H (B)−→∗-repA,H (C). (3.4)
Fixing one of the two arguments of ⊗̂ we get the H-covariant versions of Rieffel induction
and the change of the base ring as in [11, Examples 4.9 and 4.10]. The H-covariant Rieffel
induction with some BEA∈∗-repA,H (B) is denoted by
RE = BEA⊗̂ · :∗-repD,H (A)−→∗-repD,H (B) (3.5)
and the H-covariant change of the base ring with some DGD′∈∗-repD′,H (D) is denoted by
SG = ·⊗̂DGD′ :∗-repD,H (A)−→∗-repD′,H (A). (3.6)
The functors RE and SG commute up to the usual natural transformation induced by (3.3).
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3.2. H-covariant strong Morita equivalence
We are now able to adapt the notions of Ara’s ∗-Morita equivalence [1] and strong Morita
equivalence [11] to the H-covariant framework. Recall that an inner product 〈·, ·〉EA is full
if the C-span of the elements 〈x, y〉EA ∈ A gives the whole ∗-algebraA and analogously
for B〈·, ·〉E.
Deﬁnition 3.2. A (B,A)-bimoduleBEA with inner productsB〈·, ·〉E and 〈·, ·〉EA is called
an H-covariant ∗-equivalence bimodule if it is a ∗-equivalence bimodule in the sense of Ara
[1, Deﬁnition 5.1] together with an action of H, such that
g〈x, y〉EA = 〈S(g(1))∗x, g(2)y〉EA (3.7)
and
gB〈x, y〉E = B〈g(1)x, S(g(2))∗y〉E (3.8)
for all x, y ∈ BEA and g ∈ H . It is called an H-covariant strong equivalence bimodule
if in addition the underlying ∗-equivalence bimodule is a strong equivalence bimodule in
the sense of Bursztyn and Waldmann [11, Deﬁnition 5.1], i.e. the inner products are both
completely positive.
Recall that BEA is a
∗
-equivalence bimodule in Ara’s sense if both inner products are
non-degenerate, full and satisfy the compatibility conditions
〈b · x, y〉EA = 〈x, b∗ · y〉EA, B〈x · a, y〉E = B〈x, y · a∗〉E and
B〈x, y〉E · z = x · 〈y, z〉EA (3.9)
and ifB ·E=E=E ·A, see [1, Section 5.1] for details. The compatibility (3.9) can also be
interpreted as B〈x, y〉E · z =x,y(z). Moreover, (3.7) and (3.8) imply by Lemma 2.4 and
the non-degeneracy of the inner products that the bimodule structure is compatible with the
H-action, i.e.
g(b · x) = (g(1)b) · (g(2)x) and g(x · a) = (g(1)x) · (g(2)a). (3.10)
Thus (BEA, 〈·, ·〉EA) is an H-covariant ∗-representation ofB on an H-covariant inner prod-
uct rightA-module and analogously for exchanged roles ofA and B.
Deﬁnition 3.3. Two ∗-algebras A and B with ∗-action of H are called H-covariantly ∗-
Morita equivalent (resp., H-covariantly strongly Morita equivalent) if there exists an H-
covariant ∗-Morita (resp., strong Morita) equivalence bimodule for them.
Clearly, H-covariant ∗- or strong Morita equivalence implies ∗- or strong Morita equiva-
lence, respectively, andH-covariant strongMorita equivalence impliesH-covariant ∗-Morita
equivalence.Moreover, as expected,H-covariant ∗- aswell as strongMorita equivalence turn
out to be equivalence relations when applied to non-degenerate and idempotent ∗-algebras.
This restriction is necessary according to [1,11].
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Theorem 3.4. Within the class of idempotent and non-degenerate ∗-algebraswith ∗-actions
ofH,H-covariant ∗- or strongMorita equivalence are both equivalence relations.Moreover,
H-equivariantly ∗-isomorphic ∗-algebras are H-covariantly strongly Morita equivalent and
hence also H-covariantly ∗-Morita equivalent.
Proof. We already know that the underlying ∗- or strong Morita equivalence is an equiva-
lence relation where the bimodule AAA with the canonical inner products
〈a, b〉A = a∗b and A〈a, b〉 = ab∗ (3.11)
gives reﬂexivity. The complex conjugate bimoduleAEB, see Remark 2.2, gives symmetry.
Finally, the internal tensor product ⊗̂ gives transitivity, see [1,11]. Thus it remains to show
that the three constructions are compatible with the H-covariance. Clearly, the bimodule
structure on AAA is H-covariant and we have
g〈a, b〉A = g(a∗b) = (g(1)a∗)(g(2)b) = (S(g(1))∗a)∗(g(2)b)
= 〈S(g(1))∗a, g(2)b〉A
and similarly for A〈·, ·〉. Thus the inner products on AAA are H-covariant which proves
reﬂexivity. OnAEB we have already constructed the candidate for the H-action in Remark
2.12. A simple computation shows that  is compatible with the B-valued inner product
as well. This follows immediately from the compatibility (3.9) or from a straightforward
direct computation. Finally, transitivity follows from our considerations in Lemma 3.1
where we have already shown that ⊗̂ is compatible with H-actions. Note however, that
now we have to check the compatibility with two inner products, which can be done in a
completely analogous way as for one. Thus, H-covariant ∗- or strong Morita equivalence is
an equivalence relation. Let us ﬁnally consider a ∗-isomorphism  :A −→ B such that 
isH-equivariant, i.e.(ga)=g(a) for all a ∈A and g ∈ H . Thenwe claim thatBBA
is an H-covariant strong Morita equivalence bimodule, where the rightA-module structure
onB is deﬁned by b·a=b(a) and theA-valued inner product is 〈b1, b2〉BA =−1(b∗1b2).
Again, we only have to check the H-covariance which is a simple computation. 
Remark 3.5. Fromnowonwe shall always assume that the ∗-algebras in question are idem-
potent and non-degenerate since otherwise Morita theory becomes somewhat pathological
as Morita equivalence no longer deﬁnes a reﬂexive relation.
As we shall need the tensor product of equivalence bimodules throughout this article,
we introduce a new notation: For two equivalence bimodules (either H-covariant ∗- or
strong Morita equivalence) CFB and BEA we denote their internal tensor product by
CFB⊗˜BBEA to stress that now two inner products are involved. From [11, Lemma 5.7]
we know that the degeneracy spaces of the two inner products on the algebraic tensor
product CFB⊗BBEA coincide if each of the bimodules is an equivalence bimodule. This
is a simple consequence of (3.9). Thus dividing by the degeneracy space is non-ambiguous.
It is clear that ⊗˜ enjoys analogous functoriality properties as ⊗̂.
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Let us now discuss some basic consequences of H-covariant ∗- or strong Morita equiva-
lence:
Proposition 3.6. Let A, B be non-degenerate and idempotent ∗-algebras over C and
let BEA be an H-covariant
∗
-Morita equivalence bimodule. Then B is canonically ∗-
isomorphic to F(EA) via the action map
B  b → (x → b · x) ∈ F(EA) (3.12)
and the ∗-action ofHonB corresponds under (3.12) to the adjoint action onF(EA) induced
by the action on E. In particular, if B is unital then BF(EA) = B(EA). Conversely,
if EA is a rightA-module with H-action and compatible full inner product 〈·, ·〉EA, such
that EA = EA ·A then the ∗-algebra F(EA), equipped with the adjoint action of H, is
H-covariantly ∗-Morita equivalent toA via
F(EA)
EA.
Proof. The non-covariant part of this proposition is well-known, see Ara’s work [1] as well
as the discussion in [11]. Thus, we only have to determine the H-action induced on F(EA)
by the isomorphism (3.12). Since
g(b · x) = (g(1)b) · (g(2)x)
by compatibility, we see by Proposition 2.8 that this is precisely the deﬁning property of
the adjoint action. The other direction also follows directly from this observation. 
Remark 3.7. It follows from the proposition that the maps b → (x → b · x) as well as
a → (x → x · a) are injective for an equivalence bimodule.
Remark 3.8. The case of H-covariant strongMorita equivalence is analogouswith the only
additional requirement that both inner products are completely positive.
Example 3.9. As usual the standard example is the Morita equivalence ofA and Mn(A)
via the bimodule An where A acts componentwisely from the right and Mn(A) acts
by matrix multiplication from the left. The canonical, completely positive, full and non-
degenerate inner product is
〈x, y〉A =
n∑
i=1
x∗i yi , (3.13)
which determines
Mn(A)
〈·, ·〉 by compatibility (3.9). The H-action onAn is componentwise
and the induced ∗-action on Mn(A)=F(AnA) is just the one from Example 2.3(iii). Thus
we get the H-covariant strong Morita equivalence ofA and Mn(A).
One of the original aims of Morita theory is to establish the equivalence of representation
theories. In our case this is based on the following observation inspired by Bursztyn and
Waldmann [11, Lemmas 5.13 and 5.14]:
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Proposition 3.10. Let A, B, C, D be idempotent and non-degenerate ∗-algebras with
∗
-actions of H. Let CFB and BEA be H-covariant ∗-equivalence bimodules and let
AHD∈∗-ModD,H (A) be a strongly non-degenerate ∗-representation of A, such that in
addition AHD ·D=AHD.
(i) One has
(CFB⊗˜BBEA)⊗̂AAHDCFB⊗̂B(BEA⊗̂AAHD) (3.14)
via the usual natural H-covariant isometric isomorphism.
(ii) One has
AAA⊗̂AAHDAHDAHD⊗̂DDDD (3.15)
via the canonical H-covariant isometric isomorphisms a ⊗ x → a · x and x ⊗ d →
x · d, respectively.
(iii) One has
AEB⊗˜BBEAAAA and BEA⊗˜AAEBBBB (3.16)
via the natural H-covariant isometric isomorphisms x⊗y → 〈x, y〉EA and y⊗x →
B〈y, x〉E, respectively.
Proof. The only thing to be checked is that the isomorphisms are compatible with the H-
actions. The remaining properties where already shown in [11, Lemmas 5.13, 5.14]. The
compatibility for the ﬁrst part is contained in (3.3). The action onA⊗H is by deﬁnition
g(a⊗x)=g(1)a⊗g(2)x whenceg(a⊗x) ismapped to (g(1)a)·(g(2)x)=g(a·x)
under the isomorphism (3.15). This shows the second part as the argument for DDD is
analogous. For the third part recall that the action on the complex conjugate bimodule is
gx=S(g)∗x whence the action onE⊗E is given by g(x⊗y)=S(g(1))∗x⊗g(2)y.
Thus g(x ⊗ y) is mapped under (3.16) to 〈S(g1)∗x, g(2)y〉EA = g〈x, y〉EA by H-
covariance of the inner product showing the H-covariance of the ﬁrst isomorphism. The
H-covariance of the second isomorphism in (3.16) is analogous. 
Corollary 3.11. For equivalence bimodules CFB andBEA there is a natural equivalence
RF ◦ RERF⊗˜E (3.17)
for the H-covariant Rieffel induction functors. Furthermore, when restricted to ∗-Mod (or
∗
-Rep in the completely positive case, respectively) there are natural equivalences
RAid∗-Mod(A), (3.18)
RE ◦ REid∗-Mod(B) and RE ◦ REid∗-Mod(A) (3.19)
for the H-covariant Rieffel induction functors. Analogous statements hold for the
functor SE.
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Corollary 3.12. LetA, B be H-covariantly ∗-Morita equivalent via BEA. Then
RE:∗-ModD,H (A) −→
∗
-ModD,H (B) (3.20)
is an equivalence of categories with ‘inverse’RE. If in additionBEA is even an H-covariant
strong Morita equivalence bimodule, then RE restricts to an equivalence
RE:∗-RepD,H (A)
−→
∗
-RepD,H (B). (3.21)
This is the H-covariant version of [11, Corollary 5.15] which itself is the algebraic gener-
alization of Rieffel’s theorem on equivalent ∗-representation theories of C∗-algebras [41].
In the case of C∗-algebras and strongly continuous group actions of locally compact groups
analogous statements are well-known, see e.g. the discussion in [39, Section 7.2]. It is an
interesting problem whether and how one can use our purely algebraic approach to obtain
those results. We will address these questions in future projects.
4. The H-covariant Picard groupoid and Morita invariants
As already mentioned, Morita theory can be seen as resulting from an extended notion
of morphisms between algebras: one considers isomorphism classes of bimodules as mor-
phisms and obtains a new category with the same underlying class of objects but bigger
classes of morphisms. Isomorphism in this category is then precisely Morita equivalence.
This point of view is classical for ring-theoreticMorita equivalence, see e.g. [4,6], and it was
discussed in detail for the ∗- and strong Morita equivalence of ∗-algebras in [11, Section 6].
See also Landsman’s work [33,34] in the context of C∗-algebras. Alternatively, one could
use a bicategorical approach by not identifying the bimodules up to isomorphism in a ﬁrst
step.
Important for us is that any such enlarged category deﬁnes its groupoid of invertible
arrows, the corresponding Picard groupoid. Strictly speaking, this is not an honest groupoid
for two reasons: ﬁrst the class of units (here the class of ∗-algebras) is not a set, so it can
not be a small category. Second, the class of invertible arrows between two units is, a priori,
not known to be a set either. This is more severe, but in the case of unital ∗-algebras one
actually can show that the space of arrows between two units in the Picard groupoid forms
a set as it is given by equivalence classes of certain ﬁnitely generated projective modules.
Thus, we shall ignore these subtleties in the following and focus mainly on the unital case.
In any case, throughout this section all algebras will be idempotent and non-degenerate.
4.1. The H-covariant Picard groupoid
Instead of deﬁning the Picard groupoid in the above described way, we give a more
direct deﬁnition using the equivalence bimodules directly. Both approaches are completely
equivalent which can easily be obtained from an H-covariant version of Bursztyn and
Waldmann [11, Theorem 6.1] using Proposition 3.6.
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Deﬁnition 4.1. LetA,B be ∗-algebras overC and deﬁnePic∗H (B,A) to be the class of iso-
morphism classes of H-covariant ∗-Morita equivalence bimodulesBEA and setPic
∗
H (A)=
Pic∗H (A,A). Similarly, we deﬁne PicstrH (B,A) to be the class of isomorphism classes of
H-covariant strong Morita equivalence bimodules BEA and set Pic
str
H (A)=PicstrH (A,A).
Here and in the following ‘isomorphism’ of equivalence bimodules includes all relevant
structures, i.e. the H-action, the bimodule structure as well as the inner products.
Theorem 4.2. Viewing Pic∗H (B,A) as space of arrows A −→ B one obtains the H-
covariant ∗-Picard groupoid Pic∗H , where the composition law is ⊗˜, the units are the ∗-
algebras themselves with the classes of the canonical bimodules [AAA] as unit arrows.
The inverse arrows are the classes of the complex conjugated bimodules. Similarly, one
obtains the H-covariant strong Picard groupoid PicstrH .
The proof is obvious by use of Proposition 3.10 and the fact that ⊗˜ is functorial and
hence well-deﬁned on isomorphism classes.
Remark 4.3. For unital ∗-algebras Pic∗H (B,A) as well as PicstrH (B,A) are in bijection
to certain ﬁnitely generated projective modules and hence they are sets. Thus Pic∗H as
well as PicstrH become ‘large’ groupoids in this case. For non-unital ∗-algebras this is a
priori not clear. Dropping the information about the inner products one obtains the ring-
theoretic notions of the Picard groupoid which we denote by PicH and Pic, respectively,
see also [4,6].
The isotropy groups PicstrH (A) and Pic
∗
H (A), respectively, of the Picard groupoids are
called the H-covariant strong (resp., ∗-) Picard groups ofA.
By successively forgetting the additional structures one obtains groupoid morphisms:
(4.1)
Each of them induces the identity on the units of the groupoids. Clearly, all combinations
of possible compositions commute in this diagram. Thus an interesting program will be to
investigate under which reasonable restrictions and conditions on the ∗-algebras and the H-
actions one can say something on the images and kernels of these groupoid morphisms. In
the situation without H-action the lower commuting triangle in (4.1) has been investigated
in some detail in [11] for a large class of unital ∗-algebras.
Before investigating (4.1) we relate the Picard groupoid to the isomorphism groupoid as
we want to interpret the elements in Pic∗H (B,A) and PicstrH (B,A) as generalized isomor-
phisms of ∗-algebras. We denote by Iso∗H (B,A) the H-equivariant ∗-isomorphisms from
A to B and set Aut∗H (A) = Iso∗H (A,A) for the H-equivariant ∗-automorphisms ofA.
The non-equivariant case is denoted by Iso∗(B,A) and Aut∗(A), respectively.
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Remark 4.4. Viewing Iso∗H (B,A) as space of arrows fromA toB one obtains the usual
(large) groupoid of H-equivariant ∗-isomorphisms with the H-equivariant ∗-automorphism
groups as isotropy groups.
Let us ﬁrst recall and adapt some results and deﬁnitions from [12, Section 2]. Let  ∈
Iso∗(B,A) be given and let CFB be a representative for a class [CFB] ∈ Pic∗(C,B) (or
in Picstr(C,B), respectively), Then we can twistF into a rightA-module by setting
x·a = x · (a) (4.2)
for x ∈ F and a ∈ A. Clearly, this is gives a (C,A)-bimodule, denoted by CFA.
Moreover, we deﬁne
〈x, y〉FA = −1
(
〈x, y〉FB
)
. (4.3)
Since  is a ∗-isomorphism, this gives a full and non-degenerateA-valued inner product
on CF

A (completely positive in the case of a strong equivalence bimodule) which is
compatible with the C-module structure and with the C-valued inner product onF. Thus
we obtain a ∗-, respectively, strong Morita equivalence bimodule CF

A. A last simple check
ensures that the class [CFA] only depends on the class [CFB]. Similarly, we can twist
equivalence bimodules BEA from the left with some  ∈ Iso∗(C,B) by setting
c·x =−1(c) · x and C〈x, y〉E =(B〈x, y〉E) (4.4)
and obtain an equivalence bimodule CEA. Again, this works either for
∗
-equivalence or
strong equivalence bimodules. The H-covariant situation is as follows:
Lemma 4.5. Let  ∈ Iso∗(B,A) and let [CFB] ∈ Pic∗H (C,B) (or in PicstrH (B,A), re-
spectively). Then CFA is an H-covariant ∗- (or strong, respectively) equivalence bimodule
if and only if  is H-equivariant. In this case [CFA] ∈ Pic∗H (C,A) (or in Pic∗H (C,A),
respectively) is well-deﬁned.
Proof. If  is H-equivariant, then it follows from a simple computation that the twisted
bimodule is an H-covariant equivalence bimodule as well. For the converse direction, we
note that if the twisted bimodule is still H-covariant then
x · (ga) = x·(ga) = g(2)((S−1(g(2))x)·a)
= g(2)((S−1(g(2))x) · (a)) = x · (g(a)).
Thanks to Remark 3.7 the H-equivariance of  follows. The well-deﬁnedness of the class
is clear. 
The analogous statement holds if we twist with an H-equivariant ∗-isomorphism from
the left. In particular, we can twist the ‘unit’ bimodules (as we have already done implicitly
in the proof of Theorem 3.4) continuing the discussion of Bursztyn and Waldmann [12] as
well as the well-known ring-theoretic case.
S. Jansen, S. Waldmann / Journal of Pure and Applied Algebra 205 (2006) 542–598 561
Proposition 4.6. Let  ∈ Iso∗H (B,A) and denote by () ∈ PicstrH (B,A) the class of the
bimodule BB

A.
(i) We have [BBA] = [BAA].(ii) The map
 : Iso∗H −→ PicstrH (4.5)
is a groupoid morphism inducing the identity on the units.
(iii) For [CFB] ∈ PicstrH (C,B) we have
[CFB]⊗˜() = [CFA]. (4.6)
We can replace strong by ∗-Picard groupoids as well.
Proof. The bimodule isomorphism for the ﬁrst part is simply given by b → −1(b). Now
let ∈ Iso∗H (B,A) and ∈ Iso∗H (C,B) be given. Thenwe consider (◦) and compare
it with ()⊗˜(). We consider the map deﬁned by
CC

B⊗˜BBBA  c ⊗ b → c(b) ∈ CC◦A .
On the level of ⊗B rather than ⊗˜B it is easy to see that this map is well-deﬁned over
⊗B. Moreover, it is surjective since C is idempotent. A straightforward check shows that
it is a (C,A)-bimodule morphism isometric with respect to both inner products. Thus the
quotient by the degeneracy spaces yields an injective map, well-deﬁned over ⊗˜B. Hence we
end up with a bimodule isomorphism. A last simple computation using the H-equivariance
of shows that it is even an H-equivariant isomorphism as wanted. This proves the second
part as (4.5) clearly maps the unit idA to the unit [AAA]. For the last part we check that
CFB⊗˜BBBA  x ⊗ b → x · b ∈ CFA
is the desired isomorphism. This is again a straightforward computation. In the proof the
positivity of the inner products was not essential. 
At least for unital ∗-algebras on can describe the kernel of the groupoid morphism (4.5)
rather explicitly. We slightly extend and specialize the arguments from [12, Proposition
2.3] for our purposes. First, we denote by InnAut∗H (A) those inner ∗-automorphisms a →
uau−1 where u∗ = u−1 is unitary and H-invariant gu = 
(g)u. Clearly, InnAut∗H (A) ⊆
Aut∗H (A) is a normal subgroup.
Proposition 4.7. LetA, B be unital ∗-algebras.
(i) For  ∈ Aut∗H (B) and [BEA] ∈ PicstrH (B,A) we have [BEA] = [BEA] if and only
if  ∈ InnAut∗H (B).
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(ii) We have the exact sequence of groups
1 −→ InnAut∗H (A) −→ Aut∗H (A) −→PicstrH (A) (4.7)
Again, strong can be replaced by ∗-Picard groupoids.
Proof. Assume U : BEA −→ BEA is an isomorphism. Then U(x · a)=U(x) · a implies
that there exists an invertible element u ∈ Bwith U(x)=u ·x thanks to Proposition 3.6 and
sinceB is unital. Then b ·u ·x=b ·U(x)=U(b·x)=u ·−1(b) ·x implies(b)=ubu−1
thanks to Remark 3.7. Note that  being a ∗-automorphism does not necessarily imply that
u is unitary. Nevertheless, we have by isometry of U
uB〈x, y〉Eu∗ = B〈u · x, u · y〉E = B〈U(x), U(y)〉E = B〈x, y〉E = (B〈x, y〉E),
whence by fullness (b) = ubu∗. Thus u∗ = u−1 turns out to be unitary. Finally, we have
from gU(x) = U(gx) the relation
(gu) · x = g(1)(u · S(g(2))x) = g(1)(U(S(g(2))x))
= U(g(1)(S(g(2))x)) = 
(g)u · x.
Again by Remark 3.7 we see gu = 
(g)u. This proves the ﬁrst statement as the converse
is a trivial computation. The second part is then an easy consequence if we apply the ﬁrst
part to B=A and BEA =AAA. 
From this proposition we see that PicstrH as well as Pic
∗
H indeed generalize Iso
∗
H in a very
precise way. Though the kernel of  in (4.5) can be described by this proposition explicitly,
the lack of surjectivity usually depends very much on the example.
4.2. The groupoid morphism PicstrH −→ Picstr
We shall now discuss the canonical groupoid morphism of ‘forgetting’ the H-covariance
PicstrH −→ Picstr, (4.8)
where we treat the case of the strong Picard groupoids. For the ∗-Picard groupoids and the
ring-theoretic Picard groupoids the results will be analogous.
In general, the question whether PicstrH (B,A) −→ Picstr(B,A) is surjective for two
given ∗-algebras with ∗-action of H is very difﬁcult and depends very much on the example.
The problem is to ‘lift’ the action of H from the algebras to an equivalence bimodule BEA.
In general, there will be obstructions for this lifting.
Example 4.8. Coming back to the Examples 2.9 and 2.10, we can see that forA=C∞(M)
any equivalence bimodule is of the form∞(E), whereE −→ M is a complex vector bundle
and C∞(M) acts by pointwise multiplication from the right. Then the Morita equivalent
algebraB is isomorphic to∞(End(E)), where the action is by pointwise application of the
endomorphism. Now if a Lie algebra action of g on M is given, then the question is whether
one can lift this action to an action on the sections of E. In general, there are obstructions:
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consider a Lie group G with action of its Lie algebra g by left-invariant vector ﬁelds.
Suppose E −→ G is a complex vector bundle admitting a lifted action  → L of g, i.e.
L : ∞(E) −→ ∞(E) is a representation of g and satisﬁesL(sf )=L(s)f+sX(f ),
for all  ∈ g, where X is the corresponding left-invariant vector ﬁeld on G. Since for a
basis e1, . . . , en of g we obtain a module basis Xe1 , . . . , Xen of all vector ﬁelds ∞(T G)
on G, we deﬁne by
∇Y =
n∑
i=1
Y iLXei with Y =
n∑
i=1
Y iXei and Y i ∈ C∞(G) (4.9)
a covariant derivative, which is easily shown to be ﬂat. In general, the existence of a ﬂat
covariant derivative is a cohomological obstruction on E, unless E is a trivial vector bundle.
The question about injectivity is in how many ways such a lifting can be done. Surpris-
ingly, there is a general answer to this question which is even independent on the particular
bimodule but universal for all bimodules BEA as long as they allow for lifting at all.
In the following we ﬁx a strong Morita equivalence bimodule BEA and assume that
there is at least one H-action on BEA such that it becomes an H-covariant strong Morita
equivalence bimodule. If ′ is another such H-action then we deﬁne
ug(x) = g(1)
(
S(g(2))′x
) (4.10)
to ‘measure’ the difference between the two actions, where x ∈ BEA. Knowing  and all
the maps g → ug ∈ EndC(BEA) allows to reconstruct ′ by
g′x = g(2)
(
uS−1(g(1))(x)
)
(4.11)
and conversely  is determined by
gx = ug(1) (g(2)′x). (4.12)
Thus we have to investigate the maps ug and ﬁnd conditions, such that for a given H-action,
say ′, the formula (4.12) deﬁnes again an H-action with the same properties.
Lemma 4.9. Let (BEA,′) be an H-covariant strong Morita equivalence bimodule and
let H  g → ug ∈ EndC(BEA) be a linear map. Then  deﬁned by (4.12) satisﬁes
g(x · a) = (g(1)x) · (g(2)a) if and only if ug is rightA-linear for all g ∈ H .
Proof. First we assume that ug is rightA-linear. Then
g(x · a) = ug(1) (g(2)′(x · a)) = ug(1) ((g(2)′x) · (g(3)a))
= (ug(1) (g(2)′x)) · (g(3)a) = (g(1)x) · (g(2)a).
For the converse, note ﬁrst that g(1)(S(g(2))′x) = ug(x) since ′ is an action (whether
 is an action or not). If  is an action,
ug(x · a) = g(1)
(
(S(g(3))′x
) · (S(g(2))a))= (g(1)(S(g(3))′x)) · (
(g(2))a)
= ug(x) · a. 
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Thus, we have to investigate right A-linear endomorphisms of BEA. Now the crucial
observation is that in the unital case any rightA-linear endomorphism is a leftmultiplication
by a unique element in B. To make use of this drastic simpliﬁcation we shall assume that
in this section all ∗-algebras are unital.
Thus we can rephrase Lemma 4.9 in the following way: if we want to pass from  to ′
then it will be necessary and sufﬁcient to consider a map ug of the form
ug(x) = b(g) · x = g(1)(S(g(2))′x), (4.13)
if we want to keep the compatibility with the rightA-module structure. Here b ∈ HomC
(H,B).
The following proposition clariﬁes under which conditions on b we stay in the class of
H-covariant strong Morita equivalence bimodules.
Proposition 4.10. Let (BEA,′) be an H-covariant strong Morita equivalence bimodule
and let b ∈ HomC(H,B). Then for  deﬁned by
gx = b(g(1)) · (g(2)′x) (4.14)
one has the following properties:
(i) 1Hx = x if and only if b(1H ) = 1B.
(ii)  is an H-action if and only if for all g, h ∈ H
b(gh) = b(g(1))(g(2)b(h)). (4.15)
(iii)  is compatible with the leftB-module structure if and only if for all g ∈ H and b ∈ B
(g(1)b)b(g(2)) = b(g(1))(g(2)b). (4.16)
(iv)  is compatible with the inner product B〈·, ·〉E if and only if b fulﬁlls (4.16) and for
all g ∈ H
b(g(1))(b(S(g(2))∗))∗ = 
(g)1B. (4.17)
If  fulﬁlls (i)–(iv) then  is compatible with the inner product 〈·, ·〉EA, too.
Proof. The ﬁrst part is trivial. For the second we compute under assumption of (4.15)
g(hx) = b(g(1)) ·
(
g(2)′
(
b(h(1)) · (h(2)′x)
))
= (b(g(1))(g(2)b (h(1)))) · (g(3)′(h(2)′x))
= b(g(1)h(1)) · ((g(2)h(2))′x)
= (gh)x,
using the compatibility of ′ with the module structure as well as (4.15) and that ′ is an
action. Conversely, we have b(g) · x = g(1)(S(g(2))′x) whether  is an action or not.
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Now, if  is an action, too, then
b(gh) · x = (g(1)h(1))(S(g(2)h(2))′x)
= g(1)(h(1)(S(g(2)h(2))′x))
= b(g(1)) · (g(2)′(b(h(1)) · (h(2)′(S(g(3)h(3))′x))))
= (b(g(1))(g(2)b(h(1)))) · ((g(3)h(2)S(g(4)h(3)))′x)
= (b(g(1))(g(2)b(h))) · x,
whence by Remark 3.7 the second part follows. For the third part we assume (4.16) and
compute
g(b · x) = b(g(1)) · (g(2)′(b · x))
= (b(g(1))(g(2)b)) · (g(3)′x)
= ((g(1)b)b(g(2))) · (g(3)′x)
= (g(1)b) · (g(2)x).
Conversely, assuming  is compatible with the module structure gives by a similar com-
putation
((g(1)b)b(g(2))) · x = (b(g(1))(g(2)b)) · x,
whence again by Remark 3.7 the third part follows. For the fourth part, note that (4.16) is
necessary by Lemma 2.4 anyway whence we assume (4.16). Then we have
B〈g(1)x, S(g(2))∗y〉E = B〈b(g(1)) · (g(2)′x), b(S(g(4))∗) · (S(g(3))∗′y)〉E
= b(g(1))B〈g(2)′x, S(g(3))∗′y〉E(b(S(g(4))∗))∗
= b(g(1))(g(2)B〈x, y〉E)(b(S(g(3))∗))∗
= (g(1)B〈x, y〉E)b(g(2))(b(S(g(3))∗))∗.
Now if (4.17) is fulﬁlled, then the last line gives gB〈x, y〉E whence is compatible with
the inner product. Conversely, if  is compatible, then we obtain from this computation
gB〈x, y〉E = (g(1)B〈x, y〉E)b(g(2))(b(S(g(3))∗))∗.
Since the inner product is full we can take linear combinations in x and y to get g1B =

(g)1B on the left-hand side. Then the right-hand side gives 
(g(1))b(g(2))(b(S(g(3))∗))∗
whence (4.17) follows. From the compatibility of the two inner products as in (3.9) and the
compatibility of one of them with the H-action  the compatibility of the other with the
H-action follows in general. 
This proposition has now the following easy interpretation in terms of the groupU(H,B)
as deﬁned in Deﬁnition A.1. Clearly, we can exchange the roles of  and ′ again (only
for aesthetic reasons) as we have a bijective correspondence.
Corollary 4.11. Let (BEA,) be an H-covariant strong Morita equivalence bimodule.
Then all other compatible H-actions on E are parameterized in a unique way by
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elements b ∈ U(H,B) by
gbx = b(g(1)) · (g(2)x). (4.18)
Proof. The four conditions in Proposition 4.10 are precisely the deﬁning relations for ele-
ments in U(H,B), thereby explaining the names of the conditions in Deﬁnition
A.1. 
We want to understand in which case two given actions give an isomorphic bimodule and
hence the same element in the Picard groupoid. We use some notation from Appendix A.
Lemma 4.12. Let BEA be a strong Morita equivalence bimodule.
(i) The group of isometric bimodule automorphisms Aut(BEA) of BEA is canonically
isomorphic to U(Z(B)) via
U(Z(B))  c → (c : x → c · x) ∈ Aut(BEA). (4.19)
(ii) Assume thatBEA allows for compatibleH-actions such that it becomesanH-covariant
strong Morita equivalence bimodule. Then Aut(BEA) = U(Z(B)) acts on the set of
such compatible H-actions by
(,) →  where gx = (g−1(x)). (4.20)
Two H-actions , ′ deﬁne isomorphic H-covariant strong Morita equivalence bi-
modules if and only if  and ′ lie in the same Aut(BEA)-orbit.
(iii) For c ∈ U(Z(B)) we have c = if and only if c ∈ U(Z(B))H .
(iv) Let b ∈ U(H,B). Then  and b deﬁne isomorphic H-covariant strong Morita
equivalence bimodules if and only if b = cˆ for some c ∈ U(Z(B)) where cˆ(g) =
c(gc−1).
Proof. The ﬁrst part is obvious as any bimodule homomorphism can be written as the left
multiplication with a unique central element of B. Then the isometry condition implies
immediately c∗ = c−1. For the second part a straightforward computation shows that is
indeed a compatible H-action again. The remaining statements are obvious. The third part
is clear. The fourth part is then a simple consequence as
gcx = c · (g(c−1 · x)) = (c(g(1)c−1)) · (g(2)x) = cˆ(g(1)) · (g(2)x). 
The last ingredient we need to describe the kernel of the groupoid morphism (4.8) is the
following statement:
Lemma 4.13. Let BEA be an H-covariant strong Morita equivalence bimodule.
(i) The group U(H,B) acts transitively and freely of the set of all H-actions which make
BEA an H-covariant strong Morita equivalence bimodule by
(b,) → b. (4.21)
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(ii) The action of U(H,B) and U(Z(B)) are compatible with the group morphism U(Z
(B)) −→ U(H,B), i.e. we have
cˆ =c (4.22)
for all c ∈ U(Z(B)).
Proof. For the ﬁrst part we already know that U(H,B) parameterizes the H-actions in a
one-to-one correspondence. Thus, we only have to show that (4.21) with b as in (4.18)
deﬁnes a group action. Let b, b˜ ∈ U(H,B) be given. Then a straightforward computation
showsb∗b˜= (b˜)b ande=, whence the ﬁrst part follows. The second is obvious from
the preceding lemma. 
According to Lemma 4.12 (iv) the interesting twistsb of the action are described by
the quotient U0(H,B) = U(H,B)/ ̂U(Z(B)), see also (A.8). Thus, we can determine the
kernel of the groupoid morphism completely.
Theorem 4.14. For unital ∗-algebras the kernel of the groupoid morphism (4.8) can be
described as follows: letA,B be unital ∗-algebraswith ∗-action ofH such thatPicstr(B,A)
= ∅. Then we have the following alternatives:
(i) PicstrH (B,A) = ∅.
(ii) PicstrH (B,A) −→ im(PicstrH (B,A)) ⊆ Picstr(B,A) is a principal U0(H,B)-bundle
over the image im(PicstrH (B,A)), i.e. the group U0(H,B) acts freely and transitively
(from the left) on the ﬁbers of the projection.
Thus, it is ofmajor importance to understand the groupU0(H,B) for a given ∗-algebraB.
As shown in the appendix, this group can be quite non-trivial. Note that the ﬁrst alternative
in the theorem may well happen and note also that the image in the second case may not
exhaust the whole set Picstr(B,A), see Example 4.8.
The symmetry of the relation ‘H-covariant strong Morita equivalence’ already suggests
that if PicstrH (B,A) is non-empty then U0(H,B)U0(H,A). This is indeed the case and
will be investigated more systematically in Section 5.5.
Finally, note that the Theorem is literally the same for PicstrH and Pic
str being replaced
by Pic∗H and Pic∗, respectively, as we have never used the positivity of the inner prod-
ucts. It is also valid in the ring-theoretic situation if one replaces U0(H,B) by
GL0(H,B).
Remark 4.15. One of our original motivations was to understand the covariant Morita
theory for star products. Using the techniques developed in this section one would like to
proceed analogously to [12] in order to understand the covariant strong Picard groupoid of
deformed algebras in terms of their classical limits. We address these topics in a project
together with Nikolai Neumaier [25].
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5. Morita invariants and actions of the Picard groupoid
We shall now use the Picard groupoid in the spirit of [45] to obtain Morita invariants
(most of which are well-known) as arising from actions of PicstrH (or Pic∗H ) on ‘something’.
Here an H-covariant, strong Morita invariant is a propertyP of ∗-algebras with a ∗-action of
H such that ifA has this property then any algebraB which is H-covariantly and strongly
Morita equivalent toA has this property P as well, see also [30, Deﬁnition 18.4] for the
ring-theoretic deﬁnition.
From this point of view, the Picard groups are the most fundamental Morita invariant as
they arise from the Picard groupoid acting on itself by multiplication. Hence (as for any
groupoid) the isotropy groups are all isomorphic along an orbit.
5.1. The representation theories
The statements of Corollary 3.11 can be rephrased in the following way, specializing
the discussion in [11,45] to the H-covariant situation. Up to natural unitary equivalence the
Picard groupoids ‘act’ on the representation theories by Rieffel induction
“ R : Pic∗H (B,A)×∗-ModD,H (A)−→∗-ModD,H (B)” (5.1)
and
“ R : PicstrH (B,A)×∗-RepD,H (A)−→∗-RepD,H (B)” , (5.2)
where we have of course not an honest action as the Rieffel induction functor RE depends
on E and not only on its class in Pic∗H (or PicstrH , respectively) and the action properties
RF ◦ RERF⊗˜E and RAid are only fulﬁlled up to a natural transformation.
Thus (5.1) and (5.2) become actions once we pass to unitary equivalence classes of H-
covariant ∗-representations. Alternatively, one should view (5.1) and (5.2) as an action of
the Picard bigroupoids, where we have not yet identiﬁed isomorphic bimodules. We shall
not give a precise deﬁnition of an action of a bigroupoid on a collection of categories
(though in principle this could be done) but leave this as a suggestive picture. In any case,
this gives a conceptually clear picture why H-covariantly strongly (or ∗-) Morita equivalent
∗
-algebras have equivalent H-covariant representation theories. Moreover, we see that the
Picard groups Pic∗H (A) and PicstrH (A), respectively, act on the unitary equivalence classes
of H-covariant ∗-representations. In more physical terms, these are just the super-selection
rules of the ∗-algebraA.
5.2. The H-invariant central elements
We consider unital ∗-algebras in this subsection. Clearly, any H-equivariant ∗-homomor-
phism  : A −→ B restricts to a ∗-homomorphism Z(A)H −→ Z(B)H of the H-
invariant central elements. In particular, this gives a groupoid action of the isomorphism
groupoid
Iso∗H (B,A) ×Z(A)H −→Z(B)H . (5.3)
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We shall now extend this to an action of Pic∗H in the following way: ﬁrst, we recall
some standard results from Morita theory, see e.g. [1,9,12]. If BEA is a ∗-equivalence
bimodule then for any central element a ∈ Z(A) there exists a unique central element
hE(a) ∈Z(B), such that
hE(a) · x = x · a (5.4)
for all x ∈ BEA and the map hE : Z(A) −→ Z(B) is a ∗-isomorphism. Moreover,
hE = hE′ if BEA and BE
′
A are isomorphic
∗
-Morita equivalence bimodules and we have
hF ◦ hE = hF⊗˜E as well as hA = idZ(A), see [12, Section 2.3] and [9, Proposition 7.6].
This can be rephrased as an action of the ∗-Picard groupoid on centers
h : Pic∗(B,A) ×Z(A)  ([E], a) → hE(a) ∈Z(B) (5.5)
by ∗-isomorphisms. In particular, centers are invariant as ∗-algebras under ∗-Morita equiv-
alence [1].
Lemma 5.1. LetBEA beanH-covariant
∗
-Morita equivalence bimodule.ThenhE restricts
to a ∗-isomorphism hE :Z(A)H −→Z(B)H . Thus we have an action of the H-covariant∗
-Picard groupoid on H-invariant central elements
h : Pic∗H (B,A) ×Z(A)H −→Z(B)H . (5.6)
Proof. We only have to check that hE maps H-invariant elements to H-invariant ones. For
x ∈ BEA we have
(ghE(a)) · x = g(1)(hE(a) · (S(g(2))x)) = g(1)((S(g(2))x) · a)
= 
(g)x · a = 
(g)hE(a) · x,
since a is invariant. By Remark 3.7 we get ghE(a)=
(g)hE(a). Then the action properties
for (5.6) follow immediately from those of (5.5) and (4.1). 
Corollary 5.2. The H-covariant ∗-Picard group Pic∗H (A) acts on Z(A)H by ∗-isomor-
phisms whenceZ(A)H as Pic∗H (A)-space is invariant under H-covariant ∗-Morita equiv-
alence.
Moreover, we have a compatibility between the canonical groupoid action (5.3) and the
action h, adapting [12, Proposition 2.4] to this situation:
Lemma 5.3. The actions (5.3) and (5.6) are compatible in the sense that the diagram
(5.7)
commutes.
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In general, the centerZ(A) needs not to be preserved by the action of H. However, if H
is cocommutative then this is the case whenceZ(A) inherits a ∗-action of H. In this case,
the action h of Pic∗ on centers (5.5) restricts to an action, also denoted by h, of Pic∗H on the
centers
h : Pic∗H (B,A) ×Z(A) −→Z(B) (5.8)
by H-equivariant ∗-isomorphisms as a simple computation shows. Hence we have
Lemma 5.4. Let H be cocommutative. Then Pic∗H acts on the centers by H-equivariant∗
-isomorphisms whence Z(A) as a Pic∗H (A)-space is invariant under H-covariant ∗-
Morita equivalence.
5.3. Equivariant K-theory
Again we shall restrict ourselves to unital ∗-algebras in this subsection for simplicity.
There are many notions of equivariant K-theory, we shall use a rather naive deﬁnition
taking care of the inner products as well.
We consider H-covariant pre-Hilbert (right) A-modules PA with the following addi-
tional properties: The inner product 〈·, ·〉PA is strongly non-degenerate, i.e. the map x →
〈x, ·〉PA ∈ HomA(PA,A) is bijective. Moreover, we want PA to be ﬁnitely gener-
ated and projective. The subcategory of all H-covariant pre-HilbertA-modules with these
two additional properties is denoted by Projstr
H
(A), where the morphisms are adjointable
module morphisms as before. By ProjstrH (A) we denote the set of isometric isomorphism
classes of Projstr
H
(A). Then ProjstrH (A) becomes an abelian semigroup where the addition
⊕ is induced by the direct orthogonal sum of elements in Projstr
H
(A). The H-equivariant
strong K0-group Kstr0,H (A) of A is then by deﬁnition the Grothendieck group associated
to ProjstrH (A). Similarly, dropping the complete positivity of the inner product (but keep-
ing the strong non-degeneracy) we obtain ∗-versions Proj∗
H
(A), Proj∗H (A) and K∗0,H (A),
respectively.
A H-covariant pre-Hilbert module PA is in Proj
str
H
(A) if and only if there exist xi, yi ∈
PA with i = 1, . . . , n such that
x =
∑
i
xi · 〈yi, x〉PA (5.9)
for all x ∈ PA. This is an easy adaption of the dual basis lemma for projective modules,
see e.g. [30, Lemma 2.9]. We shall call such vectors xi, yi a Hermitian dual basis. Then we
have the following lemma:
Lemma 5.5. Let PB ∈ ProjstrH (B) and let BEA be a H-covariant strong Morita equiv-
alence bimodule. Then BEA as right A-module is in Proj
str
H
(A) and PB⊗̂BBEA ∈
Projstr
H
(A), too.
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Proof. The ﬁrst statement is well-known and follows directly from the fullness of B〈·, ·〉E
and the compatibility (3.9). For the second statement, let {xi, yi}i=1,...,n be a Hermitian dual
basis for PB and let {, }=1,...,m be a Hermitian dual basis for BEA viewed as right
A-module. Then {xi⊗B, yi⊗B}i, is easily shown to be a Hermitian dual basis for
PB⊗̂BBEA. In particular, the inner product on PB⊗BBEA is already non-degenerate
whence the usual quotient procedure for ⊗̂ is not needed here. 
From this and the associativity properties of ⊗̂ and ⊗˜ as in Proposition 3.10 we imme-
diately obtain the following result:
Proposition 5.6. The H-covariant strong Picard groupoid acts on ProjstrH by semi-group
isomorphisms from the right, i.e.
S : ProjstrH (B) × PicstrH (B,A)  ([PB], [BEA])
→ [SE(PB)] = [PA⊗̂BBEA] ∈ ProjstrH (A) (5.10)
and hence it also acts on the H-equivariant strong K0-groups by group isomorphisms
S : Kstr0,H (B) × PicstrH (B,A) −→ Kstr0,H (A). (5.11)
The analogous result holds for Pic∗H , Proj∗H and K∗0,H .
Corollary 5.7. The H-covariant strong Picard group PicstrH (A) acts on Kstr0,H (A) by group
automorphisms and Kstr0,H (A) is invariant as Pic
str
H (A)-space under H-covariant strong
Morita equivalence.
Note that this result corresponds to the ‘action’ by Rieffel induction R on representation
theories, where we have replaced the action from the left via R by an action from the right
via the change of base ring functors S.
Again the H-equivariant isomorphisms Iso∗H act on ProjstrH and hence on Kstr0,H as well
and the above actions (5.10) and (5.11) restrict to this via the groupoid morphism  from
Proposition 4.6.
5.4. The lattice LD,H (A)
Let D be admissible and all other ∗-algebras are idempotent and non-degenerate as
before. Then we can act with PicstrH on the lattices of (D, H)-closed ideals by the following
construction. Let BEA be an H-covariant strong Morita equivalence bimodule and let
J ⊆A be a subset. Then we deﬁne
E(J) =
{
b ∈ B
∣∣∣ 〈x, b · y〉EA ∈ J for all x, y ∈ BEA } . (5.12)
We have the following properties of the map E generalizing the results of Bursztyn and
Waldmann [8]:
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Lemma 5.8. Let BEA be an H-covariant strong Morita equivalence bimodule and let D
be admissible.
(i) IfJ=ker  for (HD, )∈∗-RepD,H (A) thenE(J)=ker RE whence in particular
E(J) ∈ LD,H (B) for anyJ ∈ LD,H (A).
(ii) If BE
′
A is another H-covariant strong Morita equivalence bimodule isomorphic to
BEA then E = E′ .(iii) If CFB is another H-covariant strong Morita equivalence bimodule then F ◦E =
F⊗˜E and A = idLD,H (A).
Proof. The ﬁrst part is analogous to [8, Proposition 5.1]. The second part follows as RE()
and RE′() are unitarily equivalent ∗-representations which therefore have the same kernel.
The same Rieffel induction argument can be used for the third part since we can restrict to
strongly non-degenerate ∗-representations by Lemma 2.15. 
From this lemma we easily conclude the following statement generalizing Rieffel’s cor-
respondence from the theory of C∗-algebras, see e.g. [39, Theorem 3.24], as well as [8,
Theorem 5.4]:
Theorem 5.9. Let D be admissible. Then the map
 : PicstrH (B,A) × LD,H (A) −→ LD,H (B) (5.13)
deﬁnes an action of the H-covariant strong Picard groupoid on the lattices of (D, H)-closed
ideals by lattice isomorphisms.
Proof. The only thing to be checked is that E is a lattice homomorphism as the well-
deﬁnedness and the action properties follow from Lemma 5.8. Clearly, we have E(I)
E(J) for IJ and E(I ∧J) = E(I) ∧ E(J). From these properties and the
bijectivity of E it follows that E(I ∨J) = E(I) ∨ E(J). 
Corollary 5.10. Let D be admissible. Then PicstrH (A) acts on the lattice LD,H (A) by
lattice automorphisms and LD,H (A) as PicstrH (A)-space is invariant under H-covariant
strong Morita equivalence.
5.5. The groups U(H,A) and U0(H,A)
Also in this subsection the ∗-algebras are required to be unital. In the characterization of
the kernel of the canonical groupoidmorphismPicstrH −→ Picstr aswell as forPic∗H −→ Pic∗
the groups U(H,A) and U0(H,A) play the dominant role which already suggests that
they are a Morita invariant.
As we have outlined in the appendix, the H-equivariant ∗-isomorphisms Iso∗H act not
only on U(H,A) and U0(H,A) in a canonical way but also on the whole exact sequence
(A.10). We shall now extend this to an action of Pic∗H extending thereby the action h of
Pic∗H on the centers.
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Lemma 5.11. Let BEA be an H-covariant
∗
-Morita equivalence bimodule and let a ∈
HomC(H,A).
(i) The deﬁnition
gax = (g(1)x) · a(g(2)) (5.14)
gives another compatible H-action on BEA such that (BEA,a) is an H-covariant∗
-Morita equivalence bimodule if and only if a ∈ U(H,A) and any such action is of
this form for a uniquely determined a ∈ U(H,A).
(ii) The group U(H,A) acts freely and transitively from the right on the set of all com-
patible H-actions on BEA by (, a) → a.
(iii) For b ∈ U(H,B) and a ∈ U(H,A) we have (a)b= (b)a and there exists a unique
hE(a) ∈ U(H,B) such that
a =hE(a). (5.15)
(iv) The map
hE : U(H,A)  a → hE(a) ∈ U(H,B) (5.16)
is a group isomorphism.
Proof. The ﬁrst part is lengthy computation but completely analogous to Proposition 4.10.
The second part is in the same spirit as Proposition 4.10 as well. For the third part we have
g(a)bx = b(g(1)) · (g(2)ax) = b(g(1)) · (g(2)x) · a(g(3)) = (g(1)bx) · a(g(2))
= g(b)ax,
since BEA is a bimodule. Then the remaining statements are general facts on commuting
free and transitive group actions. 
The next lemma investigates the dependence of the isomorphism hE on the bimodule E:
Lemma 5.12. Let BEA and BE
′
A be isomorphic H-covariant
∗
-Morita equivalence bi-
modules. Then hE = hE′ .
Proof. Let U : E −→ E′ be an isomorphism. Then on one hand
U
(
ghE(a)x
)
= U(hE(a)(g(1)) · (g(2)x)) = hE(a)(g(1)) · (g(2)′U(x))
= g(′)hE(a)U(x)
and on the other hand
U(ghE(a)x) = U(gax) = U((g(1)x) · a(g(2))) = (g(1)′U(x)) · a(g(2))
= g(′)hE′ (a)U(x).
This implies hE(a) = hE′(a) by the uniqueness from Lemma 5.11. 
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Lemma 5.13. Let BEA and CFB be H-covariant
∗
-Morita equivalence bimodules. Then
hF ◦ hE = hF⊗˜E and hA = idU(H,A). (5.17)
For  ∈ Iso∗H (A) we have
h() = ∗, (5.18)
where ∗ : U(H,A) −→ U(H,B) as in Proposition A.5.
Proof. Let x ∈F,  ∈ E and a ∈ U(H,A). Then
ghF⊗˜E(a)(x ⊗ ) = (g(1)(x ⊗ )) · a(g(2))
= (g(1)x) ⊗ (g(2) · a(g(3)))
= (g(1)x) ⊗ (hE(a)(g(2)) · (g(3)))
= ((g(1)x) · hE(a)(g(2))) ⊗ (g(3))
= (hF(hE(a))(g(1)) · (g(2)x)) ⊗ (g(3))
= hF(hE(a))(g(1)) · (g(2)(x ⊗ ))
= ghF(hE(a))(x ⊗ )
proves the ﬁrst part. The second statement in (5.17) is trivial using the ‘module condition’
for a. The last statement (5.18) is also a straightforward computation. 
Collecting these results, we get a generalization of the action h of the Picard groupoid
on centers and a generalization of the action of Iso∗H on the exact sequence (A.14).
Theorem 5.14. The map
h : Pic∗H (B,A) × U(H,A)  ([E], a) → hE(a) ∈ U(H,B) (5.19)
determines an action of Pic∗H on the exact sequence (A.10), i.e.
1−−→ U(Z(A))H −−→ U(Z(A)) −−→ U(H,A) −−→ U0(H,A) −−→1⏐⏐⏐⏐⏐hE
⏐⏐⏐⏐⏐hE
⏐⏐⏐⏐⏐hE
⏐⏐⏐⏐⏐hE
1−−→ U(Z(B))H −−→ U(Z(B)) −−→ U(H,B) −−→ U0(H,B) −−→1.
(5.20)
commutes and all hE are group isomorphisms. Moreover, this groupoid action is compatible
with the groupoid morphism  : Iso∗H −→ Pic∗H and the canonical action of Iso∗H on the
exact sequence as in Corollary A.6.
Proof. The only thing left to show is the commutativity of the box in the middle of (5.20)
since then the last vertical arrow is deﬁned in such a way, that (5.20) commutes. Thus let
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c ∈ U(Z(A)) be given. Then for x ∈ BEA we have
ghE(cˆ)x = (g(1)x) · cˆ(g(2))
= g(1)x · (cg(2)c−1)
= hE(c) · (g(1)(x · c−1))
= hE(c) · (g(1)(hE(c)−1 · x))
= ĥE(c)(g(1)) · g(2)x
= g̂hE(c)x,
whence hE(cˆ) = ĥE(c). 
We leave it to the reader to draw the appropriate big commutative diagram expressing all
compatibilities relating  and h stated in this theorem.
Corollary 5.15. The H-covariant ∗-Picard group Pic∗H (A) acts on the exact sequence
(A.10) by isomorphisms whence (A.10) as aPic∗H (A)-space is invariant under H-covariant∗
-Morita equivalence. In particular, each of the groupsU(Z(A))H ,U(Z(A)),U(H,A),
and U0(H,A) carries a canonical Pic∗H (A)-action by group automorphisms. They are
invariant under H-covariant ∗-Morita equivalence.
We can interpret the result of Lemma 5.13 also in another way. According to Theorem
4.14 the group U0(H,B) acts on PicstrH (B,A) freely by twisting the H-action
[b] · [BEA,] = [BEA,b]. (5.21)
Similarly, U0(H,A) acts from the right by
[BEA,] · [a] = [BEA,a]. (5.22)
Then from the proof of Lemma 5.13 we see that we have the following compatibilities
between these two actions and the tensor product of bimodules, namely
[c] · ([CFB]⊗˜[BEA]) = ([c] · [CFB])⊗˜[BEA], (5.23)
[b] · [BEA] = [BEA] · [h−1E (b)], (5.24)
([CFB] · [b])⊗˜[BEA] = [CFB]⊗˜([b] · [BEA]) (5.25)
and
([CFB]⊗˜[BEA]) · [a] = [CFB]⊗˜([BEA] · [a]). (5.26)
for c ∈ U(H,C), b ∈ U(H,B) and a ∈ U(H,A). From this we conclude the following
statement:
Proposition 5.16. The map
U0(H,A)  [a] → [a] · [AAA] = [AAA,a] ∈ PicstrH (A) (5.27)
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is an injective group homomorphism, such that
1 −→ U0(H,A) −→ PicstrH (A) −→ Picstr(A) (5.28)
is exact.
Proof. It follows from a straightforward computation using (5.23), (5.24), (5.25), and (5.26)
that (5.27) is a well-deﬁned group homomorphism. The exactness of (5.28) is then a con-
sequence of Theorem 4.14. 
Though this observation helps to understand the H-covariant strong Picard group one
should not overestimate its importance as the group morphism PicstrH (A) −→ Picstr(A) is
only in the very simplest cases surjective.
6. Crossed products
In this section we shall investigate the crossed product algebrasAH and relate their
Picard groupoids with the H-covariant Picard groupoids of the underlying algebrasA.
6.1. Deﬁnitions and preliminary results
LetA be a ∗-algebra overCwith a ∗-action of a Hopf ∗-algebra H. Recall that the crossed
product ∗-algebraAH isA⊗ H as a C-module with multiplication deﬁned by
(a ⊗ g)(b ⊗ h) = (a(g(1)b)) ⊗ g(2)h (6.1)
and ∗-involution
(a ⊗ g)∗ = g∗(1)a∗ ⊗ g∗(2). (6.2)
Then it is well-known thatAH is a ∗-algebra over C, sometimes also called the smash
product ofA and H, see e.g. [27,35] for this andmore general crossed product constructions
and e.g. [43] for their representation theory.
For later use we note the following simple and well-known fact expressing the functori-
ality of the crossed product construction:
Lemma 6.1. If  :A −→ B is a H-equivariant ∗-homomorphism then
⊗ id :AH −→ BH (6.3)
is a ∗-homomorphism. In particular, this induces a groupoid morphism
·H : Iso∗H −→ Iso∗, (6.4)
such that the identitiesA in Iso∗H are mapped to their crossed productsAH with H and
arrows  are mapped to ⊗ id.
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OnAH one has a canonical ∗-action of H deﬁned by
g(a ⊗ h) = (g(1)a) ⊗ g(2)hS(g(3)) (6.5)
and there is a canonical ∗-homomorphism
 :A  a → (a) = a ⊗ 1H ∈AH , (6.6)
which, up to possible torsion-effects due to⊗C, is injective. Furthermore,  is H-equivariant,
i.e. g(a) = (ga).
If A is unital then AH is unital with unit 1A ⊗ 1H and we have a canonical∗
-homomorphism
E : H  g → 1A ⊗ g ∈AH , (6.7)
such that under this inclusion the action (6.5) becomes ‘inner’ in the sense that
g(a ⊗ h) = E(g(1))(a ⊗ h)E(S(g(2))), (6.8)
see the adjoint action (2.9) of H on itself. Finally, in the unital case the crossed product is
universal with respect to these properties, i.e. if B is another unital ∗-algebra with two
unital ∗-homomorphisms B : A −→ B and EB : H −→ B such that B(ga) =
EB(g(1))B(a)EB(S(g(2))) then there exists a unique unital ∗-homomorphism  : AH
−→ B such that B =  ◦  and EB =  ◦ E. In fact, (a ⊗ g) = B(a)EB(g).
This observation immediately implies the following crucial property ofAH which is
one of the motivations to study crossed products. This statement is well-known in various
contexts.
Lemma 6.2. The categories ∗-modH (A) and ∗-mod(AH) are equivalent, where the
equivalence on objects is given by
∗
-modH (A)  (H, ) → (Hˆ, ˆ)∈∗-mod(AH), (6.9)
where Hˆ = H as pre-Hilbert spaces and ˆ(a ⊗ g) = (a)g, and on morphisms
T : (H1, 1) −→ (H2, 2) it is the identity. The same statement holds for ∗-Mod, ∗-rep
and ∗-Rep instead of ∗-mod, too.
The following proposition should be well-known and allows to construct positive func-
tionals forAH and hence ∗-representations via the GNS construction.
Proposition 6.3. Let  : A −→ C be a H-invariant positive linear functional and let
 : H −→ C be a positive linear functional. Then ⊗  :AH −→ C is again positive.
Proof. Let
∑
iai ⊗ gi be given. Then a straightforward computation using the invariance
of  gives
(⊗ )
⎛⎝(∑
i
ai ⊗ gi
)∗⎛⎝∑
j
aj ⊗ gj
⎞⎠⎞⎠=∑
i,j
(a∗i aj )(g∗i gj )0,
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since both  and  are positive linear functionals and hence completely positive, see e.g.
[9, Lemma 4.3]. 
In particular,⊗
 is always a positive linear functional onAH whence we can embed
the H-invariant positive functionals ofA into the positive linear functionals ofAH . More
generally, if  : H −→ C is a unitary character, i.e. a unital ∗-homomorphism, then ⊗ 
is positive, the counit is an example. We have the following invariance with respect to the
∗
-action (6.8)
(⊗ )(g(a ⊗ h)) = 
(g)(⊗ )(a ⊗ h). (6.10)
Remark 6.4. If  : A −→ C is H-invariant then the H-covariant GNS representation
(H, ) ofA corresponds to the GNS representation (H⊗
, ⊗
) ofAH under the
functor (6.9). In fact, the map
U : (Hˆ, ˆ)  a → a⊗1H ∈ (H⊗
, ⊗
) (6.11)
is a unitary intertwiner which can be veriﬁed easily. Here a and a⊗1H denote the equiv-
alence classes of a and a ⊗ 1H , respectively.
6.2. Crossed products of ∗-representations
We shall now extend the crossed product construction to modules and ∗-representations.
Lemma 6.5. LetBEA∈∗-modA,H (B).ThenonE⊗H wehavea (BH,AH)-bimodule
structure deﬁned by
(b ⊗ g) · (x ⊗ h) = (b · (g(1)x)) ⊗ g(2)h (6.12)
and
(x ⊗ g) · (a ⊗ h) = (x · (g(1)a)) ⊗ g(2)h. (6.13)
Moreover,
〈x ⊗ g, y ⊗ h〉E⊗HAH = (g∗(1)〈x, y〉EA) ⊗ g∗(2)h (6.14)
deﬁnes a (AH)-valued inner product on E⊗ H , such that
〈(b ⊗ g) · (x ⊗ h), y ⊗ k〉E⊗HAH = 〈x ⊗ h, (b ⊗ g)∗ · (y ⊗ k)〉E⊗HAH . (6.15)
Proof. It is a well-known straightforward computation to show that the deﬁnitions (6.12)
and (6.13) indeed give the described bimodule structure. Thus, we have to prove that
(6.14) is a (AH)-valued inner product. Clearly, it extends C-sesquilinearily to E ⊗ H .
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We compute(〈x ⊗ g, y ⊗ h〉E⊗HAH )∗ = (g∗(1)〈x, y〉EA ⊗ g∗(2)h)∗
= (h∗(1)g(2)S(g∗(1))∗)(〈x, y〉EA)∗ ⊗ h∗(2)g(3)
= h∗(1)〈y, x〉EA ⊗ h∗(2)g
= 〈y ⊗ h, x ⊗ g〉E⊗HAH .
Moreover,
〈x ⊗ g, (y ⊗ h) · (a ⊗ k)〉E⊗HAH = g∗(1)〈x, y · (h(1)a)〉EA ⊗ g∗(2)h(2)k
= (g∗(1)〈x, y〉EA)((g∗(2)h(1))a) ⊗ g∗(3)h(2)k
= (g∗(1)〈x, y〉EA ⊗ g∗(2)h)(a ⊗ k)
= 〈x ⊗ g, y ⊗ h〉E⊗HAH (a ⊗ k),
whence 〈·, ·〉E⊗HAH is indeed a (AH)-valued inner product. Finally, we compute
〈(b ⊗ g) · (x ⊗ h), y ⊗ k〉E⊗HAH
= 〈(b · g(1)x) ⊗ g(2)h, y ⊗ k〉E⊗HAH
= ((h∗(1)g∗(2))〈b · g(1)x, y〉EA) ⊗ h∗(2)g∗(3)k
= ((h∗(1)g∗(2))〈g(1)x, b∗ · y〉EA) ⊗ h∗(2)g∗(3)k
=
(
h∗(1)
〈(
S(g∗(2))
∗g(1)
)
x, g∗(3)(b∗ · y)
〉E
A
)
⊗ h∗(2)g∗(4)k
=
(
h∗(1)〈x, g∗(1)(b∗ · y)〉EA
)
⊗ h∗(2)g∗(2)k
= 〈x ⊗ h, g∗(1)(b∗ · y) ⊗ g∗(2)k〉E⊗HAH
= 〈x ⊗ h, (b ⊗ g)∗ · (y ⊗ k)〉E⊗HAH ,
whence (6.15) follows. 
It may happen that the inner product 〈·, ·〉E⊗HAH on E ⊗ H is degenerate. Thus, we
can pass in the usual way to the quotient by the degeneracy space which is compati-
ble with the (BH,AH)-bimodule structure as usual. We end up with an object in
∗
-modAH (BH) which we shall denote by
EH = (E⊗ H)/(E⊗ H)⊥, (6.16)
always understood to be endowed with the (BH,AH)-bimodule structure and the
induced (AH)-valued inner product which we shall denote by 〈·, ·〉EHAH . The next lemma
shows that complete positivity as well as strong non-degeneracy is always preserved:
Lemma 6.6. Let BEA∈∗-repA,H (B). Then the inner product 〈·, ·〉E⊗HAH is completely
positive, whence BHEHAH∈∗-repAH (BH) is a ∗-representation on a pre-Hilbert
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module. Moreover, if BEA∈∗-ModA,H (B) then BHEHAH∈∗-ModAH (BH) and
hence BEA∈∗-RepA,H (B) implies BHEHAH∈∗-RepAH (BH).
Proof. Let (1), . . . ,(n) ∈ E ⊗ H be given and let () =∑Ni=1x()i ⊗ g()i with some
x
()
i ∈ E and g()i ∈ H , where without restriction N is the same for all = 1, . . . , n. Then
〈
(),()
〉E⊗HAH = N∑
i,j=1
((
g
()
i
)∗
(1)

〈
x
()
i , x
()
j
〉E
A
)
⊗
(
g
()
i
)∗
(2)
g
()
j .
Now the map f : MnN(A) −→ MnN(AH) deﬁned by
f : A = (Aij ) →
((
g
()
i
)∗
(1)
Aij ⊗
(
g
()
i
)∗
(2)
g
()
j
)
is a positive map. Indeed, we have
f (A∗A) =
∑
,k
((
g
()
i
)∗
(1)

((
A

ki
)∗
A

kj
)
⊗
(
g
()
i
)∗
(2)
g
()
j
)
=
∑
,k
(((
g
()
i
)∗
(1)

(
A

ki
)∗ ⊗ (g()i )∗
(2)
)(
A

kj ⊗ g()j
))
=
∑
,k
(
A

ki ⊗ g()i
)∗ (
A

kj ⊗ g()j
)
= (A ⊗ g)∗(A ⊗ g),
where A ⊗ g ∈ MnN(AH) is given by its matrix coefﬁcients (A ⊗ g)ij = Aij ⊗ g()j .
Thus f (A∗A) ∈ MnN(AH)++ whence f is positive. Since the matrix
(〈
x
()
i , x
()
j
〉E
A
)
is
a positive matrix in MnN(A), by complete positivity of 〈·, ·〉EA we conclude that the matrix
f
((〈
x
()
i , x
()
j
〉))
is positive as well. Then the summation over i, j is the positive map
 from [11, Example 2.1] whence the result is positive again. This is precisely the matrix
(〈(),()〉E⊗HAH ). Thus, the complete positivity of the inner product 〈·, ·〉E⊗HAH is shown and
the complete positivity of 〈·, ·〉EHAH follows. The statement on the strong non-degeneracy
is trivial. 
In the unital case one can simplify the above argument by observing that
〈x ⊗ g, y ⊗ h〉E⊗HAH = (1A ⊗ g)∗
(
〈x, y〉EA ⊗ 1H
)
(1A ⊗ h). (6.17)
From this the complete positivity of 〈·, ·〉E⊗HAH can be deduced more easily.
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Remark 6.7. For a left B-linear H-covariant B-valued inner product the corresponding
deﬁnition of the left (BH)-linear (BH)-valued inner product on E⊗ H is
BH 〈x ⊗ g, y ⊗ h〉E⊗H =
(
g(2)B〈S−1(g(1))x, S−1(h(1))y〉
E
)
⊗ g(3)h∗(2)
= B
〈
x, S(g(1))
∗S−1(h(1))y
〉E ⊗ g(2)h∗(2). (6.18)
The motivation for this formula comes from the isomorphism I2 in Proposition 6.10 be-
low which identiﬁes the complex conjugated bimodule EH canonically with EH . One
can prove by an analogous computation that BH 〈·, ·〉E⊗H is indeed (BH)-left linear and
enjoys the correct symmetry properties. Moreover, it is compatible with the right (AH)-
module structure, whence it gives a non-degenerate inner product BH 〈·, ·〉EH on the
corresponding quotient EH . Finally, BH 〈·, ·〉E⊗H is completely positive if B〈·, ·〉E is
completely positive, as one can check directly in the same spirit as for 〈·, ·〉E⊗HAH . Alterna-
tively, we shall see an argument in Remark 6.11.
The next lemma ensures the functoriality of the construction of EH :
Lemma 6.8. Let T : BEA −→ BE
′
A be an intertwiner between BEA,BE
′
A∈∗
-modA,H (B). Then the map T ⊗ idH : E ⊗ H −→ E′ ⊗ H descends to an intertwiner
between EH and E′H∈∗-modAH (BH). The adjoint of T ⊗ id is given by T ∗ ⊗ id.
Proof. This is an easy veriﬁcation using the H-equivariance of T as well as the existence
of T ∗. In fact, everything is already true on the level of E⊗ H and E′ ⊗ H . 
Collecting the results of the preceding lemmasweﬁnally arrive at the following statement:
Proposition 6.9. The assignment E → EH on objects and T → T ⊗ id on morphisms
gives a functor
·H :∗-modA,H (B)−→∗-modAH (BH) (6.19)
which restricts to functors
·H :∗-ModA,H (B)−→∗-ModAH (BH) (6.20)
·H :∗-repA,H (B)−→∗-repAH (BH) (6.21)
·H :∗-RepA,H (B)−→∗-RepAH (BH). (6.22)
In a next step we want to discuss the compatibility of the crossed product functors (6.19),
(6.20), (6.21) and (6.22), respectively, with the tensor product functors from (3.2) and (3.4),
respectively. Again, we only have to investigate the case of ∗-mod, the other cases will
follow analogously.
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Proposition 6.10. Let CFB∈∗-modB,H (C) and BEA∈∗-modA,H (B). Then we have
(i) The map
I1 : (FH)⊗̂BH (EH)  (x ⊗ g)⊗̂BH (y ⊗ h)
→ (x⊗̂B(g(1)y)) ⊗ g(2)h ∈ (F⊗̂BE) ⊗ H (6.23)
is a canonical isomorphism of ∗-representations of CH on (AH)-inner product
modules.
(ii) The map
I2 : EH  x ⊗ g → g∗(1)x ⊗ g∗(2) = S−1(g(1))x ⊗ g∗(2) ∈ EH (6.24)
is a canonical isomorphism of (right) BH -representations on (left) (AH)-inner
product modules with inverse given explicitly by
I−12 (x ⊗ g) = g∗(1)x ⊗ g∗(2). (6.25)
Proof. For the ﬁrst part one checks easily that I1 is well-deﬁned over ⊗BH . Moreover,
it is a straightforward computation that I1 is a bimodule map as speciﬁed. For the isometry
we compute
〈(x⊗B(g(1)y)) ⊗ g(2)h, (x′⊗B(g′(1)y′)) ⊗ g′(2)h′〉(F⊗̂E)HAH
=
((
h∗(1)g
∗
(2)
)
〈x⊗B(g(1)y), x′⊗B(g′(1)y)′〉F⊗EA
)
⊗ h∗(2)g∗(3)g′(2)h′
=
((
h∗(1)g
∗
(2)
)

〈
g(1)y, 〈x, x′〉FB · (g′(1)y′)
〉E
A
)
⊗ h∗(2)g∗(3)g′(2)h′
=
(
h∗(1)
〈
(S(g∗(2))
∗g(1))y, g∗(3)
(
〈x, x′〉FB · (g′(1)y′)
)〉E
A
)
⊗ h∗(2)g∗(4)g′(2)h′
=
(
h∗(1)
〈
y, (g∗(1)〈x, x′〉FB ) · (g∗(2)g′(1))y′
〉E
A
)
⊗ h∗(2)g∗(3)g′(2)h′
=
〈
y ⊗ h,
((
g∗(1)〈x, x′〉FB
)
· (g∗(2)g′)(1)y′
)
⊗ (g∗(2)g′)(2)h′
〉EH
AH
=
〈
y ⊗ h,
((
g∗(1)〈x, x′〉FB
)
⊗ g∗(2)g′
)
· (y′ ⊗ h′)
〉EH
AH
=
〈
y ⊗ h, 〈x ⊗ g, x′ ⊗ g〉FHBH · (y′ ⊗ h′)
〉EH
AH
= 〈(x ⊗ g)⊗B(y ⊗ h), (x′ ⊗ g′)⊗B(y′ ⊗ h′)〉(FH)⊗̂(EH)AH ,
whence I1 is isometric already on the level of ⊗B instead of ⊗̂B. Finally, surjectivity is
clear since (x⊗1H )⊗B(y⊗g) is mapped to (x⊗By)⊗g. The injectivity follows as on the
quotients both inner products are, by deﬁnition, non-degenerate whence an isometric map
is injective. This shows that I1 is an isomorphism indeed. Moreover, it is canonical in the
following sense: Let S :F −→F′ and T : E −→ E′ be morphisms in ∗-modB,H (C) and∗
-modA,H (B), respectively. Then S⊗̂T is a morphism in ∗-modA,H (C) and S ⊗ id and
T ⊗ id are the corresponding morphisms in ∗-modBH (CH) and ∗-modAH (BH),
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respectively, according to Lemma 6.8. Then I1 is compatible with morphisms as it is easy
to check that
I1 ◦
(
(S ⊗ id)⊗̂(T ⊗ id))= ((S⊗̂T ) ⊗ id) ◦ I1.
This proves the ﬁrst part. For the second we ﬁrst observe that I2 certainly has the cor-
rect C-linearity properties. A lengthy but straightforward computation shows by succes-
sively unwinding the deﬁnitions that I2 is a bimodule map. Thus, we compute using (2.20)
and (6.18)
AH
〈
I2(x ⊗ g), I2(y ⊗ h)
〉EH
=AH
〈
(g∗(1)x) ⊗ g∗(2), (h∗(1)y) ⊗ h∗(2)
〉EH
=AH
〈
S(g∗(1))
∗x ⊗ g∗(2), S(h∗(1))∗y ⊗ h∗(2)
〉EH
=
(
g∗(3)A
〈
S−1(g∗(2))(S−1(g(1))x), S−1(h∗(2))(S−1(h(1))y)
〉E)⊗ g∗(4)h(3)
=
(
g∗(3)A
〈
(g(2)S−1(g(1)))x, (h(2)S−1(h(1)))y
〉E)⊗ g∗(4)h(3)
=
(
g∗(1)〈x, y〉EA
)
⊗ g∗(2)h
=AH 〈x ⊗ g, y ⊗ h〉EH ,
whence I2 is isometric. It is a simple computation that (6.25) provides an inverse for I2.
The compatibility with intertwiners is shown analogously as for I1. 
Remark 6.11. Using the second part of the proposition we also obtain an easy proof for
the complete positivity of the inner product on EH if we had a left B-linear B-valued
inner product on E. In this case we can pass to E instead, making the inner product right
B-linear and use EH , which has, by Lemma 6.6, a completely positive right (BH)-
linear (BH)-valued inner product. This is isometric to the corresponding inner product on
EH by Proposition 6.10 and by Remark 2.2 the complete positivity of the inner product
on EH follows.
Rephrasing the statement of the proposition in terms of the functors ⊗̂ and ·H we have
the following result:
Corollary 6.12. The diagram
∗
-modB,H (C)×∗-modA,H (B) ⊗̂−−→ ∗-modA,H (C)
(·H)×(·H)
⏐⏐⏐⏐
⏐⏐⏐⏐·H
∗
-modBH (CH)×∗-modAH (BH) −−→̂⊗
∗
-modAH (CH)
(6.26)
commutes in the sense of functors, i.e. up to the natural transformation I1.
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Analogous statements hold for the complex conjugation exchanging left and right linear
inner products. Let us also remark that Proposition 6.10 still holds if we restrict ourselves
to ∗-representations in ∗-Mod, ∗-rep or ∗-Rep, respectively.
6.3. The Picard groupoid of crossed products
After our discussion of crossed product constructions for general ∗-representations we
turn now to the equivalence bimodules. The ﬁrst lemma ensures that the functor ·H applied
to equivalence bimodules gives again equivalence bimodules:
Lemma 6.13. Let BEA be an H-covariant
∗
-Morita equivalence bimodule. Then
BHEHAH , endowed with the induced (BH)-left linear (BH)-valued inner product
BH 〈·, ·〉EH and the induced right (AH)-linear (AH)-valued inner product 〈·, ·〉EHAH ,
is a ∗-Morita equivalence bimodule forBH andAH .Moreover, ifBEA is even a strong
equivalence bimodule thenBHEHAH is a strong equivalence bimodule as well.
Proof. We already know that on E ⊗ H we have two inner products BH 〈·, ·〉E⊗H and
〈·, ·〉E⊗HAH which have the correct linearity and compatibility with respect to the (BH,
AH)-bimodule structure. To show the compatibility of the inner products we compute
BH 〈x ⊗ g, y ⊗ h〉E⊗H · (z ⊗ k)
=
(
B〈x, (S(g(1))∗S−1(h(1)))y〉
E
)
· (z ⊗ k)
= B〈x, (S(g(1))∗S−1(h(1)))y〉
E ·
(
(g(2)h
∗
(2))z
)
⊗ g(3)h∗(3)k
= x ·
〈
(S(g(1))
∗S−1(h(1)))y, (g(2)h∗(2))z
〉E
A
⊗ g(3)h∗(3)k
= (x ⊗ g) ·
(
〈S−1(h(1))y, h∗(2)z〉
E
A
⊗ h∗(3)k
)
= (x ⊗ g) ·
(
h∗(1)〈y, z〉EA ⊗ h∗(2)k
)
= (x ⊗ g) · 〈y ⊗ h, z ⊗ k〉E⊗HAH ,
whence (3.9) follows. Thus, it follows that their degeneracy spaces coincide whence we
can non-ambiguously deﬁneEH and obtain a (BH,AH)-bimodule with compatible
non-degenerate inner productsBH 〈·, ·〉EH and 〈·, ·〉EHAH .Moreover, sinceB·E=E=E·A
it is easy to check that EH is also strongly non-degenerate for both module structures
(in the unital case this is trivial). It remains to check whether the inner products are full. If
a =∑i 〈xi, yi〉EA by fullness of 〈·, ·〉EA then
a ⊗ g =
∑
i
〈xi ⊗ 1H , yi ⊗ g〉EHAH
implies fullness of 〈·, ·〉EHAH and analogously forBH 〈·, ·〉EH . ThusBHEHAH is indeed
a ∗-Morita equivalence bimodule. Since complete positivity of inner products is preserved
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under the crossed product construction by Lemma 6.6, the remaining statement follows as
well. 
Remark 6.14. This lemma has a remarkable and well-known counterpart in C∗-algebra
theory: here it is known that for a locally compact group G acting (strongly) continuously on
C∗-algebras, G-covariant strong Morita equivalence implies strong Morita equivalence of
the correspondingC∗-algebraic crossed products, see [16,18]. The above lemma reproduces
this statements e.g. for the case of a discrete group by using the group algebra H = C[G].
It will be left to a future project to investigate topological versions of the above lemma
in order to recover the statements of [16,18] fully. We also refer to [20] for more general
crossed product constructions in the C∗-algebraic framework related to Morita theory and
for further references.
Adapting Lemma 6.8 to equivalence bimodules we immediately have to following state-
ment:
Lemma 6.15. Let BEA, BE
′
A be isomorphic H-covariant
∗
-Morita equivalence bimod-
ules such that T : BEA −→ BE
′
A is an isomorphism. Then T ⊗ id : BHEHAH
−→ BHE′HAH is an isomorphism of ∗-Morita equivalence bimodules. The analogous
statement holds for strong Morita equivalence bimodules.
To obtain a good Morita theory for crossed products we have to guarantee thatAH is
idempotent and non-degenerate. While it is easy to see that AH is idempotent if A is
idempotent, there could be some torsion-effects due to ⊗C which spoil the non-degeneracy
of AH even if A was non-degenerate. Nevertheless it is safe to assume that AH is
non-degenerate as e.g. in the unital caseAH is unital and thus non-degenerate. Also if C
is a ﬁeld we will have no problems. Thus we shall ignore these subtleties in the following
and always assume that all occurring crossed products are non-degenerate.
Lemma 6.16. The map
I3 : AAAH  x ⊗ g → x ⊗ g ∈ AHAHAH (6.27)
is an isomorphism of strong Morita equivalence bimodules.
Proof. Thanks to the assumption thatAH is non-degenerate, the canonical inner products
on AH are non-degenerate whence there is no quotient procedure necessary. Then, an
easy check shows that the bimodule structures and the inner products onA ⊗ H coming
from both interpretations simply coincide. 
Now we can formulate the main result of this section which relates the H-covariant Picard
groupoid to the Picard groupoid of the corresponding crossed products:
Theorem 6.17. The crossed product with H induces groupoid morphisms
·H : Pic∗H −→ Pic∗ (6.28)
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and
·H : PicstrH −→ Picstr, (6.29)
where unitsA ∈ Pic∗H (or PicstrH , respectively) are mapped to the crossed product algebras
AH and arrows [BEA] ∈ Pic∗H (B,A) (or PicstrH (B,A), respectively) are mapped to
the arrows [BHEHAH ] ∈ Pic∗(BH,AH) (or Picstr(BH,AH), respectively).
Proof. From Lemma 6.15 we see that ·H is well-deﬁned on isomorphism classes. More-
over, Lemma 6.16 ensures that units are mapped to units indeed, in the stated way. Finally,
Proposition 6.10 can easily be adapted to the case of two compatible inner products whence
it shows that tensor products are mapped to tensor products: for equivalence bimodules one
inner product determines the other by compatibility (3.9). Again, Proposition 6.10 shows
that complex conjugated bimodules are mapped to complex conjugated bimodules whence
products and inverses in Pic∗H are mapped to products and inverses in Pic∗. The same holds
for PicstrH and Pic
str
, whence (6.28)and (6.29) are groupoid morphisms indeed. 
Let us now collect a few conclusions from this theorem. The ﬁrst transfers well-known
results from C∗-algebra theory [16,18], where strongly continuous actions of a locally
compact group is considered, to our algebraic framework.
Corollary 6.18. If A and B are H-covariantly strongly Morita equivalent (or ∗-Morita
equivalent, respectively) thenAH and BH are strongly Morita equivalent (∗-Morita
equivalent, respectively).
Corollary 6.19. There are group homomorphisms
Pic∗H (A) −→ Pic∗(AH) (6.30)
and
PicstrH (A) −→ Picstr(AH). (6.31)
The following easy proposition shows that the groupoid morphism in Theorem 6.17 is
compatiblewith the (much easier) groupoidmorphism from (6.4) via the canonical groupoid
morphism  from Proposition 4.6.
Proposition 6.20. The groupoid morphism ·H is compatible with the groupoid morphism
, i.e. the diagram
Iso∗H
·H−−−−−−→ Iso∗

⏐⏐⏐⏐
⏐⏐⏐⏐
PicstrH −−−−−−→·H Pic
str
(6.32)
commutes.
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Proof. Let ∈ Iso∗H (B,A). Then (⊗id) is represented by the bimoduleB⊗H endowed
with the usual left (BH)-module structure and the right (AH)-module structure
(b ⊗ g)·⊗id(a ⊗ h) = (b ⊗ g) · ((a) ⊗ h) = (b(g(1)a)) ⊗ g(2)h
= (b·(g(1)a)) ⊗ g(2)h,
which coincides with the right (AH)-module structure on BB

AH thanks to the
H-equivariance of . Analogously, for the (AH)-valued inner products we have
〈b ⊗ g, b′ ⊗ g′〉BH⊗idAH = (⊗ id)−1
(
〈b ⊗ g, b′ ⊗ g′〉BHBH
)
= (−1 ⊗ id)
(
(g∗(1)b∗)(g∗(2)b′) ⊗ g∗(3)g′
)
= (g∗(1)−1(b∗b′)) ⊗ g∗(2)g′
= (g∗(1)〈b, b′〉B

A ) ⊗ g∗(2)g′
= 〈b ⊗ g, b′ ⊗ g′〉BHAH ,
whence they coincide, too. The left (BH)-module structure and the (BH)-valued inner
products are unchanged whence the statement follows. 
6.4. An example: PicstrH (C) −→ Picstr(H)
We illustrate our general techniques by a simple but yet interesting examplewhereA=C,
endowed with the trivial action of H. First, we need the following lemma:
Lemma 6.21. Let  ∈ GL(H,C).
(i) −1(g) = (S−1(g)) = (S(g)).
(ii)  ∈ U(H,C) if and only if (g∗) = (g).
(iii) (g) = (S(g(1)))g(2) deﬁnes an automorphism  ∈ Aut(H) and  ∈ Aut∗(H) if
 ∈ U(H,C).
(iv) The map
GL(H,C)   →  ∈ Aut(H) (6.33)
is an injective group homomorphism.
(v)  is an inner automorphism if and only if = e.
Proof. Clearly, −1(g)=(S−1(g)) by (A.3) since the action is trivial.Moreover, one easily
checks that ˜(g)=(S(g)) deﬁnes a inverse with respect to the convolution product whence
by uniqueness ˜= −1. For the second part we deﬁne (g) = (g). Then a straightforward
computation using the ﬁrst part and the unitarity condition for  shows that  is a convolution
inverse of −1 and thus equal to . The converse direction if trivial. For the third and fourth
part we have e = id and (gh) = (g)(h) by a little computation. Hence,  is a
homomorphism and if  ∈ U(H,C) one immediately has(g∗)=(g)∗. Next, we prove
(˜(g)) = ∗˜(g) again by a simple computation. Then it follows that  is bijective
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and (6.33) is a group homomorphism. For the injectivity assume (g) = g. Applying 
 to
this equation gives immediately (S(g)) = 
(g) whence = e. 
This lemma is the Hopf-algebraic version of the well-known construction of automor-
phisms of the group algebra C[G] out of group characters of a group G. It shows that
U(H,C) always gives a non-trivial contribution to Picstr(H): In fact, from [12, Eq. (2.4)],
i.e. the non-covariant version of (4.5), we have an injective group homomorphism
U(H,C)   → () ∈ Picstr(H), (6.34)
where injectivity follows from the last part of the lemma. On the other hand, we know
that the crossed product algebra CH is just H itself where the canonical identiﬁcation is
simply z ⊗ g → zg. Thus the general groupoid morphism ·H from (6.29) gives a group
homomorphism
PicstrH (C) −→ Picstr(H), (6.35)
which we shall relate to (6.34). From Remark A.4 we know that U(H,C) = U0(H,C) and
from Proposition 5.16 we know that we can view U0(H,C) as a subgroup of PicstrH (C).
Putting these group homomorphisms together we obtain the following statement:
Proposition 6.22. The diagram of group homomorphisms
(6.36)
commutes whence U(H,C) can be viewed as a subgroup of Picstr(H).
Proof. Let  ∈ U(H,C) = U0(H,C). Then the image of  in PicstrH (C) is given by the
isomorphism class of the trivial bimodule C with canonical inner products and H-action
gz = (g(1))g(2)z = (g)z. We denote this bimodule by C. Then [C] is mapped to
[CH ] where CHH as C-modules and the left H-module structure is given by
g · h = (g(1))g(2)h = −1(g)h = g·h,
while the right H-module structure is the canonical one. The left-linear inner product is
easily shown to be (gh∗) and the right-linear inner product is the canonical one. Thus
CH is isomorphic to H HH whose class in Pic
str(H) is just (). This proves the
commutativity of (6.36). The injectivity of the inclusion of U(H,C) into Picstr(H) was
shown in (6.34). 
If C is even an algebraically closed ﬁeld (which is the case if R is a real closed ﬁeld, see
e.g. [24, Section 5.1]) then we can make (6.36) more precise:
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Corollary 6.23. Let R be real closed ﬁeld whence C is algebraically closed.
(i) Picstr(C) = {id}.
(ii) PicstrH (C) = U(H,C) = U0(H,C).
(iii) PicstrH (C) −→ Picstr(H) is injective and its image is determined by (6.36).
Proof. The ﬁrst part is clear since the only equivalence bimodule (up to isomorphism) is the
one-dimensional vector space C with the (uniquely determined up to isometries) canonical
positive deﬁnite inner product 〈z,w〉 = zw. Note that Pic∗(C) = Z2 in this case. Then the
second part follows from Proposition 5.16 whence the third part follows from Proposition
6.22. 
Remark 6.24. Though ·H : PicstrH (C) −→ Picstr(H) is injective in this example it needs
not to be surjective: Neither the map U(H,C) −→ Aut∗(H) nor the map  need to be
surjective. An example can be obtained for a commutative Hopf algebra H. In this case the
antipode S is a ∗-automorphism, S ∈ Aut∗(H), and if  = S for some  then applying 

gives (g) = 
(g) whence S = id follows. Beside this case, which is rarely of interest, we
conclude that (S) ∈ Picstr(H) gives a non-trivial element not in the image of PicstrH (C).
In general, the interesting elements of Picstr(H) are those which are not in the image of 
anyway, see e.g. the discussion in [12, Section 2]. According to Proposition 6.22 they can
never be obtained from PicstrH (C).
Example 6.25. To have a more concrete example we consider again H =UC(g). Then a ∈
U(H,C) satisﬁes a(X) = a()a(X) by use of the action condition, where  ∈ g and X ∈
UC(g) since 
()=0. Since g together with 1 generatesUC(g), we obtain a(XY)=a(X)a(Y )
for all X, Y ∈ UC(g). From the normalization a(1) = 1 and the unitarity a(X∗) = a(X) we
ﬁnally see that any a ∈ U(H,C) is given by a ∗-homomorphism a : UC(g) −→ C. Thus
the group U(H,C) coincides with the unitary C-valued characters of g.
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Appendix A. The groups GL(H,A), GL0(H,A), U(H,A) and U0(H,A)
In this appendix we shall describe several groups naturally associated to any unital
∗
-algebra with a ∗-action of a Hopf ∗-algebra on it.
A.1. Deﬁnitions and fundamental properties
Recall that on HomC(H,A) one has the associative convolution product
(a ∗ b)(g) = a(g(1))b(g(2)) (A.1)
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where a, b ∈ HomC(H,A). SinceA is unital and H counital, HomC(H,A) is known to
be unital with unit e given by
e(g) = 
(g)1A, (A.2)
see e.g. [27,35]. We are now interested in particular subgroups of the group of all invertible
elements in the convolution algebra HomC(H,A).
Deﬁnition A.1. An element a ∈ HomC(H,A) belongs to GL(H,A) if for all g, h ∈ H
and b ∈A, we have
(i) a(1H ) = 1A (normalization),
(ii) a(gh) = a(g(1))(g(2)a(h)) (action condition),
(iii) (g(1)b)a(g(2)) = a(g(1))(g(2)b) (module condition),
and it belongs to U(H,A) if in addition
(iv) a(g(1))(a(S(g(2))∗))∗ = 
(g)1A (unitarity condition).
The ‘action condition’ can also be interpreted as a cocycle condition while the ‘module
condition’ expresses a certain centrality property of the values a(g) ∈ A. The subsets
U(H,A) ⊆ GL(H,A) turn out to be subgroups of the group of invertible elements
GL(HomC(H,A), ∗):
Proposition A.2. The set GL(H,A) becomes a group with respect to the convolution
product ∗ and U(H,A) is a subgroup. The inverse of a ∈ GL(H,A) is explicitly given by
a−1(g) = g(2)a(S−1(g(1))). (A.3)
Proof. Clearly e ∈ U(H,A) ⊆ GL(H,A) and∗ is associative.Now leta, b ∈ GL(H,A).
Then a ∗ b fulﬁlls the normalization condition. Moreover, by (ii) and (iii)
(a ∗ b)(gh) = a(g(1)h(1))b(g(2)h(2))
= a(g(1))(g(2)a(h(1)))b(g(3))(g(4)b(h(2)))
= a(g(1))b(g(2))(g(3)a(h(1)))(g(4)b(h(2)))
= a(g(1))b(g(2))(g(3)(a(h(1))b(h(2))))
= (a ∗ b)(g(1))(g(2)(a ∗ b)(h)),
whence a ∗ b fulﬁlls the action condition. For the module condition we compute
(g(1)c)((a ∗ b)(g(2))) = (g(1)c)a(g(2))b(g(3))
= a(g(1))(g(2)c)b((3))
= a(g(1))b((2))(g(3)c)
= ((a ∗ b)(g(1)))(g(2)c),
whence a ∗ b ∈ GL(H,A), indeed. Now let a−1 ∈ HomC(H,A) be deﬁned as in
(A.3) then a−1 satisﬁes the normalization condition. For the action condition we compute
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using S ⊗ S ◦ 	op = 	 ◦ S
a−1(g(1))(g(2)a−1(h))
= (g(2)a(S−1(g(1))))
(
(g(3)h(2))a(S−1(h(1)))
)
= (g(4)h(3))
((
S−1(g(3)h(2))(g(2)a(S−1(g(1))))
)
a
(
S−1(h(1))
))
= (g(2)h(3))
((
S−1(h(2))a(S−1(g(1)))
)
a
(
S−1(h(1))
))
= (g(2)h(2))
((
S−1(h(1))(1)a(S−1(g(1)))
)
a(S−1(h(1))(2))
)
(iii)= (g(2)h(2))
(
a(S−1(h(1))(1))
(
S−1(h(1))(2)a
(
S−1(g(1))
)))
(ii)= (g(2)h(2)) (a (S−1(h(1))S−1(g(1))))
= (gh)(2)a(S−1((gh)(1)))
= a−1(gh).
For the module condition we compute
(g(1)b)a−1(g(2)) = (g(1)b)
(
g(3)a(S−1(g(2)))
)
= g(4)((S−1(g(3))(g(1)b))a(S−1(g(2))))
= g(3)((S−1(g(2))(1)(g(1)b))a(S−1(g(2))(2)))
(iii)= g(3)(a(S−1(g(2))(1))(S−1(g(2))(2)(g(1)b)))
= g(2)(a(S−1(g(1)))b)
= (g(2)a(S−1(g(1))))(g(3)b)
= a−1(g(1))(g(2)b),
whence a−1 ∈ GL(H,A) is shown. It remains to show that a−1 is the convolution inverse
of a. Indeed,
(a−1 ∗ a)(g) = (g(2)a(S−1(g(1))))a(g(3))
(iii)= a(g(2))(g(3)a(S−1(g(1))))
(ii)= a(g(2)S−1(g(1)))
(i)= 
(g)1A,
and similarly for a ∗ a−1 = e. Thus GL(H,A) is a group and the inverses are given by
formula (A.3). Thus let a, b ∈ U(H,A) be given. Then
(a ∗ b)(g(1))((a ∗ b)(S(g(2))∗))∗ = a(g(1))b(g(2))(b(S(g(3))∗))∗(a(S(g(4))∗))∗
(iv)= a(g(1))
(g(2))(a(S(g(3))∗))∗
(iv)= 
(g)1A
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whence a ∗ b ∈ U(H,A). Finally,

(g)1A = 
(g(1))
(S(g(2))∗)1A
= (a−1 ∗ a)(g(1))
(
(a−1 ∗ a)(S(g(2))∗)
)∗
= a−1(g(1))a(g(2))(a(S(g(3))∗))∗
(
a−1(S(g(4))∗)
)∗
(iv)= a−1(g(1))
(g(2))
(
a−1(S(g(3))∗)
)∗
= a−1(g(1))
(
a−1(S(g(2))∗)
)∗
shows a−1 ∈ U(H,A) as well. This completes the proof. 
Note that the group GL(H,A) is deﬁned for any action of a Hopf algebra H on an unital
associative algebra as long as the antipode of H is invertible. For U(H,A) we need the
∗
-involutions.
Thenext propositiondescribes howcertain central elements ofA contribute toGL(H,A)
and U(H,A), respectively. We denote by GL(Z(A)) the abelian group of invertible cen-
tral elements inA and U(Z(A)) denotes the subgroup of unitary central elements. More-
over, GL(Z(A))H and U(Z(A))H denote the H-invariant elements in GL(Z(A)) and
U(Z(A)), respectively, which are subgroups.
Proposition A.3. Let c ∈ GL(Z(A)), then
cˆ(g) = c(gc−1) (A.4)
deﬁnes an element cˆ ∈ GL(H,A) and c → cˆ is a group homomorphism such that
1 −→ GL(Z(A))H −→ GL(Z(A))−ˆ→GL(H,A) (A.5)
is exact. Similarly, for c ∈ U(Z(A)) we have cˆ ∈ U(H,A) and
1 −→ U(Z(A))H −→ U(Z(A))−ˆ→U(H,A) (A.6)
is an exact sequence of group homomorphisms. Moreover, the image of GL(Z(A)) under
∧ is in the center of GL(H,A).
Proof. First we check that cˆ ∈ GL(H,A). The normalization is clear. For the action
condition we compute
cˆ(g(1))(g(2)cˆ(h)) = c(g(1)c−1)
(
g(2)
(
c(hc−1)
))
= c
(
g(3)
(
(S−1(g(2)g(1))c−1)c(hc−1)
))
= c(g(c−1c(hc−1)))
= c((gh)c−1)
= cˆ(gh).
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The module condition is shown by
(g(1)b)cˆ(g(2)) = (g(1)b)c(g(2)c1)
= c(g(bc)−1)
= c(g(1)c−1)(g(2)b)
= cˆ(g(1))(g(2)b),
whence cˆ ∈ GL(H,A). Clearly 1̂A = e and for c, d ∈ GL(Z(A)) we have
ĉd(g) = cd(g(1)c−1)(g(2)d−1) = c(g(1)c−1)d(g(2)d−1) = cˆ(g(1))dˆ(g(2))
= (cˆ ∗ dˆ)(g),
whence ∧ is a group morphism. If c is H-invariant it is easy to see that cˆ = e. Conversely,
if cˆ = e, then c(gc−1) = 
(g) whence gc−1 = 
(g)c−1. Hence c−1 and thus c is H-
invariant. This proves the exactness of (A.5). Now let a ∈ GL(H,A) be arbitrary and
c ∈ GL(Z(A)). Then using the centrality of c as well as (iii) for a we get
(a ∗ cˆ)(g) = a(g(1))c(g(2)c−1) = ca(g(1))(g(2)c−1) = c(g(1)c−1)a(g(2))
= (cˆ ∗ a)(g),
whence cˆ is central in GL(H,A). For the last part let c ∈ U(Z(A)) be unitary. Then
cˆ(g(1))(cˆ(S(g(2))
∗))∗ = c(g(1)c−1)(S(g(2))∗c−1)∗c∗
= (g(1)c−1)(S(S(g(2))∗)∗c)
= g(c−1c)
= 
(g)1A
shows cˆ ∈ U(H,A). The remaining statements follow easily. 
Thus, we can divide by the image of GL(Z(A)) under ∧ and obtain the quotient groups
GL0(H,A) = GL(H,A)/ ̂GL(Z(A)) (A.7)
and
U0(H,A) = U(H,A)/ ̂U(Z(A)). (A.8)
This way, we can complete the sequences (A.5) and (A.6) to the exact sequences
1 −→ GL(Z(A))H −→ GL(Z(A))−ˆ→GL(H,A) −→ GL0(H,A) −→ 1 (A.9)
and
1 −→ U(Z(A))H −→ U(Z(A))−ˆ→U(H,A) −→ U0(H,A) −→ 1. (A.10)
Remark A.4. If the center Z(A) = C1A is trivial then GL(Z(A))H = GL(Z(A)) as
well as U(Z(A))H = U(Z(A)). Thus we have in this case
GL(H,A) = GL0(H,A) and U(H,A) = U0(H,A). (A.11)
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The groups GL(H,A), GL0(H,A), U(H,A) and U0(H,A) enjoy nice functorial
properties which we shall discuss now. Under general homomorphisms or ∗-homomor-
phisms, respectively, we cannot conclude any good behavior of elements in GL(H,A) or
U(H,A), respectively, as the module condition requires information about commutation
relations with arbitrary algebra elements. Nevertheless, for surjective homomorphisms we
have the following statement expressing the functorial properties:
Proposition A.5. Let  :A −→ B be a H-equivariant surjective homomorphism.
(i) For any a ∈ GL(H,A) we have ∗a =  ◦ a ∈ GL(H,B).
(ii) The map ∗ : GL(H,A) −→ GL(H,B) is a group homomorphism.
(iii) If  : B −→ C is another H-equivariant surjective homomorphism then
( ◦ )∗ = ∗ ◦ ∗ and (idA)∗ = idGL(H,A). (A.12)
(iv) The group homomorphism ∗ : GL(H,A) −→ GL(H,B) induces a group homo-
morphism GL0(H,A) −→ GL0(H,B), also denoted by ∗, such that the diagram
1−−→ GL(Z(A))H −−→ GL(Z(A)) −−→ GL(H,A) −−→ GL0(H,A) −−→1⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐∗
⏐⏐⏐⏐⏐∗
1−−→ GL(Z(B))H −−→ GL(Z(B)) −−→ GL(H,B) −−→ GL0(H,B) −−→1
(A.13)
commutes.
(v) If  is in addition a ∗-homomorphism we can replace ‘GL’ by ‘U ’ everywhere. In
particular we have a commutative diagram
1−−→ U(Z(A))H −−→ U(Z(A)) −−→ U(H,A) −−→ U0(H,A) −−→1⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐∗
⏐⏐⏐⏐⏐∗
1−−→ U(Z(B))H −−→ U(Z(B)) −−→ U(H,B) −−→ U0(H,B) −−→1.
(A.14)
Proof. The ﬁrst part is a simple veriﬁcation of the axioms and the second part follows from
well-known properties of the convolution product. The third part is obvious. For the fourth
part we have to show that the ﬁrst three vertical arrows give commuting diagrams since the
last arrow is induced precisely in the way that (A.13) commutes in total. For the ﬁrst box
in (A.13) this is obvious. Let c ∈ GL(Z(A)) then
(∗cˆ)(g) = (c(gc−1)) = (c)(g(c)−1) = ̂(c)(g)
shows the commutativity of the second box in (A.13). Note that since (1A) = 1B we
indeed have (c−1) = (c)−1. Then the last part is again a simple consequence of the fact
that (U(Z(A))) ⊆ U(Z(B)). 
In a slightly more fancy way we can rephrase the content of the proposition as follows:
Corollary A.6. The groupoid of H-equivariant isomorphisms IsoH acts on the exact se-
quence (A.9) by isomorphisms, whence in particular the whole exact sequence of groups
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together with its AutH (A)-action on it is an invariant ofA as associative algebra with H-
action. Analogously, the groupoid Iso∗H acts on the exact sequence (A.10) by isomorphisms,
whence the exact sequence (A.10) together with its Aut∗H (A)-action on it is an invariant
ofA as ∗-algebra with ∗-action of H.
A.2. The cocommutative case
We specialize now for a cocommutative Hopf ∗-algebra H. In this case the situation
simpliﬁes as follows:
Proposition A.7. Let H be cocommutative.
(i) HZ(A) ⊆Z(A) whenceZ(A) inherits the H-action.
(ii) For a ∈ GL(H,A) we have a(g) ∈Z(A) for all g ∈ H whence
GL(H,A) = GL(H,Z(A)) and GL0(H,A) = GL0(H,Z(A)) (A.15)
and analogously
U(H,A) = U(H,Z(A)) and U0(H,A) = U0(H,Z(A)). (A.16)
(iii) The groups GL(H,A), GL0(H,A), U(H,A) and U0(H,A) are abelian.
(iv) The space of unital algebra homomorphisms H −→ Z(A)H is a subgroup of
GL(H,A) and the space of unital ∗-homomorphisms H −→ Z(A)H is a subgroup
of U(H,A). The inverse of such a homomorphism a : H −→ Z(A) is explicitly
given by
a−1(g) = a(S(g)) = a(S−1(g)). (A.17)
Proof. The ﬁrst statement is well-known. For the second we compute
a(g)b = a(g(1))
(g(2))b = a(g(1))((g(2)S(g(3)))b) = (g(1)(S(g(3))b))a(g(2))
= 
(g(1))ba(g(2)) = ba(g),
using the module condition for a as well as the cocommutativity. The third part is then a
simple consequence. For the fourth part we consider a unital homomorphism a : H −→
Z(A)H . Then a(1H ) = 1A by deﬁnition and
a(gh) = a(g)a(h) = a(g(1))
(g(2))a(h) = a(g(1))(g(2)a(h)),
since a(h) is H-invariant. Moreover,
(g(1)b)a(g(2)) = a(g(2))(g(1)b) = a(g(1))(g(2))b),
since a(g(2)) is central and H is cocommutative. Finally, if a is even a ∗-homomorphism
then
a(g(1))(a(S(g(2))∗))∗ = a(g(1))a(S(g(2))) = a(g(1)S(g(2))) = 
(g)1A.
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Now let a, b : H −→Z(A)H be unital homomorphisms then a simple computation shows
that a ∗ b is again a unital homomorphism taking its values in Z(A)H . Moreover, the
general formula for the inverse (A.3) leads to
a−1(g) = 
(g(1))a(S−1(g(2))) = a(S−1(g)) = a(S(g))
since a(g) is invariant and S2 = id in the cocommutative case. It is easy to see that a−1 is
still a homomorphism since S is an antihomomorphism and the images all commute. If a is
even a ∗-homomorphism then a−1 is a ∗-homomorphism, too, since S commutes with the
∗
-involution in the cocommutative case. This completes the proof. 
In particular, the unital algebra homomorphisms
 : H −→ C, (A.18)
i.e. the characters of H, always contribute to GL(H,A) by setting a(g)= (g)1A. If  is
in addition a ∗-homomorphism we call  a unitary character. In fact, if the center ofA is
trivial the characters of H give the whole group GL(H,A):
Proposition A.8. Let H be cocommutative.
(i) The characters of H constitute a subgroup of GL(H,A) via  → a and the unitary
characters of H constitute a subgroup of U(H,A).
(ii) If the center of A is trivial, Z(A) = C1A, then any element of GL(H,A) =
GL0(H,A) is a character and any element of U(H,A) = U0(H,A) is a unitary
character.
Proof. First it is clear that a is a unital algebra homomorphismH −→Z(A)=Z(A)H =
C1A and thus an element of G(H,A). If in addition (g) = (g∗) then a is
a ∗-homomorphism and hence a ∈ U(H,A). Since  ∗ ′ is clearly a character if ,
′ are characters and since a ∗ a′ = a∗′ we see that the elements of the form a are
closed under multiplication in GL(H,A). Moreover, denoting the ‘inverse character’ of
 by −1(g) = (S(g)) we see that (a)−1 = a−1 whence the characters are a subgroup
indeed. If a ∈ GL(H,A) is of the form a(g)= (g)1A for any g ∈ H with some (g) ∈ C
then g → (g) is necessarily a character. The unitary case is treated analogously. Then
the second part follows from GL(H,A) = GL0(H,A) and U(H,A) = U0(H,A) by
Remark A.4. 
This statement allows to construct easily ∗-algebrasAwith ∗-actions of a cocommutative
Hopf ∗-algebra H such that the groups GL0(H,A) and U0(H,A) are non-trivial. Note
however, that if the centerZ(A) is non-trivial then it may well happen that characters of
H, viewed as non-trivial elements of GL(H,A), are killed when passing to the quotient
group GL0(H,A). Hence in general GL(H,A) = GL0(H,A) as well as U(H,A) =
U0(H,A).
S. Jansen, S. Waldmann / Journal of Pure and Applied Algebra 205 (2006) 542–598 597
References
[1] P. Ara, Morita equivalence for rings with involution, Algebra Rep. Theory 2 (1999) 227–247.
[2] P. Ara, Morita equivalence and Pedersen ideals, Proc. AMS 129 (4) (2000) 1041–1049.
[3] D. Arnal, J.C. Cortet, P. Molin, G. Pinczon, Covariance and geometrical invariance in ∗-quantization, J. Math.
Phys. 24 (2) (1983) 276–283.
[4] H. Bass, Algebraic K-theory, W.A. Benjamin, New York, Amsterdam, 1968.
[5] F. Bayen, M. Flato, C. FrZnsdal, A. Lichnerowicz, D. Sternheimer, Deformation theory and quantization,
Ann. Phys. 111 (1978) 61–151.
[6] J. Bénabou, Introduction to Bicategories, in: J. Benabou et al. (Eds.), Reports of the Midwest Category
Seminar, Springer, Berlin, 1967, pp. 1–77.
[7] H. Bursztyn, Semiclassical geometry of quantum line bundles and Morita equivalence of star products,
Internat. Math. Res. Notices 2002 (16) (2002) 821–846.
[8] H. Bursztyn, S. Waldmann, ∗-Ideals and formal Morita equivalence of ∗-algebras, Internat. J. Math. 12 (5)
(2001) 555–577.
[9] H. Bursztyn, S. Waldmann, Algebraic Rieffel induction, formal Morita equivalence and applications to
deformation quantization, J. Geom. Phys. 37 (2001) 307–364.
[10] H. Bursztyn, S. Waldmann, The characteristic classes of Morita equivalent star products on symplectic
manifolds, Comm. Math. Phys. 228 (2002) 103–121.
[11] H. Bursztyn, S. Waldmann, Completely positive inner products and strong Morita equivalence, preprint
(FR-THEP 2003/12) math.QA/0309402, September 2003, 36p; Paciﬁc J. Math., to appear.
[12] H. Bursztyn, S. Waldmann, Bimodule deformations, Picard groups and contravariant connections, K-Theory
31 (2004) 1–37.
[13] H. Bursztyn, A. Weinstein, Picard groups in Poisson geometry, Moscow Math. J. 4 (2004) 39–66.
[14] H.Bursztyn,A.Weinstein, Poisson geometry andMorita equivalence, in: S.Gutt, J. Rawnsley,D. Sternheimer
(Eds.), Poisson Geometry, Deformation Quantisation and Group Representations. London Mathematical
Society, Lecture Note Series 323, pages 1–78.
[15] A. Cannas da Silva, A. Weinstein, Geometric Models for Noncommutative Algebras, Berkeley Mathematics
Lecture Notes, American Mathematical Society, Providence, RI, 1999.
[16] F. Combes, Crossed products and Morita equivalence, Proc. London Math. Soc. (3) 49 (2) (1984) 289–306.
[17] A. Connes, Noncommutative Geometry, Academic Press, San Diego, New York, London, 1994.
[18] R.E. Curto, P.S. Muhly, D.P. Williams, Cross products of strongly Morita equivalent C∗- algebras, Proc.
Amer. Math. Soc. 90 (4) (1984) 528–530.
[19] G. Dito, D. Sternheimer, Deformation quantization: genesis, developments and metamorphoses, in: G.
Halbout (Ed.), Deformation Quantization, IRMA Lectures in Mathematics and Theoretical Physics, vol.
1, Walter de Gruyter, Berlin, New York, 2002, pp. 9–54.
[20] S. Echterhoff, S. Kaliszewski, J. Quigg, I. Raeburn, A categorical approach to imprimitivity theorems for
C∗-dynamical systems, preprint math.OA/0205322, 2002, 152p.
[21] M. Gerstenhaber, S.D. Schack, Algebraic cohomology and deformation theory, in: M. Hazewinkel, M.
Gerstenhaber (Eds.), Deformation Theory of Algebras and Structures and Applications, Kluwer Academic
Press, Dordrecht, 1988, pp. 13–264.
[22] S. Gutt, Variations on deformation quantization, in: G. Dito, D. Sternheimer (Eds.), Conférence Moshé
Flato 1999, Quantization, Deformations, and Symmetries, Mathematical Physics Studies, vol. 21, Kluwer
Academic Publishers, Dordrecht, Boston, London, 2000, pp. 217–254.
[23] S. Gutt, J. Rawnsley, Natural star products on symplectic manifolds and quantum moment maps, Lett. Math.
Phys. 66 (2003) 123–139.
[24] N. Jacobson, Basic Algebra I, second ed., Freeman and Company, New York, 1985.
[25] S. Jansen, N. Neumaier, S. Waldmann, Covariant Morita Equivalence of Star Products, in preparation.
[26] R.V. Kadison, J.R. Ringrose, Fundamentals of the Theory of Operator Algebras, vol. I: Elementary Theory,
Graduate Studies in Mathematics, vol. 15, American Mathematical Society, Providence, RI, 1997.
[27] C. Kassel, Quantum Groups, Graduate Texts in Mathematics, vol. 155, Springer, New York, Berlin,
Heidelberg, 1995.
[28] A. Klimyk, K. Schmüdgen, Quantum Groups and Their Representations: Texts and Monographs in Physics,
Springer, Heidelberg, Berlin, New York, 1997.
598 S. Jansen, S. Waldmann / Journal of Pure and Applied Algebra 205 (2006) 542–598
[29] J. Kustermans, Induced corepresentations of locally compact quantum groups, J. Funct. Anal. 194 (2002)
410–459.
[30] T.Y. Lam, Lectures on Modules and Rings, Graduate Texts in Mathematics, vol. 189, Springer, Berlin,
Heidelberg, New York, 1999.
[31] E.C. Lance, Hilbert C∗-modules: a toolkit for operator algebraists, London Mathematical Society Lecture
Note Series, vol. 210, Cambridge University Press, Cambridge, 1995.
[32] N.P. Landsman, Mathematical Topics between Classical and Quantum Mechanics, Springer Monographs in
Mathematics, Springer, Berlin, Heidelberg, New York, 1998.
[33] N.P. Landsman, Bicategories of operator algebras and Poisson manifolds, in: R. Longo (Ed.), Mathematical
Physics in Mathematics and Physics, Fields Institute Communications, American Mathematical Society,
Providence, RI, 2001, pp. 271–286. Proceedings of the Conference, dedicated to Sergio Doplicher and John
E. Roberts on the occasion of their 60th birthday, held in Siena, June 20–24, 2000.
[34] N.P. Landsman, Quantized reduction as a tensor product, in: N.P. Landsman, M. Pﬂaum, M. Schlichenmaier
(Eds.), Quantization of Singular Symplectic Quotients, Birkhäuser, Basel, Boston, Berlin, 2001,
pp. 137–180.
[35] S. Majid, Foundations of Quantum Group Theory, Cambridge University Press, Cambridge, 1995.
[36] I. Moerdijk, J. Mrcˇun, Introduction to Foliations and Lie Groupoids, Cambridge Studies in Advanced
Mathematics, vol. 91, Cambridge University Press, Cambridge, UK, 2003.
[37] K. Morita, Duality for modules and its applications to the theory of rings with minimum condition, Sci. Rep.
Tokyo Kyoiku Daigaku Section A 6 (1958) 83–142.
[38] M.F. Müller-Bahns, N. Neumaier, Some remarks on g-invariant Fedosov star products and quantum
momentum mappings, J. Geom. Phys. 50 (2004) 257–272.
[39] I. Raeburn, D.P. Williams, Morita equivalence and continuous-trace C∗-algebras, Mathematical Surveys and
Monographs, vol. 60, American Mathematical Society, Providence, RI, 1998.
[40] M.A. Rieffel, Induced representations of C∗-algebras, Adv. Math. 13 (1974) 176–257.
[41] M.A. Rieffel, Morita equivalence for C∗-algebras and W∗-algebras, J. Pure. Appl. Math. 5 (1974) 51–96.
[42] K. Schmüdgen, Unbounded Operator Algebras and Representation Theory, Operator Theory: Advances and
Applications, vol. 37, Birkhäuser Verlag, Basel, Boston, Berlin, 1990.
[43] K. Schmüdgen, E. Wagner, Hilbert space representations of cross product algebras, J. Funct. Anal. 200 (2003)
451–493.
[44] S. Vaes, A new approach to induction and imprimitivity results, preprint math.QA/0407525, 2004, 39p.
[45] S. Waldmann, The Picard groupoid in deformation quantization, Lett. Math. Phys. 69 (2004) 223–235.
[46] S. Waldmann, States and representation theory in deformation quantization, Rev. Math. Phys. 17 (2005)
15–75.
[47] P. Xu, Morita equivalence of Poisson manifolds, Comm. Math. Phys. 142 (1991) 493–509.
