Abstract. An investigation of several alternative representations of modified effective-range theory (MERT) has been carried out for low-energy electron scattering from the rare gases argon, neon and krypton in an effort to determine the energy range over which they can be applied to the analysis of scattering cross sections. One purpose of the MERT analysis is to provide a bridge from a total cross section to a momentum transfer cross section in order to compare the results of beam experiments with those of electron swarm experiments. Simulations using published (theoretical) phaseshifts indicate that extended versions of the standard effective-range theory with five adjustable parameters are required to give an adequate description of the phaseshifts for argon. A five-parameter MERT fit gives a good representation of a recent e--Ar total cross section experiment at energies less than 1.0 eV. The resulting momentum transfer cross section is in agreement with a momentum transfer cross section obtained from a swarm experiment at energies below 0.3 eV, but at energies greater than 0.5 eV there are differences of up to 20%. The application of MERT to neon and krypton total cross section data has also been investigated. The derivation of momentum transfer cross sections (via MERT) for both these atoms involves much larger uncertainties than was the case for argon.
Introduction
Recent years have witnessed substantial improvements in the accuracy of measured cross sections for electron-atom scattering at very low energies. These improvements have come about largely as a result of refinements in the single-collision experimental techniques applied to the measurement of total scattering cross sections (U=), and improvements in the accuracy of drift velocity and diffusion coefficient data measured in swarm experiments from which the momentum transfer cross section (uM) can be derived.
In the case of the rare gases the majority of the recent single-collision experiments at energies below 1 eV have been attentuation measurements to obtain uT. The refinements in the experimental techniques have resulted in cross section measurements at energies as low as 0.1 eV with absolute uncertainties generally less than *5Oh and often as low as *3%. On the other hand the swarm-derived uM originate from transport parameters such as the drift velocity and diffusion coefficient which can be determined experimentally to within *lob. These data, when analysed in tandem by the new generation of multi-term Boltzmann codes, lead to values of uM which can have uncertainties as low as *2%. This is particularly true in the case of the rare gases at low energies since the absence of inelastic scattering effects increases confidence in the uniqueness of the derived uM. 
Range of validity of M E R T
The first priority of any analysis using MERT is to establish the validity of its application, particularly when it is to be used as a tool for comparing integral cross sections such as ffT and uM. Most studies to date have attempted to deduce whether MERT is valid by examining the quality of a MERT fit to experimental uT or uM data. However, the origin of the MERT expansion is as a low-energy parametrisation of the small angular momenta phaseshifts. Accordingly, we initially determine whether the standard fourparameter MERT ( M E R T~) expansion is valid by attempting to fit low-energy phaseshift data. The expansion for the phaseshifts is where 1 is the electron angular momentum, a d is the dipole polarisability of the atom, k is the wavenumber, A is the scattering length, and 0, F and AI are additional fitting parameters. All the formulae given in this paper implicitly assume atomic units ( e = h = m e = l), although cross section results will be reported in units of w2 as a function of energy in eV.
Since experiments involve the measurement of cross sections and not phaseshifts we have made use of theoretical calculations for low-energy e--Ne, Ar and Kr scattering as an aid to determine where the M E R T~ expansion is valid. We have attempted to fit the low-energy phaseshift data of McEachran and Stauffer (1985) for Ne, McEachran and Stauffer (1983) and Bell er a1 (1984) for Ar and McEachran and Stauffer (1984) for Kr. Representations of the phaseshifts of McEachran and Stauffer (1983 as rational functions have been presented by Stauffer et al (1986) .
In the case of argon it was possible to obtain a uniformly good fit to the calculated s-wave phaseshifts for energies less than 1 eV. The root-mean-square (RMS) difference between the M E R T~ fit to the phaseshifts and the calculated phaseshifts was about 0.4Oh. However, the calculated phaseshifts for the p wave cannot be described by the standard parametrisation with one free parameter to represent short-range effects. Indeed the fit to the calculated p-wave phaseshifts begins to break down at an energy as low as 0.40 eV. This is important since the magnitude of the Ramsauer minimum (i.e. the minimum in gT) for argon, which occurs at an energy of about 0.34eV, is primarily determined by the p-wave phaseshift. It was found that an additional short-range term (proportional to k5), and additional higher-order terms (proportional to k4) due to the polarisation potential (Ali and Fraser 1977) , when added to the p-wave expansion (MERTS) greatly improve the quality of the fit, resulting in agreement with the calculated phaseshifts to within 0.5%. This is depicted in figure 1 where the differences between the calculated and fitted phaseshifts for the p wave are shown for both forms of MERT. It appears that the M E R T~ expansion is not sufficiently flexible to describe the behaviour of the p-wave phaseshift of Stauffer et a1 (1986) and, by (1986) and the results Of two M E R T fits: -, MERT4 fits with an E,,,=0.5 and implication, care should be exercised when applying it to experimental data in this energy range. This conclusion is also supported by attempts to fit to the p-wave phaseshift data of Bell et a1 (1984) .
Comparison of calculated d-wave phaseshifts with the polarisation formula (equation (3)) reveals that it is in error by about 10% at 1 eV. However it was found that this was of little consequence. At energies near the Ramsauer minimum, the d-wave phaseshift is quite small and adequately described by the polarisation formula. At higher energies, where the polarisation formula for the d wave breaks down more seriously, both the total and momentum transfer cross sections are again dominated by the s-wave phaseshift. The MERTS expansion has the form
where aq is the 'effective' quadrupole polarisability, H is an additional fitting parameter, and the coefficients a,, b, and cI are given by
The 'effective' quadrupole polarisability is generally quite small as it comprises two terms (the adiabatic quadrupole interaction and the non-adiabatic dipole interaction) which are opposite in sign and of almost the same magnitude.
We have found that the higher-order polarisation terms proportional to k4 have a very small effect on the phaseshifts, and in general they are included only for completeness.
Hincklemann and Spruch (1971) have shown that there should be a term, proportional to k5 In k, in the expansion of the p-wave phaseshift. We found that including this term resulted in a poorer overall fit to the phaseshifts of Bell et a1 (1984) and Stauffer et a1 (1986) . Accordingly, such a term was not included in any of the calculations performed in this paper.
For neon it was found that the MERTS expansion gave an excellent description of the s-and p-wave phaseshifts at energies less than 1 eV. The difference between the theoretical and fitted phaseshifts was always less than 0.1% for both of these partial waves in this energy region. The quality of the fit was still good (RMS differences smaller than 1%) even when the energy range was extended to 2 eV. On the other hand, the M E R T~ expansion did not do as well in describing the p-wave phaseshift. When the energy range is restricted to be less than 0.6 eV the M E R T~ expansion performs adequately (RMS deviation O.8%), but using this expansion up to 1 eV leads to an RMS deviation of about 5 % . However, since the p-wave phaseshift for neon is very small for all energies less than 1 eV (according to O'Malley and Crompton (1980) and McEachran and Stauffer (1985) it never exceeds 0.01 rad) it is debatable whether the extra complexity of the MERTS expansion is warranted.
The krypton phaseshifts are not fitted nearly as well as those of argon and neon by either the M E R T~ or the MERTS expansions. In particular, the RMS error for the MERTS fit to the calculated phaseshifts was almost 1% for the s wave and 0.7% for the p wave for energies up to 1 eV. The corresponding RMS differences were smaller for both neon and argon. Another complicating factor for krypton is that, as for argon, the polarisation formula describes the behaviour of the d-wave phaseshift poorly. Since the d wave for krypton, unlike argon, makes a substantial contribution to the cross section in the region of the RT minimum, deviations from the polarisation formula should be taken into account if a correct description of the total or momentum transfer cross section is desired in this region. In principle, this problem could be rectified by including an additional term, incorporating short-range effects, in the expansion for the d wave ( M E R T~) . The appropriate equation for the d-wave phaseshift then becomes tan 77' = a2adk2 + ( b2ai + c2a,)k4+ A2k5.
(8)
We will see later that there is a practical limit to the number of parameters that can be included in a MERT expansion of the phaseshifts which is used to derive cross sections.
For a number of reasons we are confident that the comparisons with theoretical phaseshifts can be used to determine the range of applicability of the various MERT expansions to a high degree of accuracy. First, the calculations of McEachran and Stauffer (1983 have been shown (e.g. Ferch et a1 1985 , McEachran and Stauffer 1985 , Buckman and Lohmann 1987 to do a reasonable job of reproducing the experimental total and momentum transfer cross sections for neon, argon and krypton at low energies. This indicates that their description of the reaction dynamics is quite realistic. Secondly, the question we are asking, 'Is MERT valid?', imposes less stringent accuracy criteria on any calculation than the related question, 'What are the actual values of the MERT parameters?'.
Comparison of uT and U,,,,
Having established that the above MERT expansions can be used to determine phaseshifts to a reasonable accuracy the next step is to investigate the reliability of MERT for analysing and comparing integral cross sections such as uT and uM. In terms of the phaseshifts and differential scattering cross section these integral total and momentum transfer cross sections are given by uT= ( 4 r / k 2 ) (21 These two cross sections are sensitive to different angular regions of the differential cross section and show a different dependence on the phaseshifts. In particular, for the heavier rare gases the position of the Townsend minimum in uM depends to first order on both the s-and p-wave phaseshifts while the position of the Ramsauer minimum in vT depends only on the s-wave phaseshift. As a result it may be expected that a phaseshift analysis technique such as MERT will display differing sensitivities when applied independently to these two cross sections. Therefore a particular MERT expansion for the phaseshifts which fits the one integral cross section to a certain accuracy cannot necessarily be used to deduce the other integral cross section to the same level of accuracy.
The first question to be answered is how well MERT expansions can reproduce integral cross sections. While we have demonstrated the range of applicability of MERT for directly fitting individual phaseshifts, it is also necessary to establish the range of applicability when it comes to fitting phaseshift formulae to cross sections. While the fitting of phaseshifts and cross sections with MERT expressions are obviously related, additional considerations are important when fitting cross sections. For instance, in the region of the Townsend minimum in uM there is considerable cancellation between the phaseshifts, and hence relatively small errors in the phaseshifts might lead to larger errors in the cross section. Also, there is the problem of how deviations of the high-1 phaseshifts from those calculated using the polarisation formulae, equations (6) and (7), might affect the cross sections. To answer these questions, we have used the phaseshift tabulations of Stauffer er a1 (1986) for Ne, Ar and Kr to calculate uT and uM on a fine energy grid (0.02 eV spacing) between 0 and 1.0 eV. We have then carried out a least-squares fit to these two cross sections simultaneously with the various MERT expansions described above, a procedure which we shall refer to as a dual MERT fit, the aim being to determine whether a particular MERT expression has the inherent flexibility to reproduce both of the integral cross sections.
The other issue that has to be addressed is whether it is possible to extract a unique and presumably accurate set of MERT parameters from cross section data typical of the current beam experiments where the total cross section is measured at a few energy points (say 20 between 0.1 and 1 eV), with possible statistical and systematic errors of the order of 3-5%. We are interested in the uncertainty that may be expected in a momentum transfer cross section derived from a MERT analysis of such a total cross section. To facilitate this we have used a theoretical simulation using a Monte Carlo technique. The procedure adopted was the following.
(i) The tabulated phaseshifts from Stauffer et a1 (1986) for each gas were used to generate the total cross section at a selected set of incident energies up to 1.0 eV. As the simulation was intended to be as close as possible to an experimental situation we have chosen these energies to be the same as those at which Buckman and Lohmann (1986, 1987) published values of cr, in the energy region between 0.12 and 1.0 eV for Ar and Kr. For Ne, the energies (0.15-1.0eV) are the same as those at which measurements were made by Buckman (1989) . We will henceforth refer to the cross sections calculated directly from the tabulated phaseshifts as the 'true' cross sections.
(ii) A random-number generator was then used to redistribute the total cross section calculated directly from the phaseshifts by an amount consistent with the experimental uncertainty at each energy. We used the NAG library routine G O~D D F , which returns a set of normally distributed random numbers, to adjust the 'true' cross section at any particular energy.
(iii) A MERT fit using the chi-squared method was then made to this randomised total cross section. From the fitting parameters the momentum transfer cross section was computed. The total and momentum transfer cross sections deduced from the MERT fit to the randomised data will be referred to as the 'derived' cross sections.
(iv) Steps (ii)-(iii) are repeated about 100 times in order to determine the spread in values of the momentum transfer cross section derived from the MERT fit. From these 100 sets of the momentum transfer cross section we determine the mean value of the derived momentum transfer cross section as well as the standard deviation from the mean at each energy. (v) Comparing the mean values of the derived uM to the true uM indicates to what extent it is possible to determine uM by a MERT fit to U,. The standard deviation of the derived uM gives an indication of the uncertainty implicit in the conversion. It is also possible to ascertain whether the scattering length can be determined reliably and to estimate the uncertainty associated with this quantity.
Results and discussion

Argon
The results for the dual MERT fit to the argon total and momentum transfer cross sections described earlier are shown in figure 2(a) . The actual quantity depicted is the percentage difference between each of the cross sections calculated directly from the phaseshifts of Stauffer et a1 (1986) and the cross sections calculated from the MERT parameters obtained from the dual fit. The MERT parameters obtained from the direct fit to the phaseshifts of Stauffer et a1 are given in table l ( a ) and the MERT parameters resulting from the dual fit are given in table l(6). It can be seen that both the M E R T~ and M E R T~ fits provide a reasonable description of both of the cross sections over most of the energy range between 0.02 and 1.0 eV. In particular, both expansions correctly reprod'uce the scattering length A. The major deficiency of the M E R T~ analysis is that it overestimates the magnitude of uM by about 12% in the region (0.25 eV) of the Townsend minimum. The MERTS expansion does a superior job over a wider energy range. It is evident, both from the fits shown in figure 2 and the tabulated values in table 1, that the MERTS expansion is capable of producing a set of phaseshifts which describe both uT and uM to within *3% over this energy range.
The results of the Montecarlo simulations for argon are depicted in figure 3. Figure 3 ( a ) shows the results of a simulation in which the standard M E R T~ expansion was used to fit the total cross section up to an energy of 0.5 eV (Emax). The thick full curve is the 'true' momentum transfer cross section calculated directly from the phaseshifts of Stauffer et a1 (1986) while the hatched area represents the range of values of the MERT4-deriVed momentum transfer cross section within one standard deviation (1 SD) of the mean. It can be seen that at energies in the region of the RT minimum and above, the full curve lies outside the hatched area. This demonstrates that the M E R T~ expansion does not provide an adequate description of the phaseshift behaviour in this energy region. This is of experimental relevance as all of the recent applications of MERT for argon, or indeed for any of the noble gases, have used the four-parameter expansion up to 0.5 eV to convert from U, to uM or vice versa. Although the derived and true uM do not coincide within the uncertainties at energies above the RT minimum, the maximum difference between them is only 6%. At energies below the RT minimum the four-parameter fit does quite a good job.
The momentum transfer cross section derived from a MERTS fit to the argon total cross section over an energy range up to 0.5 eV is shown in figure 3( 6 ) . The enormous uncertainty in the derived momentum transfer cross section is due to the fact that the synthetic data points are too few (only 13 points fitted), and have uncertainties which are too large to constrain the five parameters to sensible values.
The situation is quite different if the energy range over which the total cross section data is fitted is extended to 1.0eV. The momentum transfer cross sections derived from M E R T~ and MERTS fits to such total cross section data are shown in figures 4 ( a ) and ( 6 ) respectively. It is immediately apparent from figure 4( 6) that the quality of --
A2
the ~~~~s -d e r i v e d momentum transfer cross section is vastly improved, with the true uM falling well within the 1 SD limit over the entire energy range. Figure 4( a ) demonstrates the inadequacy of the M E R T~ expression when the energy range is extended to 1 eV. The M E R T~ analysis predicts values for uM that lie outside the error bounds that one would expect from purely statistical considerations. The agreement obtained between the derived and true uM is worse than that shown in figure 3 ( a ) , particularly at energies above the RT minimum. While the disagreement between the derived and true uM is not appreciably larger than the statistical uncertainties associated with the MERTS analysis, it is possible to reduce the statistical uncertainties of the MERTS analysis by reducing the size of the error bars on the total cross section data. However better total cross section data would not improve the situation for M E R T~. The primary limitation in this case is the inherent inadequacy of the M E R T~ formula, not the accuracy of the cross section data. The agreement between the derived and true gM for the M E R T~ can of course be improved by lowering the value of E,,, below 0.5 eV although, to a large extent, this defeats the object of the present exercise which is to find a MERT representation which allows accurate comparison of uT and uM over the widest possible energy range, in particular one which encompasses the RT minimum.
In all of the above variations it was noticed that neither the type of expansion used nor the energy range over which it was applied had a significant effect on the derived value of the scattering length, indicating that this parameter can be predicted with confidence from a MERT analysis. Indeed we can be confident that a MERT-derived value for the scattering length will be reasonably accurate providing the experimental data extend to a low enough energy and have small uncertainties associated with them. Having established that the extended MERT expansion should allow us to convert from uT to uM with reasonable accuracy we have carried out such a fit to the experimental total cross section of Buckman and Lohmann (1986) between 0.12 and 1.0eV. The value adopted for the dipole polarisability was 11.08ai (Dalgarno and Kingston 1960) while that for the effective quadrupole polarisability was 0.0~1;. The effective quadrupole polarisability was set at zero since the static quadrupole polarisability (48.24a:) of Doran (1974) effectively cancels the non-adiabatic dipole polarisability ( 5 0 . 0~; ) extracted from the data of Dalgarno and Kingston (1960) . The actual values of the MERTS parameters derived from this fit are given in table 2. We have used the Monte Carlo simulations to estimate the uncertainties in the MERT parameters and these are also given in table 2. The resulting momentum transfer cross section is compared with the swarm-derived momentum transfer cross section (Haddad and O'Malley 1982) in figure 5 . The hatched area in this figure represents the confidence limits ( k l SD) of the derived cross section while the full curve represents the swarm cross section. At energies below the RT minimum the agreement between the two cross sections is good. At energies above the RT minimum there are clear differences between the two cross sections which reach a maximum discrepancy of 18%. Since the uncertainties arising from the MERT analysis have been precisely defined, these differences cannot be ascribed to inadequacies in the MERT procedure. However, it might be argued that the difficulty of placing precise error limits on the swarm-derived momentum transfer cross section makes a direct comparison of the two cross sections difficult. We have used a Boltzmann code to calculate transport coefficients from the beam- Table 2 . Values of the MERT parameters for the rare gases derived from fits to the experimental total cross section data of Buckman (1989) and Buckman and Lohmann (1986, 1987) . Notional error limits, derived from the Monte Carlo simulation, for the individual parameters are given in parentheses. The maximum energy used to fit a MERT expression to the total cross section is given in the bottom row. (Milloy and Crompton 1977, Robertson 1977) for average swarm energies between 0 and 1 eV. These differences are well outside the experimental error bounds (typically 1 to 2%) on the parameters and indicate that the beam and swarm measurements are not compatible.
The present value of the scattering length (-1.44i 0.03 a,) is 3.2% lower than the value ( -1 . 4 9~~) obtained from a previous analysis (Buckman and Lohmann 1986 ) of the same data. In the previous analysis the MERT fit was carried out by minimising the RMS difference between the calculated cross section and the experimental data, without weighting the penalty function by the experimental errors. As a result it was overly sensitive to the cross section data at the lowest energies where the cross section and experimental uncertainties were largest. The similar time-of-flight experiment of Ferch et al (1985) reports a value of -1 . 4 5~~. The swarm determination by Haddad and O'Malley (1982) is -1.49*0.015 a,, although it has recently been suggested (Petrovic and Crompton 1987) that this value should be lowered to -1.48i0.015 a,. It is fair to say there is a consensus (within 3%) for the argon scattering length. The scattering length reported by Weyhreter et al (1987) , -1.59ao, is significantly different from the values quoted above and is probably incorrect.
Neon
The MERT fits to the phaseshifts described in 4 2.1 indicate that both the M E R T~ and MERTS expansions should be valid up to 1.0 eV or higher in the case of neon. Dual fits to both a, and a h ? also support this conclusion, with both the MERT4 and MERTS expansions providing an excellent description of the integral cross sections up to 1 .O eV (see figure 2(b) ). While the differences in this energy region between the fitted and calculated cross sections are less than 1% for both cases, MERTS is almost 10 times as accurate as M E R T~. It can also be seen from table 1 that phaseshifts derived from the MERTS fit to the cross sections are in agreement with the actual phaseshifts. However the Monte Carlo simulation indicates that there will be problems when MERT is used to convert from one integral cross section to another. A dramatic demonstration of the magnitude of the problem can be seen in figure 6 where we depict the comparison between the derived and true wM following a MERTS Monte Carlo analysis of the calculated from the phaseshifts of McEachran and Stauffer and randomised by the appropriate experimental uncertainties (*3%). It can be seen that the differences between the derived and true momentum transfer cross sections are substantial above about 0.2eV and that the enormous uncertainties (-60%) which result from the Montecarlo simulation are much larger than was the case for argon and certainly larger than one might expect considering the ability of MERT to provide excellent representations of the underlying phaseshifts. This problem with the determination of the MERT parameters is primarily caused by a lack of uniqueness in determining the p-wave phaseshift as a result of both its small size and its weak energy dependence between 0 and 1 eV. Both integral cross sections are dominated by s-wave scattering for energies less than 1.0eV. Using small-angle approximations for sin q f in equations (9) and (lo), and keeping only the first two terms, we obtain for and wM
Consider the sensitivity of wT and wM to a small error in vl, and using the fact that vo >> vl, we have 
Since rl0 is much larger than 71 in the energy range of interest any inaccuracy in the p-wave phaseshift will result in a much larger relative error in the momentum transfer cross section than in the total cross section. This is basically a consequence of the fact that at these energies the total cross section is relatively insensitive to p-wave scattering. It should be noted that similar considerations also lead to magnification of errors in converting from the momentum transfer to the total cross section. A similar problem in determining the p-wave phaseshift was encountered in He by Buckman and Lohmann (1986) . Our analysis is also consistent with the MERT analysis of transport data used by O'Malley and Crompton (1980) to determine U, and uM for neon. Their analysis involved the use of only three active parameters, all in the expansion of the s-wave phaseshift. The energy dependence of the p-and d-wave phaseshifts was determined from a fit to the experimental values of Williams (1979) , the higher-order phases being calculated from the polarisation formula (equation (3)).
We have analysed preliminary experimental total cross section data of Buckman (1989) using the MERTS parametrisation in order to derive a scattering length which can be compared with the swarm result of O'Malley and Crompton (1980) . The value adopted for the dipole polarisability was 2.669~: (Dalgarno and Kingston 1960) . A value of 0 . 0~; was derived for the effective quadrupole polarisability by combining values for the static quadrupole polarisability (6.416~:) of Doran (1974) and the non-adiabatic dipole polarisability (7.63~:) of Dalgarno and Kingston (1960) . The total cross section data of Buckman (1989) , the MERTS fit to this cross section and the momentum transfer cross section of O' Malley and Crompton (1980) are shown in figure 7 . The close agreement between uT and uM for energies less than 2.0eV is consistent with the p-wave phaseshift being small in magnitude. The actual MERTS parameters for the fit to a, are listed in table 2. The value of the scattering length derived from this fit, 0.206*0.016 a,, is in agreement with the value, 0.214*0.014 a,, of O'Malley and Crompton (1980) . These same MERTS parameters can also be used (-) to the data in the energy range from 0.175 to 2.0 eV. Also shown is the momentum transfer cross section of O'Malley and Crompton (1980) (U).
to derive a momentum transfer cross section but the simulations indicate that the uncertainties could be as large as 40% at energies above about 0.2 eV. Within these enormous uncertainties there is no conflict between cross sections derived from beam and swarm experiments.
Krypton
The results of a dual MERTS fit to the krypton integral cross sections are shown in figure 2( c) . The larger discrepancies between the true and fitted integral cross sections indicate that the MERTS expansion is near the limit of the range of its applicability. The fit is not as good as in the case of argon or neon, the largest discrepancies occurring near E,,, (1.0 eV) in both cross sections (-4%) and near the minimum (0.5 eV) of the momentum transfer cross section (-20%). For reasons of clarity we do not depict the results of the M E R T~ fit. As might be expected from the inadequacy of the fit to the p-wave phaseshifts, the M E R T~ expansion gives a rather poor fit to the pair of integral cross sections, with maximum discrepancies of 10% and 35% for uT and uM respectively, indicating that it is not suitable for applications at energies above 0.3 eV. An improved representation of the cross sections, particularly in the neighbourhood of the Townsend minimum, can be achieved by using the M E R T~ representation to allow for short-range effects in the d wave. This is easily seen from figure 2 ( c ) where
The results of the Montecarlo simulations for krypton (with E,,,= 1.0eV) are depicted in figure 8 . Again the phaseshifts of Stauffer et a1 (1986) were used, and all forms of MERT provided high-quality fits to the simulated uT values out to energies of 1 eV. However, in spite of good quality of the fit to uT, the values of uM obtained at energies above 0.1 eV from the M E R T~ analysis were in poor agreement with the true uM ( figure 8 ( a ) ) . In the case of the MERTS fit, the ability of the derived uM to reproduce the true uM is improved (see figure 8 ( b ) ) . For energies up to about 0.8 eV the derived uM overlaps the true uM at the 1 SD level. However, the mean value of the derived uM differs by up to 10% from the true uM in the region of the Townsend minimum and tends to overestimate the true uM near 1.0 eV. Although the uncertainties (1 SD) which result for the derived uM from typical experimental errors (*3%) in uT are about 15-20% at the Townsend minimum, the actual energy at which the minimum occurs is correctly reproduced. While the quality of the fit could in principle be improved by choosing a smaller value of E,,,, the uncertainties in the derived values of uM become much larger as E,,, is reduced. Considerations of phaseshift data (and the dual fits described in the previous paragraph) indicate that inclusion of a d-wave parameter is important in the description of the RT minimum. However the results of the Monte Carlo simulation presented in figure 8( c) indicate that extracting a sensible value for A , out of real data could be extremely difficult. Indeed the simulations indicate that A2 can take on an extremely large range of values; the derived value for A2 is 4.6* 13 compared with the true value of 5.07. However, if a value of Ai can be determined in advance, prior to the fit, and fixed at this value while the fit is being carried out, the ability of the M E R T~ analysis to reproduce the momentum transfer cross section is enhanced. This is illustrated in figure 8 ( d ) which shows the results of a Monte Carlo simulation with A2 fixed at a value of 5.07.
The importance of including the d-wave parameter, A * , is actually greater than the simulations would suggest. The experimental position (Buckman and Lohmann 1987) of the Ramsauer minimum in krypton is about 0.73 eV, which is 0.1 eV higher in energy the quality O f the MERT6 fit is better than the MERTS fit. than the position predicted by the non-relativistic calculation of McEachran and Stauffer (1984) . At this higher energy the difference of the d-wave phaseshift from that predicted by the pure polarisation formula (equation (6)) is more than 50% larger than it was at 0.6 eV.
In table 2 we show the M E R T~ parameters that were derived from a fit to the total cross section data of Buckman and Lohmann (1987) . For this fit we adopted a value of 16.76~: for the dipole polarisability (Dalgarno and Kingston 1960) . A value of 8 . 0~; for the effective quadrupole polarisability was derived from the non-adiabatic polarisability (87.0a;) of Dalgarno and Kingston (1960) and the static dipole polarisability (95.55a;) of McEachran et a1 (1979) . We have also fixed the d-wave parameter, A 2 , to be equal to 4.2. This particular value was determined by analysing phaseshift data for the d3,* and dSI2 waves from the relativistic calculation of McEachran and Stauffer (1987) . Other calculations for A , give values of 5.07 Stauffer 1985), 5.1 (Sin Fai Lam 1982) and 6.06 (Fon et a l 1984) .
The momentum transfer cross section computed using the M E R T~ parameters from table 2 is depicted in figure 9 . In determining the uncertainty (hatched region) we did not use the phaseshifts of McEachran and Stauffer. Rather; the MERT parameters given in table 2 were used to initiate the simulation. We have also allowed for uncertainty in the given value of A2 by doing a number of simulations with A2 ranging between 3.5 and 6.5. The uncertainty near the Townsend minimum shown in figure 9 is larger than that depicted in figure 8( d ) primarily because the minimum in the experimental cross section occurs at a higher energy. Also depicted in figure 9 are recent determinations of mM from the swarm experiments of Hunter et a1 (1988) and England and The momentum transfer cross section derived from a M E R T~ fit to the Kr data of Buckman and Lohmann (1987) with A, fixed at 4.2 and E,,, = 1.0 eV. The hatched area denotes the estimated uncertainty in the present momentum transfer cross sections. Also shown are momentum transfer cross sections of England and Elford (1988) (-) and Hunter et al (1988) (---) which are derived from transport data.
Elford (1988).
There is a qualitative similarity between the beam-derived uM and the swarm measurements, although the position of the Townsend minimum (0.61 eV) is 0.1 eV higher than that predicted by the swarm measurements. It should be noted that fixing A , crucially affects the quality of agreement with the swarm measurements. When the uM is derived using AZ=O.O (i.e. MERTS) or letting A2 vary freely, the agreement with the swarm measurements is very much worse. The value obtained for the scattering length is -3.28i0.10 a,. The most recent determination of the scattering length by the swarm technique (England and Elford 1988) used a Kr-H2 mixture technique and gave a value of -3.43~~. Weyhreter er al (1987) quote a value of -3.478~~. The difference between these three results is only 6%.
Conclusions
We have demonstrated that it is necessary to use an extended version of eff ective-range theory, which includes additional free parameters for the p wave and possibly the d wave, to describe electron-rare-gas scattering in the energy region up to 1.0eV. A simulation technique has been used to determine the confidence limits that can be placed on momentum transfer cross sections derived from beam measurements of the total scattering cross section. In general two somewhat mutually exclusive criteria determine the accuracy and usefulness of a particular MERT expansion. On one hand it is necessary to have functional forms for the phaseshifts that are sufficiently flexible to represent adequately the behaviour of the phaseshifts over the energy range of interest, and as the target mass increases this means additional free parameters are required. However, this proliferation in the number of free parameters seriously detracts from the usefulness of the MERT technique. When the experimental cross section does not have enough structure or precision to constrain the extra parameters to sensible values the uncertainty in the derived momentum transfer cross sections can be excessively large.
The argon atom is the only species for which a completely self-contained MERT analysis is possible with the present experimental data. It is possible to convert from the total to the momentum transfer cross section with confidence over an energy range from 0 to 1.0 eV. When a MERT analysis is used to make a comparison between the time-of-flight attenuation measurements of the total cross section in Ar (Buckman and Lohmann 1986 ) and the swarm-derived momentum transfer cross section of Haddad and O'Malley (1982) , the agreement at low energies (S0.3 eV) is good. At higher energies the agreement is poor, the beam-derived momentum transfer cross section being 15% lower than the swarm result. This is outside the combined uncertainties of both experiments. This discrepancy can only be resolved by postulating an error (e.g. about 10%) in the total cross section data, an error in the swarm experiment, or a deficiency in the transport theory used to analyse the swarm experiment.
We have also used the MERTS expansion to analyse the experimental a, of Buckman by O'Malley and Crompton (1980). Use of MERT analysis to derive the momentum transfer cross section suffers from large uncertainties unless the behaviour of the p-wave phaseshift is determined independently of a MERT fit. Because of the enormous uncertainties which result we have not attempted a detailed comparison between the beam-derived momentum transfer cross section and that obtained from the swarm experiment. It is sufficient to state that the momentum transfer cross section derived from the total cross section data is consistent with that of O' Malley and Crompton (1980) . For krypton it is necessary to fix the behaviour of the d-wave phaseshifts before the MERT analysis can be used to derive a momentum transfer cross section that is at all sensible. Once the A2 parameter has been set at a reasonable value (using the relativistic calculation of McEachran and Stauff er (1987) ) the derived momentum transfer cross section is in better accord with experiment although there are discrepancies in the energy region of the Townsend minimum. It should be noted that the validity of the MERT expansions adopted in this work is starting to break down in krypton as short-range effects become increasingly important due to the increased nuclear charge. An additional source of uncertainty that we have so far neglected is spin-orbit interactions which cause the phaseshifts for 1 > 0 to be different for the different spin orientations of the incident electron. Such effects are significant for the p wave in krypton (Sin Fai Lam 1982, McEachran and Stauffer 1987 ) and they will be even more important for xenon.
Finally we make some general comments about the use of MERT. It is, of course, necessary to determine the validity of the MERT expansion for a particular atom before it can be used with any confidence. It is probably best to use theoretical phaseshifts as a guide. Just examining the quality of a MERT fit to total cross section data alone can be misleading. In the course of this work we have come across numerous instances where the MERT fit to the cross section looked reasonable even though the underlying MERT representation of the phaseshifts was poor. Another role of MERT, that of providing a theoretical tool for the extrapolation of measured cross sections to zero energy, is to a large extent not influenced by the particular form of the expansion used provided some care is used in selecting the energy range over which it is applied. Indeed it would appear that the standard M E R T~ expression that has been used by many authors is well suited to this task provided that the maximum energy used is not too large. On the other hand it would appear that the practice of applying M E R T~ to the analysis of rare-gas scattering cross sections for the purpose of intercomparison between beam and swarm experiments, especially at energies above 0.5 eV, does not have a sound foundation. An example of an instance in which M E R T~ may be giving inaccurate results occurs in the work of Weyhreter et a1 (1987) . The inadequacies of M E R T~ could lead to errors in their derived integral cross sections of the order of 10% for argon, 35% for krypton and probably much larger for xenon. However we do not believe that the shortcomings of the M E R T~ expansion are responsible for the differences (-8%) observed between their scattering length for argon and those derived from other, recent, total cross section measurements. The results of our simulations indicate that the M E R T~ expansion should be restricted to energies less than 0.5,0.45 and 0.40 eV for neon, argon and krypton respectively, otherwise systematic errors will occur in the derived phaseshifts.
