Abstract. We prove that for a commutative quantized ( h ⊗ and o ⊗) algebra with infinite spectrum, the maximum of its left and right global homological dimensions and, as a consequence, its homological bidimension are strictly greater than one. This result is a quantum analog of the global dimension theorem of A. Ya. Helemskii.
Introduction
The goal of this paper is to extend the so-called global dimension theorem (see [11] , [12, Prop. V.2.21] and [25] ) -one of the main results in the homological theory of Banach algebras -to quantized algebras. It asserts that the global (homological) dimension dgA of a commutative Banach algebra with infinite spectrum is strictly larger than one. As a consequence, we have a bound on the homological bidimension for the corresponding classes of quantized algebras.
The history of the homological theory of Banach algebras goes back to 1962 when H. Kamovitz [19] defined homology groups of a Banach algebra A with coefficients in a bimodule X -a Banach analog of Hochschild cohomology, one of the key concepts of homological algebra. In 1970, A. Ya. Helemskii [8] , using such tools from pure algebra as resolutions and derived functors, proposed a more general approach to the homology of Banach algebras; at the same time, the notions of homological dimension of a module over an algebra and the global homological dimension of an algebra were introduced. It turned out that the homological theory of Banach algebras has a number of features not found in its purely-algebraic counterpart. One such result without a purely-algebraic analog is the global dimension theorem, proved by A.Ya. Helemskii in 1972 [9] (a complete proof can be found in [11] ; see also [25] for a detailed exposition). By now, the estimate dgA > 1 has also been obtained for some other classes of Banach algebras; we also know that, under certain conditions, global dimension is "well-behaved" under projective tensor product [28] .
We shall prove a similar theorem for quantized algebras with an additional, compared to Banach algebras, structure: quantum norm; such algebras are studied in the so-called quantized functional analysis. That branch of mathematics emerged in the beginning of the 1980s when, in the papers by Haagerup, Paulsen, and Wittstock, the concept of completely bounded map was introduced [21] . The term "quantized functional analysis" was used by E. Effros in 1986 [4] . There are two essentially equivalent approaches to what should be understood by a quantum norm on a linear space E. The former (to which we adhere in this paper) deals with a family of norms on the space of matrices with entries in E. That theory is developed in [2, 6, 22] . In the other approach, one works with only one norm, rather than a family, defined on a larger space, namely F ⊗ E, where F is the space of finite-dimensional operators on a separable infinite-dimensional Hilbert space. An exposition of the theory of quantum spaces from that point of view can be found in [16] and [17] .
Quantum (rather than usual) norms and the corresponding bounded operators seem to be the tools of choice for a large class of problems. Some of them that do not have satisfactory solutions in the framework of classical functional analysis admit elegant solutions when reformulated in quantum-theoretic terms. We list a few examples:
1. If operators ϕ : E 1 → F 1 and ψ : E 2 → F 2 between operator spaces are completely bounded (i.e., bounded in the quantum sense), then the operator ϕ ⊗ ψ between the tensor products E 1⊗ E 2 and F 1⊗ F 2 is also completely bounded ( [3] , [17, Th.
2.4.2])
. A similar assertion for simply bounded operators is not true.
Quantum spaces admit a tensor product, denoted
o ⊗, which has the following property: if A and B are von Neumann algebras, then the predual space (A⊗B) * of their von Neumann tensor product is isomorphic to A * o ⊗ B * [5] . No such tensor product exists in classical functional analysis. 3 . In quantized functional analysis (in contrast to the classical case) there is a convenient criterion for an algebra to be completely isomorphic to an operator algebra [1] .
Methods of quantized functional analysis can often be used to obtain "classical" results. 4 . The well-known Halmos similarity problem was reduced to a problem in quantum analysis [20] and in that form was solved in the negative [24] . The next two examples are related to topological homology and show how productive the quantum versions of such notions as projectivity, amenability, etc., can be.
5. One of the remarkable results in the theory of Banach algebras is a theorem of Johnson: the group algebra L 1 (G) of a locally compact group G is amenable if and only if G is amenable [18] . For another important algebra related to G, the Fourier algebra A(G), this is not true. But if A(G) is viewed as a quantized algebra, then it is amenable precisely when G is [27] . 6. A von Neumann algebra is Wedderburn if and only if its space module is projective in the quantum sense [14] . As we see, the quantum theory of Banach algebras differs significantly from its classical counterpart. Nevertheless, a number of classical results, including the global dimension theorem, do have quantum analogs.
1.1. Preliminaries. We recall some basic definitions and facts. Let E be a linear space. A matrix norm on E is a family of norms · n , n = 1, 2, . . . , on the spaces M n (E) of n × n matrices with entries in E. We shall say that E is a quantized space or simply a quantum space if a matrix norm is given on E and that norm satisfies the so-called Ruan axioms (see, for example, [6] ):
(1) For any a ∈ M n (E) and α, β ∈ M n we have αaβ n ≤ α a n β (here the product is that of matrices, and the norms of α and β are their norms as of linear operators on C n ). (2) For any a ∈ M n (E), b ∈ M m (E) and the block-diagonal matrix a ⊕ b ∈ M n+m we have a ⊕ b n+m = max{ a n , b m }. Notice that the spaces M m,n (E) of m × n matrices with entries in E also acquire a norm. More precisely, we define the norm of a matrix in M m,n (E) to be the norm of the square matrix obtained from it by adding zero rows or columns. It is easy to see that the result does not depend on how this was done.
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A quantum space is said to be Banach if the underlying space E is complete with respect to · 1 (and therefore, the spaces M n (E) are complete with respect to · n ).
For the sake of brevity, when referring to the norm of an element of M n (E) we shall write · instead of · n .
If F is a closed subspace of a quantum space E, then the quotient E/F is also a quantum space: it is endowed with a quantum norm by identifying M n (E/F ) with M n (E)/M n (F ). With this assumption, if E is Banach, then E/F is also Banach.
The direct sum E ⊕ F of quantum spaces E and F can be made into a quantum space by identifying
Next we recall the constructions of the Haagerup (E h ⊗ F ) and the operator space
where the infimum is taken over all such products. One can show that this is indeed a
The symbol v ⊗ w will denote the matrix in M k×q,l×r (E ⊗ F ) (in such matrices the rows and columns are indexed by double indices) with elements (v ⊗ w) (gs)(ht) = v gh ⊗ w st . Any matrix u ∈ M n (E ⊗ F ) can be written as the product α(v ⊗ w)γ, where v ∈ M k,l (E), w ∈ M q,r (F ), and α ∈ M n,k×q , γ ∈ M l×r,n for some k, l, q, r ∈ N. We now set
where the infimum is taken over all such products. One can show that this is indeed a norm on M n (E ⊗ F ). The Banach space M n (E o ⊗ F ) is defined as the completion of M n (E ⊗ F ) with respect to this norm.
We remark that the norm on E o ⊗ F is greater than or equal to that on E h ⊗ F [6] . Next we want to recall some definitions related to the operators considered in quantized functional analysis.
Suppose E, F, G are quantum spaces. An operator ϕ : E → F is said to be completely bounded if sup n ϕ n < ∞, where
That supremum is called the completely bounded norm of ϕ and is denoted ϕ cb .
Let cb(E, F ) denote the space of completely bounded operators from E to F. By identifying M n (cb(E, F )), for each n ∈ N, with the space cb(E, M n (F )) endowed with the completely bounded norm, we introduce a matrix norm on cb(E, F ) making the latter a quantum space. We remark that cb(E, C) = E * ; i.e., any bounded linear functional on a quantum space is automatically completely bounded. Moreover, its completely bounded norm equals its norm as of a functional on a normed space [6] .
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We may assume that m h A left ⊗-module over the ⊗-algebra A is a quantum Banach space X endowed with a ⊗-bounded multiplication bioperatorṁ
If, in addition, A has a unit e and e · x = x for all x ∈ X, then X is said to be a unital module. Morphisms in the category of left ⊗-modules over A (denoted A-⊗-mod) are completely bounded operators which are at the same time morphisms of modules in the algebraic sense. A morphism of ⊗-modules having a completely bounded right inverse will be called an admissible epimorphism.
A module P in A-⊗-mod is said to be projective if for any A-⊗-modules X and Y , any A-⊗-module morphism ϕ : P → X and any admissible epimorphism σ :
commute. For unital modules we have the following projectivity criterion: X is projective in A-⊗-mod if and only if the canonical morphism π : A ⊗ X → X, a ⊗ x → a · x, has a right inverse ρ in A-⊗-mod (the proof of a similar criterion for Banach modules in [12] works in this case virtually without changes). In that case ρ is called a coretraction X.
The categories of right and two-sided ⊗-modules over A (denoted, respectively, ⊗-mod-A and A-⊗-mod-A) as well as projective modules in those categories are defined similarly. For those classes of modules we have projectivity criteria similar to the one above. Henceforth, we shall mostly consider left modules, and projective modules in A-⊗-mod will be simply called projective.
If We shall also make use of the fact that the quotient of a ⊗-algebra by a closed ideal or the quotient of a ⊗-module by a closed submodule is again a ⊗-algebra or a ⊗-module of the same type (the proof of this fact is not difficult).
Let A be a ⊗-algebra. A complex of left A-⊗-modules
is said to be admissible if it is split in the category of quantum Banach spaces. In particular, an admissible complex is exact.
is admissible. A resolution (X , ε) is said to be projective if all modules in X are projective (in the category of left A-⊗-modules). The length of a shortest projective resolution of X is called the homological dimension
is defined as the nth cohomology group (in fact it is a linear space) of the complex
The result does not depend on the projective resolution of X, because all such resolutions are homotopically equivalent (cf. a similar construction for Banach modules in [12] ). If P is a projective left A-⊗-module, then, since it has a projective resolution of length 0, A Ext n (P, Y ) = 0 for any left A-⊗-module Y and any n ≥ 1. Moreover, for any left A-⊗-module X we have
We shall also make use of the following fact: let 0 ← X 0 ← X 1 ← X 2 ← 0 be a short admissible complex of left A-⊗-modules. Then for any left A-⊗-module Y we can construct a long exact sequence
A proof of a similar result for Banach algebras is contained in [12, Th. III.4.4] ; in the case of quantized algebras, the proof is virtually the same.
Extension groups for right and two-sided A-⊗-modules X and Y (they are denoted, respectively, Ext
, and the right global dimension of a ⊗-algebra A (denoted dg ⊗ A) are defined similarly.
The homological bidimension of a ⊗-algebra A (denoted db A) is defined as the dimension of A + viewed as a bimodule over A, i.e., A dh A A + . The left and right global dimensions of the ⊗-algebra A are related to its bidimension by the inequalities ⊗ dg A ≤ db A and dg ⊗ A ≤ db A [15] ; the proof of this result repeats the similar proof in the classical setting [13, Th. 7.3 .54] with obvious modifications.
The main result of this paper can now be stated as follows.
Theorem 1.1. Let A be a commutative ⊗-algebra with infinite spectrum. Then
We remark that for o ⊗-algebras the "classical" global dimension theorem, i.e., the inequality dg A ≥ 2 [11] , remains the same because for such algebras the symmetry of the operator space projective tensor product implies that right 1.2. Notation. Let A be a commutative ⊗-algebra with infinite Gelfand spectrum Ω.
, henceforth we shall assume that A is unital. The symbolf will denote the Gelfand transform of f ∈ A. The Shilov boundary of A will be denoted ∂A.
Let l ∞ denote the space of bounded complex sequences with quantization (it is said to be minimal) given by the matrix norm
(the Ruan axioms for this norm can easily be checked). Suppose (s n ) is a convergent sequence in Ω. Then the operators
and
are bilinear and
and similarly P (h)
It is also easy to show that the space C 0 (N 2 ) with quantization given by the matrix norm
is a ⊗-bimodule over A with scalar multiplication
Suppose ω ∈ Ω is a limit point of (s n ) and let A ω be the maximal ideal of A corresponding to ω. Consider the closed ideal
It is clear that B is a ⊗-bimodule over A. It is easy to see that B ⊗ B is also an
A-⊗-bimodule with scalar multiplication given by
and the operator
is a morphism of A-⊗-bimodules. Consider the completely bounded operator
It is well-defined and its image is contained in C 0 (N 2 ) since (s n ) converges to ω. Moreover, β is a morphism of A-⊗-bimodules. It is easy to see that ker β ⊂ ker σ 0 , because we can 
Theorem 1.3. Let A be a commutative unital ⊗-algebra with infinite spectrum. Then
More precisely, at least one of the following holds:
A commutative unital ⊗-algebra A is said to be left weakly hereditary if all maximal ideals in A are projective in A-⊗-mod; it is said to be right weakly hereditary if they are all projective in ⊗-mod-A; it is said to be weakly hereditary if they are all projective in both A-⊗-mod and in ⊗-mod-A. For the proof of Theorem 1.3 we need the following theorem, whose proof will be given later. The short admissible complex
gives rise to an exact sequence 
Lemma 2.1. There are short admissible complexes of left A-⊗-modules
Proof. Consider the canonical morphism
where f ∈ A, x ∈ l ∞ , y ∈ l e , g ∈ A ω . We now have well-defined morphisms of left A-⊗-modules. We claim that the sequence
is a resolution of the A-⊗-module l ∞ . That R is a complex can be checked by direct calculations. It remains to find a contracting homotopy for this complex in the category of quantum Banach spaces.
Let e be the unit in A. Then the maps
where f ∈ A, g ∈ A ω , y ∈ l e , x ∈ l ∞ , are completely bounded linear operators and it is not difficult to check that they yield a contracting homotopy for R.
Thus, R is admissible and is a resolution of l ∞ . It is called the entwining resolution
The short admissible complex
gives rise to an exact sequence
It remains to show that A Ext 1 (Q, B ⊗ l e ) = 0 and A Ext 1 (W, B ⊗ l e ) = 0. Then it would follow from the exactness of the sequence that A Ext 2 (l ∞ , B ⊗ l e ) = 0, and Theorem 1.3 would be proved.
Some properties of projective maximal ideals
In this section we shall prove several properties of projective maximal ideals that are important for the rest of the paper.
Lemma 3.1. 
1) Let A be a commutative unital ⊗-algebra and ω a point in the Shilov boundary of A such that the corresponding maximal ideal
A ω is projective in A-⊗-mod. Then A 2 ω = A ω . 2) Let Aρ : A ω → A ⊗ A ω of A ω is contained in A ω ⊗ A ω .
2) Let A be a commutative unital ⊗-algebra, and A ω a maximal ideal in A which is projective in ⊗-mod-A and such that
A 2 ω = A ω .
Then the image of any coretraction
Proof. We prove 1). For any element of the form fh, where f, h ∈ A ω , we have
Since the linear span of such elements is dense in A ω and ρ is completely bounded, we have the desired assertion. 2) is proved similarly.
Definition 3.3.
Let Ω be the spectrum of a commutative unital ⊗-algebra A and ω ∈ Ω. For s ∈ Ω \ {ω} set 
1.
where for all n, (g
Since for all f ∈ A ω , we havef (s)| ≤ 1/K s f , it follows that χ s ≤ 1/K s . Therefore, χ s cb ≤ 1/K s ; i.e., for any matrix (f ij ) with entries in A ω we have
In particular, for all n,
We now have
where for each n, (g
The rest of the proof is similar to the 
A trivial extension group
Recall the situation described in Sec. 2: let A be a weakly hereditary commutative unital ⊗-algebra, and (s n ) a sequence of pairwise distinct points in the Shilov boundary of A converging to a point ω ∈ ∂A \ {s n } ∞ n=1 and such that σ : B → B is a retraction in the category of A-⊗-bimodules. We want to show A Ext
and it suffices to show that
⊕ l e and the functor Ext preserves direct sums. Consider the short exact complex of left A-⊗-modules
where π e is determined by the condition π e (a ⊗ b ⊗
M = ker π e , and i is the natural embedding.
Lemma 4.1. C is a short admissible complex.
Proof. Since ω is in the Shilov boundary of A, we have, by Sec.
which is a right inverse of the canonical morphism
Hence we can define
The operator ρ e is well-defined because ρ is a morphism of right A-⊗-modules and is completely bounded. Moreover
Therefore, ρ e is a right inverse of π e , and the complex C is admissible.
The admissible complex C gives rise to a long exact sequence
Notice that A Ext 1 (A ω ⊗ l e , B ⊗ l e ) = 0 because the module A ω ⊗ l e is projective. Thus, to prove that A Ext 1 (l e , B ⊗ l e ) = 0 it suffices to show that i * is surjective. 
and k·y ∈ c 0 for all y ∈ l ∞ . Since A 2 ω = A ω , the desired assertion follows from Lemma 3.1. Let P n : l ∞ → l ∞ be the canonical projection to the nth component and
Proposition 2. lim k→∞ Q k e z = z for any z ∈ l e . By Proposition 1, it suffices to prove the assertion for elements of the form f ⊗ A x, where f ∈ A ω , x ∈ c 0 . But for such elements it is obvious because lim k→∞ Q k x = x.
Suppose now that q n = f ⊗ A e n for some f ∈ A ω such thatf (s n ) = 1. By Proposition 3, q n does not depend on the choice of f .
Proposition 4. The space L is the closed linear span of the elements f ⊗ q n , where f ∈ I and n ∈ N.
It is clear that
e is a one-dimensional projection to C·q n and therefore (1 A ω ⊗P n e )u = f ⊗q n for some f ∈ A ω and (τ ⊗1 l e )(f ⊗q n ) = τ (f )⊗q n = 0. Therefore, τ (f ) = 0 and f ∈ I. Since
we have the desired assertion.
It follows from Proposition 4 that L ⊂ M , because π e (f ⊗ q n ) = 0 for all f ∈ I.
Lemma 4.3. Suppose ϕ ∈
Proof.
where the equality A m = A 2 m follows from the facts that s m ∈ ∂A and A m is projective.
By Proposition 1, f ⊗ q n is in the closure of the linear span of the elements gh ⊗ q n , where It follows from Proposition 3 that ϕ(f ⊗ q n ) = 0 for all f ∈ I, n ∈ N. Since the linear span of such elements is dense in L, we have the assertion of the lemma.
Since ϕ is a morphism of left A-⊗-modules, it follows from Proposition 2 that
ϕ(f ⊗ q n ) ∈ A m · (B ⊗ l e ) for all f ∈ I, m, n ∈ N.
Theorem 4.4. Let A be a weakly hereditary commutative unital ⊗-algebra with infinite spectrum and (s n ) a convergent sequence of points in the Shilov boundary of A such that σ : B → B is a retraction in the category of A-⊗-bimodules. Then, in our notation, the map
is surjective.
Proof. Suppose ϕ ∈ A Hom (M, B ⊗ l e ). Since L ⊂ ker ϕ, ϕ gives rise to a morphism
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Consider the commutative diagram
where the morphism
is determined by the morphism 
It is well-defined since f ⊗ y ∈ L for all f ∈ I and y ∈ l e . We now show that M is 
⊗-bounded. We consider the cases of
1.
Therefore,
, (y ij ) ∈ M n (l e ) and for any n ∈ N; i.e., M is h
⊗-bounded.
and for any n ∈ N; i.e., M is o ⊗-bounded. Therefore, there is a completely bounded operator
It is clear that µ is a morphism of left A-⊗-modules.
Since D is commutative with exact rows and columns, it follows that
Next we construct a completely bounded projection
Then we can extend ϕ to
The morphism of A-⊗-bimodules,
has a right inverse α in the category of A-⊗-bimodules, and
is a morphism of left A-⊗-modules. We want to show that there are isomorphisms ν 1 and ν 2 of left A-⊗-modules making the diagram
It is well-defined since for all f ∈ I and all y ∈ l ∞ ,
We now show that S is ⊗-bounded. Consider the cases of h ⊗-and o ⊗-algebras separately.
1.
and for any n ∈ N; i.e., S is o ⊗-bounded. It is clear that S is balanced. Therefore, there is a completely bounded operator
It is clear that s is also a morphism of modules over A in the algebraic sense and is the inverse of ν 2 ; therefore ν 2 is an isomorphism of left A-⊗-modules.
Set
We want to show that u ⊗ A x = 0 for any u ∈ ker β ⊂ B ⊗ B and any x ∈ l ∞ . Since
and, therefore, for all z ∈ B ⊗ B ⊗ A l ∞ we have
Thus it suffices to show that u ⊗ A e n = 0 for all n ∈ N.
In particular, for all n ∈ N,
Consider the operator
Similarly to the case of s, one can show that r is well-defined and is completely bounded. It is clear that r is a morphism of left A-⊗-modules and is the inverse of θ ⊗ 
is the right inverse of σ e . Therefore,
is a projection to ker σ e and a morphism in the category of left A-⊗-modules. Set
Then ϕ| M = ϕ and the theorem is proved.
Thus we have proved that A Ext 1 (Q, B ⊗ l e ) = 0. To prove that A Ext 1 (W, B ⊗ l e ) = 0 we need to establish some preliminary results.
A lower bound on the norms of almost triangular elements
Consider, for n ∈ N, the n × n matrix
An n × n matrix M is said to be ε-triangular if the maximum of the moduli of the entries of M − M 0 is less than or equal to ε.
Definition 5.1. Suppose E and F are quantum spaces. An element u ∈ E ⊗ F is said to be (n, ε)-triangular if there are continuous linear functionals f 1 , . . . , f n ∈ E * and g 1 , . . . , g n ∈ F * such that f k ≤ 1 and g k ≤ 1 for k = 1, . . . , n and the n × n matrix
Consider the function Σ of the natural argument defined as follows:
There is a constant C > 0 such that for all n ∈ N,
Proof. Since
we have
Theorem 5.3. Let E and F be quantum spaces and let
Using the notation
and the functional ν extends to a completely bounded functional
Moreover, ν cb = ν ≤ 1 and, for v ∈ E ⊗ F , we have
Using this representation of ν, for the (n, ε)-triangular u we have an estimate
Detailed computations can be found in [10] . Since ν cb ≤ 1, we have ν(u) ≤ u and, therefore, u ≥ Σ(n) − nε.
A nontrivial group of extensions
We need to show that
Consider the short admissible complex
from Lemma 2.1. It is a projective resolution of W and, since Ext does not depend on the choice of a projective resolution, A Ext 1 (W, B ⊗ l e ) is the degree 1 cohomology group of the complex
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It is clear that (D m ) is a nondecreasing sequence of positive numbers. Thus we can define
For m ∈ N we set
m . Such a functional exists because, by the Hahn-Banach theorem, there is a continuous linear functional
m . Lifting U m to B, we have a required functional T m . Automatically, it is completely bounded and T m cb = 1.
Next, for m, n ∈ N, we define continuous linear functionals
Since T m cb = 1, P ≤ 1 for all m, n ∈ N. Now we state (without proof) some simple lemmas. Proof. For each f ∈ A ω withf (s n ) = 1 we have
By Lemma 3.4, for any n ∈ N, there is f ∈ A ω such thatf (s n ) = 1 and f ≤ ρ cb + 1, where ρ is a coretraction of the projective maximal ideal A ω . Therefore, e ⊗ q n = q n ≤ ρ cb + 1.
Let c 0 denote the space of sequences converging to zero with minimal quantization.
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Proof. The operator κ is well-defined and completely bounded since the bioperator
is ⊗-bounded and balanced. 1) We want to show that ker κ = {0}. For f ∈ A ω , x ∈ l ∞ we have
hence P n e (z) = (κ(z)) n q n for all z ∈ l e . Therefore, if κ(z) = 0, then P n e (z) = 0 for all n ∈ N and z = lim 2) Now we shall show that κ is an isomorphism when D < ∞. Suppose N ∈ N and a matrix (x ij ) ∈ M N (c 0 ) is such that for some n ∈ N it can be written as
where all λ
and, therefore, (z ij ) ≤ f (x ij ) . Hence,
Since for any N ∈ N the set of elements
is well-defined and, for all N ∈ N, for the operator
we have an estimate η N ≤ D; i.e., η is completely bounded. It is clear that η is a morphism of left A-⊗-modules and is the inverse of κ. Therefore, κ is an isomorphism of left A-⊗-modules.
Now we can show that ∂ * 1 is not surjective. Theorem 6.6. Let A be a weakly hereditary commutative unital ⊗-algebra, and (s n ) a convergent sequence of points in ∂A with a limit point ω / ∈ {s n : n ∈ N}. Set
and let
be the corresponding map. Then the morphism
is not in the image of ∂ * 1 . Proof. Suppose there is a morphism ∇ ∈ A Hom (P, B ⊗ l e ) such that ∂ * 1 (∇) = τ ⊗ 1 l e . Then we have morphisms ϕ : A ⊗ l e → B ⊗ l e and ψ :
We break the proof into two cases depending on the behavior of the sequence (D m ).
n (x)), where Ψ 2) The case
). By Lemma 6.3, Φ and Ψ (m) are well-defined completely bounded linear operators. By Lemma 6.2, we have, for all n, m ∈ N,
Again, by the Phillips Lemma,
for all m ∈ N. Now we need one more lemma.
The proof of this lemma can be found in [10] ; it is of a purely technical nature and is omitted here.
Using this lemma and an isomorphism between l e and c 0 we have y N ∈ l e for each N ∈ N such that y N < K, where K is a constant independent of N, together with elements Therefore, by Theorem 5.3,
This contradicts the continuity of ϕ because the sequence (y N ) is bounded and
The theorem is proved.
To finish the proof of the main theorem we need to prove Theorem 1.4. To this end, we shall make use of the topological properties of the spectrum of a projective maximal ideal.
The spectrum and a skeleton of a projective ideal
Let A be a commutative unital ⊗-algebra with spectrum Ω, I a projective ideal in A, and ρ : I → A ⊗ I a coretraction of I. The space C(Ω × Ω) with minimal quantization is a left A-⊗-module with scalar multiplication
It is easy to see that the map
is a morphism of left A-⊗-modules. Let Ω I ⊂ Ω be the spectrum of I. 
This assertion is obvious.
Definition 7.2. Suppose s ∈ Ω I and t ∈ Ω. Choose f ∈ I withf (s) = 0 and set
By Lemma 7.1, F ρ (s, t) does not depend on the choice of f , and we have a function Now we list several simple properties of the skeleton of the projective ideal I (in the case A = C(Ω) they are proved in [29] ; in the general case the proof is the same).
Lemma 7.3. The skeleton F
ρ of the projective ideal I in a ⊗-algebra A has the following properties:
is the Gelfand transform of
Theorem 7.4. The spectrum of the projective ideal I in a commutative unital ⊗-algebra
A is paracompact.
Proof. For the proof we need the following fact (see the proof of Th. 5.1.38 in [7] ):
Lemma 7.5. Suppose that a locally compact topological space Ω I admits a compactification cΩ I and a continuous function
Then Ω I is paracompact.
Now for cΩ I we take Ω I . It is not difficult to check that the function
where ρ is a coretraction of I, is continuous and satisfies the conditions of Lemma 7.5. Therefore, Ω I is paracompact.
Nonisolated points in the Shilov boundary
Let ω be a fixed nonisolated point in the Shilov boundary of a weakly hereditary commutative unital ⊗-algebra A. Let
be a coretraction of A ω and F the corresponding skeleton of A ω . Recall that for any s ∈ Ω I , the function
is contained in the image of the Gelfand representation of A. Let R be the radical of A and π R : A → A/R the canonical projection. 
1.
Then F s is the Gelfand transform of
Since for all k,
2.
o ⊗-algebra. We write ρ(f ) as
where for each k, (α The proofs of the next two lemmas are technical and are virtually the same as the proofs of the similar results for Banach algebras [11] . For this reason we omit them. for all f ∈ A ω and m, n ∈ N.
Proof. Choose sequences (t n ) ⊂ ∂A \ {ω} and (e n ) ⊂ A ω and a constant K > 0 as in Lemma 8.4 . Without loss of generality we may assume that lim n→∞ (lim m→∞ F (t m , t n )) exists (otherwise, since F is bounded, we may pass to a suitable subsequence of (t n )) and equals zero (by Lemma 8.3). We may also assume that
(1) |λ n | < For each f ∈ A ω we set
Thenf (n) (t m ) =f (t m ) for m > n andf (n) (t m ) = 0 for m ≤ n; moreover, for any matrix (f ij ) with entries in A ω we have (f (k) ij ) ≤ (1 + kK) (f ij ) . Define an operator
It follows from estimates (1)- (4) above that, for any f ∈ A ω , those series converge absolutely, and for any matrix (f ij ) with entries in A ω we have 
Hence,
and therefore ν is completely bounded. It is not difficult to check that γ(ν(f ))(t m , t n ) = δ mnf (t m ) for all f ∈ A ω and m, n ∈ N.
Now we can prove Theorem 1.4.
Proof of Theorem 1.4. Since the spectrum of A is infinite, the Shilov boundary of A is also infinite [26, Th. 3.3.3] . Let ω be a nonisolated point in ∂A. Then there is a sequence (s n ) ⊂ ∂A converging to ω with the properties mentioned in Lemma 8. 
