§1 Introduction
Consider the following well-conditioned two point boundary value problem (BVP) (l.la) (l.lb) y = h(x,y) g(y(a),y(b» = 0 a<x<b Roughly speaking, methods for solving (l.l) can be divided into two classes, viz. methods based on IVP (initial value problem)" techniques, like invariant imbedding or multiple shooting and 'global' methods, like collocation or finite differences.
The main difference between these classes is that the first considers discretization at two levels, viz. a coarse and a fine level, whereas the second is using fine level discretization only. The advantage of the fonner is that it can deal with subintervals separately (the coarse level discretization) and so needs less memory space; in fact it may even lead to a parallel implementation. The main drawback, however, is that the local IVP may be very ill-conditioned, viz. if the underlying ODE allows for rapidly growing modes. This may cause severe problems for the (fine level) integration, which may only be overcome to some extent by 'refining' the coarse level mesh. This way one obtains a system of shooting vectors (initial values on the latter mesh) which, together with the boundary conditions (BC) (l.l b), lead to a, generally nonlinear, system. If this is solved by Newton's method, one encounters at each update a linear equation of the fonn A better condition number of this system reflects the (partial) success of a finer coarse level discretization. Even more important is the fact that the convergence domain for Newton's method, which may be extremely small for a very crude coarse level grid, may be enlarged exponentially by refining.
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Most of the unpleasant features mentioned for IVP methods are absent in global methods. Therefore it is an attractive idea to combine the virtues of both classes. To this end the interval [a,b] is divided into subintervals, but now linear BC (rather than initial conditions) are defined for a local solution. In particular, one should try and solve these local BVP by a 'global' method rather than an IVP method. This idea has the following advantages. First it results in a more optimal memory usage and it renders a potential parallel feature as well. Incidentally, a slightly related parallelism idea is also mentioned in [4] , though through a different motivation. Second it allows for the better convergence and stability properties of global methods and third, as a useful byproduct, it gives an opportunity to 'localize' unpleasant nonlinearities, while at the same time the coarse level nonlinear equation might become 'easier' to solve.
The outline of this paper is as follows. In §2 we first introduce a definition of conditioning of nonlinear BVP's and we estimate the bounds used in the Newton-Kantorovich theorem, when applied to the matching conditions of multiple shooting. In section 3 we address the choice of local boundary conditions and the influence of the use of subintervals on the computational costs of the Newton iteration on collocation schemes (which is the global method we shall consider here). We also investigate the choice of local boundary conditions (BC's). In §4 we prove local convergence of the method and derive a tolerance strategy. As we have two types of nonlinear problems, viz. a sequence of local BVP and a global equation, it is also investigated here how these two interfere.
Finally, in section 5 we describe our implementation and give some numerical results.
§Conditioning of nonlinear BVP's and its influence on multiple shooting
For linear boundary value problems the concept of well-conditioning and topics related to it, like dichotomy and the influence of boundary conditions, has been studied extensively, see e.g. [9] . There is not much literature available about the conditioning of nonlinear BVP's. The main difference with the linear case is that the size of the perturbations plays an essential role; multiplying a perturbation by some factor, may cause a considerable larger change in the solution, than the original perturbation.
In this paper we shall use the maximum norm for vectors and the supremum norm for functions, Le.
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Consider the nonlinear boundary value problem (2.la) (2.lb)
with solution y*(x) and also the slightly perturbed BVP (2.2a)
For nonlinear BVP we introduce the following conditioning concept.
Definition
Let y*(x) be an isolated solution of (2.1). • This definition of conditioning for nonlinear BVP's generalizes the normally used definition for linear BVP's (see e.g. [3] ). However, this may not give a good estimate for large perturbations. Since the linearization of a BVP describes the first order effect of small perturbations on the nonlinear BVP, we expect the conditioning constant of the linearized BVP not to be considerably larger than that of the original nonlinear one. Let and consider the linearized BVP with inhomogeneities q(x) and( 
ow the definition of the conditioning constant can be applied if both perturbations are smaller than E. This is implied by
with C gII a bound on the second (partial) derivatives of the functions g and h. Since z(x) is the solution of a linear problem these conditions can be met by scaling. Let a be a scalar and define ij := aq ,~:= a~and i(x):= az(x). Then (*) is satisfied for sufficiently small a and from definition (2.3) we get
Finally let a, and thereafter E, approach zero.
• From this lemma we see that if a nonlinear BVP is well conditioned, even on a small domain, then its linearization is well conditioned, too. This in tum implies that the linearized BVP is dichotomic (see [9] ), Le. the solution space can be split into a subspace of nondecreasing modes and a subspace of nonincreasing modes, where the angle between the two spaces is bounded away from zero. If the linearized BVP at the solution y*(x) is exponentially dichotomic, then this is also true for the linearization at neighbouring functions y(x) (see [10] ). For these kinds of BVP's the conditioning constant K(e) may vary strongly with E.
When solving this BVP by multiple shooting the interval [a,b] is subdivided into N subintervals If the BVP is nonlinear, the functionf(s) is nonlinear too and (2.8) has to be solved by some iterative scheme.
Inherent to a BVP is that the underlying ODE may contain exponentially growing modes. For the well conditioning of the problem it is vital that those modes are controlled at the endpoint. However, on the subintervals only initial conditions are imposed. Due to this a method based on shooting encounters several drawbacks. First the approximating solution may blow up and may not reach the proposed end point or the numerical solution to the IVP may become unstable. Such problems can be overcome to some extent by taking smaller subintervals. Second, after integration, one has to obtain the Newton update~from a linear system like J(s)~= -!(s). where J(s) is the Jacobian. If this equation is condensed in a standard way, the error in the solution becomes almost equal to that of single shooting, which might be considerable (see [3] Ch.4.3). Some stable schemes have been developed that implicitly distinguish between growing and decaying modes (see e.g. [3] Ch.7).
The problems just mentioned arise for linear and nonlinear BVP's alike. For nonlinear BVP one encounters an additional problem. Since f(s) may be sensitive to changes of the vector S in certain directions, the convergence domain of Newton's method might be small. Before deriving our results we introduce some notation first.
Assumption Let D y be a convex neighbourhood ofy*(x) such that -the function g(u,v) is twice continuously differentiable in both variables and h(x,y) is twice differentiable with respect to y and all partial derivatives are bounded by a moderate constant, say Cgllo
-there is a moderate constant K g / obaJ such that For the block containing the endpoint conditions an analogous upper bound can be found. Combining these estimates we get (2.13a). The proof of (2.13b) has been given by many authors e.g. [2] .
• 6 For an exponentially dichotomic BVP with the strongest growing mode growing like e U , one can easily prove that lei = O( exp(A(xi+cXJ)). Hence taking smaller subintervals does enlarge the convergence domain indicated by the Newton-Kantorovich theorem. However, one has to solve a larger system. §3 Unbiased multiple shooting
In the previous section we have seen that the convergence domain and behaviour of the Newton's method applied in the multiple shooting process is influenced by the conditioning constant of the local problems. This renders the idea that the convergence behaviour can be improved by defining well conditioned problems on the subintervals instead of IVP's, i.e. that (2.3) should be replaced by (3.la) (3.lb)
One can easily prove that Theorem 2.13 also holds for this more general formulation of the shooting method. In both [8] and [2] this formulation was used to analyze the convergence and stability of finite difference methods applied to linear BVP with internal layers and/or turning points. Here we investigate the actual implementation of this generalisation of multiple shooting. First of all we see that if A l 'I: 0 and B l 'I: 0, a BVP with linear boundary conditions is defined on every subinterval. Now it may seem unwise to replace one problem by N problems of the same type with additional unknowns Sl , 1 :s; k :s; N. However, there could be some merit in this splitting.
As we just pointed out the use of ordinary multiple shooting may be disadvantageous. Hence for solving the 'local' problems we only consider the use of global methods, Le. finite differences or collocation. A divide and conquer method, is the following Unbiased Multiple Shooting (VMS) algorithm -given an initial estimate I for y*, compute the vector SO from (3.lb).
-while II f(s) II is not sufficiently small do begin (AI) on every subinterval compute a new approximation y i to the solution of (3.1) for the new value si, with yi-1 as initial guess by collocation or finite differences (A2) compute the residual vector f(si) and perform a Newton iteration rendering
The two steps (AI) and (A2) do not have an equal status. An important difference is that every update of s requires a new approximation to the solution of (3.1), Le. at every iteration only one update on s is made. On the other hand in step (AI) the vector s is kept fixed and obtaining a new approximation y i may require several Newton iterations or even choosing a new local collocation grid. In fact (AI) can stand for a call to a collocation algorithm and will generally contain what we call an 'inner' iteration loop (as opposed to the 'outer' iteration on s).
Notice that at step (AI) every subinterval can be treated completely independently. Thus a major part of the memory needed for the collocation or finite difference process at one step can be used again at the next one, as we only store information about y(x) and not about the linearized system. This way it may be possible to handle more difficult problems, that would otherwise require more memory for storing information on the global grid.
On the other hand step (AI) lends itself to implementation on a parallel computer in a more or less straightforward way. For every vector s j the local BVP's on the subintervals can be distributed over the available processors. The Newton update of s j requires the fundamental solution of the linearized local BVP (these form ay(x;s». Again this can be done on different processors for the as different subintervals. This could be combined with a stable parallel algorithm to solve .JC; ""' -f, for instance the one described in [4] or [13] .
One may also encounter a situation where the problem at hand has a few regions where the problem is essentially more difficult than elsewhere. This may be due to a locally poor initial guess or to local sensitivity of the BVP. When a collocation code is applied to the BVP on the entire interval, the internal Newton solver may require a considerable amount of iterations. If the interval is split into smooth regions and more difficult ones, application of the same code will generally require only a few iterations on the smooth regions; at the same time it is to be expected that solving the BVP on the difficult subintervals does not take more iterations than solving the BVP on the entire interval. However, these iterations for the former require less function calls and the solution of smaller linear systems. So the unbiased multiple shooting algorithm can reduce the computational costs of solving a BVP, provided that determining the 'shooting vectors' Sk is not too expensive. A nice class of such BVP's are formed by singularly perturbed problems, where a reduced solution (i.e. the -outer-solution of the reduced problem) is easy to find.
Example
Consider the singularly perturbed BVP, cr. [11] (3.2a) (3.2b)
The limiting solution for e J, 0, (3.2c)
OSxSO.5 0.5 SxS1
has a discontinuity in its first derivative at x = 0.5. We tried to solve this BVP with the collocation code COLNEW cf. [6] on the entire interval and with the VMS algorithm (for details on the implementation and further comments see §5) up to a tolerance 10-6. The reduced solution (3.2c) was used as initial guess and the local boundary conditions were the analogue of (3.2b), i.e.
In the VMS algorithm with £E [10- • In practice one has to be careful when implementing boundary conditions such as (3.4) . From a computational point of view it is preferable to compute the SVD from one of the first approximations yO or yl. However, if they differ greatly from the solution y*(x), i.e. lie outside D y , both the directions and the singular values may be so inaccurate that the conditioning of (3.1),(3.4) is not very good. This is demonstrated by the next example.
Example
Consider the boundary value problem, proposed e.g. in [7] , (3.6a)
o<X<oo with boundary conditions • In the first and fifth iteration the singular value decomposition of Yk(Xk+I)Yk·I(XJ was computed. In both cases we found that 3 singular values were larger than I, implying that the problem has three nondecreasing modes. This seems to be contradicted by the global BC's, that have 2 end point conditions, indicating 2 nondecreasing modes. However, only 2 singular values were considerably larger than 1, ranging from -IOZ at [0,5] to -10 6 at the last subinterval, and the third singular value was only just larger than
1. We applied the BC's resulting from both singular value decompositions using both 2 and 3 initial conditions. Although convergence was obtained with the local BC resulting from the first iteration, the computational costs are, as expected, higher than for the local BC resulting from the fifth iteration. The failure on the last interval [30,60] with local BC resulting from the first iteration with 2 initial conditions can be viewed as a standard example of ill-conditioning due to boundary conditions. Let BJij) denote the endpoint conditions on the I!' subinterval resulting from the fundamental solutions obtained in the ,ill iteration with j initial conditions. The BC resulting from the 5th iteration seem to give rather well-conditioned local BVP's. However, the angle between the 3-dimensional subspaces of range(Bil,2» and range(Bi5,2» is almost 90, so B il,2) does not control one of the directions controlled by Bi5,2).
In a parallel implementation the computing time for the VMS algorithm is less than for the globally used collocation algorithm, when using the coupled BC A k =B k =lor the BC resulting from the fifth iteration. However, the reduction of computational time would have been considerably larger if less iterations on the shooting vectors had been necessary, as we saw for the singularly perturbed BVP in example 3.1.
The memory requirement for the VMS-algorithm for separated local BC is almost 45% less than for collocation on the entire interval. When using the nonseparated BC A k = B k = I, the memory use is considerably larger than for the other, separated BC. This is due to the fact that the collocation solver used needs separated BC, hence we have to add 5 trivial differential equations to create the separation artificially (see [5] ). Application of COLNEW to each of the subintervals does not require more grid points for the coupled BC than for the other local Be.
UMS applied to (3.6a+b), eps = 10. In the previous sections we looked at theoretical aspects of the VMS algorithm. Next we want to investigate its perfonnance in practice. We wrote a code for first order ODE (a higher order can be refonnulated into first order, see [5] ) and using the existing collocation code COLNEW, cf. [1, 6] , to solve the local BVP's on the subintervals. Because COLNEW can only deal with separated BC the use of coupled BC increased the memory use substantially, as dummy variables have to be added to artificially separate the BC (see example 3.7). Although our numerical results show some effects to be attributed to peculiarities of COLNEW, rather than VMS, the overall results indicate a satisfactory agreement with the analysis. Yet, to understand the actual numbers more in detail we shall describe our implementation below.
Our VMS implementation has two precision parameters EPSS and TOLpi. 
The results of applying COLNEW to singularly perturbed problems, as shown in the examples, indicate that the memory use at for e=lO,k, ke {2,3,4,5}, is generally a multiple of that for the previous e. This is due to the fact that we do not allow COLNEW to use its grid generator, but just halving the grid successively for obtaining the required tolerances. In [1] this strategy is suggested for this type of problems, because the grid generator fails to 'see' the layers at first and produces a grid on which no convergence can be obtained, leading to failure of the code. We tested several initial grids for the forementioned E-values and tabulated some results. An unintentional advantage of the VMS algorithm is that the grid generator of COLNEW worked properly on subintervals that contained a layer and a small part of a smooth region only.
Consider the singularly perturbed BVP (5.3a) (5.3b) (5.3c)
Ey =y(l-y) yeO) = 0.5 y(1) = 2
O<x<l
The solution to the reduced problem is y(x) = x+ 1. Since it satisfies the end point condition, there will be a boundary layer at x = O. The problem has a rather simple form and like in example 3.1 no iteration on the shooting vectors is necessary, when they are obtained from the reduced solution. Transformation (5.2) was used to convert the problem into a first order system. As we anticipated the correcmess of s, we set TOLF", the required tolerance for the first variable u, to 10-6. The results tabulated in Table 5 .1 show that the VMS algorithm saves both memory and function calls compared to COLNEW. Note, however, that the typical doubling of grid points is a COLNEW feature and is open to improvement. The subinterval choice is clearly not optimal in balancing the work load for different processors. However, splitting the layer region into several subintervals does not pay. Because then the correct value of the shooting vector is not known in advance and several iterations on S are needed.
UMS, epss =10- 
