Many physical systems are modeled by nonlinear parabolic differential equations, such as the Kuramoto-Sivashinsky (KS) equation. In this paper, the existence of a concurrent optimal controller and actuator design is established for semilinear systems. Optimality equations are provided. The results are shown to apply to optimal controller/actuator design for the Kuramoto-Sivashinsky equation and also nonlinear diffusion.
I. INTRODUCTION
The best actuator design can improve performance and significantly reduce the cost of the control in distributed parameter systems; see for example [1] . The optimal actuator design problem of linear systems has been reviewed in various contexts, see [2] , [3] . For linear partial differential equations (PDEs), the existence of an optimal actuator location has been proven in the literature. In [4] , it is proven that an optimal actuator location exists for a linear system with quadratic cost function if the input operator is compact and continuously depends on actuator locations. Further conditions on operators and cost functions are needed to guarantee the convergence in numerical schemes [4] . Similar results have been obtained for H 2 and H ∞ controller design objectives [5] , [6] .
Nonlinearities can have a significant effect on dynamics, and such systems cannot be accurately modelled by linear differential equations. Control of systems modelled by nonlinear partial differential equations (PDE's) has been studied for a number of applications, including wastewater treatment systems [7] , steel cooling plants [8] , oil extraction through a reservoir [9] , solidification models in metallic alloys [10] , thermistors [11] , Schlögl model [12] , [13] , FitzHugh-Nagumo system [13] , micro-beam model [14] , static elastoplasticity [15] , type-II superconductivity [16] , Fokker-Planck equation [17] , Schrödinger equation with bilinear control [18] , Cahn-Hilliard-Navier-Stokes system [19] , wine fermentation process [20] , time-dependent Kohn-Sham model [21] , elastic cranetrolley-load system [22] , and railway track model [23] . A review of PDE-constrained optimization theory can be found in the books [24] , [25] , [26] . State-constrained optimal control of PDEs has also been studied. In [27] , the authors investigated the structure of Lagrange multipliers for state constrained optimal control problem of linear elliptic PDEs. Research on optimal control of PDEs, such as [28] , [29] , has focused on partial differential equations with certain structures. Optimal M. Sajjad Edalatzadeh is with Department of Applied Mathematics, University of Waterloo, Waterloo, Canada e-mail: msedalatzadeh@uwaterloo.ca Kirsten A. Morris is with Faculty of Mathematics, University of Waterloo, Waterloo, Canada e-mail: kmorris@uwaterloo.ca Manuscript received control of differential equations in abstract spaces has rarely been discussed [30] . This paper extends previous results to abstract differential equations without an assumption of stability. Few studies have discussed optimal control for general classes of nonlinear distributed parameter systems; and even less have looked into actuator design problem of such systems. Using a finite dimensional approximation of the original partial differential equation model, optimal actuator location has been addressed for some applications. Antoniades and Christofides [31] investigated the optimal actuator and sensor location problem for a transport-reaction process using a finite-dimensional model. Similarly, Lou and Christofides [32] studied the optimal actuator and sensor location of Kuramoto-Sivashinsky equation using a finite-dimensional approximation. Other research concerned with optimal actuator location for nonlinear distributed parameter systems can be found in [33] , [34] , [35] . To our knowledge, there are no theoretical results on optimal actuator design of nonlinear distributed parameter systems.
The results of this paper apply to the Kuramoto-Sivashinsky (KS) equation. This equation was derived by Kuramoto to model angular phase turbulence in reaction-diffusion systems [36] , and by Sivashinsky for modeling plane flame propagation [37] . It also models film layer flow on an inclined plane [38] , directional solidification of dilute binary alloys [39] , growth and saturation of the potential of dissipative trapped-ion [40] , and terrace edge evolution during step-flow growth [41] . From system theoretic perspective, Christofides and Armaou studied the global stabilization of KS equation using distributed output feedback control [42] . Lou and Christofides investigated the optimal actuator/sensor placement for control of KS equation by approximating the model with a finite dimensional system [32] . Gomes et al. also studied the actuator placement problem for KS equation using numerical algorithms [43] . The feedback control as well as optimal actuator arrangement of multidimensional KS equation has been studied in [44] . Controllability of KS equation has also been studied [45] , [46] . Optimal control of KS equation using maximum principle was studied in [47] . Optimal control of KS equation with pointwise state and mixed control-state constraints was studied in [48] . Liu and Krstic studied boundary control of KS equation in [49] . Al Jamal and Morris studied the relationship between stability and stabilization of linearized and nonlinear KS equation [50] .
The paper is organized as follows. Section 2 is a short section containing notation and definitions. Section 3 discusses the existence of an optimal input together with an optimal actuator design to nonlinear parabolic systems. In section 4, the worst initial condition is discussed. In section 5 and 6, Kuramoto-Sivashinsky equation and nonlinear heat equation are discussed, respectively.
II. NOTATION AND DEFINITIONS
Let X be a reflexive Banach space. The notation X 1 ֒→ X 2 means that the space X 1 is densely and continuously embedded in X 2 . Also, letting I ⊂ R to be a possibly unbounded interval, the Banach space C s (I; X) consists of all Hölder continuous X-valued functions with exponent s equipped with norm
The Banach space c s (I, X) is the space of little-Hölder continuous functions with exponent s defined as all x ∈ C s (I; X) such that lim δ→0 sup t,s∈I,|t−s|≤δ
Also, W m,p (I; X) is the space of all strongly measurable functions x : I → X for which x(t) X is in W m,p (I, R). For simplicity of notation, when I is an interval, the corresponding space will be indicated without the braces; for example C([0, τ ]; X) will be indicated by C(0, τ ; X). Let A be the generator of an analytic semigroup e At on X. For every p ∈ [1, ∞] and α ∈ (0, 1), the interpolation space
belongs to L p (0, 1) [51, Section 2.2.1]. The norm on this space is
The Banach space W(0, τ ) is the set of all x(·) ∈ W 1,p (0, τ ; X) ∩ L p (0, τ ; D(A)) with norm [52, Section II.2] x W(0,τ ) = ẋ L p (0,τ ;X) + Ax L p (0,τ ;X) . Definition 1. The operator A : D(A) → X is said to have maximal L p regularity if for every f ∈ L p (0, τ ; X), 1 < p < ∞, the equation
admits a unique solution in W(0, τ ) that satisfies (4) almost everywhere on [0, τ ].
Every generator of an analytic semigroup on a Hilbert space has maximal L p regularity [53, Theorem 4.1].
III. NONLINEAR PARABOLIC SYSTEMS
Let x(t) and u(t) be the state and input taking values in reflexive Banach spaces X and U, respectively. Also, let r denote the actuator design parameter that takes value in a compact set K ad of a topological space K. Consider the following initial value problem (IVP):
The linear operator A : D(A) → X is assumed to have maximal L p regularity. In particular, if A is associated with a sesquilinear form that is bounded and coercive with respect to V ֒→ X, it generates an analytic semigroup on X [54, Lemma 36.5 and Theorem 36.6]. The nonlinear operator F (·) maps a reflexive Banach space V to X where D A (1/p, p) ֒→ V ֒→ X. The operator F (·) is locally Lipschitz continuous; that is, for every bounded set D in V, there is a positive number L F such that
When there is no ambiguity, the norm on X will not be explicitly indicated.
For each r ∈ K, the input operator B(r) is a linear bounded operator that maps the input space U into the state space X and it is continuous with respect to r :
where the convergence r n → r 0 is with respect to the topology on K.
For any positive numbers R 1 and R 2 , define the sets 
Theorem 4. For every pair R 1 > 0 , R 2 > 0, there is τ > 0 and δ > 0 such that the IVP (5) admits a unique strict
Proof. The proof of this theorem follows the same line as that of [55, Theorem 2.1] with some modifications. Let w solve the linear equation
Define for an arbitrary number ρ > 0 the set
Because w(·) ∈ W(0, τ ), w(·) ∈ C(0, τ ; V). Define φ(τ ; R 1 , R 2 ) = w − x 0 C(0,τ ;V) where here x 0 indicates the constant function in C(0, τ ; V) that equals x 0 . Note that
According to Lemma 3 
Consider the mapping γ :
It will now be shown that for some numbers ρ and τ the mapping γ defines a contraction on Σ ρ,τ and hence has a unique fixed point. Consider the linear equation
Furthermore, for any x 1 , x 2 ∈ Σ ρ,τ , define v 1 = γ(x 1 ) and v 2 = γ(x 2 ), then Lemma 3 yields
Choose ρ and τ so that
The Contraction Mapping Theorem ensures that the mapping γ has a unique fixed point in Σ ρ,τ . This fixed point is the unique solution x to (5) . Also, from the definition (11) , every x in Σ ρ,τ satisfies
Let L F be the Lipschitz constant of F over the ball B(0, x 0 ). Proposition 2.2 in [55] yields
yields the required upper-bound on x W(0,τ ) .
Definition 5. Let x(t) be the strict solution to (5) . The mapping S(u, r, x 0 ) :
Theorem 6. If the embedding D(A) ֒→ X is compact then the solution map is weakly continuous with respect to
Proof. The weak continuity of the solution map with respect to u(t) is shown in [30, Lemma 2.12] . Weak continuity with respect to (u(t), r, x 0 ) follows from a similar proof. Choose any weakly convergent sequences {u
are bounded, closed, convex subsets of Banach spaces L p (0, τ ; U) and V, respectively; these sets are weakly closed [26, Theorem 2.11] . This implies that there are
Since the set K ad is a compact subset of K
It will be shown that B rn u n (t) converges weakly to B r o u o (t) in L p (0, τ ; X). For every z ∈ L q (0, τ ; X), 1/q = 1 − 1/p,
. Taking the adjoint and norm yield
Use Hölder inequality and let
The convergence of the first term follows from (7) . The second term converges to zero because u n ⇀ u o in L p (0, τ ; U). Combining these yields
Using Theorem 4, the corresponding solution x n (t) is a bounded sequence in the reflexive Banach space L p (0, τ ; D(A)) ∩ W 1,p (0, τ ; X). Thus, there is a subsequence of x n (t) such that
This in turn implies that the sequence x n (t) strongly converges to x(t) in C(0, τ ; V). This together with Lipschitz continuity of F (·) yields
This strong convergence also yields weak convergence in the same space, that is
Now apply (18), (22), (23) , and (25) to the IVP (5); take the limit; notice that a solution to the IVP is unique; it follows that x = S(u, r, x 0 ). Deleting elements {x n k (t)} from {x n (t)} and repeating the previous processing, knowing that a weak limit is unique, it follow that x n (t) ⇀ x(t) in W(0, τ ).
IV. OPTIMAL ACTUATOR DESIGN
Consider a cost function J(x, u, r) : W(0, τ ) × L p (0, τ ; U)×K → R that is bounded below and weakly lowersemicontinuous with respect to x, u, and r. For a fixed initial condition x 0 ∈ B V (R 2 ), consider the following optimization problem over the admissible input set U ad and actuator design set
The set U ad will be assumed a convex and closed set contained in the interior of B L p (0,τ ;U) (R 1 ).
Theorem 7.
For every x 0 ∈ B V (R 2 ), there exists a control input u o ∈ U ad together with an actuator design r o ∈ K ad that solve the optimization problem (P).
Proof. The proof of this theorem follows from standard analysis; see for example, [ 
and let (u n , r n ) be the minimizing sequence:
The set U ad is closed and convex in the reflexive Banach space L p (0, τ ; U), so it is weakly closed. This implies that there is a subsequence of u n , denote it by the same symbol, that converges weakly to some elements u o in U ad . Because of compactness of K ad , there is also a subsequence of r n , denote it by the same symbol, that strongly converges to r o . Theorem 4 and Theorem 6 state that the solution map is bounded and weakly continuous in each variable. Thus, the corresponding state x n = S(u n , r n ; x 0 ) also weakly converges to 
The optimality conditions are derived next after assuming that the problem has certain properties. Consider the assumptions: A1. The spaces X and U are Hilbert spaces and p = 2. The space K is a Banach space. A2. Let a : V × V → C be a sesquilinear form (see [58, Chapter 4]), where V ֒→ X, and let there be positive numbers α and β such that
The operator A has an extension toĀ ∈ L(V,
where V * denotes the dual of V with respect to pivot space X. A3. The cost function J(x, u, r) is continuously Fréchet differentiable with respect to each variable. A4. The nonlinear operator F (·) is Gâteaux differentiable.
Indicate the Gâteaux derivative of F (·) at x in the direction p by F ′ x p. Furthermore, the mapping x → F ′ x is bounded; that is, bounded sets in V are mapped to bounded sets in L(V, X). A5. The control operator B(r) is Gâteaux differentiable with respect to r from K ad to L(U, X). Indicate the Gâteaux derivative of B(r) at r o in the direction r by B ′ r o r. Furthermore, the mapping r o → B ′ r o is bounded; that is, bounded sets in K are mapped to bounded sets in L(K, L(U, X)).
Using these assumptions, the Gâteaux derivative of the solution map with respect to a trajectory x(t) = S(u(t), r, x 0 ) is calculated. The resulting map is a time-varying linear IVP. Let g ∈ L p (0, τ ; X), consider the time-varying system 
Then for every x 0 ∈ V and g ∈ L 2 (0, τ ; X), there exists a unique x in W(0, τ ) such that ẋ(t) = (A + P(t))x(t) + g(t),
Moreover, there exists a constant c > 0 independent of x 0 and g(t) such that
Since
Thus, replacing the operator P(t) with F ′ x(t) and noting that
shows that the conditions of Lemma 9 hold. Thus, there is a positive number c independent of g such that
Proposition 10. Under assumptions A1-A5, the solution map S(u(t), r; x 0 ) is Gâteaux differentiable with respect to each u(t) and r in U ad × K ad . Let
b. The Gâteaux derivative of S(u(t), r; x 0 ) at u(t) in the directionũ(t) is the mapping S ′ u : L 2 (0, τ ; U) → L 2 (0, τ ; D(A)) ∩ W 1,2 (0, τ ; X),ũ(t) → h(t), where h(t) is the strict solution to
Proof. a) Let ǫ be sufficiently small such that r + ǫr ∈ K ad . Define x ǫ (t) = S(u(t), r + ǫr, x 0 ), this state solves
The state e(t) = (x(t) − x ǫ (t))/ǫ − z(t) satisfies ė(t) = (A + F ′ x(t) )e(t) + e F (t) + e B u(t), t > 0, e(0) = 0.
(40) Assumption A4 and A5 ensure that as ǫ → 0
It will be shown that lim ǫ→0 e W(0,τ ) = 0. First, consider
Lemma 3 implies that there is a number c τ depending only on τ such that for all t ∈ [0, τ ] 
Combine (43) and (44) to obtain
Theorem 4 implies that the states x(t) and x ǫ (t) belong to some bounded set in W(0, τ ) and so in C(0, τ, V). Let D ⊂ V be a bounded set that contains the trajectories x(t) and x ǫ (t).
Let L F be the Lipschitz constant of F (·) on D. Since the set K ad is compact and B(r) satisfies assumption A5, the number L B defined as 
Use these to obtain the inequality
Applying Gronwall's lemma yields
Define
Assumption A4 ensures that M F is finite. Take the norm of the right side of (39a) in X. It follows that 
Statements (51) and (41b), and Lemma 9 can be applied to conclude lim ǫ→0 e W(0,τ ) = 0.
This shows that S(u, r, x 0 ) is Gâteaux differentiable at r in the directionr with derivative z(t) = S ′ rr . b) This part is proven in [30, Theorem 3.4 ] assuming that ∂ t + A is invertible. However, the result is still true without assuming the invertibility of ∂ t +A. Let ǫ be sufficiently small such that u+ǫũ ∈ U ad . Define x ǫ (t) = S(u(t)+ǫũ(t), r, x 0 ), this state solves 
This means that S(u, r, x 0 ) is Gâteaux differentiable at u in the directionũ with derivative h(t) = (S ′ uũ )(t). Assumption A1 implies that the dual of each of X and U will be identified with the space itself. For each u, the operator 
for all u ∈ U ad and r ∈ K ad .
Proof. Let G(u, r) = J(S(u, r, x 0 ), u, r).
The Gâteaux derivative of G(u, r) with respect to u has been obtained in the proof of [30, Proposition 4.13] . Using the chain rule to take the Gâteaux derivative of G(u, r) at u o in the directionũ yields
Identify the functionals G ′ u o : L 2 (0, τ ; U) → R and J ′ u o : L 2 (0, τ ; U) → R with elements of L 2 (0, τ, U). That is
Also, identifying the functional J ′ x o : L 2 (0, τ ; X) → R with an element of W(0, τ ) * = L 2 (0, τ ; D(A * )) ∩ W 1,2 (0, τ ; X) yields
The adjoint operator S ′ * u o can be obtained as follows. Use (55) in the following inner product and let
Taking the adjoint and integration by parts yield
Combine (58), (59), (60) and use (61), equation (57) is written using the functionals as 
Using the chain rule to take the Gâteaux derivative of G(u, r) at r o in the directionr yields
Write the functionals G ′ r o : K → R and J ′ r o : K → R as elements of g r o and j r o in K * , respectively, and take the adjoint of S ′ r o . It follows that
An explicit representation of the adjoint operator S ′ * r o will be derived. Consider the inner product
Write z(t) = S ′ r or. Substitute for j x o (t) from (55) into this integral. Perform integration by parts to obtain
Thus,
As a result, the Gâteaux derivative of G(u, r) at r o in the directionr is 
where Q is a positive semi-definite, self-adjoint bounded linear operator on X, and R is a coercive, self-adjoint linear bounded operator on U. If the minimizer (u o , r o ) is in the interior of U ad × K ad , then the following set of equations
is in the interior of U ad ×K ad , then the optimality conditions of Theorem 11 hold if and only if
Identify these functionals with elements j x o = Qx o (t) and j u o = Ru o (t), and notice that j r o = 0. Substituting the derivatives in (70) and (71) yields the optimality conditions.
For all x 1 and x 2 in D(A) and t ∈ (0, τ ), let Π(t) be the solution to the differential Riccati equation
(74) It is well-known, [61, Chapter 6] and [62, Chapter 1] , that if the system is linear then the adjoint trajectory state p o (t) satisfies
As a result, the optimal input and actuator design satisfy in this case
V. WORST INITIAL CONDITION
In this section, sets U ad and K ad and numbers τ and R 2 are the same sets and numbers as in the previous section.
The worst initial condition maximizes J(x, u, r) over all choices of initial conditions in B V (R 2 ) subject to IVP (5) for a fixed input u ∈ U ad and fixed actuator design r ∈ K ad . Formally, define G(·) : V → R as
Lemma 13. For every u ∈ U ad and r ∈ K ad , the optimization problem (P1) admits a maximizer.
Proof. As in the proof of Theorem 7, define
Extract a maximizing sequence x n 0 in B V (R 2 ). The set B V (R 2 ) is closed and convex in the reflexive Banach space V, it is therefore weakly closed. This implies that x n 0 has a subsequence that converges weakly to some elementx 0 in B V (R 2 ). Also, according to Theorem 4 and Theorem 6, the solution map is bounded and weakly continuous in x 0 . The cost function is also convex and continuous in x 0 , so it is weakly lower semi-continuous in x 0 . These imply thatx 0 solves (P1).
Proposition 14.
Under assumptions A1-A4, the solution map S(u(t), r; x 0 ) is Gâteaux differentiable with respect to x 0 ∈ B V (R 2 ). Let x(t) = S(u(t), r, x 0 ), the Gâteaux derivative of S(u(t), r; x 0 ) at x 0 in the interior of B V (R 2 ) in the directioñ x 0 is the mapping S ′ x (u(t), r; ·) : V → W(0, τ ),x 0 → q(t), where q(t) is the strict solution to
Proof. Let the number ǫ > 0 be small enough such that
.
Let e(t) = (x(t) − x ǫ (t))/ǫ − q(t), it satisfies ė(t) = (A + F ′ x(t) )e(t) + e F (t), e(0) = 0.
Assumption A4 ensures that as ǫ → 0
The convergence in (80) is uniform; to show this, note that
According to [55, Proposition 2.2], there is d τ depending only on τ such that for all t ∈ [0, τ ]
Theorem 4 implies that the states x(t) and x ǫ (t) belong to some bounded set D; so let L F be the Lipschitz constant F (·) on D. Combining this with inequalities (81) and (82) yield
Applying Gronwall's lemma to this inequality yields
Take the norm of e F (t) in X, use (84), define
The Bounded Convergence Theorem now ensures that 
This shows that S(u, r, x 0 ) is Gâteaux differentiable at x 0 in the directionx 0 .
Theorem 15. Suppose assumptions A1-A4 hold, and identify the derivative J ′ x by element j x ∈ W(0, τ ) * . Let u ∈ U ad , r ∈ K ad , and x = S(u, r; x 0 ). Also, let p(t), the adjoint trajectory state, satisfy
If x 0 is a worst initial condition over B V (R 2 ), then, there is a non-negative number µ such that
Proof. Define f (x 0 ) : 
Let L ′ x0 : V → R be the Gâteaux derivative of L(x 0 , λ) at x 0 . Identify L ′ x0 with an element l x0 ∈ V. Theorem 1.56 of [24] ensures that the worst initial condition satisfies for allx 0 ∈ V the conditions
In the following, an explicit expression for l x0 will be derived. First, the Gâteaux derivative of f (x 0 ) at x 0 along
This implies that the functional f ′ x0 : V → R can be identified with the element x 0 . The Gâteaux derivative of G(x 0 ) at x 0 alongx 0 is derived using the chain rule,
The functionals G ′ x0 : V → R and J ′ x : L 2 (0, τ ; X) → R can be identified with some elements g x0 ∈ V and j x ∈ L 2 (0, τ ; X), respectively. Then, equality (93) implies that
The adjoint operator S ′ * x0 will be derived. Let S ′ x0x 0 = q(t). Consider the inner-product
Using Proposition 14 and applying integration by parts yield
It follows that S ′ * x0 j x = p(0), and so g x0 = p(0).
Combining (92) and (97) yield
Substituting this in (91) yields
Sincex 0 ∈ V is arbitrary, the inequality condition (99) becomes an equality condition. This together with (91c) yields (88).
For linear systems with quadratic cost, the adjoint trajectory state satisfies p o (t) = Π(t)x o (t) where Π(t) solves (74). Consequently, the optimality condition p o (0) + µx 0 = 0 becomes
This implies that the worst initial condition is an eigenfunction of the operator Π(0).
VI. KURAMOTO-SIVASHINSKY EQUATION
For every actuator location r ∈ (0, 1), let the function b(·; r) be in C 1 [0, 1]. Consider the controlled Kuramoto-Sivashinsky equation with Dirichlet boundary conditions and initial condition w 0 (ξ) on ξ ∈ [0, 1] and some number λ
Define the state x(t) := w(·, t), the state space X := L 2 (0, 1). Let the state operator A : D(A)(⊂ X) → X be 
The state space representation of the model will then be (5) . The operator A : D(A) → X is a self-adjoint operator, is bounded from below, and has compact resolvent. According to Theorem [54, Theorem 32.1], A generates an analytic semigroup on X. Since the operator A is analytic on a Hilbert space, Theorem 4.1 in [53] ensures that this operator enjoys maximal parabolic regularity. Also, by Rellich-Kondrachov compact embedding theorem [63, Chapter 6] , the space D(A) is compactly embedded in X. The operator A is also associated with a form described in A2.
Substituting in (102), inside the limit becomes
Note that f ∈ H 1 0 (0, 1). Embedding H 1 0 (0, 1) ֒→ C[0, 1] means that f is a continuous function over [0, 1] . This implies that f f ξ is in L 2 (0, 1), thus
The lemma now follows from the uniqueness of Gâteaux derivative.
Note that D A (1/2, 2) = H 2 0 (0, 1) ֒→ V (see [64, Corollary 4.10] ). The operator F (·) : V → X is not however weakly continuous, and does not satisfy assumption B1 of [57] .
For all functions f and w in H 1 0 (0, 1) and g in H 1 (0, 1) ,
Performing integration by parts yields
The
In addition,
Also, define
Global stability of an uncontrolled KS equation has been studied extensively, see e.g. [50] , [49] , [65] , [66] . Theorem 2.1 of [49] proves that for λ < 4π 2 , the uncontrolled KS equation is globally exponentially stable. Proof of this theorem can be modified to ensure that there is solution to the controlled KS equation over [0, τ ] for all initial conditions in V. The following lemma ensures that for some parameters λ there is a solution to the KS equation for all initial conditions and inputs over arbitrary time intervals.
Lemma 17. Let λ < 4π 2 and σ(λ) be the smallest eigenvalue of −A. For all initial conditions w 0 ∈ V and inputs u ∈ L 2 (0, τ ), the strict solution to the KS system satisfies
Proof. Theorem 4 ensures that there is a solution w ∈ W(0, τ ) over [0, τ ] to the KS system with initial condition w 0 ∈ V and input u ∈ L 2 (0, τ ). Consider the Lyapunov function
Since Apply Young's inequality to the integral term, for every ǫ > 0,
Let ǫ = σ(λ). Taking an integral over [0, τ ] yields the desired inequality in the lemma.
Since the KS system satisfies assumptions A1-A5, Corollary 12 can be applied to obtain the optimality conditions. The cost function to be optimized is Denote by ν the unit outward normal vector field on ∂Ω. The class of nonlinear heat transfer models is, for actuator shape
Defining K = L 2 (Ω), a set of admissible actuator shapes is
The set K ad is compact in K with respect to the norm topology [63, Chapter 6] . Let X := L 2 (Ω), U := R, and the state x(t) := w(·, t). The operator A : D(A) → X is defined as
The (Ω). Assume that 1) F (ζ) is twice continuously differentiable over R; denote its derivatives by F ′ (ζ) and F ′′ (ζ); 2) there are numbers a 0 > 0 and b > 1/2 such that |F ′′ (ζ)| ≤ a 0 (1 + |ζ| b ).
Then F (·) is Gâteaux differentiable from V to X. The Gâteaux derivative of F (·) at w(ξ) in the direction f (ξ) is
It is straightforward to show that the operator F ′ w : V(⊂ X) → X is self-adjoint, i.e., Proof. Theorem 1 in [67] proves that the nonlinear equation in one spatial dimension is input-to-state stable. This lemma extends [67, Theorem 1] to two-spatial dimension. Using the same idea of proof, consider the Lyapunov function
The function E(t) is differentiable since w ∈ W 1,2 (0, τ ; X). Take the derivative of this function, substitute forẇ(ξ, t) from the heat equation, and perform integration by parts as followṡ E(t) =2 Ω w(ξ, t) (∆w(ξ, t) + F (w(ξ, t)) + r(ξ)u(t)) dξ =2 Γ w(ξ, t) ∂ w ∂ν (ξ, t)dξ − 2 Ω (∇w(ξ, t)) 2 dξ + 2 Ω w(ξ, t) (F (w(ξ, t)) + r(ξ)u(t)) dξ.
Apply the boundary conditions. Use Poincaré inequality and let c Ω be its constant. Also, use Young's inequality for all ǫ > 0Ė
Set ǫ = c Ω /2. Taking the integral over [0, τ ] of (124) then yields the desired inequality.
The nonlinear heat equation satisfies assumptions A1-A5, and thus, Corollary 12 can be applied to obtain the optimality conditions. The cost function to be optimized is
Letting 
VIII. CONCLUSION
Optimal actuator design for quasi-linear infinitedimensional systems with a parabolic linear part was considered in this paper. It was shown that the existence of an optimal control together with an optimal actuator design is guaranteed under natural assumptions. With additional assumptions of differentiability, first-order necessary optimality conditions were obtained. The theory was illustrated by application to the Kuramoto-Sivashinsky (KS) equation and nonlinear heat equations.
Current work is concerned with developing numerical methods for solution of the optimality equations. Extension of these problems to situations where the input operator is not bounded on the state space is also of interest.
