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There are many automation systems that are required to work under poor visual conditions, such as
auto-navigation in foggy or underwater environment. The low-visibility poses challenges for tra-
ditional feature modelling methods, which commonly contribute as a key component to such au-
tonomous systems. It can thus negatively impact the performance of those computing systems. For
example, the matching precision (matching quality) and the successfully identified matches (match-
ing quantity) can both drop dramatically in low-visibility. On the other hand, human vision system
can robustly identify visual features correctly despite the variations in lighting conditions. Inspired
by human knowledge of perceiving visual features, this paper presents a novel feature modelling so-
lution under poor visual conditions. Based on a color constancy enhanced illumination alignment, a
new concept called Superpixel Flow (SPF) is proposed to model the visual features in images. SPF
is generated considering the content motions across frame pairs, which make it easier to track across
frames compared with classic Superpixels. The matching is achieved by a cycle-labelling strategy us-
ing Markov Random Field (MRF) with energy functions composed according to human knowledge of
compare visual features. An outlier removal follows to further improve the matching accuracy. Com-
petitive performance is demonstrated in the experiments compared with state-of-the-art approaches.
1. Introduction
For many occasions, a computing system has to be oper-
ational in various low-visibility conditions, for example, in-
door human face analysis [1] with insufficient illuminations,
autonomous aerial vehicle driving [2] in a foggy weather,
small object detection [3], or underwater fish tracking [4].
The feature perception is a key component in those comput-
ing systems [5]. For most online systems, it is even more
crucial to establish feature correspondence between consec-
utive frames accurately and robustly for proper functionality.
However, in low-visibility conditions, the saliencies in the
visual images can be highly impaired, where the pixel-based
feature methods can fail easily, for example, in underwater
environment [6]. Such failures can pose negative impacts on
those computational tasks.
In the meanwhile, human can capture and identify ef-
fective visual features easily in various visibility conditions.
Inspired by such human knowledge of perceiving visual fea-
tures, this paper presents a reliable solution for feature mod-
elling with poor visual condition. Based on the color con-
stancy in human vision system, a new concept called Su-
perpixel Flow (SPF) is proposed to represent visual features
between consecutive video frames. The superpixel is origi-
nally used for image segmentation and known as one of the
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most promising representations of small regions in an image
[7]. It assumes that the pixels in a superpixel come from the
same projection of a small 3D planar patch. With this knowl-
edge, instead of analysing each single pixel, we propose SPF
as a higher-level feature descriptor, which considers a collec-
tion of pixels to describe the local salience. Feature corre-
spondence is achieved using Markov Random Field (MRF)
[8] as a labelling problem, where human knowledge in com-
paring two similar visual patches is employed. MRF acts
like a 2D version of Markov Chain, which describes a se-
quence of possible events where each event depends only on
the state attained in the previous event. An outlier removal
follows in the end of the pipeline to further refine the results.
The contributions of this paper are as follows:
1. An adaptive illumination alignment (IA) for low-
visibility frame-pair enhancement. Even for consecutive
frames in a same environment, the degradation of each
frame can vary. An IA will make the surface appearances
of those frames to be sufficiently close (aligned) inspired
by human vision system. This gives positive assistance for
extracting matchable features across frames.
2. A Superpixel Flow (SPF) generation algorithm, which
adaptively considers the motion state of image content ap-
peared in consecutive image pair. Compared to the tradi-
tional superpixel, the proposed SPF can effectively enhance
the trackability of contextual features in the frames.
3. A cycle-labelling based matching strategy with Markov
Random Field. The energy functions are designed inspired
by the principle of human visual perception.
4. An outlier removal using aGaussian distribution enhanced
randomly down sampling (RDS) strategy. Competitive re-
sults are demonstrated compared with several methods.
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Figure 1: Illustration of the work flow proposed in this paper.
The whole pipeline is illustrated in Fig. 1. The rest of the
paper is organized as follows: Section 2 discusses the exist-
ing researches in the related areas. Section 3 introduces the
IA. SPF is presented in Section 4. The MRF-based match-
ing is discussed in Section 5. Outlier removal is described in
Section 6. Section 7 demonstrates the experiments. Section
8 concludes the paper.
2. Related Work
Conventional approaches. Feature extraction andmatch-
ing have been two long studied issues for computing sys-
tems in many fields. For example, Narote et al.[9] discussed
the automatic lane detections by pixel-based features. How-
ever, the performance suffers from a lower accuracy due to
the low-visibilities caused by fog, rain or night-time. Up to
now, there are many popular pixel-based feature methods,
such as FAST, SIFT, SURT, ORB, and BRIEF among oth-
ers, that are still widely applied and demonstrating competi-
tive performance in visual tasks [10]. FAST (Features from
Accelerated Segment Test) was proposed in [11], and is still
one of the most popular feature extractors till now. BRIEF
(Binary Robust Independent Elementary Features) descrip-
tor [12] uses a binary-string based feature description and
a hamming-distance based matching. ORB was proposed
by Rublee et al.[13], and is still widely adopted in many
state-of-the-art computational systems. It utilizes the advan-
tages both from FAST and BRIEF to present a feature extrac-
tion and matching strategy with the robustness to scales and
in-plane rotations. BRISK (Binary Robust Invariant Scal-
able Keypoints) [14] was another feature method built upon
FAST and BRIEF. It was achieved by a different sampling
pattern fromORB for more robustness. More recently, Ma et
al.[15] presented a Feature-guided Gaussian mixture model
(FG-GMM) for image matching. It utilized SIFT [16] as the
feature detector and FG-GMM as the matcher. Encouraging
performance was concluded in their experiments compared
with a range of existing methods. However, all above pixel-
based feature methods can suffer from low qualities and low
quantities in the results when dealing with low-visibility im-
ages, which can significantly undermine the performance in
their applications. For example, the applications of the im-
age registration through pixel-based feature extraction and
matchingwere discussed in [17, 18]. Their experiments showed
that the conventional pixel-based methods such as SIFT [16]
and SURF [19] can easily fail when appliedwith low-visibilities.
Patch-based approaches. Meanwhile, higher-level so-
lutions, such as the one based on image patches, potentially
have higher performance in those scenarios since it analy-
ses a larger pixel collection rather than a single or only few
pixels for feature description. The image patches can be
obtained by either regular or irregular image grid. One of
the best known irregular image grids is achieved by super-
pixel. Recently, superpixel-based feature modelling draws
many attentions. However, most of the existing solutions are
only dedicated for rectified stereo matching with fine visual
conditions. They follow a fixed search path for each feature
correspondence, which is the horizontal line in the images.
They are also hard to achieve satisfying results for the low-
visibility videos. For example, Sunok et al.[20] presented
a superpixel-based feature augmentation for optimization-
based stereomatching. They imposed confidence spatial con-
sistency on the confidence estimation for extracted superpix-
els. However, their method was only designed for rectified
stereo images with fine visibilities, where the search path
is only along the scanning line. A patch matching method
for consecutive frames based on temporal superpixels was
presented in [21]. It utilized a coarse-to-fine strategy for su-
perpixel generation. Despite the encouraging performance,
their method was only designed for fine visibility. More-
over, they only considered 200 superpixels in a 240 × 160
image. Their superpixel generation thus can bemore compu-
tationally expensive in practical applications. Bian et al.[22]
presented a hybrid scheme that utilized a grid-based feature
matching solution. It employed standard ORB as the feature
detector and utilized the neighboring matching in a support
region to achieve feature correspondence for images with
small rotations. They concluded competitive performance
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Figure 2: Illumination Alignment (IA). (a) and (f) are of a same scene captured in different lighting conditions, and (k) is from
an underwater video. In each block of the figure, IA is applied on the 2nd image. The 3rd image is the difference between the
original (1st) and the illumination aligned (2nd) image, which represent the ambient illumination variations between two frames.
White balance correction is applied on the 4tℎ image. The 5tℎ image is the difference between the 1st and the 4tℎ image. It is
noticed from top two blocks that the illuminations are better aligned using IA (b and g) than using classic methods (d and i).
compared with several existing methods. However, their ap-
proach was only designed for images in clear visibilities.
Learning-based approaches. In the past few years, deep
learning-based approaches reveal their advantages in many
areas. Recently, the solutions from this category also try to
step their feet into the feature extraction and matching field.
For example, theMatchNet proposed byHan et al.[23] tasted
the feature matching using convolutional neural networks
(CNNs) for the first time in its kind. Their model mapped
the patches in the images to feature representations. A met-
ric network then mapped a pair of features to a similarity
for matching. Their patch-based matching targeted at stereo
matching, and encouraging performance were concluded in
their paper. Simo-Serra et al.[24] presented a deep convo-
lutional approach for feature description. It utilized a pair
of CNNs sharing the same weights for patch-wise feature
extraction using a Siamese network structure. Promising re-
sults were demonstrated. However, their model only took
the fix-sized patches, such as 64 × 64, as the input to ex-
tract descriptors. More recently, Gao et al.[25] presented a
Siamese Attentional Keypoint Network for visual tracking
problem and concluded high performance with fine visibil-
ity conditions. A new lightweight hourglass network was
proposed based on Siamese architecture. It also utilized the
dual-attention mechanism, which explored spatial and chan-
nel for a better semantic saliency tracking. Based on Long
Short-Term Memory (LSTM), Gao et al.[26] also presented
a hierarchical attentional model for visual tracking. Their
approach took full advantage of informative geometries and
semantics for the task along with the adaptation of varia-
tions in the target appearance. Experiments demonstrated
high performance of their method with data in clear vision.
Xu et al.[10] presented a scene-adaptive descriptor named
SAFT for visual SLAM related applications. It used FAST
[11] as the feature extractor and a Siamese-based structure as
similarity calculator. Their method still designed for images
with clear visibility.
Despite the encouraging performance demonstrated, the
practicalities of thosemethods still needs enhancements. The
performance highly relies on the preparations of the training
data. If the target has less or even no correlation with the
data distribution of the training samples, the performance
can be impaired. The feature modelling is a fundamental
component for many computing systems. The generality of
themethod should be high enough in order to cover the appli-
cations in some of the unexpected situations. This is unfor-
tunately difficult to accomplish with existing deep learning-
based approaches. Moreover, for some domains, especially
for low visibility situations, the structured training samples
of those low-visibility image are much less common, which
also present an obstruction to establish a deep learning-based
feature matching model for such scenario.
The proposed solution. To address those problems, in-
spired by human knowledge of perceiving features in limited
visual conditions, a SPF-based solution is proposed for fea-
ture matching between consecutive frames from low visibil-
ity videos. The frame pairs are not necessarily to be the rec-
tified stereo image pairs. The proposed method uses a cycle-
labelling strategy for matching with a pair of pre- and post-
processing, which provides additional robustness for appli-
cations in limited visual conditions.
3. Adaptive Illumination Alignment
The degradations in the visual data can negatively affect
the performance of the computational systems. Intuitively,
the proposed method uses a pre-processing directly on the
input data before the feature representation process. A color
constancy inspired Illumination Alignment (IA) is adopted
to alleviate the illumination variation across frames, which
exists since the ambient illuminations are never evenly dis-
tributed. For example, Fig. 2 (a) and (f) are captured in
a same scene, yet, the illuminations can vary. The color
constancy is achieved automatically in human vision sys-
tem, which enable us to distinguish true colors in various
visual conditions, such as low light, changes in illuminations
and many others. This is helpful to perceive constant colors
across frames. The first computational model for color con-
stancy is Retinex [27]. A Multi-Scaled Retinex with Color
Restoration (MSRCR) was then presented [28] with a color
correction step. It can suppress the color desaturation caused
by Retinex. Accordingly, the observed image can be decom-
posed as:
log[I(x, y)] = log[L(x, y)] + log[R(x, y)] (1)
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where I(x, y) denotes the pixel observation at a position of
(x, y). L is the luminance. It varies under different illumina-
tions. R refers to the reflectance standing for the true color
of a scene, which we need to extract. L can be approximated
by a Gaussian convolution on I according to Retinex. Multi-






R = ΣNscalei=1 wi[log[I] − log[H
(i) ∗ I]]








where wi is the weight, and H (i) is the Gaussian kernel
in the itℎ iteration standing for the different visual spectrum
frequency. The sum of all wi equals 1.0, which makes the
outputs natural-looking. According to our previous research
[29], three equal weights will be sufficient enough to produce
encouraging performance. MSR can handle more compli-
cated illuminative conditions in a wide range of spectrum.
For multi-channel images, MSR is performed for each chan-
nel individually. A color correction step is then applied to
make the image having a tone close to the original one:
{




R(i)MSRCR(x, y) = CiR
(i)(x, y)
, i ∈ {r, g, b} (3)
where Ci stands for the channel proportion over three chan-
nels of {r, g, b}, which should remain fixed.  and  are used
to maintain this channel proportion constancy. A global ad-
justment consisting of aGain (G) and anOffset (b) is utilized
to tackle the color shifting:
RMSRCR(x, y) = G[R(x, y) + b] (4)
IA aims at making two frames demonstrate the similar
tones. This provides helps for feature similarity measure-
ments in the following stages. The goal of IA is not to restore
the exactly true tones of the frames. It targets the tone align-
ment between two frames since the final objective is to find
the feature correspondence between frames. This process is
similar when human observes an object in two different illu-
mination environments. The parameters are thus adaptively
optimized based on this assumption, which makes the two
aligned frames demonstrate a similar texture appearance.
According to our previous studies [29],We find that smaller
 and  lead to a lower contrast, and smaller G leads to a
lower color dynamic range. For demonstrative purpose, we
employ 6.0 and 2.0 as initial values for  and  respectively
in our experiments. As the pixel values in each channel range
from 0 to 255, we find that the choice of 128 as the initializa-
tion for auto Gain/Offset (G/b) can lead to a higher perfor-
mance, which coincides with the conclusions from previous
studies [30, 31, 32]. Additionally, three scales NScale cor-
responding to large, medium and low spectrum frequencies
are adopted for the demonstrative purpose in the experiments
with equal weights wi for each scale. The i are initialized
using 10, 70 and 260 for three scale respectively.
Fig. 2 demonstrates the comparisons of our IA scheme
with the widely used white balance correction (WB). It is
noticed that the highlights (specularities) are still presented
near the fish belly with WB as shown in Fig. 2(n). It can
interfere the image texture analysis in many ways. The same
area, on the other hand, is better observed with IA applied as
shown in Fig. 2(l). Moreover, our method can greatly elimi-
nate illumination difference between two images, as demon-
strated in Fig. 2(c) and (h). The illumination difference how-
ever still persists with traditional method employed, as in
Fig. 2(d) and (i), which can negatively affect the following
feature matching. Our method can better align the variations
in image appearance as shown in Fig. 2(b) and (g).
4. Superpixel Flow Generation
The classic superpixel generation [7, 33, 34] is similar to
an image over-segmentation. A superpixel is considered as
a collection of image pixels having continuous depths. The
matched 2D features are supposed to be seated in the corre-
sponding matched superpixels. A robust superpixel gener-
ation can thus be helpful for feature matching when pixel-
based image saliencies are weakened. To this end, we pro-
pose a new superpixel algorithm called Superpixel Flow (SPF).
The generation of the SPF is achieved from a set of seeds
over the image. The pixels are clustered about these seeds
according to two types of the distances, a color distance dcolor
in LAB color space and a spatial distance dspatial. They are




dcolor +  ×
√
dspatial
 = (( Δx'compactness
) × ( Δy'compactness
))−1 (5)
where  adjusts the proportion between these two distances.
 is controlled by a hyperparameter 'compactness, which in-
dicates how spatially compact the generated superpixel is.
For demonstrative purpose, a 'compactness of 15 is adopted
in the experiments in this paper. Δx and Δy are the initial
seed intervals along x- and y-axis respectively. By finding
a smallest disttotal, the assignment of each image pixel to a
certain superpixel block (seed) can be determined.
In practice, the superpixels are generated differently with
different seed arrangements. The traditional superpixel gen-
erations employ a fixed seed arrangement for every image.
It makes the seeds seated at exactly the same coordinates in
the image plane for different frames. However, the content
moves across frames. Thus, the superpixel generated from
those seeds can differ across frames, which leads to two very
different sets of superpixels, as shown in Fig. 3(b). This dif-
ference adds more difficulties to the matching process.
To tackle this, the proposed method utilizes a new seed
arrangement scheme for superpixel generation. It firstly esti-
mates the contentmotionFcm between two consecutive frames,
and then spreads the seeds for those two frames based on
this Fcm. Fcm is calculated by k-means clustering on the top
of the optical flow field across two frames. Among many
other methods, a dominated optical flow cluster exported by
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Figure 3: The the comparisons between the proposed SPF and the traditional superpixel. (a) is a frame pair from a diving video;
(c) demonstrates the SPF seeds arranged by the proposed method with IA applied; (e) shows the generated SPF by the seeds
in (c); (b) illustrates the superpixel generated by SLIC; (d) is obtained by SLIC with IA applied; (f) and (g) are four magnified
regions (of a diver) in (d) and (b). It can be noticed that, compared to the traditional method, the proposed SPF can better
describe a stable feature collection when image content moves. Those stable features demonstrate similar visual appearances
across frames, which is helpful for matching. Even with IA applied, the traditional superpixel is still unable to retrive similar visual
blocks between two frame when content changes. The green lines in (c), (f) and (g) are the average content motion vector Fcm.
k-means clustering process can be used as a stable Fcm from
noisy data. The seed arrangement takes into account Fcm

















where Δx and Δy are the same as in (5). xcm and ycm are
x and y components of Fcm. Nsp is the superpixel number
in an image. Nsp affects the superpixel block size. If Nsp
is too small, the superpixel will be too large to describe a
perceptive region. If Nsp is too large, the superpixel will
be too small to be useful. For the demonstrative purpose, a
Nsp of 1200 is utilized as system initialization in the exper-
iments illustrated in this paper. A superpixel seed field can
be achieved by (6) as shown in Fig. 3(c left). As for the sec-
ond frame, the seeds shift along Fcm, as shown in Fig. 3(c
right). With the seeds arranged over the image planes, the
superpixel can be finally generated by clustering each pixel
about the seeds according to the distance formulated in (5).
Fig. 3(e) demonstrates the superpixels generated from these
two seed sets. Compared to the superpixel blocks generated
by traditional methods, the proposed SPF patches are much
easier to be matched across frames.
As shown in Fig. 3, since the seed arrangement considers
the content movement between two images, the superpixel
difference across frames is minimized. It keeps the geomet-
ric relationship between the seeds and image pixels remain-
ing as stable as possible when shifting frames. Additionally,
the square roots in (5) make the SPF generation more sensi-
tive in short spatial range with low visibility conditions.
5. Multi-Labelling For Matching
The goal of matching is to find two most similar super-
pixels as a matched feature pair in terms of color, size, and
neighbor-relationship. Fcm can also contribute to the match-
ing. The matching is achieved by a cycle-labelling strat-
egy. In the first round, the superpixel in the second frame is
treated as a Label (feature zlbl), and the superpixel from the
first frame is treated as an Index (feature zidx). The matching
process assigns Label zlbl to each Index zidx. In the second
round, the roles between zidx and zlbl are swapped, which
indicates that superpixel in the first frame is treated as a
zlbl assigned to the superpixel zidx from the second frame.
Only the cycle-matched superpixel pairs in two rounds are
selected as the final matching results. MRF is used for la-
belling process due to its advantage in dealingwith neighbor-
related problems. When two superpixel are matched, there
is a very high chance that their neighbors are also matched.
The energy function used in the labelling process con-
sists of a data cost CostD and a smoothness cost CostS , as
shown in (7). D(i) refers to an energy when an index super-
pixel z(i)idx is assigned with a label superpixel z
(i)
lbl. A better
matching leads to a lessD(i). S(i,j) indicates the error penal-
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  Figure 4: The demonstration of the similarities in neighboring
structure of matched superpixels. For example, green lines in
(a) and (b) indicate that for the two successfully matched su-
perpixels between (a) and (b), they both have five neighboring
superpixels with similar neighboring superpixel distances.
In human vision system, the cues such as colors, loca-
tions, and neighbors contribute more than others for feature
extractions. Accordingly, the matched superpixels can share
similarities in colors, block sizes, and neighbor structures.
The shifting directions of the image contents across frames
contribute to the matching as well. For example, in stereo
matching, the image contents shift in a direction parallel with
the scan lines, which restricts the matching along the hori-
zontal lines. D(i)(z(i)idx, z
(i)
lbl) is thus formed up as follows:
1. The average color of the superpixel block from CIELAB
color space are used as a color cost. CIELAB defines col-
ors using a three-dimensional look-up table. Each color is
represented by a tuple (l, a, b) for three channels. (l) is for
lightness. (a, b) corresponds two axis values of the color
table. Since IA is applied in prior, and the lightness vari-
ations are intended to be ignored, only a two-value tuple
(a, b) is used in color cost with a l2-normal distance:
D(i)color = ||(a, b)
(i)




2. Size cost is described using the pixel number of a super-
pixel block, as shown in (9). N (i)idx_pixel andN
(i)
lbl_pixel are the
pixel numbers for superpixel zidx and zlbl respectively. ||⋅||2







3. The penalties on the spatial information are also consid-
ered. There is a high chance that the matched superpixels
are positioned along a line parallel with Fcm. D
(i)
spatial is thus
constructed based on a cosine angle as shown in (10). dx
and dy are the distances between zidx and zlbl along x- and
y-axis respectively in image coordinate system. xcm and ycm
are two perpendicular components of Fcm.
D(i)spatial = 1 −
dx × xcm + dy × ycm
√




4. The neighbor structure is also considered forD(i), as shown
in (11),N (i)idx_nbr andN
(i)
lbl_nbr are the numbers of neighboring
superpixels of zidx and zlbl respectively. Matched superpix-
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(a) Epipolar constraint (b) Guassian mixture distribution 
Fig. 5. The epipolar constraint 
described by fundamental matrix.  
Fig. 6. The Gaussian mixture distribution 
for RDS. The yellow dots are the 
expectations of the Gaussian distributions. 
  
 
Figure 5: (a) Th epipolar c nstraint, which indicate th
matched features should be seated on a same epipolar plane;
(b) The Gaussian mixture distribution for Randomly-down-
sampling. The yellow dots are the distribution expectations.
D(i), as in (12). An additional label is added to the system




Smoothness cost brings penalties to a pair of label as-
signments for two neighboring superpixels, as shown in (7).
For consecutive frame pair, if two neighboring superpixels
z(i)lbl and z
(j)
lbl from one frame are matched with two superpix-
els z(i)idx and z
(j)





should have a similar distance between z(i)idx and z
(j)
idx. Based
on this assumption, S(i,j) provides additional constraints to
enhance the matching accuracy. As shown in (13), dist(⋅, ⋅)
gives a spatial distance, and || ⋅ ||2 is a l2-norm.








Thematching is obtained byminimizing the energy func-
tions. To reduce the processing time, parallel dynamic graph
cuts [35] is utilized to perform the energy minimization.
6. Outlier Removal
The proposed outlier removal strategy is based on a RDS
(Randomly Down-Sampling) process combined with the uti-
Algorithm 1: RDS-based Outlier Removal
Input: The initially matched feature setM (0)
Output: The optimal matching resultM (k)filtered
1 Estimate fundamental matrix F(0) based onM (0)
2 FilterM (0) using F(0) for a refinementM (0)filtered
3 Initialize iteration number k = 1
4 while Outlier number >threshold (10% of all pairs
for example) and k <threshold (10 for example) do
5 Randomly down-sampleM (k−1)filtered for a subset
M (k)RDS based on Gaussian mixture distribution
6 Estimate a new fundamental matrix F(k) from
setM (k)RDS in the k
th iteration. Filter the
matched pairs inM (k)RDS by F
(k) for a further
refinementM (k)filtered with fewer outliers
7 k++
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Figure 6: Samples of the matching results of the proposed method compared with other most popular methods up to now. Those
testing samples are extracted from videos in low visibility [36, 37, 38, 39]. For each block, we visually compare the proposed
method with other six standard feature methods composed of different feature detectors and descriptors. They demonstrate that
the proposed method can achieve high matching quality and high matching quantity simultaneously while standard methods have
difficulties dealing with low-visibilities.
lization of the fundamental matrix F. The correctly matched
feature pairs should satisfy the model described by this F.
The two matched 2D points from those two images are
presumably the projections from one 3D point in the space.
These two 2D points and their originating 3D point form up
a epipolar plane, as shown in Fig. 5(a). The intersections of
this plane with two images are the epipolar lines. They are
described by F. For example, if a 3D point in the space has
two projections on two images as x′ and x respectively, then:
x′TFx = 0 (14)
This enables F as a filter to refine the matching result.
In this paper, the superpixel seeds are adaptively adjusted
during the superpixel clustering process and are then used as
the feature centers. The filtering is an optimization process,
which finds the matched features by least errors. However,
the performance of this filter is still limited sinceF is initially
estimated base on the matched feature candidates that need
to be refined. To tackle this problem, a outlier filtering based
on an iterated RDS process is proposed as in Alg. 1.
Studies show that the outliers frequently occur around
the image borders due to the occlusions or the camera distor-
tion. A Gaussian mixture distribution enhanced RDS helps
to collect more pairs near the image center. In our imple-
mentation, the mean of the main Gaussian distribution with
the standard deviation of 70 is seated at the image center.
Other four additional Gaussian distributions seated by the
image corners with a larger standard deviation of 80 . They
are used to sample more data, as shown in Fig. 5(b).
7. Experiments
7.1. Experiment methods
To demonstrate the matching performance, the experi-
ments use frame pairs extracted from a range of the uncon-
strained low-visibility videos. They are publicly accessible
on websites. The testing data are all scaled to VGA sizes for
the comparisons. Our method is compared with the state-
of-the-art methods, which are still the most popular feature
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Table 1
Feature Matching Comparisons.
Note that the numbers of successfully matched pairs by the proposed method are in the unit of superpixel. Each frame contains around 250 pixels in 








TABLE II.  FEATURE MATCHING COMPARISONS 
Feature Matching 
Methods 
Average Accuracy Rate 
with [Number of Matched Pairs] in square brackets 
Experiment (a) Experiment (b) Experiment (c) Experiment (d) 
Proposed Method  0.98 [565] 0.99 [461] 0.98 [475] 0.98 [719] 
Without IA 0.89 [18] 0.87 [16] 0.81 [23] 0.97 [61] 
Without Outlier Removal 0.71 [867] 0.61 [1511] 0.52 [731] 0.70 [1069] 
Standard Methods 
Without IA With IA Without IA With IA Without IA With IA Without IA With IA 
Detectors Descriptors 
Harris 
Sift 0.68 [566] 0.62 [544] 0.95 [120] 0.91 [161] 0.94 [96] 0.96 [49] 0.64 [82] 0.78 [91] 
Surf 0.04 [566] 0.03 [544] 0.78 [120] 0.62 [161] 0.30 [96] 0.27 [49] 0.17 [82] 0.13 [91] 
Brief 0.62 [410] 0.62 [420] 0.00 [3] 0.83 [18] 0.92 [91] 0.95 [39] 0.85 [77] 0.83 [84] 
Orb 0.53 [833] 0.53 [408] 0.00 [3] 0.57 [14] 0.91 [91] 0.89 [38] 0.67 [76] 0.86 [83] 
Brisk 0.48 [507] 0.41 [490] 0.94 [53] 0.84 [76] 0.90 [94] 0.91 [46] 0.63 [79] 0.69 [87] 
Freak 0.08 [449] 0.47 [440] 0.00 [4] 0.41 [24] 0.10 [92] 0.22 [41] 0.20 [79] 0.18 [87] 
Sift 
Sift 0.66 [312] 0.46 [1302] 0.73 [73] 0.59 [348] 0.78 [196] 0.59 [368] 0.38 [91] 0.57 [227] 
Surf 0.31 [312] 0.04 [1302] 0.52 [73] 0.46 [348] 0.63 [196] 0.43 [368] 0.26 [91] 0.45 [227] 
Brief 0.81 [242] 0.58 [1045] 0.00 [9] 0.60 [151] 0.81 [179] 0.72 [318] 0.79 [88] 0.71 [217] 
Orb 0.00 [0] 0.00 [0] 0.00 [0] 0.00 [0] 0.00 [0] 0.00 [0] 0.00 [0] 0.00 [0] 
Brisk 0.59 [280] 0.30 [1186] 0.44 [29] 0.56 [240] 0.66 [186] 0.54 [339] 0.31 [89] 0.00 [220] 
Freak 0.07 [238] 0.03 [1040] 0.00 [12] 0.12 [177] 0.08 [175] 0.06 [315] 0.24 [87] 0.09 [213] 
Surf 
Sift 0.68 [927] 0.58 [1842] 0.74 [158] 0.61 [441] 0.73 [737] 0.65 [1291] 0.72 [334] 0.70 [749] 
Surf 0.62 [927] 0.47 [1842] 0.77 [158] 0.65 [441] 0.72 [737] 0.64 [1291] 0.74 [334] 0.68 [749] 
Brief 0.71 [848] 0.56 [1658] 0.71 [105] 0.67 [343] 0.74 [709] 0.67 [1192] 0.76 [329] 0.73 [721] 
Orb 0.23 [825] 0.24 [1626] 0.66 [96] 0.48 [322] 0.57 [704] 0.42 [1176] 0.62 [327] 0.49 [710] 
Brisk 0.59 [756] 0.45 [1519] 0.69 [81] 0.61 [282] 0.73 [641] 0.60 [1052] 0.72 [280] 0.64 [632] 
Freak 0.03 [482] 0.03 [1035] 0.31 [29] 0.11 [129] 0.05 [464] 0.04 [712] 0.07 [215] 0.00 [462] 
Orb 
Sift 0.74 [481] 0.65 [500] 0.90 [21] 0.62 [292] 0.77 [496] 0.78 [500] 0.78 [350] 0.70 [498] 
Surf 0.82 [481] 0.75 [500] 0.95 [21] 0.76 [292] 0.89 [496] 0.87 [500] 0.88 [350] 0.85 [498] 
Brief 0.86 [481] 0.88 [500] 0.85 [21] 0.72 [292] 0.92 [496] 0.90 [500] 0.92 [350] 0.89 [498] 
Orb 0.63 [481] 0.56 [500] 0.95 [21] 0.59 [292] 0.76 [496] 0.77 [500] 0.78 [350] 0.66 [498] 
Brisk 0.83 [265] 0.75 [318] 0.53 [13] 0.67 [139] 0.85 [424] 0.89 [403] 0.91 [283] 0.80 [407] 
Freak 0.21 [52] 0.21 [96] 0.00 [5] 0.42 [31] 0.08 [212] 0.10 [193] 0.26 [101] 0.17 [144] 
Fast 
Sift 0.78 [634] 0.71 [2512] 0.82 [369] 0.85 [1056] 0.85 [332] 0.80 [830] 0.85 [123] 0.75 [367] 
Surf 0.06 [634] 0.02 [2512] 0.57 [369] 0.43 [1056] 0.55 [332] 0.20 [830] 0.17 [123] 0.25 [367] 
Brief 0.65 [501] 0.50 [1870] 0.61 [102] 0.71 [486] 0.81 [300] 0.72 [633] 0.78 [114] 0.70 [344] 
Orb 0.55 [479] 0.34 [1799] 0.66 [89] 0.63 [445] 0.82 [296] 0.67 [607] 0.67 [113] 0.59 [342] 
Brisk 0.48 [589] 0.28 [2276] 0.70 [218] 0.67 [772] 0.75 [319] 0.56 [747] 0.63 [118] 0.57 [358] 
Freak 0.06 [530] 0.02 [1983] 0.14 [126] 0.08 [558] 0.04 [307] 0.04 [681] 0.10 [116] 0.09 [350] 
Brisk 
Sift 0.33 [53] 0.26 [155] 0.00 [1] 0.39 [36] 0.42 [59] 0.53 [93] 0.76 [76] 0.70 [115] 
Surf 0.35 [53] 0.08 [155] 0.00 [1] 0.22 [36] 0.45 [59] 0.26 [93] 0.28 [76] 0.27 [115] 
Brief 0.48 [52] 0.24 [153] 0.00 [1] 0.58 [33] 0.62 [58] 0.53 [91] 0.72 [74] 0.69 [113] 
Orb 0.19 [52] 0.12 [150] 0.00 [1] 0.27 [30] 0.39 [58] 0.35 [91] 0.16 [73] 0.45 [111] 
Brisk 0.43 [53] 0.11 [155] 0.00 [1] 0.36 [36] 0.33 [59] 0.45 [93] 0.56 [76] 0.52 [115] 
Freak 0.37 [27] 0.13 [80] 0.00 [1] 0.37 [19] 0.27 [43] 0.14 [71] 0.19 [67] 0.14 [98] 
CenSurE 
Sift 0.94 [17] 0.81 [91] 0.00 [0] 0.00 [6] 0.92 [25] 0.75 [87] 0.00 [2] 0.54 [13] 
Surf 0.47 [17] 0.33 [91] 0.00 [0] 0.00 [6] 0.72 [25] 0.52 [87] 0.00 [2] 0.54 [13] 
Brief 0.94 [17] 0.75 [91] 0.00 [0] 0.00 [6] 0.92 [25] 0.54 [87] 0.00 [2] 0.54 [13] 
Orb 0.94 [17] 0.71 [91] 0.00 [0] 0.00 [6] 0.88 [25] 0.64 [87] 0.00 [2] 0.54 [13] 
Brisk 0.47 [17] 0.70 [91] 0.00 [0] 0.00 [6] 0.92 [25] 0.72 [87] 0.00 [2] 0.54 [13] 
Freak 0.94 [17] 0.12 [90] 0.00 [0] 0.00 [6] 0.40 [25] 0.13 [83] 0.00 [2] 0.54 [13] 
Note that the numbers of successfully matched pairs by the proposed method are in the unit of superpixel. Each superpixel contains around 250 pixels in 
average. The number of successfully matched pairs by existing feature approaches are in the unit of pixel. Each frame contains around 230400. 
 
solutions up to now [10]. They are composed of 42 differ-
ent combinations from 7 standard detectors (HARRIS [41],
SIFT [16], SURF [19], ORB [13], FAST [11], BRISK [14],
CenSurE [42]) and 6 standard descriptors (SIFT, SURF,ORB,
BRIEF, BRISK, FREAK [43]). They are still widely and
deeply adopted in various applications, and achieving promis-
ing performance in today’s industrial tasks. For compara-
tive purpose, the proposed method and the rest existing al-
gorithms are all implemented using C++ on a i7 CPU with
a 8GB memory. The computations are based on CPU only.
Since it is very hard to find a low-visibility video dataset
dedicated for feature matching researches, the experiments
are conducted on a series low-visibility videos collected from
a range of open sources, such as publicly available videos
from youtube, oceanology originations, andmany other sources
including the dataset of Tasmania O’Hara 7 1 provided by
the ACFR’s (Australian Centre for Field Robotics) marine
robotics group [44]. Those videos are much closer to the
real scenarios with limited visual conditions. Samples are
shown in Fig. 6. As it can be seen, the images suffer from
low contrast, loss of color, noisy and blurring. They lead to
degradations in the images, which can compromise the tra-
ditional feature matching performance.
The ground truth for the experiments are calculatedman-
ually. We annotate about 30 pair of 2D correspondences
across testing frames manually, and estimate a fundamental
matrix accordingly. This fundamental matrix is then used as
a ground truth model to check the matching accuracies.
1http://marine.acfr.usyd.edu.au/datasets/
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COMPARISONS OF THE PROCESSING TIME FOR FEATURE MATCHING 
Feature Matching 
Methods 
Processing Time (Sec) 
Experiment (a) Experiment (b) Experiment (c) Experiment (d) 
Proposed Method  
in This Paper 
0.036 0.040 0.045 0.039 
Standard Methods a 
with the Detector of 
Processing Time (Sec) 
Harris 37.026 [Orb] ~ 45.191 [Sift] 28.017 [Freak] ~ 35.381 [Sift] 27.145 [Sift] ~ 28.213 [Brief] 27.679 [Surf] ~ 33.367 [Sift] 
Sift 1.132 [Brisk] ~ 2.468 [Sift] 0.782 [Brisk] ~ 1.529 [Sift] 1.221 [Brisk] ~ 3.039 [Sift] 0.803 [Brisk] ~ 1.589 [Sift] 
Surf 0.491 [Brisk] ~ 13.008 [Sift] 0.258 [Brief] ~ 2.430 [Sift] 0.529 [Orb] ~ 18.571 [Sift] 0.279 [Brisk] ~ 4.993 [Sift] 
Orb 0.062 [Brisk] ~ 5.210 [Sift] 0.025 [Brisk] ~ 0.714 [Sift] 0.096 [Brisk] ~ 5.187 [Sift] 0.050 [Brisk] ~ 4.114 [Sift] 
Fast 0.057 [Orb] ~ 1.647 [Sift] 0.024 [Orb] ~ 1.064 [Sift] 0.798 [Orb] ~ 10.431 [Sift] 0.015 [Brisk] ~ 0.407 [Sift] 
Brisk 0.051 [Brisk] ~ 0.470 [Sift] 0.028 [Brisk] ~ 0.113 [Freak] 0.118 [Brisk] ~ 2.389 [Sift] 0.036 [Brisk] ~ 0.700 [Sift] 
CenSurE 0.084 [Surf] ~ 0.322 [Sift] — 0.053 [Brisk] ~ 0.485 [Sift] 0.052 [Brisk] ~ 0.188 [Sift] 
a The name of the descriptor is in the square brackets right after its processing time.
TABLE III 
COMPARISONS OF THE PROCESSING TIME FOR FEATURE MATCHING 
Feature Matching 
Methods 
Processing Time (Sec) 
Experiment (a) Experiment (b) Experiment (c) Experiment (d) 













Harris 37.026 [Orb] ~ 45.191 [Sift] 28.017 [Freak] ~ 35.381 [Sift] 27.145 [Sift] ~ 28.213 [Brief] 27.679 [Surf] ~ 33.367 [Sift] 
Sift 1.132 [Brisk] ~ 2.468 [Sift] 0.782 [Brisk] ~ 1.529 [Sift] 1.221 [Brisk] ~ 3.039 [Sift] 0.803 [Brisk] ~ 1.589 [Sift] 
Surf 0.491 [Brisk] ~ 13.008 [Sift] 0.258 [Brief] ~ 2.430 [Sift] 0.529 [Orb] ~ 18.571 [Sift] 0.279 [Brisk] ~ 4.993 [Sift] 
Orb 0.062 [Brisk] ~ 5.210 [Sift] 0.025 [Brisk] ~ 0.714 [Sift] 0.096 [Brisk] ~ 5.187 [Sift] 0.050 [Brisk] ~ 4.114 [Sift] 
Fast 0.057 [Orb] ~ 1.647 [Sift] 0.024 [Orb] ~ 1.064 [Sift] 0.798 [Orb] ~ 10.431 [Sift] 0.015 [Brisk] ~ 0.407 [Sift] 
Brisk 0.051 [Brisk] ~ 0.470 [Sift] 0.028 [Brisk] ~ 0.113 [Freak] 0.118 [Brisk] ~ 2.389 [Sift] 0.036 [Brisk] ~ 0.700 [Sift] 
CenSurE 0.084 [Surf] ~ 0.322 [Sift] — 0.053 [Brisk] ~ 0.485 [Sift] 0.052 [Brisk] ~ 0.188 [Sift] 
a The name of the descriptor is in the square brackets right after its processing time. 




Fig. 9. Additional experiment results for the performance comparisons with existing methods (Harris, SIFT, SURF, ORB, FAST, BRISK, Bian \etal 





































































Figure 7: Additional experiment results for the performance comparisons with existing methods (Harris, SIFT, SURF, ORB, FAST,
BRISK, Bian et al.[22], Ma et al.[15], and Zhang et al.[40]), in terms of the matching Precision and matching Effectiveness.
7.2. Evaluations and comparisons
Table 1 illustrates the matching accuracies and matched
feature numbers by the proposed method and the existing
methods. As visually demonstrated in Fig. 6, the accurately
matched features by the traditional methods are mainly scat-
tered around the brighter parts of the images, where good
visibilities exist. The SPF-basedmethod spreads thematched
features all over the image.
In the experiments, thematching accuracies and thematched
feature numbers can hardly achieve acceptable performance
at the same time by the traditional methods. Moreover, nei-
ther of these can be of good results most of the time. For
example, The best performance on matched feature num-
ber by the traditional methods reaches 927, however, with
an accuracy of 68%, as shown in Fig. 6(3). Furthermore,
the matched pixel number of this method drops dramatically
for other testing data. Its performance lacks robustness. We
also test the traditional methods with IA adopted. However,
since IA further removes the illuminative variations (pixel
saliencies), the performance of the traditional methods can
even drop, as shown in Table 1.
The matching accuracies of the SPF-based method are
stably occupied by the high performances. Moreover, the
matched feature numbers are in the unit of superpixel, which
contain around 250 pixels in each under our configuration.
Each matched superpixel pair can provide tens or hundreds
of matched pixels easily. The results by the existing methods
are in the unit of pixel. There are around 900 superpixels in
a frame, while more than 230400 pixels in the same image.
The matched superpixel number is more efficient.
To fully demonstrate the performance of each compo-
nents of the proposed method, experiments are also con-
ducted both with and without IA and outlier removal steps.
The standard methods highly rely on the clearness of the
image saliencies such as the edges or corners. For images
in low visibility, those saliencies are heavily weakened due
to the image degradations such as blurring, loss of contrast
or reduced visual distance. With IA applied, as it can ob-
served in Table 1, the numbers of matched pairs using stan-
dard methods significantly increase, which means IA can
effectively enhance the feature extraction. However, since
IA introduces non-linear color correction on top of the low-
visibility images, the feature description calculation that re-
lies on the pixel-level local intensity distribution can be less
stable when IA is applied. On the other hand, the proposed
method analyses a much larger pixel patch, where illumina-
tion aligned color information can positively contribute to
the feature matching results.
The computational cost of the proposed method is rea-
sonable based on an Intel I7 quad-core 3.4 GHz mobile CPU
on a laptop. As shown in Table 2, the average time consump-
tion of the proposed method is around 40 ms thanks to par-
allel dynamic processing [35]. The standard methods have
a less stable processing time since the feature candidates are
quite few in the low-visibility image for some cases. Addi-
tionally, the processing time by traditional methods can in-
crease even faster for higher-resolution images.
Fig. 7 presents more performance comparisons in terms
of the matching precision (quality) and matching effective-
ness (quantity). The matching precision and effectiveness
follow the metrics formulated in (15) and (16). The effec-
tiveness is calculated with the unit in Pixel or in Superpixel
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All Pixel/Superpixel Point in image
(16)
The testing data are provided byACFR’smarine robotics
group [44]. It is noticed that most existing methods have
difficulties to achieve high matching quality and high match-
ing quantity simultaneously, while our method acquires high
performance for both metrics.
8. Conclusion
This paper presents a solution tomodel features for frame
pairs in low-visibility, where standard methods can fail eas-
ily. The frame pairs are not necessarily to be the rectified
stereo image pairs. This makes the proposed method more
flexible than existing ones. SPF is proposed to describe high-
level visual features in images. It can significantly enhance
the feature perception in poor visual conditions compared to
the existing approaches. With the adoption of IA inspired
by human vision system for visual sensing in low-visibility,
the illuminative variance can be extensively alleviated. The
energy functions composed according to human knowledge
of comparing visual features, collaborate with a graphcut-
based energy minimization scheme to find the feature cor-
respondence across frames. A cycle-labelling strategy pro-
duces higher accuracy and robustness in the results. Since
the matched superpixels cannot be identically the same, the
proposed MRF-based matching aims at identifying the most
similar superpixel pairs, which is proven to be a better solu-
tion according to the experiments. An outlier removal com-
ponent follows to further improve the performance. As il-
lustrated in the experiments, the proposed solution demon-
strates a competitive performance compared to a range of
most popular approaches that are still widely used today in
practice.
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