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Notations and abbreviations 
 
 
Notations 
  sampling point x approximation function of semi-variogram in x direction 
ˆx  estimated value of semi-variogram from measurements in x direction 
z  approximation function of semi-variogram in z direction 
ˆz  estimated value of semi-variogram from measurements in z direction 
x separation distances of data in x direction 
x  difference value of distance between x and x’ 
z separation distances of data in z direction 
r  random variable which follows standard normal distribution N(0,1): error term j  random variable which follows standard normal distribution N(0,1): error term   parameter to control density function 
  Lagrange multiplier   weights of linear combinations  , ; , ; ,x x y y z z      indicates autocorrelation function 
σ  standard deviation 
2
b   priori variance of random function B 
 2 ,K x z   squared residual between true function value b and estimated value b* 
v0  total overburden stress 
0v    effective overburden stress 
   cumulative standard normal distribution function 
a  net area ratio 
amax  peak ground acceleration of dam 
a0, a1, a2, a3, a4, and 
a5 approximation coefficients of mean function 
Ac  cross-sectional area of base of cone 
An  cross-sectional area of load cell or shaft 
 1 2, ,..., MB B B   measured data: random variables 
b(x,z)   realization of random variable B which expresses soil properties 
b*   estimated value by kriging 
b(l)(x,z)  lth realization of random function B without conditioning 
b*(l)(x,z)  kriged estimation using the simulated values of b(l)(x,z) at sampling points 
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b  sample value of random function B at point  
 ( )c ,lb x z   realization of conditional simulation 
 C   covariance function 
C  M×M covariance matrix 
ijC     i-j component of covariance matrix 
C0x  parameter used for nugget effect in x direction 
C0z  parameter used for the nugget effect in z direction 
C1x  parameter used to express shape of semi-variogram function in x direction 
C1z  parameter used to express shape of semi-variogram function in z direction 
D difference value defined as MD R T   
DH  
difference value calculated from upper threshold value defined as 
   , ,H H MD x z T R x z   
DL  
difference value calculated from lower threshold value defined as 
   , ,L M LD x z R x z T   
Dx 
 
number of combinations of    k k i jU x U x x x    in which i jx x  
mean separation distances in x direction  
Dz 
 
number of combinations of    k k i jU z U z z z    in which i jz z  mean 
separation distances in z direction  
D50 mass median diameter 
 ,E x z  mean value calculated from realizations of random field of RG 
f  normalized variable of S as f = (S-m)/ to remove trend 
f' realization of conditional simulation of normalized variable 
 f  probability density function 
f'H  
vector of conditional simulation realizations of normalized variable of high 
group 
f'L  
vector of conditional simulation realizations of normalized variable of low 
group 
f'M  
vector of conditional simulation realizations of normalized variable of middle 
group 
fs measured sleeve friction 
F() cumulative distribution function of standardized variable f  
Fc fines content 
FcIc fines content obtained from Ic  
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FL  liquefaction resistance factor 
FR normalized friction ratio 
g() function between Pf and FL 
H seismic hazard curve over next 50 years at top of dam 
Ic soil behavior type index 
K number of unknown parameters included in equation  
l correlation distance 
lx correlation lengths for x direction 
lz correlation lengths for z direction 
L dynamic load 
 L  likelihood function 
Lx horizontal length of site investigation at studied site 
 , ,m x y z  mean function 
mt=(m1,m2,...,mM) indicates mean vector of random function St=(S1,S2,...,SM) 
M number of test points 
n number of sample points used for interpolation 
Na corrected N-value including effects of particle size distribution 
Nc N-values calculated from results of cone penetration test (CPT) 
Nx number of combinations of    i ib x dx b x     
Ne nugget effect parameter 
NHOB number of measured data included in high group 
NHSIM 
 
number of locations selected from simulation results of high group for 
re-composition 
NLOB number of measured data classified in low group 
NLSIM 
 
number of locations selected from simulation results of low group for 
re-composition 
NMSIM 
 
number of locations selected from simulation results of middle group for 
re-composition 
NOB total number of measured data 
Nr number of prediction targets 
NSIM number of evaluated locations in re-composition 
NSPT  N-value obtained from standard penetration test (SPT): N-value 
NSWS N-value obtained from Swedish weight sounding (SWS) 
NT total number of evaluated points in conditional simulation 
N1 converted N-value as effective overburden stress equivalent to 100 kPa 
 v 
 
Pf liquefaction probability 
PfE  expected value for liquefaction probability 
 maxfEP a  spatial average of PfE 
50fEP  liquefaction probability over next 50 years 
50fEP  liquefaction probability of whole dam over next 50 years  
PH assembly ratio of high group for re-composition 
PL  assembly ratio of low group for re-composition 
qc measured cone resistance 
qn normalized cone penetration resistance 
qt corrected cone resistance 
Qt normalized CPT penetration resistance 
rd reduction factor 
R liquefaction resistance 
RG vector of simulated results for re-composition of three groups 
RH vector of Nc obtained from conditional simulation of high group 
RL vector of Nc obtained from conditional simulation of low group 
RM vector of Nc obtained from conditional simulation of middle group 
st= (s1,s2,...,sM) realization of random vector St= (S1,S2,...,SM) 
su  undrained shear strength 
 ,SD x z  standard deviation calculated from realizations of random field of RG 
St= (S1,S2,..., SM) random vector of random variable S 
t iteration number of simulation 
T threshold value 
TH threshold value between high group and middle group 
TL threshold value between middle group and low group 
u  pore water pressure 
u2 pore water pressure measured at cylindrical extension part of cone: u=u2 
 , ,v x y z  variance function 
w standardized residual 
x  real number in horizontal coordinate 
 , ,x y zX  function of special location 
y other horizontal coordinate: y is perpendicular to embankment axis 
Y standardized variable of normalized variable f 
Y' realization of conditional simulation of standardized variable 
YH vector of standardized variable, Y, of high group 
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Y'H  
vector of conditional simulation realizations of standardized variable of high 
group 
YL vector of standardized variable, Y, of low group 
Y'L  
vector of conditional simulation realizations of standardized variable of low 
group 
YM vector of standardized variable, Y, of middle group 
Y'M  
vector of conditional simulation realizations of standardized variable of middle 
group 
z  vertical coordinate 
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CPT Cone Penetration Test 
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ISO International Organization for Standardization 
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Chapter 1  
Introduction 
 
 
Chapter 1 consists of three parts. First, the background and objectives of this thesis are 
described. Second, the past literary works related to the topics of this thesis are 
summarized. Third, the composition of this thesis is presented. 
 
 
1.1 Background and objectives 
 
In the design of geotechnical structures, the uncertainties included in the soil properties 
have not been explicitly introduced into the design as numerical values; and thus, the 
deterministic values for the design of these structures have been decided based on the 
judgment of engineers. Nowadays, however, the reliability-based design (RBD) method 
is applied to obtain a realistic response using analytical models and to discuss 
economical designs. The RBD method quantitatively addresses heterogeneity and the 
uncertainties of the material properties and external forces. In the International 
Organization for Standardization (ISO) and Specifications for Highway Bridges, the 
uncertainties of the load and the material properties are beginning to be taken into 
account, as presented by Phoon and Retief (2016) and the Japan Road Association 
(2017). Similar discussions are also being conducted in the fields of irrigation, drainage 
and rural engineering (Murakami et al., 2009a; Murakami et al., 2009b). 
 
Fig. 1.1 Concept of sequence of uncertainties incorporated into the RBD of 
geotechnical structures (partially modified figure of Honjo, 2011) 
 
Real
ground
Model
ground
Design
use
ground
Design
result
Measurement
error
Spatial variability Transformation
error
Modeling
error
Load
uncertainty
Statistical estimation
error
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 In recent years, foundation disasters have occurred frequently. For example, a 
river dike collapsed due to heavy rain when a piping phenomenon arose inside the dike. 
Also, a geotechnical structure failed due to liquefaction inside the structure. It is 
necessary, therefore, to perform a numerical analysis, in advance, considering complex 
factors, such as rainfall and earthquakes, the soil properties, etc., in order to prepare for 
heavy rain events, which have been increasing due to global warming, and huge 
earthquakes, which are both of great concern. In addition, in order to evaluate the points 
where these disasters are likely to occur, an analysis of the complex factors is required. 
A model to evaluate the ground in detail would play an important role in making sure 
that this type of sophisticated analysis will function effectively. However, the design of 
geotechnical structures generally includes many kinds of unavoidable uncertainties of 
the soil, and a modeling method to properly treat these uncertainties is necessary for 
obtaining results that reflect the actual situations. 
 Honjo and Otake (2012) indicated that the four main uncertainties which 
should be considered in the reliability-based design of geotechnical structures are (1) 
spatial variability of the soil properties, (2) statistical errors within estimations caused 
by determining the values of the soil properties from limited investigations, (3) 
transformation errors caused by converting the measured data into the soil properties in 
question for a design, and (4) modeling errors accompanying the calculation model. 
Honjo (2011) presented an example of the sequence of uncertainties incorporated into 
the RBD of geotechnical structures, as shown in Fig. 1.1. In addition, Baecher and 
Christian (2003) stated that the uncertainties in geotechnical engineering can be 
categorized into two types, namely, aleatory and epistemic. Aleatory means random 
uncertainty, like throwing dice, while epistemic implies uncertainty due to a limitation 
of knowledge, for example, playing card games like poker. Among the four main 
uncertainties in geotechnical engineering, (1) spatial variability of the soil properties 
inside grounds is classified as aleatory, and the others are classified as epistemic. 
Outlines of the four main uncertainties and of the past studies related to them are given 
below. 
 First, the spatial variability of the soil properties primarily results from the 
natural geologic processes that are produced and continually modify the in-situ soil 
masses. This uncertainty is modeled based on the random field theory in the RBD of 
geotechnical engineering. A random variable, which is a function of one variable, for 
instance, time, is called a random process. A variable which is a function of several 
variables, for example, spatial coordinates, is called a random field. The soil properties 
are determined by themselves and already exist at each location. However, due to 
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epistemic uncertainties, they are modeled using the random field theory for convenience. 
This theory simplifies and idealizes the problems. There is a vast amount of literature on 
this topic. Lumb (1966, 1974) conducted one of the first studies; it introduced the 
formal random process to geotechnical engineering. Vanmarcke (1977, 1983) 
introduced the systematic random field theory. 
 Second, due to the limited amount of measured samples obtained from on-site 
investigations, the sample statistics, for instance, the sample mean and the sample 
variance, which are used to estimate the population parameters of the ground, include 
statistical estimation errors. The errors decrease along with the increase in the number 
of samples. In evaluating statistical estimation errors, Honjo and Setiawan (2007) and 
Honjo (2008) pointed out that it is important to distinguish “general estimation” and 
“local estimation”. In a general estimation, the relative positions of the location under 
investigation and the location of the structure to be built are not taken into account in 
the estimation of the soil parameters. In a local estimation, however, the relative 
positions of these two locations are taken into account in the estimation. Honjo and 
Setiawan (2007) presented a formulation for these two cases for a particular situation, 
and compared the results of their proposed method with those of the traditional 
statistical theory. Honjo (2008) discussed this problem with an illustrative example, 
namely, the determination of the characteristic values of the soil parameters in design 
codes. 
 Third, errors associated with the conversion of the measured soil properties by 
a soil investigation to the geotechnical parameters to be used in the design calculation 
are termed transformation errors. For example, the N-value can be utilized to estimate 
the friction angle and Young's modulus. Kulhawy and Mayne (1990) gave a 
comprehensive reference for this problem including a considerable amount of 
quantitative information. Moreover, Otake and Honjo (2014) comprehensively 
summarized the errors in the conversion formulas used in the design codes in Japan. 
 Lastly, design calculation model errors are caused by the prediction capabilities 
of simplified and idealized design calculation models against the real phenomena. In 
geotechnical engineering, tests and experiments on as-large-as-real-structure scales (e.g., 
pile load tests, plate loading tests, etc.) are commonly performed, and several cases of 
failure are available for reference especially on earth structures, such as embankments, 
cut slopes, and excavations. These facts make it easier to quantitatively evaluate the 
model errors in the design of geotechnical structures. For example, Matsuo and Asaoka 
(1976) analyzed failed embankments on soft grounds by adding the error term to 
evaluate the factor of safety, and the modeling error was quantitatively evaluated. 
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 From the above sources, it is the physical uncertainty that will mainly be 
discussed here. Since the stability of geotechnical structures is related to the spatial 
variability of the soil properties, evaluations of the spatial variability of the soil 
properties are important. In the design of geotechnical structures, addressing the 
uncertainties especially of the spatial variability of the soil properties, in order to 
evaluate the stability of structures, could be useful for decision-making. 
 In this thesis, particular focus is placed on earth-fill dams. Based on an 
evaluation of the spatial variability of the soil properties inside earth-fill dams, the 
safety of the dams is quantitatively evaluated. There are many earth-fill dams in Japan, 
and most of them have aged and deteriorated. In addition, over the next 30 years, the 
probability of an earthquake occurring in the Nankai Trough is predicted to be about 
70%. And the magnitude of this earthquake is predicted to be as large as 9.0. Such an 
earthquake would affect a wide area from western to central Japan and could cause the 
further decay and/or collapse of these earth-fill dams. To mitigate the disasters caused 
by this type of huge earthquake, a quantitative evaluation of the stability of the dams 
and the subsequent sufficient reinforcement of them should be performed as soon as 
possible. In general, however, the intervals between past investigations of these 
earth-fill dams have been too long to evaluate the spatial variability of the soil 
properties. To appropriately evaluate the safety of earth-fill dams under realistic 
conditions, dealing with the spatial variability of the soil properties, the testing of 
earth-fill dams should be conducted at short intervals. 
 In the modeling of the spatial variability of the soil properties, the random field 
theory has generally been assumed in past literature. The degree of the spatial 
correlation of the random field is represented by the correlation distance. Since the 
correlation distance is an essential parameter for modeling the spatial variability of the 
soil properties using the random field, special focus is placed on the correlation distance 
when examining earth-fill dams. 
 There are two methods for evaluating the soil properties of the ground. One 
employs laboratory tests and the other employs in-situ tests. Since laboratory tests use 
relatively small specimens, which are commonly obtained from boring cores, it is 
difficult to extensively apply the results to the soil properties of the whole ground. It is 
also difficult to maintain the natural stress conditions during the test procedure. In 
addition, the interpretation of the laboratory test results becomes complicated when the 
ground in question has complex geological layers or when the ground consists of 
materials with different particle size distributions. From this perspective, laboratory 
testing using specimens obtained by boring has shortcomings, and in-situ tests, namely, 
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sounding tests, which can directly measure the soil properties in their natural stress 
conditions, are advantageous. Moreover, to evaluate the spatial variability of the soil 
properties, a great deal of data from the studied site are required. In general, neither the 
standard penetration test (SPT), which is one kind of sounding test, nor boring can 
provide appropriate estimations for the spatial model of the soil properties. This is 
because it is difficult to collect a sufficient amount of information on the soil due to the 
economic factor. On the other hand, the cone penetration test (CPT), which is another 
kind of sounding test, can be conducted economically and speedily. Its strong point is 
that it can be used to detect the detailed locations of the weak areas inside earth-fill 
dams. The results obtained from CPTs were employed here to model the spatial 
variability of the soil properties. 
 The objective of this study is to propose a method for the effective diagnosis of 
earth-fill dams based on an evaluation of the spatial variability of the soil parameters. 
For this purpose, the following three topics are presented. First, the database of the 
spatial structure of the soil properties has not been sufficiently examined. In particular, 
it is common for the intervals of boring tests in the horizontal direction to be several 
hundred meters. Thus, the information on the correlation distance in the horizontal 
direction is quite limited. In the present study, therefore, the correlation distance of the 
soil properties has been summarized for five earth-fill dams based on the results 
obtained from CPTs performed at short intervals. Second, in the modeling of the soil 
properties inside dams, the outliers included in the measured data affect the estimation 
of the spatial structures. However, several materials, which have different particle size 
distributions, have been intentionally added in some cases to reinforce the dams. Thus, a 
method is proposed here to appropriately evaluate the spatial distribution of the soil 
strength inside earth-fill dams composed of materials with different particle size 
distributions. Third, as an example of the application of the estimated spatial 
distribution of the soil properties, the liquefaction probability of earth-fill dams is 
discussed. In addition, to quantify the risk for large earthquakes, incorporating the time 
factor, a method is presented to evaluate the liquefaction probability of earth-fill dams 
over the next 50 years. 
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1.2 Summary of previous research 
 
1.2.1 Spatial variability of soil properties 
 
Among the four uncertainties mentioned in section 1.1, particular focus is placed in this 
study on (1) the spatial variability of the soil properties. Since the spatial variability of 
the soil properties affects the stability of geotechnical structures, the modeling of the 
variability and the evaluation of the stability considering the spatial variability of the 
soil properties have been vastly studied. 
 The heterogeneity of the ground was addressed as an important issue back in 
the 1970s. Matsuo and Kuroda (1974) calculated the failure probability of an 
embankment by taking into account the variability of the soil properties. As a study on 
the modeling of the two-dimensional heterogeneity of the ground, for example, Griffiths 
et al. (2009) compared two stability analyses of a slope. One applied the stochastic 
finite element method and the other applied the first order reliability method (FORM). 
By comparing these analyses, they pointed out the usefulness of the former method. In 
addition, as an approximate evaluation method to easily design a ground structure 
considering the spatial variation, Honjo and Otake (2012) proposed a theory for 
obtaining the estimation of the local average of the soil properties especially focusing 
on the neighborhood of a structure. Furthermore, Otake and Honjo (2012) compared 
two calculation methods. One was the local average theory, proposed by Honjo and 
Otake (2012), and the other was a shallow foundation settlement problem, studied using 
the stochastic finite element method presented by Fenton and Griffiths (2008). As a 
result, it was confirmed that the method proposed by Honjo and Otake (2012) could 
easily take into account the spatial variability of the ground in shallow foundation 
settlement problems. Furthermore, Kasama and Zen (2010) examined the influence of 
the spatial variability of the soil strength on the probability of the collapse of an 
improved ground in the design of a shallow foundation. 
 As an example of a study using the geostatistical method, Nishimura and 
Shimizu (2008) evaluated the spatial distribution of the liquefaction probability in a 
three-dimensional space based on the autocorrelation of the soil properties of an 
embankment. They also took into account the correlation between two soil properties by 
using the co-kriging method. Moreover, Nishimura and Shimizu (2011) evaluated the 
spatial distribution of the liquefaction probability of an embankment considering the 
spatial distribution of the soil properties characterized by the correlation distance. 
Furthermore, the optimal design for soil improvement was discussed based on the 
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liquefaction probability by minimizing the expected costs. 
 In addition, as an example of a study based on the CPT, Vivek and 
Raychowdhury (2014) and Chen et al. (2015) created a hazard map for the liquefaction 
risk in an area using the geostatistical method. Vivek and Raychowdhury (2014) showed 
a case where the liquefaction probability was underestimated when the spatial 
variability of the soil strength was not taken into consideration. 
 As indicated by the above studies, in the stability analysis of geotechnical 
structures, the heterogeneity of the soil properties has been considered for problems of 
various scales, such as areas, slopes, embankments, etc. 
 
1.2.2 Liquefaction of earth-fill dams 
 
There are many earth-fill dams for agriculture in Japan. Most of them were constructed 
150-500 years ago and have become old and weak. In addition, as stated previously, the 
probability of an earthquake occurring in the Nankai Trough over the next 30 years is 
predicted to be about 70%. And the magnitude of this earthquake is predicted to be as 
large as 9.0. Such an earthquake would affect a wide area from western to central Japan, 
and would most likely cause further damage to these earth-fill dams. In the 2011 off the 
Pacific coast of Tohoku Earthquake, the failure of the Fujinuma Dam was found to have 
been caused by liquefaction inside the dam (e.g., Tatsuoka et al., 2017; Ono et al., 2011). 
Since then, the design guidelines for earth-fill dams for irrigation have required an 
evaluation of the probable liquefaction damage (Ministry of Agriculture, Forestry, and 
Fisheries of Japan, 2015). For the above-mentioned reasons, the efficient improvement 
of the dams must be conducted within a limited time and with a limited budget. 
Evaluating and comparing the seismic risk of various dams enables a quantitative 
prioritization of the dams such that a decision can be made on which dams among many 
are to be improved. In general, the seismic risk is expressed by the multiplication of the 
failure probability by the cost of failure. Therefore, a new procedure is proposed for 
evaluating the liquefaction probability of a dam against a potential Nankai Trough 
earthquake. 
 
 
1.3 Composition of thesis 
 
This thesis is composed of seven chapters. Chapter 2 describes the outline of the cone 
penetration test. Chapter 3 presents several methods to model the spatial variability of 
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the soil parameters. Chapter 4 summarizes the correlation distance of the soil strength at 
five earth-fill dams. Chapter 5 presents a method for evaluating the spatial distribution 
of the soil strength inside earth-fill dams composed of different particle size 
distributions.  Chapter 6 shows a method for evaluating the liquefaction probability of 
earth-fill dams over the next 50 years considering the spatial variability of the soil 
properties and the risk of an earthquake. The conclusion and summary of this thesis are 
given in Chapter 7. 
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Chapter 2  
Cone penetration test 
 
 
2.1 Introduction 
 
The cone penetration test is an on-site investigation method with which the soil 
properties can be evaluated continuously and economically. It is widely used for ground 
investigations and designs throughout Europe. The cone penetration test is explained in 
this chapter and employed to model the geotechnical engineering properties of soils.  
The outline of this chapter is as follows. In section 2.2, an outline of the cone 
penetration test is presented. Section 2.3 shows the conversion formulas for the cone 
penetration test used to estimate several soil properties. Finally, a conclusion is given in 
section 2.4. 
 
 
2.2 Outline of cone penetration test 
 
The electric cone penetration test with pore pressure measurements (piezometer cone 
penetration test, CPTU) is one type of sounding test (Japan Geotechnical Society, 2016). 
The test results can be used for estimating the ground composition and the mechanical 
properties of the soils. The CPTU measures the cone penetration resistance, the skin 
friction resistance, and the pore water pressure. In the test, a cone penetrometer is fitted 
to the end of a rod and pushed at a constant rate of penetration into the ground, and the 
force is measured electrically. The pore water pressure around the cone is also 
measured. 
In Fig. 2.1, the cross section of an example of a cone penetrometer is presented. 
The following values are measured in the electric cone penetration test: 
 Measured cone resistance qc (MPa) 
 Measured sleeve friction fs (MPa) 
 Pore water pressure u (MPa) 
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The pore water pressure u=u2 is measured at the cylindrical extension part of the cone. 
The measured cone resistance and measured sleeve friction are affected by the 
surrounding pore water pressure. The measured cone resistance is corrected using Eq. 
(2.1) only when the pore water pressure is measured at the filter of the cylindrical 
extension part of the cone (u2). 
 
                            t c 2 1q q u a      (2.1) 
 
where qt is the corrected cone resistance (MPa), qc is the measured cone resistance 
(MPa), u2 is the pore water pressure at the cylindrical extension part of the cone (MPa), 
and a is the net area ratio, namely, a=(An/Ac), where Ac is the cross-sectional area of the 
base of the cone and An is the cross-sectional area of the load cell or shaft. The concept 
of the net area ratio, a, is shown in Fig. 2.2. 
 The CPT has the advantage of often providing more detailed and precise data at 
a higher speed and a lower cost. In addition, the results obtained from the CPT and 
those obtained from the CPTU can be converted into many soil properties for use in soil 
engineering design problems. 
 
Fig. 2.1 Cross section of an example of a cone penetrometer 
 
3
2
1
1  Sleeve load cell
2  Point load cell overload protection device
3  Cone load cell
Legend:
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 The penetration machine and the cone utilized in the site investigation of this 
thesis are shown in Fig. 2.3. The weight of the machine is about 3t; the weight works as 
a counter force to penetrate the cone into the ground. One of the disadvantages of the 
CPT is the low flexibility in its transportation to the studied sites. This is because the 
penetration machine requires a sufficient amount of counter force as the weight, and the 
size of the machine generally becomes large.  
 
 
2.3 Applications of results of cone penetration test 
 
Based on the results obtained from the CPT, several soil properties are calculated 
through the use of conversion formulas. The CPT is disadvantageous in that soil 
 
Fig. 2.2 Concept of net area ratio 
 
 Fig. 2.3 Cone penetration machine and attached cone 
 
u2
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1  Shaft (cross-sectional area An)
2  Filter
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    bottom part Ac)
Legend:
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samples for visual/lab inspections cannot be obtained with it. However, through the use 
of the conversion formulas, the results obtained from the CPT allow for estimates of the 
type of soil at the measured location, the N-values calculated from the CPT, Nc, and the 
fines content, Fc. 
One of the primary applications of the CPT is for stratigraphic profiling. 
Considerable experience exists concerning the identification and classification of soil 
types from CPT data. A soil classification chart (Robertson, 1990) and soil behavior 
type index Ic (Robertson and Fear, 1995) were proposed for the CPT and the CPTU. 
To conduct the soil classification based on the CPT, soil behavior type index Ic 
was proposed, as seen in Eq. (2.2) (Robertson and Fear, 1995). Ic includes two 
normalized parameters, Qt and FR, given by Eqs. (2.3) and (2.4) (Robertson, 1990), 
respectively. 
 
     0.52 2c t R3.47 log 1.22 logI Q F     (2.2) 
   't t 0 0/v vQ q     (2.3) 
   R s t 0 / 100%vF f q      (2.4) 
 
where Qt is the normalized CPT penetration resistance, FR is the normalized friction 
ratio (%), qt is the corrected cone resistance (MPa), fs is the measured sleeve friction 
(MPa), and 0v  and 0v  are the total and the effective overburden stresses (MPa), 
respectively. Corrected cone resistance qt and measured sleeve friction fs are directly 
measured values in the CPT. 
Based on Ic and qt, obtained from the CPT, the CPT N-value, Nc, and the fines 
content, FcIc, obtained from Ic, can be estimated by the following equations. Eq. (2.5) 
was proposed by Suzuki et al. (2003), while Eq. (2.6) was derived from the data 
included in Suzuki et al. (2003).  
 
      
c1.34 0.09271.94
c c t t
c t
0.341 0.2           0.2MPa
0                                                      0.2MPa   
IN I q q
N q
  
    (2.5) 
  3.2293 0.3024cIc c 1.0 10      (%)F I   (2.6) 
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Since the above-mentioned conversion formulas are based on experimental 
data, conversion errors could be included. The accuracy of the conversion formulas 
should be taken into account in order to properly design improvements for dams. 
However, in Eqs. (2.5) and (2.6), the conversion errors are not explicitly considered. 
Thus, the conversion errors are quantified based on the measured data. 
The relationship between Nc and the standard penetration test (SPT) N-values, 
NSPT, is shown in Fig. 2.4, and Nc is converted into NSPT considering the conversion 
error by the following equation: 
 
  SPT c (1 0.62 )rN N    (2.7) 
 
 
Fig. 2.4 Comparison of Nc and NSPT 
 
 
Fig. 2.5 Comparison of logFcIc and logFc. This figure was derived from data included 
in Suzuki et al. (2003). 
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where error term r is assumed to follow standard normal distribution N (0,1). Based on 
the proposal of Suzuki et al. (2003), Nc = NSPT is assumed in Eq. (2.7), and the quantity 
of the conversion error is given by the coefficient of variation calculated from the values 
of the ratio of NSPT to Nc. In addition, the conversion error is proportional to Nc and 
corresponds to 0 when Nc = 0. 
The relationship between fines content logFcIc, obtained from Ic, and the proper 
fines content, logFc, is given in Fig. 2.5. logFcIc is converted into logFc considering the 
conversion error by the following equation: 
 
    c cIclog 2 2 log 1 0.598 jF F      (2.8) 
 
where error term j is assumed to follow standard normal distribution N (0,1). logFcIc is 
assumed to be equal to logFc, and the quantity of the conversion error is given by the 
coefficient of variation calculated from the values for the ratio of logFcIc to logFc. In 
addition, the conversion error is in inverse proportion to logFc and corresponds to 0 
when logFc = 2. 
 
 
2.4 Conclusion 
 
The cone penetration test (CPT) is suitable for investigations deep inside earth-fill dams. 
Since CPTs can provide quicker and more economical testing than boring tests, the 
testing intervals of CPTs in the horizontal direction can be significantly shorter than 
those of boring tests. Moreover, the considerable advantage of the CPT compared to 
other sounding tests is its ability to continuously and precisely collect data. Therefore, 
the CPT is capable of detecting the spatial variability of soil properties in detail. In 
addition, since several conversion formulas have been proposed to estimate soil 
properties using the results of CPTs, the many aspects of the soil properties can be 
evaluated with CPTs. For these reasons, CPTs are employed here to evaluate earth-fill 
dams. 
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Chapter 3  
Fundamental theories of statistical modeling 
 
 
3.1 Introduction 
 
The statistical model is a method for modeling the measured values based on a 
probabilistic distribution. In this chapter, the fundamental theories of the statistical 
modeling of the soil properties are explained. The spatial variability of the soil 
properties is modeled using the random field theory. To choose the most appropriate 
model from the many candidates, the Akaike Information Criterion (AIC) is employed. 
The estimated statistical model of the random field can be introduced into the 
geostatistical method to visualize the spatial distribution of the soil properties 
considering the measured results.  
The outline of this chapter is as follows. In section 3.2, the basic random field 
theory is presented. In section 3.3, the Akaike Information Criterion (AIC) is shown. In 
section 3.4, several techniques for the geostatistical method are given. Finally, the 
modeling procedure for the soil properties is explained in section 3.5.  
 
 
3.2 Random field theory 
 
When x is a real number as a form of scalar and B(x) behaves as a random variable 
against any fixed x, B(x) is called the random process. In addition, in a similar manner, 
the soil properties in the same soil layer, which can continuously change, are defined as 
the random variables. They depend on a function of the spatial locations as the random 
field. In such cases, the random variable of the soil property in question is expressed by 
a function of spatial locations as  , ,x y zX . To describe the variability of the soil 
properties using the random field, the second order of the statistical values is normally 
employed, namely, mean, variance, and the autocorrelation function, as follows: 
 
                         Mean:  , ,m x y z  (3.1) 
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                        Variance:  , ,v x y z  (3.2) 
                Autocorrelation function:  , ; , ; ,x x y y z z     (3.3) 
 
The autocorrelation function expresses the coefficient of correlation between two points. 
The random field, called weakly stationary, has the following assumptions. The mean 
and the variance are assumed to be constant at any location, and the autocorrelation 
function does not depend on the locations of the two points, but only the distance 
between them. The theory of the random process (i.e., one-dimensional random field) 
and that of the random field are essentially the same. Thus, in order to give a concise 
description of the outline of the random field, the theory of the random field is 
explained one-dimensionally in the following. 
 The random field is significantly affected by the autocorrelation function. 
When the autocorrelation function is considered in one dimension, it depends on the 
difference value, x, which is calculated by the distance between x and x’=x+x. The 
value of the autocorrelation will decrease when the absolute value of x, |x| increases. 
In the modeling of the soil properties using the random field, the practical form of the 
autocorrelation function consists of three types, namely, the delta function, the 
exponential function, and the Gaussian function. The equations for these functions are 
given as follows: 
 
 Fig. 3.1 Examples of random processes of different correlation distances 
 
10
8
6
4
2
0
-4 -2 0 2 4 10
8
6
4
2
0
-4 -2 0 2 4 10
8
6
4
2
0
-4 -2 0 2 4
B (x)
x
B (x)
x
B (x)
x
(a) l=0.0 (b) l=1.0 (c) l=5.0
Chapter 3: Fundamental theories of statistical modeling 
17 
 
                delta function:   1     δ 0   δ 0   otherwise.
x
x     (3.4) 
               exponential function:   δδ exp xx
l
       (3.5) 
 Fig. 3.2 Several types of autocorrelation functions 
 
 Fig. 3.3 Example of autocorrelation function 
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               Gaussian function:   2δδ exp xx
l
         
 (3.6) 
 
where x is the distance between the two points and l is the correlation distance. For 
example, the soil properties between two points have a strong correlation in cases where 
the distance between the two points is shorter than the correlation distance. On the other 
hand, the correlation becomes small in cases where the distance between the two points 
is longer than the correlation distance. In other words, when the distance between the 
two points corresponds to l, the coefficient of correlation becomes 0.38. When the 
distance between the two points becomes even longer, the correlation eventually 
disappears. In Fig. 3.1, the simulation results of the normal random process are shown. 
The results are assumed to be m=0 and v=1, and the autocorrelation functions are the 
delta function and the exponential function. The exponential function considers two 
types of correlation distances, namely, 1l   or 5l  . According to Fig. 3.1, the 
behaviors of the simulated values are different despite the fact that the value for the 
mean and the variance are the same. In addition, Fig. 3.2 shows the shapes of the 
autocorrelation functions of the white noise, the exponential function, and the Gaussian 
function, respectively. In this figure, the correlation distance of the exponential function 
and that of the Gaussian function are assumed to be 1 (unit length). When the distance 
between the two points is shorter than the correlation distance, the Gaussian function 
shows a higher correlation than the exponential function. On the other hand, this 
relationship between the two functions is reversed when the distance is longer than the 
correlation distance. 
 The discontinuity at the origin of the autocorrelation function is modeled as the 
nugget effect. The nugget effect is caused when the random field consists of a 
component that has a relatively long correlation distance and quite a short frequency 
component, like the white noise. In Fig. 3.3, the simulation results for the 
autocorrelation function, considering the nugget effect, are shown, and the equation is 
given as follows: 
 
                    
 
δ0.5exp     δ 0.0δ
1.0                      δ 0.0
x x
lx
x

        
 (3.7) 
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This kind of correlation structure is confirmed in soil properties, for instance, the 
N-value. A long frequency component indicates the physical correlation structure of soil 
properties, while a short frequency component is assumed to represent the inherent 
randomness of the soil properties. 
 The past studies related to the evaluation of the spatial variability of soil 
properties assuming the random field are shown below. The physical uncertainty of the 
soil is modeled as a random field, which can be described concisely by the coefficient of 
variation (COV) and the correlation distance. Phoon and Kulhawy (1999) presented a 
summary of the COV of the physical uncertainty for various test measurements. The 
general soil type and the approximate range of mean values, for which the COV is 
applicable, were also presented. In addition, the typical correlation distances for a 
variety of common geotechnical parameters were summarized based on extensive 
literature reviews. However, it is apparent that the amount of information on the 
correlation distance was relatively limited in comparison to the amount of information 
on the COV of the physical uncertainty of soil. DeGroot and Baecher (1993) examined 
the effect of the intervals of the testing points to estimate the correlation distance. They 
concluded that it was important to provide information on the range in correlation 
distances in order to obtain good estimates. 
 
 
3.3 Akaike Information Criterion (AIC) 
 
As a criterion for selecting a model from the several models obtained by the maximum 
likelihood method, the Akaike Information Criterion is used. The definition of the 
Akaike Information Criterion is explained in this section.  
 Phenomena that occur by accident can be treated as realized values of a random 
variable following a probability distribution. The model to approximate the distribution 
is also expressed in the form of a probability distribution. Therefore, the goodness of a 
model against the true probability distribution, which create data, can be evaluated by 
the goodness of fit of the probability distribution controlled by the model. In addition, 
applying data to a model can be regarded as the estimation of the true probability 
distribution of the data. In this manner, the evaluation of a model or the estimation of a 
model is performed by assuming that a true distribution and a model can be expressed 
as a probability distribution, respectively. 
 The Kullback-Leibler divergence was introduced by Kullback and Leibler 
(1951) as the directed divergence between two distributions. In the modeling of a true 
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distribution, the divergence can provide useful information for comparing the goodness 
of fit between the model and the true distribution. Although, in general, the true 
distribution is unknown when estimating the model, the goodness of fit can be 
approximately evaluated according to the large value of log-likelihood, which indicates 
that the model fits the true distribution well. In this manner, since a log-likelihood can 
be treated as the estimated value of the Kullback-Leibler divergence, the goodness of fit 
of the models based on different types can be compared. The joint probability density 
function of random variables  1 2, ,..., MB B B  can be given as  1 , ..., Mf b b  , where 
b is the observed outcome of an experiment and   is the parameter used to control the 
density function. In other words, when  1 , ..., Mf b b   is viewed as a function of b 
with   fixed, it is a probability density function, and when it is viewed as a function of 
  with b fixed, it is a likelihood function, which is given by the following equation: 
 
                             1 , ..., ML f b b   (3.8) 
 
In particular, when the random variables are independent, the density function of   
 1 2, ,..., MB B B  equals the product of these density functions  1,...,iB i M , and the 
equation is given as follows: 
 
                           1 2 ML f b f b f b        (3.9) 
 
Taking the log of both sides, the following equation is derived: 
 
                             
1
log
M
i
i
l f b 

  (3.10) 
 
The log-likelihood can be used in place of the likelihood in maximum likelihood 
estimation. Finding the maximum of a function often involves taking the derivative of a 
function and solving for the parameter being maximized. This is often easier when the 
function being maximized is a log-likelihood function rather than an original likelihood 
function, because the probability of the conjunction of several independent variables is 
the product of the probabilities of the variables, and solving an additive equation is 
usually easier than solving a multiplicative one. 
 However, the maximum value of log-likelihood has the bias that the value 
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tends to increase depending on the number of parameters included in the estimated 
model. The definition of Akaike’s Information Criterion, AIC, and the interpretation of 
AIC are explained below. To coop with the problem of the bias of maximum 
log-likelihood, AIC is defined by Eq. (3.11).  
 
                  
AIC 2 maximum log-likelihood
           +2 number of parameters in model
  
　  (3.11) 
 
The AIC can be the criterion used to select a model. The model to minimize the AIC is 
called the Minimum AIC Estimator, MAICE (Akaike, 1974); it is regarded as an 
optimum model. 
 
 
3.4 Geostatistical method 
 
In the field of mining engineering, geostatistics was proposed in Matheron (1963) to 
evaluate the spatial distribution of the ore grade using the random field theory. 
Geostatistics can probabilistically describe the spatial distribution of estimation errors 
as the uncertainty of the soil properties. When the spatial distribution of the soil 
properties is estimated using the random field, information on the location of the in-situ 
testing data is not treated as a deterministic value. On the other hand, the interpolation 
method called “kriging” is one of the geostatistical methods. The estimated value by 
kriging at the sampled point coincides with the sample value. Therefore, the spatial 
distribution of the soil properties is treated as the sample field in the calculation process 
of kriging, and the spatial distribution of the soil properties can be estimated based on 
the in-situ data. 
 To model and visualize the spatial distribution of soil properties, three methods 
of geostatistics are utilized. First, the semi-variogram is used to evaluate the spatial 
correlation structure of the soil properties. Second, kriging is employed to estimate the 
spatial distribution of the soil properties considering the location of the data. Third, a 
conditional simulation is utilized. The simulation indicates the procedure for creating a 
sample field based on several statistical parameters, namely, mean, variance, and 
autocorrelation, respectively. In the simulation, the simulated value at the sample point 
coincides with the sample value.  
The outline of this section is as follows. In sub-section 3.4.1, semi-variograms 
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are explained. Sub-section 3.4.2 presents the basic theory of kriging. Finally, the 
procedure for the conditional simulation is shown in sub-section 3.4.3. 
 
3.4.1 Semi-variograms 
 
In the characterization of the random field of weak-sense stationarity, autocorrelation 
function  δx  or covariance function    2δ δC x x  , where  is a standard 
deviation, has a crucial role. In the geostatistical method, a semi-variogram is a 
functional equivalent to an autocorrelation function, and the semi-variogram can be 
used to identify the structure of the autocorrelation (Journel and Huijbregts, 1978). In a 
practical problem, the autocorrelation function and the semi-variogram are estimated 
from measured data using the following equations, respectively: 
 
                 
   
 
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where δxN  denotes the number of combinations of    δi ib x x b x    . When  B x  
is the random field of weak-sense stationarity, the relationship among the 
semi-variogram, the covariance function, and the autocorrelation function is given as 
follows: 
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Fitting an appropriate model to the semi-variogram, the model provides a mathematical 
relationship that can be used to describe the difference in variance among the 
neighboring sample values with distance. 
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3.4.2 Kriging 
 
To spatially interpolate the soil parameters obtained as point information, kriging is 
often employed. Kriging is one of the geostatistical methods. A 2-D statistical model is 
introduced here in this method with horizontal coordinate x and vertical coordinate z. 
Estimated parameter b  is defined at any location as Eq. (3.15) in kriging. 
 
                          
1
n
b b 



  (3.15) 
 
in which  is an interpolation coefficient, which is a function of coordinates x and z at 
point , and bis a sample value of a parameter at point . Symbol n signifies the 
number of sample points that are used for an interpolation. The kriging method is 
characterized by parameter  determined from the spatial correlation of the parameter 
values. In order to use Eq. (3.15), it is necessary to determine an appropriate . The 
way to do this is indicated simply as seen below.  
 Although the expansion of the middle of the formula is omitted here (Journel 
and Huijbregts, 1978), the expected value for the square residual of a true random 
process  ,b x z  and the interpolated value  ,b x z  are given in the following 
equation. 
 The squared residual  zxK ,2  between the true parameter value b and the 
estimated value b  is defined as: 
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where variable , is determined by minimizing  zxK ,2  in a restrained condition 
under which   n 1 1  . Parameter 2b  is the priori variance of random variable 
B. 
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From Eq. (3.17), the following simultaneous linear equations are given, and coefficient 
 is obtained by solving Eq. (3.18). 
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in which is a Lagrange multiplier. Coefficient  is determined as a function of the 
spatial coordinates (x, z). 
 
3.4.3 Conditional simulation 
 
Although the average value is estimated by Eq. (3.15) in kriging, the variance is not 
zero, except at the sampling point, , and then the interpolated value for the parameter 
has variability. Therefore, to consider the variability, many realizations are required and 
the simulation is repeated many times. In the present study, the sequential Gaussian 
simulation method is conducted; the analysis code SGSIM (Deutsch and Journel, 1992) 
is employed for the task. Realization bc(l), by SGSIM, is given by Eq. (3.19); it is 
conditioned at the sample points so that the realized values coincide with the sample 
values. 
 
                              c , , , ,l l lb x z b x z b x z b x z    (3.19) 
 
in which  ( )c ,lb x z  means the lth realization,  ,b x z  is an estimated value by 
kriging, and  ( ) ,lb x z  is the lth realization without conditioning.  ( ) ,lb x z  is the 
kriged estimation using the values of  ( ) ,lb x z  at the sampling points. On the right 
side of Eq. (3.19), the first item is an estimated value of kriging as an average. The 
remainder of the second and third items shows an estimation error of kriging. 
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3.5 Statistical modeling of ground 
 
Based on the methods presented in previous sections, the procedure to statistically 
model the ground is explained below. In the modeling of the ground in question, the 
ground is assumed to be geologically homogeneous. To model the ground using the 
random field, the soil properties are assumed for the sum of the trend component and 
the random component. The trend component is given as the function of a certain 
coordinate point, and the random component is expressed as the random field, which is 
called weakly stationary. The equation to model the soil properties is generally given as 
follows. 
 A representative variable for the soil properties, b, is defined by Eq. (3.20) as a 
function of special location X=(x, y, z). Variable b is assumed to be expressed as the 
sum of mean function m and random variable U. 
 
                            ( ) ( ) ( )B m U X X X  (3.20) 
 
where the random variable function, B(X), is discretized spatially into a random vector 
Bt= (B1,B2,..., BM), in which Bk is a point estimation value at location X=(xk, yk, zk). 
Symbol M signifies the number of test points. The soil parameters, which are obtained 
from the tests, are defined here as bt= (b1,b2,...,bM). Vector bt is considered as a 
realization of the random vector Bt= (B1,B2,..., BM). If variables b1, b2,...,bM constitute 
the M - variate normal distribution, the probability density function of random variable 
B can then be given by the following equation: 
 
             1/2/2 11( ) (2 ) exp ( ) ( )2
M tf          B C B m C B m  (3.21) 
 
where mt=(m1,m2,...,mM) is the mean vector of random function Bt= (B1,B2,..., BM); it is 
assumed to be the following approximation function. In this research, a 2-D statistical 
model is introduced to model the spatial distribution of the soil properties inside an 
earth-fill dam; it consists of horizontal coordinate x, which is parallel to the 
embankment axis, and vertical coordinate z. The other horizontal coordinate, y, which is 
perpendicular to the embankment axis, is disregarded. 
 
                2 20 1 2 3 4 5k k k k k k km a a x a z a x a z a x z       (3.22) 
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in which (xk, zk) means the coordinate corresponding to the position of parameter Bk, and 
a0, a1, a2, a3, a4, and a5 are the approximation coefficients. 
 C is the M×M covariance matrix, which is selected from the following five 
types in this study: 
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in which the symbol [Cij] signifies an i-j component of the covariance matrix, σ is the 
standard deviation, and lx and lz are the correlation lengths for the x and z directions, 
respectively. Parameter Ne is related to the nugget effect. Akaike’s Information 
Criterion, AIC, is defined by Eq. (3.24) considering the log-likelihood of b, which is 
modeled as the M - variate normal distribution. 
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in which K is the number of unknown parameters included in Eq. (3.21). According to 
the procedure to identify the Minimum AIC Estimator (MAICE), the approximation 
coefficients of the mean function, the number of approximation coefficients, the 
standard deviation, σ, a type of the covariance function, the nugget effect parameter, Ne, 
and the correlation lengths, lx and lz, are determined. 
 To execute the procedure of the MAICE, the correlation structure of the 
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multi-points distributed multi-dimensionally are evaluated simultaneously; and thus, 
this procedure sometimes creates difficulty. On the other hand, since calculating the 
semi-variogram (Journel and Huijbregts, 1978) is the method for identifying the 
correlation distance one-dimensionally, it is easier to use the semi-variogram than the 
procedure with the MAICE for finding the correlation distance. In the calculation of the 
semi-variograms, the measured values are assumed to comprise standard normal 
distribution N (0, 1). For example, b is normalized as  f b m    to remove the 
trend where m is the mean value and  is the standard deviation; they are obtained from 
the procedure of the MAICE. In addition, in order to set the f values to be N (0, 1) with 
certainty, the following equation is used here: 
 
  1Y F f      (3.25) 
 
where F is the cumulative distribution function of f and  is the standard normal 
distribution function. 
 The calculated values for the semi-variograms in the horizontal direction, ˆx , 
and the depth direction, ˆz , are defined by the following equations, respectively: 
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where Dx and Dz denote the number of combinations of    k k i jY x Y x x x    and 
   k k i jY z Y z z z   , respectively, in which  and mean the distance 
between the two points in the horizontal and vertical directions.  kY x  is  
away from  k i jY x x x  in the same depth, and similarly,  kY z  is  away 
from  k i jY z z z  in the same horizontal coordinate. To identify the geostatistical 
parameters of a standardized value Y, the approximation curve of the semi-variograms 
in the horizontal and depth directions, x and z are simply modeled by exponential 
functions as the following equations, respectively:  
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where C0x and C0z are the parameters used for the nugget effect in the x and z directions, 
respectively, while C1x and C1z are the parameters used to express the shapes of the 
semi-variogram functions.  
 Based on the semi-variograms in the x and z directions, covariance matrix C, 
composed of the standardized values, is assumed to have the following form: 
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In Eq. (3.28), in order to faithfully express the correlation structure of the measured data, 
the anisotropy of the nugget effect is considered (e.g., Zimmerman, 1993; Banerjee et 
al., 2014). In general, the approximation curves against the semi-variograms are derived 
by the least squares method, and finally, parameters C0x, C1x, C0z, C1z, lx, and lz are 
determined. 
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Chapter 4  
Estimation of correlation lengths for several earth-fill dams 
 
 
4.1 Introduction 
 
The spatial variability of the ground properties has been modeled as a random field, and 
the correlation distance is used as a parameter to represent the degree of the spatial 
correlation of the soil properties. In addition, the correlation distance is an essential 
parameter for describing how much the soil properties vary spatially in a random field. 
Therefore, in this study, focus is placed on the correlation distance of the soil strength 
inside earth-fill dams. However, DeGroot and Baecher (1993) pointed out that a testing 
program, which is shorter than the correlation distance, is necessary in order to properly 
estimate the correlation distance. Since standard penetration tests (SPTs) are generally 
conducted only at several places a few hundred meters into a river dike and at one to a 
few places in an earth-fill dam, the estimation of the correlation distance is difficult due 
to the limited results. 
The modeling of the soil properties based on the results of CPTs has been 
carried out in many past works. For example, Bong and Stuedlein (2017) conducted 
CPTs on silty sand, which may liquefy, and examined the correlation distances of the 
soil strength in the vertical and horizontal directions, respectively. In addition, the 
authors studied a method to evaluate the correlation distance of the soil strength inside 
earth-fill dams through the use of the maximum likelihood method and the geostatistical 
method based on the results of CPTs (Imaide et al., 2018; Ueta et al., 2018). 
 The objectives of this study are to collect the correlation distances of the soil 
strength at five earth-fill dams in accordance with the proposed method by the authors 
and to provide the basic data necessary to appropriately evaluate the spatial variability 
of the soil strength. To achieve these goals, an outline of a site investigation using 
CPTUs at the studied sites is given in section 4.2. In section 4.3, the correlation distance 
of the soil strength is calculated for each result obtained from the CPTUs at five 
earth-fill dams, and the distances are utilized to determine the statistical model of the 
soil strength. The spatial distribution of the soil strength can be visualized in detail by 
applying the statistical model estimated in section 4.3 to the geostatistical method. As an 
example of the application of the correlation distance of the soil strength, in section 4.4, 
the spatial distribution of the soil strength at an earth-fill dam is evaluated using the 
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geostatistical method. Furthermore, the interpolated value by the geostatistical method 
and the measured value are compared at the same location. Finally, the conclusions of 
this chapter are given in section 4.5. 
 
 
4.2 Site investigation 
 
First, for all five earth-fill dams to be surveyed, the plan views of the testing site and the 
geological cross sections are shown in Figs. 4.1 and 4.2, respectively. Since the N-value 
is generally used in Japan as an index for the soil strength, the soil properties obtained 
from the CPTUs are converted into N-values based on the conversion formulas 
presented in section 2.3. 
Figs. 4.1 (a) - (e) show the plan views of the testing points with A pond to E 
pond, respectively. Moreover, Fig. 4.2 (a) - (e) show the geological cross section of each 
of the surveyed five earth-fill dams with A pond to E pond. The Bs layer of each dam is 
an intermediate soil containing a large amount of clayey soil. In these investigations, 
CPTUs were carried out at 2-m, 5-m, and 50-m intervals at the top of the dam. From A 
pond to D pond, CPTUs were was carried out at regular intervals of 2 m or 5 m. On the 
other hand, two kinds of test spans were set for E pond in order to examine the 
relatively long embankment. One was a high-density test span, where CPTUs were 
performed at 5-m intervals, as part of the whole investigation, and the other was a 
low-density test span, where CPTUs were performed at 50-m intervals. 
In this thesis, the soil strength of the earth-fill dams was evaluated by 
calculating the N-value from the soil properties obtained from the CPTUs. This is 
because, in Japan, the N-value obtained by SPTs is generally used to evaluate the soil 
strength for the design. As explained in Chapter 2, the Nc is calculated with Eq. (2.5), 
which is a conversion formula proposed by Suzuki et al. (2003). 
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(a) A dam 
 
(b) B dam 
 
(c) C dam 
  
(d) D dam 
 
(e) E dam 
Fig. 4.1 Plan views 
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(a) A dam 
 
 
(b) B dam 
 
 
(c) C dam 
 
 
(d) D dam 
 
 
(e) E dam 
 
Fig. 4.2 Cross section of each dam and legend 
As : Alluvial sand
Ac : Alluvial clay
Ag : Alluvial gravel
Pl-w : Weathered slate
Bs : Back fill
Dsg : Diluvial sandy gravel
Ds : Diluvial sandDc : Diluvial clay
Dg : Diluvial gravel
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Fig. 4.3 (a) - (e) show the histograms of Nc for each of the five dams. It is 
confirmed that the shape of the histograms of Nc for all the dams has a distribution close 
to the lognormal distribution. From the viewpoint of the testing procedure for SPTs, the 
N-value is considered to be the average measured value of the ground, inherently 30 cm. 
However, in order to satisfy, at least to some extent, both the high applicability of the 
N-value and the rigor in terms of geostatistics, as an eclectic concept, the results of the 
CPTUs translate into N-values, but make use of the spatial information of qt. In other 
words, when considering the application of the spatial structure to the geostatistical 
simulation and the like, it is possible to mathematically handle it more rigorously by 
evaluating the N-value at intervals as close to the point estimation as possible. 
 
(a) A dam 
 
(b) B dam 
 
 
(c) C dam 
 
 
(d) D dam 
 
 
(e) E dam 
Fig. 4.3 Histograms of Nc 
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4.3 Statistical modeling of CPT results 
 
The spatial distribution of the soil strength can be estimated by a statistical model. As 
the data obtained by sounding tests, such as CPTs, are the values for the point 
estimation, it is necessary to spatially interpolate the data using the statistical model to 
evaluate the spatial variability of the soil strength. The statistical model is a modeling 
method based on the random field theory; it is possible to estimate the value at a point 
where data are not obtained, as a realized value given by the random field. 
In section 4.3, a procedure is briefly described to statistically model logNc, 
which is taken as the logarithm of the N-value converted from CPTUs, and finally, the 
estimated statistical models are presented. Here, logNc is employed for the model so that 
Nc is not less than 0, while the model is assumed as a two-dimensional model, which is 
limited to the direction of the longitudinal section of the dam. (i.e., the direction of 
embankment axis is shown as x and the depth direction is given as z, respectively.) 
First, statistical modeling will be described. Here, an optimum model is 
determined by the MAICE described in Chapter 2. With the MAICE, the correlation 
structure of the multi-points distributed multi-dimensionally are evaluated 
simultaneously, and this procedure sometimes creates difficulty. Therefore, in this study, 
when the correlation distance cannot be properly identified by the MAICE, the 
semi-variogram (Journel and Huijbregts, 1978), which is one of the geostatistical 
methods, is used to identify the spatial structure one-dimensionally. 
Lark (2000) pointed out that semi-variograms are susceptible to outliers. It can be 
difficult to properly estimate the correlation distances when the semi-variogram is 
contaminated by outliers. Therefore, the covariance function is determined based on the 
semi-variogram, which secured the stationarity, by excluding outliers here. In order to 
deal with this problem, random variable b, which represents the soil properties, is 
transformed as seen below. First, the mean function, m, and the standard deviation, , 
are determined by the MAICE. Next, a normalized random variable, 
    , ,f b x z m x z   , is defined by using the mean function, m, and the standard 
deviation, . With reference to the results of the influence of outliers on the 
semi-variogram confirmed by Imaide et al. (2018), it was defined that the outliers are 
less than or equal to the 5 percentile value of the f and are more than or equal to the 95 
percentile value of the f, respectively. Based on this criterion, the outliers were removed 
from the normalized random variable, f. Although, the calculation of the semi-variogram 
assumes that f follows N (0, 1), to estimate a correlation distance, the variance of f 
decreases by the removal of the outliers. Therefore, f is surely transformed into the 
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variable of standard normal distribution Y by using the normal transformation by the Eq. 
(3.26). The procedure for the normal transformation is presented in Chapter 2. 
 By applying the MAICE and the semi-variogram, the statistical model for 
logNc inside the dams in question were estimated as below. First, Table 4.1 shows the 
statistical model determined by the MAICE, and Fig. 4.4 indicates the mean function 
identified by the MAICE and the spatial distribution in the depth direction of the 
measured values, respectively. In addition, Fig. 4.5 presents the semi-variogram for 
every dam; each was calculated for the standardized variable, Y, and the approximated 
function of the semi-variogram. Finally, Table 4.2 shows the parameters of the 
covariance function, which were obtained by the fitting of the approximation function to 
the semi-variogram. 
 
  
Table 4.1 Statistical models of logNc estimated by MAICE 
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(a) A dam 
 
(b) B dam 
 
(c) C dam 
 
(d) D dam 
 
(e) E dam 
Fig. 4.4 Values measured by CPTUs and mean functions of logNc 
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(a) A dam 
 
(b) B dam 
 
(c) C dam 
 
(d) D dam 
 
(e) E dam 
Fig. 4.5 Semi-variograms and approximation function of Y 
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 By using the semi-variogram, the correlation distance of the soil strength could 
be appropriately evaluated, for the following two reasons. First, a reliable 
semi-variogram was used to identify the correlation distance. Second, it was confirmed 
that the estimated value of the correlation distance was consistent with the value given 
in past literature. 
 Uzielli et al. (2005) pointed out that the reliability of the semi-variogram 
decreases as the distance between two data increases. Also, the distance between two 
data is defined as the separation distance in this paper. For that reason, by using the least 
squares method, the approximation function of a semi-variogram in the depth direction 
was determined considering the data, which had a separation distance up to 0.9 m in the 
vertical direction, in the calculations of all the dams. The separation distance of 0.9 m 
corresponded to about 1.5 to 2 times the correlation distance in the depth direction, and 
the correlation between the two points almost disappeared. On the other hand, in the 
horizontal direction, the data which had a separation distance of 15 m for the A, B, and 
D ponds, of 6 m for the C pond, and of 10 m for the E pond, were needed. In other 
words, the separation distance of the data used to obtain the approximate function was 
different among the dams. The reason is because the data interval between the two 
points was assumed to be one span, and since the first three spans were considered to 
have relatively large numbers of data, three spans were used to determine the 
approximate functions. In the E pond, since the correlation tended to decrease up to two 
spans in proportion to the distance between the data, two spans were used to determine 
the approximate function. By handling the data in such a way, the correlation distance 
obtained from the semi-variogram tended to be longer than that from the MAICE. 
 In addition, it was confirmed that the correlation distance obtained here 
roughly corresponds to the results of past findings. At first, Nishimura et al. (2016) and 
Nishimura et al. (2011) can be cited as studies that address the soil strength of earth-fill 
Table 4.2 Constants of covariance functions of logNc determined by semi-variograms 
 
 
C 0 C 1 Correlation distance (m)
A dam C 0x =0.17,C 0z =0.22 C 1x =0.83,C 1z =0.78 l x =8.58,l z =0.63
B dam C 0x =0.37,C 0z =0.25 C 1x =0.63,C 1z =0.75 l x =10.25,l z =0.57
C dam C 0x =0.55,C 0z =0.16 C 1x =0.45,C 1z =0.84 l x =4.72,l z =0.46
D dam C 0x =0.48,C 0z =0.39 C 1x =0.52,C 1z =0.61 l x =8.29,l z =0.39
E dam C 0x =0.61,C 0z =0.18 C 1x =0.39,C 1z =0.82 l x =25.00,l z =0.44
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dams. Nishimura et al. (2016) conducted Swedish weight sounding (SWS) tests to 
calculate the N-value obtained from SWS, Nsws. The correlation distances of Nsws in the 
vertical direction were estimated to be 2.06 - 2.66 m, and those in the horizontal 
direction were estimated to be 9.88 - 27.1 m. Moreover, Nishimura et al. (2011) 
organized the correlation distances of Nsws with respect to three earth-fill dams. The 
correlation distances in the vertical direction were 0.46 - 4.76 m, and those in the 
horizontal direction were 9.3 - 62.5 m. Bombasaro and Kasper (2016), Stuedlein et al. 
(2012), Uzielli et al. (2005), etc. can be cited as studies that target viscous soils, such as 
those used for the materials of earth-fill dams. For example, Bombasaro and Kasper 
(2016) examined the correlation distance of normalized cone penetration resistance qn to 
discuss the soil strength for marine clay. The correlation distance of qn in the vertical 
direction was 0.08 - 0.78 m, and that in the horizontal direction was 12.15 - 15.67 m, 
respectively. As described above, it was confirmed that the correlation distances 
identified here are reasonable, because of the agreement with the correlation distance of 
the findings of past researches on earth-fill dams and viscous soil. In addition, the 
correlation distance in the horizontal direction is larger by one order or more than the 
vertical one; this also coincides with past findings. 
 
 
4.4 Evaluation of spatial distribution of N-value using conditional 
simulation 
 
The geostatistical method can provide spatially interpolated values based on point 
estimates of the soil properties. Assuming that the spatial distribution of the soil 
properties is given as a random field, the population that satisfies the probability 
characteristics given by the mean, the variance, and the covariance function of the 
estimated statistical model, is the object of analysis. However, it is reasonable to think 
that the random field to be analyzed here is not a population, but a sample process (one 
sample from a population), in which some soil properties are known by in-situ 
investigation. Therefore, a geostatistical method is introduced as a solution to treat the 
obtained sample data as a fixed value of the random field and to estimate the spatial 
distribution of the soil properties. The geostatistical method has been used in numerous 
studies, such as to evaluate the spatial distribution of the soil properties and that of the 
liquefaction probability (for example, Suzuki and Ishii, 1988; Otake et al., 2014; Chen 
et al., 2015). 
In this section, first, the geostatistics method used to evaluate the spatial 
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distribution of the soil strength is briefly described. Next, the spatial distribution of the 
soil strength obtained by applying the statistical model for E pond to the geostatistical 
method is shown. Furthermore, the interpolated value is compared with the value 
measured in the standard penetration test (SPT) at the same location. 
The spatial distribution of the soil properties can be thought of as one sample 
field of a random field. A simulation is done to create another sample field having the 
same probability characteristics. A conditional simulation treats the measured data as 
deterministic values, and assumes that the uncertainty of the soil properties is a problem 
only when estimating values other than the sampled points. As the code to perform the 
conditional simulation, SGSIM (Deutsch and Journel, 1992) is used. 
Since the calculation procedure for preparing a sample field using the 
conditional simulation was described in Chapter 3, the procedure will not be repeated 
here. Only the simulation conditions are explained. As an example, the E pond with a 
relatively long length was examined; the direction of the longitudinal section of the E 
pond (i.e., the direction of the dam axis is shown as x and the depth direction is shown 
as z), was analyzed. In the analysis section, the output points of the simulated results 
were set to a lattice shape with an interval of 2.5 m in the dam axis direction and an 
interval of 0.05 m in the depth direction. The output interval set here is determined 
based on the interval for data acquisition in the CPTUs. The simulation was repeated 
2000 times using the Monte Carlo method, and the spatial distribution of the statistics of 
the soil strength was evaluated. 
 Table 4.3 shows the statistical model of the E pond used in the simulation, and 
Fig. 4.6 (a) - (c) show the spatial distribution of the statistics of the N-value obtained by 
applying the statistical model to the conditional simulation, respectively. In Table 4.3, 
the mean function and the standard deviation were determined by the MAICE, and the 
covariance function was determined by the semi-variogram. Fig. 4.6 (a) shows the 
spatial distribution of the mean values for the N-value. Fig. 4.6 (b) presents the spatial 
distribution of the probability that NSPT<2, and Fig. 4.6 (c) indicates the spatial 
distribution of the coefficient of variation. According to Fig. 4.6 (a), the N-value inside 
the dam is mostly less than 8, and the strength is not high as a whole. Fig. 4.6 (b) 
presents two areas where the probability that NSPT<2 is high. The first area is located 
within x=70-100 m and z=5.5 - 6.5 m, and the other is located within x=150-300 m and 
z=3.5 - 5.0 m. In Fig. 4.6 (c), the coefficient of variation is about 0.5 at the points where 
the measured values obtained from the CPTUs exist, while it was confirmed that the 
coefficient of variation is relatively large at the interpolated points. 
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(a) Expected value 
 
(b) Probability of NSPT<2 
 
(c) Coefficient of variation 
Fig. 4.6 Spatial distribution of statistics of N-value 
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 In addition, the N-value measured in the standard penetration test is compared 
with the N-value calculated in the CPTUs at the same location. Fig. 4.6 shows the depth 
distribution of the N-values of the interpolated values and measured values at x = 125 m. 
From this figure, it was confirmed that the tendencies of the interpolated values and the 
measured values are different at the firm part near the ground surface. This is considered 
to be due to the fact that the measured value of the SPT at x=125 m is greatly different 
from the measured values of the CPTUs at x=100 m and x=150 m. At the depth of z = 
1.3 m or more in Fig. 4.6, the N-value obtained by the conditional simulation shows a 
slightly smaller value, on the whole, than the SPT N-value. However, since it was 
assumed that the CPTUs could not penetrate z = 6.4 m or deeper at x=125 m, the 
 
Fig. 4.7 Values measured by SPT and statistical values of interpolated values at 
x=125m 
 
Table 4.3 Statistical models for logNc introduced into simulation 
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N-value calculated from the CPTUs was given as N=50. Moreover, on the whole, a large 
variation is seen in the interpolated value. This is because the CPTU results do not exist 
around x=125 m and the error to convert Nc into the N-value is taken into account by Eq. 
(2.7). In Fig. 4.6, the depth distributions of the 25 percentile values and the 75 
percentile values are presented. It can be seen that the N-value calculated from the 
CPTUs varies from 0 to about 10 at any depth. In order to reduce the variations in the 
interpolated values, additional investigations around x = 125 m would be effective. 
 
 
4.5 Conclusion 
 
In this chapter, special focus was placed on earth-fill dams and the correlation distance 
of the soil strength was examined. For that purpose, the CPTUs were carried out at short 
intervals at five earth-fill dams, and a statistical model of the soil strength was estimated 
for each of the dams. Moreover, as an application of the statistical model, the spatial 
distribution of the soil strength was visualized in detail using a conditional simulation, 
which is one type of geostatistical method. Finally, the interpolated value obtained by 
the conditional simulation and the measured value obtained from the SPT, taken at the 
same location, were compared. The concluding remarks are given below. 
1) A method to calculate the N-value, considering the quantity of the conversion error 
from the results obtained by the CPTUs, was presented. The method enables the 
determination of the statistical model of the N-value based on sufficient information. 
2) The correlation distances in the vertical direction and the horizontal direction were 
estimated for each earth-fill dam using the semi-variogram that ensured the stationarity 
of the data by removing the outliers. It was confirmed that the obtained correlation 
distances here are consistent with those in past findings for earth-fill dams and viscous 
soil. 
3) Based on the detailed evaluation of the correlation distances of the dams, the 
generalized values of the correlation distances were confirmed, as seen below. Except 
for the E dam, the range in the correlation distances in the depth direction was about 0.4 
m to 0.6 m. Similarly, the range in the horizontal direction was about 5 m to 10 m. 
Moreover, the range of the ratio between lx and lz was 10 to 20 times. 
 The correlation distances of the soil strength at the five earth-fill dams were 
summarized here. Although the database was found to be insufficient in the present 
situation, a contribution has been made, namely, a database for the correlation distances 
that can be referred to when evaluating the spatial variation in the soil strength. It would 
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actually be very difficult to evaluate the spatial variability of the soil strength for each 
and every earth-fill dam in Japan based on site investigations. However, even for an 
earth-fill dam where a site investigation is not possible or is insufficient, it is desirable 
to take into account the spatial variability of the soil strength by using the general value 
of the correlation distance. Therefore, the database containing the correlation distances 
of the soil properties should be continually expanded and updated. 
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Chapter 5  
Evaluation of spatial variability of cone penetration resistance 
inside earth-fill dams composed of materials with different 
particle size distributions 
 
 
5.1 Introduction 
In this study, the spatial variability of the cone penetration resistance inside earth-fill 
dams, which are composed of materials with different particle size distributions, was 
evaluated with use of the CPTU. To address this problem, the probability theory is 
employed here to model the spatial variability of the ground. Many of the methods 
using a stochastic model assume the weak-sense stationarity (i.e., second-order 
stationarity). Therefore, a stochastic model, such as a random field, is characterized by 
the first- and second-order moments with respect to the difference value between two 
arbitrary points, and the spatial structure parameter for expressing the autocorrelation of 
the soil properties becomes important. Fig. 5.1 shows the concept of the distribution of 
the tip resistance obtained from the CPT. The earth-fill dams in Japan, for instance, 
sometimes partially contain gravel, as gravel is commonly used to reinforce soil 
structures. Due to the outliers caused by gravel, it can become difficult to evaluate the 
spatial variability of the soil strength based on the random field theory of weak-sense 
stationarity. Lark (2000) examined the influence of the inclusion of outliers on the 
estimation of the robust types of semi-variograms using the data, which intentionally 
includes outliers. As a result, Lark pointed out that, due to the influence of the outliers, 
it can become difficult to properly estimate the parameters, which are important for 
 
Fig. 5.1 Distribution of tip resistance in cone penetration test (CPT) 
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evaluating the heterogeneity of a ground. Therefore, as shown in Fig. 5.1, the outliers 
are defined in this study as a part of the spike-like distributed data observed by the 
extent to which the gravels are included at the measured points. 
As a method to model the data that include outliers, a theory of robust 
estimation can be given. In the robust estimation, the data including outliers are 
weighted, and the entire data are modeled as one probability distribution. On the other 
hand, in this study, as shown in Fig. 5.1, the threshold values to classify the data are 
divided into three groups, i.e., a high group, a middle group, and a low group, 
respectively. In addition, a method is proposed to re-compose the probability 
distribution of each of the three groups. The purpose of the re-composition is twofold. 
The first objective is to secure the stationarity of the random field, with the exception of 
the outliers. By classifying the outliers, the data in the middle group can secure the 
stationarity, and the parameters of the spatial structure of the data can be appropriately 
evaluated using the semi-variogram. In other words, the semi-variograms with less 
disturbance of the data due to outliers can be obtained, and the proper correlation 
distance of the soil properties can be estimated. The second objective is to equally and 
separately model the data which are classified as outliers, because the outliers play an 
important role in the evaluation of the structural stability. In the existing method, the 
weight of the information on the outliers is generally reduced for estimating a statistical 
model. However, in the proposed method, the data outside the threshold values, namely, 
the data included in the high group and the low group in Fig. 5.1 are equally modeled. 
Generally, since the data classified as outliers have few observed numbers, a smooth 
probability density function cannot be obtained. However, the proposed method 
faithfully reproduces the frequency distribution of the obtained data at least to try to use 
the information obtained from the measured values for the evaluation of the stability 
analysis. 
 
Fig. 5.2 Flowchart to model data of soil strength 
 
Detect outliers (values of non-stationarity)
Classification of data into three groups
Identify spatial structure of data of each group
Re-compose values spatially interpolated of three groups
Determine optimum statistical model of all data
as Minimum Akaike’s Information Criterion Estimator (MAICE)
Chapter 5: Evaluation of spatial variability of cone penetration resistance inside earth-fill dams 
composed of materials with different particle size distributions 
47 
 
 Fig. 5.2 shows the flowchart of this study. First, the threshold values divide the 
data into the three groups, namely, the high group, the middle group, and the low group, 
and the statistical model for each group is determined. Furthermore, based on the 
statistical model for each group, the geostatistical method is used to estimate the spatial 
distribution of the soil strength for each group. The unique feature of this study is in the 
re-composition of the spatial distributions of the soil strengths of the three groups, and 
the aim of the procedure is to equally consider the outliers. The locations where the 
outliers appear are evaluated as follows. As presented in Fig. 5.1, the spike-like 
distribution of the tip resistance is shown to be affected by the outliers. Using this kind 
of tendency of the distribution of the obtained data, the points where the outliers are 
likely to exist can be evaluated. In order to validate the applicability of the proposed 
method, the soil strength estimated by the proposed method was compared with the 
measured data taken at the same location. The estimation error for each estimated value 
and the frequency distribution of the estimated values were also investigated, and the 
accuracy of the estimated value calculated by the proposed method was confirmed. 
 
 
5.2 Site investigation 
 
In this study, the C dam and the D dam were examined. The C dam is 6.6 m in height 
and the back fill layer has a fines content of 48.5%; it is classified as sand of a fine 
fraction nature with gravel. The D dam is 9.0 m in height and the back fill layer has a 
fines content of 47.5%; it is also classified as sand of a fine fraction nature with gravel. 
Figs. 5.3 (a) and (b) show (again) the plan views of the surveys at the C dam and the D 
dam, respectively. CPTUs were carried out at the top of each dam, namely, CPTUs were 
performed at 15 points with 2-m intervals at the C dam and at 11 points with 5-m 
intervals at the D dam. In addition, Figs. 5.4 (a) and (b) show (again) the geological 
cross sections, estimated from the boring tests, of the C dam and the D dam, 
respectively. Although corrected cone resistance qt is considered to reflect the soil 
strength with high accuracy, the N-value is generally used to design soil structures in 
Japan. Therefore, the conversion formulas for the N-value obtained from the CPT, Nc, 
proposed by Suzuki et al. (2003), was employed here. The procedure to calculate Nc is 
shown in Chapter 2. A log Nc is taken as the logarithm of Nc, while Figs. 5.5 (a) and (b) 
show the depth distribution of the log Nc at the C dam and the D dam, respectively. 
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(a) C dam. 
 
  
(b) D dam. 
Fig. 5.3 Plan views (these figures already shown in Fig. 4.1) 
 
 
(a) C dam. 
 
 
(b) D dam. 
Fig. 5.4 Cross section of each dam and legend (these figures already shown in Fig. 
4.2) 
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5.3 Statistical modeling of soil strength 
 
The optimum model of logNc is determined by minimizing the Akaike Information 
Criterion, and the model called MAICE (Minimum AIC Estimator). The procedure for 
the MAICE is presented in Chapter 3. Using the procedure for MAICE, the mean 
function, m, the standard deviation, , and the covariance function were determined for 
the C dam and the D dam, as shown in Table 5.1. According to this table, the covariance 
 
(a) C dam. 
 
 
(b) D dam. 
Fig. 5.5 Spatial distributions of logNc 
 
Table 5.1 Statistical models determined by MAICE 
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functions for the C dam and the D dam showed that the correlation distance in the 
horizontal direction, lx, equals 0.01 m (lower boundary value in the analysis), which 
means it is uncorrelated. Figs. 5.6 (a) and (b) show the mean function obtained for each 
of the depth distributions of logNc at the C dam and the D dam, respectively. In the C 
dam, a constant value was chosen for the mean function, while in the D dam, a model 
with a linear gradient in the depth direction was selected. 
 Since the correlation distance of logNc in the horizontal direction in the C dam 
and the D dam was determined to be uncorrelated, the procedure for the MAICE could 
not estimate an appropriate spatial structure. Therefore, since the semi-variogram can 
easily identify the spatial structure one-dimensionally, the spatial structure was 
evaluated by the semi-variogram. The procedure for this method is shown in Chapter 3.  
As a feature of the CPT, although the continuous data in the depth direction can 
be obtained with high accuracy, the measured data have large variability in many cases. 
Therefore, due to the influence of the outliers included in the data, the random field 
cannot satisfy the assumption of the stationarity, and this makes it difficult to obtain the 
appropriate semi-variogram. In order to evaluate the influence caused by the outliers, 
part of the spike-like distribution of the data, shown in Fig. 5.1, was defined here as the 
outliers that cause the disturbance to the data. Based on the definition, it was assumed 
that the outliers were close to the maximum value and the minimum values of the logNc. 
 
(a) C dam. 
 
 
(b) D dam. 
Fig. 5.6 Values measured by CPTUs and mean function of logNc 
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Moreover, the effect of eliminating these data on the value of the root mean square error 
(RMSE), calculated from the semi-variogram, and its approximate function will be 
discussed. 
 As a procedure for detecting the outliers, it is proposed that the threshold 
values be set as shown in Fig. 5.1. The data are classified into three groups, namely, the 
high group, the middle group, and the low group, respectively. However, when the data 
are classified into each of the groups, they lose their normality. Therefore, before 
computing the semi-variogram, the normal transformation, given by Eq. (3.25), is 
applied to the normalized random variable, f, of each group. The standardized random 
variable, Y, is defined by using the mean function, m, and the standard deviation, . 
Letting F represent the cumulative distribution function in an arbitrary section, with 
respect to the data classified into each group, f is converted into normal random variable 
Y by Eq. (3.25). 
The semi-variogram of normal random variable Y is modeled by a simple 
exponential function given by Eq. (3.27). The goodness of fit of the approximate curve 
to the semi-variogram was evaluated by the RMSE expressed by the following equation: 
 
                   r 2
1r
1 ˆ
N
i i
i
RMSE
N
 

   (5.1) 
 
where Nr is the number of prediction targets, ˆi  is the semi-variogram obtained from 
the measured value, and i is the predicted value of the semi-variogram based on the 
approximation function. 
As the calculation procedure for the RMSE, first, an a percentile and a b 
percentile of the standard normal distribution with respect to the normalized random 
variable, f, are set as the threshold value between the high group and the middle group 
and that between the middle group and the low group, respectively. Here, the case of 
excluding f less than or equal to the a percentile and the case of excluding f greater than 
or equal to the b percentile is denoted as (a, b). In the C dam, the comparison was made 
for a total of six cases, including (5, 95), (10, 90), (15, 85), (20, 80), and (25, 75), and 
all of the data. In addition, in the D dam, the comparison was made for a total of six 
cases, including (0.5, 99.5), (1, 99), (2.5, 97.5), (5, 95), and (10, 90), and all of the data. 
The results of the comparisons are summarized in Table 5.2. The reason why the 
thresholds of the C dam and the D dam are different is that the ranges in the minimum 
values were different in the process of examining the minimum value of the RMSE. 
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Assuming that the ratio of the data outside the thresholds is defined as the removal ratio 
of the outliers, three tendencies were confirmed as the range in the removal ratio 
Table 5.2 Influence of removal of outliers on goodness to fit for model 
(a) C dam. 
 
 
(b) D dam. 
 
 
 
(a) C dam. 
 
 
(b) D dam. 
Fig. 5.7 Relationship between removal ratio of outliers and RMSE 
Removal ratio (%) Case C 0z C 0x l z l x RMSE (z ) RMSE (h )
0 All data 0.21 0.62 0.70 5.68 0.107 0.154
10 (5, 95) 0.16 0.55 0.46 4.72 0.100 0.052
20 (10, 90) 0.21 0.62 0.41 4.45 0.085 0.033
30 (15, 85) 0.05 0.80 0.26 4.44 0.113 0.050
40 (20, 80) 0.42 0.80 0.36 4.44 0.088 0.037
50 (25, 75) 0.53 * 0.38 * 0.069 *
* : Can not be computed, Red color : Miminum value.
Removal ratio (%) Case C 0z C 0x l z l x RMSE (z ) RMSE (h )
0 All data 0.30 0.55 0.48 9.93 0.070 0.079
1 (0.5, 99.5) 0.33 0.53 0.47 9.59 0.072 0.079
2 (1, 99) 0.36 0.57 0.50 10.13 0.067 0.059
5 (2.5, 97.5) 0.40 0.44 0.39 6.57 0.063 0.092
10 (5, 95) 0.43 0.51 0.37 6.59 0.066 0.097
20 (10, 90) * * * * * *
* : Can not be computed, Red color : Miminum value.
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became wider. First, there is a tendency for the nugget effect to become larger. Second, 
there is a tendency for the correlation distance to become shorter. Finally, there is a 
tendency for the RMSE to become smaller. However, the optimum case of the removal 
ratio is seen in the horizontal direction according to the RMSE. 
 Figs. 5.7 (a) and (b) show the changes in the RMSE in the six cases for the C 
dam and the D dam, respectively. As a result, the case where the RMSE in the horizontal 
direction becomes the minimum, was the case of (10, 90) in the C dam and the case of 
(1, 99) in the D dam. Since the amount of information is abundant in the depth direction, 
the change in the semi-variogram in the depth direction is less sensitive than the one in 
the horizontal direction, to the removal ratio. Therefore, the RMSE in the horizontal 
direction is regarded as top priority, and the case where the RMSE becomes the 
minimum, was considered as the optimum removal ratio. Fig. 5.8 shows the figure in 
which the measured data at x = 2 m of the C dam is classified into the three groups in 
the case of (10, 90). 
 Figs. 5.9 and 5.10 show the changes in the goodness of fit between the 
 
Fig. 5.8 Classification of in-situ data in case of (10, 90) at x = 2 m 
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semi-variogram and the approximate function by excluding the outliers. From these 
results, it is seen that the fitness of the approximate function to the semi-variogram was 
improved visually. First, Fig. 5.9 shows the semi-variogram in the case of using all the 
data for the C dam and the case of a removal ratio of 20%, namely, (10, 90). In 
particular, when comparing Figs. 5.9 (b) and (d), it can be confirmed that the goodness 
of fit between the semi-variogram and the approximate function was greatly improved. 
Table 5.3 shows the statistical models determined by the semi-variogram for the high 
group, YH, the middle group, YM, and the low group, YL, when the removal ratio of the 
data is (10, 90). In the statistical model obtained for YM, the correlation distance in the 
horizontal direction was estimated to be about 10 times the correlation distance in the 
vertical direction. These results were confirmed to show the same trend as the results 
seen by Nishimura (2007) and Phoon and Kulhawy (1999). On the other hand, because 
the density of the data included in YH and the YL was insufficient, the spatial structure 
of the data was estimated to be uncorrelated. Here, in order to determine the 
approximate functions, the data in which the separation distance of the data are less than 
or equal to 0.9 m in the vertical direction for both the C dam and the D dam, were used. 
This procedure is the same as that stated in section 4.3. On the other hand, in the 
horizontal direction, the least squares method was applied to the data, which have the 
separation distance of the data up to 6 m in the C dam and the data up to 15 m in the D 
dam. In other words, it was assumed that the interval between the two sets of data was 
one span, and the first three spans were used for determining the approximate function. 
This is because the amount of data in these spans is sufficient and reliable. This 
assumption is also the same as that stated in section 4.3. By treating the data in this 
manner, the correlation distance obtained by the semi-variogram tends to be longer than 
that obtained by the MAICE. In addition, the range to calculate the RMSE in the depth 
direction was up to 2 m for both the C dam and the D dam. Moreover, the range to 
calculate the RMSE in the horizontal direction was up to 10 m for the C dam and up to 
20 m for the D dam, respectively. This is because, since the accuracy of the 
semi-variogram decreases as the distance between the data increases, the RMSE was 
examined in the range of about 40% of the length of each dam. 
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(a) Depth direction (all data). 
 
(b) Horizontal direction (all data). 
 
(c) Depth direction (10, 90). 
 
(d) Horizontal direction (10, 90). 
Fig. 5.9 Relationship between semi-variogram and removal of outliers at C dam 
 
 
(a) Depth direction (all data). 
 
(b) Horizontal direction (all data). 
 
(c) Depth direction (1, 99). 
 
(d) Horizontal direction (1, 99). 
Fig. 5.10 Relationship between semi-variogram and removal of outliers at D dam 
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5.4 Interpolation of soil strength using conditional simulation 
 
In section 5.3, it was confirmed that the removal of the outliers was effective for 
appropriately obtaining the parameters of the random field. On the other hand, since it is 
also important to consider the data classified as the outliers when determining the 
stability of an earth-fill dam, it is necessary to incorporate the outliers into the 
evaluation of the spatial distribution of the soil strength. Therefore, in this section and 
the next section, in order to evaluate the spatial distribution of the soil strength 
considering the outliers, a method of re-composing the results of the conditional 
simulation obtained for each of the three groups is proposed. However, since the 
physical phenomena of the high group and the low group are clearly non-stationarity, 
the random field theory is not applied to these groups. On the other hand, by excluding 
the outliers, a method is proposed to secure the stationarity of the middle group. In the 
following sections 5.4, 5.5, and 5.6, the C dam will be analyzed in particular; it is 
thought to be greatly influenced by the outliers. 
 Kriging, which is one kind of geostatistical method, is often used to spatially 
interpolate the soil properties obtained as the point estimation. In kriging, the variance 
of the coefficient of interpolation is not 0, excluding the sampled points, and the 
interpolated values of the soil properties have variability. Therefore, in order to take into 
account the variability, a method for generating a large number of realizations 
(simulated values) and executing a lot of simulations is called a conditional simulation. 
In this study, the conditional simulation is employed through the use of the analysis 
code SGSIM (Deutsch and Journel, 1992).  
 In the conditional simulation, it is assumed that the input data follow a standard 
normal distribution. Therefore, the normal transformed variables, namely, the high 
group, YH, the middle group, YM, and the low group, YL is applied to the conditional 
simulation. As a result, a group of simulated results of the normal transformation, Y'H, 
Y'L, and Y'M, was obtained by the conditional simulation. Also, the normal inverse 
transformation, shown in Eq. (5.2), was performed for them, and a group of simulated 
results for the normalized random variable, f'H, f'L, and f'M, was obtained. 
 
                              1f F Y    (5.2) 
 
Here, f' is a representative value of the simulated results of the normalized random 
variable, F is the cumulative distribution function in an arbitrary section for each of the 
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three groups, and Y' is a representative value of the simulated results of the normal 
transformation. Furthermore, f'H, f'L, and f'M were converted into the N-value calculated 
from the CPTUs, Nc, by using Eq. (5.3), and the simulated results for the Nc of the 
conditional simulation were obtained for each group, namely, the high group, RH, the 
low group, RL, and the middle group, RM. 
 
                           ( , )c( , ) 10 m f x zN x z     (5.3) 
 
where m = 0.321 and = 0.371 are taken from Table 5.1. 
 The output points of all the simulation results are set in a lattice shape, and the 
lattice consists of 5249 points in total. In the lattice, 29 points are set to have 1-m 
intervals in the horizontal direction and 181 points are set to have 0.05-m intervals in 
the depth direction. Since 418 of these points are near the bottom surface and are 
assumed to be the base layer, they are treated as constant values. Thus, the total number 
of evaluated points in the conditional simulation, NT, is 4831. 
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5.5 Re-composition of simulated values of three groups 
 
In order to evaluate the strength distribution of a ground with large spatial variability, a 
method is proposed to re-compose the simulated results of the three groups. Fig. 5.11 
shows the concept of the re-composition of the results of the conditional simulation for 
each of the groups. In addition, Fig. 5.12 shows the flowchart for conducting the 
re-composition; it shows the procedure for integrating the values from each point of the 
three results of the conditional simulation. The unique feature of this study is that focus 
was placed on the spike-like distribution of the data of the cone tip resistance, which 
was continuously measured by CPTUs in the depth direction. And the locations where 
outliers are likely to appear were evaluated. To investigate the locations of the outliers, 
the difference value between the simulated value, RM, calculated from the data in the 
middle group, and the threshold value, T, used for the classification of the data, was 
defined in the following equation: MD R T  . The reason for using difference value D 
and a detailed definition of D are given below. 
First, as shown in Fig. 5.1, when there is a relatively high strength (or low 
 
Fig. 5.11 Concept of re-composition of simulated results of three groups 
High Low MiddleSelected point to re-composition
Horizontal coordinate
De
pth
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strength) part inside a ground, the tip resistance sharply increases (or decreases) with the 
depth of the penetration, and the value at the spike point becomes the maximum value 
(or the minimum value). In addition, as the penetration depth becomes even deeper, the 
value sharply decreases (or increases) again. For example, in Fig. 5.5, spike-like 
distributions of the logNc were detected in the measured data of the C dam and the D 
dam. Also, in Fig. 5.8, spike-like distributions were confirmed in the classification 
diagram of the data for the C dam at x = 2 m. Therefore, it is obvious that the value of a 
 
Fig. 5.12 Flowchart of re-composition of simulation results 
 
 Fig. 5.13 Definitions of DH and DL 
 
Calculate DH and DL at all evaluation 
points, N, respectively.
Compute the number of combination points 
for high and low ranges, 
NHSIM and NLSIM, respectively.
Sort the components of DH and DL into  
ascending order, as follows, 
DH1, DH2, …, DHN, and DL1, DL2, …, DLN,respectively.
Take up the simulation results from high 
and low ranges as set for NHSIM and NLSIM
in the order of DH1, DH2, DH3, … and DL1, 
DL2, DL3, …, respectively.
To determine the combined results, RG, 
take up the simulation results from RH, RL,
and RM, as set for NHSIM, NLSIM, and 
NMSIM, respectively.
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simulated result in the middle group around an outlier is close to the threshold value due 
to the tendency shown in Fig. 5.1. In this manner, when the difference value, D, 
calculated from the simulated value of the middle group and the threshold value, is 
small, the locations with a high possibility for the appearance of outliers, can be judged.  
 Based on the assumptions stated above, the locations with a high possibility for 
outliers are evaluated from the simulated results of the middle group, RM, and the 
threshold values. In Fig. 5.13, the definitions of difference values DH and DL are given 
as follows:    H H M, ,D x z T R x z   and    L M L, ,D x z R x z T  , respectively. In the 
calculation, the simulated value, RM, calculated from the conditional simulation using 
the data in the middle group, and the threshold values used to classify the data into three 
groups are employed. TH is the threshold value between the high group and the middle 
group, and TL is the threshold value between the middle group and the low group. Small 
values for DH and DL indicate the locations where outliers of high strength or low 
strength are likely to appear. 
 Next, Table 5.4 shows the number of measured data classified in each of the 
groups and the ratio of the number of classified data against the number of all the data. 
The ratio is defined as the classification ratio here. The number of evaluated points in 
the re-composition is defined as NSIM. Also, in the re-composition of the simulated 
results of the three groups, the number of points which are selected from each group, 
correspond to the classification ratio. In other words, the assembly ratio of the high 
group, PH, and that of the low group, PL, are defined as H HOB OBP N N  and 
Table 5.4 Variables for re-composition of simulation results 
 
 
N T 4831 (Number of all evaluation points)
(Number of all in-situ data)
N HOB 224 (In-situ data of high group)
N MOB 1619 (In-situ data of middle group)
N LOB 112 (In-situ data of low group)
P H 11.5%
P L 5.7%
N HSIM 329
N MSIM 2382
N LSIM 165
N SIM 2876
N OB 1955
H HOB OBP N N
L LOB OBP N N
HSIM H HOBN P N N 
 MSIM SIM HSIM LSIMN N N N  
LSIM L LOBN P N N 
OB HOB MOB LOBN N N N  
SIM OBN N N 
HSIM MSIM LSIMN N N  
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L LOB OBP N N . Based on the above assumptions, the re-composition from the three 
groups is carried out by selecting the simulated results using the assembly ratio of PH 
and PL from the simulated results of each group. The process to determine a point to be 
re-composed from RH and RL will be described in detail in accordance with the 
flowchart shown in Fig. 5.12, given below. 
 First, the total number of evaluated points in the conditional simulation, NT, 
where the soil properties are interpolated in the conditional simulation, is defined as NT 
= NOB + NSIM, where NOB is the total number of measured data. Also, as shown in Table 
5.4, since the re-composed results consist of the simulated results of the three groups, 
NHSIM, NMSIM, and NLSIM mean the selected number of points from each group, 
respectively, for the re-composition. The definitions of NHSIM, NMSIM, and NLSIM are as 
follows: 
 
                         HSIM H T HOBN P N N    (5.4) 
                          LSIM L T LOBN P N N    (5.5) 
                         MSIM SIM HSIM LSIMN N N N    (5.6) 
 
where NHOB is the number of measured data included in the high group and NLOB is the 
number of measured data included in the low group. 
 Next, in order to evaluate the locations where the outliers of high strength or 
low strength are likely to appear, the components of DH and DL are sorted into 
ascending order, as follows, DH1, DH2, ..., DHN, and DL1, DL2, ..., DLN, respectively. Then, 
the simulated results from the high group and the low group, as sets for NHSIM and NLSIM, 
are taken in the order of DH1, DH2, DH3, ... and DL1, DL2, DL3, ..., respectively. The values 
of NMSIM are selected from the simulated results of the middle group. As a result, the 
simulation values of SIM HSIM MSIM LSIM 2876N N N N     points are determined for 
the entire region of the analysis, and the simulated results of the re-composition of the 
three groups, RG, are obtained. Furthermore, in order to obtain a large quantity of 
realized values from the random field, the procedure given in Fig. 5.12 is repeated as 
many times as necessary for the conditional simulation.  
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5.6 Validation of simulated values using proposed method 
 
5.6.1 Estimated statistical model for C dam 
 
The spatial distribution of the soil strength inside the C dam is modeled using the 
logarithm of the N-value calculated from the CPTUs, logNc. First, the mean function, m, 
and the standard deviation, , were determined by following the procedure of MAICE 
as presented in Chapter 3. As a result, the estimated models were obtained as shown in 
Table 5.1. 
 As shown in section 5.3, in the C dam, when data is removed by setting the 
values of the 10 percentile and the 90 percentile of the standard normal distribution 
against the normalized random variable, f, as the threshold values, the RMSE becomes 
minimum. Based on the results, the value of the 90 percentile of the f is set as the upper 
threshold value and the data of the 90 percentile or more are classified as belonging to 
the high group. Similarly, the value of the 10 percentile is set as the lower threshold 
value and the data of 10 percentile or less are classified as belonging to the low group. 
The other data are classified into the middle group. Table 5.3 shows the statistical model 
determined by the semi-variogram for all the data classified into the three groups. The 
spatial distributions of the soil strength inside the C dam using these statistical models 
are shown in sub-section 5.6.2. 
 
5.6.2 Evaluation of spatial distribution of soil strength 
 
By the method proposed in section 5.5, the simulated results of the re-composition of 
the three groups, RG, is obtained. However, in order to converge the statistics of the 
random field obtained from the random field of RG, the conditional simulation was 
repeated 2000 times. As a result, the spatial distribution of the statistics related to the 
soil strength were given as shown in Figs. 5.14 (a) to (d). 
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 (a) Mean values for Nc. 
 
 (b) Standard deviation. 
 
 (c) Probability of Nc> 6.25. 
 
 
(d) Probability of Nc<0.70 
Fig. 5.14 Spatial distribution of statistics by proposed method 
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 Fig. 5.14 (a) shows the spatial distribution of the mean value of the N-value 
calculated from the CPTUs, Nc. According to this figure, the mean value for the Nc in 
the dominant space is Nc < 4, while there are particularly weak areas of Nc equal to or 
less than 2 around x = 10 - 15 m and z = 3 - 9 m. In addition, Fig. 5.14 (b) shows the 
spatial distribution of the standard deviation. It can be confirmed that the standard 
deviation is almost 0 at any point where measured data exist or where Nc is small. Figs. 
5.14 (c) and (d) show the spatial distribution of the probability that Nc is greater than the 
upper threshold value of 6.25 and the spatial distribution of the probability that Nc is 
lower than the lower threshold value of 0.70, respectively. Fig. 5.14 (c) visualizes the 
degree of the spread of the relatively high strength areas inside the dam as the 
probability of Nc > 6.25. The probability that the high strength parts continuously spread 
around x = 5 - 25 m and z = 1 - 2 m in the C dam were confirmed to be high. Moreover, 
Fig. 5.14 (d) shows that the probability that relatively weak parts exist around x = 10 - 
15 m and z = 3 - 4.5 m are high. 
 
5.6.3 Validation of interpolated results by proposed method 
 
In this study, a method is proposed to model the spatial distribution of the soil strength 
inside earth-fill dams composed of materials with different particle size distributions by 
appropriately re-composing the three groups of results from a conditional simulation. In 
order to validate the random field of the strength distribution inside the C dam, 
estimated by the proposed method, some of the data were intentionally removed from 
the measured data, and the remaining data were applied to the simulation. In addition, 
the statistics of the random field estimated by the proposed method and the removed 
data were compared at the same location to verify their correspondence. The following 
two cases were verified. One is a case in which the measured data at x = 6 m were 
intentionally removed, and the other is a case in which the measured data at x = 20 m 
were intentionally removed. 
 In order to evaluate the strength distribution inside the C dam, the simulation 
was repeated 2000 times, and the mean value and the standard deviation of the random 
field at each of the points in the analysis region were obtained. To evaluate the accuracy 
of the statistics of the random field, the standardized residuals, w, with mean = 0 and 
standard deviation = 1, are defined by the following equation:  
 
                           , , , ,w x z b x z E x z SD x z   (5.7) 
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where  ,b x z  is measured data,  ,E x z  is the mean value calculated from the 
realizations of the random field of RG, and  ,SD x z  is the standard deviation 
calculated from the realizations of the random field of RG. 
 Fig. 5.15 (a) and (b) show the mean value of the random field and the 
distribution of the measured data at x = 6 m and at x = 20 m, respectively. In Fig. 5.15 
(a), the mean values roughly follow the measured values, except for around z = 6, 8 m. 
In addition, Fig. 5.15 (b) shows that the mean values roughly follow the measured 
values, except for around z = 2, 4 m. It seems that the difference is caused by the great 
 
(a) x = 6 m 
 
(b) x = 20 m 
Fig. 5.15 Comparison of soil strength distribution between expected values and 
in-situ data 
 
 
(a) x = 6 m 
 
(b) x = 20 m 
Fig. 5.16 Comparison of probability density function between simulated values and 
in-situ data 
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variability in the soil strength of the measured values. The mean values simulate the 
trend of the measured values well, but the mean values occasionally yield 
mis-estimations of the measured values. 
 Fig. 5.16 (a) and (b) show the probability density function of the N-value 
calculated from the CPTUs, Nc, at x = 6 m and at x = 20 m, respectively, and that of the 
measured data, and the shape of the probability density function of the measured value 
and the simulated value was compared. As shown in these figures, the shape of the 
probability density function of the measured value and that of the simulation value 
corresponded roughly for both x = 6 m and x =20 m. In addition, the density of these 
distributions were concentrated in the low strength. Therefore, it was confirmed that the 
proposed method can reasonably simulate the removed data. 
 Fig. 5.17 shows the probability density function of the standardized residuals, 
w, calculated at x = 6 m and x = 20 m. Since the standardized residuals are concentrated 
in the part close to 0, the simulated values by the proposed method are considered to be 
reasonable. 
  
 
5.7 Conclusion 
 
In this chapter, the spatial distribution of the soil strength of earth-fill dams composed of 
materials with different particle size distributions, was evaluated by applying the 
geostatistical method to the results obtained from CPTUs. The concluding remarks are 
given below. 
1) Since CPTs can measure the soil strength precisely and with high spatial resolution, 
CPTUs were conducted at a dams composed of materials with different particle size 
 
Fig. 5.17 Probability density function of standardized residuals, w 
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distributions. As a result, the measured data obtained from the CPTUs contained the 
local areas of high strength as well as those of low strength. 
2) The measured values were classified into three groups, namely, high, middle, and 
low, by the threshold values between the high and low groups. The threshold values 
were determined so that the RMSE would be minimized. Since the influence of 
outliers on the random field modeling of the YM group was reduced by their 
removal, the correlation distances could be properly estimated. As a result, the 
horizontal value was about 10 times that of the vertical one. 
3) It is seen in the CPTUs that the spatial distributions of the weak areas and the strong 
areas originated from the amount of gravel mixed into the soil and affect the soil 
strength. In other words, the weak areas contain a smaller amount of gravel, while 
the strong areas contain a larger amount of gravel. The novelty of the proposed 
method is in the re-composition of the simulation values of the three groups, 
namely, high, YH, middle, YM, and low, YL. The YH and YL groups model the 
outliers of high strength and low strength, respectively. In the proposed method, the 
rate of outliers is determined from the measured values. The simulated values for 
each of the three groups are re-composed so as to follow the determined rate, and 
the locations of the outliers are determined based on the simulated values of the 
middle group, YM. 
4) As a result of a comparison between the simulated values and the measured values, 
the distribution of these values at the same place roughly corresponded, and the 
shapes of the probability density functions were also similar. Thus, it has been 
verified that the proposed method can be used to reasonably simulate the spatial 
variability of the soil strength considering the outliers. 
5) One of the problems for the practical application of the proposed method is that it 
requires a large amount of data in the horizontal direction in order to identify the 
parameters of the spatial structure. As a practical option, it is necessary to conduct 
site investigations which include a section for short-interval testing as part of the 
whole survey line. It is also important to develop a database of the correlation 
distances of the soil properties.  
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Evaluation of liquefaction probability of earth-fill dam over 
next 50 years using geostatistical method based on CPT 
 
 
6.1 Introduction 
 
Since the CPT is a highly efficient method for obtaining data at short intervals, the test 
data from CPTs enable the mapping of the spatial distribution of the liquefaction 
probability considering the spatial variability of the soil parameters. Many previous 
works have dealt with the liquefaction probability through evaluations using CPTs (e.g., 
Dawson and Baise, 2005; Vivek and Raychowdhury, 2014). Although the seismic 
hazard should be considered when properly evaluating the liquefaction risk, the 
above-mentioned studies did not deal with the seismic hazard, and the magnitude of an 
earthquake was assumed to be the deterministic parameter in the above articles. The 
present study, on the other hand, considers the frequency of earthquakes by using the 
seismic hazard. Since the seismic hazard of many earth-fill dams in Japan varies, 
depending on the location, the regional characteristics of the seismic hazard should be 
introduced when evaluating the liquefaction probability for each dam. For these reasons, 
the CPT and the seismic hazard are both utilized to evaluate the liquefaction probability 
of earth-fill dams. 
Although the CPT is often preferable for identifying the liquefaction 
probability, the CPT is still not widely used in Japan. Therefore, focus will be placed 
here on the SPT N-value and the fines content, Fc, because the majority of the 
accumulated site characterization data in Japan consists of SPT N-values and Fc. In the 
design guidelines for earth-fill dams for irrigation (Ministry of Agriculture, Forestry, 
and Fisheries of Japan, 2015), the liquefaction resistance factor FL method, which was 
originally based on the study of Iwasaki et al. (1984), is used. When applying the 
method properly, the liquefaction resistance of soils is evaluated based on the SPT 
N-value and Fc obtained from laboratory tests. In this paper, however, the liquefaction 
resistance is calculated through the modification of Iwasaki’s method based on the CPT. 
Therefore, the measured values from the CPT are converted into SPT N-values and Fc 
using the conversion formulas presented by Suzuki et al. (2003). However, the formulas 
do not take conversion errors into account, and this may have a significant influence on 
the liquefaction probability. Conversion formulas, including the quantity of the 
Chapter 6: Evaluation of liquefaction probability of earth-fill dam over next 50 years using 
geostatistical method based on CPT 
69 
 
conversion errors, are proposed to estimate the N-value and Fc from the CPT later in 
this paper. 
The soil parameters inside soil structures, such as river dikes and earth-fill 
dams, generally have spatial variability, which has a great influence on the probability 
of failure. Since the values taken from CPTs are point estimation values, the measured 
values need to be interpolated in order to continuously determine the spatial variability 
of the soil parameters. There are many works which deal with the spatial variability of 
soil parameters interpolated by geostatistical methods (e.g., Lenz and Baise, 2007; Chen 
et al., 2015). Since the soil parameters are spatially correlated, the correlation must be 
evaluated in order to present the spatial variability. The degree of the spatial correlation 
of the soil parameters is modeled by the correlation distance. The values interpolated 
through the use of geostatistical methods are largely influenced by the correlation 
distance of the soil parameters. Thus, the distance of several soil parameters was 
examined in horizontal and vertical directions, respectively, in past literature (e.g., 
Phoon and Kulhawy, 1999; Lloret-Cabot et al., 2014; Nishimura et al., 2016). Phoon 
and Kulhawy (1999) showed the distance of corrected CPT tip resistance qt and 
undrained shear strength su from vane shear tests (VSTs). Lloret-Cabot et al. (2014) 
examined the distance of CPT tip resistance qc utilizing the correlation function and 
geostatistical methods. Nishimura et al. (2016) presented the distance of the N-value 
from SWS by using the maximum likelihood method and geostatistical methods. 
Although fines content Fc was taken into account for the calculation of the liquefaction 
resistance, which was based on SPTs (e.g., Iwasaki et al. 1984; Cetin et al., 2004), the 
correlation distance of Fc was not sufficiently examined. Thus, the correlation distance 
of Fc inside an earth-fill dam is examined accurately in the horizontal and depth 
directions, respectively, based on the Fc data derived from CPTs.  
 A unique feature of the proposed work is its potential capability to take into 
account the accumulated site characterization data, such as the SPT N-value and Fc, 
adjacent to the studied sites. An illustrative example assessing the liquefaction 
probability of an earth-fill dam in Japan is presented to demonstrate the capability of the 
proposed method. This chapter is composed from eight sections. Section 6.2 provides 
information on the studied dam. Section 6.3 presents the model identification method of 
the soil parameters. Section 6.4 shows the spatially interpolated results of the soil 
parameters by a geostatistical method. Section 6.5 presents the liquefaction resistance 
factor FL method. Section 6.6 describes the seismic hazard analysis of the dam. Section 
6.7 shows the results of the seismic hazard analysis. The conclusion and a summary are 
given in Section 6.8. 
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6.2 Site investigation 
 
An earth-fill dam in Hiroshima Prefecture, Japan was analyzed. The C dam is one of the 
dams for which there is a fear of liquefaction damage should a Nankai Trough 
earthquake occur. In Japan, to design countermeasures against the liquefaction of 
earth-fill dams, the N-value obtained from SPTs is generally used. In the Japanese 
design code for earth-fill dams for irrigation, the liquefaction resistance factor FL 
method, originally based on the study of Iwasaki et al. (1984), is used. In Iwasaki et 
al.’s method, the N-value and fines content Fc are utilized to calculate FL. Therefore, the 
measured values from the CPTs on the dam are firstly converted into the soil behavior 
type of index, Ic, proposed by Robertson and Fear (1995). Then, Ic is used to obtain the 
N-value and Fc by utilizing the conversion formulas which were originally proposed by 
Suzuki et al. (2003). Since the procedure for obtaining the N-value and Fc from the 
results of CPTs was presented in chapter 2, no explanation of the conversion formulas 
will be given here. 
The CPT is employed to obtain several soil parameters, such as corrected cone 
resistance qt, measured sleeve friction fs, and pore water pressure u at short intervals. 
CPTs were conducted at 15 points at the top of the dam at intervals of 2 m along the 
crest, as shown in Fig. 6.1. The geological cross section at the studied site is given in 
Fig. 6.2. The height of the dam is 6.6 m, and the soil profile is classified into four layers, 
namely, backfill sand (Bs), alluvial clay (Ac), alluvial gravel (Ag), and weathered slate 
(Pl-w). The strength of the soil is weak around the depth of 9 m from the top of the dam 
in the Bs and Ac layers. 
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In addition, an SPT was performed at a boring point near the location of the 
CPTs, as shown Fig. 6.1. In Fig. 6.3, the distribution of the N-values obtained from the 
SPT is given. The N-values were examined at 1-m intervals in the depth direction. Fig. 
6.4 shows the geological columnar section derived from laboratory tests at the same 
boring point as that of the SPT. Based on the laboratory tests, the fines content Fc of the 
backfill sand (Bs) layer is estimated as 48%. 
  
 
Fig. 6.1 Plan view of C dam and testing points of CPTs and SPT 
 
 
Fig. 6.2 Geological cross section of C dam 
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6.3 Statistical model identification of studied dam 
 
Statistical models for soil parameters are useful for visualizing the spatial variability of 
the soil parameters. This is because the soil parameters for the points where test results 
do not exist can be estimated using the statistical models. The statistical models of the 
CPT results are determined based on a geostatistical method (Journel and Huijbregts, 
1978) and the random field theory. Although the soil parameters utilized to calculate the 
liquefaction probability have spatial variability, the variability can be introduced into the 
 
Fig. 6.3 Distribution of N-values from SPT in depth direction 
 
 
Fig. 6.4 Geological columnar section at boring point 
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statistical models explicitly. By using CPTs and the conversion formulas for CPTs, since 
a sufficient amount of data with high spatial resolution inside the dam is converted into 
N-values and fines content Fc, a large amount of N-values and Fc data can be utilized for 
the statistical model identification. 
The representative variable for soil parameter b is defined by Eq. (3.20). The 
hypothesis is commonly used to model soil parameters (e.g., Vanmarcke, 1983; Phoon 
and Kulhawy, 1999). Herein, based on the method of maximum likelihood estimation 
(MLE), the statistical models are determined for CPT N-value logNc and fines content 
logFcIc. The modeling method employed here is similar to that in Matsuo’s work 
(Matsuo and Asaoka, 1977), and the detailed procedure for the statistical model 
identification is described in Nishimura et al. (2016a) and also in Chapter 3. In the 
model identification based on MLE, the Akaike Information Criterion (AIC) is used. 
The mean functions, the standard deviations, and the covariance functions of logNc and 
logFcIc are determined based on the procedure of the Minimum Akaike Information 
Criterion Estimator (MAICE) (Akaike, 1974). The covariance function is assumed to be 
of an exponential type and composed of several parameters, such as the standard 
deviation, the correlation distance in the horizontal and depth directions, and the nugget 
effect parameter. 
 Table 6.1 presents the mean function and the covariance function of logNc and 
logFcIc estimated by the MAICE. Fig. 6.5 (a) and (b) show the distributions of logNc and 
logFcIc, respectively, with the mean functions at the site. As the mean functions, 
quadratic equations are selected in the horizontal and vertical directions. 
 As shown in Table 6.1, lateral correlation distance lx in the model of logNc, 
obtained by the MAICE, is not reasonable, because the value is identified as being the 
lower boundary value of 0.01 m. With the MAICE, the correlation structure of the 
multi-points distributed multi-dimensionally is evaluated simultaneously, and this 
procedure sometimes creates difficulty. On the other hand, since calculating the 
semi-variogram (Journel and Huijbregts, 1978) is the method used to identify the 
Table 6.1 Statistical models of logNc and logFcIc estimated by MAICE 
 
 
Mean function
logN c
logF cIc
m :Mean function, x :Horizontal coordinate(m), z :Depth(m).
Covariance function   (i ,j =1,2,…,M)
2 2
0.370 0.012 0.030
0.001 0.005 0.001
m x z
x z xz
  
  
2 2
0.874 0.021 0.217
0.001 0.019 0.0001
m x z
x z xz
  
  
   
 
2
2
0.246 exp 0.01 0.28  
0.246  
ij i j i jC x x z z i j
i j
        
 
C
C
   
 
2
2
0.123 0.688 exp 2.28 1.10  
0.123  
ij i j i jC x x z z i j
i j
          
 
C
C
Chapter 6: Evaluation of liquefaction probability of earth-fill dam over next 50 years using 
geostatistical method based on CPT 
74 
 
correlation distance one-dimensionally, it is easier to use the semi-variogram than the 
MAICE for finding the correlation distance. The semi-variograms of horizontal 
direction ˆx  and depth direction ˆz  are defined by Eq. (3.26). Fig. 6.6 and Fig. 6.7 
show the semi-variograms of logNc and logFcIc for the horizontal and depth directions, 
respectively, of the dam. In the calculation of semi-variograms, the measured values are 
assumed to be standard normal distributions N (0, 1). For example, logNc is normalized 
as       , , ,f x z b x z m x z    to remove the trend, where b is the measured value (i.e., 
logNc here), m is the mean value, and  is the standard deviation; the m and  are 
obtained with the MAICE. In addition, in order to set the f values to be N (0, 1) surely, 
the f is converted into a standardized value, Y, using Eq. (3.25). To identify the 
geostatistical parameters of a standardized value Y, the approximation curve is simply 
modeled here by an exponential function as Eq. (3.27), and the covariance function is 
assumed as Eq. (3.28) here. 
 As shown in Fig. 6.6 and Fig. 6.7, the approximation curves roughly 
correspond to the observed values. These approximation curves are derived by the least 
 
 
(a) logNc. 
 
 
(b) logFcIc. 
Fig. 6.5 Values measured by CPTUs and mean function with intervals of 4 m 
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squares method, and finally, the parameters of Eq. (3.27), namely, C0x, C1x, C0z, C1z, lx, 
and lz, are determined. The separation distances of the data, x =|xi-xj| and z=|zi-zj|, are 
less than 6 m in the horizontal direction and less than 0.9 m in the depth direction. They 
are applied to identify the approximate functions, since the accuracy of the 
semi-variograms is high within the range of small values for x and z. Table 6.2 shows 
the constants determined by the semi-variograms. The lateral correlation distance 
obtained from the semi-variograms is about 10 times that of the vertical one. The 
 
(a) Horizontal direction. 
 
 
(a) Horizontal direction. 
 
(b) Depth direction. 
Fig. 6.6 Semi-variograms and 
approximation function of logNc 
 
(b) Depth direction. 
Fig. 6.7 Semi-variograms and 
approximation function of logFcIc 
 
Table 6.2 Constants of covariance functions of logNc and logFcIc determined by 
semi-variograms 
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identified correlation distances are supposed to be reasonable, because this relationship 
agrees with the published values (Nishimura, 2007; Phoon and Kulhawy, 1999). 
 
 
6.4 Interpolation of measured values of CPTs 
 
The spatial variability of the soil parameters inside an earth-fill dam could influence the 
liquefaction probability. The novelty of the proposed work comes from the statistical 
modeling of the SPT N-value and Fc based on the CPT, including the conversion of the 
measured value of the CPT into the SPT N-value and Fc for evaluating the liquefaction 
probability. 
 Moreover, since the data measured by the CPTs are point estimation values, the 
interpolation of these values is required for visualizing the spatial variability of the soil 
parameters. Thus, the geostatistical software library GSLIB (Deutsch and Journel, 1992) 
is used as a conditional simulation tool. In the conditional simulation, the realizations of 
the simulation are based on the statistical models of the soil parameters which are 
characterized by their first two moments and their covariance function. The realizations 
generated by the simulation are conditioned by the measured data, and the values of the 
realizations coincide with the measured values at the measuring points. 
 Utilizing the simulation tool, the cross section of the studied dam is analyzed 
along the embankment axis. The cross section is meshed into several grids at intervals 
of 1 m in the horizontal direction and 0.05 m in the depth direction. The grid spacing is 
selected such that it corresponds to the intervals of the CPT data. In the simulation, the 
Monte Carlo method is repeated 2000 times to evaluate the spatial distribution of the 
expected values for NSPT and Fc at the grid points. The spatial structures of logNSPT and 
logFc are assumed to be the same as those of logNc and logFcIc, respectively. 
The statistical models for logNc and logFcIc, introduced into the simulation, are 
summarized in Table 6.3. In this table, the mean functions and the standard deviations 
are derived from the MAICE, and the covariance functions are determined by the 
semi-variograms. The covariance function is assumed to be an exponential type of 
function. 
Fig. 6.8 and Fig. 6.9 present the spatial distributions of the statistical values 
inside the dam derived from the conditional simulation. Fig. 6.8 (a) and Fig. 6.9 (a) 
correspond to the spatial distributions of the expected values for NSPT and Fc, Fig. 6.8 
(b) and Fig. 6.9 (b) correspond to the spatial distributions of the standard deviations for 
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NSPT and Fc, and Fig. 6.8 (c) and Fig. 6.9 (c) correspond to the spatial distributions of 
the probability of Fc<35 % and NSPT<2, respectively. 
 According to Fig. 6.8 (a), soil which comprises about 35-40% Fc is distributed 
in the dominant area of the dam. The soil profile for this area is categorized as 
intermediate soil; it consists of sandy and fine materials. The area of x = 10-17 m and z 
= 3-9 m has a relatively high Fc (about 50%), because it is located above the sluiceway 
inside the dam. Fig. 6.8 (b) shows the spatial distribution of the standard deviation of Fc, 
including the conversion error given in Eq. (2.8). Since the conversion error is 
considered, the standard deviation is large in the dominant area inside the dam, and the 
value is up to about 30%. In Fig. 6.8 (c), the probability of Fc<35% is more than 0.5 in 
the dominant area inside the dam, because the standard deviation is large. 
 According to Fig. 6.9 (a), the overall N-value inside the dam is relatively small. 
In particular, there are weak areas around x = 0-28 m and z = 3 m and x = 10-17 m and z 
= 3-9 m. Fig. 6.9 (b) shows the spatial distribution of the standard deviation of NSPT, 
including the conversion error, as shown in Eq. (2.7). The standard deviations are 
Table 6.3 Statistical models for logNc and logFcIc introduced into simulation 
 
S.D.
logN c
logF cIc
logN c
logF cIc
m :Mean function, S.D.:Standard deviation, x :Horizontal coordinate(m), z :Depth(m),
M  :The number of test points, Ne  :Nugget effect.
Covariance function   (i ,j =1,2,…,M)
Mean function
2 20.370 0.012 0.030 0.001 0.005 0.001m x z x z xz     
2 20.874 0.021 0.217 0.001 0.019 0.0001m x z x z xz     
0.246 
0.123 
   
 
 
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2
2
exp 2.42 0.29  
0.475 0,  0
0.519 0,  0
0.917 0,  0
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e i j i j
e i j i j
C N x x z z i j
N x x z z
N x x z z
N x x z z
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          
    
    
    
 
C
C
   
 
 
 
 
2
2
exp 9.17 0.82  
0.256 0,  0
0.429 0,  0
0.598 0,  0
0.123  
ij e i j i j
e i j i j
e i j i j
e i j i j
C N x x z z i j
N x x z z
N x x z z
N x x z z
i j
          
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relatively small at the test points where the expected values are small. Based on Fig. 6.9 
(c), the particularly weak areas inside the dam are identified. These areas are located 
around x = 10-15 m and z = 3-6 m and x = 0-15 m and z =7-8 m. 
 
(a) Mean value (Fc) 
 
 
(b) Standard deviation (Fc) 
 
 
(c) Probability of Fc <35 % 
Fig. 6.8 Spatial distribution of statistical 
values of Fc 
 
 
(a) Mean value (NSPT) 
 
 
(b) Standard deviation (NSPT) 
 
 
(c) Probability of NSPT <2 
Fig. 6.9 Spatial distribution of statistical 
values of NSPT 
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6.5 Liquefaction resistance factor FL 
 
Liquefaction resistance factor FL (Iwasaki et al., 1984) is calculated by the following 
equation: 
 
   SPT cmax
,
L
R N F
F
L a
  (6.1) 
 
where R is the liquefaction resistance and L is the dynamic load. 
 Dynamic load L, caused by earthquakes, is defined by the following equation: 
 
 d
v
v raL 

 980
max  (6.2) 
 
where amax is the peak ground acceleration of the dam (gal), and  and  are the 
total and the effective vertical overburden stresses (kPa), respectively. The reduction 
factor rd of dynamic load L in the depth direction is estimated, as shown in Eq. (6.3). 
Reduction factor rd is obtained from a seismic response analysis inputting the time 
histories of bedrock acceleration at the studied site, as shown Fig. 6.10. The wave form 
was determined by the Japanese Cabinet Office assuming a Nankai Trough earthquake. 
To calculate the rd, the validated program code “LIQCA” (e.g., Oka et al., 2016; 
Development Group of Liquefaction Analysis Code LIQCA, 2015) is utilized assuming 
the linear elastic model. 
 
 3 20.0004 0.0062 0.0036 1.0dr z z z     (6.3) 
 
where z is the depth (m) from the crest of the dam.  
 The exceedance probability of the dam depends on the peak ground 
acceleration of an earthquake and the review period. First, the useful lives of soil 
structures are assumed to be about 50 years. Second, since large earthquakes occur 
periodically around the Nankai Trough, namely, about every 100-200 years, seismic 
hazards shorter than the return period of the Nankai Trough earthquake should be 
considered. Therefore, the seismic hazard curve over the next 50 years, taken from 
J-SHIS (Japan Seismic Hazard Information Station, 2014), is employed. Fig. 6.11 shows 
v v
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the seismic hazard curve over the next 50 years at the top of the dam, H. In other words, 
in order to obtain seismic hazard curve H, the maximum velocity on the bedrock at the 
site, provided by J-SHIS, is converted into the maximum acceleration at the top of the 
dam through the use of the seismic response analysis.  
 Liquefaction resistance R is given by the following empirical equations (Japan 
Road Association, 2012). The idea for the equations has two modified points compared 
to Iwasaki’s method. One is that liquefaction resistance R is calculated from fines 
content Fc instead of mass median diameter D50. The other is that the effects of the 
particle size distribution are considered using Fc in order to correct the SPT N-values, 
NSPT. The NSPT values employed here do not include energy correction, because they are 
derived from CPTs through the use of the conversion formulas.  
 
     



 
aaa
aa
NNN
NN
R 14      14106.17.1/0882.0
14                                          7.1/0882.0
5.46  (6.4) 
  
1 1 2
1 SPT170 / 70
a
v
N c N c
N N 
     
 (6.5) 
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F F
          
 (6.6) 
 
Fig. 6.10 Time histories of bedrock 
acceleration at studied site assuming 
Nankai Trough earthquake 
 
Fig. 6.11 Seismic hazard curve of Nankai 
Trough earthquake for studied dam 
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     
c
2
c c
0                       0% 10%
10 /18     10%
F
c
F F
        
 (6.7) 
 
Here, Na is the corrected N-value including the effects of the particle size distribution, 
N1 is the converted N-value as the effective overburden stress equivalent to 100 kPa (1 
atm),  is the effective vertical overburden stress (kPa), and Fc is the fines content 
(%). 
 
 
6.6 Calculation of liquefaction probability 
 
The effects of liquefaction damage on structures must be quantitatively clarified in order 
to establish the proper seismic design for structures. Liquefaction resistance factor FL is 
used to evaluate liquefaction probability Pf. The relationship between factor FL and Pf is 
given based on many in-situ investigations (Iwasaki et al., 1984), as shown in Fig. 6.12. 
The relationship has also been examined in other articles, such as those by Lai et al. 
(2005) and Juang et al. (2008). However, their relationships were derived from the 
cyclic resistance ratio (CRR) and the cyclic stress ratio (CSR) through the use of the 
SPT. Since liquefaction resistance R and dynamic load L are employed to calculate FL, 
as shown in Eq. (6.8), Iwasaki’s relationship is utilized to transform FL into Pf by 
function g, as shown in Eq. (6.9). 
 
v 
 Fig. 6.12 Relationship between liquefaction probability Pf and liquefaction resistance 
factor FL (Relationship was derived from data included in Iwasaki et al., 1984) 
 
0
20
40
60
80
100
0 0.5 1 1.5 2
P f
 (%
)
FL
Chapter 6: Evaluation of liquefaction probability of earth-fill dam over next 50 years using 
geostatistical method based on CPT 
82 
 
      max SPT c SPT c max, , , , , , , ,L LF F x z a N F R x z N F L z a   (6.8) 
      max max SPT c, , , , ,f LP x z a g F g x z a N F   (6.9) 
 
for which function g is given in Fig. 6.12. In the numerical analysis, function g is 
introduced as a digital value. 
In the analysis, random variables generated from the conditional simulation 
tool SGSIM, included in GSLIB (Deutsch and Journel, 1992), are assigned to NSPT and 
Fc. Since the Monte Carlo method is repeated 2000 times in the analysis, the expected 
value for liquefaction probability PfE as the fragility is obtained at the grid points of the 
analyzed cross section by the following equation. Herein, fragility means the 
liquefaction probability over the next 50 years as corresponds to amax. 
 
     max max SPT c, , , , , ,fE LP x z a E g F x z a N F     (6.10) 
 
 Considering all the probabilistic variables, namely, NSPT, Fc, and the peak 
ground acceleration of the dam over the next 50 years, amax, the liquefaction probability 
over the next 50 years is calculated by Eq. (6.11) at the output points of the simulation 
(x, z) inside the dam. 
 
           max50 max max0 max
( ), ( , , )fE fEdH aP x z P x z a dada
    (6.11) 
 
where PfE50 is the liquefaction probability over the next 50 years at (x, z) inside the dam 
and H is the seismic hazard curve over the next 50 years at the top of the dam, as shown 
in Fig. 6.11. 
To compare the degree of vulnerability against liquefaction among many dams 
all over Japan, the spatial average of PfE and PfE50 of a dam could be useful. This is 
because the local liquefaction is difficult to compare quantitatively. The spatial average 
of PfE is obtained for evaluating the fragility of the whole dam by Eq. (6.12).   
 
      
20
max0
max 20
0
, , 10 0.51
10 0.5x
fE
fE
L
x
P x z a z dz
P a dx
L z dz


   (6.12) 
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fEP  is the spatial average of the expected value for the liquefaction probability of the 
whole dam, and Lx is the horizontal length of the site investigation at the studied site, 
namely, 28 m. It is reasonable that the effect of liquefaction near the surface is more 
important than that in deeper areas. Therefore, PfE is weighted based on the linear 
function of the depth direction. The weight decreases in the direction of depth and 
corresponds to 0 at z=20 m. This assumption is determined based on the results of the 
site investigations shown in Iwasaki et al. (1984). 
The spatial average of PfE50 is calculated with the following equation: 
 
    max50 max max0 maxfE fE
dH a
P P a da
da
    (6.13) 
 
where  is the liquefaction probability of the whole dam over the next 50 years.  
 
 
6.7 Evaluation of liquefaction probability over next 50 years 
 
In Fig. 6.13, the seismic hazard curve at the crest of the dam, shown in Fig. 6.11, and 
the fragility curve of the whole dam, calculated by Eq. (6.12), are summarized. The 
seismic hazard shown in Fig. 6.13 is relatively sensitive to the span of amax from 111 to 
223 gal. In addition, the fragility is relatively sensitive to the span of amax from 70 to 
203 gal. For amax greater than 265 gal, the fragility becomes greater than 95%. 
Fig. 6.14 shows the cumulative distribution function of the liquefaction 
probability of the whole dam over the next 50 years, , derived from Eq. (6.13). In 
the calculation of , the convolution integral of the seismic hazard, H, and the 
fragility curve, shown in Fig. 6.13, is executed. As a result, , which is the spatial 
average of the PfE50 of the dam, is evaluated as 61%. The value of the vertical axis in Fig. 
6.14 shows the exceedance probability over the next 50 years; it increases about 32% 
between the peak ground acceleration, amax, of 160 and 224 gal. It is derived from the 
condition whereby not only is the fragility high, but the probability of the occurrence of 
an earthquake is high in that range of amax, as shown in Fig. 6.13. As =61% is not 
small, the liquefaction probability of the dam against a Nankai Trough earthquake 
cannot be ignored. 
 Fig. 6.15 shows the spatial distribution of the expected value of the liquefaction 
50fEP
50fEP
50fEP
50fEP
50fEP
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probability when amax is equivalent to 140 gal. It is predicted that the value of amax =140 
gal will rise to nearly 50% over the next 50 years at the site. NSPT is relatively small at x 
= 0-16 m, z = 7-8 m and at x = 10-13 m, z = 3-6 m, as shown in Fig. 6.9 (a). 
Corresponding to the tendency of NSPT, the liquefaction probability in these areas is 
relatively high. 
 Fig. 6.16 shows the spatial distribution of PfE50 inside the dam calculated by Eq. 
(6.11). According to this figure, the liquefaction probability over the next 50 years is 
seen to be relatively high at similar locations to those in Fig. 6.15. Based on the results 
shown in Fig. 6.15 and Fig. 6.16, it seems that the NSPT values have a greater influence 
on the liquefaction probability. 
 Since the CPTs were conducted at short intervals for examining the spatial 
variability of NSPT and Fc, it was possible to evaluate in detail the location and the scale 
of the weak areas against the liquefaction inside the dam over the next 50 years. Based 
on the spatial distribution of the liquefaction probability, the diagnosis of an earth-fill 
dam against liquefaction was properly made. In addition, introducing the seismic hazard 
 
Fig. 6.13 Seismic hazard curve and fragility curve of dam 
 
 Fig. 6.14 Cumulative distribution function of spatial average of liquefaction 
probability of dam over next 50 years  
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and the fragility curve into the calculation of the liquefaction probability of an earth-fill 
dam, the liquefaction hazard during a selected time period could be incorporated. Using 
the seismic hazard and the fragility curve of the dams, if the dams are located in 
different parts of Japan, the priority of the improvements to be made to them against the 
probable liquefaction damage of each dam can be compared based on the proposed 
method. Therefore, the proposed method for evaluating the liquefaction probability of 
an earth-fill dam can provide useful information for determining the order of priority 
among the many dams in Japan in terms of making improvements to them. 
 
 
 
Fig. 6.15 Spatial distribution of expected values of liquefaction probability when amax 
is equivalent to 140 gal 
 
 
Fig. 6.16 Spatial distribution of expected values of liquefaction probability over next 
50 years 
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6.8 Conclusion 
 
The spatial distribution of the liquefaction probability inside the studied dam has been 
calculated in detail from CPTUs including conversion errors and the spatial variability 
of the soil parameters. In addition, based on the seismic hazard at the studied site and 
the fragility of the dam, the spatial average of the liquefaction probability of the dam 
over the next 50 years has been evaluated. The concluding remarks are summarized 
below. 
1) The conversion errors, from the CPT N-value, Nc, to the SPT N-value, NSPT, and 
from the fines content, FcIc, obtained from Ic, to the proper fines content, Fc, have 
been quantified, respectively, in the conversion formulas proposed in Chapter 2. 
According to the results of a conditional simulation with the conversion error, the 
standard deviation of Fc has been calculated as nearly 30% in the dominant area of 
the studied dam. The value seems large compared with the mean value. 
2) The spatial structures of logNc and logFc have been determined based on the results 
obtained from the CPTUs. Since the CPTUs were conducted at 2-m intervals in the 
horizontal direction, a sufficient amount of Fc data has been estimated from the 
CPTUs through the use of conversion formulas. As a result, the correlation 
distances of logNc and logFc have been reasonably identified, because the 
horizontal value was about 10 times that of the vertical one.  
3) Utilizing the conditional simulation, the spatial distribution of the expected values 
for Fc and NSPT, the standard deviation of Fc and NSPT, and the probability that the 
simulated values would be lower than the prescribed threshold values for Fc and 
NSPT, respectively, inside the dam have been visualized in detail. These results 
clarify the scale of the weak areas and the spatial continuity of the soil profile inside 
the dam. 
4) The seismic hazard at the studied site and the fragility against the liquefaction of the 
dam have been introduced into the evaluation of the liquefaction probability of the 
dam over the next 50 years. As a result, it has been confirmed that the spatial 
average of the liquefaction probability of the dam over the next 50 years has been 
calculated as 61%. Although the desired value of the liquefaction probability of a 
dam depends on the situation, the liquefaction probability of dams calculated by the 
proposed method can offer supporting evidence for decision-making in terms of 
improving the dams. 
 Nevertheless, a large quantity of data is required to identify the spatial structure 
of the soil parameters in order to evaluate the liquefaction probability of a dam, and the 
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amount of test data is not enough for the statistical modeling. Therefore, to calculate the 
liquefaction probability with limited information, a database for the spatial structure of 
the soil parameters needs to be developed. Although the data obtained from SPTs or 
laboratory tests are generally sparse for characterizing the statistical model, a sufficient 
amount of data on the soil parameters can be obtained by applying conversion formulas 
to the measured data from CPTs. Thus, the proposed method could be useful for 
properly evaluating the spatial structure of the soil parameters and for developing a 
database for the spatial structure of the soil parameters. 
 A common problem for evaluating the liquefaction probability of an earth-fill 
dam is the limited time and the limited budget for site investigations. It has been shown 
that the proposed method can accurately evaluate the liquefaction probability of a dam 
based on N-value and Fc; and thus, the accumulated soil data from past site 
investigations, such as SPT N-value and Fc, can be easily introduced into the proposed 
method. Several methods to synthesize the different sources of the investigation data 
have been proposed (e.g., Nishimura et al., 2016a; Cardarelli et al., 2014), and their 
applicability to the evaluation of the liquefaction probability should be studied. 
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Chapter 7  
Concluding remarks and future work 
 
 
The following three sections are arranged in this chapter. First, the highlights of each 
chapter are summarized. Second, the whole conclusion of this paper is presented. Lastly, 
future works related to this research are mentioned.  
 
 
7.1 Summary of each chapter 
 
This paper mainly addressed the evaluation of the spatial variability of the soil 
parameters inside earth-fill dams based on the results obtained from Piezometer Cone 
Penetration Tests (CPTUs). The results in the preceding chapters will be summarized 
once again. 
 Chapter 1 showed the objective of this thesis, a review of past literature, and 
the composition of this thesis. By reviewing the past literature, the unique point of this 
thesis has been clarified. 
 In Chapter 2, the advantages of the cone penetration test for examining the 
spatial variability of the soil properties inside earth-fill dams were explained. The CPT 
has the characteristics of often providing more continuous and precise data in the depth 
direction at a better speed and a lower cost. In addition, static testing, like the CPT, can 
be performed more quickly than dynamic testing, like the SPT. Therefore, the CPTs 
conducted at short intervals could be performed in the horizontal direction. The results 
obtained from the CPT were transformed into several soil properties using the 
conversion formulas, for instance, the soil types, the N-value, and the fines content, Fc. 
 Chapter 3 summarized several methods for modeling the soil properties, and 
the fundamental theories were explained. The optimum statistical model for the soil 
properties, based on the random field theory, was selected using the maximum 
likelihood method, and the spatial distribution of the soil properties was visualized 
though the use of a geostatistical method. To select the optimum statistical model, 
Akaike’s Information Criterion (AIC), which is one of the MLEs was employed. In the 
modeling of soil for practical problems, the weakly stationary of the random field 
theory was assumed, and information on the locations of the in-situ data was considered. 
To deal with evaluations of the spatial distributions of the soil properties of existing soil 
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structures, one of the geostatistical methods, called kriging, was used. The spatial 
distribution of the soil properties was evaluated here by the conditional simulation, 
which includes the application of kriging. 
 In Chapter 4, the correlation distances of the soil strength, used to model the 
spatial variability of them inside earth-fill dams, were summarized. The correlation 
distances at five earth-fill dams were examined based on CPTUs carried out at short 
intervals. Since the N-value was calculated from the results obtained from the CPTUs 
considering the quantity of the conversion errors, the statistical model was appropriately 
determined using a sufficient number of N-values. To secure the stationarity of the data, 
the outliers of the data were removed from the calculation of the semi-variogram, and 
the correlation distances in the horizontal direction and the depth direction were 
estimated, respectively. The obtained correlation distances reasonably corresponded 
with the values shown in past literature. 
 In Chapter 5, an evaluation method for the spatial distribution of the soil 
strength inside earth-fill dams, composed of materials with different particle size 
distributions, was proposed using a geostatistical method based on the results obtained 
from CPTUs. It was seen that, in the CPTUs, the spatial distributions of the weak areas 
and the strong areas originated from the amount of gravel mixed into the soil and that 
they affected the soil strength. The novelty of the proposed method is in the 
re-composition of the simulation values of the three groups, namely, high, YH, middle, 
YM, and low, YL. The YH and YL groups model the outliers of high strength and low 
strength, respectively. In the proposed method, the rate of outliers is determined from 
the measured values. The simulated values for each of the three groups are re-composed 
so as to follow the determined rate, and the locations of the outliers are determined 
based on the simulated values of the middle range, YM. 
 In Chapter 6, the spatial distribution of the liquefaction probability inside the 
studied dam was calculated in detail from CPTUs including conversion errors and the 
spatial variability of the soil parameters. In addition, based on the seismic hazard at the 
studied site and the fragility of the dam, the spatial average of the liquefaction 
probability of the dam over the next 50 years was evaluated. Utilizing the conditional 
simulation, the spatial distribution of the expected values for Fc and NSPT, the standard 
deviation of Fc and NSPT, and the probability that the simulated values would be lower 
than the prescribed threshold values for Fc and NSPT, respectively, inside the dam were 
visualized in detail. These results clarify the scale of the weak areas and the spatial 
continuity of the soil profile inside the dam.  
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7.2 Summary of research 
 
This paper mainly discussed the evaluation of the spatial variability of soil parameters 
inside earth-fill dams based on the results obtained from Piezometer Cone Penetration 
Tests (CPTUs). As a result, it was confirmed that the CPTUs conducted at short intervals 
were able to appropriately detect the spatial variability of the soil properties inside 
earth-fill dams for the evaluation of the stability. A database of the correlation distances 
of the soil properties obtained from five earth-fill dams was presented, an evaluation 
method for the spatial distribution of the soil strength considering the outliers was given, 
and an evaluation method for the liquefaction probability over the next 50 years was 
described. They will all provide useful information for effectively performing the 
diagnosis of earth-fill dams. 
 
 
7.3 Future works 
 
To diagnose the health of an earth-fill dam and other soil structures, the limited time and 
the limited budget for the site investigations are common problems. Therefore, the 
precise identification of the weak areas inside soil structures is generally difficult by the 
shortage of the information. In addition, the local weak areas which cannot be identified, 
could be one of the reasons cause the piping phenomena. Several challenges remain to 
be overcome for efficiently diagnose the health of earth-fill dams considering the spatial 
variability, and the three points are summarized below. 
 First, a database of the soil properties of the correlation structure should be 
enhanced. This is because there are 200 thousand of earth-fill dams in Japan, and 
attempting to investigate each dam would be difficult in terms of time and economic 
factors. The database would provide useful information to assume the spatial variability 
of the soil properties of each dam. For example, the general values of the correlation 
length of earth-fill dams could be used for the dams which have insufficient 
investigations to incorporate the spatial variability. In the similar manner, river dikes 
would be evaluated considering the spatial variability by using the general values of the 
correlation lengths of river dikes. Based on the database, the spatial variability of the 
soil properties would be easily incorporated into the diagnosis of soil structures. 
 Second, in Chapter 6, it was shown that a proposed method can evaluate the 
liquefaction probability inside a dam based on N-value and Fc. Since N-value and Fc 
have been used for the several design analyses, and accumulated for a long time in 
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Japan, and the data are utilized as the data base of the geotechnical parameters. The 
proposed method to evaluate the liquefaction resistance in Chapter 6, has the capability 
to easily introduce such the accumulated data of N-value and Fc. In Chapter 2, Eqs. 
(2.5), (2.6), (2.7), and (2.8) present the conversion formulas to derive N-value and Fc 
based on the results obtained from CPTUs. By synthesizing the accumulated data of 
N-value and Fc obtained from boring tests and the converted values of N-value and Fc 
derived from CPTUs, the information of the soil properties in studied sites can be 
enhanced. The further study about the synthesis method of accumulated data and 
converted data should be examined to make the diagnosis sufficiently reflect actual 
situation of soil structures. 
 Third, since the proposed approach requires site investigations in short interval 
to estimate the spatial variability, this approach has difficulty to conduct at the earth-fill 
dams or the river dikes, which have long length. It is because the number of testing 
points is generally limited by economic factor. Therefore, an efficient procedure to 
evaluate the spatial variability at the soil structures, which have long length is required. 
For example, as a one of efficient ways, the investigation plan as shown in Fig. 4.1 (e) 
was conducted. Fig. 4.1 (e) shows that the CPTUs were conducted in two different 
intervals at E dam. The one is 50m and the other is 5m. The tests with long interval aims 
to comprehend the trends of the soil properties in long length and to comprehend the 
areas where should be diagnosed precisely. On the other hand, the tests with short 
interval aims to grasp the parameters of the spatial variabilities and to visualize the 
weak areas inside the soil structures in question. In addition, as the efficient 
investigation method instead of sounding tests, geophysical exploration can be used. As 
an example of efficient methods to spatially evaluate the soil strength, Nishimura et al., 
(2016a) synthesized the results of SWS and Surface wave method (SWM) using a 
geostatistical method. The syntheses of the results obtained from efficient method like 
the geophysical exploration are one of the useful solutions to efficiently perform the 
diagnosis of soil structures. 
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