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Abstract
This article proposes a reweighted estimator of multivariate location and scatter, with
weights adaptively computed from the data. Its breakdown point and asymptotic behavior
under elliptical distributions are established. This adaptive estimator is able to attain
simultaneously the maximum possible breakdown point for afﬁne equivariant estimators and
full asymptotic efﬁciency at the multivariate normal distribution. For the special case of hard-
rejection weights and the MCD as initial estimator, it is shown to be more efﬁcient than its
non-adaptive counterpart for a broad range of heavy-tailed elliptical distributions. A Monte
Carlo study shows that the adaptive estimator is as robust as its non-adaptive relative for
several types of bias-inducing contaminations, while it is remarkably more efﬁcient under
normality for sample sizes as small as 200.
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1. Introduction
The properties of most multivariate statistical methods, such as principal
component analysis, factor analysis, discrimination and classiﬁcation, depend
strongly on the estimators of location and scatter they are based on. The estimators
most commonly used, the sample mean and covariance, are efﬁcient when the data
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are normally distributed but are extremely sensitive to outliers and elliptical
distributions with heavy tails. Since visual detection of outliers in high dimensions is
very difﬁcult, the use of good robust multivariate estimators should constitute an
essential part of the statistical analysis of this kind of problems.
Several robust estimators of multivariate location and scatter have been proposed
since Maronna’s pioneering paper on multivariate M-estimation [14]. Among others,
we can mention the minimum volume ellipsoid (MVE) and the minimum covariance
determinant (MCD) estimators by Rousseeuw [20], multivariate S-estimators by
Davies [3] and Lopuhaa¨ [11], and the Stahel–Donoho (S–D) estimator proposed in
[5,26] and revisited in [15]. A thorough overview of robust multivariate estimation
can be found in the article by Maronna and Yohai [16]. All these methods offer more
resistance to outliers than the classical sample mean and covariance, but they also
have some shortcomings. Maronna’s M-estimators are computationally the simplest
but posses a low breakdown point, which is bounded above by 1=ðp þ 1Þ as shown
in [5]. The MVE has a slow n1=3 rate of convergence (see [4]) and it is hard to
compute in high dimensions. The MCD, although n1=2-consistent (see [1,2]), has a
very low asymptotic efﬁciency under normality if one requires high breakdown
point. S-estimators deﬁned with a smooth r function are also n1=2-consistent and can
be very efﬁcient under the normal model in high dimensions, but if the function r is
not properly chosen they can be extremely sensitive to outliers, as pointed out by
Rocke [17]. S–D estimators are robust and reasonably efﬁcient but require a
formidable computing time.
Besides high outlier resistance, if robust multivariate estimators are to be of
practical use in statistical inference they should offer a reasonable efﬁciency under
the normal model and a manageable asymptotic distribution. Certainly MVE and
MCD are not in this category. Overall, if one wants to take care of both robustness
and efﬁciency considerations, the best choice seems to be a two-stage procedure.
First, a highly robust but perhaps inefﬁcient estimator is computed, which is used as
staring point to ﬁnd a local solution of an S-estimating equation as in Woodruff and
Rocke [29] or for detecting outliers and computing the sample mean and covariance
of the ‘‘cleaned’’ data set as in Rousseeuw and van Zomeren [24]. Speciﬁcally, the
latter proposal consists of discarding those observations whose Mahalanobis
distances exceed a certain ﬁx threshold value. In the past, the MVE was commonly
used as initial estimator for these procedures. But recently Rousseeuw and van
Driessen [23] have proposed an algorithm for the MCD that, although it does not
guarantee that the exact estimator is found, it is faster and more accurate than
previously existing algorithms, even for very large data sets. This fact, added to its
n1=2 rate of convergence, seems to point to the MCD as the current best choice for
initial estimator of a two-step procedure.
In the context of linear regression, many estimators have been proposed that
aim to reconcile high efﬁciency and robustness. Typically, these methods are also
two-stage procedures. The best-known proposals consist of one-step estimators
computed by reweighting [19] or Newton–Raphson steps [10,25], and estimators that
minimize an efﬁcient objective function on the second stage (MM-estimators [30] and
t-estimators [31]). A different approach is the cross-checking method proposed by
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He [9]. All these estimators can attain the maximum breakdown point and arbitrarily
high efﬁciency. However, the gains in efﬁciency come at the price of a larger bias, as
Rousseeuw well pointed out in [21]. The reason is that all these methods are non-
adaptive, and higher efﬁciency can only be obtained by increasing tunning
parameters, which in turn affects the bias under contamination.
What we propose in this paper is essentially an improvement over Rousseeuw and
van Zomeren’s proposal [24]. It consists of a reweighted one-step estimator that uses
adaptive threshold values. This adaptive reweighting scheme is able to maintain the
outlier resistance of the initial estimator in breakdown and bias and, at the same
time, attain (100%) efﬁciency at the normal distribution. This kind of adaptive
reweighting was ﬁrst proposed in [7] for the linear regression model. What follows is
an extension of that idea to the multivariate location-scatter estimation problem.
2. The estimator
Given a sample x1;y; xn in Rp and initial robust estimators of location and
scatter ðt0n; V0nÞ; consider the Mahalanobis distances
di :¼ dðxi; t0n; V0nÞ ¼ fðxi  t0nÞ0V10n ðxi  t0nÞg1=2:
An outlier will typically have a larger Mahalanobis distance than a ‘‘good’’
observation. If one assumes a normal distribution, d2i is approximately w
2
p distributed
and it is reasonable to suspect of those observations with, for instance, d2i Xw
2
p;0:975:
What Rousseeuw and van Zomeren propose in [24] is to skip those outlying
observations and compute the sample mean and covariance matrix of the rest of the
data, obtaining in this way new estimators ðt1n; V1nÞ: This reweighting step is known
to improve the efﬁciency of the initial estimator while retaining (most of) its
robustness. However, the threshold value w2p;0:975 is an arbitrary number. For large
data sets, that are becoming more and more frequent nowadays, a considerable
number of observations will be discarded even if they do follow the normal model.
One way to avoid this problem is to increase the threshold value to another arbitrary
ﬁx number, but this will affect the bias of the reweighted estimator. A better
alternative is to use an adaptive threshold value that increases with n if the data is
‘‘clean’’ but remains bounded if there are outliers in the sample.
We propose one method of constructing such adaptive threshold values. Let
GnðuÞ ¼ 1
n
Xn
i¼1
Iðd2ðxi; t0n; V0nÞpuÞ
be the empirical distribution of the squared Mahalanobis distances. Let GpðuÞ be the
w2p distribution function. For a normally distributed sample we expect Gn to converge
to Gp: Therefore, a way to detect outliers is to compare the tails of Gn with the tails of
Gp: If Z ¼ w2p;1a for a certain small a; say a ¼ 0:025; deﬁne
an ¼ sup
uXZ
fGpðuÞ  GnðuÞgþ; ð1Þ
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where f	gþ indicates the positive part. This an can be regarded as a measure of
outliers in the sample. Note that we only take into account positive differences in (1)
because a negative difference would not indicate presence of outliers. If d2ðiÞ denotes
the ith order statistic of the squared Mahalanobis distances and i0 ¼ maxfi :
d2ðiÞoZg; then (1) comes down to
an ¼ max
i4i0
Gpðd2ðiÞÞ 
i  1
n
 þ
:
Those observations corresponding to the largest Iannm distances are considered
outliers and eliminated in the reweighting step (here Iam is the largest integer that is
less than or equal to a). The cut-off value is then deﬁned as
cn ¼ G1n ð1 anÞ; ð2Þ
where as usual G1n ðuÞ ¼ minfs : GnðsÞXug: Note that cn ¼ d2ðinÞ with in ¼ n  Iannm
and that in4i0 as a consequence of the deﬁnition of an: Hence cn4Z:
To deﬁne the reweighted estimator we will use weights of the form
win ¼ w d
2ðxi; t0n; V0nÞ
cn
 
ð3Þ
with a weight function that satisﬁes
(W) w : ½0;NÞ-½0; 1 is non-increasing, wð0Þ ¼ 1; wðuÞ40 for uA½0; 1Þ and
wðuÞ ¼ 0 for uA½1;NÞ:
The simplest choice among those functions satisfying (W) is the hard-
rejection function wðuÞ ¼ Iðuo1Þ; which is the one most commonly used in
practice. Once weights (3) are computed, the one-step reweighted estimators are
deﬁned as
t1n ¼
Xn
i¼1
winxi
Xn
i¼1
win;
,
ð4aÞ
V1n ¼
Xn
i¼1
winðxi  t1nÞðxi  t1nÞ0
Xn
i¼1
win:
,
ð4bÞ
It is clear that under appropriate conditions, the threshold values (2) will tend to
inﬁnity under the multivariate normal model and then (4a) and (4b) will be
asymptotically equivalent to the common sample mean and covariance, and thus will
attain full asymptotic efﬁciency. This result is formally established in Section 4.
What is less obvious, though, is that this adaptive reweighting scheme is able to
maintain the breakdown point of the initial estimator. This issue is addressed in the
next section.
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3. Global robustness
3.1. Finite-sample breakdown point
A global measure of robustness of an estimator is given by the ﬁnite-sample
replacement breakdown point (BDP) introduced in [6]. Roughly speaking, it is the
smallest fraction of outliers that can spoil the estimator completely. Formally, it is
deﬁned as follows. Let X ¼ ðx1;y; xnÞ be a sample in Rp and tnðXÞ and VnðXÞ the
corresponding location and scatter estimators based on X: Given mpn; letXm be the
set of all corrupted n  p matrices Xn that are obtained after replacing m data points
(columns) of X by arbitrary vectors. Then the BDP of the location estimator tn at the
sample X is deﬁned as
enðtn;XÞ ¼ min mAf1;y; ng : sup
XnAXm
jjtnðXnÞjj ¼N
( ),
n:
For a scatter estimator we also want to avoid implosion. Then if condðVnðXÞÞ
denotes the condition number of VnðXÞ; which is the ratio between the largest and
the smallest eigenvalue, the BDP of Vn at X is given by
enðVn;XÞ ¼ min mAf1;y; ng : sup
XnAXm
condðVnðXnÞÞ ¼N
( ),
n;
where we set 0=0 ¼N for completeness of the deﬁnition.
Under the following conditions Theorem 3.1 shows that the BDPs of the adaptive
reweighted estimators are not less than those of the initial estimators:
(GP) nXp þ 1 and X is in general position (that is, a hyperplane of dimension less
than p cannot contain more than p points of the sample).
(E) There exist co ﬃﬃﬃZp and kXp þ 1 such that
#fi : d2ðxi; t0nðXÞ; V0nðXÞÞpc2gXk
for every sample X:
Theorem 3.1. Let t1n and V1n be the one-step estimators defined by (4a) and (4b).
Under conditions (W), (GP) and (E), if
en0ðXÞ ¼ minfenðt0n;XÞ; enðV0n;XÞ; ðk  pÞ=ng;
then minfenðt1n;XÞ; enðV1n;XÞgXen0ðXÞ:
Throughout this paper we will consider only afﬁne equivariant estimators. That is,
for any bARp and any non-singular p  p matrix A;
tnðAXþ bÞ ¼AtnðXÞ þ b;
VnðAXþ bÞ ¼AVnðXÞA0:
Under condition (GP), Theorem 6 in [3] shows that the BDP of afﬁne
equivariant location and scatter estimators can be at most Iðn  p þ 1Þ=2m: When
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k ¼ Iðn þ p þ 1Þ=2m we have that ðk  pÞXIðn  p þ 1Þ=2m and then en0ðXÞ is just
the minimum between enðt0n;XÞ and enðV0n;XÞ:
Condition (E) seems rather artiﬁcial, so it is important to examine cases where it
might hold. Theorem 3.1 in [22] shows that the BDP of the MVE equals the upper
bound Iðn  p þ 1Þ=2m when it is deﬁned as the minimizer of detðVÞ for
ðt; VÞARp  SPDðpÞ subject to
#fi : d2ðxi; t; VÞpc2gXIðn þ p þ 1Þ=2m; ð5Þ
where SPDðpÞ denotes the space of symmetric positive deﬁnite p  p matrices. The
tuning constant c2 only determines the magnitude of V0n and does not affect t0n or
the shape of V0n (we call HðV0nÞ a shape function of V0n if HðaV0nÞ ¼ HðV0nÞ for
every a40). Taking c2 ¼ w2p;0:5 makes V0n consistent under normality. Note that the
MVE deﬁned this way satisﬁes (E) with k ¼ Iðn þ p þ 1Þ=2m for any Z4w2p;0:5 (and
recall that we take Z ¼ w2p;1a with a ¼ 0:025 or a similar small value).
More generally, consider an S-estimator deﬁned as the minimizer of detðVÞ subject to
1
n
Xn
i¼1
rðdðxi; t; VÞÞprrðNÞ; ð6Þ
where 0oro1; rð0Þ ¼ 0; r is continuous and strictly increasing on ½0; c and constant
on ½c;NÞ: When rpðn  pÞ=2n; Theorem 3.2 in [22] shows that the breakdown point
of ðt0n; V0nÞ is Jnrn=n (where Jan is the smallest integer that is greater than or equal
to a) and then the choice r ¼ ðn  pÞ=2n yields exactly the upper bound Iðn  p þ
1Þ=2m; although in practice one takes r ¼ 1=2 for simplicity. For elliptical
distributions (as considered in Section 4) the location estimator t0n and the shape
of V0n are consistent regardless of the value of c: In order to make V0n consistent for
the covariance matrix of a normal distribution, r must satisfy EfrðQÞg ¼ rrðNÞ
where Q2Bw2p: When r is in the family of Tukey’s bisquared functions,
rcðuÞ ¼ min
u2
2
 u
4
2c2
þ u
6
6c4
;
c2
6
 
;
this consistency condition uniquely determines the tuning constant c as a function of
r: Even though#fi : d2i pc2gXnr for this type of S-estimators, c2 goes to inﬁnity with
p (see Theorem 1 in [17] and comments thereafter) and then (E) cannot be guaranteed
to hold for any ﬁx k: This seems to be a problem inherent to all smooth r functions (it
does not affect the MVE, which is an S-estimator deﬁned with a jump function).
As for the MCD, recall that its objective is to ﬁnd a subset of h observations whose
covariance matrix has the lowest determinant. If xi1 ;y; xih are those observations, then
t0n ¼ 1
h
Xh
j¼1
xij ;
S0n ¼ 1
h  1
Xh
j¼1
ðxij  t0nÞðxij  t0nÞ0:
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S0n is not consistent to the covariance matrix of a normal distribution unless
multiplied by a consistency factor. One possible consistency correction is as follows.
Let d2ðiÞð	; t0n; S0nÞ be the ith ordered statistic of the squared Mahalanobis distances
with respect to ðt0n; S0nÞ; and deﬁne
V0n ¼
d2ðhÞð	; t0n; S0nÞ
w2
p;h=n
S0n: ð7Þ
Then #fi : d2i pw2p;h=ngXh: Since h is typically chosen to be at most 0:75n; (E) will be
satisﬁed with k ¼ h and any Z4w2p;0:75: The choice h ¼ Iðn þ p þ 1Þ=2m makes both
the MCD and the reweighted estimators attain the maximum BDP.
3.2. Asymptotic breakdown point
The concept of ﬁnite-sample BDP is easily interpretable and thus a useful tool for
assessing the robustness of an estimator. However, it does not give any information
about the behavior of the estimator when n-N and one systematically samples
from contaminated distributions. Or to be more precise, the results obtained for
ﬁnite samples cannot be immediately extrapolated to the asymptotic scenario.
However, we show in this section that Theorem 3.1 does hold asymptotically under
certain conditions (for the deﬁnition of asymptotic BDP given below).
Let ðt; VÞ be a pair of location and scatter functionals. That is, t and V are
such that if Fn is the empirical distribution function of the sample X then
ðtnðXÞ; VnðXÞÞ ¼ ðtðFnÞ; VðFnÞÞ: It is clear that the functional expressions corre-
sponding to (1) and (2) are
aðFÞ ¼ sup
uXZ
fGpðuÞ  GF ðuÞgþ; ð8Þ
cðFÞ ¼ G1F ð1 aðFÞÞ; ð9Þ
where GF ðuÞ ¼ Pðd2ðX ; t0ðFÞ; V0ðFÞÞpuÞ with XBF : The functional expressions of
the reweighted estimators are
t1ðFÞ ¼EFfwF ðXÞXg=EFfwF ðXÞg;
V1ðFÞ ¼EFfwF ðXÞðX  t1ðFÞÞðX  t1ðFÞÞ0g=EFfwF ðXÞg; ð10Þ
where wF ðXÞ ¼ wðd2ðX ; t0ðFÞ; V0ðFÞÞ=cðFÞÞ: In the proof of Theorem 3.2 it is
shown that the expectations in (10) are well deﬁned for any distribution F for which
ðt0ðFÞ; V0ðFÞÞ is deﬁned. Note that the initial estimator might not have a well-
deﬁned functional expression for a completely arbitrary distribution F : For the
MCDE, [2] constructs a functional expression that is valid for any F : For the
MVEE, Theorem 3 in [4] proves the existence of the functional under certain
conditions on F that we mention below. Although these functionals might be not
unique, that will not be a problem for our purposes.
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Consider now a target distribution F0 and the gross-error contamination
neighborhood
Ve ¼ fð1 eÞF0 þ eH : H is an arbitrary distribution on Rpg: ð11Þ
Even thoughVe is not a neighborhood in the topological sense, it is appropriate for
studying asymptotic robustness properties of the estimators, because a distribution
in Ve will produce a proportion e of arbitrary outliers in the sample. Thus Ve is
(roughly) the asymptotic counterpart of Xm with e ¼ m=n: The asymptotic
breakdown point (ABDP) of a location estimator at F0 is deﬁned as
enðt; F0Þ ¼ sup
e40: there is a compact set KðeÞCRp
such that tðFÞAKðeÞ for all FAVe
( )
and for an scatter estimator it is
enðV ; F0Þ ¼ sup
e40: there is a compact set KðeÞCð0;NÞ
such that condðVðFÞÞAKðeÞ for all FAVe
( )
:
Theorem 3.2 gives lower bounds for the ABDPs of the reweighted estimators under
two different sets of conditions:
(C) F0 is continuous.
(B) PF0ðBÞ40 for any open ball BCRp:
(E0) There exist co ﬃﬃﬃZp and k40 such that
PF ðd2ðX ; t0ðFÞ; V0ðFÞÞpc2ÞXk
for every FAVe with eominfenðt0; F0Þ; enðV0; F0Þg:
Theorem 3.2. Let en0ðF0Þ ¼ minfenðt0; F0Þ; enðV0; F0Þg: Then:
1. If (W), (C) and (B) hold, minfenðt1; F0Þ; enðV1; F0ÞgXen0ðF0Þ:
2. If (W), (C) and ðE0Þ hold, minfenðt1; F0Þ; enðV1; F0ÞgXminfen0ðF0Þ; kg:
Part 2 of Theorem 3.2 is consistent with Theorem 3.1. Note that condition (E0) is
just the asymptotic version of (E) and will hold with k ¼ 1=2 for suitably tuned
MCDE and MVEE. Speciﬁcally, if the MVEE is deﬁned with c2 ¼ w2p;0:5 and
coverage k; then ðE0Þ holds for any Z4w2p;0:5: If the MCDE has coverage k and is
scaled for consistency as explained in Section 3.1, then ðE0Þ holds for any Z4w2p;k:
Recall that Z ¼ w2p;1a and we typically take a ¼ 0:025; while the coverage k is usually
less than 0.75. Moreover, for the MVEE we deduce from Theorem 5 in [4] that
en0ðF0ÞXminfk; 1 kg if F0 is an elliptical distribution as in (12) with h non-
increasing and strictly decreasing at c2 (note that Davies deﬁnes ABDP using
neighborhoods that are actually broader than Ve).
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Part 1 of Theorem 3.2 makes the difference here, because (B) is a condition on the
target distribution and not on the initial estimators. This way the result may be
applied to S-estimators, which were precluded by assumptions (E) and ðE0Þ:
Another tool for assessing the robustness of an estimator is the inﬂuence function.
Since it is closely related to the asymptotic distribution of the estimator, we defer its
treatment to the next section.
4. Asymptotics under elliptical models
Let us now turn to the asymptotic behavior of the adaptive reweighted estimators
when the sample follows an elliptical distribution F with density
f ðxÞ ¼ jSj1=2hððx  mÞ0S1ðx  mÞÞ; ð12Þ
with mARp; SASPDðpÞ; and h : ½0;NÞ-½0;NÞ: The multivariate normal distribu-
tion, denoted by Npðm;SÞ; corresponds to hðuÞ ¼ ð2pÞp=2eu=2: Model (12) also
accommodates heavy-tailed distributions such as the multivariate t with n degrees of
freedom, that will be denoted by tpðnÞ and corresponds to
hðuÞ ¼ Gð
pþn
2
Þ
Gðn
2
ÞðpnÞ
p
2
1þ u
n

  pþn2
:
The tpð1Þ distribution is the multivariate Cauchy.
For the Npðm;SÞ distribution the sample mean and sample covariance matrix are
the uniform minimum variance unbiased estimators of m and S: Also, they are the
maximum likelihood estimators (up to an asymptotically negligible factor ðn  1Þ=n
for the covariance) and hence attain the minimum asymptotic variance. For these
reasons, besides computational simplicity, the sample mean and sample covariance
matrix are the optimal estimators if the normal model holds. Robust estimators, on
the other hand, may be very inefﬁcient under normality, as mentioned in the
introduction. We prove in this section that, under general conditions, the adaptive
reweighted estimators (4a) and (4b) are asymptotically equivalent to the sample
mean and covariance and hence fully efﬁcient under normality.
Let us analyze ﬁrst the asymptotic behavior of the cut-off values cn given by (2).
The distribution function of d2ðX ; m;SÞ under (12) is
GðuÞ ¼Pðd2ðX ; m;SÞpuÞ
¼
Z
Iðjjxjj2puÞhðjjxjj2Þ dx
¼ 2p
p=2
Gðp=2Þ
Z ﬃﬃup
0
hðr2Þrp1 dr:
(The last equality in the display and similar expressions in this section are obtained
by applying Lemma 2.1 of [12].) If F is the Npðm;SÞ distribution, G is the w2p
distribution. For F the tpðnÞ distribution, G is p times the Fðp; nÞ distribution.
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Lemma 4.1. Let t0n-m and V0n-gS in probability, for some g40: If an is as in (1)
then an-a0 in probability with
a0 ¼ sup
uXZ
fGpðuÞ  GðguÞgþ: ð13Þ
If in addition G is strictly increasing in its support and cn is as in (2) then cn-c0 in
probability with
c0 ¼ G1ð1 a0Þ=g: ð14Þ
Remark 4.1. Note that in the notation of Section 3.2 it is GðguÞ ¼ GF ðuÞ; so that
Lemma 4.1 is just saying that aðFnÞ-aðFÞ and cðFnÞ-cðFÞ in probability, as
expected.
In the preceding lemma we have not required that V0n-S in probability because
this will not hold for every elliptical distribution. Scatter estimators are typically
calibrated to be consistent for the normal distribution, but for other elliptical
distributions V0n will converge to gS for some ga1: For example, if V0n is the MVE
or the MCD with coverage hEbn and calibrated for consistency under the normal
distribution, then g ¼ G1ðbÞ=G1p ðbÞ: Note that if G is stochastically less than or
equal to Gp; then gX1; a0 ¼ 0 and c0 ¼ G1ð1Þ=g: If in addition G is of unbounded
support then c0 ¼N; which means that no observations are discarded in the limit.
This eventually makes the estimator asymptotically efﬁcient for the multivariate
normal model. Precise conditions are given in Theorem 4.1. For that theorem, which
gives asymptotic expansions for the reweighted estimators, we need the following
assumption:
(H) The function h in (12) is continuously differentiable.
Theorem 4.1. Let t1n and V1n be the adaptive reweighted estimators given by (4a) and
(4b). Suppose that (W), (H) and all the conditions of Lemma 4.1 are satisfied. Let
S ¼ B2 and g1V0n ¼ B20n; with B and B0n in SPDðpÞ: Then
t1n ¼ mþ a2ðgc0Þ
a1ðgc0Þ ðt0n  mÞ þ
1
a1ðgc0Þ
1
n
Xn
i¼1
w
d2ðXi; m;SÞ
gc0
 
ðXi  mÞ
þ oPðn1=2Þ þ oPðjjðt0n  m; B0n  BÞjjÞ
and
V1n ¼ a3ðgc0Þ
a1ðgc0Þ Sþ
a4ðgc0Þ
a1ðgc0Þ ftrðB
1ðB0n  BÞÞSþ 2B1ðB0n  BÞSg
þ 1
a1ðgc0Þ
1
n
Xn
i¼1
w
d2ðXi; m;SÞ
gc0
 
ðXi  mÞðXi  mÞ0  a3ðgc0ÞS
 
þ oPðn1=2Þ þ oPðjjðt0n  m; B0n  B; t1n  mÞjjÞ;
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where
a1ðuÞ ¼EF w jjX jj
2
u
 !( )
¼ 2p
p=2
Gðp=2Þ
Z N
0
w
r2
u
 
hðr2Þrp1dr;
a2ðuÞ ¼ 2p
p=2
Gðp=2Þ
Z N
0
w
r2
u
 
hðr2Þ þ 2
p
h0ðr2Þr2
 
rp1dr;
a3ðuÞ ¼ 1
p
EF w
jjX jj2
u
 !
jjX jj2
( )
¼ 2p
p=2
Gðp=2Þ
Z N
0
1
p
w
r2
u
 
hðr2Þrpþ1dr;
a4ðuÞ ¼ 2p
p=2
Gðp=2Þ
Z N
0
w
r2
u
 
r2
p
hðr2Þ þ 2r
4
pðp þ 2Þ h
0ðr2Þ
 
rp1 dr:
Both expansions hold even if c0 ¼N:
Remark 4.2. When wðuÞ ¼ Iðuo1Þ and F is the Npðm;SÞ distribution we have
a1ðuÞ ¼GpðuÞ;
a2ðuÞ ¼ p
p
2
Gðp
2
þ 1Þ hðuÞu
p
2
¼ 1
Gðp
2
þ 1Þ
u
2

 p
2
eu=2;
a3ðuÞ ¼Gpþ2ðuÞ;
a4ðuÞ ¼ p
p
2
2Gðp
2
þ 2Þ hðuÞu
p
2
þ1
¼ 1
Gðp
2
þ 2Þ
u
2

 p
2
þ1
eu=2:
Analogous expressions for the tpðnÞ distribution are given in the appendix.
Remark 4.3. Note that in the preceding theorem we do not need to impose a ﬁnite
fourth moment assumption like H2 in [12], because weights that satisfy (W) are
redescending when c0 is ﬁnite, and c0 ¼N only if Gðg	Þ is stochastically less than or
equal to Gp in the tails, in which case fourth moments must be ﬁnite.
When (12) is the multivariate normal, and V0n is calibrated for consistency under
normality, we have c0 ¼N; g ¼ 1; a1ðc0Þ ¼ a3ðc0Þ ¼ 1; and a2ðc0Þ ¼ a4ðc0Þ ¼ 0: If in
addition t0n and V0n are n
1=2-consistent, Theorem 4.1 implies that the adaptive
reweighted estimators are asymptotically equivalent to the sample mean and
variance and hence asymptotically efﬁcient under the multivariate normal model.
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When the initial estimators are nt-consistent with to1=2; such as the MVE, if
c0 ¼N we obtain that t1n  m and V1n  fEF ðjjX jj2Þ=pgS are oPðntÞ: Unfortu-
nately, we cannot say whether or not the rate of convergence is improved. Lemma 3
in [7], which is the key to prove that the adaptive estimator improves the rate of
convergence in the linear regression model, relies heavily on the assumption of
symmetric error distribution and hence does not carry over to the present setting. On
the other hand, if c0oN the one-step estimators remain nt-consistent and the
coefﬁcients a2ðgc0Þ=a1ðgc0Þ and a4ðgc0Þ=a3ðgc0Þ are the relative efﬁciencies of the
(unbiased) reweighted estimators with respect to the initial estimators. As Lopuhaa¨
[12] shows, for hard-rejection weights and a density with non-increasing function h
these coefﬁcients are less than one, so that the reweighted estimators are still more
efﬁcient than the initial estimators.
4.1. Influence function
While the asymptotic breakdown point is a measure of global robustness of an
estimator, the inﬂuence function is useful to study the so-called local robustness. It
measures the sensitivity of an estimator to small amounts of contamination (see [8]
for a thorough discussion of the inﬂuence function and its uses in robust statistics).
Formally, if Dx is the distribution that puts mass 1 on xARp; the inﬂuence function
of an estimator T at the distribution F is deﬁned as
IFðx; T ; FÞ ¼ lim
ek0
Tðð1 eÞF þ eDxÞ  TðFÞ
e
when the limit exists. The following theorem gives the inﬂuence functions of the
reweighted estimators t1 and V1 for elliptical models.
Theorem 4.2. Let F be an elliptical distribution as in (12). Assume that (W) and (H)
are satisfied and that GðuÞ is strictly increasing in its support. If IFðx; t0; FÞ and
IFðx; V0; FÞ exist and d2ðx; m;SÞ=c0g is a continuity point of w; then IFðx; t1; FÞ and
IFðx; V1; FÞ exist and are given by
IFðx; t1; FÞ ¼ a2ðgc0Þ
a1ðgc0Þ IFðx; t0; FÞ þ
1
a1ðgc0Þ w
d2ðx; m;SÞ
gc0
 
ðx  mÞ;
IFðx; V1; FÞ ¼ a4ðgc0Þ
a1ðgc0Þ
1
2
trðS1IFðx; V0; FÞS1ÞSþ B1IFðx; V0; FÞB1
 
þ 1
a1ðgc0Þ w
d2ðx; m;SÞ
gc0
 
ðx  mÞðx  mÞ0  a3ðgc0ÞS
 
;
where BASPDðpÞ is such that B2 ¼ S:
Note how the characteristic adaptivity of these estimators manifests itself in the
inﬂuence functions, which depend on the model distribution F through c0: If the
initial estimators are bounded-inﬂuence, so will be the reweighted estimators when
c0oN; that is, for heavy-tailed elliptical models. For the multivariate normal,
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though, we have an inﬁnite c0 and consequently unbounded inﬂuence. Hence at the
normal model we have to give up local robustness if we want to attain maximal
efﬁciency. Whether this is acceptable or if it is better to sacriﬁce some efﬁciency in
order to keep the inﬂuence functions bounded for all elliptical distributions is largely
a matter of preference. In general, high breakdown point and reasonably low bias
seem to be regarded as the fundamental indicators of robustness. In linear
regression, for instance, several robust estimators (such as S- and t-estimators)
have unbounded inﬂuence functions yet high breakdown points and good bias
properties, hence they are extensively used in practice. The situation for the
multivariate location-scatter model is different in that all robust estimators used in
practice (with the exception of the MVE) are bounded-inﬂuence. But the simulations
reported in Section 5 show that the estimators we propose have good bias properties,
so we feel conﬁdent to recommend their use in practice.
4.2. The MCD as initial estimator
Theorem 4.1 provides a way to compute the asymptotic variances of the adaptive
estimators for elliptical distributions other than normal, and we use it in this
subsection to analyze the effect of heavy-tailed elliptical distributions on the
asymptotic variances. We use the MCD as initial estimator and the hard-rejection
weight function.
Let ðt0n; V0nÞ be the MCD with coverage hEbn and ðt1n; V1nÞ the adaptive one-step
estimator. Let Kp;p be the p
2  p2 commutation matrix, q ¼ G1ðbÞ; g ¼ q=G1p ðbÞ
and
a5ðuÞ ¼ 1
pðp þ 2Þ EF w
jjX jj2
u
 !
jjX jj4
( )
¼ 2p
p=2
Gðp=2Þpðp þ 2Þ
Z ﬃﬃup
0
hðr2Þrpþ3 dr:
Then
AVf ﬃﬃﬃnp ðt0n  mÞg ¼ k0S;
AVf ﬃﬃﬃnp vecðV0n  gSÞg ¼ s0ðIþ Kp;pÞS#Sþ l0 vecðSÞvecðSÞ0;
where AV stands for asymptotic variance and
k0 ¼ a3ðqÞfa1ðqÞ  a2ðqÞg2
;
s0 ¼ a5ðqÞfa3ðqÞ  a4ðqÞg2
:
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Similarly
AVf ﬃﬃﬃnp ðt1n  mÞg ¼ k1S;
AV
ﬃﬃﬃ
n
p
vec V1n  a3ðgc0Þ
a1ðgc0Þ S
  
¼ s1ðIþ Kp;pÞS#Sþ l1vecðSÞvecðSÞ0;
with
k1 ¼ 1
a21ðgc0Þ
a22ðgc0Þa3ðqÞ
fa1ðqÞ  a2ðqÞg2
þ a3ðgc0Þ þ 2a2ðgc0Þa3ðgc04qÞfa1ðqÞ  a2ðqÞg
" #
; ð15Þ
s1 ¼ 1
a21ðgc0Þ
a24ðgc0Þa5ðqÞ
fa3ðqÞ  a4ðqÞg2
þ a5ðgc0Þ þ 2a4ðgc0Þa5ðgc04qÞfa3ðqÞ  a4ðqÞg
" #
: ð16Þ
Obviously, the same expressions hold for asymptotic variances of ﬁx-threshold one-
step estimators if c0 is the corresponding threshold value. The derivation of these
expressions is explained in the appendix, where computable expressions for l0 and l1
are given. Here we focus only on the s-parameters because asymptotic distributions
of shape functions of scatter estimators do not involve l-parameters, as established
by Theorem 1 in [28].
The ﬁrst type of heavy-tailed elliptical distributions we will consider is the tpðnÞ
family. Fig. 1 displays the asymptotic relative efﬁciencies k0=k1 and s0=s1 as
functions of the degrees of freedom n for the adaptive and the non-adaptive
estimators, for p ¼ 3 and 10. We have taken b ¼ 0:5 for the MCD and Z ¼ w2p;0:9: For
the non-adaptive estimator we took w2p;0:9 as threshold value. This value, smaller than
the usual w2p;0:975; was chosen to make the difference between the adaptive and the
non-adaptive estimator more clear-cut. We can see in Fig. 1 that the one-step
estimators are always more efﬁcient than the initial estimators except for the Cauchy
distribution. The adaptive location estimator already outperforms its non-adaptive
counterpart for n as small as 3. The adaptive scatter estimator, in contrast, needs
larger degrees of freedom to outperform the non-adaptive one, yet its efﬁciency for
small n is still acceptable.
Another family of elliptical distributions is given by the contaminated normal
model,
Fe;k ¼ ð1 eÞNpð0; IÞ þ eNpð0; kIÞ
with 0peo0:5 and k40: The asymptotic relative efﬁciencies k0=k1 and s0=s1 were
computed for e ¼ 0:025; 0:05;y; 0:25 and several values of k: For the location
estimators, the smallest ARE for each e is attained at k ¼ 0: For the scatter
estimators, the least favorable kðeÞ was found by grid search. Fig. 2 displays the
asymptotic relative efﬁciencies as functions of e for the least favorable Fe;kðeÞ: The
AREs of the estimators are decreasing in e but remain greater than 1. In particular,
the adaptive estimators remain more efﬁcient than their non-adaptive counterparts
over fairly large neighborhoods of the normal distribution.
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5. Monte Carlo study
In order to assess the ﬁnite sample efﬁciency and robustness of the proposed
estimator we carried out some simulations. Rather than considering the broadest
possible combination of estimators and sampling situations, we focused on the most
commonly used multivariate estimators and compared the effect of a ﬁx threshold
reweighting step with that of the adaptive reweighting step proposed in this paper,
using the non-reweighted estimator as a benchmark.
As initial estimators we considered the following:
1. Minimum volume ellipsoid (MVE) as deﬁned in (5). It is included to illustrate the
effect of the adaptive weighting scheme on a n1=3-consistent estimator. Although
there exist exact algorithms to compute the MVE, they are impractical for the
large samples considered in the present study, so we opted for the approximate
subsampling algorithm described in [22], based on 1000 subsamples.
2. Minimum covariance determinant (MCD) as deﬁned in (7), with coverage h ¼
Iðn þ p þ 1Þ=2m that yields maximum breakdown point. We used the FAST-
MCD algorithm proposed in Section 5 of [23] with 500 random starts.
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Fig. 1. AREs of one-step estimators for tpðnÞ distributions.
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3. Multivariate S-estimator (S) as deﬁned in (6), with Tukey’s bisquared function
and r ¼ 1=2: We also tried the Winsorized squares r function, which is supposed
to alleviate the problem of lack of robustness in high dimensions according to
[17], but that was not the case in our simulations and hence the results are not
reported. A subsampling algorithm based on 1000 subsamples was used to ﬁnd a
good starting point and then iterated to a local minimum.
Starting from the three estimators mentioned above, we computed one-step
reweighted estimators with ﬁx threshold value w2p;0:975 and with adaptive threshold
values (2) with Z ¼ w2p;0:975: These estimators are, respectively, denoted by the sufﬁxes
1F and 1A in Tables 1–4.
The sampling situations considered were the multivariate normal, the multivariate
Cauchy and the ‘‘shifted’’ normal (explained below). As a measure of error for
the location estimator we considered the standardized squared error SE ¼
ðtn  mÞ0S1ðtn  mÞ: For the covariance matrix we again concentrated on the
estimation of the shape of S and thus considered LCN ¼ log condðS1=2VnS1=2Þ as
error measure. By equivariance of the estimators and invariance of the error
measures, without loss of generality, we took m ¼ 0 and S ¼ I:
0 0.05 0.1 0.15 0.2 0.25
0
1
2
3
4
5
Location, p=3
ε
AR
E
Adaptive
Nonadaptive
0 0.05 0.1 0.15 0.2 0.25
1
1.5
2
2.5
3
Location, p=10
0 0.05 0.1 0.15 0.2 0.25
2
4
6
8
10
12
14
Scatter, p=3
0 0.05 0.1 0.15 0.2 0.25
2
2.5
3
3.5
4
4.5
5
Scatter, p=10
Fig. 2. AREs of one-step estimators for contaminated normal distributions.
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For the multivariate normal model we generated 1000 data sets of sizes n ¼
50; 100; 200; 500 and dimensions p ¼ 3; 10: Tables 1 and 2 summarize the results. For
location estimators Table 1 reports their relative MSEs with respect to the sample
mean. For scatter estimators Table 2 reports their relative mean LCNs with respect
to the sample covariance. Fig. 3 displays the relative errors of the adaptive one-step
estimator with respect to the non-adaptive one when the initial estimator is the
MCD.
To study the robustness of the estimators with respect to a heavy-tailed elliptical
distribution we considered the multivariate Cauchy. Tables 3 and 4 report under
CAU the relative median errors with respect to the maximum likelihood estimators
of m and S: As an example of outlier contamination we chose what has been called
the ‘‘shifted’’ normal distribution, ð1 eÞNpð0; IÞ þ eNpðmn; IÞ: This type of
contamination where the covariance of the ‘‘bad’’ data coincides with that of the
Table 1
Relative MSE of location estimators for the multivariate normal
Estimator p ¼ 3a p ¼ 10
50 100 200 500 50 100 200 500
MVE 0.23 0.16 0.11 0.06 0.26 0.14 0.07 0.03
MVE-1F 0.61 0.70 0.72 0.75 0.66 0.73 0.72 0.65
MVE-1A 0.63 0.74 0.79 0.86 0.67 0.75 0.75 0.71
MCD 0.32 0.27 0.22 0.17 0.50 0.42 0.37 0.34
MCD-1F 0.55 0.66 0.73 0.81 0.52 0.61 0.78 0.89
MCD-1A 0.57 0.69 0.79 0.90 0.52 0.63 0.81 0.94
S 0.71 0.71 0.70 0.74 0.93 0.93 0.93 0.95
S-1F 0.86 0.87 0.89 0.92 0.95 0.94 0.95 0.96
S-1A 0.88 0.92 0.95 0.97 0.95 0.96 0.98 0.99
aEach sub-column represents a different sample size.
Table 2
Relative mean LCN of scatter estimators for the multivariate normal
Estimator p ¼ 3a p ¼ 10
50 100 200 500 50 100 200 500
MVE 0.32 0.28 0.23 0.16 0.40 0.29 0.21 0.13
MVE-1F 0.58 0.65 0.67 0.65 0.65 0.72 0.73 0.66
MVE-1A 0.59 0.69 0.74 0.77 0.66 0.74 0.76 0.71
MCD 0.30 0.27 0.24 0.22 0.43 0.42 0.42 0.40
MCD-1F 0.51 0.59 0.66 0.70 0.44 0.58 0.78 0.88
MCD-1A 0.52 0.63 0.72 0.83 0.44 0.60 0.81 0.92
S 0.72 0.74 0.76 0.77 0.94 0.95 0.96 0.96
S-1F 0.81 0.85 0.87 0.88 0.92 0.94 0.95 0.96
S-1A 0.83 0.88 0.92 0.95 0.93 0.96 0.98 0.99
aEach sub-column represents a different sample size.
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‘‘good’’ data is particularly troublesome, even more than point-mass contaminations
(see comment after Theorem 1 in [18]). In order to reduce sampling variability we did
not randomize outliers. Rather, we just added mn to the ﬁrst ne points of each
simulated sample. By afﬁne equivariance we took without loss of generality mn ¼ ke1
for k ¼ 1;y; 20: The proportions of outliers considered were e ¼ 0:10; 0:20 and the
sample size was n ¼ 50: All situations were replicated 1000 times. Tables 3 and 4
report the maximum (with respect to k) of the median errors. Note that for this
model we have m ¼ eke1 and S ¼ Iþ eð1 eÞk2e1e01; thus the median SE of the
sample mean converges to e2k2 and the median LCN of the sample covariance
Table 3
Errors of location estimators for multivariate Cauchy and shifted normal
Estimator p ¼ 3 p ¼ 10
CAUa SN(0.10)b SN(0.20)b CAU SN(0.10) SN(0.20)
MEAN 0.01 4.08 16.14 0.01 4.17 16.16
MVE 0.17 0.24 0.31 0.06 0.99 5.91
MVE-1F 0.56 0.09 0.19 0.29 0.37 4.78
MVE-1A 0.55 0.09 0.19 0.29 0.37 4.82
MCD 0.67 0.17 0.21 0.55 0.40 0.63
MCD-1F 0.67 0.10 0.17 0.55 0.39 0.62
MCD-1A 0.64 0.10 0.17 0.55 0.39 0.62
S 0.81 0.08 0.17 0.63 0.30 11.19
S-1F 0.59 0.08 0.29 0.47 0.35 14.67
S-1A 0.59 0.08 0.29 0.47 0.36 14.82
aColumn reports relative median SE with respect to the Cauchy MLE.
bColumn reports maximum median SE over contamination grid as explained in text.
Table 4
Errors of scatter estimators for multivariate Cauchy and shifted normal
Estimator p ¼ 3 p ¼ 10
CAUa SN(0.10)b SN(0.20)b CAU SN(0.10) SN(0.20)
COV 0.25 3.87 4.43 0.30 4.60 5.16
MVE 0.37 1.83 1.94 0.30 4.55 6.14
MVE-1F 0.57 1.04 1.24 0.44 2.92 5.05
MVE-1A 0.58 1.02 1.23 0.44 2.89 5.06
MCD 0.51 2.08 2.09 0.58 3.79 4.05
MCD-1F 0.64 1.18 1.26 0.58 3.69 3.95
MCD-1A 0.64 1.14 1.24 0.58 3.67 3.94
S 0.73 0.87 1.16 0.70 2.20 5.14
S-1F 0.67 0.84 1.18 0.64 2.30 5.19
S-1A 0.67 0.84 1.18 0.64 2.30 5.18
aColumn reports relative median LCN with respect to the Cauchy MLE.
bColumn reports maximum median LCN over contamination grid as explained in text.
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converges to logð1þ eð1 eÞk2Þ; the maximums being attained at k ¼ 20: The entries
on Tables 3 and 4 are consistent with this.
Overall, we can say that the gains yielded by the weighting step are important.
Under the normal model the gains in efﬁciency are considerable, especially when the
initial estimators are the MVE and the MCD. For the MVE the theory predicts that
the relative efﬁciency of the ﬁx-threshold reweighted estimators eventually decreases
to zero because the rate of consistency remains n1=3; but for a sample size as
large as 500 the gains in efﬁciency are still considerable. In all the situations
considered in the simulations, the adaptive estimator is noticeably more efﬁcient
than the ﬁx-threshold estimator for samples of size 200 and the superiority is evident
for 500. The S-estimator is more efﬁcient than the other two under the normal
model, especially for large dimensions (this is consistent with the asymptotic
efﬁciencies displayed in Fig. 3 in [17]), but it performs very poorly for contaminated
normal distributions. Note that for SN(0.20) it behaves as if it had broken
down. Rather than being a problem inherent to the estimator, this is a problem of
Tukey’s bisquared function, that requires for consistency a cut-off constant that
grows quickly with the dimension (for p ¼ 10 it is already c ¼ 6:75). Rocke
[17] proposes a r function which is a translated bisquared function that depends on
two tuning constants. However, I think that an adaptive reweighted one step
estimator starting from the MCD does the job as well and is a much simpler
procedure.
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Fig. 3. Relative errors of adaptive one-step estimator with respect to the non-adaptive one when MCD is
the initial estimator and the distribution is normal.
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Appendix A
A.1. Proofs
Proof of Theorem 3.1. Replace at most m ¼ nen0ðXÞ  1 points of X and denote the
corrupted sample by Xn: To simplify the notation, let tn0n ¼ t0nðXnÞ and analogously
deﬁne tn1n; V
n
0n; V
n
1n and the Mahalanobis distances d
n
i : If i0 ¼ maxfi : dn2ðiÞoZg then
an ¼ max
i4i0
Gpðdn2ðiÞ Þ 
i  1
n
 þ
and cn ¼ dn2ðinÞ with in ¼ n  Inanm: Remember that in4i0 and cn4Z: Let wnin ¼
wðdn2i =cnÞ and, abusing the notation, wnðiÞ ¼ wðdn2ðiÞ=cnÞ: Then
jjtn1n  tn0njj2p
1
ðPni¼1 wninÞ2
Xn
i¼1
wn2in jjxni  tn0njj2
p l1ðV
n
0nÞ
ðPni¼1 wninÞ2
Xn
i¼1
wn2ðiÞd
n2
ðiÞ ;
where l1ðVn0nÞ is the largest eigenvalue of Vn0n: Since wðiÞ ¼ 0 for iXin and
dn2ðiÞpG1p
i þ Inanm
n
 
for iXi0 þ 1;
we have
1
n
Xn
i¼1
wn2ðiÞd
n2
ðiÞp Zþ
1
n
XnInanm1
i¼i0þ1
dn2ðiÞ
p Zþ 1
n
XnInanm1
i¼i0þ1
G1p
i þ Inanm
n
 
p Zþ 1
n
Xn
i¼1
G1p
i  1
n
 
p Zþ
Z 1
0
G1p ðuÞ du
¼ Zþ p:
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On the other hand, by assumption (E) we have that dn2i pc2 for at least k  m of the
original points. Since en0ðXÞpðk  pÞ=n we have k  mXp þ 1: So at least p þ 1
points of the original sample, that without loss of generality we can assume to be
x1;y; xpþ1; are such that wðd2ðxi; tn0n; Vn0nÞ=cnÞXwðc2=ZÞ40: ThenXn
i¼1
wninXw
c2
Z
 
ðp þ 1Þ:
Therefore,
jjtn1n  tn0njj2p
l1ðVn0nÞnðZþ pÞ
w2ðc2=ZÞðp þ 1Þ2:
Since mpnen0ðXÞ  1; l1ðVn0nÞ and tn0n stay bounded for every XnAXm and then it
must be enðt1n;XÞXen0ðXÞ:
Let us turn now to Vn1n: Since
trðVn1nÞ ¼
Xn
i¼1
wninjjxni  tn1njj2
Xn
i¼1
wnin
,
p l1ðVn0nÞðZþ pÞ=fðp þ 1Þwðc2=ZÞg;
l1ðVn1nÞ must remain bounded for every XnAXm with mpnen0ðXÞ  1: On the other
hand, if lpðVn1nÞ is the smallest eigenvalue of Vn1n; by a well-known property of
eigenvalues of symmetric positive semi-deﬁnite matrices (see for instance [13, Lemma
5.1] we have
lpðVn1nÞ ¼ lp
Xn
i¼1
wninðxni  tn1nÞðxni  tn1nÞ0
Xn
i¼1
wnin
, !
X
wðc2=ZÞ
n
lp
Xpþ1
i¼1
ðxi  tn1nÞðxi  tn1nÞ0
 !
X
wðc2=ZÞ
n
lp
Xpþ1
i¼1
x˜ix˜
0
i
 !
X
wðc2=ZÞ
n
l0ðXÞ;
where
l0ðXÞ ¼ min lp
Xpþ1
j¼1
x˜ij x˜
0
ij
 !
: 1pi1o?oipþ1pn
( )
and x˜ij denotes observation xij centered by the mean of the corresponding
subsample. Since l0ðXÞ40 by (GP), lpðVn1nÞ stays bounded away from 0 for every
XnAXm with mpnen0ðXÞ  1: Then enðV1n;XÞXen0ðXÞ and the proof is complete. &
Proof of Theorem 3.2. This proof mimics that of Theorem 3.1. We prove both parts
of the theorem simultaneously because they are very similar. The key is the
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inequality
EFfwF ðXÞd2ðX ; t0ðFÞ; V0ðFÞÞgpZþ p
for all FAVe with eoen0ðF0Þ: This inequality follows from the fact that GpðuÞ 
GF ðuÞpaðFÞ for all uXZ and GF ðuÞo1 aðFÞ for ZpuocðFÞ: If ZpcocðFÞ we
have Z c
Z
u dGF ðuÞ ¼ cGF ðcÞ  ZGF ðZÞ 
Z c
Z
GF ðuÞ du
p cð1 aðFÞÞ  ZGpðZÞ þ ZaðFÞ 
Z c
Z
fGpðuÞ  aðFÞg du
¼ cð1 GpðcÞÞ þ
Z c
Z
u dGpðuÞ
p
Z N
Z
u dGpðuÞ
and then
EFfwF ðXÞd2ðX ; t0ðFÞ; V0ðFÞÞg ¼
Z N
0
w
u
cðFÞ
 
u dGF ðuÞ
p
Z cðFÞ
0
u dGF ðuÞ
p Zþ
Z N
Z
u dGpðuÞ
p Zþ p:
Since
EFfwF ðXÞjjX  t0ðFÞjj2gpl1ðV0ðFÞÞEFfwF ðXÞd2ðX ; t0ðFÞ; V0ðFÞÞg
it follows that
t1ðFÞ ¼ arg min
tARp
EFfwF ðXÞjjX  tjj2g
is well deﬁned for all FAVe with eoen0ðF0Þ and the expression in (10) is valid. By
taking the trace, it is clear that the expression for V1ðFÞ in (10) is valid as well.
Moreover, we have that
jjt1ðFÞ  t0ðFÞjjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l1ðV0ðFÞÞ
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Zþ pp
EFfwF ðXÞg :
If condition ðE0Þ is assumed,
EFfwF ðXÞgXw c
2
Z
 
k
for all FAVe with eoen0ðF0Þ and then enðt1; F0ÞXen0ðF0Þ: Now suppose that (B) holds
instead of ðE0Þ: If enðt1; F0Þoen0ðF0Þ; there would be an eoen0ðF0Þ and a sequence of
distributions fFngCVe such that jjt1ðFnÞjj-N; which would imply that
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EFnfwFnðXÞg-0 and then
lim
n-N
EF0 w
d2ðX ; t0ðFnÞ; V0ðFnÞÞ
Z
  
¼ 0:
Now, since the initial estimators do not breakdown for such e; there would be a
subsequence fFnkg such that t0ðFnkÞ-tn0 for some vector tn0 and V0ðFnkÞ-Vn0 for
some non-singular matrix Vn0 : Then by dominated convergence we would have that
EF0fwðd2ðX ; tn0; Vn0 Þ=ZÞg ¼ 0; which is impossible under assumption (B). Therefore it
must be enðt1; F0ÞXen0ðF0Þ:
As for V1; we have that
trðV1ðFÞÞ ¼EFfwF ðXÞjjX  t1ðFÞjj2g=EFfwF ðX Þg
p l1ðV0ðFÞÞðZþ pÞ=EFfwF ðXÞg:
As in the preceding paragraph, we deduce that l1ðV1ðFÞÞ remains bounded onVe if
eoen0ðF0Þ: To prove that lpðV1ðFÞÞ remains bounded away from zero, consider eðFÞ
the eigenvector with norm 1 associated with lpðV1ðFÞÞ; so that
lpðV1ðFÞÞ ¼ EFfwF ðX ÞjðX  t1ðFÞÞ
0
eðFÞj2g
EFfwF ðXÞg :
Under condition ðE0Þ we have
EFfwF ðXÞjðX  t1ðFÞÞ0eðFÞj2g
Xw
c2
Z
 
x2PF ðd2ðX ; t0ðFÞ; V0ðFÞÞpc2 and jðX  t1ðFÞÞ0eðFÞjXxÞ
Xw
c2
Z
 
x2ðk PF ðjðX  t1ðFÞÞ0eðFÞjoxÞÞ
Xw
c2
Z
 
x2ðk e ð1 eÞPF0ðjðX  t1ðFÞÞ0eðFÞjoxÞÞ;
where x is any positive number. If there were a sequence fFngCVe with
eominfen0ðF0Þ; kg such that lpðV1ðFnÞÞ-0; there would be a subsequence fFnkg
such that eðFnkÞ-en and t1ðFnkÞ-tn1 for some vectors en and tn1 for which we would
then have that
PF0ðjðX  tn1Þ0enjoxÞX
k e
1 e:
But PF0ðjðX  tn1Þ0enj ¼ 0Þ ¼ 0 by (C), so we can always choose a xðeÞ40 that
violates the preceding inequality. Therefore it must be enðV1; F0ÞXminfen0ðF0Þ; kg:
Now suppose that (B) holds instead of ðE0Þ: If there were a sequence fFngCVe with
eoen0ðF0Þ such that lpðV1ðFnÞÞ-0; there would be a subsequence fFnkg such that
eðFnkÞ-en; t0ðFnkÞ-tn0 ; t1ðFnkÞ-tn1 and V0ðFnkÞ-Vn0 for some vectors en; tn0 and tn1
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and a non-singular matrix Vn0 ; for which
EF0 w
d2ðX ; tn0; Vn0 Þ
Z
 
jðX  tn1Þ0enj2
 
¼ 0:
But this contradicts assumption (B) again. Therefore enðV1; F0ÞXen0ðF0Þ and the
proof is complete. &
Proof of Lemma 4.1. Since
jan  a0jp sup
uX0
jGnðuÞ  GðguÞj;
we will show that the right-hand side is oPð1Þ: Consider the family of functions
F ¼ ff ðx; t; V ; uÞ ¼ Iðd2ðx; t; VÞpuÞ : tARp; VASPDðpÞ; uX0g:
We can write
GnðuÞ  GðguÞ ¼ Enf ð	; t0n; V0n; uÞ  Ef ð	; m; gS; uÞ;
where En denotes expectation with respect to the empirical measure (in the variable x
only) and E denotes expectation with respect to the model distribution. SinceF is a
VC-subgraph class of functions (this follows easily from Lemma 2.6.15 in [27]) then
F is a Glivenko–Cantelli class by Theorem 2.4.3 in [27] and we have that
sup
fAF
jEnf  Ef j-0 almost surely:
Also, by dominated convergence and continuity of G we have
sup
uX0
jEff ð	; t0n; V0n; uÞ  f ð	; m; gS; uÞgj-0 in probability:
These two convergencies together imply that an-a0 in probability. That cn-c0 in
probability will follow from the fact that G1 is continuous when G is strictly
increasing. &
Proof of Theorem 4.1. Let us write
t1n ¼EnC2ð	; t0n; V0n; cnÞ
EnC1ð	; t0n; V0n; cnÞ;
V1n ¼EnC3ð	; t0n; V0n; cn; t1nÞ
EnC1ð	; t0n; V0n; cnÞ
with
C1ðx; t; V ; cÞ ¼wðd2ðx; t; VÞ=cÞ;
C2ðx; t; V ; cÞ ¼wðd2ðx; t; VÞ=cÞx;
C3ðx; t; V ; c; mÞ ¼wðd2ðx; t; VÞ=cÞðx  mÞðx  mÞ0:
The families of functions
fCjðx; t; V ; cÞ : tARp; VASPDðpÞ; cX0g
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for j ¼ 1; 2 and
fC3ðx; t; V ; c; mÞ : t; mARp; VASPDðpÞ; cX0g
are VC-subgraph with square-integrable envelopes and hence Donsker, according to
Theorem 2.5.2 in [27]. Observe that
EnC2ð	; t0n; V0n; cnÞ
¼ EnC2ð	; t0n; g1V0n; gcnÞ
¼ EC2ð	; t0n; g1V0n; gcnÞ þ ðEn  EÞC2ð	; m;S; gc0Þ
þ ðEn  EÞfC2ð	; t0n; g1V0n; gcnÞ C2ð	; m;S; gc0Þg:
Since g1V0n-S in probability we can use the results of Lopuhaa¨ [12] in a
straightforward manner. From his Lemma 3.1 we obtain
EC2ð	; t0n; g1V0n; gcnÞ ¼ a2ðgcnÞðt0n  mÞ þ oPðjjðt0n  m; B0n  BÞjjÞ
with a2ðgcnÞ-a2ðgc0Þ in probability by Lemma 4.1. The second term is just
ðEn  EÞC2ð	; m;S; gc0Þ ¼ 1
n
Xn
i¼1
w
d2ðXi; m;SÞ
gc0
 
ðXi  mÞ:
For the third term we use the Donsker property: since
EjC2ð	; t0n; g1V0n; gcnÞ C2ð	; m;S; gc0Þj2-0 in probability
we have thatﬃﬃﬃ
n
p ðEn  EÞfC2ð	; t0n; g1V0n; gcnÞ C2ð	; m;S; gc0Þg ¼ oPð1Þ:
In a similar way, it is shown that
EnC1ð	; t0n; g1V0n; gcnÞ ¼ a1ðgc0Þ þ oPð1Þ
and then the expansion for t1n follows. For V1n we proceed similarly, now using that
t1n-m in probability and the expansion
EC3ð	; t0n; g1V0n; gcn; t1nÞ
¼ a3ðgcnÞSþ a4ðgcnÞftrðB1ðB0n  BÞÞSþ 2B1ðB0n  BÞSg
þ oPðjjðt0n  m; B0n  B; t1n  mÞjjÞ:
(Note that B1ðB0n  BÞ ¼ ðB0n  BÞB1 ¼ An in Lopuhaa¨’s notation.) &
Proof of Theorem 4.2. We will use the notation of the proof of Theorem 4.1 again, as
well as the results of Lemma 3.1 in [12]. First note that if Fm;S denotes an elliptical
distribution with parameters m and S; we have
IFðx; t; Fm;SÞ ¼B IFðB1ðx  mÞ; t; F0;IÞ;
IFðx; V ; Fm;SÞ ¼B IFðB1ðx  mÞ; V ; F0;IÞB
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for all equivariant location and scatter estimators. Therefore the proof will be done
for m ¼ 0 and S ¼ I: Let Fe;x ¼ ð1 eÞF0;I þ eDx: Since
t1ðFe;xÞ ¼
ð1 eÞEC2ð	; t0ðFe;xÞ; g1V0ðFe;xÞ; gcðFe;xÞÞ þ ewFe;xðxÞx
ð1 eÞEC1ð	; t0ðFe;xÞ; g1V0ðFe;xÞ; gcðFe;xÞÞ þ ewFe;xðxÞ
(with expectations taken with respect to F0;I) and
EC2ð	; t0ðFe;xÞ; g1V0ðFe;xÞ; gcðFe;xÞÞ ¼ a2ðgcðFe;xÞÞt0ðFe;xÞ þ oðeÞ;
then limek0 t1ðFe;xÞ=e exists for those x such that jjxjj2=gc0 is a continuity point of w;
and equals IFðx; t1; F0;IÞ as given in the statement of the theorem, provided
lim
ek0
cðFe;xÞ ¼ c0: ðA:1Þ
We prove this at the end. Now, to obtain IFðx; V1; F0;IÞ we proceed analogously,
using the expansion
EC3ð	; t0ðFe;xÞ; g1V0ðFe;xÞ; gcðFe;xÞ; t1ðFe;xÞÞ
¼ a3ðgcðFe;xÞÞIþ a4ðgcðFe;xÞÞftrðA0ðFe;xÞÞIþ 2A0ðFe;xÞg þ oðeÞ;
where A0ðFe;xÞ ¼ B1ðB0ðFe;xÞ  BÞ ¼ ðB0ðFe;xÞ  BÞB1 and B20ðFe;xÞ ¼ g1V0ðFe;xÞ;
and consequently the fact that
IFðx; g1V0; F0;IÞ ¼B IFðx; B0; F0;IÞ þ IFðx; B0; F0;IÞB
¼ 2B IFðx; B0; F0;IÞ
¼ 2B IFðx; A0; F0;IÞB:
To complete the proof let us show (A.1). Actually, we prove that
lim
ek0
sup
uX0
jGFe;xðuÞ  GF ðuÞj ¼ 0 ðA:2Þ
which implies that limek0 aðFe;xÞ ¼ a0 and then (A.1) follows by continuity of G1:
To prove (A.2) simply note that
jGFe;xðuÞ  GF ðuÞj
pð1 eÞjPF ðd2ðX ; t0ðFe;xÞ; V0ðFe;xÞÞpuÞ  GF ðuÞj þ e
which goes to zero when ek0; uniformly in u by continuity of GF : &
Derivation of expressions (15) and (16): Assume again that m ¼ 0 and S ¼ I: Let t0
and V0 denote the location and scatter MCD functionals respectively, so that
V0ðFÞ ¼ gI: Croux and Haesbroeck [2] give the following expressions for their
inﬂuence functions at F :
IFðx; t0; FÞ ¼ 1
a1ðqÞ  a2ðqÞ Iðjjxjj
2pqÞx;
IFðx; g1V0; FÞ ¼ 1
a3ðqÞ  a4ðqÞ Iðjjxjj
2pqÞxx0 þ vðjjxjjÞI
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for a certain real function v whose explicit expression is irrelevant for us. It follows
that
IFðx; t1; FÞ ¼ a2ðgc0ÞIðjjxjj
2pqÞ
a1ðgc0Þfa1ðqÞ  a2ðqÞg þ
wðjjxjj2=gc0Þ
a1ðgc0Þ
" #
x:
The asymptotic variance of t1 is EFfIFðX ; t1; FÞIFðX ; t1; FÞ0g and when wðuÞ ¼
Iðuo1Þ it is
EFfIFðX ; t1; FÞIFðX ; t1; FÞ0g ¼ k1I
with k1 as in (15). For the scatter estimator we have that
IFðx; V1; FÞ ¼ lðjjxjjÞ xx
0
jjxjj2 þ mðjjxjjÞI
with
lðjjxjjÞ ¼ a4ðgc0ÞIðjjxjj
2pqÞjjxjj2
a1ðgc0Þfa3ðqÞ  a4ðqÞg þ
wðjjxjj2=gc0Þjjxjj2
a1ðgc0Þ
and
mðjjxjjÞ ¼ a4ðgc0Þ
a1ðgc0Þ
p
2
þ 1

 
vðjjxjjÞ þ a4ðgc0ÞIðjjxjj
2pqÞjjxjj2
a1ðgc0Þ2fa3ðqÞ  a4ðqÞg 
a3ðgc0Þ
a1ðgc0Þ:
Using Lemma 5.1 in [11] we obtain that
EF ½vecfIFðX ; V1; FÞg vecfIFðX ; V1; FÞg0 ¼ s1ðIp2 þ Kp;pÞ þ l1 vecðIÞ vecðIÞ0
with
s1 ¼ EFfl
2ðjjxjjÞg
pðp þ 2Þ
and
l1 ¼ EFfl
2ðjjxjjÞg
pðp þ 2Þ þ 2EFflðjjxjjÞmðjjxjjÞg þ EFfm
2ðjjxjjÞg:
This is the asymptotic variance of V1: For the hard-rejection weight wðuÞ ¼ Iðuo1Þ;
s1 comes down to (16).
When w is the hard-rejection weight function and F is the tpðnÞ distribution, with n
other than 2 or 4, we have the following expressions for the aiðuÞ:
a1ðuÞ ¼G u
p
; p; n
 
;
a2ðuÞ ¼
Gðpþn
2
Þ
Gðn
2
ÞGðp
2
þ 1Þ
ðu=nÞp=2
ð1þ u=nÞðpþnÞ=2
;
a3ðuÞ ¼ nn 2G
n 2
n
u
p þ 2; p þ 2; n 2
 
;
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a4ðuÞ ¼ n
2
Gðpþn2 Þ
Gðn2ÞGðp2 þ 2Þ
ðu=nÞp=2þ1
ð1þ u=nÞðpþnÞ=2
;
a5ðuÞ ¼ n
2
ðn 2Þðn 4Þ G
n 4
n
u
p þ 4; p þ 4; n 4
 
;
where Gðu; p; nÞ is the distribution function of an Fðp; nÞ distribution, which can be
formally deﬁned even for negative n: For F the Npðm;SÞ distribution,
a5ðuÞ ¼ Gpþ4ðuÞ: &
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