We de ne a class of distributions on Poisson space which allows to iterate a modi cation of the gradient of 1]. As an application we obtain, with relatively short calculations, a formula for the chaos expansion of functionals of jump times of the Poisson process.
Introduction
Let (N t ) t2R + be a standard Poisson process with jump times (T k ) k 1 , and T 0 = 0. The underlying probability space is denoted by ( ; F; P), so that L 2 ( ; F; P) is the space of square-integrable functionals of (N t ) t2R + . Any F 2 L 2 ( ; F; P) can be expanded into the series F = E F] + 1 X n=1 1 n! I n (f n ) (1) where I n (f n ) is the iterated stochastic integral I n (f n ) = n! of the symmetric function f n 2 L 2 (R n + ) (stochastic integrals are taken in the Itô sense, thus diagonal terms have no in uence in the above expression), with the isometry hI n (f n ); I m (g m )i L 2 ( ) = n!1 fn=mg hf n ; g m i L 2 (R + ;dt) n ; f n 2 L 2 (R + ; dt) n ; g m 2 L 2 (R + ; dt) m :
If f n is not symmetric we let I n (f n ) = I n (f n ), wheref n denotes the symmetrization of f n in n variables, hence (1) can be written as
I n (f n 1 n ) where n = f(t 1 ; : : : ; t n ) 2 R n + : 0 t 1 < < t n g: Let D : L 2 ( ) ?! L 2 ( R + ) denote the linear unbounded operator de ned on multiple stochastic integrals as D t I n (f n ) = nI n?1 (f n ( ; t)); a:e: t 2 R + :
The formula of Y. Ito 3] (Relations (7.4) and (7.5), pp. 26-27), allows in principle to compute f n as f n (t 1 ; : : : ; t n ) = E D t 1 which follows e.g. from the fact that ( n ) n 1 = (T n ? T n?1 ) n 1 is a family of independent exponential random variables. In factD is (up to a minor modi cation) the gradient introduced in 1]. This presentation ofD using the Green function r(s; t) is motivated by 9]. Let " r (n) (T k ; t), n 1, denote the convolution of " with r (n) (T k ; t) in the rst variable, i.e. for n = 1:
Intrinsic gradient
" r (1) (T k ; t) = ? (t 1 ; : : : ; t n ) 2 n , n 2.
Equality of adapted projections in distribution sense
We recall that the adjoint of D extends the compensated Poisson stochastic integral, 
Proof. The proposition holds for n = 1. We assume that it holds for some n 1. Let F " (t 2 ; : : : ; t n+1 ) denote the regularization ofD t 2 D t n+1 F constructed as in the proof of Prop. if n 0, and p n (t) = P(N t = n) = 0 if n < 0, i.e. p n?1 : R + ! R + , n 1, is the density function of T n , and
where is the nite di erence operator f(k) = f(k) ? f(k ? 1) and in particular for l = n ? 1: h n (t 1 ; : : : ; t n ) = ? 
