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Abstract
Background: The development of algorithms to infer the structure of gene regulatory networks
based on expression data is an important subject in bioinformatics research. Validation of these
algorithms requires benchmark data sets for which the underlying network is known. Since
experimental data sets of the appropriate size and design are usually not available, there is a clear
need to generate well-characterized synthetic data sets that allow thorough testing of learning
algorithms in a fast and reproducible manner.
Results: In this paper we describe a network generator that creates synthetic transcriptional
regulatory networks and produces simulated gene expression data that approximates experimental
data. Network topologies are generated by selecting subnetworks from previously described
regulatory networks. Interaction kinetics are modeled by equations based on Michaelis-Menten and
Hill kinetics. Our results show that the statistical properties of these topologies more closely
approximate those of genuine biological networks than do those of different types of random graph
models. Several user-definable parameters adjust the complexity of the resulting data set with
respect to the structure learning algorithms.
Conclusion: This network generation technique offers a valid alternative to existing methods. The
topological characteristics of the generated networks more closely resemble the characteristics of
real transcriptional networks. Simulation of the network scales well to large networks. The
generator models different types of biological interactions and produces biologically plausible
synthetic gene expression data.
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Background
Recent technological advances have made the application
of high throughput assays, such as microarrays, common
practice. The ability to simultaneously measure the
expression level of a large number of genes, makes it pos-
sible to take a system-wide view of the cell.
Developing reliable data analysis methods that infer the
complex network of interactions between the various con-
stituents of a living system based on high throughput
data, is a major issue in current bioinformatics research
[1]. Because data on transcriptional regulation are most
accessible, much effort goes to the develoment of algo-
Network generator overview Figure 1
Network generator overview. Network generator overview. The shaded area gives a schematic representation of the data 
generation process. Dashed arrows show how generator output fits in an algorithm validation strategy.
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rithms that infer the structure of transcriptional regulatory
networks (TRNs) from this data [2-6].
Gaining statistical knowledge about the performance of
these algorithms requires repeatedly testing them on
large, high-quality data sets obtained from many experi-
mental conditions and derived from different well-charac-
terized networks. Unfortunately, experimental data sets of
the appropriate size and design are usually not available.
Moreover, knowledge about the underlying biological
TRN is often incomplete or unavailable.
As a consequence, validation strategies applied to experi-
mentally obtained data are often limited to confirming
previously known interactions in the reconstructed net-
work. However, using such an approach, false positive
interactions are for example not penalized. Indeed, assess-
ing the relevance of predicted interactions that have not
been experimentally confirmed, is infeasible. Secondly,
the algorithm can usually only be applied to data from a
single network, which complicates algorithm design and
validation.
Due to these limitations of real experimental data, the use
of simulated data for benchmarking structure learning
algorithms is gaining interest. The term network generator
is used to denote a system that generates synthetic net-
works and simulated gene expression data derived from
these networks. A synthetic network consists of a topology
that determines the structure of the network and a model
for each of the interactions between the genes.
Different approaches have been used to create network
topologies. The generation of small networks is often
based on detailed handcrafted topologies [7-9]. For pro-
ducing topologies of large networks comprising thou-
sands of nodes, random graph models have been used
[10,11]. The latter models create graphs that share one or
more statistical properties, such as scale-free [12] and
small-world [13] properties, with known regulatory net-
works, in an attempt to approximate biological reality.
For simulation of the regulatory network, the interactions
between the genes need to be quantitatively modeled.
Several models have been proposed for this purpose,
including Boolean [14,15], continuous [7,9,11] and prob-
abilistic [11] approaches. Most current network simula-
tors [7-11] use a set of ordinary differential equations
(ODE's). The choice of a numerical solution method,
which depends on the desired precision and the specific
form of the set of ODE's, can lead to scalability problems.
The time complexity of numerically solving a set of ODE's
for a given time period, in function of the number of
genes, varies between linear and cubic complexity, which
makes simulation of large networks computationally dif-
ficult.
We propose a network generator that copes with some of
the limitations of previous implementations. Instead of
using random graph models, topologies are generated
based on previously described source networks, allowing
better approximation of the statistical properties of bio-
logical networks. The computational performance of our
simulation procedure is linear in function of the number
of genes, making simulation of large networks possible.
The tool, called SynTReN (Synthetic Transcriptional Reg-
ulatory Networks), has been implemented in Java and is
available for download as additional file 3: SynTReN.zip.
Results
Overview
The network generator produces synthetic transcriptional
regulatory networks (TRNs) and corresponding microar-
ray data sets. In these networks, the nodes represent the
genes and the edges correspond to the regulatory interac-
tions at transcriptional level between the genes. Figure 1
shows the flow of the data generation process comprising
three essential steps. In a first step, a network topology is
selected from a known source network using either of two
selection strategies. In a second step, transition functions
and their parameters are assigned to the edges in the net-
work. In the third step, mRNA expression levels for the
genes in the network are simulated under different condi-
Interaction types for one activator Figure 2
Interaction types for one activator. Examples of interac-
tion functions for one activator and different combinations of 
the kinetic parameters K and h. Parameter tuples (K,h) are 
(0.05,1); (0.15,1); (0.5,1); (10,2); (10,5); (100,1); (0.5,5); 
(100,10) for functions 1 to 8 in ascending order.BMC Bioinformatics 2006, 7:43 http://www.biomedcentral.com/1471-2105/7/43
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tions. After optionally adding noise, a data set represent-
ing normalized and scaled microarray measurements is
obtained. A more detailed explanation is given in Section
Methods.
To evaluate to what extent our approach compares to pre-
vious approaches in generating networks with topological
characteristics of true TRNs, we used well established
deterministic and informative measures that can be subdi-
vided in two distinct categories, each of which addresses
different aspects of the network structure: high-level (glo-
bal) measures and low-level (local) measures.
The high-level measures like average clustering coefficient
and average path length, depend on knowledge of the
complete network structure while the low level measures
are derived from local network properties such as for
instance the marginal degree distributions [13,16]. Rigor-
ous definitions are given in additional file 1: adden-
dum.pdf.
Biological TRNs have specific common structural proper-
ties: the small world property [12], indicating a short aver-
age path length between any two nodes and the scale-free
property [13], indicating the degree distribution of the
nodes of the network follows a power law. True biological
TRNs also contain specific structural motifs that are statis-
tically overrepresented as compared to random graphs of
the same in- and outdegree [17,18] (e.g. feed forward
loop). Synthetic TRNs have been generated using different
types of random graph models [10,11], such as Erdös-
Rényi [19], Albert-Barabási [13] and Watts-Strogatz [12]
models. These models generate graphs with one or more
topological properties observed in biological TRNs.
Topological properties of ER and AB random graphs and subselected networks of 300 nodes and the complete biological net- works Figure 3
Topological properties of ER and AB random graphs and subselected networks of 300 nodes and the complete 
biological networks. Average indegree versus average directed path length for ER and AB random graphs of 300 nodes and 
biological networks. Biological networks are the complete E. coli (both networks described [18] and [20]) and S. cerevisiae net-
work, indicated by the suffix "-complete". Subnetworks containing 300 nodes were created by both the neighbour- and cluster-
addition method, indicated by the suffixes "-neighbor" and "-cluster" respectively. The region of the biological networks is 
enlarged in the upper right corner of the figure. ER and AB random graphs exhibit a phase transition [28,29]. For low connec-
tivity, often no path exists between several pairs of nodes and many path lengths are therefore infinity. These are not consid-
ered for calculating the average path length, which therefore appears small because it is calculated from the few short paths 
that are present. When increasing the p-value (the probability of having an edge), the paths are increasingly made up of more 
edges until a point is reached where the graph starts forming one giant network. Adding more edges then increases the density 
of the graph connections, resulting in a decrease of the average path length. ER: Erdös-Rényi, AB: Albert-Barabási.BMC Bioinformatics 2006, 7:43 http://www.biomedcentral.com/1471-2105/7/43
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Unlike previous approaches, we generate network topolo-
gies by selecting subgraphs from a previously described
biological source network (E. coli [18,20] or S. cerevisiae
[21]).
Random network models
To validate our approach, a series of synthetic networks is
generated both by using different types of random graph
models (Erdös-Rényi (ER), Watts-Strogatz or small-world
(SW), Albert-Barabási (AB) and directed scale free (DSF)
random graph models) and by selecting subgraphs
according to the methods described in Section Network
topology. To obtain representative sets of networks for the
given models, a sweep was done across a large range of
possible parameter settings for the tested models. The top-
ological properties of each of these networks are com-
pared to these of the complete E. coli and S. cerevisiae
networks.
In Figure 3 and Figure 4, the average indegree is plotted
versus the average directed path length to illustrate the dif-
ferent characteristics of the random graph models, the
previously described TRNs and the selected subnetworks.
Figure 3 shows that it is not possible to choose the param-
eters for Erdös-Rényi and Albert-Barabási random graph
models such that both the average directed path length
and average indegree are simultaneously close to the val-
ues of biological TRNs, although they can resemble bio-
logical networks for a single topological measure. Similar
results are obtained for evaluated topological characteris-
tics other than average indegree and average directed path
length, such as average clustering coefficient, average out-
degree, average undirected path length, ... (results not
shown).
From Figure 4, a similar conclusion can be drawn for SW
networks. They can resemble biological networks for a
Topological properties of DSF and SW random graphs of 300 nodes and the complete biological networks Figure 4
Topological properties of DSF and SW random graphs of 300 nodes and the complete biological networks. 
Average indegree versus average directed path length for DSF and SW graphs of 300 nodes and biological networks. Biological 
networks are the complete E. coli (both networks described by [18] and [20]) and S. cerevisiae network [21]. SW: Small world 
(Watts-Strogatz, [12]), DSF: Directed scale free (Bollobá, [22]).BMC Bioinformatics 2006, 7:43 http://www.biomedcentral.com/1471-2105/7/43
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single topological measure, but not for several measures
simultaneously. DSF graphs [22] can however resemble
biological networks with respect to both average directed
path length and average indegree for well-chosen param-
eter settings. Again, similar results are obtained for other
topological characteristics (results not shown).
Subnetwork selection methods
Figure 3 (inset) shows that, irrespective of the subnetwork
selection method used, the properties of the selected sub-
networks more closely approximate those of the source
TRNs than the properties of the tested random graphs do.
Mutually comparing the subnetwork selection methods, it
is clear that the cluster addition method generates net-
works that are closer to the source network than the net-
works generated with the neighbor addition method.
These observations also hold for topological characteris-
tics other than average directed path length and average
indegree (results not shown).
To evaluate the change in topological characteristics in
function of the number of nodes in the subnetwork, net-
works of different sizes were selected using both methods
(See additional file 2: subgraphselection.png).
The neighbor addition method shows more variation for
the median indegree compared to the cluster addition
method. This is not surprising since adding a node and all
of its children, as is done in the cluster addition method,
better preserves the median indegree than adding a single
node, as done in the neighbor addition method.
Simulated expression data
Figure 5 gives a representative example of a network
topology of 50 genes obtained by selection from the E. coli
Example network with 50 nodes Figure 5
Example network with 50 nodes. Randomly chosen example network with 50 nodes, using cluster addition method for 
subnetwork selection and selection from E. coli network. Dashed edges indicate activation, full edges indicate repression.
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source network [20] using the cluster addition method.
From this network, gene expression data was generated for
100 simulated microarray experiments.
Three input genes were defined (g1, g2, g3) for which set-
ting the expression values corresponds to changing exter-
nal conditions in a microarray experiment. Distinct
external conditions were thus mimicked by randomly
choosing the expression values between 0 and 1 for each
experiment.
In Figure 6, part of the simulation results of the example
network are shown. The selected part of the example net-
work (also indicated by the shaded nodes in Figure 5) is
shown in (a). Figure 6(b),(c) and 6(d) show how each of
the input genes affects its direct children. E.g. g1 has a
strong effect on both g4 and g5, but a less pronounced
effect on the expression level of g7, since g7 has a repressor
feedback loop and is also stimulated by another input
gene g2. In Figure 6(d), the expression levels of g2 are also
added to illustrate the relation between two independent
genes like g3 and g2.
Discussion
Because of the urgent need for well characterized datasets
to benchmark network inference methodologies, the use
of simulated data has become essential. Therefore, we
have developed a generator that produces simulated gene
expression data that resembles biological data, but at the
same time is computationally tractable for large networks.
To more closely approximate the topological characteris-
tics of biological networks, we propose a novel way of
generating topologies, i.e. by selecting subnetworks from
described biological networks.
Subnetwork selection results in networks that resemble
previously described networks across a range of tested top-
ological characteristics. In this respect, the cluster addition
Simulation results for a subset of genes of the example network Figure 6
Simulation results for a subset of genes of the example network. Simulation results for a subset of genes of the exam-
ple network (labeled g1 to g7). This subnetwork has three input genes and contains a repressor feedback loop for g7. The X-
axes shows the different conducted experiments, which are sorted according to the expression value of each of the input 
genes. The Y-axes shows the normalized expression values for the genes directly regulated by the input genes, except for (d) 
where the expression value for g2 is also shown.BMC Bioinformatics 2006, 7:43 http://www.biomedcentral.com/1471-2105/7/43
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method performs better than the neighbor addition
method. Moreover, our selection strategy outperforms
several alternative approaches based on random graph
models. Our results show that the properties of synthetic
topologies created by random graph models depend
largely on the input parameters used. Properties of such
random graphs generally differ from those of known bio-
logical networks in at least one topological measure. Only
with the more sophisticated models, such as the directed
scale free graph model [22], and given a specific set of
input parameters, were we able to generate topologies that
resemble previously described TRNs for the complete set
of evaluated characteristics.
Our method offers a valid alternative over generating net-
works using random graph models. However, using previ-
ously characterized TRNs as a source of synthetic network
topologies implies a dependency on available knowledge
about these networks. Obviously, not all interactions are
known and some described interactions might be false
positives. Moreover, previously described networks might
be biased towards well studied pathways. The more accu-
rate these characterized networks will become, the higher
the quality of the selected topologies will be.
While DSF networks seem very similar to biological net-
works under specific parameter settings, it should be
noted that finding the optimal set of parameters for the
DSF model to create graphs that resemble biological net-
works is not trivial. Moreover, it is possible that some sub-
tle characteristics of real networks, such as network motifs
[17] or joint degree distributions [16], are not captured in
the measured properties. Also, as knowledge about true
transcriptional networks improves, there is no guarantee
that adequate parameters for the DSF networks will still
exist. In these cases, selecting subnetworks from known
biological networks ensures that the generated topologies
will still sufficiently resemble their biological source net-
works.
The choice of equations based on Michaelis-Menten and
Hill kinetic equations to model regulatory interactions,
allows a variety of interaction types likely to occur in real
biological systems [11,23], ranging from a nearly linear
behavior to very steep interactions. Although in genuine
networks all dynamic interactions are coupled, we
assumed that the steady-state kinetics of the complete net-
work of uncoupled equations are comparable to those of
the coupled set of equations. Also, all individual tran-
scription rates are assumed to be in a steady-state regime.
In contrast to alternative simulators that solve coupled
differential equations, introducing these simplifications
made simulating large networks comprising thousands of
genes computationally tractable.
Several parameters controlling the gene network genera-
tion and sampling process are user-definable in order to
generate data sets of increasing level of difficulty. This
allows thorough benchmarking of inference algorithms,
while low level parameters (such as the kinetic parameters
of the enzyme kinetic equations) are automatically cho-
sen from predefined distributions.
The tool can be further improved in a number of different
aspects. Firstly, the topologies of the source networks are
a key aspect of the performance of the generator. The
availability of more accurate data for the gene regulatory
networks of E. coli and S. cerevisiae, will result in more
accurate network topologies. The availability of large reg-
ulatory networks for organisms of which the network
topology differs significantly from that of E. coli or S. cer-
evisiae will definitely increase the reliability of our genera-
tor for organisms other than E. coli and  S. cerevisiae.
Secondly, as more empirical data becomes available, a
better estimate of the transition functions and their
parameters can be given [24].
Our system can be extended in natural way with addi-
tional data sources (e.g. ChIP-chip data, protein-protein
interaction data). This data could be sampled from real
biological data sets in a way similar to the procedure that
was described for the topology selection.
Conclusion
Our results show that it is quite difficult to create synthet-
ically generated networks that are topologically similar to
the biological networks derived for E. coli and S. cerevisiae,
using random graph models. The characteristics of the
generated networks were assessed using a set of topologi-
cal measures and were shown to be very dependent on the
input parameters of the random graph model. Only more
sophisticated models, such as the DSF graph model [22]
are capable of generating networks that resemble the
known TRNs for the set of evaluated characteristics, and
only given a specific set of input parameters.
The strategy of selecting connected substructures from a
source network produced graphs that quite closely resem-
ble the characteristics of a real TRN, provided the sub-
graphs are sufficiently large. The cluster addition method
performed better than the neighbour addition method in
this respect.
The generation of gene expression data scales linearly as a
function of the number of nodes and therefore allows fast
simulation of large networks comprising thousands of
genes.
In this study we focused on the construction of a generator
of transcriptional networks and corresponding normal-BMC Bioinformatics 2006, 7:43 http://www.biomedcentral.com/1471-2105/7/43
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ized microarray data. Its primary goal is to offer bench-
mark datasets for testing and optimizing network
inference methods. Both a reasonable approximation of
biology and scalability to large networks were major
design considerations. By selecting topologies from
known networks, modeling interactions by kinetic equa-
tions and introducing some major simplifications, we
developed a flexible framework that generates benchmark
datasets of varying levels of complexity.
Methods
Network topology
In this section the process of generating the network
topology and corresponding gene interactions is
described.
Selection of subnetworks
To generate a network topology that resembles a true TRN
as closely as possible, network structures are selected from
previously described biological networks. The topologies
of the well-described model organisms E. coli [18,20] and
S. cerevisiae [21] are used as source graphs (an overview of
their main properties is given in Table 1). The choice of
source network is user-definable. A single source network
at a time is used when generating networks. Two different
strategies to select a connected subgraph from a source
graph are implemented. In a first strategy, called neighbor
addition, a randomly selected node is chosen as initial
seed. Subsequent nodes are added in an iterative process.
Only randomly selected nodes that have at least one con-
nection to the current graph are retained. In an alternative
strategy, called cluster addition, a randomly selected node
and all of its neighbors are selected as initial graph. In
each iteration, a randomly selected node and all of its
neighbors are added to the graph. Similarly, only nodes
that have at least one connection to the current graph are
retained. Because of their presence in the original source
network, cycles (e.g. feedback loops) can also be encoun-
tered in the generated topology.
Background network
For a real biological microarray experiment it is generally
assumed that only part of the genes of the genome are trig-
gered by the conditions applied [25]. In our set up, the
part of the network not elicited by the simulated experi-
mental conditions is modeled by adding background
genes. These background genes increase the dimension of
the data set without being a part of the network to be
inferred. Their expression values are assumed to be consti-
tutive but change in a correlated way as a result of the bio-
logical noise modeled in the transition functions. In this
way, the background network mimics pathways that are
not influenced by the simulated conditions. As an alterna-
tive to adding a separately chosen background network,
one could use the complete source topology, select a lim-
ited number of input genes that mimic the external condi-
tions and consider the genes not linked to these input
genes as background genes. However, the advantage of
selecting subnetworks and adding background genes, is
that it allows selecting different topologies instead of
using a single network, a property that is required for thor-
ough benchmarking studies.
Transition functions
After generating the topology, transition functions repre-
senting the regulatory interactions between the genes are
assigned to the edges in the network. A transition function
defines how the mRNA concentration of a gene depends
on the mRNA concentrations of each of its input tran-
scription factors [24].
Michaelis-Menten and Hill kinetics
Non-linear functions based on Michaelis-Menten and Hill
enzyme kinetic equations are used to model gene regula-
tion in steady-state conditions [11,23,26]. As a result of
this choice, the generation of expression data scales line-
arly with the number of genes and therefore allows fast
simulation of large networks comprising thousands of
genes. Biological noise, corresponding to stochastic varia-
tions in gene expression that are unrelated to the applied
experimental procedures are modeled by a function based
on a lognormal distribution superposed on the kinetic
equations.
Table 1: Properties of E. coli and S. cerevisiae networks. This table compares the charactistics of E. coli and S. cerevisiae source networks 
which are used in the creation of subnetworks. The extended E. coli network described by Ma et al. [20] has over three times more 
nodes than the E. coli network described by Shen-Orr et al. [18]. The average path length is longer for this network and the average 
clustering coefficient is higher. For rigorous definitions of the measurements see additional file 1: addendum.pdf.
Network properties E. coli [18] E. coli [20] S. cerevisiae
Number of nodes 423 1330 690
Number interactions 578 2724 1094
Average directed path 1.36 1.85 1.44
Average clustering coefficient 0.085 0.20 0.047BMC Bioinformatics 2006, 7:43 http://www.biomedcentral.com/1471-2105/7/43
Page 10 of 12
(page number not for citation purposes)
Choosing interactions types
Regulatory interactions between genes can be either acti-
vating or inhibiting. When a given gene interacts with
more than one regulator, the different regulators can
either act independently or exhibit more complex effects
on their target genes, such as cooperativity, synergism or
antagonism. Different possible interactions are imple-
mented (for a detailed description, see additional file 1:
addendum.pdf). For each combination of a gene and its
regulators, a proper enzyme kinetic equation is selected,
depending on the number of activators and repressors and
on user-defined settings that control the fraction of com-
plex interactions (see also Section Generator parameters).
Setting transition function parameters
Choosing realistic parameter settings of these equations is
a nontrivial task. Except for a few well characterized net-
works, no data about the parameters for the Michaelis-
Menten and Hill functions is available. Therefore, the
value of each parameter is chosen from a distribution that
allows a large variation of interaction kinetics likely to
occur in true networks (including linear activation func-
tions, sigmoid functions, ...), while avoiding very steep
transition functions. An example of the possible interac-
tions is given in Figure 2.
Sampling data
In this section we describe how a gene expression data set
is obtained by simulating the synthetic network under dif-
ferent simulated experimental conditions.
Generating gene expression data
When generating data, we assume that the expression of
the genes depends on how changes in external conditions
trigger the network. External conditions are modeled by
choosing a gene set without regulatory inputs and setting
their expression level to a different value for each experi-
ment, in a simulated response to changing experimental
conditions. Remaining genes without regulatory inputs
are assigned a random constitutive expression level.
In a real-world experiment it is possible that input genes
show correlated behavior when changing experimental
conditions. To account for this, our tool allows positive or
negative linear correlation between input genes. Both the
number of correlated inputs and the strength of the corre-
lations are user-definable.
The expression levels of the genes in the network are sub-
sequently calculated, as specified by their transition func-
tions, starting from the input genes. For genes involved in
cycles, it is possible that not all inputs of their transition
function are known during propagation of the values
through the network. To model these loops, an approxi-
mation compatible with the steady-state transition func-
tions was chosen. Each edge in a cycle is modeled as a
regular steady-state interaction and in each simulated
experiment, genes that have an undefined input are ini-
tially assigned an arbitrary expression value. Calculations
for the entire network are then repeated until transient
effects have disappeared before generating the output
expression values. In case of oscillatory behavior, the
expression data is taken from an arbitrary point in the
period, mimicking the situation in a real microarray
experiment.
Adding noise
After sampling from the network, a data set with mRNA
expression levels for all genes is obtained for different
simulated conditions. All gene expression values are nor-
malized between 0 and 1, where 0 indicates that no tran-
scription occurred and 1 refers to a maximal level of
transcription. Besides the biological noise, microarrays
are subject to random experimental noise. This experi-
mental noise is added to the simulated microarray data
and is approximated by a lognormal distribution [27].
Generator parameters
To benchmark an algorithm, having access to data sets of
an increasing level of complexity is useful. Experience
shows that in real data, the difficulty of the structure learn-
ing task of an inference problem is influenced to a large
extent by the topology of the network to be inferred and
by the type of the regulatory interactions present. For
example, more data is required to resolve interactions that
are not fully exercised [8].
Initial performance testing of an algorithm can be done
on rather easy problems (e.g. small, noiseless networks
without synergism or cooperativity between regulators).
Increasingly difficult data sets can then be generated to
further optimize the inference method.
The following parameters controlling the gene network
generation and sampling process are user-definable:
• The choice of source network.
• The size of the network in number of nodes.
• The number of background nodes.
• The number of available experiments and samples for
each condition.
• The level of stochastic and experimental noise.
• The fraction of complex interactions.BMC Bioinformatics 2006, 7:43 http://www.biomedcentral.com/1471-2105/7/43
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List of abbreviations
TRN Transcriptional regulatory network
ODE Ordinary differential equation
ER Erdös-Rényi
SW Watts-Strogatz or small-world
AB Albert-Barabási
DSF directed scale free
Authors' contributions
The first two authors contributed equally to this project.
TVdB and KVL wrote the implementation, carried out the
simulations and analyzed the data. BN and KM conceived
of the study and participated in its design and coordina-
tion. PvR participated in the design of the study and
helped to draft the manuscript. HM provided the E. coli
network dataset. All authors contributed to, read and
approved the final manuscript.
Additional material
Acknowledgements
This work is partially supported by: 1. IWT projects: GBOU-SQUAD-
20160; 2. Research Council KULeuven: GOA Mefisto-666, GOA-Ambior-
ics, IDO genetic networks, Center of Excellence EF/05.007 SymBioSys; 3. 
FWO projects: G.0115.01 and G.0413.03; 4. IUAP V-22 (2002–2006). B. 
Naudts was a postdoctoral researcher of the FWO-Vlaanderen for a major 
part of this work.
The authors thank the anonymous reviewers for their valuable suggestions 
and comments.
References
1. Tamada Y, Kim S, Bannai H, Imoto S, Tashiro K, Kuhara S, Miyano S:
Estimating gene networks from gene expression data by
combining Bayesian network model with promoter element
detection.  Bioinformatics 2003, 19:II227-II236.
2. D'Haeseleer P, Wen X, Fuhrman S, Somogyi R: Linear modeling of
mRNA expression levels during CNS development and
injury.  Pac Symp Biocomput 1999:41-52.
3. Friedman N: Inferring cellular networks using probabilistic
graphical models.  Science 2004, 303:799-805.
4. Nachman I, Regev A, Friedman N: Inferring quantitative models
of regulatory networks from expression data.  Bioinformatics
2004, 20:I248-I256.
5. Pe'er D, Regev A, Elidan G, Friedman N: Inferring subnetworks
from perturbed expression profiles.  Bioinformatics 2001,
17:S215-S224.
6. Segal E, Taskar B, Gasch A, Friedman N, Koller D: Rich probabilis-
tic models for gene expression.  Bioinformatics 2001,
17:S243-S252.
7. Husmeier D: Sensitivity and specificity of inferring genetic reg-
ulatory interactions from microarray experiments with
dynamic Bayesian networks.  Bioinformatics 2003, 19:2271-2282.
8. Smith VA, Jarvis ED, Hartemink AJ: Evaluating functional net-
work inference using simulations of complex biological sys-
tems.  Bioinformatics 2002, 18:S216-S224.
9. Zak DE, Doyle FJ, Schwaber JS: Simulation Studies for the Iden-
tification of Genetic Networks from cDNA Array and Regu-
latory Activity Data.  Proceedings of the Second International
Conference on Systems Biology 2001:231-238.
10. Knüpfer C, Dittrich P, Beckstein C: Artificial Gene Regulation: A Data
Source for Validation of Reverse Bioengineering, Akademische Verlagsges-
ellschaft Aka, Berlin 2004:66-75.
11. Mendes P, Sha W, Ye K: Artificial gene networks for objective
comparison of analysis algorithms.  Bioinformatics 2003,
19:II122-II129.
12. Watts DJ, Strogatz SH: Collective dynamics of 'small-world'
networks.  Nature 1998, 393:440-442.
13. Albert R, Barabási AL: Topology of evolving networks: local
events and universality.  Phys Rev Lett 2000, 85:5234-5237.
14. Akutsu T, Miyano S, Kuhara S: Identification of genetic networks
from a small number of gene expression patterns under the
Boolean network model.  Pac Symp Biocomput 1999:17-28.
15. Reil T: Dynamics of Gene Expression in an Artificial Genome
– Implications for Biological and Artificial Ontogeny.  Euro-
pean Conference on Artificial Life 1999:457-466.
16. Zhu D, Qin ZS: Structural comparison of metabolic networks
in selected single cell organisms.  BMC Bioinformatics 2005, 6:8.
17. Milo R, Shen-Orr S, Itzkovitz S, Kashtan N, Chklovskii D, Alon U:
Network motifs: simple building blocks of complex net-
works.  Science 2002, 298:824-827.
18. Shen-Orr SS, Milo R, Mangan S, Alon U: Network motifs in the
transcriptional regulation network of Escherichia coli.  Nat
Genet 2002, 31:64-68.
19. Erdös P, Rényi A: On random graphs.  Publ Math Debrecen 1959,
6:290-297.
20. Ma HW, Kumar B, Ditges U, Gunzer F, Buer J, Zeng AP: An
extended transcriptional regulatory network of Escherichia
coli and analysis of its hierarchical structure and network
motifs.  Nucleic Acids Res 2004, 32:6643-6649.
21. Guelzim N, Bottani S, Bourgine P, Kepes F: Topological and causal
structure of the yeast transcriptional regulatory network.
Nat Genet 2002, 31:60-63.
22. Bollobas B, Borgs C, Chayes C, Riordan O: Directed scale-free
graphs.  Proceedings of the 14th ACM-SIAM Symposium on Discrete Algo-
rithms 2003:132-139.
23. Hofmeyr JH, Cornish-Bowden A: The reversible Hill equation:
how to incorporate cooperative enzymes into metabolic
models.  Comput Appl Biosci 1997, 13:377-385.
24. Setty Y, Mayo AE, Surette MG, Alon U: Detailed map of a cis-reg-
ulatory input function.  Proc Natl Acad Sci USA 2003,
100:7702-7707.
25. Yang YH, Dudoit S, Luu P, Lin DM, Peng V, Ngai J, Speed TP: Nor-
malization for cDNA microarray data: a robust composite
method addressing single and multiple slide systematic vari-
ation.  Nucleic Acids Res 2002, 30:e15.
Additional File 1
Topological measures, types of random networks and interaction types.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-7-43-S1.pdf]
Additional File 2
Variation of topological measures in function of the number of nodes.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-7-43-S2.png]
Additional File 3
Software implementation of network generator (Java).
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-7-43-S3.zip]Publish with BioMed Central    and   every 
scientist can read your work free of charge
"BioMed Central will be the most significant development for 
disseminating the results of biomedical research in our lifetime."
Sir Paul Nurse, Cancer Research UK
Your research papers will be:
available free of charge to the entire biomedical community
peer reviewed and published  immediately upon acceptance
cited in PubMed and archived on PubMed Central 
yours — you keep the copyright
Submit your manuscript here:
http://www.biomedcentral.com/info/publishing_adv.asp
BioMedcentral
BMC Bioinformatics 2006, 7:43 http://www.biomedcentral.com/1471-2105/7/43
Page 12 of 12
(page number not for citation purposes)
26. Fersht A: Enzyme structure and mechanism Volume 2. W.H. Freeman
and Company, New York; 1985. 
27. Rocke DM, Durbin B: A model for measurement error for gene
expression arrays.  J Comput Biol 2001, 8:557-569.
28. Bollobás B: Random graphs Academic Press, New York; 1985. 
29. Derényi I, Farkas I, Palla G, Vicsek T: Topological phase transi-
tions of random networks.  Physica A 2004, 334:583-590.