








で扱った選択基準 (Ostenの F 基準やWoldの R基準)の方がより良いモデルを選択できることを示した．
1 はじめに
重回帰分析をする際，説明変数の中に互いに相関が高い変数が含まれる場合，通常の最小２乗法 (Ordinary
Least Squares :OLS) では回帰係数の推定精度悪くなることがあり，多重共線性の問題がある．このような
問題がある場合の手法として，主成分回帰 (Principal Component Regression :PCR)，リッジ回帰 (Ridge

























PLS回帰のアルゴリズムはいくつか提案されており (SIMPLSアルゴリズム (De jong(1993))，KERNEL
アルゴリズム (Rannar, et al.(1994))など)，本研究では最も代表的な NIPALSアルゴリズム (Wold(1975))
を用いる．
step0 説明変数Xと従属変数y を中心化 (または標準化)してX0;y0 とし,y^0=0とする.
step1 X0とy0 の共分散として重み w1 =X
T
0 y0 を計算し，スコア t1 =X0w1 を求める.
step2 y0 を t1 上へ回帰して，回帰モデルを y^1 = y^0 + t1(tT1 t1) 1tT1 y0 と更新する.
step3 回帰モデルの精度が十分でなければ，スコア上へ回帰した時の残差X1;y1 を計算し，添え字を一つず
つ増加させて step1～3を十分な精度が得られるまで繰り返す.
X1 = (I   t1(tT1 t1) 1tT1 )X0
y1 = (I   t1(tT1 t1) 1tT1 )y0









ここに，W k = (w1;    ;wk)はNIPALSアルゴリズムで得られる重みベクトルを列に持つ行列，それぞれのス








デルの安定性を調べる手法のひとつである．データセットを G個のグループに分割して，G   1個のグルー
プを用いてモデルの構築を行い，残った 1個のグループを用いてモデルの評価を行う．この操作をすべてのグ
ループが 1 個ずつ評価データとして用いられるように繰り返す手法である．本論文では Leave-one-out でク
ロスバリデーションを行う．Leave-one-outとはデータセットのすべてのサンプルについて，そのサンプルを







(yi   y^k(i))2 (3)
y^k(i) は i番目の個体を除いて推定された k 成分モデルにおける i番目の個体の予測値．
2
一般的に用いられる基準は，(3) 式の PRESS が最小となるように成分数 k を決定することである．ク
ロスバリデーションは，大ざっぱに言えばバイアスはないが，ばらつきが大きいとされており (Efron &
Tibshirani(1993))，しばしば必要以上に高次元のモデルを選択する．そのため，クロスバリデーションを利
用したいくつかの選択基準が提案されており，本研究ではWold's R criterion，Krzanowski's W criterion，
Osten's F criterionを用いる．
3.1 Wold's R criterion
Wold's R criterion は PRESS が局所的に最小値をとる最小の成分数 k を選択する基準である
(Wold(1978)).
Rk = PRESS(k+1)=PRESS(k) (4)
Rk > 1 となる最初の k が最適な成分数となる. また閾値を 0.95,0.9 とする adjusted Wold's R criterion が
Krzanowski(1987)によって提案されている.
3.2 Krzanowski's W criterion







n  1  k (5)
(5) 式で，右辺の被除数は k 成分を追加した時の予測誤差平方和の減少量であり，除数は自由度 1 あたりの
予測誤差平方和の平均である．k 成分の予測誤差平方和の減少量が，残りの成分の減少の平均より大きけれ
ばその成分を有意とするということである．また，Krzanowskiはサンプリングによるばらつきを許容するた
めに，W が 0.9以上となる最大の成分数 k を最適な成分数とすることを提案しており (Krzanowski(1987))，
我々をこの基準を adjusted Krzanowski's W criterionと呼ぶことにする．
3.3 Osten's F criterion







n  1  k (6)




説明変数X は特異値分解X = UDV T を元に作成し，100サンプル 10変数とする．
手順 1 zi  N(0; I)を多変量正規乱数で 100個生成し行列 Z とする．Z の固有値分解により，固有値 と
固有ベクトルW を求め，U = ZW 1=2 として正規直交行列 U を作成する．
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手順 2 特異値行列D の i番目の対角要素 dii を dii = 1=i3; i = 1; : : : ; 10とする．
手順 3 [-1,1]の一様乱数を要素とする 10次元ベクトル vi を 10個生成し，最初のベクトルをノルム 1に基
準化した後，逐次グラムシュミットの直交化を用いて正規直交行列 V とする．




y = u1 + u2 + u3 + " (7)
ここに,"  N(0; var(u1 + u2 + u3)=10)である.
case 2 3,4,5番目に大きい特異値に対応する左特異ベクトルを用いて case 1と同様に作成
case 3 1,2,3,5,7番目に大きい特異値に対応する左特異ベクトルを用いて case 1と同様に作成
以下の選択基準でモデルを決定し，選択基準の性能をシミュレーション実験により比較する.
(基準 1) absolute minimum PRESS
(基準 2) Wold's R criterion (threshold=1)
(基準 3) adjusted Wold's R criterion (threshold=0.95)
(基準 4) adjusted Wold's R criterion (threshold=0.90)
(基準 5) Krzanowski's W criterion
(基準 6) adjusted Krzanowski's W criterion (threshold=0.90)
(基準 7) Osten's F criterion
4.2 シミュレーション実験 結果
各 caseにおけるシミュレーション実験 100回の結果を表 1，2，3に示す.今回取り上げた 6つの選択基準と
一般的に用いられることが多い CVをして得られた PRESSが最小となる成分数を選択する基準を含めた計 7
つの選択基準を用いた．また，PLS回帰をするときの変数の基準化については中心化のみを行った．計算は，
統計ソフト Rの Package pls の関数 plsrで行った．
表 1の case1実験結果では，従属変数の真の構造は 3次元で構成されておりMSEにおいても 100回の実験
においてすべて 3成分が選択されている．表 1より，すべての基準で最頻値は 3成分である．しかし，R 基
準と Osten's F 基準が 80% あるいは 90% 以上が 3成分を選択しているのに対して，PRESSを最小とする
基準では成分数を若干多めに見積もる傾向が見られ，W 基準については平均値が 5成分を超えており適当に
選択できてないと言える．
case2 では，R 基準 (とくに，adjusted R 基準) が精度良く成分数を選択できていることがわかる．この
caseにおいては，W 基準を除いて他のすべての基準がうまく機能したと言える．
case3では，従属変数が 5次元で構成されているがMSE





表 1 実験 100回における選択された成分数 (case 1)
number of components
selection criterion 1 2 3 4 5 6 7 8 9 10 mode mean
absolute minimum PRESS 0 0 67 13 2 4 4 3 3 4 3 4.06
Wold's R criterion 0 0 80 16 2 2 0 0 0 0 3 3.26
adjusted R crterion(0.95) 0 0 88 10 1 1 0 0 0 0 3 3.15
adjusted R crterion(0.90) 0 0 91 7 2 0 0 0 0 0 3 3.11
Krzanowski's W criterion 0 0 38 7 8 14 12 13 8 0 3 5.26
adjusted W crterion(0.90) 0 0 37 8 8 14 12 11 10 0 3 5.29
Osten's F criterion 0 0 91 2 3 2 2 0 0 0 3 3.22
MSE*1 0 0 100 0 0 0 0 0 0 0 3 3.00
表 2 実験 100回における選択された成分数 (case 2)
number of components
selection criterion 1 2 3 4 5 6 7 8 9 10 mode mean
absolute minimum PRESS 0 0 0 0 91 2 1 2 2 2 5 5.28
Wold's R criterion 0 0 0 0 96 2 0 2 0 0 5 5.08
adjusted R crterion(0.95) 0 0 0 0 100 0 0 0 0 0 5 5.00
adjusted R crterion(0.90) 0 0 0 0 100 0 0 0 0 0 5 5.00
Krzanowski's W criterion 0 0 0 0 57 0 12 13 18 0 5 6.35
adjusted W crterion(0.90) 0 0 0 55 0 13 13 19 0 5 6.41
Osten's F criterion 0 0 0 0 92 0 5 3 0 0 5 5.19
MSE*1 0 0 0 0 100 0 0 0 0 0 5 5.00
成分のモデルが妥当であると考えられる．各選択基準の結果は最頻値がすべて 7 成分となった．図 1 より，
Osten's F 基準が最も精度良くMSEと近い分布を示していることがわかる．一方で，R基準に関しては 1,2,3
成分といった予測精度の十分でない成分数を選択している．
4.3 gasolineデータの解析




共線性の強さを示す condition numberは 22233.57で強い共線性がある．
前節で取り上げた選択基準は基礎となる統計量として PRESS を用いている予測誤差としている．これ
に対して，ブートストラップ法を用いて予測誤差を推定する方法が考えられる．gasoline データに対して
前節のシミュレーションで取り上げた選択基準のほか，以下の 3 つのブートストラップ予測誤差 (Efron &
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表 3 実験 100回における選択された成分数 (case 3)
number of components
selection criterion 1 2 3 4 5 6 7 8 9 10 mode mean
absolute minimum PRESS 0 0 0 0 0 0 62 23 6 9 7 7.62
Wold's R criterion 1 1 10 0 0 0 57 21 5 5 7 6.95
adjusted R crterion(0.95) 2 3 15 0 0 1 58 16 4 1 7 6.39
adjusted R crterion(0.90) 8 4 19 0 0 3 52 12 2 0 7 5.69
Krzanowski's W criterion 0 0 0 0 0 1 75 16 6 2 7 7.33
adjusted W crterion(0.90) 0 0 0 0 0 1 73 16 7 3 7 7.38
Osten's F criterion 0 0 0 0 0 16 82 2 0 0 7 6.86
MSE*1 0 0 0 0 0 27 73 0 0 0 7 6.73


















































































































図 1 選択された成分数のヒストグラム (case 3)
Tibshirani(1993))を利用したモデル選択を含めて成分数の検討を行う．
















ここに，(xi; yi)は i番目の標本，X はブートストラップ標本，Xb は b番目のブートストラップ標
本から推定された回帰関数である．
6


























 0.632 bootstrap estimate
ブートストラップ標本に i番目の個体 (xi; yi)が含まれる確率は，n!1のとき，
Prob








n!1    !1  e 1 = 0:632 (11)
となる．つまり，平均的に各ブートストラップ標本に元のデータの約 37% が含まれないことになる．
(11)式をもとに，予測誤差の 0.632ブートストラップ推定量は以下のように定義される．
err0:632 =0:368  RSS
n

















図 2に PRESSとブートストラップ法による予測誤差 (試行 100回)の各成分数の推移を示し，表 4に各選
択基準を適用して求められた成分数を示した.




は，シミュレーション実験と同様に R基準は少なめ，W 基準は多めに成分数を選択しており，Osten's F 基
準は予測精度の高いモデルを選択できていると考えられる．
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absolute minimum PRESS 7
Wold's R criterion 4
adjusted R crterion(0.95) 4
adjusted R crterion(0.90) 4
Krzanowski's W criterion 19
adjusted W crterion(0.90) 19




先の実験の case1，つまり，f; ; g = f1; 2; 3gをシミュレーションする．また，真の係数については以下の
ように固定されている．
説明変数が以下のような構造で生成されている．
X = UDV T (13)
8
ここに，D;V  はある値に固定されており，U のみを乱数で生成する．このとき，従属変数 y は，











=X + e (14)
ここに， は真の係数である．
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