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Abstract—This paper describes the control algorithm of a
utility connected microgrid, based on independent control of
active and reactive power (PQ control) and working in centralized
operation mode. The microgrid under investigation is composed
of three configurable units: a generation unit, a storage unit and
a load. These units are interfaced with the microgrid through a
Voltage Source Converter (VSC) and are controlled by the nodes
of the communication system by means of IEC 61850. A set of
tests have been conducted to evaluate the microgrid behavior.
Index Terms—Microgrid, control algorithm, IEC 61850.
NOMENCLATURE
Acronyms
CHP Combined Heat and Power
RTC Real Time Clock
SoC State of Charge
VSC Voltage Source Converter
Subscript Superscripts
𝑖 Number of iSocket ∗ Set point
𝑀 Maximun
𝑚 Minimun
𝑝 Active power
𝑞 Reactive power
I. INTRODUCTION
THE need for more reliable and flexible power systemsalong with the tremendous potential of modern control
and communication systems and power electronics, has led to
development of the smart grid concept [1]–[3]. Modern grids
will be required to be active and to adapt to a number of fault
events ensuring the system optimum performance during and
after faults occur [4], [5]. Furthermore, modern grids will have
to integrate the increasing penetration of renewable energy of
intermittent nature. This can be achieved using more flexible
power systems including power electronics, energy storage
systems, demand side management and microgrids.
A microgrid is defined as an aggregator of several
microgeneration units, storage devices and controllable loads
operating as a single system that provides electricity and
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thermal energy, i.e. combined heat and power (CHP) [6]–[8].
Microgrid is a concept that incorporates distributed energy
resources (DER), including distributed generation (DG) and
distributed storage (DS). To manage the DER, a network
of communication devices must provide the microgrid with
the necessary intelligence to allow customers and utility
companies to collaboratively manage power generated,
delivered, and consumed through real-time, bidirectional
communications. Thus, communication is essential in order to
ensure the proper operation of all the microgrid components
[9]. Protection devices, control commands and power flow
regulation, together with real-time measurements must be
integrated in a hierarchical network to provide the necessary
levels of quality and reliability to the microgrid.
A control strategy must be devised in such communication
architecture in order to ensure the long-term stable operation
of the microgrid under various load conditions and different
configurations. Therefore there is a need to develop control
algorithms defining the optimal set point for each DER [10]–
[12]. The present paper presents the design, simulation and
experimental results of a control algorithm implemented in an
emulated microgrid.
II. MICROGRID CONCEPT
The Catalonia Institute for Energy Research (IREC) is
currently developing a microgrid based on real and emulated
energy resources in order to evaluate different scenarios [13].
This paper describes a part of such microgrid that is also
involved in the Smartcity project located in Malaga (south of
Spain) and managed by Endesa, the local utility.
The Malaga Smartcity project is a demonstration project
in which it is intended to deploy and integrate the following
items in the current grid:
∙ A highly reliable and efficient Broadband Power Line
communications framework.
∙ Micro generation and micro storage within the low-
voltage grid.
∙ Mini generation and mini storage within the medium-
voltage grid.
∙ A small fleet of bi-directional electrical vehicles.
∙ A new and efficient street lighting system.
∙ A few thousands of smart meters.
∙ Improved grid self healing automation.
Fig. 1 shows the overview of the smart city envisioned.
The communication architecture of such city is composed by
an hierarchical layer system. The bottom layers are embodied
by these two elements:
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iNode (Intelligent Node): Develops the global management
of microgrid tasks and connects supervising and control sys-
tems (through a Gateway) to the terminal equipment (iSocket).
Its functions are managing the data received from iSockets and
setting overall operation of the microgrid, developing its own
algorithms. Its main tasks include:
∙ Regulation: Control of energy generation and consuming
entities.
∙ Billing: Energy measurement and real-time pricing.
∙ Management: Asset management and condition based-
maintenance.
∙ Metering: full system monitoring.
∙ Security of the microgrid electrical system
The operational requests of this controller are: aggregation
and coordination of iSockets and electrical safety guarantee.
iSocket (Intelligent Socket): It is an element located in
the lowest hierarchy layer of the communication system. It
handles the device connected to it (generation, storage or
loading), based on the instructions received from the iNode.
The operational requests of this controller are: local regulation
and electrical safety guarantee.
III. CONTROL ALGORITHM
This paper proposes implementing a control algorithm
with the capability to achieve the system goals using
the available units, interfaced to the microgrid through a
voltage-source converter (VSC). The control algorithm is
based on independent control of active and reactive power
in grid connected mode (PQ control) and it is working in a
centralized operation mode. This operation mode suggests that
a central node, iNode, collects the microgrid measurements
(sent from iSockets) and decides next actions according to
the utility goals. The iNode develops functions as purchasing
and selling electricity to the grid, assuming that the iSockets
cannot bid directly in the energy market.
To analyze the control algorithm it is important to take into
consideration the sign criteria used in this paper (1):{
𝑃 < 0→ Generation
𝑃 > 0→ Consumption
{
𝑄 < 0→ Capacitive
𝑄 > 0→ Inductive (1)
A. iNode controller
The iNode uses two independent PI controllers (Fig. 2),
which are responsible for controlling the whole active and
reactive power flux of the microgrid.
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Fig. 2. iNode PI controller
According to Fig. 3, the iNode has the following inputs:
𝑃 ∗ [W], 𝑄∗ [VAr] the active and reactive power set points
from the utility transferred in accordance with neces-
sity of the microgrid system,
𝑃𝑡𝑜𝑡 [W], 𝑄𝑡𝑜𝑡 [VAr] the total active and reactive mea-
surements which can be obtained as a direct value
provided by the metering system or as a calculated
value using the power sent by each iSocket, i.e, the
sum of all active and reactive power of the connected
iSockets (2):
𝑃𝑡𝑜𝑡 =
∑𝑛
𝑖=1 𝑃𝑖
𝑄𝑡𝑜𝑡 =
∑𝑛
𝑖=1𝑄𝑖
(2)
where 𝑃𝑖 and 𝑄𝑖 are the active and reactive power
of the iSocket number 𝑖.
𝑒 the current price of energy transferred from the utility
[ce/kWh].
The iNode outputs are:
𝐹𝑝 active power control signal and
𝐹𝑞 reactive power control signal,
where −100 ⩽ 𝐹𝑝 ⩽ 100 and −100 ⩽ 𝐹𝑞 ⩽ 100.
B. iSocket controllers
iSocket receive the control signals 𝐹𝑝 and 𝐹𝑞 and apply
equations (3) and (4) to calculate the active and reactive
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power to set (𝑃 ∗𝑖 , 𝑄∗𝑖 ) to the VSC connected to them.
𝑃 ∗𝑖 =
⎧⎨
⎩
𝑃𝑖,𝑀 𝛽𝑝𝑖 < 𝐹𝑝 (3a)
𝑃𝑖,𝑚+(𝑃𝑖,𝑀 − 𝑃𝑖,𝑚) 𝐹𝑝 − 𝛼𝑝𝑖
𝛽𝑝𝑖 − 𝛼𝑝𝑖 𝛽𝑝𝑖≥𝐹𝑝≥𝛼𝑝𝑖 (3b)
𝑃𝑖,𝑚 𝛼𝑃𝑖 > 𝐹𝑝 (3c)
with 𝛽𝑝𝑖 ⩾ 𝛼𝑝𝑖
𝑄∗𝑖 =
⎧⎨
⎩
𝑄𝑖,𝑀 𝛽𝑞𝑖 < 𝐹𝑞 (4a)
𝑄𝑖,𝑚+(𝑄𝑖,𝑀 −𝑄𝑖,𝑚) 𝐹𝑞 − 𝛼𝑞𝑖
𝛽𝑞𝑖 − 𝛼𝑞𝑖 𝛽𝑞𝑖≥𝐹𝑞≥𝛼𝑞𝑖 (4b)
𝑄𝑖,𝑚 𝛼𝑞𝑖 > 𝐹𝑞 (4c)
with 𝛽𝑞𝑖 ⩾ 𝛼𝑞𝑖
These equations are piecewise-defined functions divided
into different sections depending on the power profile to be
set to each microgrid unit. However, this paper considers a
power profile divided into three sections (Fig. 4): the firsts
equations (3a, 4a) correspond to the maximum power to
be set (𝑃𝑖,𝑀 , 𝑄𝑖,𝑀 ), the second section (3b, 4b) is a ramp
between maximum and minimum power, and the third (3c,
4c) corresponds to the minimum value (𝑃𝑖,𝑚, 𝑄𝑖,𝑚).
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Fig. 4. General power profile functions set by the iSocket
The parameters 𝛼 and 𝛽, configured at each iSocket, are used
to define the power limits and the participation priorities of
the microgrid units. Its value is recalculated dynamically: as
there is a change in the state of a microgrid unit, the iSocket
interfaced with it perceives this variation, and modifies 𝛼
and 𝛽. Also, these parameters are recalculated according to
variables such as the energy price.
Depending on the type of microgrid unit, iSockets are divided
into three main cases:
1) Generation iSockets: A generation node 𝑖 will be char-
acterized by:{
𝛼𝑝𝑖 = 𝛼𝑝𝑖0 − 𝑘𝐸𝑒𝑖,𝑐 + 𝑘𝑝 ⋅ 𝑒
𝛽𝑝𝑖 = 𝛽𝑝𝑖0 − 𝑘𝐸𝑒𝑖,𝑐 + 𝑘𝑝 ⋅ 𝑒
{
𝛼𝑞𝑖 = 𝛼𝑞𝑖0
𝛽𝑞𝑖 = 𝛽𝑞𝑖0
(5)
Where
𝛼𝑝𝑖0, 𝛽𝑝𝑖0, 𝛼𝑞𝑖0, 𝛽𝑞𝑖0 are selectable parameters used to
prioritize each power generation source,
𝑒𝑖,𝑐 is the generation cost [ce/kWh],
𝑘𝐸 is a multiplier of the generation cost and
𝑘𝑝 is a multiplier of the energy cost.
2) Storage iSockets: A storage node 𝑖 will be characterized
by: ⎧⎨
⎩
𝛼𝑝𝑖 = 𝛼𝑝𝑖0 − 𝑘𝑤𝑊𝑖,𝑎 + 𝑘𝑝𝑒
𝛽𝑝𝑖 = 𝛽𝑝𝑖0 − 𝑘𝑤(𝑊𝑖,𝑀 −𝑊𝑖,𝑎) + 𝑘𝑝𝑒⎧⎨
⎩
𝛼𝑞𝑖 = 𝛼𝑞𝑖0
𝛽𝑞𝑖 = 𝛽𝑞𝑖0
(6)
Where
𝑊𝑖,𝑀 is the maximum storable energy (100%)
𝑊𝑖,𝑎 is the available energy (0-100%) and
𝑘𝑤 is a multiplier of the available energy.
3) Load iSockets:{
𝛼𝑝𝑖 = 𝛼𝑝𝑖0 − 𝑘𝑟𝑒𝑖,𝑐𝑟𝑐 + 𝑘𝑝𝑒
𝛽𝑝𝑖 = 𝛽𝑝𝑖0 − 𝑘𝑟𝑒𝑖,𝑐𝑟𝑐 + 𝑘𝑝𝑒
{
𝛼𝑞𝑖 = 𝛼𝑞𝑖0
𝛽𝑞𝑖 = 𝛽𝑞𝑖0
(7)
Where
𝑒𝑖,𝑐𝑟𝑐 is the cost of load reduction [ce/kWh] and
𝑘𝑟 is a multiplier of the load reduction cost.
IV. SYSTEM DESCRIPTION
The microgrid experimental platform under investigation
(Fig. 5) is composed of two main systems: the communication
system and the power system. The communication system is
based on a remote monitoring and control system for the power
system.
A. Power system description
The microgrid power system is composed of a three con-
figurable units:
∙ Generation unit: emulates different types of generation
such as wind and solar, reproducing the real behavior, and
in the case of renewable energy sources, reproducing the
variable nature and dependence on external climatological
factors.
∙ Load unit: emulates the real behavior of different types
of consumption based on sensitive-loads and/or non-
sensitive-loads using various load profiles.
∙ Energy storage unit: emulates a storage system which,
according to the needs, can be either a battery or an
electric vehicle.
The use of these configurable units (shown in Fig. 6)
allows the emulation of scenarios that are deemed of interest
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Fig. 5. Microgrid functional block description
without having to wait for appropriate weather conditions. The
configurability property of them allows the emulation of any
situation generating or consuming real power.
i-Socket
i-Socket
i-Socket
Fig. 6. Microgrid power units configuration
Each unit of the microgrid power system has two VSC
composed of a three-phase inverter, AC and DC transducers
and protective devices. Its design enables utilization as a
configurable renewable generation emulator, a battery bank
or a load. The converters are connected in a back to back
configuration, so while one acts like a bidirectional boost-
rectifier, the other one transfers power to the grid according
to the set point given by the communication node iSocket
[14]. Therefore, there is a power flow through these devices
in which only converter losses are consumed.
B. Communication system description
The communication system is composed of four nodes: one
iNode and three iSockets. Each node is implemented in a
Linux embedded control board. Depending on the commu-
nication layer, a different communication protocol is used:
∙ Communication between iNode and iSocket is done with
standard IEC 61850 [15]–[17].
∙ Communication between the iSocket and its appropriate
VSC uses a CAN proprietary protocol. The iSocket
transmits a data frame that contains a command word,
a 𝑃 ∗𝑖 and 𝑄∗𝑖 to be set to the VSC. The VSC answers
with three CAN messages, which contain the status of
the unit and other information such as 𝑃𝑖 and 𝑄𝑖.
Data exchange between iNode and iSockets will be monitored
in a IEC 61850 SCADA (Fig. 7).
Fig. 7. Microgrid IEC 61850 SCADA
V. EXPERIMENTAL RESULTS
On the basis of the previously described experimental
system, experimental test were performed. To develop
these tests, the microgrid units are configured to emulate a
dispatching load (managed by iSocket3), a battery (managed
by iSocket2) and a micro wind turbine (managed by iSocket1).
The battery is characterized by a Ni-Cd model described in
Table I.
However, to study changes in the battery SoC during
testing, its capacity has been reduced to 1 A/h. The wind
power curve implemented in the wind turbine emulator is
shown in Table II.
To ensure the proper operation of the proposed control
algorithm, it must be defined the set of instructions that each
iSocket applies to its corresponding microgrid unit. These
instructions are specified by the parameters listed in Table
III. Replacing it in the equations (2-7), the resulting functions
can be seen in Table IV.
5TABLE I
CONFIGURATION CHARACTERISTICS OF THE BATTERY EMULATOR
Characteristics SoC
Capacity = 25 A╱h Cut voltage = 541,6 V 0%
Nominal voltage = 650 V Discharge voltage = 650 V 10%
Charge voltage = 715 V 80%
Overcharge voltage = 845 V 100%
Battery state of charge
650
700
750
800
850
dcVoltage
500
550
600
1 11 21 31 41 51 61 71 81 91
BatteryState
ofCharge[%]
TABLE II
CONFIGURATION CHARACTERISTICS OF THE WIND TURBINE EMULATOR
Characteristics
Sweep area= 3.8𝑚2 𝜌 = 1.2𝑘𝑔 ⋅𝑚2
Micro wind turbine available power
Ͳ3500
Ͳ3000
Ͳ2500
Ͳ2000
Ͳ1500
Ͳ1000
Ͳ500
0
0 100 200 300 400 500 600 700 800 900 1000Time[s]
Ͳ4500
Ͳ4000
Power[W]
TABLE III
MICROGRID TEST PARAMETERS
Parameters iSocket1 iSocket2 iSocket3
𝑃𝑖,𝑚 [W] -4000 -4000 0
𝑃𝑖,𝑀 [W] 0 4000 3000
𝑄𝑖,𝑚 [VAr] -3000 -3000 -3000
𝑄𝑖,𝑀 [VAr] 3000 3000 3000
𝛼𝑃𝑖0 40 -180 -100
𝛽𝑃𝑖0 80 60 -30
𝛼𝑄𝑖0 -100 -100 -100
𝛽𝑄𝑖0 100 100 100
𝑘𝑝 0 6 2
𝑘𝐸 0 - -
𝑘𝑤 - 1.2 -
𝑘𝑟 - - 0
To test the microgrid response, two case studies are
considered: In the first the energy price is constant and in the
second it changes.
A. Case Study 1: constant energy price
Fig. 8 shows system response with respect to changes to
the microgrid power set point, 𝑃 ∗, for a fixed energy price,
𝑒 = 10ce/kWh, during a time interval of 600 seconds. It is
composed of five graphs: Battery SoC, Power, Active and
Reactive total power, Control signals and Energy price.
The Power graph shows the evolution of the powers of each
microgrid element. The power curves shape of the wind
turbine and the battery has a mirror effect, since the battery
compensates the wind power fluctuation.
The Active and Reactive total power graph contains the
TABLE IV
MICROGRID TEST FUNCTIONS
iSocket1 iSocket2 iSocket3
Graphical instruction definition
-100 100
4000
-4000
P1* [W]
Fp
ȕP1=80ĮP1=40
-100 100
4000
-4000
P2* [W]
FpȕP2=60
ĮP2=-60
-100 ĮP3=-80
3000 W
100
4000
-4000
P3* [W]
FpȕP3=-10
𝛼𝑝𝑖 and 𝛽𝑝𝑖 functions
{
𝛼𝑝1 = 40
𝛽𝑝1 = 80
⎧⎨
⎩
𝛼𝑝2 = −180 + 6𝑒
+1.2𝑊𝑎
𝛽𝑝2 = 60 + 6𝑒
−1.2(100−𝑊𝑎)
{
𝛼𝑝3 = −100 + 2𝑒
𝛽𝑝3 = −30 + 2𝑒
𝛼𝑞𝑖 and 𝛽𝑞𝑖 functions
{
𝛼𝑞1 = −100
𝛽𝑞1 = 100
{
𝛼𝑞2 = −100
𝛽𝑞2 = 100
{
𝛼𝑞3 = −100
𝛽𝑞3 = 100
𝑃 ∗𝑖 =
⎧⎨
⎩
0
−4000+ 4000
𝛽𝑝1−𝛼𝑝1(𝐹𝑝−𝛼𝑝1)
−4000
⎧⎨
⎩
4000
−4000+ 8000
𝛽𝑝2−𝛼𝑝2(𝐹𝑝−𝛼𝑝2)
4000
⎧⎨
⎩
3000
3000
𝛽𝑝3−𝛼𝑝3 (𝐹𝑝 −𝛼𝑝3)
0
𝑄∗𝑖 =
⎧⎨
⎩
3000
−3000+ 9000
𝛽𝑞1−𝛼𝑞1(𝐹𝑞−𝛼𝑞1)
−3000
⎧⎨
⎩
3000
−3000+ 9000
𝛽𝑞2−𝛼𝑞2(𝐹𝑞−𝛼𝑞2)
−3000
⎧⎨
⎩
3000
−3000+ 9000
𝛽𝑞3−𝛼𝑞3(𝐹𝑞−𝛼𝑞3)
−3000
TABLE V
CENTRALIZED OPERATION MICROGRID RESPONSE
Interval 𝑃 ∗[W] 𝑄∗[VAr]
𝑡0 → 𝑡1 0 0
𝑡1 → 𝑡2 5000 0
𝑡2 → 𝑡3 3000 0
𝑡3 → 𝑡4 3000 0
𝑡4 → 𝑡5 -4000 675
𝑡5 → 𝑡6 -4000 -350
𝑡6 → 𝑡7 -1000 0
𝑡7 → 1000 0
microgrid global powers. It can be checked that the value
corresponding to the active power, 𝑃𝑡𝑜𝑡, is in accordance with
the set value, 𝑃 ∗.
Table V shows the reference power applied to the microgrid
in centralized mode according Fig. 8. In the time interval
𝑡0 → 𝑡1 the battery SoC remains stable at a 50% and the
load is powered by the battery and the wind turbine. In the
interval 𝑡1 → 𝑡3, the microgrid consumes 𝑃 ∗ = 5000 to
3000W from the grid which supplies the load and charges
the battery. As the SoC of the battery increases, it is
more reluctant to charge. Thus, to keep 𝑃 ∗, the control
signal 𝐹𝑝 should be more aggressive (it increases) and the
power generated by the wind turbine is reduced. When the
battery is fully charged, 𝑡3 → 𝑡4, the unique consumption
is the load and to maintain the 𝑃 ∗ set point, the wind
turbine must disconnect. In the time interval 𝑡4 → 𝑡5 the
microgrid generates 4000W by discharging the battery,
reducing the load consumption and reconnecting the wind
640
60
80
100
[%]
Batterystateofcharge[%]
t0 t1 t2 t3 t4 t5 t6 t7
0
20
0 100 200 300 400 500 600Time[s]
4000
Power[W]
P3:Load[W]
Ͳ4000
Ͳ2000
0
2000
0 100 200 300 400 500 600
P2:Battery[W]
P1:Windturbine[W]
AvaliableWindpower[W]
Ptot[W]ActiveandReactivetotalpower
4000
Ͳ2000
0
2000
4000
6000
0 100 200 300 400 500 600Time[s]
P*[W]
Qtot[VAr]
Q*[VAr]
Ͳ6000
Ͳ
0
50
100
Ti [ ]
FP
FQ
Controlsignals
15
20
Eene[c€/kWh]
Ͳ100
Ͳ50
0 100 200 300 400 500 600
me s
0
5
10
0 100 200 300 400 500 600Time[s]t1 t2t0 t3 t4 t5 t7t6
Fig. 8. Centralized operation Microgrid response (Case study 1)
turbine. The battery SoC steady drops to a 38%. At 𝑡4 → 𝑡5
there is an inductive compensation of the microgrid. Finally,
in 𝑡5 → 𝑡6 there is a capacitive compensation of the microgrid.
B. Case Study 2: non-constant energy price
To analyze the effect of energy price changes in the central-
ized operational mode, Fig. 9 and Table VI must be considered.
In this case, the system reacts to the changes in energy price so
that a new equilibrium point is established in order to keep the
set value of global power. Therefore, there is a new scenario
for the microgrid units. When the price increases, 𝑡0 → 𝑡2 the
battery (𝑃2) fails to load.
VI. CONCLUSION
This paper has presented a control algorithm implemented
in a utility connected microgrid experimental platform. A
controller has been defined for each node of the commu-
nication system of the microgrid. Furthermore, the control
TABLE VI
CENTRALIZED OPERATION MICROGRID RESPONSE UNDER A ENERGY
PRICE CHANGE
Interval 𝑃 ∗[W] 𝑒[ce/kWh] 𝐹𝑝
𝑡0 → 𝑡1 1000 10 [-10, 12]
𝑡1 → 𝑡2 1000 15 [24, 37]
𝑡2 → 1000 10 [-10, 0]
parameters have been adjusted to achieve the best possible
system response.
The control algorithm, running in centralized operational
mode, is evaluated experimentally based on system behavior
in two case studies: constant energy price and non-constant
energy price. From the analysis performed, the following
main conclusions can be derived: the microgrid maintains the
reference values given by a central node even when there
is a change in the energy price, variable wind speed or
disconnection of a microgrid unit. Storage devices help to
supply demand in case of a lack of generation using when
renewable energy resources.
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Fig. 9. Centralized operation microgrid response under a energy price change
(Case study 2)
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