This paper describes a series of innovations in the problem of deconvolving forward scattered P-to-S conversions. We introduce a theoretical foundation for a recently developed multichannel stacking technique and show that this process is equivalent to a spatial convolution of the incident wavefield with the discretely sampled set of station locations. We then show that deconvolution of the stacked data is a form of multichannel deconvolution with a spatially variable set of weights equal to those used in stacking. This result is independent of the particular deconvolution method that is used. A second innovation focuses on the design of deconvolution operators that correctly account for the loss of high frequency components of P-to-S conversions caused by differential attenuation of P and S waves. We describe two complimentary methods to implement this: (1) through the use of a regularization operator that penalizes high frequencies and increases with P-to-S lag time, or (2) through the use of a quelling operator. For the latter, we introduce the use of a t* operator that is applied to the deconvolution matrix operator. The t* operator progressively filters the vertical component seismogram with increasing P-to-S lag time and is based on an earth model of body wave attenuation. Both techniques produce progressively smoother solutions for increasing P-to-S lag times. The quelling approach has two advantages: (1) it is based on the physical principle that this solution is designed to address, and (2) it provides a unified inversion framework for the combination of stacking and deconvolution. This combination may be interpreted as a three-dimensional quelling (smoothing) operator that is applied to the full wavefield to stabilize the inversion. Application of this procedure to synthetic data shows that while the addition of a time dependent component to the deconvolution tends to decrease the frequency content of the solution, the amplitude of background ringing is reduced and the input model is reliably recovered. Further tests with data from the Lodore broad-band array in Colorado and Wyoming show significant improvement over conventional time domain methods. We image lateral variations in Moho continuity and reflectivity across the array, with significant improvement in resolution in the first 10 seconds of data.
I N T R O D U C T I O N
The use of seismic waves to probe the Earth's interior is one of the major themes of modern seismology. One of the most promising approaches to imaging that has emerged in the past decade has been the use of P-to-S converted waves scattered from lower crust and upper mantle discontinuities and recorded on arrays of broad-band seismic stations. Arrays with station spacings of a few kilometres have been used to successfully image the subducting slab in the Pacific Northwest (Li & Nábělek 1999) and several recent studies have used this approach to image upper-mantle discontinuities and to make inferences about tectonic and geodynamic processes operating in the lithosphere and upper mantle (Dueker & Sheehan 1997; Bostock 1998; Kosarev et al. 1999) . Recently developed direct imaging capabilities have proven important because they demonstrate the potential to increase the resolution of structure in the upper mantle by at least an order of magnitude beyond previous levels. These results may, in the long run, provide fundamental insights into the relationship between tectonic processes operating dominantly in the lithosphere and those functioning primarily in the upper mantle.
Signal processing methods of various kinds have been in use since the earliest seismograms were recorded in digital form. One technique that has become somewhat standard for the processing of modern, broad-band data is receiver function analysis (Vinnik 1977; Langston 1979 Langston , 1989 Owens et al. 1987) . This technique is a direct signal processing approach with the same philosophy as that used in the processing of seismic reflection data; a series of algorithms are applied directly to the original data to construct an image of the subsurface. Receiver functions are computed by a deconvolution operation using three-component seismograms in which the vertical component is used to predict the output of the horizontal components. The prediction operator (the receiver function) is then interpreted as the impulse response of P-to-S converted waves from discontinuities beneath the receiver. As is the case in the processing of seismic reflection data, the quality of the final image is highly dependent upon the particular processing steps and the order in which they are performed. The primary difference between modern reflection processing and common practice in receiver function analysis is that receiver functions are inherently single station; an image is constructed by processing data from only one three-component station at a time. The ability of this approach to provide structural information using only a single station was a dominant reason for its original development. However, the widespread deployment of broad-band arrays in recent years suggests the extension of these techniques to a multichannel framework that has the potential to produce more stable and robust images of the subsurface.
Images derived from receiver functions represent a superposition of converted waves scattered from throughout the crust, upper mantle and transition zone. Furthermore, because S waves are highly attenuated in the upper mantle relative to P waves, a significant distortion of upper mantle P-to-S conversions occurs. When receiver function analysis was used only to illuminate crustal structure, the attenuation of the Earth played a minor role because body waves suffer relatively little attenuation in the crust. However, as the focus of broad-band array analysis has shifted to direct imaging methods (e.g. Dueker & Sheehan 1997; Bostock 1998) , accounting for the impact of S wave attenuation as part of the deconvolution algorithm becomes increasingly necessary.
We introduce a significantly different way to compute receiver function estimates that is based on multichannel deconvolution and the subsequent use of time dependent deconvolution operators. The resulting algorithm places receiver function analysis in a setting that unifies stacking and deconvolution into a common inversion framework that provides insights into how to improve the imaging capabilities of broadband arrays. This paper builds on a recent development called pseudostation stacking (Neal & Pavlis 1999) . We show that pseudostation stacking may be viewed as a spatial convolution (or weighted stack) and find that any deconvolution algorithm combined with pseudostation stacking will provide a multichannel estimate of the receiver function. The second major contribution of this paper addresses a different problem. It is well known that S waves are strongly attenuated in the upper mantle relative to P waves. Conventional deconvolution operators do not account for the strong frequency dependence of the desired output. We show two ways to accomplish this, one based on a regularization approach utilizing a time dependent penalty, and the other on Backus' (1970a,b) concept of quelling. In each case, the result is that the frequency content of the data is reduced as the lag time between P and S waves grows. Finally, we apply our approach to synthetic and real data from a recent broad-band array experiment in northwestern Colorado we call the Lodore array.
M U L T I C H A N N E L R E C E I V E R F U N C T I O N S
Receiver functions are known to suffer from several important shortcomings. Of these deficiencies, one of the most difficult to treat is the introduction of artifacts resulting from unmodelled scattering (Gupta et al. 1990; Wagner & Langston 1992; Clouser & Langston 1995) . The susceptibility to scattering is due primarily to a weakness in standard receiver function methodology; the technique was developed for data from single, isolated stations. Randall & Owens (1994) computed the first multichannel estimates of receiver functions using a broadband array. Their procedure however, computes only a single trace from the data and makes inefficient use of the available redundancy. Li & Nábǔ lek (1999) have developed an array based methodology that is more useful than that of Randall & Owens (1994) because it allows one to compute a receiver function at each station location. In a related development, Peterson & Vinnik (1991) introduced simultaneous deconvolution of data from multiple events. Gurrola et al. (1995) independently developed a similar idea for time domain deconvolution of multiple events recorded at a single station. Our approach has similarities to these multisource methods, however we utilize receiver redundancy instead of source redundancy. We build on the concept of pseudostation stacking introduced by Neal & Pavlis (1999) . This approach uses a spatial weighting function to stack data in a broad-band array over a specified aperture and yields a uniform three-dimensional (two spatial dimensions and time) grid of receiver function estimates. The critical observation is that pseudostation stacking can be reduced to forming a weighted linear combination of the observed seismograms prior to deconvolution. The resulting receiver function estimate is based on the data recorded by the entire array, weighted by the specified window function. We first show that pseudostation stacking is equivalent to a spatial convolution of the incident wavefield with a smoothing filter.
Pseudostation stacking as convolution
Ground motion that is measured at the Earth's surface is a vector function, u of spatial coordinates x, and time t. Given u(x, t) everywhere, we can construct a filter, w, that we can apply in the spatial coordinates over a specified area A, by the standard convolution formula
where n={1, 2, 3}. In reality, the wavefield is recorded with an array of N s stations. Let x i for {i=1, . . . , N s }, be the set of vectors that define the locations of these stations, and let x be the location of the point at which the wavefield is sampled. The process of sampling the wavefield at these discrete points is treated by defining a set of N s delta functions that sample the observed wavefield, u n , at a point in space x, as u 0 n ðx, tÞ ¼ u n ðx, tÞ
where x i is the location of the ith station. Substituting uk n for u n in eq. (1) and utilizing the familiar integration properties of the delta function, it follows that
Eq. (3) shows that the wavefield obtained at any surface image point is constructed from a linear combination of the observed seismograms weighted by the spatial window function w. Neal & Pavlis (1999) used a circularly symmetric Gaussian function for w and refer to this process as pseudostation stacking because it permits the use of image points that do not coincide with actual station locations. This methodology has been shown by Neal & Pavlis (1999) to have several advantages over conventional single-station techniques. In the following section, we use eq. (3) to demonstrate another advantage of pseudostation stacking in the development of a multichannel framework for receiver function analysis.
Multichannel deconvolution of forward scattered wavefields
Eq. (3) defines a multichannel stack of the data at a given surface image point. Based on this relationship, we develop a formalism for extending this result to a multichannel deconvolution. While our formulation is similar to that used in singlestation analyses, it is important to note that this comparison is possible because of the application of pseudostation stacking. In a broad-band array the basic data are the seismograms recorded by N s three-component stations. Let v i denote the vertical (longitudinal) component and h i represent one of the horizontal components (radial or tangential), where we have appended the subscript i for {i=1, . . . , N s } to denote data from individual stations. We have shown above that the sampling process combined with pseudostation stacking may be treated as a spatial convolution, reducing to a weighted stack with the weights dependent upon position. A multichannel estimate of the receiver function g, at the image point (x 0 , y 0 ) is obtained by solving where w i are the scalar weights computed from the filter function at the image point (x 0 , y 0 ) as described previously, and the submatrices V i contain the vertical component seismograms from each station.
Time-domain regularization may be carried out through the addition of a constraint equation to a system like equation (4) yielding where R is the regularization operator (e.g. Tikhonov & Arsenin 1977; Twomey 1977) . Application of a standard theorem (Stewart 1973) in the theory of generalized inverses yields the solution
where
Eq. (6) says that an estimate of the receiver function at the image point (x 0 , y 0 ) is obtained from the combination of a weighted stack of the vertical and horizontal components (eq. 7) and the regularization defined by the matrix operator R. This result is similar in form to the simultaneous deconvolution of Gurrola et al. (1995) , however, we combine data from multiple stations instead of from multiple events.
D E C O N V O L U T I O N W I T H T I M E D E P E N D E N T O P E R A T O R S
Computing receiver functions that accurately reflect the resolution of both crustal and upper mantle reflectors is problematic because of the dramatic differences in the attenuation of P and S waves in the upper mantle. Existing deconvolution techniques do not account for this first-order property of real data. We introduce two methods for incorporating these observations into receiver function deconvolution: (1) a regularization approach utilizing a time dependent penalty functional, and (2) a quelling approach based on the t* attenuation operator (Lay & Wallace 1995) . These are shown to be complementary ways to accomplish the same goal (see Appendix A), which is to adjust the frequency content appropriately for conversions from deeper horizons.
Time dependent regularization
In both the time-and frequency-domain, it is necessary to stabilize receiver function deconvolution to obtain a meaningful result. In the frequency-domain, stabilization is typically accomplished through the use of water-level deconvolution (Clayton & Wiggins 1976; Langston 1979) . In the time-domain, damped least-squares solutions are most commonly applied (Gurrola et al. 1995; Sheehan et al. 1995) , although Gurrola et al. (1995) have shown that the water-level and damped leastsquares techniques are equivalent approaches to receiver function deconvolution. Ammon (1992) gives a comparison of widely used time-and frequency-domain deconvolution methods and discusses the relative merits of each. Our analysis has focused on time-domain methods because they provide a natural framework for the introduction of time dependence into the deconvolution. In addition, current computing power is continually expanding the sizes of linear systems that can be solved, so that the more computationally efficient frequency-domain methods are less necessary. The starting point for our time-domain inversion is the penalty functional
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, where h is the radial seismogram, so that we effectively remove the RMS of the radial seismogram from the equation . To implement a time dependent regularization, we have used the following penalty functional
where the weight function w(t) increases linearly with P-to-S lag time, and L is a finite impulse response (FIR) filter expressed as a matrix operator. We use a second-order derivative form for L, although more general filters may be used as well. The receiver function estimate is given by
The effect of this solution is to increase the level of filtering applied to the data by L so as to mimic the loss of frequencies in the Earth resulting from attenuation. While this approach is effective in producing satisfactory results, the numerous free parameters involved offer an unsatisfying solution. Consequently, we seek a more physically realistic model to apply to the deconvolution procedure.
Deconvolution Including t*
An equivalent approach to the design of time dependent deconvolution operators is based on the concept of quelling (see Appendix A) introduced by Backus (1970a,b) and the t* model of body wave attenuation (e.g. Lay & Wallace 1995) . This solution provides a physical basis for time-variable deconvolution by defining a quelling operator, Q, such that
where the VQ operator is conveniently cast as the integral operator Vðt, qÞ ¼ 1 2n
which may be recognized as a forward and inverse Fourier transform pair with a filtering term defined by e xvt*/2 . t* is an attenuation operator at lag t defined as
where the integral is taken from the surface to a depth z equivalent to the lag time between P and S from that depth. The effect is that of applying progressive filtering to the zero lag vertical component seismogram for increasing lag time that scales with the differential attenuation between S and P. The quelling approach may also be combined with regularization to yield a receiver function from the solution of the augmented equations
where L is some form of FIR filter operator. While L may take any number of forms, in combination with t* deconvolution, we have found that only diagonal damping (i.e. L=sI is necessary).
However, given the highly coloured nature of broad-band seismic noise, more complicated choices such as high-pass and band-pass filters may be valuable in marginal signal-to-noise conditions.
It is important to recognize that t* deconvolution, when combined with pseudostation stacking, provides a unified theoretical framework in which to compute receiver function estimates. We have shown that pseudostation stacking is equivalent to convolution of the data with a spatial filter and that t* deconvolution is based on the convolution of a temporal filter defined by an attenuation model which is applied to the stacked data. Together, these algorithms represent a threedimensional (x, y and t) convolutional quelling solution with independent spatial and temporal filters. The resulting combination places stacking and deconvolution into a common inversion framework that emphasizes the roles played by both the spatial and temporal components of the data in the construction of multichannel receiver functions.
R E S U L T S A N D A P P L I C A T I O N S Tests with synthetic data
To determine the properties of our inversion algorithm under known conditions, a series of inversions were run using the data shown in Fig. 1 . For the vertical seismogram, we used data from a real event because the coloured spectrum of both the signal and the noise provides more realistic conditions under which to test the effectiveness of the deconvolution. A synthetic radial seismogram was generated by convolving the vertical component with a spike train to which 10 per cent scaled, horizontal component noise was added (Fig. 1) . In tests using t* deconvolution, we use a PREM-based attenuation model with Q=600 in the crust (z<50 km), Q=80 in the upper mantle (50<z<200 km) and Q=150 for greater depths (z>200 km).
By selecting an attenuation model, we are choosing the filters that are applied to the observed data as a function of the lag time between P and S (Fig. 2) . The impact of this choice is to limit the frequency content of the receiver function by applying a low-pass filter that is based on the chosen attenuation model. In the limiting case of a perfectly elastic earth no filter would be applied.
Inversion results over a range of damping levels are shown for the case of damped least-squares, second derivative penalty, time dependent regularization, and t* deconvolution (Fig. 3) . In all cases, the original spike-train was reconstructed quite well. The primary differences in the results are in the dominant frequency of the recovered data and the level of background noise. The damped least-squares solution has the sharpest spikes, but it also has the highest background noise (Fig. 3a) . This noise can lead to difficulty in interpretation as the side lobes are often coherent across receiver functions from many events and can be misinterpreted as real signal (Gurrola et al. 1995) . The second derivative penalty receiver functions (Fig. 3b) have slightly broader peaks than those of Fig. 3a , but with a significant reduction in the amplitude and frequency of the background ringing. The time dependent regularization results ( Fig. 3c) are lower frequency than the others, but have several advantages relative to other deconvolution methods.
In particular, the level of background ringing is reduced in later parts of the trace relative to early sections because of the higher weights that are applied for longer lag times. The frequency content is observed to vary across the entire trace with smoother outputs for increasing P-to-S lag time (Fig. 3c) . The level of background ringing obtained using t* deconvolution is significantly lower than more standard approaches and is comparable to time dependent regularization (Fig. 3) . The recovered spike train is also noticeably more compact than with time dependent regularization or a simple Laplacian penalty. Because the regularization constraints are based on an attenuation model applied to the observed data and not on a priori smoothness criteria applied to the model, we are able to compute stable, well-behaved receiver functions that do not suffer from artificial smoothing characteristic of minimum structure inversions.
Tests with real data
We applied the deconvolution methods described above to data collected with the Lodore broad-band array that was deployed in northern Colorado and southern Wyoming from August, 1997 to August, 1998 (Fig. 4) . The array was located over the Cheyenne Belt, a zone defining a Proterozoic suture between Archaean lithosphere to the north in Wyoming, and Proterozoic lithosphere to the south in the Colorado Plateau (Karlstrom & Houston, 1984) . Recent work has indicated a variation in crustal properties across the Cheyenne Belt (Henstock et al. 1998) , features which may be imaged using receiver function methods.
We compute receiver functions for a magnitude 5.8 (mb) event from Ecuador (focal depth of y200 km, a back-azimuth of 132u, and an epicentral distance of 47u). Using the vertical and radial seismograms in Fig. 5 we compute receiver functions for a range of damping parameters using damped least-squares, second derivative penalty, time dependent regularization, and t* deconvolution (Fig. 6) .
Receiver functions computed using only diagonal weighting are characterized by pervasive high frequency ringing that makes direct interpretation difficult (Fig. 6a) . This observation is an excellent indication of why multisource stacking is necessary in traditional receiver function analysis. Higher frequency energy tends to be incoherent across numerous events and will stack out efficiently with a suitable number of events, making the stacked traces more interpretable. The addition of a minimum roughness constraint through Laplacian weighting has clear advantages over diagonal weighting, evidenced by a significant reduction in the amplitude and frequency content of the background noise, particularly in the early parts of the trace (Fig. 6b) . Although receiver functions in Fig. 6b are a significant improvement over those in Fig. 6a , interpretation of single-event receiver functions would remain difficult. The addition of a time dependent penalty to the Laplacian shows several advantages over the diagonal or Laplacian penalties alone (Fig. 6c) . First, there is a significant reduction in the amplitude of the background noise level. For example, the arrival at y12 s after the direct arrival is clear when time dependent deconvolution operators are used (Fig. 6c-d ). This arrival is only moderately visible for a simple second derivative penalty (Fig. 6b) and is completely obscured by background noise when diagonal damping is used (Fig. 6a) . Furthermore, a comparison of the frequency content of the data around the arrival at y12 s shows that the addition of a time dependent component to the deconvolution reduces the impact of high frequency noise that characterizes receiver functions computed using diagonal and second derivative penalties. Based on this example, it appears that a time dependent deconvolution operator can significantly improve the calculation of receiver functions.
A combined application of t* deconvolution and pseudostation stacking was used to compute receiver functions from the deep-focus event used previously. The computed sections extend from A-Ak and show the approximate location of the Cheyenne Belt (Fig. 4) . Conventional single-station receiver functions computed using damped least squares and projected onto the line A-Ak are shown in Fig. 7a . A comparison of single-station and multichannel receiver functions suggests two important observations: (1) there exists significant variability between neighbouring receiver functions, and (2) spatial sampling is highly irregular. Using only single-station techniques, we cannot overcome the sampling issue because surface image points are limited only to actual station locations. The high degree of variability between adjacent stations is traditionally addressed by stacking receiver functions from many events. However, the results in Fig. 7b point to an improved solution to each of these problems based on a combination of multichannel deconvolution and stacking. Pseudostation stacking interpolates the wavefield onto a uniform grid and provides improved estimates of the incident and scattered wavefield by using many stations at once. Subsequent application of t* deconvolution produces stable and well-behaved receiver functions through incorporation of a physically realistic attenuation model.
We observe several semi-continuous events from y3-6 s that are likely to be related to the sedimentary basins located along A-Ak (Fig. 7) . Significant crustal thickening is observed around the Cheyenne Belt, consistent with the results of Crosswhite et al. (1998) and Neal & Pavlis (1999) . Plane-wave migration of receiver functions indicates that the observed crustal thickening is likely to be related to a large-scale, south-dipping discontinuity (Poppeliers, personal communication, 2001 ). We also observe that the cross section in Fig. 7b may be grouped into three distinct regions based on the observed reflectivity: the Wyoming craton in the north, the Cheyenne Belt, and the Colorado Plateau to the south. These observations suggest that variations in the character of the conversions may be indicative of differing structural domains. Beyond the information receiver functions provide relating to crustal features, such analyses are also a powerful tool for imaging the upper mantle. Deeper features are apparent, but are rendered somewhat ambiguous by shallower structural complexity. In particular, the IASP91 velocity model predicts a conversion from the 210 km upper mantle discontinuity would be y22-23 s after the direct P arrival. In Fig. 7 we observe a strong set of conversions from 20-25 s. The conversions are laterally continuous on either side of the Cheyenne Belt, but with differing character. These observations suggest that there is a difference in upper mantle structure across the Cheyenne Belt that apparently extends to great depth. To further characterize the image of the crust and upper mantle in Fig. 7 , we plot several components of the resolution matrix for the t* and damped least-squares deconvolution methods (Fig. 8) . The observed differences in resolution are twofold. The amplitude of the damped least-squares result is constant, while for t* deconvolution, there is a loss of amplitude with increasing P-to-S lag time. Second, the width of the primary peaks for the damped least-squares solution remains constant while the width increases with time for the t* example. Based on these observations, the damped least-squares model predicts that the resolving power of the receiver function is constant in time. In contrast, the t* model more accurately reflects what is to be expected given the high attenuation of S waves in the upper mantle: conversions become less wellresolved at greater depths. The time-variable properties of Fig. 7b are readily apparent. The first 5 s of the data shows very sharp features with periods of y1 s while deeper events have dominant periods of 3-4 s. This is consistent with the resolution results shown in Fig. 8 . Conventional damping leads to nearly uniform resolution characteristics while t* deconvolution broadens the resolution peak at later times consistent with S wave attenuation.
C O N C L U S I O N S
We present the foundations for a time-domain deconvolution method that is based on the extension to time dependent deconvolution operators. Two variations are presented, the first utilizing a weight that increases linearly with P-to-S lag time, and a second that is based on convolutional quelling and a t* attenuation model. The addition of a time dependent component into the deconvolution algorithm effectively filters the observed waveforms as a function of the depth to the P-to-S conversion point. Through such a filter, we are able to correctly account for the high attenuation of S waves in the upper mantle and, in the case of t* based deconvolution, this filtering is done in a physically consistent manner by incorporation of a realistic attenuation model. When combined with pseudostation stacking, t* deconvolution leads to a threedimensional quelling operation in space and time which places stacking and deconvolution into a common inversion context.
While the addition of a time dependent component to the deconvolution tends to decrease the frequency content of the resulting receiver functions relative to more standard deconvolution approaches, tests with synthetic data show that background noise levels are reduced relative to time independent deconvolution and that the input model is reliably recovered. Application to real data from the Lodore broadband array in Colorado and Wyoming demonstrate how the technique provides variable resolution as a function of depth. We also observe variations in crustal thickness and overall reflectivity on alternate sides of the Cheyenne Belt. 
A damped least-squares solution of (A7) can be computed from (Lawson & Hansen, 1974) . Substituting back in eq. (A8) from (A6) we obtain
This is nearly identical to eq. (A1). The key observation is that the regularization operator R=W x1 . This indicates that quelling by convolution of the raw data with the operator W is equivalent to using W x1 as a regularization operator.
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