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Multiple Comparison Procedures, Trimmed Means And Transformed Statistics 
       
               Rhonda K. Kowalchuk        H. J. Keselman 
  Southern Illinois University Carbondale  University of Manitoba 
 
      Rand R. Wilcox           James Algina 
    University of Southern California    University of Florida 
 
 
 
A modification to testing pairwise comparisons that may provide better control of Type I errors in the 
presence of non-normality is to use a preliminary test for symmetry which determines whether data 
should be trimmed symmetrically or asymmetrically. Several pairwise MCPs were investigated, 
employing a test of symmetry with a number of heteroscedastic test statistics that used trimmed means 
and Winsorized variances. Results showed improved Type I error control than competing robust statistics.  
 
Key words: Multiple comparison procedures, trimmed estimators, symmetric and asymmetric trimming, 
heteroscedastic test statistic, nonnormality, variance heterogeneity. 
 
 
Introduction 
 
Pairwise multiple comparison procedures 
(MCPs) are adversely affected by nonnormality, 
particularly  when  variances  are  heterogeneous 
and group sizes are unequal (Keselman, Lix, & 
Kowalchuk, 1998). Specifically, Type I errors 
are liberal, resulting in spurious rejections of 
null hypotheses. The deleterious effects of 
nonnormality on rates of Type I error are, for the 
most part, attributable to asymmetry of 
distributions, that is, to skewness (Westfall & 
Young, 1993). These results are predictable on 
theoretical grounds. Cressie and Whitford 
(1986) showed that Student’s two-sample t test 
is not asymptotically correct when the group 
distributions have unequal third cumulants and 
sample sizes are unequal; therefore, Type I error 
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inflation is expected. In the one-way 
independent groups problem, Keselman, Lix, et 
al. (1998) found Type I error rates for popular 
pairwise MCPs approached .21 ( .05α = ) when 
data were obtained from skewed distributions 
where group variances and sample sizes were 
unequal and negatively paired with one another. 
 One potential solution to this Type I 
error inflation is to replace the usual least 
squares estimators with estimates which are less 
influenced by the effects of nonnormality. 
Indeed, many investigators have shown that 
better results can be obtained by using statistics 
designed for heterogeneity combined with robust 
estimators of central tendency and variability 
(see Keselman, Kowalchuk, & Lix, 1998; Lix & 
Keselman, 1998; Wilcox, Keselman, & 
Kowalchuk, 1998; Yuen, 1974). For example, 
Keselman, Lix et al. (1998) found that the 
methods due to Ryan (1960), Welsch (1977), 
Peritz (1970), Shaffer (1979; 1986), Hayter 
(1986), and Hochberg (1988) provided much 
better Type I error control, typically having rates 
less than .075 when based on a heteroscedastic 
statistic with trimmed means and Winsorized 
variances. Though rates improved, these 
methods were, nonetheless, still occasionally 
affected when distributions were nonnormal, 
variances were heterogeneous, and group sizes 
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were unequal. That is, rates occasionally 
exceeded .075. 
 An approach that may provide improved 
Type I error control for tests of trimmed mean 
equality (pairwise) is to use a preliminary test 
for symmetry which determines whether data 
should be trimmed symmetrically or 
asymmetrically. Keselman, Wilcox, Othman, 
and Fradette (2002) found that by using a test for 
symmetry in conjunction with a test for equality 
of trimmed means, Type I error rates were well 
controlled when data were extremely 
heterogeneous and nonnormal in a one-way 
independent groups design. The test of 
symmetry investigated was first proposed by 
Hogg, Fisher, and Randles (1975) and later 
modified by Babu, Padmanabhan and Puri 
(1999). Specifically, two indices are computed, 
one that determines tail thickness and the other 
symmetry of the underlying distribution. The 
calculations determine whether a test of mean 
equality is based on symmetrically or 
asymmetrically trimmed means (see Othman, 
Keselman, Wilcox, Fradette, & Padmanabhan, 
2002, for details of the test of symmetry). 
 Keselman, Lix, et al. (1998) 
symmetrically trimmed 20% of the data per 
group and used an approximate degrees of 
freedom Welch (1938) test statistic for the 
pairwise comparisons. Although, 20% 
symmetric trimming is recommended (Wilcox, 
1995), theory would imply that asymmetric 
trimming would be more appropriate when data 
are skewed (Keselman et al., 2002; Othman et 
al., 2002). The rationale behind asymmetric 
trimming is to remove more of the offending 
data (i.e., data that does not represent the bulk of 
the observations, that is, the 'typical' score) from 
the tail containing more of the outlying values. 
Keselman et al. (2002) found other percentages 
of trimming, either symmetrically or 
asymmetrically, resulted in better Type I error 
control than uniformly adopting 20% symmetric 
trimming. For example, 15% symmetric 
trimming or 15% asymmetric trimming resulted 
in fewer non-robust values compared to always 
adopting 20% symmetric trimming.  
 In addition, Keselman et al. (2002) 
found that transformations (i.e., Johnson, 1978; 
Hall, 1992) of the Welch-James heteroscedastic 
statistic improved Type I error control. The 
Johnson and Hall transformations are intended 
to remove the bias due to skewness. This is 
consistent with Guo and Luh (2000) and Luh 
and Guo (1999) who found that transformations 
of the Welch-James statistic improved its 
performance when trimmed means were used 
and distributions were skewed and heavy-tailed. 
As well, Keselman et al. (2002) found improved 
Type I error control when the transformed 
heteroscedastic statistics were preceded by a test 
of symmetry under extreme conditions of 
nonnormality and variance heterogeneity in a 
one-way independent groups design. Thus, the 
purpose of this article was to investigate whether 
these procedures would be beneficial in the 
pairwise multiple comparison problem. 
 
Test of Symmetry 
 Othman et al. (2002) provided the 
details for the test of symmetry, a test based on 
the work of Hogg et al. (1975) and Babu et al. 
(1999). Essentially, two indices are computed, 
one index (Q2) determines tail-weight (light or 
heavy) while the other index (Q1) determines the 
symmetry of an underlying distribution. The 
value of the Q2 index classifies a distribution as 
normal-tailed, heavy-tailed, or very heavy-tailed 
which then determines the number of sample 
points to be used in the computation of the Q1 
index. If the distribution is determined to be (a) 
normal-tailed, then all sample points are used, 
(b) heavy-tailed, then the top and bottom 10% of 
sample points are trimmed, or (c) very heavy-
tailed, then the top and bottom 20% of sample 
points are trimmed. That is, the value of the Q1 
index determines the symmetry/asymmetry of a 
distribution (i.e., left skewed, symmetric or right 
skewed) which then determines the type of 
trimming (symmetric vs asymmetric). Keselman 
et al. (2002) provided a SAS/IML (1989) 
program to compute the test of symmetry.  
 
Robust Estimation 
 Robust estimates of central tendency 
and variability were applied to heteroscedastic 
statistics. Specifically, trimmed means and 
Winsorized variances were used in order to test 
the hypothesis of the equality of population 
trimmed means in the pairwise multiple 
comparison problem. Let 
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(1) (2) ( )... jj j n jY Y Y≤ ≤ ≤  
 
represent the ordered observations associated 
with the jth (j=1,…,J) group, where nj is the 
sample size in the jth group. Let 
 
j jg nγ⎡ ⎤=
⎣ ⎦
 
 
where γ represents the proportion of 
observations to be trimmed in each tail of the 
distribution and [x] is the greatest integer ≤ x. 
The effective sample size for the jth group 
becomes 2j j jh n g= − . The jth sample trimmed 
mean is 
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The sample Winsorized mean is necessary in 
order to compute the Winsorized variance. The 
jth sample Winsorized mean is 
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The sample Winsorized variance is required in 
order to get a valid estimate of the standard error 
of a trimmed mean. The sample Winsorized 
variance for the jth group is  
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and the estimated standard error of the trimmed 
mean is  
 
( ) ( )2ˆ1 1j wj j jn h hσ ⎡ ⎤− −
⎣ ⎦
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 Under asymmetric trimming, and 
assuming that the distribution is positively 
(right) skewed so that observations in the upper 
tail of the distribution are trimmed, the effective 
sample size for the jth group 
becomes j j jh n g= − . The jth sample trimmed 
mean is  
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and the jth sample Winsorized mean is 
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The sample Winsorized variance is computed 
based on the previous equation with the new 
definition of ˆwjµ  and the estimated standard 
error of the trimmed mean is also computed 
based on the previous equation with the new 
definitions of 2ˆ and j wjh σ . 
 
Definitions of the Heteroscedastic Statistics 
 Johanson’s (1980) Welch-James (WJ)-
type heteroscedastic statistic (see Lix & 
Keselman, 1995) with robust estimators has 
been found to obtain better Type I error control 
than the WJ statistic with least squares 
estimators in independent groups designs under 
nonnormality and variance heterogeneity (see 
Guh & Luh, 2000; Keselman, Kowalchuk, et al., 
1998; Keselman, Lix, et al., 1998; Lix & 
Keselman, 1998; Luh & Guo, 1999; Wilcox et 
al. 1998). Guo and Luh (2000) found that two 
transformations of the WJ statistic combined 
with the use of trimmed means and Winsorized 
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variances resulted in better Type I error control 
than the WJ statistic with trimmed means and 
without a transformation for various skewed and 
heavy-tailed distributions. Specifically, 
Johnson’s (1978) or Hall’s (1992) 
transformations of the WJ statistic are intended 
to remove skewness. Hence, the transformations 
contend with skewness, trimmed means contend 
with heavy tails, and a heteroscedastic statistic 
contends with variance heterogeneity (Luh & 
Guo, 1999). 
 In the present study, both 
transformations of the WJ statistic for removing 
skewness were investigated along with the 
nontransformed WJ statistic. Let 
2
ˆ ˆ ˆ, ,  and tj wj wj jhµ µ σ be the trimmed mean, 
Winsorized mean, Winsorized variance, and 
trimmed sample size, respectively, for group j. 
The third central Winsorized moment of the jth 
group is  
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Luh and Guo (1999) defined Johnson’s (1978) 
transformed trimmed mean statistic as 
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From Guo and Luh (2000), Hall’s (1992) 
transformed trimmed mean statistic can be 
defined as: 
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                           (6) 
  
 Keselman, Wilcox, and Lix (2003) 
indicated that sample trimmed means, sample 
Winsorized variances, and trimmed sample sizes 
can be used to compute the WJ statistic. That is, 
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which, when divided by c, is distributed as an F 
variable with degrees of freedom equal to  J – 1 
and 
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Thus, the transformed WJ statistics may be 
defined as 
 
( )2( )
1
J
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j
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and 
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When Johnson’s transformed WJ statistic (JWJ) 
and Hall’s transformed WJ statistic (HWJ) are 
divided by c, they are also distributed as F 
variates with no change in degrees of freedom. 
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The WJ, JWJ, and HWJ statistics were used not 
only for the omnibus test, if one was required, 
but for the pairwise tests for each of the MCPs 
investigated. 
 
Multiple Comparison Methods 
 The MCPs investigated, adopt stepwise 
testing for controlling the overall (familywise) 
rate of Type I error. Specifically, the MCPs 
examined were the: (a) Ryan (1960)-Welsch 
(1977) multiple range procedure, (b) Peritz 
(1970) procedure, (c) Shaffer (1986) 
sequentially rejective Bonferroni procedure, (d) 
Shaffer (1986) sequentially rejective Bonferroni 
procedure that begins with an omnibus test, (e) 
Hochberg (1988) step-up sequentially acceptive 
Bonferroni procedure, (f) multiple range 
procedure that begins with an omnibus test (see 
Shaffer 1979; 1986), and (g) Hayter (1986) two-
stage modified least significant difference (LSD) 
procedure. These MCPs were previously 
investigated by Keselman, Lix, et al. (1998). 
 The Ryan (1960) and Welsch (1977) 
multiple range procedure begins by examining 
the J range, and steps down to examine 
successively smaller ranges only when a larger 
range test is declared significant. The 
designation q is used to denote this MCP. 
According to Ryan and Welsch, the overall rate 
of Type I error is controlled at α (when 
assumptions are satisfied) for a set of p (p = 
2,…, J) means if each test is assessed for 
significance at a level equal to 
 
( ) [ ]
1
1 1  2 2 ,
.
p
J
p
J J
p Jα α
α α α
−
= − − ≤ ≤ −
= =
 
 
 The Peritz (1970) procedure follows the 
same step-down logic of the usual range 
procedure, but assesses significance with 
Newman (1939), Keuls (1952), and/or Ryan-
Welsch critical values. This MCP is designated 
PER. Shaffer’s (1986) sequentially rejective 
Bonferroni procedure uses probability (p) values 
in assessing the pairwise hypotheses taking into 
account the number of hypotheses rejected at 
earlier stages in the sequence of testing in 
arriving at decisions regarding significance. The 
abbreviation for this MCP is SRB. 
 Shaffer’s (1986) sequentially rejective 
Bonferroni procedure begins with an omnibus 
test (i.e., WJ, JWJ, HWJ), and if rejected, 
assesses significance of the pairwise 
comparisons by taking into account the number 
of true pairwise hypotheses remaining given 
previous rejections. Because three omnibus 
statistics are being investigated, there are three 
SRB MCPs and they are designated as WJ/SRB, 
JWJ/SRB, and HWJ/SRB. 
 Hochberg’s (1988) step-up sequentially 
acceptive Bonferroni procedure uses the p 
values associated with the pairwise tests to 
arrive at accept-reject decisions; these are 
determined sequentially and hypotheses can be 
rejected by implication. Hochberg’s MCP is 
designated as HOCH. Another set of MCPs were 
based on the modified range procedure due to 
Shaffer (1979; 1986), which starts with an 
omnibus test and only upon rejection, moves on 
to test range hypotheses with Ryan-Welsch 
critical values, modifying the J-range critical 
value to one based on J-1 means. The 
abbreviations of these three (stage 1 omnibus) 
Shaffer MCPs are WJ/q, JWJ/q, and HWJ/q. 
Lastly, Hayter’s (1986) modified LSD begins 
with an omnibus test, which if rejected leads to 
the Stage 2 tests of the pairwise comparisons 
using a Studentized range critical value for J-1 
means. The three MCPs based on Hayter’s 
method are designated: WJ/HAY, JWJ/HAY, 
and HWJ/HAY. Detailed descriptions of all the 
pairwise MCPs can be found in the original 
references. 
 
Methodology 
 
Seven pairwise MCPs were compared in terms 
of Type I error control under conditions of 
nonnormality and variance heterogeneity in one-
way independent groups designs. Variables that 
were examined by Keselman, Lix, et al. (1998) 
were chosen for investigation. Eight variables 
were manipulated in the present study: (a) 
number of groups (3 and 6), (b) sample size 
(equal or not equal), (c) degree/pattern of 
variance heterogeneity [moderate and large/all 
(mostly) unequal and all but one equal], (d) 
pairing of groups sizes and variances, (e) type of 
nonnormal population distribution, (f) method of 
computing a test of symmetry, (g) percentage of 
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trimming, and (h) type of heteroscedastic 
statistic. 
 One-way independent groups designs 
containing three and six groups to evaluate the 
effect of number of pairwise comparisons on 
Type I error were chosen for investigation. That 
is, for the former case, only three pairwise 
comparisons were tested, whereas, in the latter 
case, 15 pairwise comparisons were tested. 
 The sample sizes in each of the groups 
were either equal or unequal. When equal, C = 
0, and when unequal, C = .163 and .327, where 
C denotes a coefficient of group size variation 
defined as 
 
( )
1
2
2
/ ,  where  j
j
n n J n n
⎛ ⎞
−
⎜ ⎟
⎝ ⎠
∑
 
 
is the average group size. When equal, group 
sizes were set at 20 in both the J = 3 and J = 6 
designs. When unequal, and for the J = 3 design, 
the two cases of group size inequality were 16, 
20, 24 (C = .163) and 12, 20, 28 (C = .327), 
while for the J = 6 design, the group sizes were 
16, 16, 20, 20, 24, 24 (C = .163) and 12, 12, 20, 
20, 28, 28 (C = .327). 
 Two patterns of variance heterogeneity 
were examined: (a) all (most) variances unequal 
(Pattern 1) and (b) all variances equal but one 
(Pattern 2). When J = 3, Pattern 1 was 1, 9, 16 
and Pattern 2 was 1, 1, 16. The patterns for J = 6 
were, respectively, 1, 1, 4, 9, 9, 16, and 1, 1, 1, 
1, 1, 16.  
 Seven cases of group sizes and 
variances pairings were investigated. Group 
sizes were both equal and unequal and paired 
with equal and unequal variances. Specifically, 
the combinations were: (a) equal jn ; equal 2jσ , 
(b/b’) equal jn ; unequal 2jσ , (c/c’) unequal jn ; 
unequal 2jσ  (positively paired), (d/d’) unequal 
jn ; unequal 
2
jσ  (negatively paired). The b/c/d 
notation represents the Pattern 1 variance 
conditions, whereas the b’/c’/d’ notation 
represents the Pattern 2 variance conditions. 
Considering the group size and variance 
inequalities, there were a total of eleven 
combinations. 
 To examine distributional shape, four 
nonnormal distributions with varying degrees of 
skewness (γ1) and kurtosis (γ2) were chosen for 
investigation. A chi-square ( 2χ ) distribution 
and three g- and h-distributions (Hoaglin, 1985) 
were selected. Specifically, the four nonnormal 
distributions were: (a) 2 )3(χ  distribution (γ1 = 
1.63, γ2 = 4.00); (b) g = .5 and h = 0 distribution 
(γ1 = 1.75, γ2 = 8.9); (c) g = 1 and h = 0 
distribution (γ1 = 6.2, γ2 = 114); and (d) g = .25 
and h = .25 distribution (γ1 and γ2 undefined). 
The three g- and h- distributions are hereafter 
notated as (g = .5, h = 0), (g = 1, h = 0), and (g = 
.25, h = .25), respectively. These nonnormal 
distributions were selected because educational 
and psychological research data are typically 
skewed and/or heavy-tailed (Micceri, 1989; 
Wilcox, 1990). 
 To generate pseudorandom variates 
having a chi-square ( 2χ ) distribution with 3 
degrees of freedom, three standard normal 
variates were squared and summed. The variates 
were transformed to 2 )3(χ  variates having 
mean tjµ  (population trimmed mean) and 2jσ  
(see Hastings & Peacock, 1975, p. 46-51, for 
further details). To generate data from a g- and 
h-distribution, standard unit normal variables (Z) 
were converted to the random variable 
 
        
( ) 2exp 1
exp ,
2
ij ij
ij
gZ hZ
X
g
−
⎛ ⎞
=
⎜ ⎟
⎜ ⎟
⎝ ⎠
    (10) 
 
according to the values of g and h selected for 
investigation. tjµ  was subtracted from each 
observation. To obtain a distribution with 
standard deviation jσ , each transformed Xij (j = 
1, …, J) was then multiplied by a value of jσ . 
The standard deviation of a g- and h-distribution 
is not equal to one, and thus the values for the 
variances/standard deviations reflect the ratio of 
the variances/standard deviations between the 
groups (see Wilcox, 1994). Each population 
distribution was empirically generated and the 
indices of tail weight and symmetry were 
computed in order to determine whether the 
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population trimmed mean used for centering 
should be based on symmetric or asymmetric 
(e.g., right tailed) trimming for the percentage of 
trimming cases investigated. 
 Three approaches to computing the test 
of symmetry were examined by calculating the 
indices (Q1 and Q2) within each group and then: 
(a) using a weighted mean of the indices across 
all groups to determine the type of trimming for 
every group (average estimate; see Othman et al. 
2002); (b) using the value for each particular 
group to determine the type of trimming for that 
group (individual estimate), and (c) using a 
weighted mean of the indices across two groups 
to determine the type of trimming for the groups 
involved in each particular comparison (pairwise 
estimate). The test of symmetry based on 
pairwise estimates could not be applied to an 
omnibus test, so only the MCPs that do not 
require an omnibus test were considered for this 
approach. In addition, the pairing of groups had 
to be predetermined in order to compute the 
weighted mean of the indices across the two 
groups in each pairwise comparison and this 
prevented the use of the approach with the range 
MCPs. Thus, the third approach was applied to 
only the SRB and HOCH procedures. The three 
approaches to symmetric/asymmetric trimming 
were compared to always adopting symmetric 
trimming. The Q1 and Q2 indices determine 
whether symmetrically/asymmetrically trimmed 
means for each group were used in the pairwise 
MCPs. For those MCPs that require an omnibus 
test, the same approach to trimming (i.e., 
average estimate, individual estimate or 
symmetric trimming) was adopted for the 
omnibus and the pairwise tests. 
 The following combinations of 
symmetric and asymmetric trimming 
percentages were investigated: (a) either 10% 
symmetric or 20% asymmetric trimming 
(10/20), (b) either 15% symmetric or 30% 
asymmetric trimming (15/30), (c) either 20% 
symmetric or 40% asymmetric trimming 
(20/40),  (d) either 10% symmetric or 10% 
asymmetric trimming (10/10), (e) either 15% 
symmetric or 15% asymmetric trimming 
(15/15), and (f) either 20% symmetric or 20% 
asymmetric trimming (20/20). As well, 
symmetrically trimming 10%, 15%, and 20% of 
the data was investigated. Hence, the various 
combinations of trimming percentages were 
chosen to evaluate whether there would be an 
optimal proportion of trimming. 
 Three heteroscedastic statistics were 
examined: (a) Welch-James statistic (WJ), (b) 
Johnson’s (1978) transformation of WJ (JWJ), 
and (c) Hall’s (1992) transformation of WJ 
(HWJ) (see Guo & Luh, 2000; Keselman et al. 
2002; Luh & Guo, 1999). The seven pairwise 
MCPs were computed with each of the 
heteroscedastic statistics, resulting in a total of 
21 pairwise MCPs.  
 Type I error rates were based on five 
thousand replications using a .05 level of 
significance for the complete null hypothesis. 
 
Results 
 
Bradley’s (1978) liberal criterion of robustness 
to assess Type I error rates was chosen. That is, 
if an empirical estimate of Type I error (αˆ ) was 
contained within the interval of .5α ≤ αˆ ≤ 1.5α, 
then the procedure was considered robust. For a 
significance level of .05, the interval is .025 ≤ 
αˆ ≤ .075. If the Type I error was not contained 
in this interval, then a procedure was considered 
nonrobust for that particular condition. In the 
tables, bold entries correspond to these latter 
values. 
 Because of the large number of MCPs 
investigated and the form of assumption 
violations examined, only the mean Type I error 
rates (percentages), averaging across the eleven 
combinations of group sizes, and variances were 
tabled. Plus and minus symbols next to the 
tabled error rates are used to identify whether 
the minimum to maximum range of Type I error 
rates across the eleven combinations contained a 
conservative (-) value, a liberal (+) value, or 
both conservative and liberal (±) values. A 
conservative value is defined as an error rate 
below Bradley’s lower limit (2.50%) and a 
liberal value is defined as an error rate above 
Bradley’s upper limit (7.50%). Because of space 
considerations and the similar pattern of results 
for the chi-square and (g = .5, h = 0) 
distributions, only the latter are tabled. 
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J = 3 
 Tables 1 through 3 contain the summary 
percentages for the (g = .5, h = 0), (g = 1, h = 0), 
and (g = .25, h = .25) distributions, respectively. 
When the number of groups is equal to three, a 
few of the MCPs investigated are identical. 
Specifically, the Hayter (1986) two-stage and 
Shaffer (1986) sequentially rejective Bonferroni 
procedure that begins with an omnibus test are 
identical (denoted as WJ/*, JWJ/*, and HWJ/* 
in Tables 1 through 3). Additionally, the Ryan 
(1960)–Welsch (1977) and Peritz (1970) 
procedures are identical (denoted as q / PER in 
Tables 1 through 3). 
  
g = .5 and h = 0 Distribution 
 When data were obtained from this 
particular nonnormal distribution, all MCPs 
were robust when preceded by the symmetry test 
with 10/10 symmetric/asymmetric trimming 
where the indices of tail weight and symmetry 
were averaged over all groups and under the 
10%, 15%, and 20% symmetric trimming cases 
(see Table 1). The chi-square distribution had a 
similar pattern of results, however all MCPs 
were also robust under the 15/15 and 20/20 
symmetric/asymmetric trimming where the 
indices were averaged over all groups. MCPs 
preceded by the test of symmetry generally had 
mean Type I error rates closer to the nominal 5% 
level compared to the strategy of always 
adopting symmetric trimming. For the symmetry 
test based on averaging (tail-weight and 
symmetry) indices across all groups, the mean 
error rates across robust MCPs were 4.83%, 
4.80%, and 5.22% for the 10/10, 15/15, and 
20/20 trimming cases, respectively and for the 
symmetry test based on the indices taken per 
group, the mean error rate across robust MCPs 
was 5.32% for the 10/10 trimming case. For the 
symmetric trimming conditions of 10%, 15%, 
and 20%, the mean error rates across MCPs 
were 4.75%, 4.68%, and 4.80%, respectively. In 
addition, the general pattern for MCPs preceded 
by a test for symmetry was for error rates to 
increase as the proportion of trimming increased 
(i.e., from 10/20 to 15/30 to 20/40 and from 
10/10 to 15/15 to 20/20). 
 The MCPs based on the WJ statistic 
generally had more conservative error rates than 
the same MCPs based on the modified WJ 
statistics (i.e., JWJ and HWJ), when preceded by 
a test of symmetry, a pattern opposite to that 
observed for the symmetric trimming cases. For 
example, under the 10/10 trimming case 
preceded by the test of symmetry based on 
indices (tail weight and symmetry) averaged 
across all groups, the mean error rates for the 
MCPs based on the WJ, JWJ, and HWJ statistics 
were equal to 4.70%, 4.87%, and 4.91%, 
respectively. However, when adopting 20% 
symmetric trimming, the mean error rates across 
MCPs based on the WJ, JWJ, and HWJ statistics 
were equal to 4.94%, 4.73%, and 4.74%, 
respectively. For the chi-square distribution, 
regardless of whether the MCPs were preceded 
by a test of symmetry, the MCPs based on the 
JWJ and HWJ statistics generally had more 
conservative Type I error rates than the 
corresponding MCPs based on the WJ statistic. 
 The mean error rates for the SRB and 
HOCH procedures based on symmetric 
trimming were more conservative than when the 
MCPs were preceded by a test of symmetry. 
When the test of symmetry was based on 
individual group estimates of tail weight and 
symmetry, the MCP’s mean error rates were 
highest, and decreased when the test was based 
on pairwise estimates and further decreased 
when the symmetry test was based on average 
estimates across groups (a result consistent with 
that obtained for the chi-square distribution). 
Noteworthy is that the error rates for the SRB 
and HOCH MCPs fell within Bradley’s (1978) 
limits for the 10/10 trimming percentage 
regardless of the method of computing the test 
for symmetry; a result consistent with that 
obtained for the chi-square distribution. An 
optimal strategy is to use a test of symmetry 
with either pairwise estimates or average 
estimates across groups with either 10/10 or 
15/15 symmetric/asymmetric trimming.   
 
g = 1 and h = 0 Distribution 
 The use of the test of symmetry resulted 
in improved Type I error control when data were 
obtained from the (g = 1, h = 0) nonnormal 
distribution (see Table 2). That is, the MCPs 
with conservative and/or liberal error rates based 
on symmetric trimming became either robust or 
closer to Bradley’s (1978) limits when  preceded  
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Table 1. Summary Percentages of Type I Error for Multiple Comparison Procedures (J = 3; g = .5, h = 0 Distribution) 
 Average Estimate Individual Estimate 
 10/20 15/30 20/40 10/10 15/15 20/20 10/20 15/30 20/40 10/10 15/15 20/20 
q / PER (WJ) 5.45+ 7.29+ 9.56+ 4.07 4.50 5.00 11.58+ 19.96+ 29.43+ 4.90 6.58+ 9.10+ 
WJ / q (WJ) 6.37+ 8.50+ 11.03+ 4.64 5.06 5.64 13.28+ 23.15+ 33.42+ 5.57 7.51+ 10.43+ 
WJ / * (WJ) 7.48+ 9.73+ 12.42+ 5.70 6.10+ 6.73+ 15.50+ 26.68+ 38.03+ 6.72+ 8.99+ 12.33+ 
SRB (WJ) 5.65+ 7.39+ 9.50+ 4.46 4.73 5.26 12.31+ 21.63+ 31.96+ 5.24 6.95+ 9.61+ 
HOCH (WJ) 5.87+ 7.67+ 9.83+ 4.62 4.90 5.43 12.68+ 22.17+ 32.65+ 5.43 7.19+ 9.91+ 
q / PER (JWJ) 5.72+ 7.31+ 9.28+ 4.25 4.43 4.87 12.58+ 21.57+ 31.46+ 5.05 6.67+ 9.30+ 
JWJ / q (JWJ) 6.55+ 8.48+ 10.69+ 4.80 5.09 5.44 14.28+ 24.71+ 35.19+ 5.70+ 7.63+ 10.56+ 
JWJ / * (JWJ) 7.66+ 9.71+ 12.15+ 5.83 6.15+ 6.52+ 16.62+ 28.38+ 40.00+ 6.80+ 9.14+ 12.51+ 
SRB (JWJ) 5.86+ 7.43+ 9.43+ 4.66 4.72 5.08 13.53+ 23.41+ 34.29+ 5.36 7.13+ 9.80+ 
HOCH (JWJ) 6.06+ 7.68+ 9.74+ 4.82 4.89 5.25 13.87+ 23.97+ 35.03+ 5.54 7.34+ 10.08+ 
q / PER (HWJ) 5.75+ 7.36+ 9.37+ 4.29 4.46 4.89 12.62+ 21.63+ 31.53+ 5.10 6.71+ 9.33+ 
HWJ / q (HWJ) 6.58+ 8.52+ 10.79+ 4.83 5.11 5.46 14.31+ 24.77+ 35.30+ 5.75+ 7.67+ 10.58+ 
HWJ / * (HWJ) 7.69+ 9.76+ 12.25+ 5.87 6.17+ 6.54+ 16.66+ 28.44+ 40.12+ 6.87+ 9.17+ 12.53+ 
SRB (HWJ) 5.90+ 7.49+ 9.55+ 4.70 4.76 5.10 13.58+ 23.47+ 34.40+ 5.42 7.17+ 9.83+ 
HOCH (HWJ) 6.09+ 7.73+ 9.86+ 4.86 4.92 5.27 13.90+ 24.01+ 35.12+ 5.59 7.39+ 10.10+ 
Pairwise 
Estimate 
  
 
         
SRB (WJ) 6.39+ 9.03+ 12.41+ 4.46 4.91 5.70       
HOCH (WJ) 6.59+ 9.24+ 12.68+ 4.62 5.08 5.86       
SRB (JWJ) 6.85+ 9.31+ 12.53+ 4.68 4.96 5.62       
HOCH (JWJ) 7.00+ 9.51+ 12.79+ 4.83 5.10 5.77       
SRB (HWJ) 6.89+ 9.37+ 12.63+ 4.73 4.99 5.64       
HOCH(HWJ) 7.03+ 9.57+ 12.88+ 4.88 5.13 5.79       
No Preliminary Test (symmetric 
trimming) 
         
 10 15 20          
q / PER (WJ) 4.24 4.26 4.43          
WJ / q (WJ) 4.65 4.65 4.80          
WJ / * (WJ) 5.60 5.59 5.84          
SRB (WJ) 4.62 4.65 4.75          
HOCH (WJ) 4.74 4.77 4.87          
q / PER (JWJ) 4.23 4.09 4.29          
JWJ / q (JWJ) 4.54 4.47 4.54          
JWJ / * (JWJ) 5.52 5.43 5.56          
SRB (JWJ) 4.55 4.46 4.57          
HOCH (JWJ) 4.71 4.58 4.69          
q / PER (HWJ) 4.26 4.11 4.30          
HWJ / q (HWJ) 4.60 4.50 4.55          
HWJ / * (HWJ) 5.59 5.47 5.57          
SRB (HWJ) 4.61 4.49 4.59          
HOCH (HWJ) 4.77 4.61 4.71          
 
 
Notes: 10/20 = 10% symmetric/20% asymmetric trimming; 15/30 = 15% symmetric/30% asymmetric trimming; 20/40 = 20% 
symmetric/40% asymmetric trimming; 10/10 = 10% symmetric/10% asymmetric trimming; 15/15 = 15% symmetric/15% 
asymmetric trimming; 20/20 = 20% symmetric/20% asymmetric trimming;  q/PER indicates that q and Peritz procedures are 
equivalent; /* indicates that the SRB and Hayter procedures are equivalent; HOCH is the Hochberg procedure; 10 = 10% 
symmetric trimming; 15 = 15% symmetric trimming; 20 = 20% symmetric trimming; bold entries indicate values that exceeded 
Bradley’s (1978) lower and upper limits; + indicates a liberal value, - indicates a conservative value, and ± indicates both 
conservative and liberal values in the minimum to maximum range of error rates. 
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Table 2. Summary Percentages of Type I Error for Multiple Comparison Procedures (J = 3; g = 1, h = 0 Distribution) 
 Average Estimate Individual Estimate 
 10/20 15/30 20/40 10/10 15/15 20/20 10/20 15/30 20/40 10/10 15/15 20/20 
q / PER (WJ) 4.46 4.55 4.83 4.33 4.09 4.31 6.77+ 10.28+ 14.18+ 4.25 4.47 5.34 
WJ / q (WJ) 5.01 5.14 5.42 4.97 4.78 4.84 7.55+ 11.35+ 15.64+ 4.82 5.14 6.06+ 
WJ / * (WJ) 6.26+ 6.31+ 6.55+ 6.46+ 6.12+ 6.06+ 9.11+ 13.36+ 18.05+ 6.16+ 6.46+ 7.46+ 
SRB (WJ) 5.06- 5.04 5.22 5.30± 4.85- 4.93- 7.42+ 10.99+ 15.02+ 5.05 5.14 5.89+ 
HOCH (WJ) 5.17- 5.18 5.38 5.42± 4.97- 5.03- 7.63+ 11.32+ 15.49+ 5.15 5.29 6.06+ 
q / PER (JWJ) 4.42 4.22 4.29 4.74 4.18 4.20 7.24+ 10.92+ 14.85+ 4.61 4.61 5.33 
JWJ / q (JWJ) 5.01 4.78 4.78 5.23 4.87 4.76 8.03+ 11.96+ 16.08+ 5.07 5.30 6.12+ 
JWJ / * (JWJ) 6.22+ 5.95+ 6.02+ 6.70+ 6.22+ 5.94+ 9.66+ 14.12+ 18.68+ 6.43 6.62+ 7.48+ 
SRB (JWJ) 4.97- 4.81- 4.90- 5.53 4.89 4.78- 7.94+ 11.82+ 15.92+ 5.25 5.15 5.89+ 
HOCH (JWJ) 5.11- 4.92- 5.04- 5.67 5.01 4.91- 8.12+ 12.16+ 16.36+ 5.39 5.28 6.06+ 
q / PER (HWJ) 4.43 4.24 4.35 4.83 4.23 4.21 7.26+ 10.96+ 14.92+ 4.70 4.66 5.34 
HWJ / q (HWJ) 5.03 4.82 4.86 5.33 4.90 4.78 8.06+ 12.03+ 16.17+ 5.15 5.34+ 6.14+ 
HWJ / * (HWJ) 6.24+ 5.98+ 6.11+ 6.81+ 6.25+ 5.97+ 9.69+ 14.15+ 18.75+ 6.53+ 6.66+ 7.50+ 
SRB (HWJ) 4.99- 4.84- 4.97- 5.64 4.93 4.80- 7.97+ 11.86+ 16.00+ 5.36 5.20 5.90+ 
HOCH (HWJ) 5.14- 4.95- 5.11- 5.78 5.05 4.94- 8.16+ 12.20+ 16.44+ 5.51 5.32 6.09+ 
Pairwise Estimate             
SRB (WJ) 5.22 5.39+ 5.82+ 5.25± 4.80- 4.93       
HOCH (WJ) 5.33 5.53+ 5.97+ 5.35± 4.91- 5.02       
SRB (JWJ) 5.31 5.31± 5.62± 5.50 4.84 4.81-       
HOCH (JWJ) 5.43 5.41± 5.74± 5.62 4.95 4.93-       
SRB (HWJ) 5.33 5.34± 5.68± 5.61 4.89 4.83-       
HOCH(HWJ) 5.46 5.44± 5.81± 5.74 5.00 4.96-       
No Preliminary Test (symmetric trimming)          
 10 15 20          
q / PER (WJ) 4.61 4.41 4.60-          
WJ / q (WJ) 5.22 5.00 5.00          
WJ / * (WJ) 6.64+ 6.31+ 6.31+          
SRB (WJ) 5.57± 5.24- 5.31-          
HOCH (WJ) 5.66± 5.36- 5.40±          
q / PER (JWJ) 4.80 4.41 4.50          
JWJ / q (JWJ) 5.24 4.94 4.89          
JWJ / * (JWJ) 6.66+ 6.18+ 6.09+          
SRB (JWJ) 5.59 5.11 5.15-          
HOCH (JWJ) 5.71+ 5.23 5.24          
q / PER (HWJ) 4.91 4.45 4.52          
HWJ / q (HWJ) 5.34 5.01 4.91          
HWJ / * (HWJ) 6.78+ 6.24+ 6.12+          
SRB (HWJ) 5.68+ 5.17 5.17-          
HOCH (HWJ) 5.82+ 5.30 5.26          
 
 
Note. See note from Table 1 
 
MULTIPLE COMPARISONS, TRIMMED MEANS, TRANSFORMED STATISTICS 54 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3. Summary Percentages of Type I Error for Multiple Comparison Procedures (J = 3; g = .25, h = .25 
Distribution) 
 Average Estimate Individual Estimate 
 10/20 15/30 20/40 10/10 15/15 20/20 10/20 15/30 20/40 10/10 15/15 20/20 
q / PER (WJ) 4.72 6.11+ 7.64+ 3.66 4.11- 4.69 6.62+ 11.73+ 17.69+ 3.36- 4.49 6.38+ 
WJ / q (WJ) 5.17 6.83+ 8.62+ 3.94 4.48 5.09 7.28+ 12.92+ 19.32+ 3.71 4.95 6.88+ 
WJ / * (WJ) 6.11+ 7.92+ 9.93+ 4.77 5.40 6.07+ 8.63+ 15.25+ 22.51+ 4.47 5.90 8.23+ 
SRB (WJ) 4.92 6.29+ 7.86+ 3.91 4.35 4.88 7.15+ 13.03+ 19.75+ 3.59 4.82 6.83+ 
HOCH (WJ) 5.07 6.45+ 8.05+ 4.03 4.48 5.03 7.32+ 13.30+ 20.12+ 3.70 4.95 7.03+ 
q / PER (JWJ) 5.95+ 7.87+ 10.06+ 4.47 4.81 5.47 8.20+ 15.19+ 22.75+ 3.95 5.29 7.71+ 
JWJ / q (JWJ) 6.49+ 8.57+ 10.90+ 4.84 5.22 5.95+ 8.85+ 16.47+ 24.37+ 4.23 5.72 8.18+ 
JWJ / * (JWJ) 7.57+ 9.68+ 12.16+ 5.84 6.22+ 6.99+ 10.54+ 19.24+ 28.16+ 5.11 6.77+ 9.75+ 
SRB (JWJ) 6.31+ 8.11+ 10.40+ 4.79 5.10 5.74+ 9.06+ 16.97+ 25.65+ 4.15 5.64 8.40+ 
HOCH (JWJ) 6.45+ 8.29+ 10.58+ 4.92 5.25 5.89+ 9.25+ 17.21+ 25.99+ 4.28 5.80 8.61+ 
q / PER (HWJ) 6.02+ 7.97+ 10.21+ 4.51 4.85 5.53 8.29+ 15.37+ 23.00+ 3.98 5.33 7.80+ 
HWJ / q (HWJ) 6.57+ 8.66+ 11.02+ 4.88 5.26 5.98+ 8.96+ 16.65+ 24.60+ 4.27 5.76+ 8.26+ 
HWJ / * (HWJ) 7.67+ 9.80+ 12.28+ 5.91 6.27+ 7.02+ 10.66+ 19.46+ 28.42+ 5.16 6.82+ 9.84+ 
SRB (HWJ) 6.38+ 8.23+ 10.57+ 4.85 5.17 5.80+ 9.17+ 17.22+ 26.01+ 4.19 5.69 8.51+ 
HOCH (HWJ) 6.52+ 8.41+ 10.74+ 4.97 5.32 5.95+ 9.36+ 17.48+ 26.32+ 4.33 5.85 8.70+ 
Pairwise Estimate            
SRB (WJ) 5.33 7.24+ 9.42+ 3.99 4.55 5.20       
HOCH (WJ) 5.44 7.36+ 9.57+ 4.10 4.66 5.31       
SRB (JWJ) 6.88+ 9.71+ 13.14+ 4.93 5.42 6.24+       
HOCH (JWJ) 7.01+ 9.86+ 13.28+ 5.05 5.54 6.36+       
SRB (HWJ) 6.98+ 9.86+ 13.45+ 4.99 5.47 6.31+       
HOCH(HWJ) 7.11+ 10.00+ 13.58+ 5.10 5.60 6.42+       
No Preliminary Test (symmetric 
trimming) 
         
 10 15 20          
q / PER (WJ) 3.42- 3.50- 3.72          
WJ / q (WJ) 3.64 3.82 3.98          
WJ / * (WJ) 4.42 4.62 4.84          
SRB (WJ) 3.61 3.72 3.94          
HOCH (WJ) 3.72 3.81 4.05          
q / PER (JWJ) 4.07 3.81 3.84          
JWJ / q (JWJ) 4.39 4.15 4.11          
JWJ / * (JWJ) 5.32 5.00 4.98          
SRB (JWJ) 4.29 4.04 4.03          
HOCH (JWJ) 4.43 4.16 4.14          
q / PER (HWJ) 4.10 3.83 3.85          
HWJ / q (HWJ) 4.44 4.17 4.11          
HWJ / * (HWJ) 5.37 5.03 5.00          
SRB (HWJ) 4.34 4.06 4.05          
HOCH (HWJ) 4.47 4.18 4.15          
 
 
Note. See note from Table 1 
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by a test of symmetry, particularly for the MCPs 
based on the modified WJ statistic (i.e., JWJ or 
HWJ). 
 Specifically, all the MCPs based on the 
10/10 trimming case with the test of symmetry 
based on individual group estimates of tail 
weight and symmetry had rates of Type I error 
within Bradley’s (1978) limits except the Hayter 
(1986) two-stage and Shaffer (1986) 
sequentially rejective Bonferroni procedure that 
begins with an omnibus test utilizing the WJ 
statistic (denoted WJ/*) and the HWJ statistic 
(denoted HWJ/*) with liberal rates of 8.28% and 
7.52%, respectively. Interestingly, this particular 
condition had the largest number of MCPs that 
fell within Bradley’s lower and upper limits. The 
mean error rates across robust MCPs based on 
the JWJ and HWJ heteroscedastic statistics for 
the 10/10 and 15/15 trimming cases were 5.34% 
and 4.76%, respectively for the test of symmetry 
based on average estimates across groups and 
5.27% and 5.07%, respectively for the test of 
symmetry based on individual group estimates. 
 The MCPs based on the WJ statistic 
generally had more conservative error rates than 
the same MCPs based on the modified WJ 
statistic (i.e., JWJ and HWJ) when preceded by a 
test of symmetry except under the 10/20, 15/30, 
20/40, and 20/20 trimming cases for the test of 
symmetry based on average estimates across 
groups where the opposite pattern was observed 
(i.e., WJ based MCPs had higher mean error 
rates). Additionally, Type I error rates for the 
MCPs tended to decrease with an increase in the 
percentage of trimming (i.e., from 10/20 to 
15/30 to 20/40 and from 10/10 to 15/15 to 
20/20), except for the MCPs preceded by a test 
of symmetry based on individual group 
estimates where the pattern was reversed, that is, 
error rates tended to increase as the proportion 
of trimming increased. 
 The mean error rates for the SRB and 
HOCH procedures indicate that an optimal 
strategy is to use a test of symmetry based either 
on indices of tail weight and symmetry averaged 
across the pairwise comparisons or averaged 
across all groups with 15/15 
symmetric/asymmetric trimming (i.e., mean 
error rates closer to the nominal 5% level). A 
result consistent with the (g = .5, h = 0) 
distribution. 
g = .25 and h = .25 Distribution 
 When nonnormal data were obtained 
from the (g = .25, h = .25) distribution, the use 
of the symmetry test based on the individual 
group indices resulted in all MCPs having liberal 
Type I error rates, for the 10/20, 15/30, 20/40, 
and 20/20 trimming cases (see Table 3). 
However, improved Type I error control was 
obtained when the test of symmetry was based 
on indices averaged across all groups or 
averaged across the two groups defining the 
pairwise comparison. Interestingly, all MCPs 
had rates below Bradley’s (1978) upper limit for 
the 10/10 trimming case when preceded by the 
preliminary test of symmetry, regardless of the 
method of computing the test. In addition, all 
MCPs had rates of Type I error below Bradley’s 
upper limit when always adopting 10%, 15%, or 
20% symmetric trimming.  
 The use of the averaged over all groups 
tail weight and symmetry indices resulted in 
Type I error rates closer to the nominal level 
compared to always adopting symmetric 
trimming. For example, the 10/10 and 15/15 
trimming cases had mean rates of Type I error 
across non-liberal MCPS equal to 4.69% and 
4.91%, respectively, whereas the 10%, 15%, and 
20% symmetric trimming cases had mean error 
rates, across MCPs equal to 4.27%, 4.13%, and 
4.19%, respectively. 
 The MCPs based on the JWJ or HWJ 
heteroscedastic statistics had rates of Type I 
error closer to the nominal level compared to 
MCPs based on the WJ statistic. For example, 
(a) with the symmetry test based on average 
estimates across groups, the mean rates of Type 
I error across all five MCPs when based on the 
WJ, JWJ, and HWJ test statistics for the 10/10 
trimming condition equaled 4.06%, 4.97%, and 
5.02%, respectively, (b) with the symmetry test 
based on individual group estimates, the mean 
error rates for the 10/10 trimming condition 
equaled 3.77%, 4.34%, and 4.39%, respectively, 
and (c) with symmetric trimming, the mean rates 
for 20% trimming equaled 4.11%, 4.22%, and 
4.23%, respectively. 
 Mean rates of Type I error for the SRB 
and HOCH procedures, when preceded by a test 
of symmetry based on tail weight and symmetry 
estimates from the two groups forming the 
pairwise comparison, were higher than when the 
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symmetry test was based on the average estimate 
of the indices across all groups for a given 
trimming condition, with the highest rates 
occurring when individual group indices of tail 
weight and symmetry were used. The optimal 
level of trimming occurs under the 10/10 
symmetric/asymmetric trimming case when the 
MPCs were based on the JWJ or HWJ statistics 
(i.e., mean error rates closest to the nominal 5% 
level). 
 
J = 6 
 Tables 4 through 6 contain the summary 
percentages of Type I error for the MPCs for the 
(g = .5, h = 0), (g = 1, h = 0), and (g = .25, h = 
.25) distributions, respectively. The SRB and 
HOCH procedures had identical error rates 
across the eleven pairings of groups sizes and 
variances, thus they have been combined into 
one row in the tables (denoted as SRB/HOCH). 
 
g = .5 and h = 0 Distribution 
 All MCPs had Type I error rates below 
Bradley’s (1978) upper limit (i.e., 7.50%) when 
based on the test of symmetry with indices of 
tail weight and symmetry averaged over groups 
except Hayter’s (1986) two-stage and Shaffer’s 
(1986) sequentially rejective Bonferroni 
procedure that begins with an omnibus test (i.e., 
WJ/HAY, JWJ/HAY, HWJ/HAY, WJ/SRB, 
JWJ/SRB, HWJ/SRB) under the 20/40 
symmetric/asymmetric trimming case (see Table 
4). Unlike when J = 3, some MCPs had error 
rates below Bradley’s lower limit (i.e., 2.50%). 
Specifically, the effected MCPs were the range 
procedures [(PER (WJ), q (WJ), WJ/q, PER 
(JWJ), q (JWJ), JWJ/q, PER (HWJ), q (HWJ), 
and HWJ/q)] when they were based on the test 
of symmetry using an average estimate of tail 
weight and symmetry across all of the groups 
and symmetric trimming (a result consistent 
with that obtained for the chi-square 
distribution). 
 The mean error rate across MCPs for the 
10/20, 15/30, 10/10, 15/15, and 20/20 trimming 
cases when preceded by the test of symmetry 
based on average estimates of tail weight and 
symmetry across all groups was equal to 3.57%, 
 
 
 
 3.94%, 3.39%, 3.31%, and 3.39%, respectively 
and for the 10/10 trimming case, when preceded 
by the test of symmetry based on individual 
group estimates of tail weight and symmetry, the 
mean error rate was equal to 4.17%. Thus, an 
optimal strategy and level of trimming is to use 
10/10 symmetric/asymmetric trimming with the 
test of symmetry based on individual group 
estimates (a result consistent with that obtained 
for the chi-square distribution).  
 The pattern of error rates differed with 
the type of heteroscedastic statistic. Error rates 
tended to increase as the proportion of trimming 
increased for the 10/20, 15/30 and 20/40 
trimming cases and for the 10/10, 15/15, and 
20/20 trimming cases. However, MCPs based on 
the JWJ and HWJ statistics, had rates that tended 
to decrease as the proportion of trimming 
increased for the 10/10, 15/15, and 20/20 
conditions with the test of symmetry based on 
average group estimates (a result consistent with 
that obtained for the chi-square distribution). 
 The MCPs based on the WJ statistic 
generally had more conservative rates of error 
than the same MCPs based on the modified WJ 
statistics (i.e., JWJ and HWJ), when preceded by 
a test of symmetry based on individual group 
estimates or pairwise estimates of tail weight 
and symmetry, a pattern opposite to that 
observed for the symmetry test based on average 
estimates across groups (except under the 10/10 
trimming case) or when always adopting 
symmetric trimming. 
 For example, under the 10/10 trimming 
case with the test of symmetry based on indices 
(tail weight and symmetry) for individual 
groups, the mean error rates for the MCPs based 
on the WJ, JWJ, and HWJ statistics were equal 
to 4.07%, 4.20%, and 4.25%, respectively and 
when based on average indices across groups, 
the mean error rates were equal to 3.29%, 
3.43%, and 3.46%, respectively. On the other 
hand, when adopting 20% symmetric trimming 
the mean error rates across MCPs based on the 
WJ, JWJ, and HWJ statistics were equal to 
3.63%, 3.45%, and 3.47%, respectively. This 
pattern is consistent with the results obtained for 
the chi-square distribution.  
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Table 4. Summary Percentages of Type I Error for Multiple Comparison Procedures (J = 6; g =.5, h = 0 Distribution) 
 Average Estimate Individual Estimate 
 10/20 15/30 20/40 10/10 15/15 20/20 10/20 15/30 20/40 10/10 15/15 20/20 
PER (WJ) 3.05- 3.59- 4.43- 2.67- 2.77- 2.97- 9.35+ 17.72+ 27.66+ 3.29- 4.83± 7.00+ 
q (WJ) 2.97- 3.47- 4.23- 2.58- 2.69- 2.84- 9.06+ 17.20+ 26.59+ 3.18- 4.70± 6.64+ 
WJ / q (WJ) 2.61- 3.13- 4.04- 2.26- 2.41- 2.50- 8.90+ 17.70+ 27.83+ 2.89- 4.34± 6.41+ 
WJ / SRB (WJ) 4.33 4.84 6.00+ 3.97 4.06 4.25 14.31+ 28.11+ 44.63+ 4.95 7.20+ 11.11+ 
WJ / HAY (WJ) 5.13 5.69 7.18+ 4.67 4.73 5.01 16.69+ 32.57+ 50.30+ 5.79 8.41+ 13.06+ 
SRB/HOCH (WJ) 3.84 4.19 5.07 3.57 3.53 3.79 12.09+ 23.83+ 38.70+ 4.33 6.19 9.42+ 
PER (JWJ) 2.86- 3.21- 3.98- 2.82- 2.71- 2.67- 10.74+ 20.23+ 30.90+ 3.50- 4.98± 7.36+ 
q (JWJ) 2.75- 3.08- 3.78- 2.75- 2.63- 2.56- 10.45+ 19.63+ 29.87+ 3.39- 4.83± 7.02+ 
JWJ / q (JWJ) 2.52- 2.80- 3.45- 2.39- 2.29- 2.29- 10.32+ 20.13+ 31.07+ 2.99- 4.45+ 6.73+ 
JWJ / SRB (JWJ) 4.22 4.45 5.49+ 4.11 3.95 3.99 16.08+ 31.60+ 49.35+ 4.99 7.29+ 11.52+ 
JWJ / HAY (JWJ) 5.01 5.30 6.51+ 4.76 4.57 4.71 18.72+ 36.12+ 54.93+ 5.83 8.56+ 13.53+ 
SRB/HOCH (JWJ) 3.70 3.91 4.88 3.74 3.46 3.54 13.87+ 27.27+ 43.70+ 4.48 6.37 9.83+ 
PER (HWJ) 2.91- 3.27- 4.09- 2.85- 2.73- 2.70- 10.80+ 20.32+ 31.03+ 3.55- 5.03+ 7.40+ 
q (HWJ) 2.78- 3.14- 3.91- 2.77- 2.66- 2.58- 10.51+ 19.70+ 30.01+ 3.43- 4.85± 7.04+ 
HWJ / q (HWJ) 2.56- 2.85- 3.58- 2.41- 2.33- 2.31- 10.38+ 20.21+ 31.22+ 3.03- 4.48+ 6.78+ 
HWJ / SRB (HWJ) 4.28 4.55 5.68+ 4.15 3.99 4.03 16.18+ 31.76+ 49.57+ 5.04 7.35+ 11.58+ 
HWJ / HAY (HWJ) 5.06 5.40 6.71+ 4.80 4.61 4.76 18.82+ 36.24+ 55.13+ 5.89 8.61+ 13.59+ 
SRB/HOCH (HWJ) 3.75 4.00 5.03 3.79 3.49 3.58 13.97+ 27.42+ 43.96+ 4.54 6.42 9.89+ 
Pairwise Estimate             
SRB/HOCH (WJ) 4.58 6.21+ 8.98+ 3.46 3.72 4.35       
SRB/HOCH (JWJ) 4.97 6.33+ 9.16+ 3.77 3.75 4.23       
SRB/HOCH (HWJ) 5.01 6.42+ 9.29+ 3.81 3.78 4.25       
No Preliminary Test (symmetric 
trimming) 
         
 10 15 20          
PER (WJ) 2.69- 2.81- 2.89-          
q (WJ) 2.60- 2.71- 2.69-          
WJ / q (WJ) 2.36- 2.38- 2.43-          
WJ / SRB (WJ) 4.14 4.23 4.53          
WJ / HAY (WJ) 4.81 4.86 5.21          
SRB/HOCH (WJ) 3.66 3.77 4.01          
PER (JWJ) 2.85- 2.77- 2.81-          
q (JWJ) 2.76- 2.67- 2.58-          
JWJ / q (JWJ) 2.35- 2.28- 2.27-          
JWJ / SRB (JWJ) 4.11 4.06 4.25          
JWJ / HAY (JWJ) 4.72 4.67 4.97          
SRB/HOCH (JWJ) 3.78 3.62 3.81          
PER (HWJ) 2.90- 2.79- 2.82-          
q (HWJ) 2.80- 2.70- 2.60-          
HWJ / q (HWJ) 2.38- 2.30- 2.28-          
HWJ / SRB (HWJ) 4.19 4.08 4.27          
HWJ / HAY (HWJ) 4.77 4.70 5.00          
SRB/HOCH (HWJ) 3.81 3.67 3.85          
 
 
Notes: 10/20 = 10% symmetric/20% asymmetric trimming; 15/30 = 15% symmetric/30% asymmetric trimming; 20/40 = 20% 
symmetric/40% asymmetric trimming; 10/10 = 10% symmetric/10% asymmetric trimming; 15/15 = 15% symmetric/15% 
asymmetric trimming; 20/20 = 20% symmetric/20% asymmetric trimming;  PER is the Peritz procedure; HAY is the Hayter 
procedure; SRB/HOCH indicates that SRB and Hochberg procedures had equivalent rates; 10 = 10% symmetric trimming; 15 = 
15% symmetric trimming; 20 = 20% symmetric trimming; bold entries indicate values that exceeded Bradley’s (1978) lower and 
upper limits;  + indicates a liberal value, - indicates a conservative value, and ± indicates both conservative and liberal values in 
the minimum to maximum range of error rates. 
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Table 5. Summary Percentages of Type I Error for Multiple Comparison Procedures (J = 6; g =1, h=0 Distribution) 
 Average Estimate Individual Estimate 
 10/20 15/30 20/40 10/10 15/15 20/20 10/20 15/30 20/40 10/10 15/15 20/20 
PER (WJ) 2.43- 2.43- 2.53- 2.39- 2.27- 2.43- 5.05 8.49+ 12.78+ 2.35- 2.74- 3.45- 
q (WJ) 2.33- 2.32- 2.38- 2.32- 2.23- 2.32- 4.88 8.16+ 12.13+ 2.29- 2.67- 3.30- 
WJ / q (WJ) 2.17- 2.06- 2.17- 2.18- 2.11- 2.17- 4.58 7.91+ 12.02+ 2.14- 2.55- 3.15- 
WJ / SRB (WJ) 4.46- 3.99 4.28 4.77± 4.36- 4.45- 7.85+ 12.51+ 18.40+ 4.52± 4.72 5.88+ 
WJ / HAY (WJ) 5.11+ 4.71 5.07 5.44± 5.01 5.08± 9.16+ 14.66+ 21.50+ 5.21+ 5.59 6.92+ 
SRB/HOCH (WJ) 3.90- 3.53- 3.68- 4.14± 3.84- 3.88- 6.76+ 10.57+ 15.68+ 3.87- 4.07- 4.96 
PER (JWJ) 2.36- 1.89- 1.88- 2.93- 2.50- 2.34- 5.84+ 9.52+ 13.99+ 2.81- 3.00- 3.50- 
q (JWJ) 2.25- 1.82- 1.76- 2.85- 2.44- 2.23- 5.62+ 9.19+ 13.32+ 2.73- 2.93- 3.30- 
JWJ / q (JWJ) 2.10- 1.66- 1.56- 2.51- 2.26- 2.08- 5.31+ 8.99+ 13.18+ 2.40- 2.67- 3.19- 
JWJ / SRB (JWJ) 4.28- 3.56- 3.65- 5.08+ 4.37- 4.24- 8.80+ 13.92+ 19.98+ 4.76 4.77 5.78+ 
JWJ / HAY (JWJ) 4.93- 4.13- 4.24- 5.86+ 5.07 4.91- 10.20+ 16.19+ 22.90+ 5.54 5.64 6.90+ 
SRB/HOCH (JWJ) 3.79- 3.10- 3.22- 4.72± 3.84- 3.77- 7.82+ 12.02+ 17.40+ 4.32- 4.11- 4.98 
PER (HWJ) 2.37- 1.93- 1.94- 3.00- 2.52- 2.35- 5.89+ 9.58+ 14.10+ 2.87- 3.03- 3.52- 
q (HWJ) 2.27- 1.85- 1.82- 2.92- 2.47- 2.25- 5.68+ 9.27+ 13.43+ 2.80- 2.96- 3.32- 
HWJ / q (HWJ) 2.11- 1.68- 1.63- 2.58- 2.29- 2.09- 5.36+ 9.04+ 13.28+ 2.47- 2.70- 3.22- 
HWJ / SRB (HWJ) 4.30- 3.59- 3.74- 5.21+ 4.41- 4.26- 8.87+ 14.03+ 20.11+ 4.88 4.82 5.81+ 
HWJ / HAY (HWJ) 4.96- 4.17- 4.36- 6.01+ 5.12 4.93- 10.27+ 16.29+ 23.07+ 5.68+ 5.70 6.94+ 
SRB/HOCH (HWJ) 3.80- 3.13- 3.31- 4.83± 3.88- 3.77- 7.87+ 12.09+ 17.51+ 4.41- 4.16- 5.00 
Pairwise Estimate             
SRB/HOCH (WJ) 3.99- 3.88- 4.30- 3.95± 3.65- 3.83-       
SRB/HOCH (JWJ) 4.10- 3.60- 3.99- 4.55± 3.73- 3.78-       
SRB/HOCH (HWJ) 4.12- 3.64- 4.07- 4.66± 3.77- 3.79-       
No Preliminary Test (symmetric trimming)          
 10 15 20          
PER (WJ) 2.52- 2.44- 2.49-          
q (WJ) 2.43- 2.37- 2.34-          
WJ / q (WJ) 2.28- 2.18- 2.17-          
WJ / SRB (WJ) 4.84± 4.53- 4.68-          
WJ / HAY (WJ) 5.51± 5.14± 5.42+          
SRB/HOCH (WJ) 4.23± 3.95- 4.12-          
PER (JWJ) 3.00- 2.61- 2.54-          
q (JWJ) 2.90- 2.52- 2.37-          
JWJ / q (JWJ) 2.52- 2.25- 2.10-          
JWJ / SRB (JWJ) 5.01+ 4.37- 4.48-          
JWJ / HAY (JWJ) 5.78+ 5.08 5.22+          
SRB/HOCH (JWJ) 4.65± 3.99- 4.03-          
PER (HWJ) 3.07- 2.65- 2.56-          
q (HWJ) 2.96- 2.56- 2.37-          
HWJ / q (HWJ) 2.60- 2.28- 2.12-          
HWJ / SRB (HWJ) 5.13+ 4.45- 4.53          
HWJ / HAY (HWJ) 5.92+ 5.15 5.25+          
SRB/HOCH (HWJ) 4.78± 4.05- 4.07-          
 
 
Note. See note from Table 4 
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Table 6. Summary Percentages of Type I Error for Multiple Comparison Procedures (J = 6; g =.25, h=.25 Distribution) 
 Average Estimate Individual Estimate 
 10/20 15/30 20/40 10/10 15/15 20/20 10/20 15/30 20/40 10/10 15/15 20/20 
PER (WJ) 2.57- 3.25- 3.99- 2.17- 2.43- 2.62- 4.84 10.70+ 17.47+ 2.16- 3.12- 4.55 
q (WJ) 2.48- 3.13- 3.79- 2.08- 2.33- 2.47- 4.66 10.33+ 16.82+ 2.07- 3.00- 4.30 
WJ / q (WJ) 2.16- 2.85- 3.60- 1.74- 1.96- 2.17- 4.25 9.86+ 16.52+ 1.69- 2.52- 3.87 
WJ / SRB (WJ) 3.57 4.46 5.55+ 3.04 3.37 3.81 7.14+ 16.38+ 27.48+ 3.00- 4.42 6.81+ 
WJ / HAY (WJ) 4.21 5.29 6.67+ 3.58 3.97 4.54 8.25+ 18.37+ 30.36+ 3.45 5.13 7.91+ 
SRB/HOCH (WJ) 3.04 3.83 4.71 2.66- 2.95- 3.31- 6.40+ 14.60+ 24.66+ 2.67- 3.93 6.11 
PER (JWJ) 3.74- 4.79± 6.06+ 3.00- 3.16- 3.29- 7.08+ 16.04+ 25.79+ 2.63- 3.96- 6.44+ 
q (JWJ) 3.63- 4.65± 5.81+ 2.90- 3.05- 3.11- 6.88+ 15.71+ 25.15+ 2.54- 3.83- 6.12+ 
JWJ / q (JWJ) 3.16- 4.24- 5.56+ 2.44- 2.57- 2.72- 6.30+ 14.98+ 24.86+ 2.11- 3.28- 5.52+ 
JWJ / SRB (JWJ) 5.10 6.36+ 7.95+ 4.25 4.32 4.58 10.40+ 24.27+ 39.41+ 3.69 5.66 9.44+ 
JWJ / HAY (JWJ) 5.85 7.26+ 9.05+ 4.89 4.96 5.35 11.63+ 26.25+ 41.98+ 4.20 6.40+ 10.61+ 
SRB/HOCH (JWJ) 4.56 5.65+ 7.14+ 3.85 3.81 4.12 9.58+ 22.47+ 36.87+ 3.36 5.19 8.81+ 
PER (HWJ) 3.80- 4.92+ 6.24+ 3.04- 3.21- 3.33- 7.25+ 16.46+ 26.33+ 2.68- 4.02- 6.58+ 
q (HWJ) 3.69- 4.76± 5.99+ 2.93- 3.10- 3.17- 7.04+ 16.08+ 25.70+ 2.59- 3.90- 6.25+ 
HWJ / q (HWJ) 3.24- 4.33- 5.74+ 2.49- 2.63- 2.79- 6.42+ 15.35+ 25.38+ 2.13- 3.34- 5.64+ 
HWJ / SRB (HWJ) 5.23 6.51+ 8.17+ 4.34 4.39 4.66 10.65+ 24.80+ 40.10+ 3.73 5.74 9.62+ 
HWJ / HAY (HWJ) 5.70+ 7.39+ 9.26+ 4.98 5.03 5.46 11.86+ 26.74+ 42.66+ 4.24 6.50+ 10.81+ 
SRB/HOCH (HWJ) 4.66 5.80+ 7.35+ 3.92 3.89 4.19 9.82+ 23.13+ 37.70+ 3.42 5.31 9.06+ 
Pairwise Estimate             
SRB/HOCH (WJ) 3.86 5.50+ 7.42+ 2.84 3.30 3.84       
SRB/HOCH (JWJ) 6.14+ 9.45+ 13.92+ 4.14 4.56 5.36       
SRB/HOCH (HWJ) 6.31+ 9.82+ 14.51+ 4.22 4.69 5.51+       
No Preliminary Test (symmetric trimming)          
 10 15 20          
PER (WJ) 2.06- 2.18- 2.24-          
q (WJ) 1.97- 2.10- 2.10-          
WJ / q (WJ) 1.65- 1.74- 1.81-          
WJ / SRB (WJ) 2.90 3.06 3.35          
WJ / HAY (WJ) 3.41 3.62 3.99          
SRB/HOCH (WJ) 2.53- 2.70- 2.95-          
PER (JWJ) 2.67- 2.53- 2.39-          
q (JWJ) 2.58- 2.44- 2.21-          
JWJ / q (JWJ) 2.19- 2.03- 1.91-          
JWJ / SRB (JWJ) 3.87 3.60 3.52          
JWJ / HAY (JWJ) 4.44 4.17 4.15          
SRB/HOCH (JWJ) 3.46 3.17 3.15          
PER (HWJ) 2.70- 2.56- 2.40-          
q (HWJ) 2.61- 2.46- 2.23-          
HWJ / q (HWJ) 2.22- 2.05- 1.92-          
HWJ / SRB (HWJ) 3.92 3.63 3.54          
HWJ / HAY (HWJ) 4.50 4.21 4.18          
SRB/HOCH (HWJ) 3.50 3.21 3.17          
 
 
Note. See note from Table 4 
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 The SRB and HOCH methods had mean 
error rates closest to the nominal level when 
preceded by the test of symmetry based on 
average group estimates for the 20/40 trimming 
case or pairwise estimates for the 10/20 
trimming case. Specifically, the mean error rates 
for the procedures based on the WJ, JWJ, and 
HWJ statistics were 5.07%, 4.88%, and 5.03%, 
respectively when using the average group 
estimates of tail weight and symmetry and 
4.58%, 4.97%, and 5.01%, respectively for the 
pairwise estimate indices. It is worth noting that 
under the 20/40 trimming case, the SRB/HOCH 
procedures were the only MCP to have robust 
error rates when preceded by a test of symmetry.  
 
g = 1 and h = 0 Distribution 
 All MCPs had rates of Type I error 
below Bradley’s (1978) upper limit when 
preceded by a test of symmetry based on indices 
averaged across all groups for the 15/30, 20/40, 
and 15/15 trimming conditions and when the test 
of symmetry was based on individual group 
indices for the 15/15 trimming condition (see 
Table 5). Few trimming conditions resulted in 
MCPs with error rates within Bradley’s limits. 
The condition with the most robust MCPs 
occurred with a test of symmetry based on tail 
weight and symmetry estimates from the 
individual groups with 15/15 
symmetric/asymmetric trimming. For this 
particular trimming condition, the mean error 
rates were closer to the nominal 5% level for 
MCPs preceded with the symmetry test based on 
the individual group estimates (average rate 
equal to 3.82%) compared to MCPs preceded 
with the test of symmetry based on average 
estimates across all groups (average rate equal to 
3.39%). Furthermore, MCPs based on the JWJ 
and HWJ statistics generally had error rates 
closer to the nominal level compared to MCPs 
based on the WJ statistic. For example, under 
the 15/15 trimming case with the test of 
symmetry based on tail weight and symmetry 
estimates from individual groups, the mean error 
rates across the MCPs based on WJ, JWJ, and 
HWJ statistics were equal to 3.72%, 3.85%, and 
3.90%, respectively. 
 Noteworthy is that the form of the 
heteroscedastic statistic had an influence on 
Type I error rates regardless of whether a test of 
symmetry was used. For example, under the 
15% symmetric trimming condition, the liberal 
error rate for the Hayter (1986) procedure based 
on the WJ statistic became nonliberal when 
based on the JWJ or HWJ statistic. This follows 
the general pattern that error rates tended to be 
smaller (more conservative) for MCPs based on 
the JWJ or HWJ statistics compared to when the 
MCPs were based on the WJ statistic. However, 
under the 10/10 and 15/15 symmetric/ 
asymmetric trimming cases when preceded by 
the test of symmetry, the opposite pattern was 
obersed, that is, the MCPs based on the WJ 
statistic were more conservative than the same 
MCPs based on the modified WJ statistics (i.e., 
JWJ and HWJ), a result consistent with the (g = 
.5, h = 0) distribution under the 10/10 trimming 
case. In addition, Type I error rates for the 
MCPs tended to decrease with an increase in the 
proportion of trimming cases (i.e., from 10/20 to 
15/30 to 20/40 and from 10/10 to 15/15 to 
20/20), except for the MCPs preceded by a test 
of symmetry based on individual group 
estimates where the pattern was reversed, that is, 
error rates tended to increase as the proportion 
of trimming increased (i.e., a pattern consistent 
with the results for J = 3). 
 Type I error rates for the SRB and 
HOCH procedures indicated that a test of 
symmetry based on the individual group indices 
provided mean error rates closer to the nominal 
5% level compared to always adopting 
symmetric trimming or trimming 
symmetrically/asymmetrically based on the 
pairwise or across all groups average indices. 
For example, the mean error rates for 
SRB/HOCH, based on the WJ, JWJ, and HWJ 
statistics, were 4.96%, 4.98%, and 5.00%, 
respectively, under the 20/20 trimming case 
when using  individual group indices of tail 
weight and symmetry, and were 4.12%, 4.03%, 
and 4.07%, respectively, for the 20% symmetric 
trimming case. 
 
g = .25 and h = .25 Distribution 
 All MCPs had rates of Type I error 
below Bradley’s (1978) upper limit for the 
10/10, 15/15, and 20/20 trimming cases when 
preceded by the test of symmetry with average 
estimates across groups and the 10/10 trimming 
case when preceded by the test of symmetry 
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with individual group estimates (see Table 6). 
Under the 10%, 15%, and 20% symmetric 
trimming cases, all MCPs had non-liberal error 
rates. The MCPs based on the range statistic 
tended to have conservative error rates, whereas 
under these trimming cases, the MCPs with rates 
within Bradley’s limits were the WJ/SRB, 
WJ/HAY, JWJ/SRB, JWJ/HAY, SRB/HOCH 
(JWJ), HWJ/SRB, HWJ/HAY, and SRB/HOCH 
(HWJ). 
 The mean error rates, however, were 
more conservative under the symmetric 
trimming cases compared to the rates obtained 
for the MCPs when a symmetric/asymmetric 
strategy based on indices of tail weight and 
symmetry was adopted. Specifically, the mean 
error rates across non-liberal MCPs for the 
10/10, 15/15, and 20/20 trimming cases when 
preceded by the test of symmetry with average 
group estimates were equal to 3.24%, 3.40%, 
and 3.65%, respectively and the mean rate for 
the 10/10 and 15/15 trimming case when 
preceded by the test of symmetry with individual 
group estimates were equal to 2.91% and 4.15%, 
respectively. Whereas, under the 10%, 15%, and 
20% symmetric trimming cases, the mean error 
rates across MCPs were equal to 2.95%, 2.86%, 
and 2.85%, respectively. 
 MCPs based on the WJ statistic tended 
to have more conservative rates than when based 
on the JWJ or HWJ statistic. For example, under 
the 20/20 trimming case with the test of 
symmetry based on average group estimates, the 
mean error rates for the MCPs based on the WJ, 
JWJ, and HWJ statistics were 3.15%, 3.86%, 
and 3.93%, respectively and under the 15/15 
trimming case with the test of symmetry based 
on individual group estimates, the mean error 
rates for non-liberal MCPs based on the WJ, 
JWJ, and HWJ statistics were 3.69%, 4.38%, 
and 4.46%, respectively. The general pattern 
was for error rates to increase as the proportion 
of trimming increases when the MCPs were 
preceded by a test of symmetry. However, this 
pattern only occurred for the MCPs based on a 
WJ statistic when always adopting symmetric 
trimming.  
 The SRB and HOCH procedures had 
higher mean error rates when based on 
symmetric/asymmetric trimming obtained from 
pairwise estimates than when based on indices 
obtained from all the groups. For example, 
liberal rates under the 10/20 trimming case 
based on pairwise estimates became robust when 
symmetric/asymmetric trimming was based on 
indices of tail weight and symmetry averaged 
over all groups. The data suggests that an 
optimal strategy was 10/20 
symmetric/asymmetric trimming based on Q1 
and Q2 obtained from all groups in the design. 
Specifically, the mean error rates for the 
SRB/HOCH procedures, based on the JWJ and 
HWJ statistics, were 4.56% and 4.66%, 
respectively. 
 
Conclusion 
 
In the present study, the strategy of computing a 
test of symmetry in order to determine whether 
to trim nonnormal data symmetrically (from 
both tails of the empirical distributions) or 
asymmetrically (from one tail of the empirical 
distributions) was compared to always utilizing 
an a priori symmetric trimming strategy, an 
approach previously investigated by Keselman, 
Lix et al. (1998) and typically recommended in 
the empirical literature (e.g., see Wilcox, 2003). 
We investigated the utility of testing for 
symmetry within the context of pairwise 
multiple comparison testing in a one-way 
independent groups design. 
 Three variations of a test of symmetry 
were investigated, each utilizing indices of tail 
weight and symmetry. The first variation obtains 
the indices of tail weight and symmetry by 
computing them within each group of a one-way 
completely randomized layout and then averages 
these values across the groups to obtain a 
summary measure of tail weight and symmetry. 
A second variation also takes an average of 
group indices, but only from the two groups 
comprising a particular pairwise comparison. 
The third variation, does no averaging across 
groups but measures tail weight and symmetry 
within each group of the pairwise comparison, 
using this information to determine whether data 
should be trimmed symmetrically or 
asymmetrically within each particular group. 
 The rationale behind all three 
approaches is to obtain an estimate of the typical 
score, that is, an estimate that represents the bulk 
of the observations, and accordingly outlying 
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values are not wanted, found in the tail(s) of the 
nonnormal distributions, to adversely affect the 
score to be selected as typical – selecting a score 
that is not central to the distribution (e.g., the 
usual mean can be very far away from the 
central portion of a distribution of scores for 
skewed data). Though the rationale is the same 
for these three approaches, they respond to the 
need to obtain a good representation of the 
typical score in different ways. 
 The first method uses all of the data, 
across groups, to measure symmetry in the data 
and applies the results across all groups, that is, 
trims in a consistent fashion across all groups. 
The second and third approaches measure 
symmetry, or the lack there of, by only looking 
at the data involved in the pairwise comparison. 
The logic here is to ignore the type of 
nonsymmetry that may exist in groups that are 
not involved in a particular comparison. This 
rationale is similar to the approach of using a 
nonpooled error term, rather than a pooled error 
term, in order to avoid the biasing effects of 
variance heterogeneity in tests of mean equality. 
The third approach takes this rationale to its 
logical completion by finding the typical score 
in each group of the pairwise comparison by 
assessing symmetry/asymmetry within each 
individual group, rather than averaging over the 
two groups and applying the same form of 
trimming to both groups. That is, with this 
approach we are comparing the typical score 
from one group with the typical score from a 
second group, even though these typical scores 
were developed through different methods of 
trimming. 
 In addition to the use of a test of 
symmetry, the type of heteroscedastic statistic 
used in the computation of the MCPs was also 
investigated. The WJ statistic was investigated 
by Keselman, Lix et al. (1998) and the Johnson 
(1978) and Hall (1992) transformed WJ statistics 
investigated by Keselman et al. (2002). The 
MCPs with transformed WJ statistics [i.e., Hall 
(1992) or Johnson (1978)] based on a test of 
symmetry provided better Type I error control 
when distributions were nonnormal in form and 
had heterogeneous variances compared to the 
use of the WJ statistic with 20% symmetric 
trimming, the approach investigated by 
Keselman, Lix et al. (1998) and generally 
recommended in the literature. 
 Specifically, MCPs showed improved 
Type I error control, that is, nonrobust MCPs 
became robust and mean Type I error rates were 
closer to the nominal 5% level when data were 
first checked for symmetry and the MCPs were 
computed based on modified WJ statistics (i.e., 
JWJ or HWJ). A test of symmetry based on each 
individual group’s indices of tail weight and 
symmetry generally provided mean Type I error 
rates closer to the nominal level for the MCPs 
than when the symmetry test was based on 
indices averaged over all groups in the design or 
just the groups in a particular pairwise 
comparison, particularly for the more extreme 
non-normal distributions. Across all nonnormal 
distributions investigated, optimal percentages 
of trimming in terms of controlling Type I error 
rates within Bradley’s (1978) limits were the 
10/10 and 15/15 symmetric/asymmetric 
trimming conditions. Interestingly, these 
proportions are less than the recommended 20% 
symmetric trimming. 
 The magnitude of Type I error rates 
changed as the pattern and percentage of 
trimming changed. Across the nonnormal 
distributions investigated, Type I error rates 
generally increased for the MCPs as the 
proportion of trimming increased over the 10/20, 
15/30, and 20/40 trimming cases and for the 
10/10, 15/15, and 20/20 trimming cases when 
preceded by a test of symmetry. However, under 
the following conditions the opposite pattern 
occurred when the MCPs were preceded by a 
symmetry test where the indices of tail weight 
and symmetry were obtained by averaging 
across the indices within each group of the 
design (a) for the chi-square distribution, Type I 
error rates decreased as the proportion of 
trimming increased (10/10, 15/15, and 20/20) for 
MCPs based on the JWJ and HWJ statistics, (b) 
for the (g = .5, h = 0) distribution, Type I error 
rates decreased as the proportion of trimming 
increased (10/10, 15/15, and 20/20) for MCPs 
based on the JWJ and HWJ statistics only for J = 
6, and (c) for the (g = 1, h = 0) distribution, 
Type I error rates generally decreased as the 
proportion of trimming increased (from 10/20 to 
15/30 to 20/40 and from 10/10 to 15/15 to 
20/20). 
KOWALCHUK, KESELMAN, WILCOX, & ALGINA 
 
63 
 The Type I error rates for the MCPs 
based on the JWJ or HWJ statistics were 
generally more conservative than the same 
MCPs based on the WJ statistic for the chi-
square distribution. However, as the degree of 
nonnormality increased, this pattern reversed 
itself, firstly for the J = 3 condition and smaller 
percent trimming condition (10/10) for J = 6 for 
the (g = .5, h = 0) distribution, the smaller 
percent trimming conditions (10/10 and 15/15) 
for the (g = 1, h = 0) distribution, and across all 
trimming cases for the most extreme non-normal 
distribution (g = .25, h = .25) investigated. As 
the population distribution became more non-
normal (e.g., skewed), the advantage of the 
transformed WJ statistics in terms of providing 
more robust MCPs was evident. This is not 
surprising given that the JWJ and HWJ statistics 
were developed to deal with the skewness bias. 
The Type I error rates for MCPs based on the 
JWJ statistic were slightly smaller (i.e., more 
conservative) than the rates for the same MCPs 
based on the HWJ statistic across the non-
normal distributions investigated. 
 Taking into consideration the trimming 
cases that resulted in non-liberal error rates 
across most MCPs preceded by a test of 
symmetry with the pattern of error rates across 
trimming percentages and the generally superior 
performance of the MCPs with either the JWJ or 
HWJ statistics, the following general 
recommendations are provided for a strategy to 
achieve good Type I error control in a one-way 
independent groups design: (a) for distributions 
with skewness less than 2, adopt the 10% 
symmetric or 10% asymmetric trimming 
condition based on a test of symmetry where the 
indices of tail weight and symmetry are obtained 
by averaging over all groups when J = 3, 
whereas for J = 6, use a test of symmetry based 
on individual group indices of tail weight and 
symmetry and (b) for distributions with 
skewness greater than 2, adopt the 15% 
symmetric or 15% asymmetric trimming 
condition based on a test of symmetry using 
individual group indices of tail weight and 
symmetry.  
 As an overall recommendation, 
researchers may adopt any one of the MCPs 
with either the JWJ or HWJ statistic with 
trimmed means and Winsorized variances 
preceded by a test of symmetry in order to deal 
with nonnormal data and heterogeneous 
variances, conditions likely to be encountered in 
applied research. The importance of this finding 
is that educational researchers will be assured 
that the method will provide good Type I error 
control with generally more modest amounts of 
trimming compared to the generally 
recommended strategy of uniformly adopting 
20% symmetric trimming. 
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