Abstract. The aim of this paper is deriving the exact analytical expressions of entropy for the Pareto-types and related distributions. Entropy for i th order statistics of these distributions corresponding to the random sample size n is introduced. We have shown that all the expressions related to finding corresponding entropy for these families and their order statistics distributions are obtained through some particular techniques via integration. Indeed, these techniques for that improper integrals has its own importance also.
1. Introduction. The idea of the entropy of random variables is developed by Claude Shannon (1948) , for the first time in information theory. The applications of entropy originated in the nineteenth century in the field of Statistical Mechanics and Thermodynamics. During the last sixty years or so, a number of research papers and monographs discussing and extending Shannon's original work have appeared.
In this paper, the exact form of the entropy for the Pareto-types and related distributions is determined. Entropy for the i th order statistics corresponding to the independent random variable with sample size n for these distributions is given also. These distributions have important role as parametric models in reliability, actuarial science, economics, finance and telecommunications. The Shannon entropy of a random variable X taking its values in R with probability density function f X (x), is defined by
where existence of the integral is one of our main conditions. Analytical expression for the entropy of univariate distributions are discussed in references such as Cover we obtain,
Differentiating both sides of (4) with respect to r leads to,
Using relation (5), and r = 0, we obtain,
where Ψ is the digamma function that is defined by Ψ(z) = d dz ln Γ(z) such that Γ is the gamma function.
Differentiating both sides of the following relation with respect to α,
Substitute (6) and (8) in relation (3) implies that :
Entropy for Order Statistics.
Let X 1 , X 2 , · · · , X n be a random sample of the probability density function (2) and let
n denotes the corresponding order statistics; then
and on choosing t = 1 + y−µ θ 1 γ , 0 < t < 1, we have :
Differentiating both sides of (13) with respect to r, and putting r = 0, we obtain :
Secondly, , 0 < t < 1, we have,
and dφ(r) dr
Thirdly, it can be shown that :
and
Putting from (14), (17) and (19) in relation (11) implies that,
In particular cases,
Also, the entropy for median where n = 2m + 1, i = m + 1 is the following expression:
4. Pareto (III), (II) and (I) Distributions. By setting α = 1 in relations (1) and (2), we obtain,
as the distribution function and the probability density function of the Pareto type (III) respectively. The probability density function of the i th order statistics of the independent random variable with sample size n of the Pareto type (III) distribution is :
where its entropy expression is equal to :
In particular cases :
• If i = 1 and i = n, then we have, 
• The entropy of order statistics for i = n and i = 1 are as following : 
