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BLOCH DYNAMICS WITH SECOND ORDER BERRY PHASE CORRECTION
JIANFENG LU AND ZHENNANZHOU
ABSTRACT. We derive the semiclassical Bloch dynamics with the second order Berry phase correction, based on a two-
scale WKB asymptotic analysis. For uniform external electric field, the bi-characteristics system after a positional shift
introduced by Berry connections agrees with the recent result in the physics literature.
1. INTRODUCTION
The understanding of dynamics of Bloch electrons and their response to external electromagnetic fields plays
an important role in solid state physics (see for example [1, 2, 19, 24] and the references therein). In recent years,
many physics articles such as [2, 3, 10, 24] have explored the significant role of the Berry phase in Bloch dynamics
and vast related fields. There have been series of important mathematical works in this direction as well, which are
devoted to rigorously justify the the validity of the physics models and provide insight for possible generalizations
(see for example [4,8,15,18] and the references therein).
Under the single-particle approximation, the dynamics of an electron is treated as an independent particle on
the effective periodic potential generated by ions and other electrons (as a mean-field) in the crystal. After non-
dimensionalization, the dynamics is given by
(1.1) iε
∂
∂t
ψ(t ,x)=Hψ(t ,x)=
(
−
ε2
2
∆x +V
( x
ε
)
+U (x)
)
ψ(t ,x),
where ψ : [0,∞)×Rd → C is a single particle wave function, ε is the semi-classical parameter, V (z) is the lattice
potential which is periodic with respect to L, andU (x) is the slowly-varying scalar potential.
It is well known that such semi-classical Schrödinger equations propagate oscillations of order O(ε) both in
space and time. With this model, the relevant physical scale translates to the case when the typical wavelength is
comparable to the period of the medium, and both of which are assumed to be small on the length-scale of the
considered physical domain. This consequently leads us to a problem involving two-scales, where fromnow onwe
shall denote by 0< ε≪ 1 the small dimensionless parameter describing the microscopic/macroscopic scale ratio.
We remark that, equation (1.1) can also be derived from the Schrödinger equation in physics units by introducing
certain rescaling, which we shall omit in this paper. The readersmay refer to [4,8] for such calculations.
The electronic dynamics in crystals have been studied for many years in the semi-classical regime, where the
Liouville equations replace the role of the Schrödinger equation in the limit when the rescaled Planck constant
tends to zero. With the help of the Bloch-Floquet theory [19], Markowich, Mauser and Poupaud in [15] derived the
semi-classical Liouville equation for describing the propagation of the phase-space density for an energy band,
which controls the macroscopic dynamic behavior of the electrons. Later these results were generalized to the
cases when a weak random potential in [1] and in [12] nonlinear interactions were present.
Berry phase is an important object that appears during the adiabatic limit of quantum dynamics, as some slow-
changing variables enter the quantum evolution as parameters, see [2, 20]. As observed by Simon in [21], the
adiabatic Berry phase has an elegant mathematical interpretation as the holonomy of a certain connection, the
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Berry connection, in the appropriate fiber bundle. This setup gives rise to the Berry curvature, which is gauge
invariant and can be considered as a physical observable. It has been used in the Bloch dynamics to explain various
important phenomena in crystals, see for example [10, 24] and related references. Panati, Spohn and Teufel later
gave a rigorous derivation of such Bloch dynamics in [17, 18] by writing down the effective Hamiltonian with the
help of the Weyl quantization. A simple derivation of the Bloch dynamics with Berry phase correction based on
WKB asymptotics was also given by E, Lu and Yang in [8].
Recently in the physics literature, Gao, Yang and Niu in [10,11] have constructed a second order semi-classical
theory for Bloch electrons under uniform electromagnetic fields. The second order correction terms in Bloch dy-
namics are obtained, where the first order correction to the Berry curvature is derived. The second order semi-
classical theory can be used to explain some important physical phenomenon, such as electric polarizability, mag-
netic susceptibility, and magnetoelectric polarizability, etc. This provides the motivation to our current study,
which aims to extend the mathematical derivation of Bloch dynamics to include second order corrections.
The main purpose of this paper is to give a derivation of the effective Bloch dynamics in crystals based on
asymptotic analysis up the second order. The final results that we obtain agree with the recent paper [10] in the
situation of uniform electric field, but our approach is mathematically rigorous and is able to handle more general
potentials. We also note an independent derivation of the Bloch dynamics with the second order correction [9]
using Weyl quantization of operator valued symbols (see [23] for a related work).
More specifically, with a two-scaled WKB ansatz for equation (1.1), we derive the phase equation with the sec-
ond order corrections, and correspondingly the perturbation in Hamiltonian and in Bloch energy. The truncated
WKB solution is proved to be a valid approximation to the exact solution. The phase equation with the second
order corrections is no longer a Hamilton-Jacobi equation, but it can be solved by an extended system of trajecto-
ries. Note that, since we study here WKB type solutions to the Schrödinger equation, the asymptotic solution we
derive is valid only before caustics. If long time validity of the asymptotic solution is desired, one needs to consider
instead for example the Gaussian beam methods [7, 13], the Wigner functions [14, 22], or the frozen Gaussian ap-
proximation for periodic media [5,6]. The derivations of Bloch dynamics with Berry phase corrections using these
approaches are interesting future directions.
The rest of the paper is organized in the following way. We present a brief review of the theory of Bloch de-
composition and introduce the framework of the perturbationmethod to the Bloch wave function in Section 2. In
Section 3, we carry out a systematic two-scaled WKB analysis to the Schrödinger equation with a lattice potential
and a slow-varying external potential, where the phase equation up to second order corrections has been derived
and the validity of the WKB ansatz has been justified. At last, we show in Section 4 two different ways to derive the
characteristic equations of the phase equation with second order corrections, and under certain physical assump-
tions, the characteristic equation reduces to the bi-characteristic equations with corrected Berry curvature, which
essentially agree with the recent results of the physics literature [10,11].
Throughout this paper, we assume the following the convention in notation. If an ε dependent function f ε
admits an asymptotic expansion, we denote the n−th order term by f n , and the sum of the first n+1 terms by f(n),
namely,
f ε = f 0+ε f 1+·· ·+εn f n +O(εn+1)= f(n)+O(ε
n+1).
Also we use notations as A(n) to stress that it is a n−th order tensor.
2. PRELIMINARIES AND THE STATIC PERTURBATION
2.1. Bloch decomposition. Recall the Schrödinger equation with a periodic lattice potential and a slow-varying
scalar potential
(2.1) iε
∂
∂t
ψ(t ,x)=Hψ(t ,x)=
(
−
ε2
2
∆x +V
( x
ε
)
+U (x)
)
ψ(t ,x).
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In the absence of the external potentialU , the Hamiltonian, after a change of variable z = x/ε, is given by
Hper =−
1
2
∆z +V (z).
It is translational invariant with respect to the lattice L. As a result, the spectrum of the Hamiltonian can be under-
stood by the Bloch-Floquet theory, see e.g., [19]. In particular, we have the periodic Bloch wave functionsΨ0n(z,p),
given as the eigenfunctions of 1
(2.2) H0(p)Ψ0n(z,p) :=
(
1
2
(
−i∇z +p
)2
+V (z)
)
Ψ
0
n(z,p)= E
0
n(p)Ψ
0
n(z,p)
on Γ with periodic boundary conditions. Here Γ is the unit cell of lattice L and p ∈ Γ∗ is the crystal momentum,
where Γ∗ denotes the first Brillouin zone (unit cell of the reciprocal lattice). For each fixed p ∈ Γ∗, the Bloch Hamil-
tonian H0(p) is a self-adjoint operator with compact resolvent, the spectrum of which is given by
σ
(
H0(p)
)
=
{
E0n(p) |n ∈Z+
}
⊂R,
where the eigenvalues E0n(p) (counting multiplicity) are increasingly ordered E
0
1 (p)É ·· · É E
0
n(p)É E
0
n+1(p)É ·· · . It
is shown by Nenciu [16] that for any n ∈Z+ there exists a closed set Cn ⊂ Γ
∗ of measure zero such that
E0n−1(p)< E
0
n(p)< E
0
n+1(p), p ∈ Γ
∗\Cn ,
and moreover E0n(p) and Ψ
0
n(·,p) are analytic on p ∈ Γ
∗\Cn . In this paper, we stick to the adiabatic regime and
assume the energy band n of interest is an isolated Bloch band (i.e.,Cn =;). As a consequence, E
0
n(p) andΨ
0
n(·,p)
are analytic with respect to p in Γ∗. Moreover, as we will focus on the particular single band, we will suppress the
subscript n unless otherwise indicated.
Given f ∈ L2(Rd ), we recall the Bloch transform, which is an isometry from L2(Rd ) to L2(Γ×Γ∗)
(2.3) f˜ (z,p)=
|Γ|
(2pi)d
∑
X∈L
f (z+X )e−ip·(z+X ) ,
where |Γ| denotes the volume of the unit cell of the lattice L. The inverse transform is given by
(2.4) f (z)=
ˆ
Γ∗
eip·z f˜ (z,p)dp.
2.2. PerturbedBlochwave functions. With the external potentialU , our analysis needs perturbation of the Bloch
waves. For this, let us recall the perturbation theory in the context of Bloch wave functions. We assume a family of
Hamiltonian Hε(x,p) on L2z (Γ) parametrized by x and p admits the static asymptotic expansion
Hε(x,p)=H0(p)+εH1(x,p)+ε2H2(x,p)+O(ε3).
This expansion is called static because it does not capture the dynamical information in the time propagation. We
assume the leading order term to be just given by the Bloch Hamiltonian H0(p) = 12 (−i∇z + p)
2+V (z), which is
independent of x. For the eigenvalue problem
HεΨε = EεsΨ
ε,
we assume the asymptotic expansions
Eεs (p,x)= E
0(p)+εE1s (p,x)+ε
2E2s (p,x)+O(ε
3),
Ψ
ε(z,p,x)=Ψ0(z,p)+εΨ1(z,p,x)+ε2Ψ2(z,p,x)+O(ε3).
1The superscript 0 stands for “unperturbed”, as will be clear in the sequel.
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Here, we call Eεs the static Bloch energy, in contrast to the dynamic Bloch energy which we shall define later. But,
we suppress the subcript in E0 since E0 is well-defined by the unperturbed Hamiltonian. The leading (zeroth)
order terms in ε yields
(2.5) H0(p)Ψ0(·,p)= E0(p)Ψ0(·,p),
which is just the unperturbed eigenvalue problem. In particular, E0s and Ψ
0 are independent of the parameter x.
On the other hand, the higher order terms of the Hamiltonian will depend on x explicitly, since these terms (to
be specified later) will be used to capture the inhomogeneous influence by the slow-varying scalar potentialU (x).
Thus, the higher order expansions of Eε andΨε depend on both p and x.
Collecting the terms in the next order, one gets
(2.6) H0Ψ1+H1Ψ0 = E0Ψ1+E1sΨ
0.
Taking the inner product withΨ0 and using the leading order equation, one gets
(2.7) E1s (p,x)=
〈
Ψ
0(·,p),H1(p,x)Ψ0(·,p)
〉
.
Rewrite the first order equation as
(H1−E1s )Ψ
0
= (E0−H0)Ψ1.
Given E1s andH
1,Ψ1 is then determined up to an arbitrary constant multiple ofΨ0. To fix the arbitrariness, wewill
take 〈Ψ1,Ψ0〉 = 0, which turns out to simplify some of the calculations in our analysis.
The equation of the second order terms reads
(2.8) H0Ψ2+H1Ψ1+H2Ψ0 = E0Ψ2+E1sΨ
1
+E2sΨ
0.
To get E2s , it suffices to take the inner product withΨ
0
(2.9)
E2s (p,x)=
〈
Ψ
0(·,p),H1(p,x)Ψ1(·,p,x)
〉
−E1s (p,x)
〈
Ψ
0(·,p),Ψ1(·,p,x)
〉
+
〈
Ψ
0(·,p),H2(p,x)Ψ0(·,p)
〉
=
〈
Ψ
0(·,p),H1(p,x)Ψ1(·,p,x)
〉
+
〈
Ψ
0(·,p),H2(p,x)Ψ0(·,p)
〉
,
where the second equality follows from 〈Ψ1,Ψ0〉 = 0. Moreover,Ψ2 can be solved from (2.8) given E2s . This proce-
dure can be continued to higher orders, which we will omit as only the corrections up to the second order will be
considered in this paper.
To derive explicit formulas for the static expansion, we consider the Hamiltonian in (2.1). To treat the slow-
varying potential U (x), we assume we consider x in the neighborhood of a point xc , with x = xc + εz satisfied.
Then, we do Taylor expansion ofU (x) around xc and get
U (x)=U (xc +εz)=U (xc )+εz ·∇U (xc )+ε
2 1
2
z ·∇2U (xc )z+O(ε
3).
Clearly, εz ·∇U (xc ) corresponds to the first order correction to the unperturbed Hamiltonian, and ε
2 1
2 z ·∇
2U (xc )z
accounts for the second order correction. We remark that, the perturbation in Hamiltonian in the form of εz ·
∇U (xc ) accounts for for many physics phenomenon, such as the Wannier-Stark ladders, see e.g., [16].
To see how a perturbation like z · ∇U (xc ) can be related to crystal momentum p, we note that using Bloch
transformation, we have
z f (z)=
ˆ
Γ∗
zeip·z f˜ (z,p)dp =
ˆ
Γ∗
−i∇pe
ip·z f˜ (z,p)dp =
ˆ
Γ∗
i eip·z∇p f˜ (z,p)dp.
Hence, we arrived at the first order correction to the Hamiltonian
H1(p,xc )= i∇U (xc ) ·∇p ,
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and according to (2.7), the first order correction to the static Bloch energy is
(2.10) E1s (p,xc )=∇U (xc ) · i 〈Ψ
0,∇pΨ
0
〉.
Similarly, by (2.9), we obtain the second order correction to the static Bloch energy
(2.11) E2s (p,xc )=∇U (xc ) · i 〈Ψ
0,∇pΨ
1
〉+
1
2
∇
2U (xc ) : 〈Ψ
0,∇2pΨ
0
〉.
3. WKB ASYMPTOTIC ANALYSIS
3.1. The ansatz and the zeroth order equation. In this section, we carry out a two-scaled mono-kinetic WKB
analysis to the Schrödinger equation. The starting point is the following ansatz, which is a natural extension of the
ones applied in [8], to the Schrödinger equation (2.1).
(3.1) ψw = A
ε(t ,x)χε
( x
ε
, t ,∇xS
ε,x
)
exp
(
i
ε
Sε(t ,x)
)
,
where χε(z, t ,p,x) is the modified Bloch waves with the asymptotic expansion
χε(z, t ,p,x)= χ0(z,p)+εχ1(z, t ,p,x)+ε2χ2(z, t ,p,x)+O(ε3).
We will take
χ0(z,p)=Ψ0(z,p),
which does not depend on t or x, andwe expect χk (z, t ,p,x) containsΨk (z,p,x) and necessarymodification terms
to be specified. We emphasize that, even though Ψk(z,p,x) is time-independent, χk (z, t ,p,x) might be time-
dependent due to themodification terms. We also assume the asymptotic expansions for the phase and amplitude
in the ansatz (3.1)
Sε(t ,x)= S0(t ,x)+εS1(t ,x)+ε2S2(t ,x)+O(ε3),
and
Aε(t ,x)= A0(t ,x)+εA1(t ,x)+ε2A2(t ,x)+O(ε3).
We emphasize that here thephase function series {Sk } and the amplitude function series {Ak } are real-valued, while
the functions χε are complex-valued, all yet to be determined. Note that, since we will focus on a particular band
throughout the analysis, we have suppressed the energy band subscript k to simplify the notation. The validity
and the accuracy of this ansatz will be discussed later.
Note that, we can rewrite the ansatz in the following way
ψw = a
ε
(
t ,
x
ε
,x
)
exp(i S0(t ,x)/ε),
where
aε
(
t ,
x
ε
,x
)
= Aε(t ,x)χε
( x
ε
, t ,∇xS
ε,x
)
exp
(
i (S1+εS2+·· · )
)
,
is the total amplitude, which is clearly complex-valued. We remark that, the ansatz (3.1) is special in the sense that,
the total amplitude aε depend on the χn in a restrictive way. To be more specific, since Ak are all real-valued, it
contains no phase information at all while all the phase information is contained in the term exp
(
i (S1+εS2+·· · )
)
.
This assumption is essential to guarantee that the canonical variables have a unique trajectory. This is also why
this ansatz is called mono-kinetic.
We also emphasize that, as our purpose is to derive Bloch dynamics and its corrections, we do not aim to find
a general approximate solution to the Schrödinger equation up to all time, but rather a specific solution which
describes the behavior of a wave packet propagating under (2.1). In particular, (3.1) poses restrictions on the initial
condition, which we will discuss further below.
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A straightforward calculation yields
e−iS
ε/ε∂tψw = ∂t A
εχε+ Aε∂tχ
ε
+
i
ε
Aεχε∂tS
ε
+ Aε∇pχ
ε
·∇x∂tS
ε,
e−iS
ε/ε
∇xψw =∇xA
εχε+
i
ε
Aεχε∇xS
ε
+ Aε∇xχ
ε
+ Aε∇2xS
ε
∇pχ
ε
+
1
ε
Aε∇zχ
ε,
and
e−iS
ε/ε
∆xψw =∆x A
εχε+2
i
ε
∇xA
ε
·∇xS
εχε+2∇x A
ε
·∇xχ
ε
+2∇x A
ε
·∇
2
xS
ε
∇pχ
ε
+2
1
ε
∇xA
ε
·∇zχ
ε
+
i
ε
Aεχε∆xS
ε
−
1
ε2
|∇xS
ε
|
2Aεχε+2
i
ε
Aε∇xS
ε
·∇xχ
ε
+2
i
ε
Aε∇xS
ε
·∇
2
xS
ε
∇pχ
ε
+2
i
ε2
Aε∇xS
ε
·∇zχ
ε
+ Aε∆xχ
ε
+2Aε∇2xS
ε
∇p ·∇xχ
ε
+2
1
ε
∇x ·∇zχ
εAε+∇pχ
ε
·
(
∇x ·∇
2
xS
ε
)
Aε
+ Aε
(
∇
2
xS
ε
∇p
)2
χε+2
1
ε
Aε∇2xS
ε
∇p ·∇zχ
ε
+
1
ε2
Aε∆zχ
ε.
After sorting the terms in order of ε, we obtain
iεe−iS
ε/ε∂tψw = T0+εT1,(3.2)
e−iS
ε/ε
(
−
ε2
2
∆x +V
(x
ε
)
+U (x)
)
ψw = F0+εF1+ε
2F2,(3.3)
where we have introduced the short-hand notations
T0 =−A
εχε∂tS
ε, T1 = i∂t A
εχε+ i Aε∂tχ
ε
+ i Aε∇pχ
ε
·∇x∂tS
ε,
F0 =
1
2
|∇xS
ε
|
2Aεχε− i Aε∇xS
ε
·∇zχ
ε
−
1
2
Aε∆zχ
ε
+V
(x
ε
)
Aεχε+U (x)Aεχε
=
(
H0(p)
(x
ε
,∇xS
ε
)
+U (x)
)
χεAε,
F1 =−
i
2
(
∆xS
ε
+2(∇xS
ε
− i∇z) ·∇
2
xS
ε
∇p
)
χεAε− i (∇xS
ε
− i∇z) ·∇xχ
εAε
− i∇xA
0
· (∇xS
ε
− i∇z)χ
ε.
F2 =−
1
2
∆x A
εχε−∇xA
ε
·∇xχ
ε
−∇x A
ε
·∇
2
xS
ε
∇pχ
ε
−
1
2
Aε∆xχ
ε
− Aε∇2xS
ε
∇p ·∇xχ
ε
−
1
2
∇pχ
ε
·
(
∇x ·∇
2
xS
ε
)
Aε−
1
2
Aε
(
∇
2
xS
ε
∇p
)2
χε.
Combining (3.2) and (3.3) and matching by order of ε, to the leading order, we get the following Hamilton-Jacobi
equation for the leading term of the phase function
(3.4) −∂tS
0
= E0(∇xS
0)+U (x),
where we have used the identity (2.2). Recall that, for an isolated Bloch band, E0(p) is analytic for all p ∈Γ∗. Thus,
the equation of S0 can be solved by the method of characteristics, where the characteristic flow is determined by
the following Hamiltonian equations:
Q˙ =P, P˙ =−∇PE
0(Q),
with initial conditions
Q(0)= x, P (0)=∇xS
0(0,x).
We remark that, the characteristic lines obtained by the above Hamiltonian flow are interpreted as the rays of
geometric optics. Given the initial phase S0(0,x), the Hamiltonian system locally defines a flow map. Caustics
may appear at some finite time when the characteristics initiated at different locations intersect. In the event
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of caustics, the Hamiltonian system no long has classical solutions and the WKB solutions to the Schrödinger
equation (2.1) breaks down as well. But since we aim to derive corrections to the phase equation and to Bloch
dynamics, it suffices to consider the the WKB solutions before caustics formation.
It is natural to interpret Q and P as canonical variables of the Hamilton-Jacobi equation. In Bloch dynamics,
one considers a localizedwave packet, in which state the expectations of the position operator and themomentum
operator are called the classical variables. In the semiclassical limit, to the leading order, the classical variables
agree with the canonical variables (see e.g., [18, 24]). As we will see in later sections, within the Bloch dynamical
equations with corrections there is position shift introduced by Berry connections.
3.2. The first order corrections.
3.2.1. Useful identities for Bloch waves. To study the first order correction, we shall first derive some useful identi-
ties from the leading order Bloch eigenvalue problem:
H0(p)χ0(z,p)= E0(p)χ0(z,p).
Differentiating this equation with respect to p, we get
(3.5) (p− i∇z)χ
0
+H0(p)∇pχ
0
=∇pE
0χ0+E0∇pχ
0.
The inner product with χ0 gives (since (H0p −E
0(p))χ0 = 0)
(3.6)
〈
χ0, (p− i∇z)χ
0
〉
=∇pE
0.
Let us differentiate (3.5) once again with respect to p, take a product with∇2xS
ε and sum over indices (i.e., a Frobe-
nius inner product for matrices), we arrive at
(3.7) ∆xS
εχ0+2(−i∇z +p) ·∇
2
xS
ε
∇pχ
0
+H0(p)∇2xS
ε
∇p ·∇pχ
0
=
∇
2
xS
ε
∇p ·∇pE
0χ0+2∇2xS
ε
∇pE
0
·∇pχ
0
+E0∇2xS
ε
∇p ·∇pχ
0,
which implies after taking inner product with χ0,
(3.8)
〈
χ0,
(
∆xS
ε
+2(−i∇z +p) ·∇
2
xS
ε
∇p
)
χ0
〉
=∇
2
xS
ε
∇p ·∇pE
0
+2∇2xS
ε
∇pE
0
·
〈
χ0,∇pχ
0
〉
.
We shall use these identities in our asymptotic derivation.
3.2.2. Derivation of the phase equation with first order correction. Now we collect O(1) and O(ε) terms from (3.2)
and (3.3) and get
(3.9)
− A0∂tS
εχ0+εi∂t Aχ
0
−εA1∂tS
εχ0−εA0∂tS
εχ1+ iεA0∇pχ
0
·∇x∂tS
ε
=
(
H0(p)
(x
ε
,∇xS
ε
)
+U (x)
)
χ0A0
+ε
(
H0(p)
(x
ε
,∇xS
ε
)
+U (x)
)
χ1A0+ε
(
H0(p)
(x
ε
,∇xS
ε
)
+U (x)
)
χ0A1
−
iε
2
(
∆xS
ε
+2(∇xS
ε
− i∇z) ·∇
2
xS
ε
∇p
)
χ0A0
− iε∇xA
0
· (∇xS
ε
− i∇z )χ
0.
We take inner product of both hand sides with χ0 and simplify the result using identities (3.6) and (3.8), we obtain
iε∂t A
0
− A0∂tS
ε
− iεA0〈χ0,∇qχ
0
〉 ·∇xU = (E
0
+U (x))A0− iε∇xA
0
·∇pE
0
−
iε
2
∇x ·∇pE
0A0.
By separating the real and imaginary parts of the above equation, we get
∂tS(1)+U (x)+
[
E0+ iε〈χ0,∇pχ
0
〉 ·∇xU
]∣∣
p=∇xS(1)
= 0,(3.10)
∂t A
0
=−∇xA
0
·∇pE
0
−
1
2
∇x ·∇pE
0A0(3.11)
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wherewedenote by S(1) = S
0+εS1. Let us consider the structure of these two equations. The leading order equation
(3.11) for the amplitude function is a transport equation. The phase equation (3.10) with the first order correction
is still a Hamilton-Jacobi type equation. If we define
E1(p,x)= i 〈χ0,∇pχ
0
〉(p) ·∇xU (x),
then the correction term in the phase equation is clearly E1(∇xS(1),x). This correction term agrees with exactly
with the first order correction to static Bloch energy, and we will identity this termwith the first order correction to
Bloch energy in a dynamic picture in Section 3.2.3. If we further differentiate (3.10) with respect to x, we get
∂t∇xS(1)+∇
2
xS(1) ·∇p
(
E0+εE1
)
+∇xU + iε∇
2
xU · 〈χ
0,∇pχ
0
〉 = 0.
This implies the bi-characteristics in canonical variables with the notation P =∇xS(1)
Q˙ =∇p
(
E0+εE1
)
|p=P,x=Q(3.12)
P˙ =−∇xU (Q)− iε∇
2
xU · 〈χ
0,∇pχ
0
〉|p=P,x=Q .(3.13)
Here, i 〈χ0,∇pχ
0〉 = A (p) is known as the Berry connection or Berry vector potential. This quantity is gauge-
dependent, which means if one chooses different phase factors for χ0, the resulting A (p) are actually different.
Namely, for an arbitrary smooth function ζ(p), if the so-called gauge transformation
χ0→ exp(iζ(p))χ0,
is performed, the corresponding change happens for the Berry connection,
A (p)→A (p)−∇pζ(p).
By a change of variables that takes into account the position shift between classical variables and canonical vari-
ables by the Berry connection,
Q = Q˜−εA (P˜ ), P = P˜ ,
we obtain, after dropping the tilde,
Q˙ =∇PE
0(P )+ε∇QU ×∇P ×A (P ),
P˙ =−∇QU (Q).
Here,∇p×A (p) is the Berry curvature, which is gauge independent. This implies, in the corrected Bloch dynamics,
an anomalous velocity is introduced by the response of Bloch electrons to the external electric field. In other words,
the characteristic speed has been modified due to the correction term iε〈χ0,∇pχ
0〉 ·∇xU in the phase equation.
We remark that, so far our results agree with previous works on first order corrections to the Bloch dynamics, see
[8,18,24]. The focus of this paper is to extend this to second order corrections to the Bloch dynamics.
3.2.3. Derivation of H1 and E1. In this part, we aim to derive the specific expressions of H1(p,x) and E1(p,x),
keeping inmind that they should satisfy the equation (2.1) and the solution ansatz (3.1). Also, we will establish the
relation between χ1 withΨ0 andΨ1.
We observe that, since equation (3.10) and equation (3.11) have been derived, there is a different perspective to
view equation (3.9). Substitute (3.10) and (3.11) into (3.9), we obtain
(3.14) A ·∇xUχ
0A0− i∇pχ
0
·∇xUA
0
=
+ i∇xA
0
· (H0(p)−E0)∇pχ
0
+
i
2
(H0(p)−E0)∇2xS
ε
∇p ·∇pχ
0A0+ (H0(p)−E0)χ1A0.
The main idea here is to view this equation as the first order perturbation equation for the dynamic Bloch eigen-
value problem, as it has the same structure as (2.6), in particular, all the terms with time derivatives in (3.9) are
canceled.
BLOCH DYNAMICS WITH SECOND ORDER BERRY PHASE CORRECTION 9
We decompose the perturbation χ1 into χ1 =w + v , where
(3.15) v =−
i
2
∇
2
xS
0
∇p ·∇pχ
0
− i∇x logA
0
·∇pχ
0.
Unlike v , w contains terms that cannot be written explicitly in χ0, which is given by
(3.16) A ·∇xUχ
0
− i∇pχ
0
·∇xU = (H
0
−E0)w.
Note that this has the same structure of (2.6) (recalled here for convenience)
E1Ψ0−H1Ψ0 = (H0−E0)Ψ1,
if we identify
Ψ
0
=χ0, Ψ1 =w, E1(p,x)=A (p) ·∇xU (x), and H
1(p,x) f = i∇xU (x) ·∇p f .
Note here H1 is the first order correction to the unperturbed Hamiltonian. Clearly, the first order corrections to
the Bloch energy in the static expansion is of the same form as the first order correction to the phase equation, and
without confusion, hereafter, we use E1 to denote bothmeanings. However, in the dynamic picture, the eigenfunc-
tion χ1 picks up an extra time-dependent part v besidesΨ1. This will have impact on the next order correction, as
will be discussed below.
As we discussed in Section 2.2, it is natural to enforce the orthogonality condition 〈χ0,w〉 = 〈Ψ0,Ψ1〉 = 0. More-
over, this condition will simplify the results in Section 3.3.1.
We remark that χ1 depend on x as a parameter, as clearly seen from the definition of v in (3.15) and the equation
(3.16) for w . In addition, although w does not depend on t , v depends on t through S0 and logA0, and we have
∂t v(z, t ,p,x)=−
i
2
∇
2
x∂tS
0
∇p ·∇pχ
0
− i∇x∂t logA
0
·∇pχ
0,
and hence χ1 depends on t .
3.3. The second order corrections.
3.3.1. More useful identities. For the second order correction, we need some more identities for the Bloch waves,
following similar strategies as in Section 3.2.1 applied on (3.16). We conclude with the the following identities, we
omit the details for the straightforward derivations.
(3.17) 〈χ0, (−i∇z +p)w〉+〈χ
0,H1(p)∇pχ
0
〉 =∇pE
1
+E1〈χ0,∇pχ
0
〉,
(3.18)
〈
χ0,
(
∆xS+2(−i∇z +p) ·∇
2
xS
ε
∇p
)
w
〉
+
〈
χ0,H1∇2xS
ε
∇p ·∇pχ
0
〉
= 2∇2xS
ε
∇pE
0
· 〈χ0,∇pw〉+∇
2
xS
ε
∇p ·∇pE
1
+2∇pE
1
· 〈χ0,∇2xS
ε
∇pχ
0
〉+E1〈χ0,∇2xS
ε
∇p ·∇pχ
0
〉,
and
(3.19) 〈χ0, (−i∇z +p) ·∇xw〉+〈χ
0,∇x · (H
1
∇p )χ
0
〉 =∇x ·∇pE
1
+∇xE
1
· 〈χ0,∇pχ
0
〉.
Besides, from the definition of v , one gets
i
2
∇
2
xS
ε
∇p ·∇pχ
0
=−v − i∇x logA
0
·∇pχ
0.
Then, by direct substitution and simplification, we obtain the following two identities,
i
2
A0E1〈χ0,∇2xS
ε
∇p ·∇pχ
0
〉 =−A0E1〈χ0,v〉− iE1∇x A
0
· 〈χ0,∇pχ
0
〉.(3.20)
−
i
2
A0
〈
χ0,H1∇2xS
ε
∇p ·∇pχ
0
〉
= i A0〈χ0,∇pv〉 ·∇xU −∇x A
0
· 〈χ0,∇2pχ
0
〉 ·∇xU .(3.21)
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3.3.2. Derivation of the corrected phase equation. Now we collect the terms from (3.2) and (3.3) up to O(ε2), this
gives
iε∂t A
0χ0+ iε2∂t A
1χ0+ iε2∂t A
0χ1+ iε2∂t v A
0
− A0∂tS
εχ0−εA1∂tS
εχ0−εA0∂tS
εχ1−ε2A0∂tS
εχ2−ε2A1∂tS
εχ1−ε2A2∂tS
εχ0
+ iεA0∇pχ
0
·∇x∂tS
ε
+ iε2A1∇pχ
0
·∇x∂tS
ε
+ iε2A0∇pχ
1
·∇x∂tS
ε
= A0(H0(p)+U )χ0+εA1(H0(p)+U )χ0+εA0(H0(p)+U )χ1
+ε2A2(H0(p)+U )χ0+ε2A1(H0(p)+U )χ1+ε2A0(H0(p)+U )χ2
− iε∇xA
0
· (∇xS
ε
− i∇z)χ
0
− iε2∇xA
1
· (∇xS
ε
− i∇z)χ
0
− iε2∇x A
0
· (∇xS
ε
− i∇z)χ
1
−
iε
2
A0
(
∆xS
ε
+2(−i∇z +∇xS
ε) ·∇2xS
ε
∇p
)
χ0
−
iε2
2
A1
(
∆xS
ε
+2(−i∇z +∇xS
ε) ·∇2xS
ε
∇p
)
χ0
−
iε2
2
A0
(
∆xS
ε
+2(−i∇z +∇xS
ε) ·∇2xS
ε
∇p
)
χ1
− iε2(−i∇z +∇xS
ε) ·∇xχ
1A0−
ε2
2
∆x A
0χ0−ε2∇xA
0
·∇
2
xS
ε
∇pχ
0
−
ε2
2
A0(∇x ·∇
2
xS
ε) ·∇pχ
0
−
ε2
2
A0(∇2xS
ε
∇p )
2χ0.
Take the inner product with χ0 of the above equation, the real part of the resulting identity reveals2
(3.22) ∂tS(2)+U (x)+
[
E0+εE1+ε2E2
]
|p=∇xS(2) = 0,
whereE0 andE1 are of the formasbefore but are evaluated at∇x S(2) instead, andwedenote by S(2) = S
0+εS1+ε2S2.
Here E2 is the second order correction term to the phase equation. Using the identities we derived before, we find
that E2 takes the following form
(3.23)
E2(p,x)= i 〈χ0,∇pw〉 ·∇xU +〈∇pχ
0,∇2xU∇pχ
0
〉−
∆x A
0
2A0
+
1
2
|∇
2
xS
0
∇pχ
0
|
2
+∇x logA
0
· Im
(〈
χ0,
(
p− i∇z −∇pE
0
)
v
〉)
−
1
2
∇
2
xS
0
∇p ·∇pE
0Im
(
〈χ0,v〉
)
−∇
2
xS
0
∇pE
0
· Im
(
〈χ0,∇p v〉
)
+
1
2
Im
(〈
χ0, (∆xS
0
+2(p− i∇z ) ·∇
2
xS
0
∇p )v
〉)
+ Im
(〈
χ0,
(
p− i∇z
)
·∇xv
〉)
+ Im
(
〈χ0,∂t v〉
)
.
Note that, here
∇xv =∇xv(z, t ,p,x)|z= xε ,p=∇xS2
.
Since χ0 does not depend on x, we have
∇xv =−
i
2
∇
3
xS
0 :∇2pχ
0
− i∇2x log A
0
·∇pχ
0.
And by using equation (3.4) and (3.11), we can directly compute that
〈χ0,∂t v〉 =−
i
2
∇
2
x∂tS
0 :
〈
χ0,∇2pχ
0
〉
− i∇x∂t logA
0
·
〈
χ0,∇pχ
0
〉
,
=
i
2
(
∇
3
xS
0
·∇pE
0
+ (∇2xS
0
·∇p )⊗ (∇
2
xS
0
·∇)E0+∇2xU
)
:
〈
χ0,∇2pχ
0
〉
+ i
(
∇
2
x logA
0
·∇pE
0
+∇x logA
0(∇2xS
0 :∇2pE
0)
)
·
〈
χ0,∇pχ
0
〉
2The imaginary part leads to the equation that A1 satisfies, which does not contribute to the second order corrections to Bloch dynamics,
and will hence be neglected in this paper.
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+ i
(
1
2
∇
3
xS
0
·∇p ·∇p ·E
0
+
1
2
(∇2xS
0
·∇p ·∇p )(∇
2
xS
0
·∇p )E
0
)
·
〈
χ0,∇pχ
0
〉
.
Note that, the last two lines are actually real-valued, they do not enter the corrected phase equation, so we have
Im(〈χ0,∂t v〉)=
1
2
(
∇
3
xS
0
·∇pE
0
+ (∇2xS
0
·∇p )⊗ (∇
2
xS
0
·∇)E0+∇2xU
)
: Re
〈
χ0,∇2pχ
0
〉
.
Note, in the leading order phase equation, the unperturbed Bloch energy E0 naturally shows up, and the first
order correction term to the phase equation happens to be the first order correction of the static Bloch energy E1s .
However, the second order correction to the phase equation E2 does not necessarily agree with the second order
correction of the static Bloch energy E2s . Due to the WKB ansatz (3.1) we have used, the phase equation and the
amplitude equation are no longer decoupled with second order corrections, and thus some amplitude dependent
terms, such as
∆x A
0
2A0
, enter the phase equation with second order corrections. Besides, in the first order correction
analysis, we have learned that it is necessary to incorporate the term v in χ1, v related terms also contribute to the
second order correction to the phase function.
Recall that we have derived the second order correction of the Bloch energy (2.11) in the static expansion, re-
peated here for convenience
(3.24)
E2s = i 〈χ
0,∇pw〉 ·∇xU +
1
2
〈∇pχ
0,∇2xU∇pχ
0
〉
= i 〈χ0,∇pw〉 ·∇xU −
1
4
(
〈χ0,∇2pχ
0
〉+c.c.
)
:∇2xU .
As we have mentioned, this is not necessarily the same as E2 defined in (3.23), but E2 contains all the terms in E2s
(2.11).
3.3.3. Well-posedness of initial data and accuracy of WKB approximation. Before we turn to the characteristic
equations from the phase equation (3.22), let us summarize this section by discussing the necessary assumptions
such that the ansatz (3.1) is a valid approximation and the corresponding accuracy before the formationof caustics.
To this end, we reformulate (3.1) in the following form in order to apply the convergence results in [4] for two-
scaled WKB analysis.
ψw =
∞∑
j=0
ε j g j (t ,
x
ε
,x)exp
(
i
∞∑
m=1
εm−1Sm(t ,x)
)
exp
(
i
ε
S0(t ,x)
)
(3.25)
:=
∞∑
j=0
ε ju j (t ,
x
ε
,x)exp
(
i
ε
S0(t ,x)
)
,
where
u j = g j exp
(
i
∞∑
m=1
εm−1Sm(t ,x)
)
,
and g j is determined by asymptotically matching the terms in (3.1). For example,
(3.26) g0 = A
0(t ,x)χ0(t ,x/ε,∇xS
0(t ,x)),
and
(3.27)
g1 = A
0(t ,x)χ1(t ,x,x/ε,∇xS
0(t ,x))+ A1(t ,x)χ0(t ,x/ε,∇xS
0(t ,x))
+ A0(t ,x)∇xS
1(t ,x) ·∇pχ
0(t ,x/ε,∇xS
0(t ,x)).
Taking t = 0, the ansatz above imposes well-preparedness requirement on the initial condition to guarantee the
accuracy of this approximation. For simplicity, we denote the truncated J−th order WKB approximation by
ψJw :=
J−1∑
j=0
ε ju j
(
t ,
x
ε
,x
)
exp
(
i
ε
S0(t ,x)
)
.
To make the leading order WKB approximation valid, we make the following assumptions, similar to those in
[4].
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Assumption. The initial wave functionψε
I
is in the Schwartz space S (Rd ), and is of the WKB-type, i.e.
ψεI (x)=uI
(
x,
x
ε
)
eiφI (x)/ε+εϕεI (x),
with φI ∈C
∞(Rd ,R), uI ∈S (R
d ×Γ;C). The function ϕε
I
is to be specified later. The amplitude uI (x, y) is assumed to
be concentrated on a single isolated Bloch band Ek (p) corresponding to a simple eigenvalue of H
0, i.e.
uI (x, y)= aI (x)χk (y,∇xφI (x)),
where aI ∈S (R
d ;C) is a given amplitude.
One can check that, with the assumptions above, relation (3.26) is always satisfied at t = 0, and when t = 0, A0
and S0 and S1 are uniquely determined consequently. Moreover, from equation (3.14), χ1 is also determined at
initial time.
Next, recall that we focus on wave functions which oscillate at the scale of O(ε), so we define the following
spaces: for s ∈N,
|| f ε||X sε =
∑
|α|+|β|És
||xα(ε∂)β f ε||L2 ,
and define X sε as:
X sε =
{
f ε ∈ L2(Rd ); sup
0<εÉ1
|| f ε||X sε
}
.
Now, we are ready to state the additional assumption for the next order WKB approximation.
Assumption. (Well-prepared initial data.) The initial conditionsψε
I
(x) satisfy the assumptions above, and the lead-
ing part of the perturbationϕεI is of the particular form, so that there exist solutions to A
1 ∈R and S2 ∈Rwhen t = 0,
whereas the residual part of ϕε
I
is O(ε) in X sε for all s ∈N.
This assumption also implies that, initially each term in the asymptotic expansion (3.1) is uniformly bounded
in X sε for all s ∈N .
Note that, there are always initial conditions which satifiy all the assumptions above, which are WKB-type ini-
tial condition concentrated on one band with no tails. Then, by [4, Theorem 4.5], we obtain the second order
approximation to the exact solution.
Theorem3.1. DefineΨε(t) to be the solution to equation (2.1)with initial conditions satisfying all the assumptions
above. Assume there is no caustic formed before time t0, the second orderWKB approximationψ
2
W is valid up to any
t < t0, and for all s ∈N there exists a constant C such that
sup
0<τ<t
‖Ψ
ε(τ)−ψ2w (τ)‖X sε ≤Cε
2.
4. CHARACTERISTIC EQUATIONS WITH SECOND ORDER CORRECTIONS
In this section, we derive the bi-characteristic equations for the phase equation with second order correction in
canonical variables. While we use tensor notations in this section, some expressions will be rewritten using index
notation in the appendix for better clarity, since higher order derivatives are involved,
Recall that, the phase equation with first order correction (3.10) is still an Hamilton-Jacobi equation, whose
characteristic equation in canonical variablesQ and P are given by
Q˙ =∇p
(
E0+εE1
)
|p=P,x=Q ,
P˙ =−∇xU (x)− iε∇
2
xU · 〈χ
0,∇pχ
0
〉|p=P,x=Q .
On the other hand, for phase equation with second order corrections (3.22), high order derivatives of S0 as well
as derivatives of logA0 are involved. This means, the corrected phase equation does not admit a simple bi-
characteristic structure. In other words, such a characteristic system is not yet closed.
BLOCH DYNAMICS WITH SECOND ORDER BERRY PHASE CORRECTION 13
Whereas, one observes that the higher order derivatives of S0 and logA0 are only contained in the terms of order
O(ε2). Therefore, we can proceed in two ways:
(1) One can solve the leading order phase equation equation and amplitude equation in the pre-processing
stage, then in the phase equation with second order correction, all the higher order derivatives in the O(ε2)
terms are thus treated as known quantities. This is done in §4.1, the physical meaning of the resulting
characteristic equations are discussed in §4.2.
(2) One can close the system of trajectories by introducing the characteristic equations of those higher order
derivatives appeared in the O(ε2) correction. We shall present these additional characteristic equations in
§4.3.
4.1. Bi-characteristic equations assuming S0 and A0. Let us first write down the characteristics for the phase
equations assuming S0 and A0 are known. For simplicity of notation, we introducemore notations for the auxiliary
quantities
P (2) =∇2xS
0, P (3) =∇3xS
0, P (4) =∇4xS
0, P (5) =∇5xS
0,
and
L(0) = log A0, L(1) =∇x logA
0, L(2) =∇2x logA
0, L(3) =∇3x logA
0.
In the terms above, the superscripts denote the degrees of the tensors respectively. Also, one observes that all the
tensors above are symmetric and only depend on S0 and A0. These can actually be solved also by characteristics,
which will be postponed to §4.3.
Now given the auxiliary quantities above, one gets the characteristic equations of phase equation with second
order corrections in canonical variables with the notation P =∇xS(2),
Q˙ =∇p
(
E0+εE1+ε2E2
)
p=P,x=Q ,
and
P˙ +
(
∇xU + iε∇
2
xU · 〈χ
0,∇pχ
0
〉+ε2F˜
)
p=P,x=Q
= 0,
where as before E1 = i 〈χ0,∇pχ
0〉 ·∇xU and the second order correction is given by
E2 = i 〈χ0,∇pw〉 ·∇xU +〈∇pχ
0,∇2xU∇pχ
0
〉−
1
2
(
(L(2)) j j +L
(1)
·L(1)
)
+
1
2
〈P (2) ·∇pχ
0,P (2) ·∇pχ
0
〉
+L(1) · Im
(〈
χ0, (p− i∇z −∇pE
0)
(
−
i
2
P (2) :∇2pχ
0
− i∇pχ
0
·L(1)
)〉)
+ Im
(〈
χ0,
(
(P (2)) j j −P
(2) :∇2pE
0
)(
−
i
2
P (2) :∇2pχ
0
)〉)
+ Im
(〈
χ0, (p− i∇z −∇pE
0) · (P (2) ·∇p )
(
−
i
2
P (2) :∇2pχ
0
− i∇pχ
0
·L(1)
)〉)
+ Im
(〈
χ0, (p− i∇z −∇pE
0) ·
(
−
i
2
P (3) ·∇p ·∇pχ
0
− i∇pχ
0
·L(2)
)〉)
+
1
2
(
P (3) ·∇pE
0
+ (P (2) ·∇p )(P
(2)
·∇)E0+∇2xU
)
: Re
〈
χ0,∇2pχ
0
〉
,
and the second order “forcing” term in the equation of P is given by
F˜ = i∇2xU · 〈χ
0,∇pw〉+ i∇xU · 〈χ
0,∇p∇xw〉+〈∇pχ
0,∇3xU ·∇pχ
0
〉
−
1
2
(
(L(3)) j j k −2L
(1)
·L2
)
+Re
(
〈P (3) ·∇pχ
0,P (2) ·∇pχ
0
〉
)
+L(2) · Im
(〈
χ0, (p− i∇z −∇pE
0)
(
−
i
2
P (2) :∇2pχ
0
− i∇pχ
0
·L(1)
)〉)
+L(1) · Im
(〈
χ0, (p− i∇z −∇pE
0)
(
−
i
2
P (3) ·∇p ·∇pχ
0
− i∇pχ
0
·L(2)
)〉)
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+
1
2
(
(P (3)) j j k −P
(3)
·∇p ·∇pE
0
)
Im
(〈
χ0,−
i
2
P (2) :∇2pχ
0
〉)
+ Im
(〈
χ0, (p− i∇z −∇pE
0) · (P (3) ·∇p )
(
−
i
2
P (2) :∇2pχ
0
− i∇pχ
0
·L(1)
)〉)
+ Im
(〈
χ0, (p− i∇z −∇pE
0) · (P (2) ·∇p )
(
−
i
2
P (3) ·∇p ·∇pχ
0
− i∇pχ
0
·L(2)
)〉)
+ Im
(〈
χ0, (p− i∇z −∇pE
0) ·
(
−
i
2
P (4) ·∇p ·∇pχ
0
− i∇pχ
0
·L(3)
)〉)
+
1
2
(
P (4) ·∇pE
0
+2(P (3) ·∇p )(P
(2)
·∇)E0+∇3xU
)
: Re
〈
χ0,∇2pχ
0
〉
.
For clarity, we shall also express the equations above in index form in Appendix.
4.2. Physical interpretation of the bi-characteristic equations. Let us understand better the bi-characteristic
equations of Q and P , assuming that the auxiliary quantities (P (m) and L(m)’s) are all given. Following [10, 11],
we call E2 the second order wave packet energy and define
Ew (Q ,P )= E
2(Q ,P )−E2s (Q ,P ),
where Ew is interpreted as the extra wave packet energy besides the static Bloch energy due to the specific profile
of thel wave function. In other words, E2 consists of two parts, the second order correction to the static Bloch
energy, and extra wave packet energy which may be time-dependent due to its dependence on the phase and the
amplitude. In our WKB analysis, the extra wave packet energy is given by
Ew =
1
2
〈∇pχ
0,∇2xU∇pχ
0
〉−
1
2
(
(L(2)) j j +L
(1)
·L(1)
)
+
1
2
〈P (2) ·∇pχ
0,P (2) ·∇pχ
0
〉
+L(1) · Im
(〈
χ0, (p− i∇z −∇pE
0)
(
−
i
2
P (2) :∇2pχ
0
− i∇pχ
0
·L(1)
)〉)
+ Im
(〈
χ0,
(
(P (2)) j j −P
(2) :∇2pE
0
)(
−
i
2
P (2) :∇2pχ
0
)〉)
+ Im
(〈
χ0, (p− i∇z −∇pE
0) · (P (2) ·∇p )
(
−
i
2
P (2) :∇2pχ
0
− i∇pχ
0
·L(1)
)〉)
+ Im
(〈
χ0, (p− i∇z −∇pE
0) ·
(
−
i
2
P (3) ·∇p ·∇pχ
0
− i∇pχ
0
·L(2)
)〉)
+
1
2
(
P (3) ·∇pE
0
+ (P (2) ·∇p )(P
(2)
·∇)E0+∇2xU
)
: Re
〈
χ0,∇2pχ
0
〉
.
We define
A
0(p)= i 〈χ0,∇pχ
0
〉, A 1(t ,p,x)=
1
2
(
i 〈χ0,∇pw〉+c.c.
)
,
B =−
1
4
(
〈χ0,∇2pχ
0
〉+c.c.
)
,
and
A(1) =A
0
+εA 1,
and then we can write
E2s =A
1
·∇xU +B :∇
2
xU .
In the recent physics literature [10, 11], A(1) is referred to as the Berry connection with the first order correction
which responds to the first derivative of the scalar potential. While B is a new quantity which is yet to be explored.
It responds to the second order derivative of the scalar potential and if only a uniform electric field is considered
as a perturbation to periodic Hamiltonians as in [10,11], E2 loses the contribution from B because ∇2xU vanishes.
Then, we can rewrite the bi-characteristic equations as
Q˙ =∇PE
0
+ε∇P (A
0
·∇QU )+ε
2
∇PE
2
s (Q ,P )+ε
2
∇PEw ,
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P˙ =−∇QU −ε∇
2
QU ·A
0
−ε2∇QE
2
s (Q ,P )−ε
2
∇QEw .
We observe that, given that the auxiliary quantities involved in Ew are known; the canonical coordinates still satisfy
a Hamiltonian flow under a modified Hamiltonian
H˜(2) = E
0(P )+U (Q)+εE1(Q ,P )+ε2E2s (Q ,P )+ε
2Ew (Q ,P ).
To compare our results with those in recent work [10, 11], we consider the special case taken in these papers
where the electric field is uniform, or equivalently the scaler potential is linear. Note that our results apply to more
general situations. In this scenario, ∇xU reduces to a constant vector, and all the higher order derivatives of U
vanish. Moreover, H1 and E1 no longer depend on x, and as a result, A ′ =A 0+εA 1 becomes x−independent.
Next, motived by [10, 11], we carry out the change of variables that incorporates into the position shift due to
the Berry connection,
Q =Qc −εA
0
−ε2A 1, P =Pc .
Dropping the subscripts c, the bi-characteristic equations reduce to
Q˙ =∇PE
0
−εP˙ ×∇P ×A
′
+ε2∇PEw ,
P˙ =−∇QU −ε
2
∇QEw .
At this stage, the characteristic equations have successfully captured the correction term the Berry curvature.
However, the expression for the extra wave packet energy Ew is still complicated and may not be gauge invariant.
We remark that, the physics papers [10, 11] do not give explicit expression of Ew , neither do they provide any
analysis to this term. If we prepare the initial condition in some special form, the extra wave packet energy can be
further simplified. For example, if the initial condition is a plane wave multiplied by a periodic Bloch wave,
A0(0,x)= A0, S
0(0,x)= S0+K0x.
If we denote the potential functionU (x)= c0+ c1x, then, the exact solutions to equation (3.4) and equation (3.11)
are
A0(t ,x)= A0. S
0(t ,x)= b0(t)+b1(t)x,
where
b1(t)=K0−c1t , b0(t)= S0−
ˆ t
0
E0(K0−c1s)ds−c0t .
In other words, A0(t ,x) stays as an constant, and S0(t ,x) remains be be a linear function in x. In this case, by
direct calculations, the term v reduces to 0, and the extra wave packet energy Ew simplifies to 0. Hence the bi-
characteristic equations become
(4.1)

Q˙ =∇PE
0−εP˙ ×∇P ×A(1),
P˙ =−∇QU .
This formessentially agreeswith the recent results [10,11] in the physics literature, although in the above special
case, the extra wave packet energy Ew has simplified to 0. However, our derivation is open to different assumptions
on the amplitude function and the phase function, and accordingly we would expect different expression of the
extra wave packet energy. The work [10, 11] makes heuristic assumptions of the localization of the wave packet
around the classical variables, which we do not necessarily assume in the calculation. Our results show that the
second order correction to the Bloch dynamics can be derived rigorously in more general situations than that
considered in [10,11].
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4.3. Closing the system of trajectories. Finally, let us complete the characteristic system of the phase equation
with second order correction, without assuming pre-computing the auxiliary terms. That is, we aim to incorporate
the Lagrangian trajectories of the auxiliary quantities with Bloch dynamics, so that a larger system of trajectories
is obtained as a consequence. Since all these terms show up only in O(ε2) terms, we only need to derive their
characteristic equations to the zeroth order.
First, we derive that equations that L(1), L(2) and L(3) satisfy. Note that, if we divide the equation (3.11) by A0, we
get
∂t logA0+∇x log A0 ·∇pE +
1
2
∇
2
xS
0
·∇p ·∇pE
0
= 0.
Then, by straight-forward differentiation, one gets the equations
L˙(0)+
1
2
P (2) :∇2pE
0
= 0,
L˙(1)+ (L(1) ·∇p )(P
(2)
·∇p )E
0
+
1
2
P3 ·∇p ·∇pE
0
+
1
2
(P (2) ·∇p )(P
(2)
·∇p ·∇p )E
0
= 0,
L˙(2)+2Sym
[
(L(2) ·∇p )(P
(2)
·∇p )E
0
]
+ (L(1) ·∇p )(P
(3)
·∇p )E
0
+ (L(1) ·∇p )(P
(2)
·∇p )(P
(2)
·∇p )E
0
+
1
2
P (4) ·∇p ·∇pE
0
+Sym
[
(P (3) ·∇p ·∇p )(P
(2)
·∇p )E
0
]
+
1
2
(P (2) ·∇p ·∇p )(P
(3)
·∇p )E
0
+
1
2
(P (2) ·∇p ·∇p )(P
(2)
·∇p )(P
(2)
·∇p )E
0
= 0,
and
L˙(3)+3Sym
[
(L(3) ·∇p )(P
(2)
·∇p )E
0
]
+3Sym
[
(L(2) ·∇p )(P
(3)
·∇p )E
0
]
+ (L(1) ·∇p )(P
(4)
·∇p )E
0
+ (L(1) ·∇p )(P
(2)
·∇p )
3E0+3Sym
[
(L(2) ·∇p )(P
(2)
·∇p )
2E0
]
+3Sym
[
(L(1) ·∇p )(P
(3)
·∇p )(P
(2)
·∇p )E
0
]
+
1
2
P (5) ·∇p ·∇pE
0
+
3
2
Sym
[
(P (4) ·∇p ·∇p )(P
(2)
·∇p )E
0
]
+
3
2
Sym
[
(P (3) ·∇p ·∇p )(P
(3)
·∇p )E
0
]
+
1
2
(P (2) :∇2p )(P
(4)
·∇p )E
0
+
3
2
Sym
[
(P (3) ·∇p ·∇p )(P
(2)
·∇p )
2E0
]
+
3
2
Sym
[
(P (2) :∇2p )(P
(3)
·∇p )(P
(2)
·∇p )E
0
]
+
1
2
(P (2) :∇2p )(P
(2)
·∇p )
3E0 = 0.
In the equations above, Sym[T ] represents the symmetric part of tensor T , and all the expressions are evaluated at
x =Q , p =P .
Next, let’s switch to the derivatives of the phase function S. In the expressions of∇pE
2 andα, the derivatives of S
up to the fourth order are involved, and in the equation of L(3), the fifth order derivative is also included. Therefore,
to close the system, we have to derive the equations for derivatives of S at least to the fifth order. By differentiating
equation (3.22) with respect to x for multi-times, and keeping only O(1) terms, one gets
P˙ (2)+∇2xU + (P
(2)
·∇p )(P
(2)
·∇p )E
0
= 0,
P˙ (3)+∇3xU +3Sym
[
(P (3) ·∇p )(P
(2)
·∇p )E
0
]
+ (P (2) ·∇p )
3E0 = 0,
P˙ (4)+∇4xU +4Sym
[
(P (4) ·∇p )(P
(2)
·∇p )E
0
]
+3(P (3) ·∇p )
2E0
+6Sym
[
(P (3) ·∇p )(P
(2)
·∇p )(P
(2)
·∇p )E
0
]
+ (P (2) ·∇p )
4E0 = 0,
and
P˙ (5)+∇5xU +5Sym
[
(P (5) ·∇p )(P
(2)
·∇p )E
0
]
+10Sym
[
(P (4) ·∇p )(P
(3)
·∇p )E
0
]
+10Sym
[
(P (4) ·∇p )(P
(2)
·∇p )(P
(2)
·∇p )E
0
]
+15Sym
[
(P (3) ·∇p )(P
(3)
·∇p )(P
(2)
·∇p )E
0
]
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+10Sym
[
(P (3) ·∇p )(P
(2)
·∇p )(P
(2)
·∇p )(P
(2)
·∇p )E
0
]
+ (P (2) ·∇p )
5E0 = 0.
In the equations above, all expressions are evaluated at x =Q and p = P . Clearly, the the equations for P (2) to P (5)
do not contain higher derivatives of S and logA0, so now the system is closed.
For clarity, we shall also express the equations in this part in index form in Appendix. To sumup, wehavederived
the characteristic equations (3.12)–(3.13) of Bloch dynamics with second order corrections, which are coupledwith
the characteristic equations of the auxiliary quantities defined above.
APPENDIX A. EXPRESSIONS IN INDEX FORM
We shall express the equations in Section 4 in index form to avoid possible confusion. In the expressions below,
the Einstein summation convention is used. To avoid confusion , we use i , j and k to indicate components of the
variables, while we use Greek letters α, β and γ to label the components of the tensors.
In the index notation, ∇pE
2 takes the following form
∂p j E
2(p)= ∂p j
[
i 〈χ0,∂pαw〉∂xαU +〈∂pαχ
0,∂xα∂xβU∂pβχ
0
〉 +
1
2
〈(P (2))αβ∂pβχ
0, (P (2))αγ∂pγχ
0
〉
+ (L(1))αIm
(〈
χ0, (pα− i∇zα −∂pαE
0)
(
−
i
2
(P (2))βγ∂pβ∂pγχ
0
− i∂pβχ
0(L(1))β
)〉)
+ Im
(〈
χ0,
(
(P (2))αα− (P
(2))αβ∂pα∂pβE
0
)(
−
i
2
(P (2))γµ∂pγ∂pµχ
0
)〉)
+ Im
(〈
χ0, (pα− i∇zα −∂pαE
0)((P (2))αβ∂pβ )
(
−
i
2
(P (2))γµ∂pγ∂pµχ
0
− i∂pγχ
0(L(1))γ
)〉)
+ Im
(〈
χ0, (pα− i∇zα −∂pαE
0)
(
−
i
2
(P (3))αβγ∂pβ∂pγχ
0
− i∂pβχ
0(L(2))αβ
)〉)
+
1
2
(
(P (3))αβγ∇pγE
0
+ ((P (2))αµ∇pµ )((P
(2))βν∇pν )E
0
+ (∇2xU )αβ
)
Re(
〈
χ0,∇2pχ
0
〉
)αβ
]
,
and F˜ takes the form
F˜ j =i∂xα∂x jU 〈χ
0,∂xαw〉+ i∂xαU 〈χ
0,∂xα∂x jw〉+〈∂pαχ
0,∂xα∂xβ∂x jU∂pβχ
0
〉
−
1
2
(
(L(3))αα j −2(L
(1))α(L2)α j
)
+Re
(
〈(P (3))βγ j∂pβχ
0, (P (2))γµ∂pµχ
0
〉
)
+ (L(2))α j · Im
(〈
χ0, (pα− i∇zα −∂pαE
0)
(
−
i
2
(P (2))βγ∂pβ∂pγχ
0
− i∂pβχ
0(L(1))β
)〉)
+ (L(1))α · Im
(〈
χ0, (pα− i∇zα −∂pαE
0)
(
−
i
2
(P (3))βγ j∂pβ∂pγχ
0
− i∂pβχ
0(L(2))β j
)〉)
1
2
(
(P (3))αα j − (P
(3))αβγ∂pα∂pγE
0
)
Im
(〈
χ0,−
i
2
(P (2))µν∂pµ∂pνχ
0
〉)
+ Im
(〈
χ0, (pα− i∇zα −∂pαE
0)(P (3))αβ j∂pβ
(
−
i
2
(P (2))γµ∂pγ∂pµχ
0
− i∂pγχ
0(L(1))γ
)〉)
+ Im
(〈
χ0, (pα− i∇zα −∂pαE
0)(P (2))αβ∂pβ
(
−
i
2
(P (3))γµ j∂pγ∂pµχ
0
− i∂pγχ
0(L(2))γ j
)〉)
+ Im
(〈
χ0, (pα− i∇zα −∂pαE
0)
(
−
i
2
(P (4))αβγ j∂pβ∂pγχ
0
− i∂pβχ
0(L(3))αβ j
)〉)
+
1
2
(
(P (4))αβγ j∇pγE
0
+2((P (3))αµ j∇pµ )((P
(2))βν∇pν )E
0
+ (∇2xU )αβ j
)
Re(
〈
χ0,∇2pχ
0
〉
)αβ.
The equations for the auxiliary quantities derived in Section 3.5 are given in the index notations in the following
(L˙(1)) j + (L
(1))α(P
(2))β j∂pα∂pβE
0
+
1
2
(P (3))αβ j∂pα∂pβE
0
+
1
2
(P (2))α j (P
(2))βγ∂pα∂pβ∂pγE
0
= 0,
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(L˙(2)) j k +2Sym
[
(L(2))α j (P
(2))βk∂pα∂pβE
0
]
+ (L(1))α(P
(3))β j k∂pα∂pβE
0
+ (L(1))α(P
(2))β j (P
(2))γk∂pα∂pβ∂pγE
0
+
1
2
(P (4))αβ j k∂pα∂pβE
0
+Sym
[
(P (3))αβ j (P
(2))γk∂pα∂pβ∂pγE
0
]
+
1
2
(P (2))αβ(P
(3))γ j k∂pα∂pβ∂pγE
0
+
1
2
(P (2))αβ(P
(2))γ j (P
(2))µk∂pα∂pβ∂pγ∂pµE
0
= 0,
(L˙(3)) j kl +3Sym
[
(L(3))α j k (P
(2))βl∂pα∂pβE
0
]
+3Sym
[
(L(2))α j (P
(3))βkl∂pα∂pβE
0
]
+ (L(1))α(P
(4))β j kl∂pα∂pβE
0
+ (L(1))α(P
(2))β j (P
(2))γk(P
(2))µl∂pα∂pβ∂pγ∂pµE
0
+3Sym
[
(L(2)) jα(P
(2))βk (P
(2))γl∂pα∂pβ∂pγE
0
]
+3Sym
[
(L(1))α(P
(3))β j k (P
(2))γl∂pα∂pβ∂pγE
0
]
+
1
2
(P (5))αβ j kl∂pα∂pβE
0
+
3
2
Sym
[
(P (4))αβ j k(P
(2))γl∂pα∂pβ∂pγE
0
]
+
3
2
Sym
[
(P (3))αβ j (P
(3))γkl∂pα∂pβ∂pγE
0
]
+
1
2
(P (2))αβ(P
(4))γ j kl∂pα∂pβ∂pγE
0
+
3
2
Sym
[
(P (3))αβ j (P
(2))γk (P
(2))µl∂pα∂pβ∂pγ∂pµE
0
]
+
3
2
Sym
[
(P (2))αβ(P
(3))γ j k(P
(2))µl∂pα∂pβ∂pγ∂pµE
0
]
+
1
2
(P (2))αβ(P
(2))γ j (P
(2))µk (P
(2))νl∂pα∂pβ∂pγ∂pµ∂pνE
0
= 0.
(P˙ (2)) j k +∂x j ∂xkU + (P
(2))α j (P
(2))βk∂pα∂pβE
0
= 0,
(P˙ (3)) j kl +∂x j ∂xk∂xlU +3Sym
[
(P (3))α j k(P
(2))βl∂pα∂pβE
0
]
+ (P (2))α j (P
(2))βk (P
(2))γl∂pα∂pβ∂pγE
0
= 0,
(P˙ (4)) j klm+∂x j ∂xk∂xl ∂xmU +4Sym
[
(P (4))α j kl (P
(2))βm∂pα∂pβE
0
]
+3(P (3))α j k (P
(3))βlm∂pα∂pβE
0
+ (P (2) ·∇p )
4E0
+6Sym
[
(P (3))α j k(P
(2))βl (P
(2))γm∂pα∂pβ∂pγE
0
]
= 0,
and
(P˙ (5)) j klmn +∂x j ∂xk∂xl ∂xm∂xnU +5Sym
[
(P (5))α j klm(P
(2))βn∂pα∂pβE
0
]
+10Sym
[
(P (4))α j kl (P
(3))βmn∂pα∂pβE
0
]
+10Sym
[
(P (4))α j kl (P
(2))βm(P
(2))γn∂pα∂pβ∂pγE
0
]
+15Sym
[
(P (3))α j k(P
(3))βlm(P
(2))γn∂pα∂pβ∂pγE
0
]
+10Sym
[
(P (3))α j k(P
(2))βl (P
(2))γm(P
(2))µn∂pα∂pβ∂pγ∂pµE
0
]
+ (P (2))α j (P
(2))βk (P
(2))γl (P
(2))µm (P
(2))νn∂pα∂pβ∂pγ∂pµ∂pνE
0
= 0.
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