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Momentum-space dynamics of Dirac quasi-particles in correlated random potentials:
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We consider Dirac quasi-particles, as realized with cold atoms loaded in a honeycomb lattice or in a
pi-flux square lattice, in the presence of a weak correlated disorder such that the disorder fluctuations
do not couple the two Dirac points of the lattices. We numerically and theoretically investigate the
time evolution of the momentum distribution of such quasi-particles when they are initially prepared
in a quasi-monochromatic wave packet with a given mean momentum. The parallel transport of the
pseudo-spin degree of freedom along scattering paths in momentum space generates a geometrical
phase which alters the interference associated with reciprocal scattering paths. In the massless case,
a well-known dip in the momentum distribution develops at backscattering (respective to the Dirac
point considered) around the transport mean free time. This dip later vanishes in the honeycomb
case because of trigonal warping. In the massive case, the dynamical phase of the scattering paths
becomes crucial. Its interplay with the geometrical phase induces an additional transient broken
reflection symmetry in the momentum distribution. The direction of this asymmetry is a property
of the Dirac point considered, independent of the energy of the wave packet. These Berry phase
effects could be observed in current cold atom lattice experiments.
PACS numbers: 42.25.Dd, 37.10.Jk, 03.65.Vf, 67.85.-d
Introduction.– Topology and gauge fields, as exem-
plified by Chern numbers [1], Berry phases and cur-
vatures [2], are key concepts at the heart of many
condensed-matter phenomena [3, 4]. One main reason
is that Bloch’s theorem introduces wave numbers k be-
longing to a parameter space with the topology of a torus,
the Brillouin zone, and a set of periodic wave functions
depending parametrically on k. Together they offer nat-
ural settings for bundles and connections [5]. With the
recent advances in the generation of synthetic magnetic
fields [6–8] and the ability to load independent or in-
teracting bosons and/or fermions into two-dimensional
optical lattices [9–11] where the relevant experimental
parameters are perfectly under control, ultracold atoms
have become versatile tools to explore directions bor-
rowed from other fields like topological defects [12], color
superfluidity [13], engineering and measuring non-zero
momentum-space Berry curvatures [14] or creating quan-
tum Hall states with strong effective magnetic fields [15–
18].
In this work, we consider the momentum space dynam-
ics of Dirac quasi-particles [19–21], as found for example
in graphene sheets, in the presence of a correlated and
weak on-site disorder. A semi-classical approach shows
that the dynamics of these quasi-particles is unaffected
by the topology of the band structure as long as a net
effective electric field is absent [4, 22]. We go beyond
this semi-classical approach to address the competition
happening at short times between Berry phase effects
induced by the Bloch states topology and dynamical co-
herent corrections to transport due to the interference
associated with reciprocal scattering paths [23–25]. Usu-
ally, these loop interference are constructive and enhance
the return probability of a propagating wave, giving rise
to weak localization corrections [23]. However, it is long
known that they are destructive for magnetic or spin-
orbit scattering since a rotation of 2pi of the electron spins
gives rise to a sign flip of the interference terms. In this
case, one rather gets weak anti-localization effects as re-
vealed by magneto-resistance measurements and suppres-
sion of the coherent backscattering (CBS) effect [23, 26].
The very same situation happens in graphene [27–30]
where the band structure induces two Berry monopoles
of opposite charge located at the Dirac points, hence an
effective magnetic field in momentum space. The theo-
retical calculation of the loop interference terms is gen-
erally done in the diffusion approximation [25], i.e. at
long times. As a consequence, its dominant contribu-
tion is expected to happen in the vicinity of the CBS
momentum even in the presence of a Berry phase. We
investigate here the short-time regime and show that the
momentum-space dynamics exhibits new features, in par-
ticular when the Dirac quasi-particles are massive. In this
case the dynamics in momentum space is no longer reflec-
tion symmetric and an observable fringe pattern devel-
ops at a momentum away from the CBS one and moves
towards it as time increases. This reflection symmetry
breaking is similar to the shift of interference fringes
in a certain direction observed for Aharonov-Bohm ex-
periments in real space. A key aspect of this symme-
try breaking is the subtle interplay between dynamical
and Berry phases which impacts the transient dynamics
where off-shell effects contribute significantly, a situation
markedly different from the usual steady-state regime.
2FIG. 1. (Color online) Snapshots of the diffuse momentum-
space density nD(q, t) (normalized to its maximum value)
obtained at different times when Dirac quasi-particles are
subjected to a correlated disorder with strength W and cor-
relation length ζ. The initial momentum (white disks) is
k0 = K + q0 with q0 = −q0eˆx, q0 > 0 and the initial en-
ergy is chosen in the lower band, E0 = −εq0 . The black and
white dotted lines mark the energy shell, but leave out the
region around −q0 for clarity. (a) pi-flux square lattice with
m = 0, q0ζ = 2, q0a = 0.41, W = 0.29|E0|, |E0|τs/~ = 3.1
and |E0|τB/~ = 25. The energy shell is filled symmetri-
cally with respect to the x-axis and develops a CBS dip
at −q0 due to a pi Berry phase. (b) pi-flux square lattice
with mc2 = 0.53|E0|, q0ζ = 2, q0a = 0.41, W = 0.24|E0|,
|E0|τs/~ = 2.4 and |E0|τB/~ = 21. The energy shell is filled
anisotropically at short times due to the interplay between dy-
namical and geometrical phase factors. (c) Graphene lattice
with mc2 = 0.53|E0|, q0ζ ≈ 1.27, q0a = 0.25, W = 0.37|E0|,
|E0|τs/~ = 2.35 and |E0|τB/~ = 5.9. Due to trigonal warp-
ing, the energy shell is no longer inversion-symmetric: inter-
fering reciprocal paths are always off-shell and the observed
fringe structure disappear in time. (d) Same as (c) except that
q0 = q0eˆy where q0ζ = 1.34 and q0a = 0.27. It shows that
the transient asymmetry observed at a given energy around a
given Dirac point does not depend on the polar angle of the
initial momentum.
The impact of the dynamical phase is clearly missed in
the diffusion approximation. However, momentum space
measurements are challenging in condensed-matter sys-
tems. From this point of view, cold atom systems of-
fer an interesting alternative as witnessed by the recent
observation of CBS with matter waves [31–33]. Fur-
thermore, graphene-like experiments can be easily per-
formed with non-interacting cold atoms loaded on a hon-
eycomb [11, 34–37], or on a pi-flux square [6, 8, 38] optical
lattice at an energy close to the charge neutrality point
E = 0 (Dirac regime).
Model.– In the following, we consider a cold-atom ex-
periment setup that combines those of Refs. [8, 11, 32, 33]
and focus on the pi-flux square lattice and the honey-
comb one, see Appendix A. Each lattice has two inequiv-
alent Dirac points located at K = 0 and K ′ = pia eˆx
(pi-flux square lattice) and at K = 4pi/(3
√
3a)eˆx and
K ′ = −K (honeycomb lattice), where a is the lattice
constant. Their common energy is chosen to be E = 0
(charge neutrality point). For each of these lattices, we
start with an initial quasi-monochromatic Gaussian wave
packet |ψ0〉 with a mean momentum k0 =K+q0 close to
the Dirac point at K (q0a ≪ 1) and with a momentum
spread σ0 ≪ |k0|. This initial state is essentially a plane
wave state |k0〉 and we have checked that decoherence
effects due to the finite width of the wave packet [31] are
negligible over the times scales considered here. In the
following we conveniently choose q0 to lie on the nega-
tive x-axis and the initial energy E0 of |k0〉 to be negative
(lower band).
At time t = 0, |ψ0〉 is subjected to a spatially-
correlated disordered potential V (r) with Gaussian
statistics, vanishing mean value V = 0, and Gaus-
sian 2-point correlator F (ri − rj) = V (ri)V (rj) =
W 2 exp(− (ri−rj)22ζ2 ). Here the overbar denotes the en-
semble average, W is the disorder fluctuations strength
and ζ is the disorder correlation length. We then nu-
merically compute the wave function |Ψ(t)〉 at time t
in the case where k0ζ ≥ 1. Hereafter, we focus on
the diffuse component ρD(t) = |δΨ(t)〉〈δΨ(t)| where
|δΨ(t)〉 = |Ψ(t)〉−|Ψ(t)〉 which is the dominant contribu-
tion at times larger than the scattering mean free time
τs(E0) ≡ τs [39]. We have typically used 104 disorder
configurations to extract ρD(t). The potential fluctua-
tions can only efficiently couple momenta k which are
typically within ζ−1 away from each other. In particu-
lar, when ζ ≫ a, inter-valley scattering is suppressed and
the neighborhoods of the two inequivalent Dirac points
of the clean lattices are then uncoupled [30]. Writing the
scattered momenta as k =K + q, we thus have qa≪ 1.
At lowest order in q (see Appendix A), the dynamics is
then governed by the effective Dirac spinor Hamiltonian
H = H0 + V (r), where H0 = −c(pxσx + pyσy) +mc2σz
featuring the momentum operator p = −i~∇, the Dirac
quasi-particles massm [40], their velocity c, and the usual
Pauli matrices σx, σy, σz. In momentum space and ma-
3trix form, H0 reads:
H0 = ~c (−qxσx − qyσy + qmσz) ≡ ~cQ · σ
=
√
~2q2c2 +m2c4︸ ︷︷ ︸
εq = ~cQ
2
(
cos θq − sin θqe−iϕq
− sin θqeiϕq − cos θq
)
,(1)
where qm = mc/~ is the Dirac particles Compton
wave number, εq their energy dispersion relation and
σ the Pauli vector operator. The spherical angles of
Q = (−qx,−qy, qm) are θq and ϕq+pi, ϕq being the polar
angle of q. The spinorial nature of the Dirac Hamilto-
nian directly reflects the bipartite nature of the graphene
lattice. The corresponding spin-up and spin-down basis
vectors |↑〉 and | ↓〉 represents Bloch waves on either one
of the two graphene sublattices (θq = 0, pi). As one may
note, the mass term qm, acting as a Zeeman field, lifts the
energy degeneracy between these two spin states. More
crucially, it also modifies the Berry curvature and leads
to the main results of this work (see later discussion).
Numerical parameters.– We give here the typical nu-
merical parameters that we have used in our simulations
(as shown in Fig. 1) and we compare them to their ex-
perimental counterparts as found in Refs. [8, 11, 32, 33].
In our lattice simulation, we have used a tunneling am-
plitude J/h ≈ 600Hz as typically found in Refs. [8, 11].
The mass gaps used in our simulations are typically in the
range 2mc2/h ∼ 180−300Hz, while the tunable mass gap
achieved in Ref. [11] is rather around 20Hz. The inter-
esting dynamics in our problem typically occurs at times
t ∼ 20− 60 ~/J . This would mean experimental observa-
tion times in the range 200 to 600µs. In our simulations,
the disorder correlation length is ζ = 5a. In [32, 33], one
finds ζ ∼ 200 − 540nm. Since a is determined by the
laser wavelength used to create the lattice, and is typi-
cally in the range 700 − 800nm [8, 11], this would mean
ζ ∼ 0.3− 0.7a. However producing speckle patterns with
larger correlation lengths is not difficult. Finally, the dis-
order strength used in our simulations is W/h ≈ 120Hz
while those reported in Ref. [32, 33] are in the range 1-
3kHz. Here again producing a weaker disorder strength
is not an experimental issue.
Main results.– For weak disorder (τs ≫ ~/|E0|), inter-
band transitions are strongly suppressed as explained
from the scattering vertex properties (see Appendix B).
The band index s = ± becomes a good quantum number
and the dynamics is essentially restricted to the initial en-
ergy band. Choosing E0 < 0, the spinor wave associated
with the dynamics is then |u−q 〉 = sin θq2 e−iϕ|↑〉+cos θq2 |↓〉
with eigenenergy−εq. We have duly numerically checked
that, with our parameters, the population in the positive
energy band is less than three percent of the total popu-
lation. Figure 1 shows our main numerical results for the
momentum-space diffuse density nD(q, t) = 〈k|ρD(t)|k〉
(k = K + q) of a coherent spinorial wave packet prop-
agating in a disordered potential with long-range spatial
correlation. For massless Dirac particles living on the
pi-flux square lattice, the dynamics fills symmetrically
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FIG. 2. (Color online) (a) Pictorial interpretation of Fig. 1b
and Fig. 1c in terms of real-space scatterings. There is a
higher chance for the incoming massive Dirac quasi-particles
to be scattered through the bottom (solid larger arrows) half-
cicle path than the upper (dashed smaller arrows) half-circle
path. (b) Reciprocal scattering paths connecting on-shell mo-
mentum q0 to final momentum q and contributing to the
maximally-crossed series nC . The dotted circle represents
the energy shell, assumed here to be inversion-symmetric
with respect to the Dirac point for simplicity. Given the di-
rect path (solid red), its reciprocal partner (dashed red) is
obtained by inversion about (q + q0)/2 (point I), implying
qi → q
′
i = q + q0 − qi. Both paths cannot be simultaneously
on-shell except when q + q0 = 0.
the energy contours and one witnesses at backscattering
the known destructive interference observed in magneto-
resistance measurements [23]. For massive Dirac parti-
cles, the dynamics exhibits a transient broken reflection
symmetry driven by the competition between dynami-
cal and geometric phases acquired by scattering paths
in momentum space. We illustrate the meaning of this
transient broken symmetry in terms of real-space scat-
terings in Fig. 2a: the incoming Dirac quasi-particles
are backscattered by preferentially following clockwise or
anti-clockwise U-turn scattering paths depending on the
Dirac point considered. The same numerical observations
are made for the honeycomb lattice with the important
difference that trigonal warping blurs the interference ef-
fects as time increases since the energy contours around
a given Dirac point are no longer inversion-symmetric.
Theory.– At weak disorder, diagrammatic pertur-
bation theory [25] predicts three main contributions
to nD(q, t): the single scattering background nS(q, t)
(which we will not address here), the diffusive back-
ground nL(q, t) associated with multiple scattering paths
sequences ΓN = {q0 → q1 → (· · ·) → qN−1 → q}
and the maximally-crossed contribution nC(q, t) arising
from the interference between ΓN and its reciprocal part-
ner Γ˜N = {q0 → q′1 → (· · ·) → q′N−1 → q} where
q′i = −qi + q0 + q (see Appendix B for derivation), see
Fig. 2b. The contribution of Nth-order scattering paths
4(N ≥ 1) to nD(q, t) is
n
(N)
L (q, t) =
∫
[dµ] e
−
t
τs |ΨΓN (t)|2, (2)
n
(N)
C (q, t) =
∫
[dµ] e
−
t
τs Re(Ψ∗ΓN (t)ΨΓ˜N (t)), (3)
where [dµ] = P (q0−q1)
∏i=N−1
i=1
dqi
(2pi)2P (qi−qi+1) is the
integration measure with the convention qN = q and
P (q) = 2piζ2W 2e−
ζ2q2
2 is the Fourier transform of F (r).
Note that the correlation functions P in [dµ] typically
enforce small momentum changes after each scattering,
i.e. |qi+1−qi| . 1/ζ. Defining ωi = εqi/~, the amplitude
ΨΓN (t) associated with the scattering path ΓN is:
ΨΓN (t) =
[ ∫
· · ·
∫ t
0
( i=N∏
i=0
dtie
−iωiti
)
δ
( j=N∑
j=0
tj − t
)]
︸ ︷︷ ︸
dynamical factor
×
[ i=N−1∏
i=0
〈u−qi+1 |u−qi〉
]
︸ ︷︷ ︸
spinor factor
. (4)
To get further physical insight into the problem, we
assume q0ζ ≫ 1 though this limit is not strictly sat-
isfied for all the data presented here. In this case the
momentum changes satisfy |qi+1 − qi| ≪ |q0| and the
spinor factor can be conveniently recast into a geomet-
rical phase factor
∏i=N−1
i=0 〈u−qi+1 |u−qi〉 ≈ exp(i
∫
dq ·A−q ),
where the Berry connection A−q = i〈u−q |∇qu−q 〉 is the
momentum-space analog of a vector potential. We have
numerically checked that the dynamical factor vanishes
at long times on a time scale set by the spread of inter-
mediate energies (see Appendix C). The phase of this dy-
namical factor is well approximated by (−EN t/~) where
EN =
1
N+1
∑i=N
i=0 εqi is the average energy along the
scattering path. The amplitude of the dynamical factor
forces the various energies contributing to the scattering
path to lie close to the energy shell. It can be easily
checked that this result is exact for single scattering or
in the long-time limit where all intermediate energies are
equal.
As phases factors do not impact |ΨΓN (t)|2, nL(q, t) fills
symmetrically the energy shell with respect to q0 in the
course of time (see Fig. 1). A fully isotropic background
nbg(q) is obtained after time scales set by the Boltzmann
transport time τB [41]. In the long-time limit, this back-
ground is given by:
nbg(q) =
∫
dE
2pi
A(q, E)A(q0, E)
2piν(E)
, (5)
where A(q, E) = 2pi〈K+q|δ(E −H)|K+q〉 is the spec-
tral function and ν(E) =
∫
dq
(2pi)2A(q, E) is the density of
states (DoS). Energy domains where ν(E) is small con-
tribute more to the background. In our case, it corre-
sponds to states with small |q|. The maximum of the
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FIG. 3. (Color online) Normalized momentum-space den-
sity nD(q, t)/nL(q0, t) of massless Dirac particles on a pi-flux
square lattice as a function of the polar angle ϕ along the circle
q = q0(cosϕ, sinϕ) at three different times. The simulation
parameters are the same as for Fig. 1a. To extract the back-
ground (red dashes), we use the quadratic fit
(
1 + C(t)× ϕ2
)
and find C(t) by matching the wings of nD(q, t) in the angu-
lar range 0.2 < |ϕ|/pi < 0.5. The (blue) vertical line marks
the backscattering direction. The dip at backscattering re-
flects the destructive interference of reciprocal paths ampli-
tudes due to the pi Berry phase.
background is thus slightly shifted from the energy shell
εq = E0 towards the Dirac point, as witnessed in Figs. 1
and 8. On the other hand, we see from Eq. (3) that ΓN
and Γ˜N combine to form a closed trajectory C in mo-
mentum space with finite area (Fig. 2b). In the large-N
limit, this closed trajectory develops a dynamical phase
φd = ∆t/~ where
∆ = lim
N→∞
(
E′N−EN
)
= lim
N→∞
1
N + 1
i=N∑
i=0
(εq′
i
− εqi), (6)
while the geometric phase is
φg =
∮
dq ·A−q = ±
∫∫
Ω−q dS, (7)
where the second integral is over a surface S in mo-
mentum space with boundary C. The Berry curvature
Ω
−
q = ∇q × A−q = Ω−q ez is the momentum-space ana-
log of a magnetic field [21]. The sign of φg is positive
for anti-clockwise paths and negative for the clockwise
paths shown in Fig. 2. As a result, nL + nC contains
modulation terms like [1 + cos(φd + φg)].
Massless particles: anti-CBS effect.– For massless
Dirac particles (m = 0), Ω−q = piδ(q) and φg = ±pi for
all paths that enclose the Dirac point. Furthermore, at
exact backscattering (q+q0 = 0), φd vanishes identically
and nC always gives a destructive contribution resulting
in a density dip at −q0 (anti-CBS effect), see Figs. 1a, 3
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FIG. 4. (Color online) Normalized momentum-space den-
sity nD(q, t)/nL(q0, t) of massive Dirac particles on a pi-flux
square lattice as a function of the polar angle ϕ along the
circle q = q0(cosϕ, sinϕ) with |q0|a = 0.41 at three different
times. The rest mass energy is mc2 = 0.3|E0| (equivalently
m = 0.6m∗ where m∗c2 = |E0|/2, see text) while the other
simulation parameters are the same as for Fig. 1a. The scat-
tering time is τs = 2.5 ~/|E0|. To extract the background (red
dashes), we use the quadratic fit
(
1 + C(t)× ϕ2
)
and find
C(t) by matching the wings of nD(q, t) in the angular range
0.2 < |ϕ|/pi < 0.5. The blue vertical line marks the backscat-
tering direction. The (blue) dotted horizontal lines give the
magnitude of the density (1 + cos φg) that is expected in the
long time limit at backscattering. Asm < m∗, (1+cos φg) < 0
and the interference between reciprocal paths amplitudes is
destructive, giving rise to a dip at backscattering in the long
time limit.
and 8. Constructive interference peaks can be inferred
from the condition cosφd = −1. They are located sym-
metrically with respect to the x-axis and move towards
−q0 in the course of time, see Figs. 1a and 3.
Massive particles: transient broken symmetry.– For
massive Dirac particles (m 6= 0), the picture is different.
Now the Berry curvature reads [21]:
Ω−q =
cos θq
2Q2
=
qm
2(q2 + q2m)
3/2
. (8)
The reflection symmetry is broken and the interference
peak on clockwise paths is much greater than the other
one, see Figs. 1b and 1c, as well as Figs. 4-6 for the den-
sity as a function of the polar angle on the energy shell.
This asymmetry is easily understood since clockwise
and anti-clockwise paths have same (positive) dynamical
phases but opposite geometrical phases. Thus, as long as
Ω0 6= 2pi (massive case), cos(φd − |φg|) > cos(φd + |φg|)
which explains the observed asymmetry. One may note
that the asymmetry pattern does not depend on the sign
of E0 and is thus the same for the two bands above
and below the charge neutrality point. For the graphene
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FIG. 5. (Color online) Same as Fig. 4 but for a rest mass
energy mc2 = 0.5|E0| (m = m
∗, see text). In the long time
limit, we expect the interference pattern to disappear since
1 + cos φg = 0.
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FIG. 6. (Color online) Same as Fig. 4 but for a rest mass
energy mc2 = 0.75|E0| (m = 1.5m
∗, see text). The (blue)
dotted horizontal lines give the magnitude of the density
(1+cos φg) that is expected in the long time limit at backscat-
tering. As m > m∗, (1 + cos φg) > 0 and the interference be-
tween reciprocal paths amplitudes is now constructive, giving
rise to a peak at backscattering in the long time limit.
lattice, the dynamics around the two inequivalent Dirac
points display opposite asymmetries because the associ-
ated Berry curvature are opposite. We stress that the ob-
served asymmetry cannot be explained if the interfering
scattering paths are both on-shell as the dynamic phase
of the closed trajectory would identically vanish leaving
the interference contribution insensitive to the sign of φg.
The asymmetry is best seen at times t comparable to
τB, when the interference peak can be resolved from the
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FIG. 7. (Color online) Time evolution of the azimuthal angle
ϕ (in units of pi) of the interference peak observed in mo-
mentum space for the pi-flux square lattice when q0ζ = 2,
q0a = 0.41. Starting from ϕ = pi (initial momentum q0), it
decreases and reaches ϕ = 0 (CBS momentum −q0) in the
long-time limit. The full symbols in (a) show the numerical
values while the corresponding open symbols in (b) give the
theoretical values derived from the “bright fringe” condition
cos(φd − |φg|) = 1. Blue circles: W = 0.29|E0| and m = 0.
In this case, there is another interference peak at −ϕ. Green
squares: W = 0.27|E0| and mc
2 = 0.3|E0|. Red diamonds:
W = 0.24|E0| and mc
2 = 0.53|E0|. Dashed lines are the
algebraic predictions computed with Eq. (9).
diffusive background. Fig. 7a shows the numerically-
extracted peak position as a function of time while
Fig. 7b shows a rough estimate obtained from the“bright
fringe” condition cos(φd−|φg|) = 1, where φd and φg are
computed along the path maximizing the product of the
disorder correlation function and of the dynamical factor
with respect to the intermediate momenta (see Appendix
D). This “bright fringe” estimate is backed up by an an-
alytical prediction [42]:
ϕ(t) =
pi2
2(1 + cos θq0)
~
|E0|t . (9)
The agreement with numerics is qualitatively good, see
Fig. 7, with discrepancies by less than a factor 2 at most.
Massive particles: interference corrections at
backscattering.– At backscattering, φg = ±Ω0/2,
where Ω0 = 2pi(1− cos θq0) is the solid angle of the cone
subtended by the vector Q0 = (−q0, qm) around the
z-axis. At a sufficiently long time (t≫ τB) the diffusion
approximation applies and the diffusive background
becomes angularly flat, nL = nbg(q0). The interference
contribution turns constructive when Ω0 ≤ pi, i.e. for rest
mass energies larger than m∗c2 = |E0|/2 (equivalently
for Compton wave numbers larger than m∗c/~ =
√
3q0).
We thus observe a density dip at ϕ = 0 for m < m∗ (see
Fig. 4) but a peak when m > m∗ (see Fig. 6), both with
a magnitude of 1+cosφg relative to nL. At intermediate
time (t . τB), we always see a density dip located in
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FIG. 8. (Color online) Diffuse momentum-space density
nD(q, t) along the x-axis for massless Dirac particles on the
honeycomb lattice in the presence of trigonal warping. The
times (in units of ~/|E0|) are shown next to the symbols in
the inserts. Left panel: q0ζ = 1.27, q0a = 0.25, W = 0.44|E0|,
|E0|τs/~ = 2 and |E0|τB/~ = 9. The three vertical dashed
lines mark, from left to right, the initial momentum q0, the
CBS momentum −q0 and the on-shell momentum q
′
0 opposite
to q0 with respect to the Dirac point. The CBS dip is centered
at −q0 but not at q
′
0 as marked by the dashed vertical lines.
Right panel: same as left panel but for q0ζ = 1.86, q0a = 0.37.
One has |E0|τs/~ = 3 and |E0|τB/~ = 15.6. In this case the
effect of trigonal warping is stronger: q′0 is further away from
−q0 but the CBS dip remains centered at −q0. Note that, as
it should, the background maximum is located at a momen-
tum slightly lower than q′0 but larger than −q0 due to DoS
effects (see text).
the negative-angle sector (respectively a density peak
located in the positive-angle sector) moving towards
ϕ = 0 as time increases. This observation is consistent
with our analysis of the transient dynamics using the
optimized path that maximizes the product of the disor-
der correlation function and of the dynamical factor (see
Appendix D). However our optimized-path approach
incorrectly predicts that the density at backscattering
(ϕ = 0) should have a relative magnitude of (1+ cosφg),
which is not what is observed at intermediate times, see
e.g. the top two panels in Fig. 4. The reason behind the
discrepancy is the contribution of other scattering paths.
In particular, when m < m∗, the optimized path gives a
negative contribution to nC due to a geometrical phase
φg ≈ ±Ω0/2. However the straight line in momentum
space connecting q0 to −q0 is another extremal path and
it has zero dynamical and geometric phases. This path
gives thus a positive contribution to nC and impacts
the transient dynamics by reducing the magnitude of
7nC at backscattering. Surprisingly, these additional
scattering paths dress the density dip at negative ϕ with
the relative magnitude (1+ cosφg), even at intermediate
times (see Fig. 4). The moving dip thus features the
expected correct dip at backscattering in the long time
limit. We have also checked these observations for
m = 0.8m∗ (data not shown).
Effect of trigonal warping on a honeycomb lattice.– An
astute reader may have noticed the triangular shape of
the energy contour in Fig. 1c for the graphene case. This
trigonal warping [28, 43] breaks the inversion symmetry
of the energy contours around each Dirac point and pre-
vents q0 and −q0 to lie on the same energy shell. No
direct and reverse paths can then be simultaneously on
shell and the CBS dip observed for m = 0 becomes a
transient effect disappearing in the course of time (see
Fig. 8). The situation gets worse as the initial energy E0
is chosen further away from the charge neutrality point.
Surprisingly enough, this transient CBS dip still occurs
at −q0 and not at the on-shell point q′0 opposite to q0.
This is confirmed by a path-optimization procedure (see
Appendix E). However a clear understanding of this ob-
servation is still missing.
Conclusion.– We have highlighted the non-trivial in-
terplay between dynamical and topological phases when
Dirac particles are subjected to long-range correlated
spatial disorder. This interplay could be experimentally
addressed using cold atoms loaded in a pi-flux square or a
graphene-like optical lattice and could foster applications
in valleytronics [44].
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Appendix A: Clean lattice Hamiltonians
Our numerical simulations have been carried out using
a tight-binding model on either a pi-flux square lattice or
on the honeycomb lattice, see Fig. 9 for our conventions.
These two lattice models lead to the same low-energy
effective Dirac Hamiltonian given by Eq. (1) in main text.
The tight-binding Hamilton operator is given by:
Hlat = −J
∑
〈i,j〉
(
eiAijc†icj + h.c.
)
+ δ(
∑
i∈a
ni −
∑
j∈b
nj),
(A1)
where J ≥ 0 is the hopping amplitude and 2δ is the
on-site energy imbalance between nearest-neighbor sites.
Here c†i (ci) is the creation (annihilation) operator at lat-
tice site i, ni = c
†
i ci is the corresponding number opera-
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b1
KK ’
0
−pi
2
pi
pi
2
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y
Γ
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(b)
FIG. 9. (a) Honeycomb lattice and its hexagonal and rect-
angular (in red) Brillouin zone. The two inequivalent Dirac
points are located at K = (b1 + b2)/3 =
4pi
3
√
3a
eˆx and at
K′ = −K where the bis are the reciprocal lattice vectors and
a the lattice constant. (b) pi-flux square lattice with its accu-
mulated phase factors around a plaquette and its square Bril-
louin zone. There is a Dirac point located at the band centre
Γ at K = 0 and at the band edge at K′ = (b1+b2)/2 = pia eˆx.
Both lattices are bipartite with a-type (full circles) and b-type
(open circles) sites, each sublattice being a Bravais lattice.
tor, h.c. means Hermitian conjugate and 〈i, j〉 restricts
the summation to nearest-neighbor pairs. Aij is identi-
cally zero for the honeycomb lattice whereas
∑

Aij = pi
for the pi-flux square lattice, where  denotes an elemen-
tary anti-clockwise plaquette.
Defining the creation operator f †k,σ of Bloch states liv-
ing on sublattices σ = a,b through
f †kσ =
1√
Nc
∑
i∈σ
eik · ric†i , (A2a)
c†i∈σ =
1√
Nc
∑
k∈Ω
e−ik · rif †kσ, (A2b)
where Nc is the number of unit cells and Ω the Brillouin
zone, the lattice Hamilton operator can be recast as
Hlat =
∑
k∈Ω
(f †k,a, f
†
k,b)
(
δ Zk
Z∗k −δ
)(
fk,a
fk,b
)
, (A3)
where
Zk = −Je−i
kya
2
(
ei
3kya
2 + 2 cos
(√3kxa
2
))
(A4)
for the honeycomb lattice and
Zk = −2J
(
sin(kxa)− i sin(kya)
)
(A5)
for the pi-flux square lattice. The two inequivalent
Dirac points are found by solving Zk = 0. They are
K = 4pi
3
√
3a
eˆx and K
′ = −K for the honeycomb lattice
8and K = 0 and K ′ = pia eˆx for the pi-flux square lat-
tice. Irrespective of the lattice, |Zk| is always inversion-
symmetric under k → −k. However one may note that
when the inversion symmetry is made about any of the
Dirac points, e.g. (K + q)→ (K − q) this ”local” prop-
erty only keeps true for the pi-flux square lattice.
Defining Φk = −Arg(Zk), the eigenenergies are εks =
s εk = s
√
δ2 + |Zk|2 (where s = ± is the band index)
and the corresponding eigenvectors are:
|k+〉 = cos(θk/2) |ka〉+ eiΦk sin(θk/2) |kb〉, (A6)
|k−〉 = −e−iΦk sin(θk/2) |ka〉+ cos(θk/2) |kb〉,(A7)
with cos θk = δ/εk. Identifying the Bloch waves |ka〉 and
|kb〉 as up and down components | ↑〉 and | ↓〉, we define
the pseudo-spin spinors:
|uk+〉 =
(
cos(θk/2)
sin(θk/2) e
iΦk
)
, (A8)
|uk−〉 =
(− sin(θk/2) e−iΦk
cos(θk/2)
)
, (A9)
with 〈uks|uks′〉 = δss′ . One should note that the eigenen-
ergies of the pi-flux square lattice always display the inver-
sion symmetry k → −k, a feature which proves central
when discussing the anti-CBS effect at long times.
Expanding Hk around the Dirac points, i.e. q = k
for the pi-flux square lattice and q = k −K for the hon-
eycomb lattice (qa ≪ 1), we recover the Dirac Hamil-
tonian [Eq. (1) in main text] at lowest order in qa with
c = 2Ja/~ and c = 3Ja/(2~) for the square and honey-
comb lattice respectively. The mass of the Dirac parti-
cles is defined as δ = mc2 and the corresponding spinor
waves are obtained by setting Φk = ϕq + pi where ϕq
is the polar angle of q. The dispersion relation become
εq = ~c
√
q2 + q2m with qm = mc/~. When higher-order
terms are considered, trigonal warping sets in for the
honeycomb case and destroys the inversion symmetry
q → −q (equivalently ϕq → ϕq + pi), implying ε−q 6= εq,
while this inversion symmetry keeps exact for the pi-flux
square lattice. This is clearly seen in the Taylor expan-
sion of |Zk| when the next order term is considered:
|Zk/J | ≈ 2qa− cos
4 ϕq + sin
4 ϕq
3
(qa)3 (A10)
for the pi-flux square lattice, while
|Zk/J | ≈ 3qa
2
+
3(cosϕq sin
2 ϕq − cos3 ϕq)
8
(qa)2 (A11)
for the honeycomb lattice.
Appendix B: Scattering vertex and
maximally-crossed series
The disorder potential reads V =
∑
i∈a ni +
∑
i∈b ni.
Since we assume Gaussian statistics, all its odd-order
moments vanish and its even-order moments boil down,
q
q′
q1 q2
q1 − q2
q′
q + q′ − q1q + q′ − q2q
q − q1q2 − q′
FIG. 10. 3rd-order maximally-crossed diagrams for incoming
and outgoing wave vectors q and q′. Full circles connected
by a dashed line correspond to a scattering vertex. Solid
lines between two consecutive full circles represent average
Green’s function G solving Dyson equation (retarded for the
upper lines, advanced for the lower lines). At each vertex,
momentum conservation is applied. As one can easily see
if qi (i = 1, 2 here) is an intermediate momentum for the
upper line, the corresponding momentum in the lower line is
q′i = q+q
′−qi. This means that reciprocal paths connecting
q to q′ are thus images of each other through an inversion
about (q + q′)/2.
through Wick’s theorem, to products of 2-point correla-
tors. Thus the 2-point correlator is the only key ingre-
dient in the diagrammatic expansion of the Dyson and
Bethe-Salpeter equations.
A straightforward calculation show that:
〈k2s2|V |k1s1〉 〈k3s3|V |k4s4〉 = δk1+k4,k2+k3
× P (k1 − k2) 〈uk2s2 |uk1s1〉 〈uk3s3 |uk4s4〉, (B1)
where P is the Fourier transform of the disorder 2-point
spatial correlator. Since we assume here that the dis-
order correlation length is much larger than the lattice
constant (ζ ≫ a), P is peaked around 0 and k1 ≈ k2. In
turn, because of momentum conservation, k3 ≈ k4. This
enforces 〈uk2s2 |uk1s1〉〈uk3s3 |uk4s4〉 ≈ δs1s2δs3s4 , imply-
ing that the band index is an approximate good quantum
number. Similar considerations show that the self-energy
is also quasi-diagonal in the band index, at least at the
Born approximation.
As an illustrative example, Figure 10 shows the 3rd-
order term in the maximally-crossed series for incoming
and outgoing Dirac momenta q and q′. The band index
being approximately conserved here, it is not specified
in the figure. Applying momentum conservation at each
scattering vertex, it is easy to show that an intermediate
Dirac momentum qi in one scattering path is mapped
onto q′i = q + q
′ − qi in the reciprocal path. Reciprocal
scattering paths connecting q to q′ in momentum space
are images of each other through the inversion about (q+
q′)/2, see Fig. 2 in main text.
9Appendix C: Dynamical factor
With the change of variables ti → yi = ti/t, the dy-
namical factor [Eq. (4) in main text] writes
DN (t) = t
N
∫
· · ·
∫ 1
0
( i=N∏
i=0
dyi
)
δ
(√
N + 1v · y − 1) e−ix · y,
(C1)
where x = (ω0t, · · ·, ωN t) and v = 1√N+1 (1, . . . , 1)
is the hyper-cube diagonal unit vector. We write
y = y‖v + r and x = x‖v + x⊥, where r and x⊥ are
orthogonal to v. We have x‖ =
√
N + 1EN t/~ where
EN =
1
N+1
∑N
j=0 εqi . Integrating out the delta distribu-
tion, one easily gets
DN(t) =
tNVN e
−iEN t/~
√
N + 1
∫
ΩN
(
dr
)
VN
e−ix⊥ · r . (C2)
The integral runs over the regular N -simplex ΩN ob-
tained as the intersection of the (N +1)-hypercube with
the hyperplane orthogonal to v located at y‖ = 1√N+1 ,
(dr) is the N-volume element while VN =
√
N+1
N ! is the
volume of the N -simplex.
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FIG. 11. Plot of the minimized function Fmin as a function
of the final momentum along the x-axis (in units of 1/ζ) for
the honeycomb lattice and at q0ζ = 1.27. The orange vertical
dashed lines mark the momenta q = −q0 and q = q
′
0 (on-shell
momentum opposite to q0). Noticeably, the minimum of Fmin
is located at q = −q0, not at q
′
0, and is also the momentum
where a density dip develops for nD(q, t), see left panels of
Fig. 4 in the main text.
For x2⊥ ≪ (N + 1)(N + 2), we numerically find that
∫
ΩN
(
dr
)
VN
e−ix⊥ · r ≈ e−
x
2
⊥
2(N+1)(N+2) . (C3)
Since x2⊥ = x
2 − x2‖ = (N + 1)σ2Et2/~2, we thus get:
DN (t) ≈ t
N
N !
e−iEN t/~e
−
σ2Et
2
2~2(N+2) , (C4)
where the energy spread reads
σ2E =
1
N + 1
i=N∑
i=0
ε2qi − E2N . (C5)
We conclude that, for a given scattering path, (i) the
dynamical phase is approximated by (−EN t/~), and (ii)
the dynamical factor decays at a rate determined by the
spread of the intermediate energies.
Appendix D: Optimization procedure
0.0 0.5 1.0 1.5 2.0 2.5 3.0
qxζ
0.0
0.5
1.0
1.5
2.0
2.5
F
m
in
−q0
q′
0
q0ζ = 1.86
|E0|t/h¯ = 30, N = 10
|E0|t/h¯ = 42, N = 14
|E0|t/h¯ = 60, N = 20
FIG. 12. Same as Fig. 11, but for q0ζ = 1.86. In this case,
the energy shell is further away from the Dirac point and the
trigonal warping is a more prominent effect. Here again the
minimum is located at −q0 which is where the density dip is
witnessed, see the right panels of Fig. 4 in the main text.
Within the previous approximation, we get
nC(q, t) ≈ e−
t
τs
∑
N
t2N
(N !)2
IN (q, t), (D1)
IN (q, t) =
∫
[dµ] e
− (σ
′
E
2+σ2
E
)t2
2(N+2)~2 cos(∆N t− Φ(N)g ). (D2)
We infer the interference peak location from the con-
dition cos(∆N t − Φ(N)g ) = 1 obtained with the path
{q0, q1, · · ·, qN−1, qN = q} maximizing the weight of the
interference term with respect to the intermediate mo-
menta qi (i = 1, . . . , N − 1). This is achieved by max-
imizing the product F of disorder correlation functions
in the integration measure [dµ] with the Gaussian factor
10
related to the energy spreads:
F =
ζ2
2
i=N−1∑
i=0
(qi+1 − qi)2 + (σ
2
E + σ
′
E
2
)t2
2(N + 2)~2
. (D3)
Here σE and σ
′
E are the energy spreads along the direct
path and its reciprocal partner, see Eq. (C5). As we only
expect a crude estimate for the peak position, we have
further assumed q to lie on the energy shell. Results pre-
sented in Fig. 3 of the main text have been obtained using
N ≈ t/τs, where the scattering mean free time τs is es-
timated from the time decay of the ballistic component.
For smaller times, the path would be pulled slightly to-
wards the Dirac point near q0 and q because the disorder
correlation function then plays a more significant role.
Appendix E: CBS point and trigonal warping
For each q lying on the x-axis, we minimize the func-
tion F , defined in Eq. (D3), with respect to the intermedi-
ate momenta qi as explained in the previous section. For
the parameters investigated in this work, the minimized
function Fmin always shows a minimum at q = −q0, see
Figs. 11 and 12. Since the density dip in nD also occurs
at q = −q0, we conclude that, even in the presence of
trigonal warping, −q0 remains the CBS momentum. We
also note that Fmin assumes larger values when q0ζ gets
larger. This observation is consistent with Fig. 4 in the
main text, which shows that the CBS dip vanishes at a
faster rate for q0ζ = 1.86 than for q0ζ = 1.27.
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