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AN AXIOMATIC CHARACTERIZATION OF STEENROD’S CUP-i PRODUCTS
A. M. MEDINA-MARDONES
Abstract. We introduce new formulae for the cup-i products on the cochains of spaces. We prove that
any set of choices for the cup-i products is isomorphic to the one defined by our formulae if it is natural,
minimal, non-degenerate, and free. We also show that Steenrod’s original set of choices, as well as all of
those induced from operadic and prop theoretic constructions known to the author satisfy these axioms.
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1. Introduction
In [Ste47], Steenrod introduced by means of formulae the cup-i products on the cochains of spaces. These
bilinear maps give rise to the natural cohomology operations
Sqk : H∗(X ;F2)→ H
∗(X ;F2)
laying at the heart of stable homotopy theory.
Steenrod’s formulae for the cup-i products extend the Alexander-Whitney product on cochains. This non-
commutative product induces the commutative algebra structure in cohomology, and we can interpret the
higher cup-i products
`i : N
∗(X ;F2)⊗N
∗(X ;F2)→ N
∗(X ;F2)
as coherent homotopies enforcing the derived commutativity at the cochain level.
In later work by Steenrod [SE62], May [May70], and others, an indirect argument based on the acyclic carrier
theorem is used to establish the existence of cup-i products and consequently of Steenrod squares. This
approach became the standard since any set of choices for the cup-i products homotopic to Steenrod’s original
one gives rise to the same cohomology operations which, by then, had been axiomatically characterized. As
a consequence, the need to interact with a specific set of choices for the cup-i products largely declined.
Attention to actual cochain representatives and cochain operations, like the cup-i products, has recently
resurfaced in connection with condensed matter physics [KT17], [BM18] and topological data analysis
[Car09], [RNS+17], since in these fields there is a need to effectively compute cohomological invariants.
Steenrod’s original set of choices for the cup-i products reappeared in the context of operads in the work of
McClure-Smith [MS03] and Berger-Fresse [BF04]. In the context of props, the author described in [MM18b]
this set of choices in terms of only two basic maps: the AW diagonal and an algebraic version of the join map.
Subject Classification: 55S10.
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Additionally, in [MM18a] the same set of choices is induced from a cellular E∞-structure on the geometric
realization of cubical sets. We are faced then with the following question: why are Steenrod’s original set of
choices so ubiquitous?
In the present work we give an answer in the form of an axiomatic characterization. We introduce a set
of choices for the cup-i products in the form of new formulae, as well as a list of properties they satisfy.
We then show that any other set of choices satisfying these properties must be isomorphic to ours and that
Steenrod’s original set of choices does.
We describe loosely the properties that determine our axiomatic characterization. The first is naturality
with respect to simplicial maps, the second requires the complex parametrizing the products to be as small
as possible, the third rules out the products being 0, and the fourth demands the largest possible amount of
freedom with respect to transpositions.
Acknowledgments. We would like to thank Stephan Stolz, Mark Behrens, Dennis Sullivan, Riley Levy,
John Morgan, Greg Brumfiel, Tim Campion, and Federico Cantero Mora´n for their insights, questions, and
comments about this project.
2. Preliminaries
We are interested in the cochains with F2-coefficients of spaces. As is usually done, we represent spaces
as simplicial sets and take advantage of the fact that all natural construction on simplicial sets, like their
cochains and cup-i products, need only be defined on the standard simplicial sets.
The category∆ is defined to have an object [d] = {0, . . . , d} for every non-negative integer d and a morphism
[n]→ [d] for each order-preserving function from [n] to [d].
The morphisms δi : [d− 1]→ [d] and σi : [d+ 1]→ [d] defined for 0 ≤ i ≤ d by
δi(k) =
{
k k < i
k + 1 i ≤ k
and σi(k) =
{
k k ≤ i
k − 1 i < k,
generate all morphisms in ∆.
These generators satisfy the so called cosimplicial identities
δj δi = δi δj−1 i < j
σj σi = σi σj+1 i ≤ j
σj δi =


id i = j, j + 1
δi σj−1 i < j
δi−1 σj i > j + 1.
We notice that any morphism in ∆ can be uniquely written as
δup · · · δu1 σv1 · · · σvq
for some integers 0 ≤ u1 < · · · < up and 0 ≤ v1 < · · · < vq.
A simplicial set X is a contravariant functor from ∆ to the category of sets and a simplicial map is a
natural transformation between two simplicial sets. As is customary we use the notation
X [n] = Xn X(δi) = di X(σi) = si
and denote the category of simplicial sets by sSet.
The standard d-simplicial set ∆d is defined by
∆dn = Hom∆
(
[n], [d]
)
di(f) = f ◦ δi si(f) = f ◦ σi.
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We denote the category of chain complexes of F2-modules by ChF2 and regard the set of F2-linear maps
between two chain complexes as a chain complex with
HomF2(C,C
′)n = {f : C → C
′ : c ∈ Cm implies f(c) ∈ C
′
m+n} ∂f = ∂ ◦ f + f ◦ ∂.
The functor of normalized chains
N∗(−;F2) : sSet→ ChF2
is defined by
Nn(X ;F2) =
F2{Xn}
F2{s(Xn−1)}
∂n =
n∑
i=0
di
where s(Xn−1) =
⋃n−1
i=0 si(Xn−1).
The functor of normalized cochains N∗(−;F2) is defined by composing N∗(−;F2) with the linear duality
functor HomF2(−,F2) : ChF2 → ChF2 . Notice that in this definition N
∗(X ;F2) is concentrated in non-
positive degrees. If x ∈ X we denote its associated basis element in N∗(X ;F2) by the same symbol x
whereas in N∗(X ;F2) we use x
∗.
3. Statement
Let Σ2 be the group with one non-identity element T and let
W =
(
F2[Σ2]
1+T
←− F2[Σ2]
1+T
←− · · ·
)
be the minimal free resolution of F2 as a F2[Σ2]-module. We denote the preferred element in degree i by ei.
A cup-i structure on a differential graded F2-module C is a chain map
W ⊗Σ2 C
⊗2 → C
where T acts by multiplication on W and by transposition on C ⊗ C. We denote the image of [ei ⊗ α ⊗ β]
by α `i β.
A cup-i construction is a cup-i structure on each N∗(X ;F2) natural with respect to simplicial map.
An isomorphism of cup-i constructions is an automorphism φ of W making the diagram
W ⊗Σ2 N
∗(X ;F2) W ⊗Σ2 N
∗(X ;F2)
N∗(X ;F2)
φ⊗id
commute for every simplicial set X .
The first axiom alluded to in the introduction, naturality, has been explicitly absorbed into our definition of
cup-i construction; whereas the second, minimality, is manifested in the definition of cup-i structure via the
use of W . Let us introduce the other two axioms whose definitions reference N∗(∆d;F2).
We say a cup-i construction is non-degenerate if for any injective f : [i]→ [d]
f∗ `i f
∗ 6= 0
and we say it is free if for any pair of injective morphisms f1 : [n1]→ [d] and f2 : [n2]→ [d]
f∗1 `i f
∗
2 = f
∗
2 `i f
∗
1 =⇒ f
∗
1 `i f
∗
2 = 0
whenever i 6= n1 or i 6= n2.
The proof of the following theorem, our main result, occupies Section 4.
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Theorem 1. There exists up to isomorphism a unique free non-degenerate cup-i construction. It is described
in Definition 2.
For any positive integer q we define Pq to be the set of integer tuples (u1, . . . , uq) with 0 ≤ u1 < · · · < uq.
For U = (u1, . . . , uq) ∈ Pq let dU : N∗(X ;F2)→ N∗(X ;F2) be the F2-linear map defined for x ∈ Xn by
dU (x) =
{
du1 · · · duq (x) uq ≤ n
0 uq > n.
For each ui ∈ U = (u1, . . . , uq) ∈ Pq define the index of ui in U as
indU (ui) = ui + i
and set U− (resp. U+) to be the subtuple of U containing all elements whose index in U is even (resp. odd).
Either of these could be empty. We declare P0 = {∅} and d∅ = id.
Definition 2. For any simplicial set X and cochains α, β ∈ N∗(X ;F2) define for any c ∈ Nn(X ;F2)
(α `i β)(c) =


(α⊗ β)
∑
U∈Pn−i
dU−(c)⊗ dU+(c) n ≥ i
0 n < i.
Remark 3. The formulae in Definition 2 have been used to provide new algorithms for the computation of
Steenrod squares and cup-i products on finite simplicial complexes. See [MM18c] for a discussion of these
algorithms and their incorporation into the field of topological data analysis. Previous work on the effective
computability of Steenrod squares can be found in [GDR99] and [GDR03].
Remark 4. Steenrod squares were axiomatized soon after their introduction with the Cartan Formula being
the least obvious of the axioms. We think of the main result of this paper as a continuation of this work and
remark that in [MM19b] the author provides an effective cochain level proof of the Cartan Formula.
Remark 5. In [MM19a], the author constructs further evidence for the fundamental nature of the cup-i
construction axiomatized in this paper, by deriving from it Street’s construction of the nerve functor of
higher-dimensional categories [Str87].
4. Proofs
In this section we prove Theorem 1 using the following two standard simplifications based respectively on
naturality and the hom-tensor adjunction:
Lemma 6. A cup-i construction is completely determined by the cup-i structures it assigns to the standard
simplicial sets ∆d.
Proof. Let x ∈ Xn with characteristic map φ :∆n → X . For any pair of cochains α, β ∈ N∗(X ;F2) we have
(α `i β)(x) = (α `i β)(N∗(φ)(id[n])) =
(
N∗(φ)(α) `i N
∗(φ)(β)
)
(id[n])
implying the claim. 
Lemma 7. Let C∗ = HomF2(C∗,F2) with C∗ a finite dimensional chain complex. The linear duality functor
induces a bijection between cup-i structures on C∗ and F2[Σ2]-linear chain maps W → HomF2(C∗, C
⊗2
∗ ).
Proof. Given W → HomF2(C∗, C
⊗2
∗ ) with ei 7→ ∆i define (α `i β)(c) = (α ⊗ β)∆i(c). Given a cup-i
structure on C∗ regard C∗ = Hom(C
∗,F2) and define ei 7→ (∆i : C∗ → C⊗2∗ ) by ∆i(c)(α ⊗ β) = c(α `i β).
We leave the rest of the proof to the interested reader. 
Notation. We write N∗[d] for N∗(∆
d;F2).
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4.1. Existence. We begin by recasting Definition 2 in light of Lemma 6 and Lemma 7.
Definition 8. For integers d, n, i ≥ 0 define the map
∇(
n
n−i) : Nn[d]→ (N∗[d]
⊗2)n+i
by
∇(
n
n−i) =
{∑
U∈Pn−i
(dU− ⊗ dU+)Dn n ≥ i
0 n < i
where Dn(f : [n]→ [d]) = f ⊗ f , and let
∇i =
⊕
n
∇(
n
n−i).
Proposition 9. The F2[Σ2]-linear map from W to Hom(N∗[d], N∗[d]
⊗2) defined by
ei 7→ ∇i
is a chain map inducing a free non-degenerate cup-i construction.
Proof. There are three things to show; that each ∇i is natural with respects to simplicial maps, that the
F2[Σ2]-linear map defined by ei 7→ ∇i is a chain map, and that its dual cup-i construction is free and
non-degenerate.
Naturality. For any f : [n]→ [d] and τ : [d′]→ [d] we need to show that for any integer q
(1) ∇(
n
q)N∗(τ)(f) = N∗(τ)∇
(nq)(f).
Let us assume q ≥ 0 and f injective since otherwise both sides are equal to 0. Since N∗(τ)(f) = τf the
identity above is equivalent to
(2)
∑
U∈Pq
dU−(τf)⊗ dU+(τf) = (τ ⊗ τ)
∑
U∈Pq
dU−(f)⊗ dU+(f).
This is immediate if τf is injective. If not, the left hand side of (2) equals 0. Let us assume without loss
of generality that τ = σi for some i, so there must exist a non-negative integer j < n such that f(j) = i
and f(j + 1) = i + 1. We will prove the right hand side is also 0 by showing that for any U ∈ Pq either
σidU−(f) = 0 or σidU+(f) = 0. This is equivalent to showing that j, j + 1 6∈ U
− or j, j + 1 6∈ U+ which
follows from the definition of index.
Chain map property. To aid readability of the relatively long proof of this property we organize it as a
proposition supported by four lemmas.
Proposition 10. The F2[Σ2]-linear map ei 7→ ∇i is a chain map, i.e., for integers q and n
(3) ∂2n−q∇
(nq) +∇(
n−1
q−1) ∂n = (1 + T )∇
( nq+1).
Notation. Let Pq(0) ⊂ Pq(1) ⊂ · · · ⊂ Pq with Pq(n) = {(u1, . . . , uq) | uq ≤ n}. For any U ∈ Pq(n), let
U ∈ Pn+1−q(n) contain the elements of {0, . . . , n} not in U . For x ∈ U , define x.U ∈ Pq+1(n) to contain x
and the elements in U . For x ∈ U , define U \ x ∈ Pq−1(n) to contain the elements in U different from x.
Lemma 11. In N∗[d] we have for any U ∈ Pq(n)
(4) ∂n−qdU =
∑
x∈U
dx.U.
Proof. Let U = (u1, . . . , uq), then
∂n−q dU (f : [n]→ [d]) =
n−q∑
i=0
f δuq . . . δu1 δi =
∑
x∈U
f δuq . . . δx . . . δu1 =
∑
x∈U
dx.U (f).
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Lemma 12. In N∗[d] we have for 0 ≤ q ≤ n
(5) ∇(
n−1
q−1) ∂n =
∑
U∈Pq(n)
( ∑
x∈U+
dx.U− ⊗ dU+ +
∑
x∈U−
dU− ⊗ dx.U+
)
Dn.
Proof. Let
S1 =
{
(x, V ) | V ∈ Pq−1(n− 1) and x ∈ {0, . . . , n}
}
,
S2 =
{
(x,W ) | W ∈ Pq(n) and x ∈ W
}
and notice that identity (5) equals the following identity:
(6)
∑
(x,V )∈S1
(dV −dx ⊗ dV +dx)Dn =
∑
(x,W )∈S2
{
(dx.W− ⊗ dW+)Dn if x ∈W
+
(dW− ⊗ dx.W+)Dn if x ∈W
−.
Define S1 → S2 by sending
(
x, (v1, . . . , vq−1)
)
to
(
x, (w1, . . . , wq)
)
with
wi =


vi if vi < x
x if vi < x ≤ vi+1
vi−1 + 1 if vi < x.
This function is a bijection since it is injective and both sets have cardinality
(n+ 1)!
(n+ 1− q)!(q − 1)!
.
To establishes (6) and the lemma we use the cosimplicial identities to notice that if (V, x) 7→ (W,x) then
dV −dx ⊗ dV +dx =
{
dx.W− ⊗ dW+ if x ∈ W
+
dW− ⊗ dx.W+ if x ∈ W
−.
Lemma 13. In N∗[d] we have for 0 ≤ q ≤ n
(7) ∂2n−q∇
(nq) +∇(
n−1
q−1) ∂n =
∑
U∈Pq(n)
x∈U
(dx.U− ⊗ dU+ + dU− ⊗ dx.U+)Dn.
Proof. Using Lemma 11 and Lemma 12 we have
∂2n−q∇
(nq) =
∑
U∈Pq(n)
(∂ dU− ⊗ dU+ + dU− ⊗ ∂ dU+)Dn =
∑
U∈Pq(n)
x∈U−, y∈U+
(dx.U− ⊗ dU+ + dU− ⊗ dy.U+)Dn
= ∇(
n−1
q−1) ∂n +
∑
U∈Pq(n)
x∈U
(dx.U− ⊗ dU+ + dU− ⊗ dx.U+)Dn.
Lemma 14. In N∗[d] we have for 0 ≤ q ≤ n
(8)
∑
U∈Pq(n)
x∈U
dx.U− ⊗ dU+ + dU− ⊗ dx.U+ = (1 + T )
∑
U∈Pq+1(n)
dU− ⊗ dU+.
Proof. For U = (u1, . . . , uq) ∈ Pq(n) define when possible:
lU,x = max{u ∈ U | x > u}
VU,x = (v1, . . . vq) with vi =
{
ui if ui 6= lU,x
x if ui = lU,x
rU,x = min{u ∈ U | x < u}
WU,x = (w1, . . . wq) with wi =
{
ui if ui 6= rU,x
x if ui = rU,x.
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Notice that (lU,x).VU,x = x.U = (rU,x).WU,x and that for any u ∈ x.U with u 6= lU,x, x, rU,x we have
indVU,x(u) = indU (u) = indWU,x(u).
We introduce the following sets using tabbing and a schematic to aid readability:
L
LeLemin L
e
min
L
e,o
min
L
e,e
min
LoLomax L
o
max
L
o,e
max
L
o,o
max
L = {x.U− ⊗ U+ | U ∈ Pq(n), x ∈ U}.
Le = {x.U− ⊗ U+ ∈ L | indx.U (x) even}.
Lemin = {x.U
− ⊗ U+ ∈ Le | x < u1}.
L
e
min = L
e \ Lemin.
L
e,e
min = {x.U
− ⊗ U+ ∈ L
e
min | indx.U (lU,x) even}.
L
e,o
min = {x.U
− ⊗ U+ ∈ L
e
min | indx.U (lU,x) odd}.
Lo = {x.U− ⊗ U+ | indx.U (x) odd}.
Lomax = {x.U
− ⊗ U+ ∈ Lo | uq < x}.
L
o
max = L
o \ Lomax.
L
o,e
max = {x.U
− ⊗ U+ ∈ L
o
max | indx.U (rU,x) even}.
L
o,o
max = {x.U
− ⊗ U+ ∈ L
o
max | indx.U (rU,x) odd}.
L
ReRemax R
e
max
R
e,o
max
R
e,e
max
LoRomin R
o
min
R
o,e
min
R
o,o
min
R = {U− ⊗ x.U+ | U ∈ Pq(n), x ∈ U}.
Re = {U− ⊗ x.U+ ∈ R | indx.U (x) even}.
Remax = {U
− ⊗ x.U+ ∈ Re | uq < x}.
R
e
max = R
e \Remax.
R
e,e
max = {U
− ⊗ x.U+ ∈ R
e
max | indx.U (rU,x) even}.
R
e,o
max = {U
− ⊗ x.U+ ∈ R
e
max | indx.U (rU,x) odd}.
Ro = {U− ⊗ x.U+ ∈ R | indx.U (x) odd}.
Romin = {U
− ⊗ x.U+ ∈ Ro | x < u1}.
R
o
min = R
o \Romin.
R
o,e
min = {U
− ⊗ x.U+ ∈ R
o
min | indx.U (lU,x) even}.
R
o,o
min = {U
− ⊗ x.U+ ∈ R
o
min | indx.U (lU,x) odd}.
We claim the following four identities:
(9) R
o,o
min = L
o,o
max , R
o,e
min = R
e,o
max , L
e,o
min = L
o,e
max , L
e,e
min = R
e,e
max.
We show only the proof of the first one. The other three are proven analogously.
U− ⊗ x.U+ ∈ R
o,o
min =⇒ U
− ⊗ x.U+ = lU,x.VU (x)
− ⊗ V +U,x ∈ L
o,o
max
x.U− ⊗ U+ ∈ L
o,o
max =⇒ x.U
− ⊗ U+ = WU (x)
− ⊗ rU,x.W
+
U,x ∈ R
o,o
min
The identities in (9) imply
(10)
∑
L
o
max
dx.U− ⊗ dU+ +
∑
R
e
max
dU− ⊗ dx.U+ +
∑
L
e
min
dx.U− ⊗ dU+ +
∑
R
o
min
dU− ⊗ dx.U+ = 0.
Let us now consider the right hand side of (8)∑
U∈Pq+1(n)
dU− ⊗ dU+ + dU+ ⊗ dU−.
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Notice it is equal to∑
U∈Pq+1(n)
indU (uq+1) odd
duq+1.(Uruq+1)− ⊗ d(Uruq+1)+ +
∑
U∈Pq+1(n)
indU (uq+1) even
d(Uruq+1)− ⊗ duq+1.(Uruq+1)+ +
∑
U∈Pq+1(n)
indU (u1) even
du1.(Uru1)− ⊗ d(Uru1)+ +
∑
U∈Pq+1(n)
indU (u1) odd
d(Uru1)− ⊗ du1.(Uru1)+.
This expression, in turn, equals∑
Lomax
dx.U− ⊗ dU+ +
∑
Remax
dU− ⊗ dx.U+ +
∑
Lemin
dx.U− ⊗ dU+ +
∑
R0min
dU− ⊗ dx.U+.
Thanks to (10), the above expression equals∑
L
dx.U− ⊗ dU+ +
∑
R
dU− ⊗ dx.U+,
the left hand side of (8).
The proof of Proposition 10, the chain map property, now follows directly from Lemma 13 and Lemma 14.
Non-degeneracy and freeness. The first holds since
∇(
n
0) = Dn
and the second because of the following argument: first observe that for any pair U, V ∈ Pq we have U− = V +
and U+ = V − if and only if q = 0. Consider cochains f∗1 , f
∗
2 dual to injective morphisms f1 : [ni]→ [d] and
f1 : [ni]→ [d] and a non-zero basis chain g : [n]→ [d]. If
(f∗1 `i f
∗
2 )(g) = (f
∗
1 ⊗ f
∗
2 )
∑
U∈Pn−i
dU−(g)⊗ dU+(g) 6= 0
there exists exactly one U ∈ Pn−i such that
f1 = gδU− and f2 = gδU+ .
Assuming (f∗2 `i f
∗
1 )(g) = (f
∗
1 `i f
∗
2 )(g) 6= 0 we have
gδU− = gδV + and gδU+ = gδV −
which, since g is injective, implies n− i = 0 and f1 = f2 = g. In particular, n1 = n2 = i.
This concludes the proof of Proposition 9. 
4.2. Uniqueness. The goal of this section is to prove the following statement which, in conjunction with
Proposition 9, implies Theorem 1, our main result.
Proposition 15. Let us consider a free cup-i construction determined, according to Lemma 6 and Lemma 7,
by some natural maps ∆i : N∗[d]→ N∗[d]⊗2. Then, for any i, either ∆i = ∇i or ∆i = T∇i.
Proof. We assume that 0 ≤ i ≤ n, otherwise both (∆i)n and ∇(
n
n−i) are 0. We will follow an induction
argument on n− i. The base case and the induction step are respectively described next:
Base case. If n− i = 0 or n− i = 1 then either (∆i)n = ∇(
n
n−i) or (∆i)n = T∇(
n
n−i).
Induction step. Let {p(n, i)}n,i∈Z and {q(n, i)}n,i∈Z each be one of the following two families of proposition:
(11)
{
(∆i)n = ∇(
n
n−i)
}
n,i∈Z
{
(∆i)n = T∇(
n
n−i)
}
n,i∈Z.
For integers 0 ≤ i < n− 1 the following implication holds:
(12) p(n, i+ 1) ∧ p(n− 1, i+ 1) ∧ q(n− 1, i) =⇒ q(n, i)
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p p
q q
n
i
Figure 1. Induction step
The induction step is schematically illustrated in Figure 1.
Proof of the base case. If n− i = 0 then non-degeneracy implies (∆i)n = Dn and (∇i)n = Dn. If n− i = 1,
(1 + T ) (∆i)n = ∂n+i+1 (∆i+1)n + (∆i+1)n−1 ∂n
= ∂n+i+1Dn
=
∑
U∈P1(n)
(dU− ⊗ dU+ + dU+ ⊗ dU−)Dn.
(13)
We have to show that
(∆i)n =
∑
U∈P1(n)
(dUη(U) ⊗ dUξ(U))Dn(14)
for some constant functions η, ξ : P1(n)→ {+,−}.
Lemma 16. Consider {∆i}i≥0 the dual of a free cup-i construction. If for 0 ≤ i < n
(15) (1 + T )(∆i)n = (1 + T )
∑
λ∈Λ
(dV 1
λ
⊗ dV 2
λ
)Dn
with (V 1λ , V
2
λ ) 6= (V
2
µ , V
1
µ ) for all λ, µ ∈ Λ. Then, there exist functions φ, ψ : Λ→ {1, 2} such that
(∆i)n =
∑
λ∈Λ
(d
V
φ(λ)
λ
⊗ d
V
ψ(λ)
λ
)Dn.
Proof. From (15) we have
(∆i)n =
∑
λ∈Λ
(d
V
φ(λ)
λ
⊗ d
V
ψ(λ)
λ
)Dn + K
for some K : Nn[d] → (N∗[d] ⊗ N∗[d])n+k with (1 + T )K = 0. If K 6= 0, there exist injective morphisms
f1 : [ki]→ [n] and f1 : [ki]→ [n] with k1 + k2 = n+ k such that
(∆i)n(id[n]) =
{
(1 + T )(f1 ⊗ f2) + perp(f1 ⊗ f2, f2 ⊗ f1) f1 6= f2
f1 ⊗ f2 + perp(f1 ⊗ f2, f2 ⊗ f1) f1 = f2
with perp(f1 ⊗ f2, f2 ⊗ f1) in the span of basis elements different from f1 ⊗ f2 and f2 ⊗ f1.
The lemma now follows from the contradiction f∗1 `k f
∗
2 = id
∗
[n] = f
∗
2 `k f
∗
1 .
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Now that (14) holds for some functions η, ξ we need to show they are constant. Thanks to Lemma 11 and
(∆n−1)n−1 = Dn−1 we have
(1 + T ) (∆i−1)n = ∂n+i (∆i)n + (∆i)n−1 ∂n
=
∑
U∈P1(n)
∑
x∈Uη(U)
(dx.Uη(U) ⊗ dUξ(U))Dn +
∑
x∈Uξ(U)
(dUη(U) ⊗ dx.Uξ(U))Dn + Dn−1 ∂n.
Let j ≤ n be a non-negative integer. Applying the above identity to 0 = σj = (σj)∗(id[n]) and using
naturality we have
(16) 0 =
∑
U∈P1(n)
∑
x∈Uη(U)
(σjδx.Uη(U) ⊗ σjδUξ(U)) +
∑
x∈Uξ(U)
(σjδUη(U) ⊗ σjδx.Uξ(U)).
Since σjδk = 0 unless k = j or k = j + 1 we see that (16) is equivalent to
(17) 0 =
{
σjδj+1 ⊗ σjδj j ∈ jξ(j)
σjδj ⊗ σjδj+1 j ∈ jη(j)
+
{
σjδj ⊗ σjδj+1 j + 1 ∈ (j + 1)ξ(j+1)
σjδj+1 ⊗ σjδj j + 1 ∈ (j + 1)η(j+1)
where we have used the natural isomorphism P1(n) ∼= {0, . . . , n} to simplify the notation.
The identity (17) holds if and only if η(j) = η(j + 1) and ξ(j) = ξ(j + 1), so η and ξ must be constant.
Proof of the induction step. Let
{
p(n, i)
}
n,i∈Z
and
{
q(n, i)
}
n,i∈Z
both be the family
{
(∆i)n = ∇(
n
n−i)
}
n,i∈Z.
The other options are treated analogously.
From p(n, i+ 1) and p(n− 1, i+ 1) we have
∂n+i+1 (∆i+1)n + (∆i+1)n−1 ∂n = ∂n+i+1∇(
n
n−i−1) +∇(
n−1
n−1−i−1) ∂n
or, equivalently,
(1 + T ) (∆i)n = (1 + T )∇(
n
n−i).
Lemma 16 implies
(18) (∆i)n =
∑
U∈Pn−i(n)
(dUη(U) ⊗ dUξ(U))Dn
for some functions η, ξ : Pn−i(n) → {+,−}. To finish the proof we need to show η(U) = − and ξ(U) = +
for each U ∈ Pn−i(n).
From (18), Lemma 11 and q(n− 1, i) we have
(1 + T ) (∆i−1)n = ∂n+i (∆i)n + (∆i)n−1 ∂n
=
∑
U∈Pn−i(n)
∑
x∈Uη(U)
(dx.Uη(U) ⊗ dUξ(U))Dn +
∑
x∈Uξ(U)
(dUη(U) ⊗ dx.Uξ(U))Dn + ∇
( n−1n−1−i) ∂n.(19)
We can rewrite the sums in (19) and use Lemma 12 to obtain
(1 + T ) (∆i−1)n =
∑
U∈Pn−i(n)
∑
x∈U
(dx.Uη(U) ⊗ dUξ(U) + dUη(U) ⊗ dx.Uξ(U))Dn
+
∑
x∈U
{
(dx.Uη(U) ⊗ dUξ(U))Dn x ∈ U
ξ(U)
(dUη(U) ⊗ dx.Uξ(U))Dn x ∈ U
η(U)
+
{
(dx.U− ⊗ dU+)Dn x ∈ U
+
(dU− ⊗ dx.U+)Dn x ∈ U
−.
Let 0 ≤ j ≤ n. Applying the above identity to 0 = σj = (σj)∗(id[n]) and using naturality we have
0 =
∑
U∈Pn−i(n)
∑
x∈U
(σjδx.Uη(U) ⊗ σjδUξ(U) + σjδUη(U) ⊗ σjδx.Uξ(U))
+
∑
x∈U
{
σjδx.Uη(U) ⊗ σjδUξ(U) x ∈ U
ξ(U)
σjδUη(U) ⊗ σjδx.Uξ(U) x ∈ U
η(U)
+
{
σnj δx.U− ⊗ dU+ x ∈ U
+
σnj δU− ⊗ dx.U+ x ∈ U
−.
(20)
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Let us state two general facts used throughout the proof. For any integer q and U ∈ Pq
j, j + 1 ∈ U =⇒ (j, j + 1 /∈ U−) ∨ (j, j + 1 /∈ U+)
j, j + 1 /∈ U =⇒ (σjδU = 0) ∧ (σjδj.U = σjδ(j+1).U )
(21)
We can use (21) to verify that
(22) 0 =
∑
U∈Pn−i(n)
∑
x∈U
{
σj δx.Uη(U) ⊗ σj δUξ(U) x ∈ U
ξ(U)
σj δUη(U) ⊗ σj δx.Uξ(U) x ∈ U
η(U)
for any pair of function η, ξ : Pn−i(n) → {+,−} with η 6= ξ pointwise. From (22) we conclude that the
second line of (20) equals 0. The first line of (20) can also be reduced using (21), and (20) becomes
0 =
∑
U∈Pn−i(n)
j∈U, j+1∈U
{
σjδj.Uη(U) ⊗ σjδUξ(U) j ∈ U
ξ(U)
σjδUη(U) ⊗ σjδj.Uξ(U) j ∈ U
η(U)
+
∑
U∈Pn−i(n)
j∈U, j+1∈U
{
σjδj+1.Uη(U) ⊗ σjδUξ(U) j + 1 ∈ U
ξ(U)
σjδUη(U) ⊗ σjδj+1.Uξ(U) j + 1 ∈ U
η(U).
(23)
Let Pj, j+1 and Pj, j+1 denote the sets indexing the two sums above. Notice that the summands associated to
either one of those two sets are manifestly distinct. The summands associated to V ∈ Pj, j+1 andW ∈ Pj, j+1
form a canceling pair if and only if
(24) W = j + 1.(V \ j), and η(V ) = η(W ), ξ(V ) = ξ(W ).
For any V, W ∈ Pn−i(n) we write V ∼W if there exists a non-negative integer j such that W = j+1.(V \ j)
or W = j.(V \ j + 1). We notice that for any V, W ∈ Pn−i(n) there exist U1, . . . , UN ∈ Pn−i(n) such that
V ∼ U1 ∼ · · · ∼ UN ∼W.
This, together with (24), forces the functions η and ξ to be constant.
We have shown that either (∆i)n = ∇(
n
n−i) or (∆i)n = T ∇(
n
n−i). We will now prove (∆i)n = ∇(
n
n−i). The
oppposite assumption and q(n− 1, i) gives
(1 + T )(∆i−1)n = ∂n+iT∇(
n
n−i) +∇(
n−1
n−1−i)∂n
= ∂n+iT∇(
n
n−i) + T∇(
n−1
n−1−i)∂n + T∇(
n−1
n−1−i)∂n +∇(
n−1
n−1−i)∂n
= (1 + T )∇(
n
n−i+1) + (1 + T )∇(
n−1
n−1−i)∂n.
Using Lemma 12 and Lemma 16 we have
(∆i−1)n =
∑
U∈Pn−i+1(n)
(dUη(U) ⊗ dUξ(U))Dn +
∑
U∈Pn−i(n)
∑
u∈Uξ′(W )
(du.Uη′(U) ⊗ dUξ′(U))Dn +
∑
u∈Uη′(U)
(dUη′(U) ⊗ du.Uξ′(U))Dn
(25)
for some η, ξ : Pn−i+1(n)→ {+,−} and η′, ξ′ : Pn−i(n)→ {+,−} with η 6= ξ and η′ 6= ξ′ pointwise.
Applying this to 0 = σn−1 = (σn−1)∗(id[n]) and using naturality we have
0 =
∑
U∈Pn−i+1(n)
σn−1δUη(U) ⊗ σn−1δUξ(U) +
∑
U∈Pn−i(n)
∑
u∈Uξ′(W )
σn−1δu.Uη′(U) ⊗ σn−1δUξ′(U) +
∑
u∈Uη′(U)
σn−1δUη′(U) ⊗ σn−1δu.Uξ′(U) .
(26)
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We can use (21) to see that the first line in the right hand side of (26) equals 0. Using (21) on the second
line we can check that (26) equals
0 =
∑
U∈Pn−i(n)
(n−1)∈U, n∈U
{
δUη′(U) ⊗ δUξ′(U)\(n−1) (n− 1) ∈ U
ξ′(U)
δUη′(U)\(n−1) ⊗ δUξ′(U) (n− 1) ∈ U
η′(U)
+
∑
U∈Pn−i(n)
(n−1)∈U, n∈U
{
δUη′(U) ⊗ δUξ′(U)\n n ∈ U
ξ′(U)
δUη′(U)\n ⊗ δUξ′(U) n ∈ U
η′(U).
(27)
The set of summands in either of the two sums in (27) are manifestly distinct. To show the expression above
is non-zero we will exhibit an element in one of the two sums that does not appear in the other.
Let f⊗g be the summand associated to V = (i−1, i, . . . , n−1) in (27). Notice that either f = id[n] or g = id[n]
since the integers in V are consecutive. IfW also has f⊗g as associated term, thenW = (i−1, . . . , n−2, n).
But, then both f 6= id[n] and g 6= id[n] since indW (n− 2) 6≡ indW (n) mod 2. 
5. Steenrod’s original formulae
We will show that Steenrod’s original cup-i construction satisfy our axioms. Throughout this section we
identify a morphisms [n]→ [d] with its image {v0, . . . , vn} ⊆ {0, . . . , d} satisfying vi ≤ vj when i < j.
Definition 17. Let AW : N∗[d]→ N∗[d]⊗N∗[d] be the F2-linear map defined by
AW{v0, . . . , vn} =
n∑
i=0
{v0, . . . , vi} ⊗ {vi, . . . , vn}
and ∗ : N∗[d]
⊗k → N∗[d] be the F2-linear map defined by
∗(s1, . . . , sk) =
{⋃k
i=1 si ∀ i < j, si ∩ sj = ∅
0 ∃ i < j, si ∩ sj 6= ∅.
where si : [ni]→ [d] for i = 1, . . . , k. We refer to them as the Alexander-Whitney diagonal and the join map
respectively.
In [MS03], McClure-Smith showed that Steenrod’s formulae for the cup-i products agree with the coaction
of certain elements µi in their Sequence operad. In [MM18b], the author showed that the action of any
element in the Sequence operad can be expressed as a composition of the Alexander-Whitney diagonal and
the join map. In particular, in HomF2(N∗[d], N∗[d]⊗N∗[d]) we have
(28) µi = (∗odd ⊗ ∗even)AW
i+1
where AW i+1 is recursively defined by
AW 1 = AW
AW i+1 = (AW ⊗ id⊗i)AW i
and ∗odd (resp. ∗even) is obtained by applying ∗ to the factors in odd (resp. even) positions.
Let us assume i is even. The case when i is odd is treated analogously. Expanding (28) we have that
µi{v0, . . . , vn} equals the sum, over all sequences
0 = p0 < p1 < · · · < pi+1 < pi+2 = n,
of the basis elements
{vp0 , . . . ,vp1} ∗ {vp2 , . . . , vp3} ∗ · · · ∗ {vpi , . . . , vpi+1} ⊗
{vp1 , . . . , vp2} ∗ {vp3 , . . . , vp4} ∗ · · · ∗ {vpi+1 , . . . , vpi+2}.
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To check freeness let us assume, without loss of generality, that {v0, . . . , vn} = {0, . . . , n} and that there
exists injective morphisms f1 : [k1]→ [n] and f2 : [k2]→ [n] satisfying
(f∗1 ⊗ f
∗
2 )µi{0, . . . , n} = (f
∗
2 ⊗ f
∗
1 )µi{0, . . . , n} 6= 0.
This implies that there exists a pair of sequences
0 = p0 < p1 < · · · < pi+1 < pi+2 = n
0 = q0 < q1 < · · · < qi+1 < qi+2 = n
such that
{p0, . . . , p1} ∗ {p2, . . . , p3} ∗ · · · ∗ {pi, . . . , pi+1} =
{q1, . . . , q2} ∗ {q3, . . . , q4} ∗ · · · ∗ {qi+1, . . . , qi+2}
and
{q0, . . . , q1} ∗ {q2, . . . , q3} ∗ · · · ∗ {qi, . . . , qi+1} =
{p1, . . . , p2} ∗ {p3, . . . , p4} ∗ · · · ∗ {pi+1, . . . , pi+2}.
We will prove that pr+1 = qr+1 = r for 0 ≤ r ≤ i, in particular, this will imply i = n and the freeness of
Steenrod’s cup-i construction. We have the base case of an induction argument since p0 = q1 = p0 = q1 = 0.
The induction step follows from the identities
{pr} ∗ {pr+1} = {qr, qr + 1}
{qr} ∗ {qr+1} = {pr, pr + 1}.
The previous analysis showed that µi{0, . . . , i} = {0, . . . , i} ⊗ {0, . . . , i}. This immediately implies the
non-degeneracy of Steenrod cup-i construction.
References
[BF04] Clemens Berger and Benoit Fresse. Combinatorial operad actions on cochains. In Mathematical Proceedings of the
Cambridge Philosophical Society, volume 137, pages 135–174. Cambridge University Press, 2004.
[BM18] Greg Brumfiel and John Morgan. Quadratic functions of cocycles and pin structures. arXiv preprint
arXiv:1808.10484, 2018.
[Car09] Gunnar Carlsson. Topology and data. Bulletin of the American Mathematical Society, 46(2):255–308, 2009.
[GDR99] Rocıo Gonza´lez-Dıaz and Pedro Real. A combinatorial method for computing Steenrod squares. Journal of Pure and
Applied Algebra, 139(1-3):89–108, 1999.
[GDR03] Rocio Gonzalez-Diaz and Pedro Real. Computation of cohomology operations of finite simplicial complexes. Homol-
ogy, Homotopy and Applications, 5(2):83–93, 2003.
[KT17] Anton Kapustin and Ryan Thorngren. Fermionic spt phases in higher dimensions and bosonization. Journal of High
Energy Physics, 2017(10):80, 2017.
[May70] J Peter May. A general algebraic approach to Steenrod operations. In The Steenrod Algebra and its Applications: a
conference to celebrate NE Steenrod’s sixtieth birthday, pages 153–231. Springer, 1970.
[MM18a] A. M. Medina-Mardones. A finitely presented E∞-prop II: Cellular context. arXiv preprint arXiv:1808.07132, 2018.
[MM18b] A. M. Medina-Mardones. A finitely presented E∞-prop I: Differential graded context. arXiv preprint
arXiv:1808.00854, 2018.
[MM18c] A. M. Medina-Mardones. Persistence Steenrod modules. arXiv preprint arXiv:1812.05031, 2018.
[MM19a] A. M. Medina-Mardones. An algebraic representation of globular sets. arXiv preprint arXiv:1906.01011, 2019.
[MM19b] A. M. Medina-Mardones. An effective proof of the Cartan Formula. arXiv preprint arXiv:1907.12113, 2019.
[MS03] James McClure and Jeffrey Smith. Multivariable cochain operations and little n-cubes. Journal of the American
Mathematical Society, 16(3):681–704, 2003.
[RNS+17] Michael W Reimann, Max Nolte, Martina Scolamiero, Katharine Turner, Rodrigo Perin, Giuseppe Chindemi, Pawe l
D lotko, Ran Levi, Kathryn Hess, and Henry Markram. Cliques of neurons bound into cavities provide a missing link
between structure and function. Frontiers in computational neuroscience, 11:48, 2017.
[SE62] Norman Earl Steenrod and David BA Epstein. Cohomology operations. Princeton University Press, 1962.
[Ste47] Norman E Steenrod. Products of cocycles and extensions of mappings. Annals of Mathematics, pages 290–320, 1947.
[Str87] Ross Street. The algebra of oriented simplexes. Journal of Pure and Applied Algebra, 49(3):283–335, 1987.
Department of Mathematics, University of Notre Dame
E-mail address: amedinam@nd.edu
