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Zusammenfassung
Im Zuge der web-basierten Kommunikation und in Anbetracht der gigantischen
Datenmengen, die im World Wide Web (kurz: Web) verfu¨gbar sind, erlangt das
so genannte Web Mining eine immer sta¨rkere Bedeutung. Ziel des Web Mining ist
die Informationsgewinnung und Analyse web-basierter Daten auf der Grundlage
von Data Mining-Methoden. Die eigentliche Problemstellung des Data Mining
ist die Entdeckung von Mustern und Strukturen in großen Datenbesta¨nden. Web
Mining ist also eine Variante des Data Mining; es kann grob in drei Bereiche
unterteilt werden: Web Structure Mining, Web Content Mining und Web Usage
Mining.
Die zentrale Problemstellung des Web Structure Mining, die in dieser Arbeit
besonders im Vordergrund steht, ist die Erforschung und Untersuchung struk-
tureller Eigenschaften web-basierter Dokumente. Das Web wird in dieser Ar-
beit wie u¨blich als Hypertext aufgefasst. In der Anfangsphase der Hypertextfor-
schung wurden graphbasierte Indizes zur Messung struktureller Auspra¨gungen
und Strukturvergleichen von Hypertexten verwendet. Diese sind jedoch im Hin-
blick auf die a¨hnlichkeitsbasierte Gruppierung graphbasierter Hypertextstruktu-
ren unzureichend. Daher konzentriert sich die vorliegende Arbeit auf die Entwick-
lung neuer graphentheoretischer und a¨hnlichkeitsbasierter Analysemethoden.
A¨hnlichkeitsbasierte Analysemethoden, die auf graphentheoretischen Modellen
beruhen, ko¨nnen nur dann sinnvoll im Hypertextumfeld eingesetzt werden, wenn
sie aussagekra¨ftige und effiziente strukturelle Vergleiche graphbasierter Hyper-
texte ermo¨glichen. Aus diesem Grund wird in dieser Arbeit ein parametrisches
Grapha¨hnlichkeitsmodell entwickelt, welches viele Anwendungen im Web Struc-
ture Mining besitzt. Dabei stellt die Konstruktion eines Verfahrens zur Bestim-
mung der strukturellen A¨hnlichkeit von Graphen eine zentrale Herausforderung
dar. Klassische Verfahren zur Bestimmung der Grapha¨hnlichkeit beruhen in den
meisten Fa¨llen auf Isomorphie- und Untergraphisomorphiebeziehungen. Dagegen
wird in dieser Arbeit ein Verfahren zur Bestimmung der strukturellen A¨hnlichkeit
hierarchisierter und gerichteter Graphen entwickelt, welches nicht auf Isomorphie-
beziehungen aufbaut.
Oft wird im Rahmen von Analysen web-basierter Dokumentstrukturen das be-
kannte Vektorraummodell zu Grunde gelegt. Auf der Basis eines graphbasierten
Repra¨sentationsmodells wird dagegen in dieser Arbeit die These vertreten und
belegt, dass die graphbasierte Repra¨sentation einen sinnvollen Ausgangspunkt
fu¨r die Modellierung web-basierter Dokumente darstellt. In einem experimentel-
len Teil werden die entwickelten Grapha¨hnlichkeitsmaße erfolgreich evaluiert und
die aus der Evaluierung resultierenden Anwendungen vorgestellt.
Abstract
In the course of web-based communication and in consideration of the huge
amount of data on the web, the so-called Web Mining receives considerable inte-
rest. The main goal of Web Mining is the mining of information and the analysis
of web-based hypertext data on the basis of well-known Data Mining methods.
The problem of these Data Mining methods is the discovery of patterns and
structures in large amounts of data. Web Mining can be divided into three major
fields: Web Structure Mining, Web Content Mining und Web Usage Mining.
The main focus of this thesis is on Web Structure Mining, that is the explora-
tion and examination of structural properties of web-based documents. In this
thesis the web will be considered as a hypertext. Graph-theoretic indices for mea-
suring structural characteristics of hypertexts were used in the initial phase of
hypertext research. In terms of similarity-based clustering, graph-theoretic indi-
ces are inadequate. Thus, the present thesis deals with the development of new
graph-theoretic and similarity-based methods for analyzing hypertext structures.
Graph-theoretic methods are only reasonably applicable if they allow a meaning-
ful and efficient structural comparison of hypertexts. Therefore, in the following
thesis a parametric graph similarity model with applications in Web Structure
Mining will be developed. Developing such a model is challenging because classical
methods for measuring the structural similarity of graphs are based on isomor-
phic relations between the underlying graphs or subgraphs. It is well-known that
the subgraph isomorphism problem is NP-complete. In contrast to this, a new
method for measuring the structural similarity of graphs will be presented in this
thesis that is not based on isomorphic relations.
In the context of analyzing hypertext structures, the vector space model will be
used frequently. On the basis of a graph-oriented hypertext representation the
hypothesis will be presented and proven, that the graph-oriented representation
is a meaningful starting point for modelling web-based hypertexts. On the ba-
sis of experimental examinations the developed graph similarity measures will
be evaluated successfully. Furthermore, applications of the new graph similarity
measures will be presented.
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Kapitel 1
Einleitung
1.1 Motivation der Arbeit
Die Untersuchung von Strukturen ist aus der Sicht vieler Wissenschaftsberei-
che ein aktuelles Forschungsthema. Dabei ist die Strukturanalyse einerseits in
anwendungsorientierten Disziplinen und andererseits in theorieorientierten For-
schungsbereichen von zentraler Bedeutung:
• In der Linguistik wird intensiv die Struktur von Sprache, z.B. die syntakti-
sche Sprachstruktur [9, 50] untersucht.
• Die soziologische Forschung betrachtet z.B. Kommunikationsstrukturen [12]
und soziale Netzwerke [105, 108, 204].
• In der Biologie und in der Biochemie spielen z.B. fraktale biologische Struk-
turen [206] eine große Rolle.
• Die Elektrotechnik untersucht Strukturen von Stromverzweigungen, elek-
trischer Netzwerke und Platinen.
Aus diesen Beispielen geht zuna¨chst nicht hervor, mit welchen Methoden und
Formalismen die jeweiligen Strukturen modelliert werden.
Da in dieser Arbeit relationale Strukturen in Form von Graphen als Repra¨sen-
tation komplexer Dokumentstrukturen eine wesentliche Rolle spielen, ist speziell
das letzte Beispiel der obigen Aufza¨hlung interessant. Kirchoff [134] publizierte
im Bereich der Elektrizita¨tslehre bereits 1847 eine wichtige Arbeit bezogen auf
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die Theorie der Stromverzweigungen, die einen Grundstein der modernen Gra-
phentheorie1 legte. Daran schlossen sich richtungsweisende Beitra¨ge2 von Caley
[47], Petersen [175] und Sylvester [225] an, die ihre Wurzeln ebenfalls in
der Graphentheorie besitzen. Heute ist die Beschreibung von Strukturen ohne
graphbasierte Modelle in vielen Wissenschafts- und Lebensbereichen nicht mehr
vorstellbar, wobei Graphen in der Informatik, z.B. fu¨r die Darstellung von Rech-
nernetzen, breite Anwendung3 finden.
Die vorliegende Arbeit ist thematisch in einem Teilbereich des Web Mining [46,
139] – dem Web Structure Mining [139] – angesiedelt, weil sie strukturelle Model-
lierungsaspekte web-basierter 4 Dokumentstrukturen untersucht. Da der Umgang
mit Computern allgegenwa¨rtig ist und die Menge an Dokumenten im Web be-
kanntlich exponentiell zunimmt, sind Hilfsmittel zur schnellen Erfassung, Klassifi-
zierung und Auffindung von Dokumenten von zentraler Bedeutung. La¨ngst wurde
klar, dass Inhalt und Struktur vernetzter Dokumente hierbei relevant sind. Die
vorliegende Arbeit konzentriert sich auf Strukturaspekte web-basierter Dokumen-
te, welche in ju¨ngerer Zeit immer sta¨rker ins Blickfeld ru¨cken.
Es existieren formale Ansa¨tze [67, 86, 144, 153], die strukturelle Aspekte hyper-
textueller Dokumente beschreiben. Die ersten bekannten Arbeiten, die insbeson-
dere die strukturelle Analyse von Hypertexten auf der Basis graphentheoretischer
Methoden fokussierten, stammen vonBotafogo et al. [28, 29, 30]. Dabei wurden
bekannte Konzepte5 der Graphentheorie verwendet, um Maßzahlen – so genannte
Indizes [63, 155] – fu¨r die Beschreibung struktureller Hypertextauspra¨gungen zu
entwickeln. Beispielsweise definierten Botafogo et al. [29] als einen typischen
Vertreter das bekannte Maß Compactness6, welches den Grad der Vernetztheit ei-
ner Hypertextstruktur beschreibt. Die Aussagekraft solcher Maße ist jedoch sehr
eingeschra¨nkt, da die zu beschreibende Auspra¨gung auf eine einzige Maßzahl
abgebildet wird. Damit folgt weiter, dass solche Maße nicht eindeutig interpre-
tierbar sind. Unmittelbar daraus resultiert ein Problem, welches sich bislang ne-
gativ auf die Analyse hypertextueller Dokumente auswirkte [63]: Wegen der nicht
eindeutigen Interpretierbarkeit und der damit verbundenden mangelnden Aussa-
gekraft dieser Maße, ist eine Gruppierung a¨hnlicher Strukturen nicht mo¨glich,
mit dem Ziel, a¨hnliche Funktionen oder sogar Qualita¨tsmerkmale abzuleiten. Ein
wichtiger Schritt fu¨r die Gruppierung strukturell a¨hnlicher Hypertexte wa¨re die
Entwicklung von Analysemethoden, die ganzheitliche Strukturvergleiche auf zwei
1Siehe Kapitel (4.1.1).
2Weitere historische Beitra¨ge zur Graphentheorie findet man z.B. im ersten Lehrbuch der
Graphentheorie, welches von Ko¨nig [137] verfasst wurde.
3Fu¨r weitere Anwendungen siehe Kapitel (4.1.1).
4Web ist die Bezeichnung fu¨r das World Wide Web (WWW) [20].
5Siehe Kapitel (2.3.2).
6Siehe Kapitel (2.3.2).
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gegebenen Hypertextgraphen zulassen.
Strukturelle Vergleiche hypertextueller Graphmuster, bezogen auf die Interpreta-
tion lernpsychologischer Fragestellungen, fu¨hrten z.B. Winne et al. [247] durch,
wobei der Index Multiplicity7 definiert wurde. Dabei ist Multiplicity lediglich auf
der Basis der Kantenschnittmenge zweier Graphmuster definiert. Das impliziert,
dass signifikante strukturelle Unterschiede zwischen Graphmustern durch die so
erzielten A¨hnlichkeitswerte nicht erfasst werden. Im Hinblick auf eine a¨hnlich-
keitsbasierte Gruppierung folgt schließlich, dass die entstehenden Gruppierun-
gen keine weitreichende Aussagekraft besitzen und damit schlecht interpretiert
werden ko¨nnen. Somit scheidet die Klasse von A¨hnlichkeitsmaßen, die auf der
Basis der Kantenschnittmenge definiert ist, fu¨r zuku¨nftige a¨hnlichkeitsbasierte
Analysen aus. Um eine bessere Wirkung hypertextueller Graphvergleiche zu er-
zielen, welche sich letztlich in einer wesentlich aussagekra¨ftigeren Modellierung
web-basierter Hypertexte auswirkt, wird in dieser Arbeit ein deutlich aussagefa¨hi-
geres Grapha¨hnlichkeitsmodell entwickelt. Die eigentliche Zielsetzung der Arbeit
und daraus resultierende Anforderungen werden nun in Kapitel (1.2) dargestellt.
1.2 Zielsetzung der Arbeit
In Kapitel (1.1) wurden Probleme graphentheoretischer Indizes kurz gefasst be-
schrieben. Der Einsatz graphbasierter Repra¨sentationen zur Modellierung web-
basierter Hypertexte im Hinblick auf Anwendungen im Web Structure Mining
kann demnach nur dann erfolgreich sein, wenn die darauf aufbauenden Analy-
semethoden so viel komplexe Strukturmerkmale wie mo¨glich erfassen. Daraus
ergibt sich die Anforderung ein Verfahren zu entwickeln, welches die strukturel-
le A¨hnlichkeit graphbasierter Hypertexte ganzheitlich bestimmt. Dies stellt die
eigentliche Herausforderung dieser Arbeit dar.
Das Hauptziel dieser Arbeit wird nun folgendermaßen formuliert:
Das Hauptziel besteht in der Entwicklung a¨hnlichkeitsbasierter Ana-
lysemethoden hypertextueller Dokumente auf der Basis ihrer hierar-
chischen Graphstruktur, um einerseits anwendungsbezogene Problem-
stellungen im Web Structure Mining, z.B. die strukturorientierte Fil-
terung, besser als bisher zu lo¨sen. Andererseits sollen die entwickel-
ten a¨hnlichkeitsbasierten Analysemethoden so flexibel sein, dass sie
fu¨r graphorientierte Problemstellungen in anderen Forschungsgebie-
ten [73] einzusetzen sind.
7Siehe Kapitel (2.3.2).
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Die Frage nach der Notwendigkeit eines graphbasierten Repra¨sentationsmodells
fu¨r die ada¨quate Modellierung hypertextueller Dokumente wurde hierbei durch
eine grundlegende Arbeit von Mehler et al. [156] aufgeworfen. Dabei vertreten
Mehler et al. in [156] die These, dass auf Grund der Pha¨nomene Polymorphie
und funktionale A¨quivalenz web-basierte Einheiten nicht eindeutig kategorisier-
bar sind. Da in [156] das bekannte Vektorraummodell [81, 153] als Standardre-
pra¨sentation fu¨r web-basierte Dokumente eingesetzt wurde, ist die Frage nach
der Erprobung eines neuen Repra¨sentationsmodells gerechtfertigt.
In dieser Arbeit wird die These zu Grunde gelegt und belegt, dass die graphba-
sierte Repra¨sentation hypertextueller Dokumente einen zentralen Ausgangspunkt
einerseits fu¨r graphbasierte Modellierungen und a¨hnlichkeitsbasierte Analyseal-
gorithmen und andererseits fu¨r anwendungsorientierte Aufgaben im Web Struc-
ture Mining darstellt. Dabei stellt die ganzheitliche Bestimmung der struktu-
rellen A¨hnlichkeit graphbasierter Dokumentstrukturen zuna¨chst ein schwieriges
Problem dar. Die bekannten Verfahren zur Bestimmung der Grapha¨hnlichkeit
beruhen na¨mlich in vielen Fa¨llen auf Isomorphie- und Untergraphisomorphiebe-
ziehungen [129, 213, 254]. Da diese aus Komplexita¨tsgru¨nden [5, 234] fu¨r Gra-
phen ho¨herer Ordnung nicht anwendbar sind, scheidet diese Verfahrensklasse zur
massendaten-orientierten Anwendung im Web Structure Mining aus. Deshalb ist
ein Verfahren zur Bestimmung der Grapha¨hnlichkeit im Web Structure Mining
nur dann sinnvoll einsetzbar, wenn es große Datenmengen hinsichtlich Graphen
ho¨herer Ordnung verarbeiten kann. Eine Vorgehensweise zur Ermittlung geeig-
neter Verfahren ko¨nnte – beispielhaft – sukzessiv folgende Fragen untersuchen:
• Gibt es Ansa¨tze und Ideen, die Isomorphie- und Untergraphisomorphiebe-
ziehungen aus Effizienzgru¨nden umgehen?
• Existieren strukturelle Kennzahlen8 der zu betrachtenden Graphen, die effi-
zient zu berechnen sind?
• Wenn ja, sind solche Kennzahlen u¨berhaupt zur Definition von Grapha¨hn-
lichkeitsmaßen aussagekra¨ftig genug?
• Sind ausreichende Mo¨glichkeiten fu¨r die Gewichtung unterschiedlicher struk-
tureller Aspekte (z.B. bei hierarchischen Graphen die Beru¨cksichtigung der
Ho¨henunterschiede9) gegeben?
• Wie kann weiter vorgegangen werden, falls ein Grapha¨hnlichkeitsmaß ge-
wisse Anforderungen nicht erfu¨llt? Sind mo¨gliche Defizite auf der Basis von
Parametern ausgleichbar?
8Siehe Kapitel (5.1).
9Siehe Kapitel (5.7).
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• Ist weitergehend die Entwicklung eines Verfahrens mo¨glich, das auf Grund
seiner Konstruktion eine ganze Klasse von A¨hnlichkeitsmaßen definiert?
• Sind solche Grapha¨hnlichkeitsmaße nur im Bereich web-basierter Hypertex-
te nutzbar oder ko¨nnen sie auf Grund ihrer Konzeption u¨berall dort ein-
gesetzt werden, wo Grapha¨hnlichkeitsprobleme bezu¨glich derselben Graph-
klasse10 gestellt werden?
Anhand dieser beispielhaften Vorgehensweise gewinnt man einen Eindruck u¨ber
die Vielzahl der Fragestellungen, die auf der Suche nach einem Verfahren zur Be-
stimmung der strukturellen Grapha¨hnlichkeit beantwortet werden mu¨ssen. Ent-
sprechend ist es fu¨r die vorliegende Arbeit von zentraler Bedeutung ein Grapha¨hn-
lichkeitsmodell zu entwickeln, welches zur Lo¨sung graphorientierter Problemstel-
lungen im Web Structure Mining und verwandter Aufgaben in anderen For-
schungsbereichen beitra¨gt.
1.3 Aufbau der Arbeit
Nach der Einleitung in Kapitel (1) gibt Kapitel (2) einen U¨berblick u¨ber beste-
hende Data Mining-Konzepte [104], wobei vor allem existierende Arbeiten der
graphentheoretischen Analyse von Hypertexten detailliert besprochen werden.
Weiter werden insbesondere die Clusteringverfahren [23, 78] ausfu¨hrlich disku-
tiert, da sie in dieser Arbeit ein wichtiges Bindeglied zur a¨hnlichkeitsbasierten
Dokumentanalyse darstellen. Fu¨r die Argumentationslinie der Arbeit sind die
Pha¨nome Polymorphie [156] und funktionale A¨quivalenz [156] von wesentlicher
Bedeutung. Vorbereitend fu¨r ein Experiment im Bereich der inhaltsbasierten Ka-
tegorisierung werden in Kapitel (2) die dazu notwendigen Begriffe, zusammen mit
einem graphbasierten Repra¨sentationsmodell [156], eingefu¨hrt.
Das Kapitel (3) zeigt die Grenzen der inhaltsbasierten Kategorisierung in Form
eines Experiments auf. Die Hypothese dieses Kapitels ist, dass Polymorphie und
funktionale A¨quivalenz charakteristisch fu¨r web-basierte Einheiten sind. Nach
einer formellen Charakterisierung der Problemstellung werden die Ergebnisse der
SVM-Kategorisierung11 interpretiert. Sie untermauern dabei nachhaltig die zu
Anfang aufgestellte Hypothese.
Die zusammengefasste Beschreibung des Forschungsstandes und der Kernauf-
gaben hinsichtlich der Graphentheorie ist Gegenstand von Kapitel (4). Neben
10Die in dieser Arbeit betrachtete Graphklasse besteht aus knotenmarkierten, hierarchisierten
und gerichteten Graphen. Siehe Kapitel (5.3).
11Siehe Kapitel (3.3).
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einer Diskussion u¨ber den A¨hnlichkeitsbegriff und der Einfu¨hrung wesentlicher
Begriffe, wie z.B. Metrik, Abstand und Distanz, werden bekannte Methoden zur
Bestimmung der strukturellen A¨hnlichkeit von Graphen beschrieben. Das Ziel
von Kapitel (4) besteht insbesondere darin, die mathematischen Fundamente der
existierenden Verfahren zu beleuchten, um damit eine Abgrenzung zum neuen
Ansatz leichter zu erreichen.
In Kapitel (5) wird zuna¨chst die Motivation und der zentrale Lo¨sungsansatz
zur Bestimmung der Grapha¨hnlichkeit hierarchischer Graphen angegeben. Es
stellt sich heraus, dass die Gradsequenzen gerichteter Graphen eine aussage-
kra¨ftige Basis des neuen Verfahrens darstellen, jedoch nicht in Form einfacher
Gradsequenzvektor-Vergleiche12 . Der wesentliche Aspekt, durch den sich das neue
Verfahren von den in dieser Arbeit behandelten bekannten Verfahren abhebt,
ist, dass die jeweiligen Graphen zuna¨chst in eindimensionale Strukturen trans-
formiert werden. Die transformierten Strukturen werden auf der Basis bekann-
ter Alignment-Techniken13 [99] weiterverarbeitet. Ein wichtiger Schritt in dieser
Arbeit ist die Anwendung einer Gruppe multivariater Analyseverfahren [6], die
Clusteringverfahren. Diese tragen zur Lo¨sung anwendungsorientierter Problem-
stellungen im Bereich des Web Structure Mining bei. Kapitel (5) schließt mit einer
experimentellen Untersuchung ab. In dieser werden die entwickelten a¨hnlichkeits-
basierten Analysemethoden auf bestehende web-basierte Dokumente angewendet.
Wa¨hrend sich der experimentelle Teil aus Kapitel (5) vornehmlich mit der an-
wendungsbezogenen Interpretation der gewonnenen Clusterlo¨sungen bescha¨ftigt,
verfolgt das Kapitel (6) einen daru¨ber hinausgehenden Weg: Anhand vorgege-
bener A¨hnlichkeitswertverteilungen zweier Graphmengen, wird die strukturelle
Beziehung zwischen den Graphmengen untersucht. Die Evaluierungsergebnisse
belegen, dass das eingesetzte Grapha¨hnlichkeitsmaß zur Erkennung komplexer
Graphstrukturen geeignet ist. Weiter untermauern die Ergebnisse dieses Kapitels
den sinnvollen Einsatz des verwendeten Grapha¨hnlichkeitsmaßes im Web Struc-
ture Mining.
Kapitel (7) fasst die Ergebnisse der Arbeit zusammen. Abschließend erfolgt ei-
nerseits ein kurz gefasster Ausblick bezogen auf weitere potenzielle Anwendungs-
gebiete. Andererseits wird im Rahmen des Ausblicks eine bereits bestehende An-
wendung des Grapha¨hnlichkeitsmodells aus Kapitel (5) erla¨utert, die nicht im
Bereich des Web Mining angesiedelt ist, und eine Aufstellung weiterfu¨hrender
Fragestellungen angegeben.
12Siehe Definition (5.2.2) in Kapitel (5.2).
13Siehe Kapitel (5.5).
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1.4 Wissenschaftlicher Beitrag der Arbeit
Im Bereich der strukturellen Analyse von Hypertexten existieren viele bekannte
Arbeiten, z.B. [28, 29, 30, 247, 235], die insbesondere auf graphentheoretischen
Modellierungsmethoden basieren. Ein Großteil dieser Arbeiten bescha¨ftigt sich
mit der Definition und Analyse graphentheoretischer Indizes, die bereits in Kapi-
tel (1.1) erwa¨hnt wurden. Dabei dienen Indizes meistens zur strukturellen Cha-
rakterisierung typischer Hypertextauspra¨gungen und zur Beschreibung von Gra-
phmustern im Zusammenhang mit Hypertext-Navigationsproblemen [151, 152,
235]. Da die Aussagekraft und Interpretierbarkeit solcher Indizes sehr beschra¨nkt
ist, eignen sich Indizes nicht fu¨r die a¨hnlichkeitsbasierte Gruppierung von Hy-
pertexten, welche aber den Schlu¨ssel fu¨r viele Anwendungen im Web Structure
Mining darstellt. Diese Arbeit hat daher den Anspruch, graphentheoretische und
a¨hnlichkeitsbasierte Methoden zur strukturellen Analyse web-basierter Hypertex-
te zu entwickeln, damit bestehende Analysemethoden erweitert und verbessert
werden.
Anstatt des bekannten Vektorraumodells als Standardrepra¨sentation, wird in die-
ser Arbeit ein graphbasiertes Repra¨sentationsmodell erprobt, welches auf hie-
rarchisierten und gerichteten Graphen basiert. Dies geschieht mit dem Ziel, neue
Repra¨sentationsmodelle fu¨r eine ada¨quate Modellierung hypertextueller Doku-
mente zu erforschen. Die Vorarbeiten fu¨r die Entwicklung a¨hnlichkeitsbasierter
Analysemethoden auf der Basis der hierarchischen Graphstruktur erfolgen in Ka-
pitel (3). Kapitel (3) bescha¨ftigt sich mit einem Experiment zur inhaltsbasierten
Hypertextkategorisierung. Diesem Experiment liegen die vonMehler et al. [156]
definierten Begriffe Polymorphie und funktionale A¨quivalenz zu Grunde, welche
hinsichtlich hypertextueller Dokumente neuartig sind.
In Kapitel (5) wird ein zentraler Lo¨sungsansatz zur Bestimmung der struktu-
rellen A¨hnlichkeit hierarchisierter und gerichteter Graphen vorgestellt. In der
vorliegenden Arbeit findet das Grapha¨hnlichkeitsmodell aus Kapitel (5) Anwen-
dung bezu¨glich praxisorientierter Problemstellungen im Web Structure Mining.
Mit Hilfe des Grapha¨hnlichkeitsmodells wird es mo¨glich, ganzheitliche Struktur-
vergleiche auf Hypertextgraphen durchzufu¨hren. Im Folgenden werden erzielte
Erweiterungen auf der Basis des Grapha¨hnlichkeitsmodells angegeben. Diese Er-
weiterungen zeigen eine wesentliche Verbesserung des Index-Konzepts auf:
• Auf Grundlage des parametrischen Grapha¨hnlichkeitsmodells ist die Be-
tonung vielfa¨ltiger Strukturaspekte mo¨glich, wobei damit alle komplexen
Objektauspra¨gungen erfasst werden.
• Im Gegensatz zu Indizes ist nun die Anwendung multivariater Analyseme-
thoden mo¨glich. In dieser Arbeit werden speziell die Clusteringverfahren
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gewa¨hlt, wobei diese zu den Struktur entdeckenden Verfahren geho¨ren. Auf
der Basis aussagekra¨ftiger Graphvergleiche werden damit viele Anwendun-
gen verbessert, z.B. die strukturorientierte Filterung web-basierter Hyper-
texte.
• Insgesamt erha¨lt man ein generisches Modell zur Messung der strukturel-
len A¨hnlichkeit hierarchisierter und gerichteter Graphen, welches in allen
drei Teilbereichen des Web Mining – Web Structure Mining, Web Usage
Mining und Web Content Mining – anwendbar ist. Im Web Usage Mining
ist das Grapha¨hnlichkeitsmodell aus Kapitel (5) z.B. zur Erzeugung und
Erforschung graphbasierter Benutzergruppen14 einsetzbar.
Die Bestimmung der strukturellen A¨hnlichkeit von Graphen stellt ein mathema-
tisch schweres Problem dar. Klassische Verfahren zur Bestimmung der Grapha¨hn-
lichkeit beruhen in den meisten Fa¨llen auf Isomorphie- oder Untergraphisomor-
phiebeziehungen. In Kapitel (4.4) erfolgen eine Diskussion und Bewertung be-
kannter Verfahren zur Bestimmung der strukturellen A¨hnlichkeit von Graphen.
Diese zeigen, dass solche Verfahren im Hinblick auf jene graphorientierte Pro-
blemstellungen nicht anwendbar sind, bei denen die Verarbeitung von Graphen
ho¨herer Ordnung gefragt ist. Eine zentrale Konstruktionsidee des neuen Modells
aus Kapitel (5) besteht darin, dass die betrachteten Graphen auf der Basis ei-
ner Abbildung in eindimensionale Strukturen transformiert werden. Es stellt sich
heraus, dass die A¨hnlichkeit der eindimensionalen Strukturen wesentlich effizi-
enter bestimmt werden kann. Aus einer Menge von A¨hnlichkeitswerten, die aus
Alignments15 der eindimensionalen Strukturen gewonnen werden, wird schließlich
ein finaler A¨hnlichkeitswert konstruiert, der die strukturelle A¨hnlichkeit zweier
Graphen ausdru¨ckt. Kurz gefasst zeichnet sich das neue Modell durch die folgen-
den Vorteile gegenu¨ber bekannten Verfahren aus:
• Starke Reduktion der Berechnungskomplexita¨t.
• Beru¨cksichtigung komplexer Kantenstrukturen wa¨hrend des Graphvergleichs.
• Hohe Flexibilita¨t durch Parametrisierungsmo¨glichkeiten.
Auf Grundlage des neuen Modells wurden in dieser Arbeit folgende Ergebnisse
erzielt und neue Anwendungsgebiete gefunden:
• Bessere Beschreibungs- und Erforschungsmo¨glichkeiten bestehender graph-
basierter Hypertexte.
14Siehe Kapitel (7.2).
15Siehe Kapitel (5.5).
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• Ableitung struktureller Aussagen bezu¨glich Testkorpora web-basierter Hy-
pertexte. Dies geschieht z.B. auf Grundlage aussagekra¨ftiger A¨hnlichkeits-
wertverteilungen.
• Strukturorientierte Filterung web-basierter Dokumente in Form von DOM-
Strukturen. Die Evaluierung des dazugeho¨rigen Clustering-Experiments,
welches in Kapitel (5.8.2) durchgefu¨hrt wurde, zeichnet sich durch hohe
Precision- und Recallwerte aus.
• Das Grapha¨hnlichkeitsmodell aus Kapitel (5) wurde von Emmert-Streib
et al. [73] verwendet, um eine effiziente Methode zur Klassifikation großer
ungerichteter Graphen zu entwickeln. Die bina¨re Graphklassifikationsme-
thode wurde u.a. erfolgreich auf Microarray-Daten [42] aus Geba¨rmutter-
halskrebs-Experimenten angewendet, mit dem Ziel, Tumorstadien zu un-
terscheiden [73].
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Kapitel 2
Strukturelle Aspekte
hypertextueller Einheiten
Die Anwendung von klassischen Data Mining-Konzepten [104] auf web-basierte
Daten, wie z.B. die Clusteranalyse, wird als Web Mining [46] bezeichnet. Ein Teil-
bereich des Web Mining, der in dieser Arbeit besonders im Vordergrund steht, ist
das Web Structure Mining, welches die Aufdeckung und die Erforschung struk-
tureller Aspekte web-basierter Hypertexte zum Hauptziel hat. Ausgehend von
einer kurzen Darstellung der Grundlagen von Hypertext und Hypermedia in Ka-
pitel (2.1) hat das vorliegende Kapitel (2) das Ziel, eine versta¨ndliche Einfu¨hrung
von Data Mining-Konzepten im Hinblick auf die Anwendung im Web Mining zu
geben. Das Teilgebiet Web Structure Mining wird dabei besonders hervorgeho-
ben, insbesondere graphentheoretische Methoden zur strukturellen Analyse von
Hypertexten.
2.1 Hypertext und Hypermedia
Bekanntlich ist beim klassischen Medium Buch die Struktur und in der Regel
auch die Lesereihenfolge sequenziell. Dagegen ist die Kerneigenschaft von Hyper-
text1, dass die textuellen Informationseinheiten, die so genannten Knoten, auf der
Basis von Verweisen, auch Links genannt, in Form eines gerichteten Graphen,
also nicht linear , miteinander verknu¨pft sind [140]. Die einfachste graphentheore-
tische Modellierung einer Hypertextstruktur ist die Darstellung als unmarkierter
gerichteter Graph H := (V,E), E ⊆ V × V . V heißt Knotenmenge und E heißt
Kantenmenge. Weiter bezeichnet man ein Element v ∈ V als Knoten und e ∈ E
1In dieser Arbeit bezeichnet ein
”
Hypertext“ konkrete Auspra¨gungen oder Instanzen (vgl.
im Web: eine
”
Website“); Hypertext subsummiert in der vorliegenden Arbeit
”
Hypermedia“.
Software zur Handhabung von Hypertexten sei als
”
Hypertextsystem“ bezeichnet.
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als gerichtete Kante. Der Hypertext-Begriff wird in den Geisteswissenschaften
und der modernen Informatik unterschiedlich interpretiert [238]. So kann man
abha¨ngig von der Fachdisziplin und vom Autor durchaus auf unterschiedliche
Definitionen des Hypertextbegriffs stoßen. Hypertext wird somit oft als Techno-
logie, Methode oder Metapher bezeichnet [238]. Tatsa¨chlich wurden in der Litera-
tur unza¨hlige Definitionen und Auspra¨gungen von Hypertext gegeben, siehe z.B.
[48, 54, 64, 100, 165, 171, 210]. Bei dieser Fu¨lle von Definitionen – wobei die Auto-
ren unterschiedliche Aspekte herausstellen – betont Hofmann [113] vier wichtige
Kernpunkte, die er fu¨r eine vollsta¨ndige Charakterisierung von Hypertext in der
Informatik als notwendig ansieht:
• Hypertexte haben die Gestalt von gerichteten Graphen (Netzwerke). Die
Knoten enthalten bzw. repra¨sentieren die Informationen, die durch Verwei-
se, die Links, miteinander verknu¨pft sind.
• Sowohl das Lesen als auch das Schreiben von Hypertext sind nichtlineare
Ta¨tigkeiten. Eine Datenstruktur, die diese Vernetzung unterstu¨tzt, ist dabei
die Voraussetzung.
• Hypertexte sind nur in einem medialen Kontext, also maschinenunterstu¨tzt
denkbar. Direkte Anwendungen davon sind klassische Hypertext- und Online-
systeme.
• Hypertexte besitzen einen visuellen Aspekt. Das bedeutet, dass Hypertext
nicht nur ein Konzept der Informationsstrukturierung, sondern auch eine
Darstellungs- und Zugriffsform von textuellen Informationen ist.
Auch in der Sprachwissenschaft und in der Linguistik wurde Hypertext als eine
neue Form der schriftlichen Sprachverwendung studiert, z.B. [150, 222]. Dabei
wurden insbesondere linguistische Aspekte, wie Koha¨renz - und Koha¨sionsbezieh-
ungen, in Hypertext untersucht. Eine bekannte Studie in diesem Problemkreis
wurde von Storrer [221] durchgefu¨hrt. In dieser Arbeit geht es im Wesentlichen
um die Fragestellung, ob die Ergebnisse u¨ber Untersuchungen von Koha¨renzbil-
dungsprozessen in linear organisierten Texten auf den Entwurf von Hypertexten
u¨bertragbar sind. Weiterhin wurde die Problemstellung der automatischen Ge-
nerierung von Hypertext aus natu¨rlichsprachigem Text untersucht, insbesondere
wie und unter welchen Kriterien Hypertext automatisiert konstruierbar ist. Ein
linguistisches Kriterium, welches als Grundlage zur Generierung von Hypertext
aus Texten dient, wurde von Mehler [153] angegeben.
Historisch gesehen wurde die Hypertext-Idee aus heutiger Sicht zweifellos von
Bush [40] geschaffen. In seinem bekannten Artikel
”
As we may think“ [40] be-
schrieb er das System Memex (Memory Extender), welches zum Ziel hatte, wissen-
schaftliche Dokumente nichtlinear zu verknu¨pfen und zu speichern, um dadurch
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die schon damals sta¨ndig wachsende Anzahl an wissenschaftlichen Publikationen
fu¨r ein breites Publikum nutzbar zu machen. In seiner Ganzheit wurde dieses
System jedoch nie realisiert, zumal es inkompatible Technologien (z.B. Buch und
Microfiche) ha¨tte u¨berbru¨cken mu¨ssen. Der eigentliche
”
Hypertext“-Begriff wur-
de in den sechziger Jahren durch Nelson gepra¨gt. Er fu¨hrte die Ideen Bush’s
weiter, indem er die technischen Voraussetzungen schaffte, um Hypertext auf
Computersystemen zu realisieren. Nelson gilt als Architekt des universellen Hy-
pertextsystems Xanadu [164], das aber oft als unrealistisch angesehen wurde, da
es zum Ziel hatte, die Gesamtheit aller elektronischen Publikationen weltweit zu
integrieren. Die Implementierung von Xanadu ist nur in Teilen erfolgt und wird
bis heute fortgesetzt [166]. Ein weiterhin sehr bekanntes Hypertextsystem ist
Augment [74], welches 1962 bis 1976 von Englebart in Stanford realisiert wur-
de. Insgesamt gesehen wurden viele Hypertextsysteme entwickelt, wobei bekann-
te Vertreter z.B. HyperCard, NoteCards, Neptune/HAM und HyperTies [195, 219]
sind. Detaillierte Informationen bezu¨glich der genannten Hypertextsysteme findet
man in [113, 195, 219].
Der Begriff Hypermedia wird u¨blicherweise gebraucht, wenn in Hypermedia-Doku-
menten2 nicht nur Texte, sondern auch multimediale Objekte wie Graphiken,
Ton- und Filmsequenzen nichtlinear miteinander verknu¨pft werden. In der Lite-
ratur wird auf Grund dieses Sachverhalts bisweiten Hypertext (textbasiert) und
Hypermedia (medienbasiert) als zwei disjunkte Kategorien betrachtet. Fu¨r diese
Arbeit ist es sinnvoller Hypermedia unter Hypertext zu subsummieren. Hyper-
text beschreibt dann Dokumente mit Graphstruktur, Hypermedia meint die Un-
termenge, welche mehrere Medien einbezieht. Multimediasysteme werden in der
Literatur klar von Hypertextsystemen unterschieden [113, 219], da in Multime-
diasystemen die Dokumentstrukturen modelliert werden, ohne deren strukturelle
Aspekte hevorzuheben. Tiefere Einblicke u¨ber Hypermedia- und Multimediasy-
steme geben z.B. Steinmetz [220] und Schulmeister [201], wobei Schul-
meister insbesondere didaktische und lernbezogene Aspekte von Hypermedia
behandelt.
Als Anwendungsgebiete von Hypertext und Hypermedia kommen mittlerweile
unterschiedlichste Wissenschafts- und Industriebereiche in Frage. Anwendungsge-
biete sind beispielsweise Bu¨ro und Management , Konstruktions- und Fertigungs-
bereiche, Schule und Weiterbildung , technische Dokumentenverwaltung , elektro-
nische Enzyklopa¨dien und Bu¨cher , hypertextuelle Produktkataloge und die Wis-
sensrepra¨sentation [138, 195, 235]. Weitere U¨berblicke u¨ber die unterschiedlichen
Anwendungsfelder sind in [167, 219, 220] zu finden.
2Im Sprachgebrauch ist
”
Hypertext“ wie bereits definiert gebra¨uchlich, aber nicht
”
Hyper-
media“, sondern
”
Hypermedia-Dokumente“.
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2.2 Problemstellungen des Web Mining
Durch die Entstehung des World Wide Web [20], auch Web oder kurz WWW
genannt, ist die Popularita¨t von Hypertext in den neunziger Jahren deutlich
gestiegen. 1989 wurde von Berners-Lee, einem damaligen Mitarbeiter des For-
schungszentrums fu¨r Teilchenphysik (CERN) in Genf/Schweiz, die Idee des World
Wide Web als Hypertextsystem geboren [19].
Da in der vorliegenden Arbeit die Entwicklung graphentheoretischer Modelle fu¨r
web-basierte Dokumentstrukturen fokussiert wird, erfolgt zuna¨chst ein kurzer
U¨berblick u¨ber die Eigenschaften und Probleme des World Wide Web hinsicht-
lich der Informationssuche. Weiterhin werden die Kernbereiche des Web Mining
detailliert dargestellt, wobei in dieser Arbeit das Web Structure Mining beson-
ders thematisiert wird. Dies geschieht vor dem Hintergrund, dass das graph-
basierte Modell aus Kapitel (5) zur Berechnung der strukturellen A¨hnlichkeit
web-basierter Hypertexte, zur Lo¨sung von Problemstellungen im Web Structure
Mining beitra¨gt.
2.2.1 Probleme des World Wide Web bezu¨glich
der Informationssuche
Im klassischen Information Retrieval (IR) [7, 81] werden auf der Basis von In-
formationssystemen Fragestellungen der inhaltsorientierten Auffindung und Ge-
winnung (Retrieval) von Informationen in großen Datenbesta¨nden untersucht.
Dabei ist eine Benutzeranfrage an das System von zwei im Information Retrieval
enthaltenen wesentlichen Begriffen gepra¨gt [7, 81, 192]:
• Vagheit : Das Informationsbedu¨rfnis kann durch den Benutzer nicht pra¨zise
und formal formuliert werden.
• Unsicherheit : Sie wird meistens durch die nicht aussagekra¨ftige Semantik ,
also durch fehlende inhaltliche Informationen in den vorliegenden Doku-
menten oder Texten induziert.
Vereinfacht gesehen, kann man das World Wide Web als sehr große und inho-
mogene Datenbank betrachten, die ta¨glich viele Millionen Benutzeranfragen u¨ber
die verfu¨gbaren Suchdienste erha¨lt. Baeza-Yates et al. [7] stellen die Probleme
des World Wide Web hinsichtlich der Informationssuche detailliert vor: Einerseits
bezu¨glich der Daten und andererseits bezogen auf systemabha¨ngige Benutzeran-
fragen und deren Interpretation. Der erstgenannte Problemkreis wird dabei in
folgende Unterpunkte untergliedert:
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• Verteilte Daten: Die Daten sind auf Grund der netzwerkartigen Struktur
des Webs auf viele Plattformen verteilt, wobei die Rechner in unbekannter
Weise miteinander vernetzt sind und ihre Funktionssicherheit stark variiert.
• Hoher Anteil an unbesta¨ndigen Daten: Große Datenmengen a¨ndern sich
innerhalb kurzer Zeit. 1999 wurde ermittelt, dass sich zu dieser Zeit ca.
40% vom Gesamtinhalt des World Wide Web monatlich a¨nderte.
• Große Datenmengen: Das Web unterliegt einem exponentialen Datenwachs-
tum, das Skalierungsprobleme induziert.
• Unstrukturiertheit und Redundanz : Die meisten Dokumente im Web sind
unstrukturiert und inkonsistent, insbesondere HTML-Seiten. Große Daten-
mengen werden kopiert oder gespiegelt, wodurch beachtliche Mengen an
redundanten Daten entstehen.
• Qualita¨t der Daten: Da es eine unzureichende Datenkontrolle gibt, die z.B.
inhaltlich fehlerhafte Dokumente im World Wide Web vor dem Upload fil-
tert, kann jeder beliebige Benutzer Daten einstellen, was die Qualita¨t der
Ergebnisse von Suchanfragen sehr beeintra¨chtigt.
• Heterogenita¨t der Daten: Die Daten besitzen unterschiedliche Datentypen,
z.B. Text, Graphik und Video und unterschiedliche Sprachalphabete.
Der zweite Problemkreis umfasst im Wesentlichen die Kernpunkte:
• Richtige Formulierung von Benutzeranfragen und deren Interpretierbarkeit.
• Interpretation von Systemantworten – u.a. die Selektion von
”
nutzbaren“
Treffern – und Umgang/Optimierung von großen Trefferlisten.
Auf Grund der aufgefu¨hrten Probleme wird klar, dass das Ziel, brauchbare Benut-
zeranfragen zu formulieren und Systemantworten auf der Basis von Information
Retrieval-Methoden zu optimieren, eine große Herausforderung darstellt. Um ei-
ne bessere Vorstellung von den Komponenten einer Suchmaschine zu bekommen,
sei die Abbildung (2.1) [7] betrachtet. Am Beispiel dieser Abbildung werden die
wesentlichen Komponenten der Suchmaschine kurz umrissen, die hier aus zwei
Blo¨cken bestehen: (i) aus dem Benutzer-Interface und der so genannten Query
Engine und (ii) aus dem Crawler und dem Indexer . Wenn die Anfrage u¨ber das
Benutzer-Interface zur Query Engine u¨bertragen wird, fu¨hrt die Query Engine
eine Datenbankabfrage aus, mit dem Ziel, eine Rangordnung der Ergebnisdoku-
mente zu erzeugen. Die Gu¨te solcher Abfragen wird oft mit den Performance-
maßen [81] Recall und Precision3, die aus dem Information Retrieval stammen,
3Die Definitionen von Recall und Precision werden in Kapitel (3.5) auf der Basis einer
Kontingenztabelle angegeben.
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Abbildung 2.1: Crawler-Indexer Architektur auf der Basis der Suchmaschine Alta Vista
gemessen. Der Indexer bestimmt dabei, welche Inhaltsfragmente zur Indexierung
gewa¨hlt werden, z.B. Plaintext , Ankertexte oder Meta-Tags . Das Sammeln der
web-basierten Dokumente u¨bernimmt der Crawler, wobei die Breiten- und Tie-
fensuche bekannte Suchstrategien von Crawlern sind. Detaillierte Ausfu¨hrungen
u¨ber die Hintergru¨nde von Suchstrategien imWorld Wide Web sind bei Chakra-
barti [46] und Baeza-Yates et al. [7] zu finden. Eine umfassende Darstellung
der Infomationssuche im World Wide Web mit Hinweisen zur Optimierung von
Benutzeranfragen an Suchmaschinen liefert Glo¨ggler [96].
2.2.2 Bereiche des Web Mining und deren Kernaufgaben
In der wissenschaftlichen Literatur werden die Begriffe
”
Data Mining“ und
”
Wis-
sensentdeckung“ oft unterschiedlich definiert [21, 80]. So geben z.B. Wrobel
et al. [250] die Definition des Begriffs
”
Wissensentdeckung“ folgendermaßen an
[80, 250]:
”
Wissensentdeckung in Datenbanken ist der nichttriviale Prozess der
Identifikation gu¨ltiger, neuer, potenziell nu¨tzlicher und schlussendlich
versta¨ndlicher Muster in (großen) Datenbesta¨nden.“
Als Teilschritt des Wissensentdeckungs-Prozesses bezeichnenWrobel et al. [250]
Data Mining als den eigentlichen Analyseschritt, das heißt, die Suche und Bewer-
tung von Hypothesen. Entsprechend werden in kommerziellen4 Bereichen Data
Mining-Verfahren [22, 104, 249] oft eingesetzt, um die gigantischen Datenmengen
4Wissensentdeckung und Data-Mining werden im kommerziellen Bereich meistens nicht un-
terschieden [250].
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in vielen industriellen und wissenschaftlichen Bereichen zu analysieren und dabei
neues Wissen zu generieren. Beispielsweise liegen in vielen Unternehmen große
Mengen von Kundendaten vor, jedoch ist das Wissen u¨ber die Anforderungen und
u¨ber das Verhalten der Kunden oft unzureichend. Solche Datenbesta¨nde werden
in Data Warehousing-Systemen gespeichert und mit Methoden des Data Mining
untersucht. Das Ziel einer solchen Untersuchung ist die Entdeckung von stati-
stischen Besonderheiten und Regeln innerhalb der Daten, die beispielsweise fu¨r
Studien des Kunden- oder Kaufverhaltens eingesetzt werden. Die Schwerpunkte
der Data Mining-Methoden, die oft in der Praxis angewendet werden, lassen sich
mit Hilfe der folgenden U¨bersicht erla¨utern:
• Die Suche nach Assoziationsregeln [109]: Ein bekanntes Beispiel ist die so
genannte Warenkorbanalyse, die zum Ziel hat, aus dem aktuellen Kaufver-
halten Assoziationsregeln fu¨r zuku¨nftiges Kaufverhalten abzuleiten.
• Die Clusteranalyse [78]: Der entscheidende Unterschied zwischen der Clu-
steranalyse und der Kategorisierung ist, dass bei der Clusteranalyse das
Klassensystem von vornherein unbekannt ist. Das Ziel ist die Gruppierung5
der Datenobjekte in Gruppen (Cluster), so dass sich die Objekte inner-
halb eines Clusters mo¨glichst a¨hnlich und zwischen den Clustern mo¨glichst
una¨hnlich sind. Dabei basiert die A¨hnlichkeit zwischen den Objekten auf
einem jeweils problemspezifischen A¨hnlichkeitsmaß.
• Die Kategorisierung [68]: Sie stellt Verfahren fu¨r die Einordnung von Ob-
jekten in Kategoriensysteme bereit. Die Kategorisierung stellt mit Hilfe von
Zusammenha¨ngen zwischen gemeinsamen Mustern und Merkmalen ein Ka-
tegoriensystem fu¨r die vorhandenen Objekte her, um dann auf der Basis
eines statistischen Kategorisierungsmodells unbekannte Objekte in das Ka-
tegoriensystem einzuordnen. Bekannte Kategorisierungsverfahren stammen
dabei aus dem Bereich des Maschinellen Lernens [109].
• Die Regressionsanalyse [109]: Die Regressionsanalyse ist ein Verfahren aus
der mathematischen Statistik, welches auf Grund von gegebenen Daten
einen mathematischen Zusammenhang in Gestalt einer Funktion zwischen
zwei oder mehreren Merkmalen herstellt. Ein bekanntes Beispiel ist die
lineare Regression [109].
Durch die a¨ußerst starke Entwicklung des World Wide Web gewinnt die Anwen-
dung von Data Mining-Verfahren auf web-basierte Daten immer mehr an Bedeu-
tung. Wa¨hrend das Allgemeinziel des Web Mining die Informationsgewinnung
und die Analyse der Webdaten ist, werden drei bekannte Teilbereiche detailliert
unterschieden [53, 139, 178, 217]:
5Die Gruppierung wird in dieser Arbeit auch als Clusterung bezeichnet.
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• Web Content Mining : Das World Wide Web entha¨lt mittlerweile viele Mil-
liarden von Webseiten, ta¨glich kommen hunderttausende dazu. Das Web
Content Mining stellt Methoden und Verfahren bereit, mit deren Hilfe Infor-
mationen und damit neues Wissen aus dieser Datenflut automatisch extra-
hiert werden ko¨nnen. Diese Verfahren finden beispielsweise bei der Informa-
tionssuche mit Suchmaschinen im World Wide Web Anwendung. Wa¨hrend
bekannte Suchmaschinen, wie z.B. Yahoo, auf einer einfachen textuellen
Schlagwortsuche basieren, stellt die Konzeption neuer, besserer Verfahren
fu¨r die Informationssuche im Bereich des Web Content Mining immer noch
eine große Herausforderung dar. Die aktuellen Suchmaschinen sind na¨mlich
kaum in der Lage, semantische Zusammenha¨nge zwischen web-basierten
Dokumenten zu detektieren bzw. die Dokumente nach semantischen Ge-
sichtspunkten zu kategorisieren.
• Web Structure Mining : Die Aufgabe des Web Structure Mining ist es, struk-
turelle Informationen von Websites zu nutzen, um inhaltliche Informationen
zu gewinnen, wobei die interne und externe Linkstruktur dabei eine wichti-
ge Rolle spielt. Interne Linkstrukturen ko¨nnen mit Auszeichnungssprachen
wie HTML oder XML abgebildet werden und beschreiben innerhalb eines Kno-
tens eingebettete graphentheoretische Strukturen. Die externe Linkstruktur
beschreibt die Verlinkung der Webseiten untereinander und la¨sst sich in
Form eines hierarchisierten und gerichteten Graphen darstellen. Die Gra-
phstruktur des World Wide Web wurde in den letzten Jahren in vielen
Arbeiten intensiv untersucht [1, 65, 141, 177], wobei diese Studien zur Ent-
wicklung und Verbesserung von Suchalgorithmen im World Wide Web fu¨hr-
ten [31, 43, 135, 216]. Weiterhin wurden Ausgangsgrad - und Eingangsgrad-
verteilungen [65] von Knoten, Zusammenhangskomponenten [65] und der
Durchmesser [65] des WWW-Graphen untersucht. Detaillierte Ergebnisse
solcher Untersuchungen sind z.B. in [32, 65, 117, 141, 142, 177, 242, 243] zu
finden. Eine der bekanntesten Arbeiten, die im Bereich des Web Structure
Mining eine wichtige Anwendung innerhalb der bekannten Suchmaschine
Google gefunden hat, stammt von Kleinberg [135]. Dabei fu¨hrte er die
Begriffe Hubs und Authorities ein. Kleinberg bezeichnet Authorities als
Webseiten, die aktuelle und
”
inhaltlich brauchbare“ Informationen enthal-
ten, wobei sich diese graphentheoretisch durch hohe Knoten-Eingangsgrade
auszeichnen. Dagegen werden Hubs als solche Webseiten bezeichnet, die
viele
”
nu¨tzliche Links“ zu gewissen Themengebieten offerieren. Ein guter
graphentheoretischer Indikator fu¨r potenzielle Hubs ist nach Kleinberg
ein hoher Knoten-Ausgangsgrad der betrachteten Webseite.
• Web Usage Mining : Unter dem Web Usage Mining [178] versteht man
die Suche und Analyse von Mustern, die auf das Nutzungsverhalten ei-
nes WWW-Benutzers schließen la¨sst. U¨blich ist dabei die Anwendung von
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Data Mining-Verfahren mit dem Ziel, das Zugriffsverhalten mit Hilfe von
Web-Logs zu protokollieren. Die Ergebnisse solcher Analysen sind fu¨r Un-
ternehmen, besonders aber fu¨r Online-Versandha¨user aller Art interessant,
weil aus ihnen Aussagen zur Effektivita¨t, zur Qualita¨t und zum Optimie-
rungsbedarf der Websites abgeleitet werden ko¨nnen. Da bei vielbesuchten
Websites ta¨glich große Datenmengen von Web-Logs anfallen, kann der Ein-
satz von Data Warehouse-Systemen notwendig werden, um diese Daten-
mengen zielgerecht und effizient zu verarbeiten.
Die Bedeutung und Vertiefung des fu¨r diese Arbeit relevanten Web Structure Mi-
ning soll hier anhand von zwei weiteren Problemstellungen hervorgehoben wer-
den, und zwar im Wesentlichen als Motivation fu¨r die weiteren Kapitel:
1. Das Allgemeinziel des Web Structure Mining ist die Erforschung der struk-
turellen Eigenschaften von web-basierten Dokumentstrukturen und den dar-
aus resultierenden Informationen. An diesem Ziel orientierend, soll hier auf
ein Problem aufmerksam gemacht werden, das bei der inhaltsorientierten
Kategorisierung von web-basierten Hypertexten auftritt. Mehler et al.
[156] stellten die Hypothese auf, dass die beiden Pha¨nomene funktionale
A¨quivalenz und Polymorphie charakteristisch fu¨r web-basierte Hypertext-
strukturen sind. Dabei bezieht sich der Begriff der funktionalen A¨quivalenz
auf das Pha¨nomen, dass dieselbe Funktions- oder Inhaltskategorie durch
vo¨llig verschiedene Bausteine web-basierter Dokumente manifestiert wer-
den kann. Der Begriff der Polymorphie bezieht sich auf das Pha¨nomen,
dass dasselbe Dokument zugleich mehrere Funktions- oder Inhaltskatego-
rien manifestieren kann. Dabei werden die Problemstellung und die neuen
Begriffe in Kapitel (2.5) definiert. Das Kategorisierungsexperiment, das die
oben genannte Hypothese untermauert, wird in Kapitel (3.4) charakteri-
siert.
2. Im Hinblick auf die Bestimmung der A¨hnlichkeit web-basierter Hypertexte
fassen Dokument Retrieval -Anwendungen die Dokumentstrukturen als die
Mengen ihrer Wo¨rter auf und berechnen auf der Basis des Vektorraummo-
dells deren A¨hnlichkeit. Als Motivation fu¨r graphorientierte Problemstel-
lungen im Web Structure Mining und fu¨r die Kapitel (2.4), (5), wird an
dieser Stelle ein Verfahren zur Bestimmung der strukturellen A¨hnlichkeit
web-basierter Dokumente erwa¨hnt, das nicht auf der vektorraumbasierten
Repra¨sentation beruht, sondern auf der Graphdarstellung der hypertextuel-
len Dokumente. Ausgehend von der automatisierten Extraktion der Hyper-
texte und einer GXL-Modellierung [248] der Graphen, werden hierarchisierte
und gerichtete Graphen erzeugt, die komplexe Linkstrukturen beru¨cksichti-
gen [156]. Basierend auf diesen Graphrepra¨sentationen wird in Kapitel (5)
das neue Verfahren [62, 73] zur Bestimmung der strukturellen A¨hnlichkeit
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solcher Graphen entwickelt. Die fu¨r das Web Structure Mining resultieren-
den Anwendungsgebiete werden als Motivation fu¨r das neue Verfahren in
Kapitel (5.1) dargestellt.
2.3 Existierende graphentheoretische Analyse-
methoden von Hypertextstrukturen
Wie in Kapitel (2.1) bereits dargestellt, la¨sst sich die auszeichnende strukturel-
le Eigenschaft von Hypertext, die Nichtlinearita¨t, in Form eines Netzwerks mit
Hilfe einer graphentheoretischen Modellierung beschreiben. Damit liegt die Fra-
ge nach der Einsetzbarkeit von graphentheoretischen Analysemethoden auf der
Hand. Das vorliegende Kapitel (2.3) fokussiert die Realisierbarkeit graphbasier-
ter Modellierungen und gibt einen Eindruck u¨ber die Tragfa¨higkeit der Aussagen,
die man mit einfachen graphentheoretischen Modellen, angewendet auf die Hy-
pertextstruktur, erzielen kann.
2.3.1 Motivation
Als erste Anwendung fu¨r graphorientierte Methoden sei die Analyse des
”
Lost in
Hyperspace“-Problems [69, 235] genannt. Aus der Natur der graphbasierten Mo-
dellierung, einer hohen Komplexita¨t der vorliegenden Hypertextstruktur, einem
fehlenden kontextuellen Zusammenhang der Links und der Tatsache, dass der Na-
vigierende nur einen eingeschra¨nkten Bereich im Hypertextgraph rezipiert, folgt,
dass der Hypertextbenutzer die Orientierung verlieren kann. Graphentheoreti-
sche Analysemethoden, die als Abstraktionswerkzeug zu verstehen sind, werden
oft eingesetzt, um das
”
Lost in Hyperspace“-Problem besser unter Kontrolle zu
halten. Dazu werden graphentheoretische Kenngro¨ßen definiert, die beispielsweise
Aussagen u¨ber die Erreichbarkeit von Knoten und deren Einfluss im Hypertext-
graph treffen [28, 29, 69]. Die Definition von Indizes [63, 155] zur Beschreibung ty-
pischer Auspra¨gungen von Hypertextgraphen kann als weitere Motivation fu¨r den
Einsatz graphbasierter Methoden angesehen werden. Beispielsweise ko¨nnen solche
Maße von Hypertextautoren eingesetzt werden, um den Vernetztheitsgrad und die
Linearita¨t einer Hypertextstruktur zu bestimmen [29]. Eine weitaus tiefer gehen-
de Fragestellung wa¨re an dieser Stelle, ob man auf der Basis von graphentheoreti-
schen Indizes eine Gruppierung von a¨hnlichen Strukturen vornehmen ko¨nnte, um
dann auf a¨hnliche Funktionen und Qualita¨tsmerkmale zu schließen. In jedem Fall
mu¨ssen aber Fragen nach der Einsetzbarkeit und der Interpretierbarkeit solcher
Maßzahlen gestellt werden, die in Kapitel (2.3.3) kurz diskutiert werden.
Das Kapitel (2.3.2) gibt im Wesentlichen einen U¨berblick u¨ber die bekannten Ar-
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beiten der graphentheoretischen Analyse von Hypertextstrukturen, wobei es nicht
den Anspruch auf Vollsta¨ndigkeit erhebt. Einerseits werden damit Mo¨glichkeiten
vorgestellt, wie man mit einfachen graphbasierten Mitteln Hypertexte auf Grund
charakteristischer Eigenschaften beschreiben und solche Maße auf Probleme der
Hypertextnavigation anwenden kann. Andererseits zeigen einige der nachfolgen-
den Arbeiten die Grenzen von graphentheoretischen Maßzahlen auf, die sich z.B.
in der Allgemeingu¨ltigkeit ihrer Aussagekraft und in der Interpretierbarkeit ihrer
Wertebereiche a¨ußern.
Abgesehen von der graphentheoretischen Analyse von Hypertextstrukturen, be-
steht nach Meinung vieler Autoren im Hypertextumfeld ein deutlicher Mangel
an grundlegenden formalen Konzepten, um komplexere hypertextuelle Struktur-
merkmale, wie beispielsweise die semantische und pragmatische Unterscheidung
von Knoten und Links, mit mathematischen Modellen auszudru¨cken, siehe z.B.
Tochtermann et al. [230]. Dennoch gibt es viele Arbeiten, in denen verschie-
denartige Aspekte von Hypertext und Hypertextsystemen formalisiert wurden,
z.B. [67, 85, 86, 144, 159, 153, 174, 223], die aber oft nur spezielle Fa¨lle oder
Modellierungsaspekte adressieren.
Ein Teilgebiet der strukturellen Analyse von Hypertexten ist speziell die Un-
tersuchung von Hypertextstrukturen mit graphentheoretischen Methoden. Dabei
werden die Hypertexte oft in Matrixstrukturen abgebildet, meistens mit dem Ziel,
Maßzahlen zu bilden, die zur strukturellen Charakterisierung oder zur Beschrei-
bung von Graphmustern dienen. Die in der Fachliteratur existierenden Ansa¨tze
und Arbeiten, die sich mit der graphentheoretischen Analyse und Beschreibung
von Hypertextstrukturen bescha¨ftigen, verfolgen im Wesentlichen zwei Ziele:
• Die strukturelle Beschreibung und Charakterisierung von Hypertexten durch
globale graphentheoretische Maße6. Sie heißen global, weil sie auf der ge-
samten Hypertextstruktur definiert sind und die Hypertexte ganzheitlich
charakterisieren. Bekannte Beispiele sind die Hypertextmetriken Compact-
nesss und Stratum von Botafogo et al. [29].
• Die Suche, die Bestimmung und die graphentheoretische Interpretation von
Graphmustern in Hypertexten: Solche spezifischen Graphmuster werden oft
bei der Beschreibung von Hypertext-Navigationsproblemen [151, 152, 235]
und im Zusammenhang von Lernproblemen [168, 179, 247] mit Hypertext
analysiert und interpretiert.
In Kapitel (2.3.2) werden nun bekannte Arbeiten vorgestellt, die einerseits die
Definition graphentheoretischer Indizes und andererseits die Untersuchung von
Hypertext-Navigationsproblemen thematisieren.
6Solche graphentheoretischen Maße heißen auch Indizes [63, 155].
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Abbildung 2.2: Der vollsta¨ndige gerichtete Graph K4 und der entsprechende Graph mit der
leeren Kantenmenge.
2.3.2 Maße fu¨r die strukturelle Analyse von Hypertexten
Die ersten einschneidenden Arbeiten im Bereich der strukturellen Analyse stam-
men von Botafogo et al. [28, 29, 30]. In [29] wurden die bekannten Hyper-
textmetriken Compactness und Stratum definiert, wobei in dieser Untersuchung
Hypertextgraphen als unmarkierte gerichtete Graphen H = (V,E), E ⊆ V × V
aufgefasst werden. Mit Hilfe der konvertierten Distanzmatrix
(KDMij)ij :=
{
wij : falls wij existiert
K : sonst,
(2.1)
wobei wij den ku¨rzesten Weg
7 von vi nach vj und K die Konvertierungskonstante8
bezeichnet, wird Compactness definiert als
C :=
(|V |2 − |V |) · K −
∑|V |
i=1
∑|V |
j=1KDMij
(|V |2 − |V |) · K − (|V |2 − |V |)
. (2.2)
|V | bezeichnet die Ordnung9 des Hypertextgraphs und nach Definition gilt C ∈
[0, 1]. Es ist C = 0⇐⇒ H = (V, {}). Weiterhin gilt C = 1⇐⇒ |E| = |V ×V |−|V |.
(|V |2 − |V |) · K ist der Maximalwert der Matrixelemente aus der konvertierten
Distanzmatrix. Er wird angenommen, falls E = {}. (|V |2−|V |) ist der minimale
Wert der Summe der Matrixelemente und wird erreicht, wenn H der vollsta¨ndige
Graph10 ist. Informell ausgedru¨ckt bedeutet das, dass der Wert fu¨r das Gu¨temaß
Compactness bezu¨glich einer bestimmten Hypertextstruktur Aufschluss daru¨ber
gibt, wie
”
dicht“ die Hypertextstruktur vernetzt ist. Ein hoher Compactness-Wert
im Sinne von Botafogo et al. sagt aus, dass von jedem Knoten aus jeder andere
Knoten leicht erreicht werden kann. Als Beispiel betrachte man die Graphen aus
Abbildung (2.2). Der erste Graph ist der vollsta¨ndige gerichtete Graph K4 und
7Siehe Definition (4.1.5) in Kapitel (4.1).
8Botafogo et al. setzen in ihren Untersuchungen K = |V |.
9Die Ordnung eines Graphen ist die Anzahl der Knoten.
10Allgemein wird der vollsta¨ndige Graph mit n Knoten in der Graphentheorie als Kn be-
zeichnet.
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nach Gleichung (2.2) folgt C = 1. Der zweite Graph besitzt die leere Kanten-
menge, deshalb C = 0. In [29] wurde von einigen Hypertexten der Compactness-
Wert bestimmt und na¨her untersucht. So besaß beispielsweise die hypertextuelle
Beschreibung des Fachbereichs Informatik der Universita¨t Maryland CMSC (Com-
puter Science Department at the University Maryland) einen Compactness-Wert
von C=0.53. Fu¨r das Buch in Hypertextform HHO (Hypertext Hands On!) [211]
wurde der Wert C=0.55 ermittelt. Da es sich bei diesen Hypertexten um hier-
archische, bauma¨hnliche Graphen handelte, lag die Vermutung nahe, dass ein
Compactness-Wert von ca. 0.5 typisch fu¨r solch strukturierte Hypertexte ist. Die
Bildung eines Intervalls, in das man die Compactness-Werte von Hypertexten
einordnen kann, um dann aus demWert innerhalb dieses Intervalls auf Gu¨temerk-
male wie z.B.
”
gutes Navigationsverhalten“ zu schließen, ist jedoch aus Gru¨nden
der unterschiedlichen Interpretationsmo¨glichkeiten dieser Hypertextmetrik nicht
mo¨glich.
Fu¨r die Definition von Stratum betrachte man die Distanzmatrix von H
(Dij)ij :=
{
wij : falls wij existiert
∞ : sonst
(Dˆij)ij sei die Matrix, die man durch Ersetzung der Matrixelemente∞ durch 0 in
(Dij)ij erha¨lt. Botafogo zeigt in [29], dass damit fu¨r Stratum S die Gleichungen
S =

4
P|V |
i=1




P|V |
j=1 Dˆji−
P|V |
j=1 Dˆij




|V |3
: falls |V | gerade
4
P|V |
i=1




P|V |
j=1 Dˆji−
P|V |
j=1 Dˆij




|V |3−|V |
: falls |V | ungerade,
bestehen. Nach Definition von S gilt S ∈ [0, 1]. S = 0 bedeutet, dass die Hy-
pertextstruktur in sich geschlossen und beispielsweise kreisfo¨rmig angeordnet ist.
S = 1 beschreibt H in Form einer vollsta¨ndig linearen Graphstruktur. Wenn
man zur gegebenen Hypertextstruktur die zugeho¨rige Hierarchisierung betrach-
tet, dru¨ckt Stratum aus, wie tief und linear die hierarchische Struktur ist. Beide
Maße, Compactness und Stratum, sind auf unmarkierten gerichteten Graphen
definiert und beinhalten keinerlei semantische Relationen des vorgelegten Hyper-
textes. Botafogo et al. fu¨hrten diese Untersuchungen durch, indem sie von allen
semantischen, pragmatischen und syntaktischen Typmerkmalen der hypertextu-
ellen Tra¨ger abstrahierten. Ein bekanntes Pha¨nomen von quantitativen Maßen
zur strukturellen Charakterisierung von Hypertexten und zur Beschreibung von
Hypertextnavigationsproblemen ist, dass die Ergebnisse solcher Maße oft vom
konkret betrachteten Hypertext abha¨ngen und mit anderen Messungen schlecht
vergleichbar sind. Um diesem Problem entgegenzuwirken, fu¨hrte Horney [114]
eine weitere Untersuchung zur Messung von Hypertextlinearita¨t, in Bezug auf
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die Hypertextnavigation, durch. Dabei untersuchte Horney Pfadmuster, die
durch bestimmte Aktionen der Benutzer im Hypertext erzeugt wurden, indem
er Pfadla¨ngen, ausgehend von den Knoten, bestimmte und mittelte. Dieses Prin-
zip wandte er auf das gesamte Hypertext-Dokument an und erhielt somit lineare
Funktionen fu¨r diese Sachverhalte, die er als ein Maß fu¨r die Linearita¨t eines
Hypertextes definierte.
Neben Botafogo et al. untersuchten und evaluierten auch De Bra et al.
[59, 60] Compactness und Stratum. Da in [29] Compactness und Stratum unter
der Annahme definiert sind, dass im Hypertextgraph lediglich Vorwa¨rtsbewegun-
gen11 ausgefu¨hrt werden, formulieren sie diese Maße neu, und zwar unter dem
Aspekt, Backtracking-Bewegungen12 im Hypertextgraph durchzufu¨hren. Somit
werden durch die modifizierten Metriken navigational Compactness und naviga-
tional Stratum von De Bra et al. die Navigationseigenschaften von Benutzern
in Hypertextstrukturen besser ausgedru¨ckt.
Ebenfalls wurden die Auswirkungen von Compactness und Stratum auf das Na-
vigationsverhalten in [151, 152] untersucht, indem aus den schon bekannten Ma-
ßen Pfadmetriken definiert und diese empirisch evaluiert wurden. Anstatt der
in [29] definierten Matrizen verwendete McEneaney Pfadmatrizen fu¨r die ana-
loge Anwendung dieser Hypertextmetriken. In der Pfadmatrix repra¨sentiert ein
Matrixelement die Ha¨ufigkeit von Knotenu¨berga¨ngen von einem Knoten zu je-
dem anderen Knoten im Navigationspfad. Diese Pfadmetriken ermo¨glichen aus
graphentheoretischen Mustern, dargestellt durch Navigationspfade, die Navigati-
onsstrategien von Hypertextbenutzern zu erkennen.
Eine Hypertextmetrik, welche Stratum a¨hnlich ist, wurde von Coulston et al. in
[55] definiert, indem sie die Navigationstiefe von Hypertextstrukturen basierend
auf Huffman-Codes vergleichen. Dabei stellt der Huffman-Code einer Nach-
richt, dargestellt als Zeichenkette, die Bina¨rcodierung jedes Zeichens der Nach-
richt dar, mit dem Ziel, dass die La¨nge der codierten Nachricht minimal ausfa¨llt.
Darauf basierend werden (i) die Informationen, die sich aus der Besuchsreihen-
folge der Webseiten im Hypertextgraph ergeben, in einen Huffman-Baum [118]
transformiert, (ii) das codierte Navigationsverhalten des Benutzers wird in eine
Baumstruktur transformiert, so dass diese mit dem erzeugten Huffman-Baum
strukturell vergleichbar ist. Um schließlich diese beiden Strukturen zu vergleichen,
definieren Coulston et al. ein Maß, welches das Benutzerverhalten mit einem
optimalen Navigationsmuster, codiert durch den Huffman-Code, vergleicht. Da-
11 Im Sinne von Botafogo et al. heißt das: Falls der Weg von vi zu vj nicht existiert, wird er
mit der Konvertierungskonstante K bewertet. Der Begriff des Weges wird in Definition (4.1.5)
definiert.
12Das heißt, man folgt der gerichteten Kante (vj , vi), falls man vorher die Bewegung (vi, vj)
ausgefu¨hrt hat.
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mit messen Coulston et al. das Navigationsverhalten von Hypertextbenutzern
gegen das durch den Huffman-Code erzeugte Optimum.
Außer Compactness, Stratum und den bisher vorgestellten Maßen gibt es noch
weitere graphentheoretische Maße im Hypertextumfeld. Unz [235] beschreibt die
zwei weiteren Maße Density und Koha¨sion. Hauptsa¨chlich gibt Unz aber in [235]
einen umfassenden U¨berblick u¨ber das Thema
”
Lernen mit Hypertext“, insbeson-
dere bezogen auf Navigationsprobleme und die Informationssuche in Hypertexten.
Density und Koha¨sion wurden urspru¨nglich von Winne et al. [247] eingefu¨hrt,
um das Verhalten von Hypertextbenutzern im Zusammenwirken mit bestimmten
Lernaktionen, wie z.B.
”
einen Text markieren“,
”
einen Text unterstreichen“ und
”
eine Notiz machen“ im Hypertextsystem STUDY graphentheoretisch zu analysie-
ren. Um die spezifischen Graphmuster der Hypertextbenutzer zu gewinnen, bilden
Winne et al. formale Sequenzen von ausgefu¨hrten Lernaktionen in Adjazenzma-
trizen13 ab und erhalten so Graphmuster, die das Benutzerverhalten wiedergeben.
Um dann messen zu ko¨nnen, welche Aktionen bei den Hypertextbenutzern welche
Auswirkungen hatten, definierten Winne et al. die Indizes
D :=
∑|V |
i=1
∑|V |
j=1 aij
|V |2
, (Density) (2.3)
und
COH :=
∑|V |
i=1
∑|V |
j=1 aij · aji
|V |2−|V |
2
. (Koha¨sion) (2.4)
In den Gleichungen (2.3), (2.4) bezeichnet aij den Eintrag in der Adjazenzmatrix
in der i-ten Zeile und der j-ten Spalte. D gibt das Verha¨ltnis der Anzahl der
tatsa¨chlich vorkommenden Kanten, zur Anzahl aller mo¨glichen Kanten inklusive
Schlingen [239] an und nach Definition gilt D ∈ [0, 1]. COH misst den Anteil von
zweifach-gerichteten Kanten – das sind Kanten der Form (vi, vj), (vj, vi) fu¨r zwei
Knoten vi, vj ∈ V – ohne Schlingen. Der Ausdruck
|V |2−|V |
2
gibt die Anzahl aller
mo¨glichen Knotenpaare an und es gilt ebenfalls COH ∈ [0, 1]. Aus der Definition
der Koha¨sion schließen Winne et al.: Je ho¨her der Wert fu¨r die Koha¨sion eines
betrachteten Graphmusters ist, desto weniger schra¨nkten die Lernaktionen den
Hypertextbenutzer ein. Genereller betrachtet kann man diese Maße als benutzer-
spezifische Pra¨ferenzen innerhalb des Graphmusters interpretieren. Weitergehend
und allgemeiner untersuchten Noller et al. [168] und Richter et al. [179] die-
se Problematik und entwickelten eine automatisierte Lo¨sung zur Analyse von
Navigationsverla¨ufen. Die Navigationsmuster analysierten sie mit graphentheo-
retischen Mitteln und interpretierten sie ebenfalls als psychologische Merkmale
wie z.B. gewisse Verarbeitungsstrategien, konditionales Vorwissen und benutzer-
spezifische Pra¨ferenzen.
13Siehe Gleichung (4.1) in Kapitel (4.1.1).
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Bis hierher wurden globale graphentheoretische Maße vorgestellt, die zur struk-
turellen Charakterisierung von Hypertext und zur Interpretation von Graphmu-
stern dienen. Bekannt sind aber auch solche graphentheoretischen Maße, die zur
Charakterisierung von Graphelementen konstruiert wurden, insbesondere fu¨r die
Knoten in einem Graph. Solche Maße sind in der Fachliteratur allgemeiner als
Zentralita¨tsmaße bekannt und finden meist Anwendung in der Theorie der sozia-
len Netzwerke [204]. Sehr bekannte und grundlegende Arbeiten in diesem Bereich
findet man bei Harary [105] und Harary et al. [106]. Knotenzentralita¨tsmaße,
die etwas u¨ber die
”
Wichtigkeit“ und
”
Bedeutsamkeit“ von Knoten im Graph
aussagen, wurden auch von Botafogo et al. [29] definiert, bzw. bekannte Maße
in einem neuen Kontext angewendet. So definierten sie die Maße
ROCv :=
∑|V |
i=1
∑|V |
j=1KDMij∑|V |
j=1KDMvj
, (Relative Out Centrality)
RICv :=
∑|V |
i=1
∑|V |
j=1KDMij∑|V |
j=1KDMjv
. (Relative In Centrality)
Dabei bedeuten KDMij wieder die Eintra¨ge in der konvertierten Distanzmatrix,
die durch die Definitionsgleichung (2.1) bereits angegeben wurde. Botafogo et
al. wandten das ROC-Maß an, um beispielsweise so genannte Landmarks – so
werden identifizierbare Orientierungspunkte im Hypertext bezeichnet – zu kenn-
zeichnen, weil Landmarks die Eigenschaft besitzen, mit mehr Knoten verbunden
zu sein als andere Knoten im Hypertext. Botafogo et al. kennzeichneten damit
Knoten mit einem hohen ROC-Wert als Kandidaten fu¨r Landmarks. Dagegen
sind Knoten mit niedrigem RIC-Wert im Hypertextgraph schwer zu erreichen.
Letztlich dienen aber diese beiden Maße zur Analyse von Navigationsproblemen
und damit wieder zum besseren Umgang mit dem
”
Lost in Hyperspace“-Problem.
Zum Abschluss dieser U¨bersicht wird eine Arbeit genannt, die ein graphentheore-
tisches Maß fu¨r den Vergleich von Hypertextgraphen liefert. So definiertenWinne
et al. [247] das Maß Multiplicity fu¨r zwei gerichtete Graphen H1 und H2 als
M :=
∑|V |
i=1
∑|V |
j=1 aij · bij
|V |2
i 6= j . (2.5)
Nach Definition gilt M ∈ [0, 1] und aij bzw. bij bezeichnen in Gleichung (2.5)
die Eintra¨ge in der Adjazenzmatrix von H1 bzw. H2. Dabei wird hier die Kno-
tenmenge V als gemeinsame Knotenmenge der beiden Graphen angesehen und
Multiplicity misst damit die Anzahl der gemeinsamen Kanten beider Graphen,
relativ zur Anzahl aller mo¨glichen Kanten. Die Motivation zur Definition von Mul-
tiplicity war, individuelle Taktiken und Strategien, die sich in zwei Graphmustern
niederschlagen, vergleichbarer zu machen.
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Eine Analyse von Hypertextstrukturen unter den Gesichtspunkten des Informa-
tion Retrieval, in der auch Hypertextstrukturen anhand ihrer spezifischen Gra-
phstruktur verglichen wurden, nahmen Furner at al. [88] vor. Die graphentheo-
retischen Konstrukte, die in diesem Experiment angewendet wurden, waren z.B.
• Knotenindizes: Ein Beispiel ist der Ausgangs- und Eingangsgrad14 eines
Knotens.
• Graphindizes: Graphentheoretische Kenngro¨ße fu¨r die strukturelle Beschrei-
bung von Graphen. Beipielsweise wurde in [88] der aus der Chemie bekannte
Wiener-Index [245] verwendet.
Das Hauptziel ihrer Untersuchung war jedoch die Aufdeckung von Zusammen-
ha¨ngen zwischen der Entstehung von Linkstrukturen und der Effektivita¨t von
Hypertext Retrieval -Systemen.
Park stellt in [173] eine interessante Untersuchung der strukturellen Eigenschaf-
ten von Hypertextstrukturen vor, dessen Methoden von den bisher hier erwa¨hnten
abweichen. Er fasst Hypertextstrukturen als formale Sprachen auf und untersucht
dann die von den Hypertextstrukturen erzeugten Sprachen und Grammatiktypen.
Park definiert dazu in [173] eine Grammatik G1 = (V,Σ, P, σ), wobei
V = {σ,X, a, b, c, d} (Alphabet),
Σ = {a, b, c, d}, Σ ⊆ V,
P = {σ → aXd,X → XbXcX,X → ǫ},
ǫ bezeichnet das leere Wort,
σ bezeichnet das Startsymbol.
Um den Aufbau einer Hypertextstruktur mit seiner Konstruktion zu erfassen,
unterscheidet Park zwischen der inneren Stuktur – den Hypertext Files – und
der a¨ußeren Struktur eines Hypertextes. Hypertext Files ko¨nnen nun mit Wo¨rtern
modelliert werden, die von der Grammatik G1 erzeugt werden, also w ∈ L(G1).
Die a¨ußere Struktur, die aus einer Menge von Hypertext Files versehen mit einer
Linkstruktur besteht, definiert Park als HT = (E,X, L). Dabei gilt:
E ist eine endliche Menge von Hypertext Files,
X ist die endliche Menge von allen Matched Pairs der Elemente vonE,
L ist die endliche Menge von geordneten Paaren von Matched Pairs inX.
14Siehe Definition (5.2.1) in Kapitel (5.2).
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Abbildung 2.3: Das linke Bild zeigt das Hypertext File abbccbbccd. Jedem Symbol ist das Paar
(Level, Ordnung) zugeordnet. Das rechte Bild zeigt einen Hypertext, der aus drei Hypertext
Files e1, e2 und e3 besteht, zusammen mit seiner Linkstruktur. Beispielsweise entha¨lt e1 zwei
Matched Pairs, na¨mlich x1 und x2.
Das Konzept der Matched Pairs beno¨tigt Park, um verlinkbare Einheiten von
Wo¨rtern aus L(G1) zu beschreiben. Um Matched Pairs in einem Wort zu iden-
tifizieren, wird in [173] das Level und die Ordnung von Symbolen in Wo¨rtern
w ∈ L(G1) definiert. Das Level eines Symbols, das die Tiefe des Symbols im
Wort angibt, kann ausgedru¨ckt werden, indem die Produktionsmenge der Gram-
matik G1 in attributierter Form geschrieben wird. Die Abbildung (2.3) [173] zeigt
schematisch ein Hypertext File zusammen mit einer Linkstruktur. Durch seine
Untersuchung mit Beschreibungsmitteln aus der Theorie der formalen Sprachen
erha¨lt Park schließlich neuartige Einblicke in strukturelle Aspekte von Hyper-
text, weil er ein nicht graphentheoretisches Beschreibungsmittel wa¨hlt und damit
neue Modellierungsmo¨glichkeiten aufdeckt.
2.3.3 Zusammenfassende Bewertung
Die Abbildung (2.4) fasst die Ergebnisse des Kapitels (2.3.2) bewertend zusam-
men. Die Darstellungen in Kapitel (2.3.2) zeigen insgesamt, dass die Wirkung und
die Aussagekraft von globalen Maßen zur strukturellen Charakterisierung von
Hypertexten und zur Beschreibung von Graphmustern, z.B. Navigationsverla¨ufe,
beschra¨nkt ist. Das liegt zum einen daran, dass einige der vorgestellten Maße fu¨r
speziellere Problemstellungen entwickelt wurden oder in einer speziellen Studie
entstanden sind, z.B. bei Winne et al. [247]. Auf der anderen Seite erlauben
quantitativ definierte Maße wie z.B. Compactness [29] keine allgemeingu¨ltigen
Aussagen u¨ber eine verla¨ssliche strukturelle Klassifikation von Hypertextgraphen
bzw. u¨ber die Gu¨te und Verwendbarkeit solcher Strukturen. Eine aussagekra¨fti-
ge Evaluierung der Maße und die Interpretation einer solchen Auswertung ist in
vielen Fa¨llen nicht erfolgt. Ein positiver Aspekt ist die durchga¨ngig klare, ein-
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Themenbereich Literaturangaben Positiv/Negativ
Indizes zur
strukturellen
HT-Charakterisierung
(Compactness,
Stratum)
[29, 55, 114]
Einfache
Implementierbar-
keit/Unzureichende
Interpretierbarkeit
Indizes zur
Beschreibung von
HT-Lernaktionen
(Density, Koha¨sion)
[235, 247]
Einfache
Implementierbar-
keit/Unzureichende
Strukturerfassung;
Nur fu¨r Spezialfa¨lle
definiert
Struktureller Vergleich
von
HT-Graphmustern
(Multiplicity)
[247]
Einfache
Implementierbar-
keit/Unzureichende
Strukturerfassung
Knotenzentralita¨tsma-
ße fu¨r Hypertexte
(ROC, RIC)
[29, 105]
Intuitive
Definition/Lediglich
auf unmarkierten
Graphen definiert
Maße zur
Beschreibung von HT-
Navigationsverla¨ufen
[29, 55, 59, 60, 114,
151, 152, 168, 179]
Einfache
mathematische Model-
lierung/Unzureichende
Interpretierbarkeit
Abbildung 2.4: Tabellarische Zusammenfassung der Ergebnisse aus Kapitel (2.3.2).
fache mathematische Modellierung und die leichte Implementierbarkeit, indem
von komplexeren Typmerkmalen der Knoten und Links abstrahiert wird. Der
negative Aspekt, der daraus unmittelbar resultiert, ist die fehlende semantische
Information u¨ber solche Typmerkmale, die sich auch in der mangelnden Inter-
pretierbarkeit von Werteintervallen innerhalb des ausgescho¨pften Wertebereichs
a¨ußert.
2.3.4 Fazit
Fu¨r den Vergleich von Hypertextgraphen, im Hinblick auf lernpsychologische Im-
plikationen, wurde das Maß Multiplicity von Winne et al. [247], welches u¨ber
der Kantenschnittmenge definiert ist, vorgestellt. Mit Multiplicity ist kein ganz-
heitlich struktureller Vergleich komplexer Hypertextgraphen mo¨glich, da dieses
Maß zu wenig von der gemeinsamen Graphstruktur erfasst. Wu¨nschenswert wa¨re
fu¨r den strukturellen Vergleich solcher Hypertextgraphen ein Modell, welches (i)
mo¨glichst viel von der gemeinsamen Graphstruktur erfasst und (ii) parameteri-
sierbar ist, d.h. die Gewichtung spezifischer Grapheigenschaften ermo¨glicht. An
dieser Stelle sei nun als Ausblick und Motivation fu¨r weitere Arbeiten die auto-
matisierte Aufdeckung und die versta¨rkte Erforschung der graphentheoretischen
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Struktur gerade fu¨r web-basierte Hypertexte genannt, weil (i) bisher wenig u¨ber
deren charakteristische graphentheoretische Struktur und deren Verteilungen be-
kannt ist [193] und (ii) im Hinblick auf anwendungsorientierte Problemstellungen
die Graphstruktur ganz besonders als Quelle zur Informationsgewinnung dienen
kann. Das bedeutet, mit stetig wachsender Anzahl der hypertextuellen Dokumen-
te im WWW werden Aufgaben wie die gezielte Informationsextraktion, das auto-
matisierte web-basierte Graphmatching und die Gruppierung15 a¨hnlicher Graph-
strukturen fu¨r ein effizientes Web Information Retrieval [136] immer wichtiger.
In Bezug auf das web-basierte Graphmatching wurde bereits das am Ende des
Kapitels (2.2) skizzierte Verfahren erwa¨hnt, welches in Kapitel (5) motiviert und
entwickelt wird.
2.4 Existierende Clusteringverfahren zur
Analyse hypertextueller Daten
In Kapitel (2.3.2) wurden bekannte Arbeiten zur graphentheoretischen Analyse
von Hypertextstrukturen vorgestellt. Dabei kamen auch Maße zur Beschreibung
einzelner typischer Auspra¨gungen von Hypertexten und deren Anwendungen zur
Sprache. Im Hinblick auf weiterfu¨hrende graphentheoretische Methoden im Be-
reich des Web Structure Mining, wie das am Ende von Kapitel (2.2.2) skizzierte
Verfahren, werden in diesem Kapitel eine Gruppe von multivariaten Analyse-
methoden, die Clusteringverfahren, vorgestellt. Bei den in Kapitel (2.3.2) dar-
gestellten Verfahren stand die Charakterisierung typischer Auspra¨gungen graph-
basierter Hypertexte auf der Basis numerischer Maßzahlen im Vordergrund. Im
Gegensatz dazu geho¨ren die Clusteringverfahren zur Gruppe der Struktur ent-
deckenden Verfahren, weil deren Ziel die Aufdeckung von strukturellen Zusam-
menha¨ngen zwischen den betrachteten Objekten ist. Dabei ist die Einbeziehung
mehrerer vorliegender Objektauspra¨gungen die stark auszeichnende Eigenschaft
von Clusteringverfahren [6]. Als weitere Anwendung innerhalb des Web Structure
Mining und als eine Motivation fu¨r Kapitel (5.8) ko¨nnen Clusteringverfahren bei-
spielsweise (i) zur Aufdeckung von Typklassen web-basierter Hypertexte einge-
setzt werden, z.B. die Klasse der Mitarbeiterseiten innerhalb eines akademischen
Webauftritts oder (ii) zur Trennung von strukturell signifikant unterschiedlichen
Webseiten.
Clusteringverfahren [3, 6, 22, 23, 46, 78, 79, 122, 215, 218] werden zur Cluste-
rung von Objekten angewendet, um mo¨glichst homogene16 Cluster zu erzeugen.
15Die zu Grunde liegenden Verfahren der Datengruppierung heißen Clusteringverfahren. Siehe
Kapitel (2.4).
16Die Clusterhomogenita¨t wird in Kapitel (2.4.1) erkla¨rt.
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A B C
Abbildung 2.5: A: Disjunkte, aber nicht partitionierende Clusterung mit nicht gruppierbaren
Objekten. B: U¨berlappende Clusterung. C: Partitionierende Clusterung
In der Regel ist bei Beginn der Clusterung die Anzahl der Cluster und die Clu-
sterverteilung unbekannt, somit auch die Zuordnung der Objekte innerhalb der
einzelnen Cluster. Clusteringverfahren sind deshalb im Bereich des unu¨berwach-
ten Lernens [109] angesiedelt, weil sie ohne Lernregeln eine mo¨glichst optimale
Clusterung finden sollen. Die Clusterung erzeugt man, indem a¨hnliche Objekte in
Clustern zusammengeschlossen werden mit dem Ziel, dass die Objekte der gefun-
denen Cluster eine ganz bestimmte Charakteristik aufweisen, bzw. jedes Cluster
einen eigenen Typ repra¨sentiert. Abbildung (2.5) zeigt verschiedene Varianten von
Clusterungen, die entweder je nach Anwendungsfall gewu¨nscht sind oder deren
Effekte, wie z.B. die U¨berlappung der Cluster, verfahrensbedingt auftreten.
Formeller ausgedru¨ckt la¨sst sich diese Aufgabe fu¨r das Web Mining folgender-
maßen beschreiben: Es sei D := {d1, d2, . . . , dn}, IN ∋ n > 1 die Menge der
zu clusternden Dokumente. Will man die Clusteraufgabe in voller Allgemein-
heit beschreiben, so fasst man die Dokumentenmenge als eine Menge O :=
{O1, O2, . . . , On} von unspezifizierten Objekten Oi, 1 ≤ i ≤ n auf. Eine Clus-
terung Cfin ist nun eine k-elementige disjunkte Zerlegung von D, also Cfin :=
{Ci ⊆ D| 1 ≤ i ≤ k}. Die Cluster Ci sollen dabei die Eigenschaft besitzen, dass,
basierend auf einem problemspezifischen A¨hnlichkeitsmaß s : D × D −→ [0, 1]
(oder Abstandsmaß d : D×D −→ [0, 1]), die Elemente d ∈ Ci eine hohe A¨hnlich-
keit zueinander besitzen, wohingegen die Elemente d, d˜ mit d ∈ Ci ∧ d˜ ∈ Cj, i 6= j
eine geringe A¨hnlichkeit zueinander besitzen sollen. Die A¨hnlichkeits- oder Ab-
standsmaße basieren bei web-basierten Dokumentstrukturen zum einen direkt auf
inneren (strukturellen) Eigenschaften eines Dokuments, wie z.B. die Darstellung
gema¨ß des Vektorraummodells im Information Retrieval oder die graphbasierte
Dokumentmodellierung. Zum anderen ko¨nnen auch a¨ußere Merkmale, die eben-
falls u¨ber A¨hnlichkeitsmaße zwischen den Dokumenten gemessen werden ko¨nnen,
betrachtet werden, z.B. die zip-komprimierte Dokumentgro¨ße [147]. Bei der An-
wendung solcher Clusteringverfahren im Web Mining spielt die aus dem Informa-
tion Retrieval bekannte Cluster Hypothese [46] eine wichtige Rolle. Sie sagt aus,
dass die A¨hnlichkeit zwischen relevanten und nichtrelevanten Dokumenten gro¨ßer
ist, als die A¨hnlichkeit zwischen zufa¨llig gewa¨hlten Teilmengen der Dokumenten-
menge D. Verwendung findet sie bei der Konzeption und der Optimierung von
Clusteringverfahren.
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Clusteringverfahren besitzen außer dem Web Mining weiterhin vielfa¨ltige Anwen-
dungsgebiete, z.B. die Datenanalyse in Unternehmen und die Mustererkennung
in wissenschaftlichen Forschungsgebieten. In der Praxis des Web Mining finden
oft partitionierende und hierarchische Clusteringverfahren Anwendung, wobei es
noch eine Vielzahl anderer Verfahren gibt, z.B. graphentheoretische, probabilisti-
sche und Fuzzy-Clusteringverfahren [23, 78, 122]. Bevor ein Clusteringverfahren
angewendet wird, ist es wichtig, die Auspra¨gungen der Beschreibungsmerkmale zu
analysieren, um dann entscheiden zu ko¨nnen, ob zur Beschreibung der Unterschie-
de zwischen den Dokumenten ein A¨hnlichkeits- oder ein Abstandsmaß gewa¨hlt
wird. Die Frage nach der Lo¨sung einer Clusteraufgabe stellt in der Regel ein Pro-
blem dar, da sie von der jeweiligen Anwendung und vom Verwendungszweck der
Clusterung abha¨ngt. Oft wa¨hlt man eine u¨berschaubare Anzahl der gewonnenen
Cluster aus, um sie entweder (i) aus der jeweiligen Anwendungsperspektive zu
interpretieren oder (ii) sie mit statistischen Mitteln auf ihre Aussagekraft hin
zu u¨berpru¨fen. Generell sind die Anforderungen an moderne Clusteringverfahren
hoch, da sie auf der Basis ihrer Konzeption mo¨glichst viele Eigenschaften besitzen
sollen, z.B.:
• Geringe Parameteranzahl.
• Einfache Interpretierbarkeit der Cluster.
• Gute Eigenschaften bei hochdimensionalen und verrauschten Daten.
• Die Verarbeitung von mo¨glichst vielen Datentypen wie z.B. ordinale oder
nominale Daten [128].
Jedoch ist nicht jedes Verfahren, das diese Eigenschaften besitzt, fu¨r eine Clu-
steraufgabe geeignet, weil die Verfahren gewisse Vor- und Nachteile besitzen, die
in der Regel von den Daten, dem zu Grunde liegenden A¨hnlichkeits- oder Ab-
standsmaß und der Konstruktion des Verfahrens abha¨ngen. Dennoch wurden die
meisten bekannten Clusteringverfahren theoretisch und praktisch intensiv unter-
sucht, so dass sie gut voneinander abgrenzbar sind und somit die Auswahl eines
Verfahrens fu¨r eine Clusteraufgabe leichter fa¨llt.
2.4.1 Interpretation von Clusterlo¨sungen
Um die Wirkungsweise von Clusteringverfahren besser zu verstehen, wird zu-
na¨chst allgemein die Forderung der Cluster-Homogenita¨t , die bereits in Kapi-
tel (2.4) kurz erwa¨hnt wurde, erla¨utert. Eine anschauliche Interpretation dieses
Maßes, bezu¨glich eines Clusters C, liefert Bock [23], indem er die Homogenita¨t
als numerische Gro¨ße h(C) ≥ 0 beschreibt, die angibt, wie a¨hnlich sich die Ob-
jekte in C sind oder anders formuliert, wie gut sich diese Objekte durch ihre
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charakteristischen Eigenschaften beschreiben lassen. Ausgehend von einer Ob-
jektmenge O = {O1, O2 . . . , On}, einem Cluster C ⊆ O und einer A¨hnlichkeits-
matrix (sij)ij, 1 ≤ i ≤ n, 1 ≤ j ≤ n, sij ∈ [0, 1], gibt Bock in [23] ein Maß fu¨r
die Homogenita¨t von C durch
h(C) :=
1
|C| · (|C| − 1)
∑
µ∈IC
∑
ν∈IC
sµν ∈ [0, 1] (2.6)
an, wobei IC die entsprechende Indexmenge von C bezeichnet. Je gro¨ßer h(C) ist,
desto homogener ist C und umgekehrt. Ist anstatt der A¨hnlichkeitsmatrix eine
Distanzmatrix (dij)ij, 1 ≤ i ≤ n, 1 ≤ j ≤ n gegeben, so sind
h⋆1(C) :=
1
|C| · (|C| − 1)
∑
µ∈IC
∑
ν∈IC
dµν ,
h⋆2(C) :=
1
2|C|
∑
µ∈IC
∑
ν∈IC
dµν
Maße fu¨r die Inhomogenita¨t , und es gilt hier: Je kleiner die Werte von h⋆i (C), i ∈
{1, 2} sind, desto homogener ist C und umgekehrt. Backhaus et al. [6] geben
den F -Wert als Maß zur Homogenita¨tsbeschreibung eines Clusters C durch
F :=
Var(mj , C)
Var(mj)
an. Dabei beschreibt Var(x) die Varianz [6] einer Variablen x, wobei die Vari-
anz als statistisches Streuungsmaß interpretiert werden kann. Der F -Wert ist das
Verha¨ltnis der Varianz der Merkmalsvariablen mj , die eine Merkmalsauspra¨gung
des Objektes Oj ausdru¨ckt, im zu pru¨fenden Cluster C zur Varianz von mj in
der Erhebungsgesamtheit. Kleine F -Werte dru¨cken eine geringe Streuung der
Variablen mj im Cluster C aus, im Vergleich zur Streuung von mj in der Er-
hebungsgesamtheit. In diesem Fall gilt das betrachtete Cluster C als homogen.
Dagegen ist ein Cluster C als nicht homogen anzusehen, falls F > 1 gilt, denn
dies bedeutet umgekehrt, dass im Cluster C die Streuung von mj ho¨her ist als
die von mj in der Erhebungsgesamtheit.
In Anbetracht der großen Anzahl von existierenden Clusteringverfahren und unter
Beru¨cksichtigung ihrer Sta¨rken und Schwa¨chen, bezogen auf den jeweiligen Da-
tenraum, ist eine Interpretation der gesamten Clusterlo¨sung unbedingt notwen-
dig. Allein die Qualita¨t der Daten, eine mo¨gliche Parametrisierung des zu Grunde
liegenden A¨hnlichkeitsmaßes, die Wahl des Clusterabstands und weitere Para-
meter des Clusteringverfahrens haben einen wesentlichen Einfluss auf die Clu-
sterlo¨sung und damit auch auf die Interpretation. Die Interpretation kann (i) mit
Hilfe von numerischen Maßen zur Bewertung der Clusterhomogenita¨t oder mit
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Hilfe von gewa¨hlten Abbruchkriterien – denen meistens ebenfalls Homogenita¨ts-
betrachtungen zu Grunde liegen – erfolgen oder (ii) durch Visualisierung und
kreatives Interpretieren. Falls wieder eine Objektmenge O = {O1, O2 . . . , On} und
die A¨hnlichkeitsmatrix (sij)ij vorausgesetzt wird, so wa¨re beispielsweise die Maxi-
mierung der mittleren Homogenita¨t h(Cfin) [23] von Cfin := {Ci ⊆ O| 1 ≤ i ≤ k}
eine mathematische Interpretation und somit auch ein Bewertungskriterium fu¨r
die Gu¨te einer Clusterlo¨sung. Es ist
h(Cfin) := max
Cfin
k∑
i=1
h(Ci),
wobei h(Ci) wieder durch die Gleichung (2.6) repra¨sentiert wird. Da je nach An-
wendungsfall auch eine ausgepa¨gte Separation, die Clustertrennung, gewu¨nscht
sein kann, ist die Maximierung des Ausdrucks [23]
A(Cfin) := max
Cfin
k∑
i=1
k∑
j=1
α(Ci, Cj),
ein Maß fu¨r die Clustertrennung der Partition Cfin. Dabei bezeichnet α(Ci, Cj)
den Abstand17 zwischen den Clustern Ci und Cj. Daru¨ber hinaus gibt es weitere
Mo¨glichkeiten, um die Gu¨te und die Aussagekraft von Clusterlo¨sungen statistisch
zu bewerten [6, 23, 122, 180]. Insgesamt gesehen kann oftmals das Ergebnis ei-
ner Clusterung als der erste Schritt betrachtet werden, um detailliertes Wissen
u¨ber die betrachteten Objekte zu erlangen und um daru¨ber hinaus eventuell
neue Eigenschaften der Objekttypen zu erkennen. Weiterhin ist es notwendig,
die Interpretation einer Clusterlo¨sung vor einem speziellen Anwendungshinter-
grund zu sehen. Oder das Ergebnis der Clusterung stellt die Grundlage fu¨r eine
weitergehende praktische Anwendung dar, da eine Clusterlo¨sung, fu¨r sich isoliert
betrachtet, keine weitreichende Aussagekraft besitzt.
2.4.2 Hierarchische Clusteringverfahren
Um nun die grundlegende Funktionsweise von hierarchischen Clusteringverfah-
ren fu¨r das Web Mining zu beschreiben, sei wieder die Dokumentenmenge D :=
{d1, d2, . . . , dn} mit einem problemspezifischen A¨hnlichkeitsmaß s : D × D −→
[0, 1] (oder Abstandsmaß) betrachtet. Bock motiviert in [23] hierarchische Clu-
steringverfahren mit Eigenschaften der Homogenita¨t in Bezug auf partitionie-
rende Clusteringverfahren, bei denen Cfin := (C1, C2, . . . , Ck) die Eigenschaften
einer Partition18 von D erfu¨llt. Dabei ist offensichtlich, dass bei partitionieren-
den Verfahren (i) gro¨ßere Homogenita¨tswerte der Cluster Ci durch eine gro¨ßere
17Siehe Kapitel (2.4.2).
18Siehe Kapitel (2.4.3).
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Abbildung 2.6: Dendogramm fu¨r eine Clusteraufgabe mit acht Dokumenten. Die gestrichelten
Linien deuten die gewa¨hlten Homogenita¨tsstufen an.
Kardinalita¨t der Menge Cfin erreicht werden ko¨nnen, und umgekehrt (ii) sich
hohe Homogenita¨tswerte nur bei hinreichend großer Kardinalita¨t von Cfin er-
reichen lassen. Prinzipiell kann man zwei Arten von partitionierenden Verfahren
unterscheiden: (i) Die Kardinalita¨t der Menge Cfin ist vorgegeben oder (ii) die
Homogenita¨tswerte der Cluster Ci werden von Anfang an durch Schranken ge-
fordert. Dann ergibt sich im ersten Fall die Homogenita¨t der Cluster durch das
Verfahren selbst und im zweiten Fall ist k von der geforderten A¨hnlichkeit in-
nerhalb der Cluster abha¨ngig. Da aber bei Clusteraufgaben die Zahl k und die
Werte der Homogenita¨tsschranken in der Regel nicht bekannt sind, gelten beide
der eben vorgestellten Mo¨glichkeiten als nicht optimal. Hierarchische Clustering-
verfahren versuchen dieses Problem dadurch zu lo¨sen, dass sie eine Sequenz von
Clusterungen erzeugen, mit dem Ziel, dass die Homogenita¨tswerte der Cluster
mit wachsendem k steigen. Weiterhin gilt nach Konstruktion dieser Verfahren,
dass immer homogenere Cluster dadurch gebildet werden, dass gro¨ßere Cluster in
kleinere unterteilt werden und dass dieses Prinzip beliebig nach unten fortgesetzt
wird. Generell werden bei hierarchischen Clusteringverfahren divisive (top-down)
oder agglomerative (bottom-up) Clusteringverfahren unterschieden, wobei sich in
der Praxis die agglomerativen Verfahren durchsetzten. Chakrabarti [46] gibt
eine Vorschrift in Pseudocode an, aus der die wesentlichen Konstruktionsschritte
von agglomerativen Verfahren leicht zu erkennen sind:
1. Die initiale und damit die feinste Partion vonD ist Cfin := {C1, C2, . . . , Cn},
wobei Ci = {di}.
2. while |Cfin| > 1 do.
3. Wa¨hle Ci, Cj ∈ Cfin und berechne den Abstand α(Ci, Cj).
4. Streiche Ci und Cj aus Cfin.
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5. Setze γ := Ci ∪ Cj.
6. Fu¨ge γ in Cfin ein.
7. od while
Das Ergebnis einer Clusterung mit hierarchischen Verfahren la¨sst sich als Den-
dogramm visualisieren. Ein Dendogramm einer fiktiven Clusterung zeigt die Ab-
bildung (2.6). Dabei lassen sich nun auf jeder gewu¨nschten Homogenita¨tsstufe
hi die Cluster ablesen und strukturell miteinander vergleichen. Man erkennt in
Abbildung (2.6) deutlich ein auszeichnendes Merkmal eines agglomerativen Clu-
steringverfahrens: Auf der untersten Ebene stellen die Dokumente einelementige
Cluster {d1}, {d2}, . . . , {d8} dar; mit fallender Homogenita¨t werden die Cluster
auf den Ebenen immer gro¨ber, bis sie zu einem einzigen verschmolzen werden,
welches alle Dokumente entha¨lt. Ein weiteres wichtiges Merkmal eines hierarchi-
schen Clusteringverfahrens liegt darin, dass Dokumente, die auf der Basis eines
A¨hnlichkeitsmaßes als sehr a¨hnlich gelten, sehr fru¨h zu einem Cluster verschmol-
zen werden. Das ist aber gleichbedeutend damit, dass der dazugeho¨rige Homo-
genita¨tswert hi im Dendogramm nahe bei Eins liegt. Weiterhin sind die Cluster
auf den jeweiligen Homogenita¨tsstufen im Dendogramm bezu¨glich ihrer inneren
Struktur interpretierbar, da ein Cluster, das im Dendogramm u¨ber mehrere Ho-
mogenita¨tsstufen in sich geschlossen bleibt, als sehr homogen angesehen werden
kann. Wird dagegen ein Dokument erst im letzten oder vorletzten Schritt mit
einem Cluster verschmolzen, so muss es auf Grund seiner Merkmale weniger a¨hn-
lich sein, als die Dokumente in einem sehr homogenen Cluster. Fu¨r das Ergebnis
einer Clusteraufgabe, die mit einem hierarchischen Verfahren gelo¨st werden soll,
ist aber auch die Gu¨te der Daten, die Aussagekraft des zu Grunde liegenden
A¨hnlichkeits- oder Abstandsmaßes und vor allen Dingen die Wahl des Maßes α
entscheidend, um die Absta¨nde α(Ci, Cj) zweier Cluster zu berechnen. Ausge-
hend von einem A¨hnlichkeitsmaß s : D ×D −→ [0, 1] und den Clustern Ci und
Cj, sind
αSL (Ci, Cj) := min
d,d˜
{
s(d, d˜)| d ∈ Ci, d˜ ∈ Cj
}
(Single Linkage),
αAL (Ci, Cj) :=
1
|Ci||Cj|
∑
d˜∈Ci
∑
d∈Cj
s(d, d˜) (Average Linkage),
αCL (Ci, Cj) := max
d,d˜
{
s(d, d˜)| d ∈ Ci, d˜ ∈ Cj
}
(Complete Linkage)
ga¨ngige Clusterabsta¨nde.
Zusammenfassend formuliert ist die u¨bersichtliche und anschauliche Darstellbar-
keit des Ergebnisses in Form eines Dendogramms als positive Eigenschaft von
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hierarchischen Clusteringverfahren zu sehen. Das Dendogramm, welches auch
als Baumstruktur visualisiert werden kann, verlangt dabei nicht eine Clusteran-
zahl als Vorgabe, sondern auf jeder Ebene entsteht eine Anzahl von Clustern in
natu¨rlicher Weise. Weiterhin sind die einfache Implementierbarkeit und die gu-
te Interpretierbarkeit der entstehenden Cluster als Vorteile von hierarchischen
Verfahren zu werten. Fu¨r Daten, bei denen eine hierarchische Struktur zu er-
warten ist, sind hierarchische Clusteringverfahren besonders sinnvoll. Da in der
Regel diese Kenntnis nicht vorhanden ist, muss das Dendogramm fu¨r den jewei-
ligen Anwendungsfall interpretiert werden, da die hierarchische Struktur durch
den Algorithmus erzwungen wird. Als Nachteil ist die Komplexita¨t von hierarchi-
schen Clusteringverfahren zu sehen, weil die Erzeugung der A¨hnlichkeitsmatrix
bereits quadratische Laufzeit besitzt und somit fu¨r Massendaten problematisch
wird. Die Verwendung von verschiedenen Clusterabsta¨nden ist ebenfalls ein kriti-
scher Aspekt, da Clusterabsta¨nde wie Single Linkage bzw. Complete Linkage oft
die Tendenz zur Entartung haben, d.h. die Bildung von besonders großen bzw.
kleinen Clustern.
2.4.3 Partitionierende Clusteringverfahren
In diesem Kapitel werden die Ziele und die grundlegende Wirkungsweise von par-
titionierenden Clusteringverfahren, die schon in Kapitel (2.4.2) kurz angesprochen
wurden, erla¨utert. Wieder ausgehend von der Dokumentenmenge D und einem
A¨hnlichkeitmaß s : D×D −→ [0, 1], bildet die Menge Cfin := (C1, C2, . . . Ck) eine
partitionierende Clusterung von D, falls die Eigenschaften Ci ∩ Cj , i 6= j (Dis-
junktheit) und
⋃
1≤i≤k Ci = D (volle U¨berdeckung der Menge D) erfu¨llt sind.
Basierend auf der vorgegebenen Menge D formuliert Bock [23] die Hauptauf-
gabe der partitionierenden Clusteringverfahren als die Suche nach einer disjunk-
ten, also nicht u¨berlappenden Clusterung, welche die obigen Eigenschaften einer
Partition besitzt und die auszeichnenden Merkmale der Dokumente optimal wi-
derspiegelt. Weiterhin schla¨gt Bock in [23] Ansa¨tze zur Lo¨sung dieses Problems
vor, z.B.:
• Bereitstellung von statistischen oder entscheidungstheoretischen Modellen,
mit denen die noch unbekannten Cluster und deren Objekteigenschaften als
Parameter behandelt und abgescha¨tzt werden ko¨nnen.
• Einfu¨hrung eines Optimalita¨tskriteriums, auf dem die lokal optimale Clu-
sterung maßgeblich basiert.
• Initiale Festlegung von Startclustern und anschließende Konstruktion der
gesuchten Cluster.
• Zuhilfenahme von daten- und anwendungsspezifischen Heuristiken.
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Bei partitionierenden Verfahren ist die finale Clusteranzahl k bei Beginn der Clu-
sterung nicht bekannt und die Dokumente d ∈ D werden ausgehend von gewa¨hl-
ten Startclustern solange ausgetauscht, bis sich auf Grund eines Abbruchkriteri-
ums eine mo¨glichst lokal optimale Clusterung ergibt. Dagegen liegt bei der hierar-
chischen Clusterung auf jeder Hierarchiestufe eine eindeutige Menge von Clustern
verfahrensbedingt vor, wobei diese Cluster nicht mehr aufgebrochen werden. Das
in Theorie und Praxis bekannteste partitionierende Clusteringverfahren ist das
k-means-Verfahren [18, 46, 215, 218], wobei es in verschiedenen Auspra¨gungen
existiert, die sich meistens in der Art und Formulierung des Optimalita¨tskriteri-
ums unterscheiden. Da k-means nur fu¨r quantitative Eingabedaten konzipiert ist,
deren Absta¨nde oft u¨ber die quadrierte euklidische Distanz berechnet werden,
eignet sich fu¨r das Dokumenten-Clustering eine Abwandlung von k-means, das
k-medoids Verfahren19. Anstatt von numerischen Startobjekten, die bei Beginn
die Clusterzentren repa¨sentieren, wa¨hlt man in k-medoids Objekte (Medoide)
aus D als Clusterzentren. Im weiteren Verlauf des Verfahrens werden lediglich
die A¨hnlichkeiten bzw. die Distanzen beno¨tigt, um das Optimalita¨tskriterium in
Form einer Zielfunktion und die neuen Medoids zu berechnen. Die wesentlichen
Schritte von k-medoids lassen sich nachfolgend formulieren, wobei davon ausge-
gangen wird, dass die Dokumente d ∈ D in einer fu¨r das Clustering geeigneten
Repra¨sentation vorliegen [104]:
1. Wa¨hle zufa¨llig k Dokumente als initiale Medoide und definiere damit die
Menge M (|M | = k).
2. while (no change) do.
3. Ordne jedes verbleibende Dokument dem na¨chsten Medoid zu (minimaler
Abstand).
4. Wa¨hle zufa¨llig ein Dokument dr ∈ D, das kein Medoid ist.
5. Berechne auf der Basis eines Kostenkriteriums c die Gesamtkosten S des
Austauschs von dr mit dem aktuellen Medoid dact.
6. if c then tausche dact mit dr um eine neue Menge M von Medoiden zu
bilden.
7. od while.
Abbildung (2.7) zeigt das fiktive Ergebnis eines partitionierenden Clustering-
verfahrens. Vorteile von partitionierenden Clusteringverfahren wie k-means und
k-medoids sind ihr intuitiver Aufbau und die einfache Implementierbarkeit. Als
19Die eigentliche Methode wird auch als PAM=Partitioning Around Medoids [224] bezeich-
net.
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Abbildung 2.7: Cluster mit ihren Zentren.
Lo¨sungen liefern solche Verfahren aber nur lokale Optima, da mit einer anderen
Startkombination eventuell eine bessere Clusterlo¨sung berechnet werden ko¨nnte.
Um diesem Problem entgegenzuwirken, bietet sich entweder eine Kombination
mit anderen Clusteringverfahren oder eine iterierte Anwendung an. Ein Nach-
teil von beiden Verfahren, k-means und k-medoids, ist die Vorgabe der initialen
Clusterzahl k, da diese in der Regel unbekannt ist. Eine weitere Schwa¨che von
k-means ist die mangelnde Robustheit des Verfahrens, das heißt sein Verhalten
bezu¨glich
”
Ausreißer“, da bei der Berechnung der quadrierten euklidischen Di-
stanzen offensichtlich hohe Distanzwerte ermittelt werden und diese die Cluster-
bildung stark beeinflussen. Dagegen besitzt k-medoids eine schlechtere Komple-
xita¨t in Bezug auf Massendaten, aber eine bessere Robustheit [109, 224].
2.4.4 Sonstige Clusteringverfahren
Bisher wurden die hierarchischen und partitionierenden Clusteringverfahren de-
tailliert vorgestellt, da diese Verfahren aus praktischen Gru¨nden und auf Grund
ihrer Interpretationsmo¨glichkeiten im Umfeld des Web Mining oft eingesetzt wer-
den. In der Fachliteratur werden jedoch noch viele andere Clusteringverfahren
behandelt, siehe z.B. [3, 23, 46, 78, 79, 122, 215, 218]. Darunter gibt es Verfahren
und Modelle, die entweder in der Literatur oder in der Praxis ebenfalls einen
hohen Bekanntheitsgrad erlangten. Einige werden im Folgenden skizziert:
• Kombinatorische Clusteringverfahren: Bei partitionierenden Verfahren ist
die Frage nach einer Clusterung Cfin = {C1, C2, . . . , Ck} der n-elementigen
Dokumentenmenge D, wobei Cfin die Eigenschaften einer Partition besitzt.
Die einfachste kombinatorische Lo¨sung dieser Aufgabe wa¨re naiv dadurch
zu bestimmen, dass man verschiedene Clusterlo¨sungen auf der Basis eines
Optimalita¨tskriteriums berechnet, z.B. a¨hnlich wie in k-medoids, in der
Hoffnung, auf eine optimale Lo¨sung zu stoßen. Betrachtet man jedoch die
Anzahl der bei k Cluster mo¨glichen Partitionen von D, so gilt [109, 218]:
S(n, k) =
1
k!
k∑
j=0
(−1)j
(
k
j
)
· (k − j)n
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oder als Rekursionsgleichung
S(n+ 1, k) = S(n, k − 1) + k · S(n, k),
S(n, 1) = 1,
S(n, n) = 1,
S(n, 0) = 0,
S(0, k) = 0,
S(n, k) = 0, n < k.
In der Kombinatorik werden die S(n, k) als die Stirling-Zahlen zwei-
ter Art bezeichnet, beispielsweise ist S(10, 4) = 34.105 und S(15, 4) =
42.355.950. Damit erkennt man, dass die Methode der totalen Enumera-
tion, also das Ausprobieren aller mo¨glichen Kombinationen, aus Komple-
xita¨tsgru¨nden fu¨r praktische Zwecke unmo¨glich einsetzbar ist. Hinweise zur
Optimierung kombinatorischer Verfahren und weitere U¨berblicke sind bei
Steinhausen et al. [218] und Arabie et al. [4] zu finden.
• Graphentheoretische Clusteringverfahren: Ausgehend von der Dokumenten-
menge D und einem problemspezifischen Abstandsmaß (ein A¨hnlichkeits-
maß kann leicht in ein Abstandsmaß umgewandelt werden) d : D ×D −→
[0, 1], wird eine Abstandsmatrix (dij)ij , 1 ≤ i ≤ n, 1 ≤ j ≤ n induziert,
wobei dij ∈ [0, 1]. Diese Struktur kann, graphentheoretisch interpretiert,
als ein kanten-markierter, vollsta¨ndiger und ungerichteter Graph GD =
(VD, ED, fED , AED), fED : ED −→ AED := {dij| 1 ≤ i ≤ n, 1 ≤ j ≤ n} be-
trachtet werden. Nun interessiert man sich fu¨r Umgebungen, in denen auf
Grund der Abstandswerte dij a¨hnliche Dokumente gruppiert werden und
die Menge D somit auf diese Weise geclustert werden kann. Bock [23] cha-
rakterisiert dieses Problem mit dem Begriff der d-Umgebung. Er versteht
unter der d-Umgebung des Dokuments dk ∈ D die Menge der Dokumente
di ∈ D, deren Abstandswerte die Ungleichung dik ≤ d, d > 0 erfu¨llen. Ge-
nauer formuliert definiert Bock ein Cluster C ⊆ D als d-Cluster falls (i)
C 6= {}, (ii) ∀ dk ∈ C geho¨rt auch die d-Umgebung von dk zum d-Cluster
dazu und (iii) kein Cluster C˜ mit C˜ ⊆ C darf die Eigenschaften (i) und
(ii) erfu¨llen. Man betrachte nun denjenigen Teilgraphen GdD = (VD, E
d
D),
EdD = ED\ {e = {di, dj}| fED(e) > d, ∀ di, dj ∈ VD} von GD, fu¨r dessen Kan-
tenmarkierungen die Ungleichungen fED(e) ≤ d, ∀e ∈ E
d
D gelten. Bock be-
weist, dass die d-Cluster gerade die Zusammenhangskomponenten [108] des
Teilgraphen GdD von GD sind. Abbildung (2.8) zeigt beispielhaft fu¨r eine
Menge D = {d1, d2, . . . , d5} mit gegebener Distanzmatrix den vollsta¨ndigen
Graph GD und den Teilgraph G
0.5
D . Ein wichtiges und einfaches graphen-
theoretisches Konstruktionsmittel fu¨r die d-Cluster ergibt sich sofort aus
dem minimalen Spannbaum von GD. Dabei ist der minimale Spannbaum
gerade der Teilgraph BD mit den Eigenschaften: (i) BD ist ein Baum, (ii) BD
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Abbildung 2.8: |D| = 5. Der vollsta¨ndige Graph GD und sein Teilgraph G0.5D .
entha¨lt alle Knoten aus GD und (iii) die Summe seiner Kantenmarkierungen
fa¨llt minimal aus. Die Konstruktionsmethode des minimalen Spannbaums
und die anschließende Gewinnung der d-Cluster wird ausfu¨hrlich in [23] be-
schrieben. Weitere graphentheoretische Clusteringverfahren werden in [79]
vorgestellt. Je nach Anwendungsfall werden auch Dichte-basierte Cluste-
ringverfahren verwendet, die auf Grund ihrer Konstruktionsweise sehr ver-
wandt zu graphentheoretischen Verfahren sind. Sie werden in [79, 104] na¨her
beschrieben. Mehler [154] stellt einen Algorithmus zur perspektivischen
Clusterung ausgehend von so genannten Koha¨sionsba¨umen vor, die insbe-
sondere der automatischen Textverlinkung dienen.
• Probabilistische Clusteringverfahren: Chakrabarti beschreibt in [46] Pro-
bleme des Clustering fu¨r web-basierte Dokumente in Bezug auf das Vek-
torraummodell. Algorithmen im Web Information Retrieval setzen voraus,
dass die Elemente im Dokumentenraum zufa¨lligen Prozessen unterliegen,
wobei die Verteilungen innerhalb der Dokumente zuna¨chst nicht bekannt
sind. Probabilistische Clusteringverfahren ordnen die Objekte mit einer be-
stimmten Wahrscheinlichkeit einem Cluster zu, dabei ist aber in der Regel
die Verteilung der Objekte und die Anzahl der Cluster unbekannt. Ein
bekannter Algorithmus im Bereich der probabilistischen Clusteringverfah-
ren ist der EM-Algorithmus (Expectation Maximization), der im Wesentli-
chen auf zwei Schritten beruht: (i) die Bestimmung der Clusterwahrschein-
lichkeiten (Expectation) und (ii) die Parameterabscha¨tzung der Verteilung
mit dem Ziel, die Wahrscheinlichkeiten zu maximieren (Maximization). Der
EM-Algorithmus wird, bezogen auf das Web Information Retrieval, ausfu¨hr-
lich in [46] erkla¨rt, wobei man weitere U¨berblicke in [18, 78, 79] findet.
2.5 Modellbildung: Polymorphie und funktiona-
le A¨quivalenz
In Kapitel (2.4) wurden bestehende Clusteringverfahren als Motivation fu¨r spa¨-
tere Anwendungen im Web Structure Mining diskutiert. In dieser Arbeit wird
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sich herausstellen, dass insbesondere die agglomerativen Clusteringverfahren ein
wichtiges Bindeglied zur a¨hnlichkeitsbasierten Analyse web-basierter Dokumente
darstellen.
Im Hinblick auf die Erprobung eines neuen graphbasierten Repra¨sentationsmo-
dells fu¨r web-basierte Dokumente, besitzt die bereits in der Einleitung formulierte
These eine zentrale Bedeutung:
Die graphbasierte Repra¨sentation hypertextueller Dokumente stellt ei-
nen zentralen Ausgangspunkt einerseits fu¨r graphbasierte Modellie-
rungen und a¨hnlichkeitsbasierte Analysealgorithmen und andererseits
fu¨r anwendungsorientierte Aufgaben im Web Structure Mining dar.
Vorbereitend zur a¨hnlichkeitsbasierten Graphanalyse, werden zuna¨chst Auswir-
kungen der inhaltsbasierten Kategorisierung im Rahmen des u¨blichen Vektor-
raummodells betrachtet. Auf der Basis einer grundlegenden Arbeit von Mehler
et al. [156], werden nun die Pha¨nomene Polymorphie und funktionale A¨quiva-
lenz diskutiert. Darauf aufbauend thematisiert schließlich Kapitel (3) die aus der
Polymorphie resultierenden Probleme wa¨hrend der inhaltsbasierten Kategorisie-
rung web-basierter Dokumente. Die Ergebnisse des Kategorisierungsexperiments
werden in Kapitel (3.5) dargestellt und interpretiert. Da das eigentliche Kate-
gorisierungsexperiment im Rahmen des Vektorraummodells durchgefu¨hrt wurde,
rechtfertigen die negativen Ergebnisse die Erprobung eines neuen graphbasierten
Repra¨sentationsmodells. Um nun im Folgenden die Polymorphie und funktionale
A¨quivalenz zu erkla¨ren, wird zuna¨chst der Begriff der logischen Dokumentstruktur
kurz erla¨utert.
Der Begriff der
”
Dokumentstruktur“ wird in verschiedenen Kontexten gebraucht
und umfasst z.B. die physikalische Erscheinungsform und die logische Struktur
eines Dokuments. So sehen Wilhlem et al. in [246] die messbaren Markierungen
auf einem Substrat , z.B. Schrift auf Papier oder Zeichen auf dem Bildschirm, als
die physikalische Erscheinungsform der externen Dokumentstruktur an. Dagegen
beschreibt die logische Dokumentstruktur die von einem Autor gewollte Bedeu-
tung der Dokumentbestandteile und fokussiert damit die inhaltliche Gliederung
des Dokuments. Bezogen auf web-basierte Dokumente wird die logische Doku-
mentstruktur mit Auszeichungssprachen wie z.B. XML oder HTML beschrieben. So-
mit besteht ein Dokument aus Elementen, die als die logischen Komponenten
interpretiert werden, z.B. Autor, Titel und U¨berschrift.
Mehler et al. [156, 157] stellten zur Analyse der logischen Hypertext-Dokument-
struktur ein Modell auf, welches in vier Ebenen gegliedert ist und auf dessen
Grundlage die Unterscheidung von Strukturtypen und ihrer Instanzen beruht.
Die Dokumenttypen repra¨sentieren dabei Websites, wie z.B. Wissenschaftler-
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Abbildung 2.9: Schematische Darstellung zweier funktional a¨quivalenter Pra¨sentationen
[156]. Im Fall (A) auf der Basis einer Liste und (B) mit einem compound document [72], welches
aus mehreren Webseiten besteht.
oder Konferenz/Workshop-Websites. In [156, 157] wurde dieses Vier-Ebenen-
Modell anhand von englischsprachigen Konferenz-Websites veranschaulicht. Um
problembezogene Aspekte der inhaltsbasierten Kategorisierung dieser Hypertexte
zu untersuchen, wurde in [61, 156] ein Kategorisierungsexperiment durchgefu¨hrt.
Bei den zu kategorisierenden Objekten handelte es sich um englischsprachige
Webseiten von Konferenz/Workshop-Websites im Bereich Mathematik und In-
formatik. Analog der automatischen Textkategorisierung, deren Ziel in der Abbil-
dung von Texteinheiten auf ein vordefiniertes Kategoriensystem besteht, liegt die
Aufgabe der Hypertextkategorisierung in der Abbildung hypertextueller Einhei-
ten auf ein statisch vorgegebenes Kategoriensystem. Im Mittelpunkt des Experi-
ments stand nun die Untersuchung zweier Pha¨nomene, die bei der inhaltsbasierten
Kategorisierung web-basierter Hypertexte beobachtet wurden: Die Polymorphie
und die funktionale A¨quivalenz. Zur Erkla¨rung der beiden Pha¨nomene an einem
Beispiel soll im Folgenden Abbildung (2.9) aus [156] betrachtet werden.
Die Abbildung zeigt zwei web-basierte Pra¨sentationen, welche dieselbe Funktions-
oder Inhaltskategorie
”
Calls for Participation“ manifestieren. Die linke Pra¨senta-
tion (A) manifestiert jedoch mehrere Funktions- oder Inhaltskategorien und ist
somit nicht mehr eindeutig einer Kategorie zuzuordnen. Darauf bezieht sich die
Polymorphie [61, 156]: Dasselbe Dokument besteht aus Ausdruckseinheiten, die
mehrere Funktions- oder Inhaltskategorien manifestieren. Weiterhin wird hier die
Funktions- oder Inhaltskategorie
”
Calls for Participation“ einmal mittels Pra¨sen-
tation (A) und im zweiten Fall, funktional a¨quivalent, auf der Basis der Pra¨sen-
tation (B) dargestellt. Pra¨sentation (A) und Pra¨sentation (B) gelten deshalb
als funktional a¨quivalent, da verschiedene Bausteine web-basierter Komponenten
a¨hnliche Funktionen realisieren ko¨nnen. Im Fall (A) wird die Dokumentenunter-
gliederung durch so genannte horizontal rules erreicht, im Fall (B) basiert die
Aufgliederung auf der Basis von Links. In [156] wurde erstmalig die Hypothe-
se formuliert, dass die Polymorphie und die funktionale A¨quivalenz charakterisch
fu¨r web-basierte Hypertextstrukturen sind. Daraus ergeben sich aber unmittelbar
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<gxl >
<graph id="Testgraph " hypergraph ="true ">
<node id="page1 ">
<graph id="internalGraph1 ">
<node id="anchor11 "/>
<node id="anchor12 "/>
<node id="anchor13 "/>
<edge from ="anchor12 " to="anchor13 "
</graph >
</node >
<node id="page2 ">
<graph id="internalGraph2 ">
<node id="anchor21 "/>
</graph >
</node >
<rel id="hyperedge ">
<relend target="page1 " direction ="in">
<relend target="anchor11 " direction ="in">
<relend target="page2 " direction ="out">
<relend target="anchor21 " direction ="out">
</rel >
</graph >
</gxl >
a11 a12 a13
page1
page2
a21
int.graph1
int.graph2
hyperegde
Abbildung 2.10: (i): Das linke Bild zeigt einen fiktiven Hypergraph in GXL bestehend aus
zwei Webseiten mit internen Graphen und einem Hyperlink. (ii): Das rechte Bild zeigt die
graphentheoretische Struktur.
Probleme fu¨r die inhaltsbasierte Kategorisierung, die in Kapitel (3.5) interpretiert
werden.
2.6 Konkreter Modellierungsansatz auf der Ba-
sis von GXL
In [156] wurde ein Modell fu¨r die Repra¨sentation von Hypertexten eingefu¨hrt, das
zum einen funktional a¨quivalente Strukturtypen repra¨sentieren kann und zum
anderen inhaltsorientierte Daten, z.B. Text und strukturelle Aspekte eines Hy-
pertextes integriert. Basierend auf der hierarchischen (graphbasierten) Struktur
einer Website fu¨hrte das zu einem Modell, in dem (i) die hypertextuellen Ein-
heiten durch Merkmalsvektoren repra¨sentiert werden und (ii) komplexe, interne
und externe Linkstrukturen beru¨cksichtigt werden. Dabei erfolgte die Realisie-
rung des Modells in der XML-basierten Graphenaustauschsprache GXL (Graph ex-
change Language) [248]. Diese Beschreibungssprache fu¨r Graphen wurde mit dem
Ziel entwickelt, ein standardisiertes Format fu¨r mo¨glichst viele graphbasierte An-
wendungen zu schaffen. Dieser Vorteil zeigt sich in der Vielfalt der Grapharten,
die in GXL abbildbar sind: typisierte, attributierte, gerichtete, geordnete, hierar-
chische Graphen und Hypergraphen.
Um eine bessere Vorstellung u¨ber die Funktionsweise von GXL und deren Kon-
strukte zu gewinnen, werden einige Definitionsregeln fu¨r die Beschreibung der
GXL-Graphtypen angefu¨hrt:
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1. Das eigentliche Dokument ist mit den Tags <gxl> und </gxl> gekennzeich-
net.
2. Jeder darin eingebette Graph ist mit den Tags <graph> und </graph> ge-
kennzeichnet. Darin muss das Attribut "id", welches den Namen des Gra-
phen spezifiziert, belegt sein. "egdeids", "egdemode", "role" und "hyper-
graph" sind weitere Attribute, die Standardwerte besitzen. Beispielsweise
entscheidet das Attribut "hypergraph" ob der jeweilige Graph Hyperkanten
entha¨lt. Der Standardwert von "hypergraph" ist "false". U¨ber den Wert
"directed"/"undirected" des Attributes "egdemode" kann eine Kante im
Graphen als gerichtet oder ungerichtet definiert werden. Weitere Attribute
in einem Graph werden auf der Basis von "attr"-Tags spezifiziert. Dabei
wird der Attributname u¨ber "name" festgelegt und mo¨gliche Wertetypen
der Attribute sind z.B. "string", "float" und "bool". Container- und
Mengentypen werden durch "<seq>" und "<set>" definiert, wobei diese
Ausdru¨cke wieder ihre eigenen Typen enthalten ko¨nnen.
3. Hierarchien erzeugt man dadurch, dass innerhalb der Knoten und Kan-
ten wieder Graphstrukturen eingeschachtelt werden. Hyperkanten werden
in GXL mit den Tags "<rel>" und "<relend>" abgebildet. Mit "<relend>"
werden die Endpunkte der Relation festgelegt. Der Wert des Attributes
"target" markiert das zu verbindende Element und "direction" mit sei-
nen Werten "in" und "out" legt die Richtung der Hyperkante fest.
4. Ein Graph kann mittels <type> auf ein im Dokument befindliches GXL-
Schema [248] verweisen, welches dann als Schema-Graph im Dokument
enthalten sein muss. Das Graph-Schema legt erst die eigentliche Bedeutung
des Graphen in der Anwendung fest, indem es Regeln fu¨r z.B. Knoten- und
Kantenbeziehungen und Attribute festlegt.
Als Beispiel zeigt die Abbildung (2.10) (i) das GXL-Codefragment eines fiktiven
Hypergraphen mit deren eingeschachtelten Graphen und (ii) die graphentheo-
retische Struktur des Hypergraphen. In vielen bekannten Arbeiten werden Hy-
pertexte nur als gerichtete und unmarkierte Graphen H := (V,E), E ⊆ V × V
dargestellt [29, 235, 247]. Ein wesentlicher Nachteil dieses graphentheoretischen
Modells ist, dass dabei die internen Linkstrukturen der Webseiten unberu¨cksich-
tigt bleiben. Im Hinblick auf eine versta¨rkte Analyse web-basierter Hypertexte
mit dem Hauptziel ada¨quatere Modellierungsmo¨glichkeiten aufzudecken, ist es je-
doch notwendig Webseiten mit ihren internen Linkstrukturen abzubilden. In [156]
wurde daher die GXL-Repra¨sentation der web-basierten Einheiten auf der Basis
von attributierten, getypten, gerichteten und verschachtelten Hypergraphen rea-
lisiert. Die technische Umsetzung auf der Basis des HyGraph-Systems erfolgte in
[94, 95].
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Abbildung 2.11: Ein einfacher gerichteter Hypergraph mit den Hyperkanten E1 =
({v1, v2}, {v4, v5}), E2 = ({v5, v3}, {v6}).
Mathematisch stellen Hypergraphen eine Verallgemeinerung der gewo¨hnlichen
Graphdefinition dar, da eine Hyperkante mehr als zwei Knoten verbinden kann.
Dabei werden Knoten zu Kanten zusammengefasst, indem sie als Knotenmen-
gen geschrieben werden. Wa¨hrend der Verallgemeinerung des Graphkonzepts ge-
langt man zuna¨chst nur zu ungerichteten Hypergraphen [17], da durch die Zusam-
menfassung von Knoten zu Kanten die Richtungsinformationen verloren gehen.
Ein ungerichteter Hypergraph H = (V,E) ist auf einer endlichen Knotenmenge
V := {v1, v2, . . . , vn} definiert. Er besteht aus einer Menge E := (E1, E2, . . . , Em),
wobei deren Elemente, die Hyperkanten, Teilmengen der Knotenmenge V mit
den Eigenschaften (i) Ei 6= {}, 1 ≤ i ≤ m und (ii) V =
⋃
1≤i≤mEi sind. Falls
|Ei| = 2, 1 ≤ i ≤ m, so entartet H zu einem gewo¨hnlichen Graph. Ein gerichteter
Hypergraph [91] hingegen entha¨lt nur gerichtete Hyperkanten in der Form von
geordneten Paaren E = (X, Y ), wobei X als tail und Y als head der Hyperkan-
te bezeichnet wird. Basierend auf dieser Definition ko¨nnen nun Attributmengen,
Knoten- und Kantenalphabete mit ihren zugeho¨rigen Markierungsfunktionen de-
finiert werden, z.B. [231]. Abbildung (2.11) zeigt beispielhaft einen gerichteten
Hypergraph.
2.7 Zusammenfassende Bewertung und Fazit
Ausgehend von einer kurzen Darstellung der Grundlagen von Hypertext und Hy-
permedia wurden in diesem Kapitel (2) im Wesentlichen Data Mining-Konzepte
besprochen mit dem Ziel, sie auf bestehende und zuku¨nftige Problemstellungen
des Web Mining anzuwenden. Dabei wurden insbesondere bestehende graphen-
theoretische Methoden zur strukturellen Analyse von Hypertexten diskutiert, wo-
bei deren zusammenfassende und kritische Bewertung bereits in Kapitel (2.3.2)
erfolgte.
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Clusteringverfahren Literaturangaben Positiv/Negativ
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Abbildung 2.12: Tabellarische Zusammenfassung der Clusteringverfahren aus Kapitel (2.4).
Ein weiterer Schwerpunkt von Kapitel (2) stellt Kapitel (2.4) dar. Das Hauptziel
von Kapitel (2.4) bestand in der Diskussion und der kritischen Bewertung exis-
tierender Clusteringverfahren, um damit besser entscheiden zu ko¨nnen, welche
Verfahren sich fu¨r zuku¨nftige Problemstellungen im Web Mining eignen. Die Ab-
bildung (2.12) fasst die dargestellten Clusteringverfahren und deren Eigenschaf-
ten bewertend zusammen. In dieser Arbeit werden schließlich auf Grund der guten
visuellen Interpretierbarkeit von hierarchischen Clusteringverfahren, in Kombi-
nation mit mathematischen Hilfsmitteln zur Bewertung20 von Clusterlo¨sungen,
speziell die agglomerativen Verfahren ausgewa¨hlt. Insgesamt betrachtet dienen
sie fu¨r anwendungorientierte Problemstellungen im Web Structure Mining, z.B.
fu¨r die strukturorientierte Filterung web-basierter Dokumente, wobei sie bereits
erzeugte A¨hnlichkeitsmatrizen als Eingabe erhalten.
Betrachtet man allgemein die Anzahl der heute vorliegenden Clusteringverfahren,
so erscheint die Auswahl eines geeigneten Verfahrens fu¨r den gewu¨nschten An-
wendungsfall schwer. Die Auswahl sollte sich auf jeden Fall an den vorliegenden
Daten, am zu Grunde liegenden A¨hnlichkeitsmaß und an der geplanten Weiter-
verwendung einer Clusterlo¨sung orientieren. Zur Interpretation von Clusterlo¨sun-
gen wurden in Kapitel (2.4.1) mathematische Hilfsmittel vorgestellt. In Hinsicht
auf die Clusterung strukturell a¨hnlicher Hypertexte ist es denkbar auch visuelle
oder anwendungsbezogene Kriterien als zusa¨tzliche Gu¨tekennzeichen einer Clu-
sterlo¨sung zu definieren. Somit stellt eine Clusterlo¨sung kein isoliert betrachtetes
Ergebnis dar, sondern dient als Grundlage fu¨r Anwendungen im Web Structure
Mining.
20Damit sind hier die Homogenita¨tsmaße aus Kapitel (2.4.1) und das Abbruchkriterium von
Rieger [180] gemeint.
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In Vorbereitung auf die inhaltsbasierte Kategorisierung im Rahmen des bekann-
ten Vektorraummodells, wurden in Kapitel (2.5) die Begriffe funktionale A¨qui-
valenz und Polymorphie fu¨r web-basierte Einheiten definiert [156]. Der Begriff
der funktionalen A¨quivalenz bezieht sich dabei auf das Pha¨nomen, dass diesel-
be Funktions- oder Inhaltskategorie durch vo¨llig verschiedene Bausteine web-
basierter Dokumente manifestiert werden kann. Der Polymorphie-Begriff bezieht
sich auf das Pha¨nomen, dass dasselbe Dokument zugleich mehrere Funktions-
oder Inhaltskategorien manifestieren kann. Die aus der Polymorphie resultieren-
den Probleme, wa¨hrend der inhaltsbasierten Kategorisierung web-basierter Ein-
heiten, werden in Kapitel (3) ausfu¨hrlich dargestellt.
Anstatt des bekannten Vektorraummodells stellt in dieser Arbeit das graphbasier-
te Repra¨sentationsmodell fu¨r web-basierte Dokumente den zentralen Ausgangs-
punkt fu¨r die a¨hnlichlichkeitsbasierte Graphanalyse dar. Das in Kapitel (2.6)
vorgestellte Modell auf der Basis der Graphenaustauschsprache GXL, ist dabei
die konkrete Realisierung der graphbasierten Repra¨sentation [156]. Die softwa-
retechnische Umsetzung innerhalb des HyGraph-Systems erfolgte in [94, 95]. Die
positiven Aspekte des GXL-Repra¨sentationsmodell werden nun zusammenfassend
formuliert:
• Repra¨sentation funktional a¨quivalenter Strukturtypen [156].
• Integration von inhaltsorientierten Daten (z.B. Text) und strukturellen
Aspekten (hierarchische Graphstruktur).
• Hohe Flexibilita¨t und große Vielfalt von modellierbaren GXL-Graphen.
Im Zuge der web-basierten Kommunikation wa¨re es fu¨r die zuku¨nftige Entwick-
lung des Web Structure Mining besonders wu¨nschenswert, neuere Methoden zur
ada¨quaten Modellierung web-basierter Dokumente bereitzustellen. Im speziellen
Umfeld des Web Structure Mining, in welchem mit graphentheoretischen Me-
thoden Eigenschaften, Auspra¨gungen und sogar strukturelle Vergleiche hyper-
textueller Graphstrukturen bestimmt werden, besteht in der Zukunft besonderer
Bedarf. Auf Grundlage des in Kapitel (2.6) vorgestellten GXL-Modells sind da-
mit graphentheoretische Methoden angesprochen, mit denen eine aussagekra¨fti-
ge a¨hnlichkeitsbasierte Analyse mo¨glich wird. Darauf basierend ko¨nnen aktuel-
le anwendungsorientierte Problemstellungen, z.B. die strukturorientierte Filte-
rung und Fragen bezu¨glich zeitlich bedingter struktureller Vera¨nderungen web-
basierter Hypertextstrukturen, besser gelo¨st werden. Die Grundlage fu¨r die a¨hn-
lichkeitsbasierte Analyse im Bereich des Web Structure stellt in dieser Arbeit
ein Grapha¨hnlichkeitsmodell dar, welches in Kapitel (5) motiviert und entwickelt
wird.
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Kapitel 3
Grenzen der inhaltsbasierten
Kategorisierung von
Hypertextstrukturen
Obwohl sich die vorliegende Arbeit auf die struktur- und graphbasierte Analyse
hypertextueller Dokumente konzentriert, wurden umfangreiche Teilarbeiten auch
zur inhaltsbasierten Kategorisierung durchgefu¨hrt. Insbesondere erha¨lt man da-
durch ein besseres Versta¨ndnis fu¨r die Abgrenzung, sowie fu¨r die Mo¨glichkeiten
und Grenzen der beiden Teilbereiche. Im klassischen Sinne ist der wissenschaft-
liche Beitrag dieses Kapitels daher auch ein
”
Negativergebnis“. Wie im Verlauf
des Kapitels klar wird, wurden dazu sowohl mathematisch-theoretische Arbeiten
als auch softwaretechnische Entwicklungen und darauf aufbauende Experimen-
te durchgefu¨hrt. Ausgehend von einer Motivation der Problemstellung in Kapi-
tel (3.1) wird in Kapitel (3.2) die web-basierte Extraktion und die Konstruktion
des verwendeten Testkorpus TC detailliert dargestellt. Da das eigentliche Kate-
gorisierungsexperiment auf der Basis eines maschinellen Lernverfahrens durch-
gefu¨hrt wurde, erfolgt dessen Motivation in Kapitel (3.3). In Kapitel (3.4) wird
das Experiment mathematisch-theoretisch charakterisiert. Mit der Interpretation
der Evaluierungsergebnisse und einem Fazit schließt dieses Kapitel ab.
3.1 Motivation
Das Ziel der Hypertextkategorisierung besteht darin, web-basierte Einheiten auf
ein bestehendes System von Inhaltskategorien abzubilden [44]. In [156] wurde die
Hypothese formuliert, dass Polymorphie und funktionale A¨quivalenz charakte-
risch fu¨r web-basierte Hypertexte sind. Im u¨blichen Rahmen der Hypertextkate-
gorisierung wird die Zuordnung zwischen web-basierten Einheiten und Kategori-
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en aber als funktional angesehen, das heißt, jede web-basierte Einheit, z.B. eine
Webseite, wird ho¨chstens einer Kategorie zugeordnet [44, 61, 156]. Unmittelbare
Auswirkungen der Polymorphie wa¨ren Probleme bei der inhaltsbasierten Katego-
risierung. Genauer formuliert wu¨rde sich dies darin a¨ußern, dass Webseiten nicht
mehr als eindeutig zu kategorisierende Einheiten anzusehen wa¨ren. Somit wa¨re
die Kategorisierung im Sinne des u¨blichen Versta¨ndnisses nicht sinnvoll mo¨glich.
Um dies formal zu fassen, sei zuna¨chst allgemein ein maschinelles Lernverfahren
L, ein statisch definiertes Kategoriensystem K := {K1, K2, . . . , K|K|} und ei-
ne Menge von Trainingsmengen T := {T1, T2, . . . , T|K|} vorausgesetzt. Weiterhin
bezeichnet U die endliche Menge der zu kategorisierenden Webseiten. Nach An-
wendung des Lernverfahrens L wird die Zuordnung zwischen den Webseiten und
den Kategorien nicht als Funktion, sondern in Form einer Relation R erwartet.
Sie kann wie folgt ausgedru¨ckt werden [61]:
R ⊆ U ×K, R := {(u,Ki)|U ∋ u geho¨rt zur Kategorie Ki ∈ K}. (3.1)
Mit der experimentellen Aufdeckung dieser Relation bescha¨ftigt sich das Kapi-
tel (3.5).
Bekannte Untersuchungen im Bereich der Hypertextkategorisierung sind die Ar-
beiten von Yang et al. [252] und Fu¨rnkranz [87]. Yang et al. kategorisierten
mehrere hypertextuelle Korpora unter verschiedenen Webseiten-Repra¨sentatio-
nen auf der Grundlage maschineller Lernverfahren, wie z.B. das Naive-Bayes
[109] und das k-NN Verfahren [109]. Die Ergebnisse zeigten unter anderem, dass
eine geeignete Repra¨sentation der hypertextuellen Daten entscheidend fu¨r den
Erfolg einer solchen Studie ist. Weiterhin hatte sich die Einbeziehung von Meta-
Daten positiv auf das Ergebnis der Kategorisierung ausgewirkt. Wa¨hrend zur in-
haltsbasierten Kategorisierung u¨blicherweise die jeweiligen Informationen der zu
kategorisierenden Einheit verwendet werden, beschreibt Fu¨rnkranz [87] einen
Ansatz, der vom Erstgenannten abweicht: Textteile von Webseiten, die alle auf
die Zielseite zeigen, werden extrahiert und zur Kategorisierung der Zielseite ver-
wendet. Voraussetzung fu¨r diesen Ansatz ist, dass mo¨glichst viele Webseiten als
Referenzen auf die zu untersuchende Seite verweisen. Bei großen Datenmengen
wa¨ren Klassifikationsaufgaben, beispielsweise im Bereich von Suchmaschinen, ei-
ne nu¨tzliche Anwendung des Verfahrens von Fu¨rnkranz.
Trotz dieser und weiterer Arbeiten ist die eigentliche Problemstellung der Hyper-
textkategorisierung nicht zufriedenstellend gelo¨st. Mo¨gliche Gru¨nde sind z.B.:
• Die gigantische Anzahl der im WWW existierenden Dokumente und deren
inhaltliche und strukturelle Heterogenita¨t.
• Die Tatsache, dass sich viele verschiedenartige Informationen, z.B. Plaintext
und HTML-(Meta)Tags, aus den zu kategorisierenden Einheiten extrahieren
lassen.
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Dadurch bleiben die Hauptprobleme der Hypertextkategorisierung offen, die sich
hauptsa¨chlich in zwei schwierigen und noch unbeantworteten Fragestellungen wi-
derspiegeln:
1. Wie mu¨ssen die in den Websites enthaltenen Informationen fu¨r die Kate-
gorisierung angemessen repra¨sentiert sein?
2. Auf welche Weise sind Kategorisierungsverfahren zum optimalen Lernen
von statistischen Mustern zur Hypertextkategorisierung einzusetzen?
Die erste Frage thematisiert eine geeignete Repra¨sentation der zu kategorisie-
renden Informationen. Dabei werden oftmals zur Hypertextkategorisierung die
Methoden der Textklassifikation u¨bertragen, indem Textklassifikationsverfahren
auf der Basis einfacher Dokument-Repra¨sentationen, wie z.B. die Ha¨ufigkeits-
verteilungen der vorkommenden Wo¨rter angewendet werden. Man nimmt aber
damit in Kauf, dass strukturelle Aspekte der zu kategorisierenden Einheiten ver-
nachla¨ssigt werden. Die zweite Frage zielt auf die Auswahl eines maschinellen
Lernverfahrens, welches fu¨r die jeweilige Kategorisierungsaufgabe am optimal-
sten ist. Da jedoch diese Frage in der Praxis schwierig zu beantworten ist, sollte
sich die Auswahl des Verfahrens auf jeden Fall an der speziellen Problemstellung
und an der Art und Beschaffenheit der vorliegenden Daten orientieren.
Insgesamt will das Kapitel (3) auf der Grundlage der aufgestellten Hypothese
des Kapitels - Polymorphie und funktionale A¨quivalenz sind charakteristisch fu¨r
web-basierte Hypertexte - die Grenzen der inhaltsbasierten Kategorisierung web-
basierter Einheiten aufzeigen. Besta¨tigt sich diese These, so wa¨ren davon unmit-
telbar auch Bereiche des Web Mining, wie z.B. das Web Retrieval und die inhalts-
basierte Filterung, betroffen. Vor diesem Hintergund mu¨sste damit die versta¨rkte
strukturelle Analyse und die ada¨quate Modellierung web-basierter Dokumente fo-
kussiert werden, um negative Effekte bei der inhaltsorientierten Kategorisierung
zu vermeiden.
Um im Folgenden die formulierte Hypothese mit Evaluierungsergebnissen zu un-
termauern, bescha¨ftigt sich Kapitel (3.2) zuna¨chst mit der Konstruktion des Test-
korpus fu¨r das Kategorisierungsexperiment.
3.2 Das Testkorpus und die Extraktion
web-basierter Hypertexte
Das Experiment zielte auf die inhaltsbasierte Kategorisierung von englischspra-
chigen Konferenz/Workshop-Websites im Bereich Mathematik und Informatik
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ab, wobei die Webseiten auf der Grundlage ihres textuellen Inhaltes1 kategori-
siert wurden. Die Schritte zur Erstellung des Testkorpus TC lassen sich wie folgt
darstellen:
1. Konstruktion der Linkmenge LC : Auf der Basis eines im Rahmen dieser
Arbeit entwickelten Java-Programms, welches ausgehend von einer Web-
seite alle darin befindlichen Links extrahierte, wurde mit Hilfe von eng-
lischsprachigen Konferenzkalender-Websites2 eine entsprechende Menge von
Konferenz-Links konstruiert. Es ist: |LC | = 1000.
2. Extraktion der Hypertexte basierend auf LC : Die Extraktion erfolgte auf
Grundlage des im Rahmen der Arbeit entwickelten HyGraph-Systems [94,
95]. Unter Eingabe einer Start-Website und auf der Basis von Extrakti-
onsfiltern, extrahiert HyGraph mit Hilfe eines implementierten Webcrawlers
[96] alle beteiligten Webseiten und stellt die GXL-Repra¨sentation her. Fu¨r
das Parsing der Webseiten wurde HTMLParser [257] aus der freien Softwa-
redatenbank Sourceforge verwendet. Um die vom Benutzer gewu¨nschten
Extraktionen auszufu¨hren, war die Implementation von Extraktionsfiltern
sinnvoll. Mo¨gliche Filtereinstellungen sind [94, 95]:
• StayOnSingleHost: Nur Webseiten auf dem gleichen Host wie die
Startseite werden vom Webcrawler in die Extraktion einbezogen.
• StayOnSingleHostPath: Nur Webseiten auf dem gleichen Host wie
die Startseite und in einem Verzeichnispfad werden vom Webcrawler
in die Extraktion einbezogen.
• Unlimited: Alle erreichbaren Webseiten werden vom Webcrawler in
die Extraktion einbezogen.
Weiterhin ist auch eineMehrfachextraktion mo¨glich. In diesem Einstellungs-
modus kann anstatt von nur einer Startseite eine Liste von Startseiten u¨ber-
geben werden.
Zur Kategorisierung wurde als inhaltsbasierte Repra¨sentation der Websei-
ten das
”
Bag of Words“-Modell gewa¨hlt. Dabei handelt es sich um eine
Kodierung der jeweiligen Tokens , wobei in diesem Fall die Ha¨ufigkeit der
Tokens als Repra¨sentation ausgewa¨hlt wurde. Da aber bei Webseiten meh-
rere Tokenarten auftreten, wurden in HyGraph die folgenden Tokenarten
unterschieden:
• HTML-Tags, die innerhalb von <head> eingeschlossen sind.
• HTML-Tags, die innerhalb von <body> eingeschlossen sind.
1Text-Tokens, die innerhalb von <body> eingeschlossen sind.
2z.B. http://www.siam.org/meetings/calendar.htm.
52
Abbildung 3.1: Konfigurationsbereich der Einzelextraktion von HyGraph. Im oberen Bereich
werden die Grundeinstellungen der Extraktion festgelegt. Der mittlere Bereich der Maske legt
die Tokenart und damit die jeweilige
”
Bag of Words“ fest. Mit Hilfe des unteren Konfigurati-
onsbereichs wird der Extraktionsfilter gesetzt.
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• Text-Tokens, die innerhalb von <head> eingeschlossen sind.
• Text-Tokens, die innerhalb von <body> eingeschlossen sind.
• Linktexte, die als Tokens repra¨sentiert werden.
• Tokens, die aus den Meta-Tags Description und Keywords stammen.
Abbildung (3.1) zeigt die Einstellungsmo¨glichkeiten von HyGraph bei einer
Einzelextraktion.
3. Die Konstruktion der Linkstruktur: Der letzte Transformationsschritt, be-
vor die GXL-Repra¨sentation vollsta¨ndig hergestellt ist, besteht aus der Be-
rechnung der so genannten Kernel-Hierarchie, die von den Kernel-Links [94,
95] aufgespannt wird. Auf der Basis einer Heuristik werden, ausgehend von
einem Startknoten, mit Hilfe einer Breitensuche die Kernel-Links bestimmt.
Sie stellen das Geru¨st der jeweiligen Website dar, welches graphentheo-
retisch einem gerichteten Wurzelbaum entspricht. Die Kernel-Hierarchie
dru¨ckt die vom Hypertextautor beabsichtigte Navigationsstruktur der Web-
site aus. Die gesamte Linkstruktur der betrachteten Graphen, die inner-
halb von HyGraph berechnet wird, besteht aus den Kernel-Links, Across-
Links , Down-Links , Up-Links , External-Links und Reflexive-Links (Schlin-
gen). Die Veranschaulichung und die Formalisierung dieser Linktypen ist in
Kapitel (5.2) zu finden.
Ausgehend von der eingefu¨hrten Menge LC ergab die Extraktion des Test-
korpus TC : |TC | = 13481. Damit bestand das Testkorpus aus 13481 Web-
seiten.
3.3 Motivation des maschinellen Lernverfahrens
Im Bereich des Text Mining [155] werden Texte mit Hilfe von Data Mining-
Verfahren analysiert. Um die Bedeutung der Texte zu reproduzieren, wird in
der Regel das
”
Bag of Words“-Modell angewendet, in dem die Bedeutung als
Ha¨ufigkeitsverteilung der vorkommenden Wo¨rter (Tokens) aufgefasst wird. Ab-
bildung (3.2) zeigt schematisch die Darstellung einer
”
Bag of Words“ an einer
beispielhaften Webseite.
Die Kategorisierung der Webseiten erfolgte hier auf Grundlage einer
”
Bag of
Words“ der Text-Tokens, die innerhalb des <body>-Tags eingeschlossen waren.
Schwachpunkte, die sich beim praktischen Einsatz des
”
Bag of Words“-Modells
ergeben, sind im Wesentlichen:
• Ordnungsbeziehungen zwischen den Tokens gehen verloren.
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each four or five years. The most
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thirty countries.
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Abbildung 3.2: Vereinfachte schematische Darstellung der
”
Bag of Words“.
• Bei vielen Textklassifikationsproblemen entstehen Feature-Vektoren mit sehr
hoher Dimension3 (Dimensionsproblem).
• Benutzung unterschiedlicher Vokabularien und verrauschte Daten.
In Bezug auf das Dimensionsproblem besteht die Mo¨glichkeit, eine Dimensions-
reduktion [251] der Feature-Vektoren durchzufu¨hren. Eine andere Mo¨glichkeit,
diesem Problem entgegenzuwirken, ist der Einsatz von Kernel-Verfahren [196],
die auf Grund ihrer theoretischen Konzeption fu¨r hochdimensionale Kategorisie-
rungsprobleme sehr geeignet sind. Vom maschinellen Lernverfahren unabha¨ngig
ist jedoch, dass der Kategorisierung eine gru¨ndliche Analyse des zu klassifizie-
renden Inhalts vorausgeht. Zum einen muss untersucht werden, ob der Inhalt
u¨berhaupt klassifizierbar ist. Das heißt, er muss sich mo¨glichst eindeutig einer
bestimmten Kategorie zuordnen lassen. Zum anderen muss das Kategoriensy-
stem, welches fu¨r die Aussagekraft der Kategorisierungsaufgabe wesentlich ist,
sinnvoll und repra¨sentativ gewa¨hlt werden.
Die Support Vector Machine-Kategorisierung (SVM) [56, 236], die fu¨r diese Kate-
gorisierungsaufgabe verwendet wurde, ist ein bekanntes maschinelles Lernverfah-
ren, das zur Gruppe der Vektorraum-basierten Verfahren geho¨rt. Weiterhin geho¨rt
die SVM zur Klasse der u¨berwachten maschinellen Lernverfahren und wurde ins-
besondere in der Textkategorisierung erfolgreich eingesetzt [125]. Dieses Lern-
verfahren erha¨lt zuna¨chst als Eingabevektoren bekannte Daten (Trainingsdaten),
3Oft ist die Vektorla¨nge > 50000.
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Abbildung 3.3: A: Positiv (+1) und negativ (-1) klassifizierte Datenpunkte. m bezeichnet
die maximale Trennspanne. Die Supportvektoren, die die Lage der trennenden Hyperebene E
maßgeblich bestimmen, sind mit SV markiert. B: Im linken Koordinatensystem ist keine lineare
Trennung mo¨glich. Schematische Transformation der Eingabedaten in den ho¨herdimensionalen
Featureraum mit anschließender linearer Trennung.
deren Klassenzugeho¨rigkeiten bekannt sind. Darauf basierend wird mittels Ent-
scheidungsregeln ein Modell gelernt , welches anschließend auf unbekannte Daten
angewendet wird. Um das Grundprinzip der SVM kurz zu erkla¨ren, stellt man sich
ein linear separierbares Lernproblem vor: Der Normalenvektor w und das Abso-
lutglied b ∈ IR der trennenden Hyperebene E := {x ∈ IRn| < w, x > +b} werden
auf einer vorgegebenen Menge von Trainingsdaten T := {(xi, yi)| xi ∈ IR
n, yi ∈
{+1,−1}, 1 ≤ i ≤ n} so eingestellt, dass E die Trainingsdaten in zwei Klassen
linear separiert. Gema¨ß einer Funktion δ : IRn −→ {±1} soll nun ein unbekannter
Datenvektor korrekt klassifiziert werden. Gesucht ist jedoch die Hyperebene, die
beide Datenklassen mit maximaler Trennspanne4 trennt, wobei diese Aufgabe als
Optimierungsproblem formuliert werden kann [110]. Die Kernidee besteht darin,
die Daten, die laut Annahme im Eingaberaum X in ihrer Ursprungsdimension
nicht linear separierbar sind, auf der Basis einer Abbildung
Φ : X −→ F, X ∋ x 7→ Φ(x) = (Φ1(x),Φ2(x), . . . ,Φm(x)),
in einen ho¨herdimensionalen Featureraum F zu transformieren. Anstatt im Ein-
gaberaumX wird nun im Featureraum F eine lineare Trennung durch eine Hyper-
ebene mit maximaler Trennspanne m vorgenommen. Zur besseren Veranschauli-
chung wird die maximal trennende Hyperebene und die Transformation des Ein-
gaberaums in den Featureraum in Abbildung (3.3) schematisch gezeigt. Unter der
Voraussetzung, dass in F das Skalarprodukt5 < Φ(x),Φ(y) > definiert ist, ist das
wesentliche Konstruktionsmittel der Hyperebene eine Kernel-Funktion k(x, y).
Ein Vektorraum X wird auch innerer Produktraum genannt, falls eine in beiden
Argumenten lineare Abbildung < · , · >: X × X −→ IR existiert, wobei fu¨r alle
x, y ∈ X die Eigenschaften [56]
4Die maximale Trennspanne wird auch als Margin bezeichnet.
5Allgemeiner auch inneres Produkt [83] genannt.
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< x, y > = < y, x >, (3.2)
< x, x > ≥ 0, (3.3)
< x, x > = 0 ⇐⇒ x = 0, (3.4)
gelten. Falls x, y ∈ IRn, dann ist die Abbildung
< · , · >: IRn × IRn −→ IR, < x, y >:=
n∑
i=1
xi · yi
ein inneres Produkt (Skalarprodukt) im IRn mit den Eigenschaften (3.2), (3.3),
(3.4). Weiterhin heißt
k(x, y) :=< Φ(x),Φ(y) >
Kernel-Funktion, falls fu¨r x, y ∈ X gema¨ß der Abbildung Φ : X −→ F das
Skalarprodukt < Φ(x),Φ(y) > in F definiert ist. Man kann leicht zeigen, dass
eine Kernel-Funktion die Eigenschaften eines Skalarproduktes besitzt, aber effi-
zienter zu berechnen ist [56]. Dabei zeigt sich der wesentliche Vorteil der Kernel-
Funktionen darin, dass die maximal trennende Hyperebene im Featureraum F
ohne die explizite Anwendung der Transformationsfunktion Φ bestimmt werden
kann. Bekannte Kernel-Funktionen, die oftmals in Verbindung mit SVM’s ange-
wendet werden, sind fu¨r x, y ∈ X
k(x, y) := < x, y > (Linear), (3.5)
k(x, y) := (c < x, y > +c0)
d, c, c0 ∈ IR, d ∈ IN (Polynomial), (3.6)
k(x, y) := e−γ||x−y||
2
, γ ∈ IR (Radial Basis Funktion). (3.7)
Ein Problem bleibt aber die Parameterauswahl in den Gleichungen (3.6), (3.7)
bei einer konkreten Kategorisierungsaufgabe.
3.4 Charakterisierung des Kategorisierungs-
experiments
In diesem Kapitel wird nun die spezielle Kategorisierungsaufgabe charakterisiert,
indem die Schritte, angefangen mit der Konstruktion der Trainingsmengen bis
zur optimalen Parameterbestimmung der Kernel-Funktion, detailliert erla¨utert
werden. Es sei das Kategoriensystem
K := {K1, K2, . . . , K|K|} (3.8)
gegeben [61]. Die Funktions- oder Inhaltskategorien sind hier definiert6 als K :=
{submission and author instructions, call for papers, important dates, committees,
6Die Aufza¨hlungsreihenfolge entspricht der Ordnung K1,K2, . . . ,K13.
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accepted papers, topics and general information, program, travel and accommo-
dation, venue, invited speakers, registration, sponsors, workshops}, |K| = 13. Die
Wahl dieser Kategorien wurde durch eine Linktextsuche bezogen auf das Test-
korpus TC
7 untermauert, indem jeder Linktext auf jeder Webseite von TC genau
einmal geza¨hlt wurde. Ein hohes Vorkommen eines Linktextes im Hinblick auf die
Kardinalita¨t von TC wurde dabei als Indikator fu¨r eine repra¨sentative Kategorie
interpretiert.
Um nun das eigentliche Kategorisierungsexperiment vor dem Hintergrund des Di-
mensionsproblems, mit einer SVM durchzufu¨hren, wurde aus praktischen Gru¨n-
den die SVM-Bibliothek LibSVM [119] ausgewa¨hlt. Da die SVM-Klassifikation
urspru¨nglich fu¨r rein bina¨re Probleme8 entwickelt wurde und das gewa¨hlte Kate-
goriensystem (3.8) insgesamt 13 Kategorien entha¨lt, kam in diesem Experiment
die Multiclass-Strategie
”
One Against All“ zum Einsatz. Dabei wird das vor-
liegende 13-Kategorienproblem in 13 bina¨re Probleme unterteilt, indem fu¨r jede
Kategorie ein SVM-Klassifikator gelernt wird. Dazu sind die Klassen-Labels der
(positiven) Trainingsbeispiele fu¨r die entsprechende Kategorie auf +1 zu setzen,
alle anderen (negativen) werden auf -1 gesetzt. Die Menge der Trainingsmengen
T := {T1, T2, . . . , T|K|}, die einen wesentlichen Einfluss auf das Kategorisierungs-
ergebnis besitzt, wird im Folgenden konstruiert. Dabei wird die Konstruktion der
Trainingsmenge Ti schrittweise erla¨utert:
1. Es seien LTi(t) ∈ {+1,−1}, t ∈ Ti, 1 ≤ i ≤ |K| die Klassen-Labels der
Beispiele t bezu¨glich der Trainingsmenge Ti. Weiterhin sei T die Menge
aller gelabelten Trainingsbeispiele und fu¨r deren Kategorie-Labels L gilt:
a ∈ T :⇐⇒ L(a) ∈ {1, 2, . . . , |K|}.
2. Definiere die Indexmenge I−i := {1, 2, . . . , i − 1, i + 1, . . . , |K|} und es sei
TKi := {a ∈ T | L(a) = i}. Die Trainingsbeispiele in der Menge TKi sind
dabei die zuku¨nftigen positiven (+1) Trainingsbeispiele fu¨r die gesuchte
Menge Ti. Um die Mengen der Negativbeispiele (-1) zu konstruieren, de-
finiert man weiterhin die Mengen T˜Kj := {a ∈ T | L(a) = j}, ∀ j ∈ I−i.
Dabei setzen sich die Mengen T˜Kj wie folgt zusammen: Auf der Basis einer
einfachen Zufallsstichprobe aus T werden die zuku¨nftigen Negativbeispiele
gezogen, und es gelte die Bedingung
|TKi| =
∑
j∈I−i
|T˜Kj |. (3.9)
Aus der Gleichung (3.9) folgt, dass die zuku¨nftigen Negativbeispiele der
7Siehe Kapitel (3.2).
8Ein bekanntes bina¨res Problem ist die Filterung von Spam-Emails. Damit liegen genau zwei
Klassen vor: Spam-Emails (+1) und keine Spam-Emails (-1).
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Menge Ti auf die u¨brigen Kategorien mit anna¨hernd gleicher Kardinalita¨t
verteilt wurden.
3. Damit ergibt sich direkt die Definition der Trainingsmenge Ti:
Ti := {a ∈ TKi
∣∣LTi(a) = +1} ⋃
j∈I−i
{a ∈ T˜Kj
∣∣LTi(a) = −1}. (3.10)
Basierend auf Gleichung (3.10) wurde nun fu¨r jede Kategorie Ki, 1 ≤ i ≤ |K|,
bezogen auf jede Trainingsmenge Ti, ein bina¨rer SVM-Klassifizierer gelernt. Um
auf der Grundlage der Trainingsmengen Ti, 1 ≤ i ≤ |K|Modelle m1, m2, . . . , m|K|
zur Vorhersage der noch unbekannten Webseiten u ∈ U zu erzeugen, mu¨ssen die
optimalen Parametervektoren auf der Basis einer Kernel-Funktion bestimmt wer-
den. Da fu¨r die konkrete SVM-Implementierung der SVM-Typ
”
C-SVM“ und ein
RBF-Kernel in Form von Gleichung (3.7) verwendet wurde, mu¨ssen Parameter-
vektoren der Form (C, γ) optimiert werden. Die Schritte der Parameteroptimie-
rung sind wie folgt:
1. Definition des Suchraums:
P := {(C, γ)|C = 2g, γ = 2s, g ∈Mg := {−4, 0, 4, . . . , 20},
s ∈Ms := {−16,−12,−8, . . . , 8}}. (3.11)
2. Basierend auf einer 5-fold
”
Cross Validation“ (CV) wurde fu¨r jede Trai-
ningsmenge Ti der Klassifizierer mit allen Kombinationen der Parameter-
menge (3.11) aufgerufen mit dem Ziel, den CV-Fehler zu minimieren. All-
gemein wird bei einer n-fold
”
Cross Validation“ die Trainingsmenge in n
gleich große Teile (folds) aufgeteilt. Danach wird auf n − 1 Teilmengen
trainiert und auf der n-ten Teilmenge der Generalisierungsfehler [109] be-
stimmt. Fu¨hrt man dieses Verfahren fu¨r alle mo¨glichen n Unterteilungen
durch und mittelt die jeweiligen CV-Fehler, so erha¨lt man damit ein Krite-
rium fu¨r die Parameterauswahl.
3. Als Ergebnis der
”
Cross Validation“, bezu¨glich aller Parameterkombinatio-
nen erha¨lt man direkt die Menge der quadratischen Matrizen
MCV :=
{
(ǫT1ij )ij , (ǫ
T2
ij )ij , . . . , (ǫ
T|K|
ij )ij
∣∣ 1 ≤ i ≤ |Mg|, 1 ≤ j ≤ |Ms|} ,
wobei ǫTkij , 1 ≤ k ≤ |C| den CV-Fehler in der i-ten Zeile und der j-ten
Spalte bezu¨glich Tk bezeichnet.
4. Um abschließend die Menge P Tkfin zu gewinnen, die den optimalen Parame-
tervektor (Cfin, γfin) fu¨r die Trainingsmenge Tk entha¨lt, setzt man
P Tkfin :=
{
(Cfin, γfin)
∣∣ ǫTkfin := min
1≤i≤|Mg |
1≤i≤|Ms|
{
(ǫTkij )ij
}}
. (3.12)
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Ist= +1 Ist= −1
Hyp(u)=+1 δ11 δ12
Hyp(u)=−1 δ21 δ22
Abbildung 3.4: Kontingenztabelle fu¨r eine bina¨re Kategorisierung.
3.5 Interpretation der Evaluierungsergebnisse
Um zuna¨chst die Performance der SVM-Kategorisierung zu evaluieren, wurden
die Performancemaße Recall, Precision und Accuracy verwendet. Sie sind hier auf
der Basis der Abbildung (3.4) definiert:
Precision :=
δ11
δ11 + δ12
,
Recall :=
δ11
δ11 + δ21
,
Accuracy :=
δ11 + δ22
δ11 + δ12 + δ21 + δ22
.
In der Abbildung (3.5) sind die Ergebnisse der Performancemessung dargestellt.
Erwartungsgema¨ß zeigen die Ergebnisse sehr hohe Recallwerte und sehr niedri-
ge Precisionwerte. Der Recallwert [176] kann als Wahrscheinlichkeit interpretiert
werden, dass eine Webseite, die fu¨r eine Kategorie Ki relevant ist, vom Lernal-
gorithmus auch als solche gekennzeichnet wird. Mit Ausnahme der Kategorie K7
(K7 =̂ program) weisen die hohen Recallwerte auf ein konservatives Klassifikati-
onsverhalten hin. Das bedeutet, dass die Entscheidungen des Klassifizierers fu¨r
eine Kategorie mit sehr hohem Recallwert immer richtig sind. Der Precisionwert
[176] kann als die Wahrscheinlichkeit interpretiert werden, dass eine vom Ler-
nalgorithmus als relevant gekennzeichnete Webseite wirklich relevant ist. Damit
sagen die sehr niedrigen Precisionwerte in diesem Experiment aus, dass viele
Webseiten vom Lernalgorithmus solchen Kategorien zugeordnet wurden, denen
sie nicht angeho¨ren. Weiterhin ist der Accuracywert [125] als die Wahrscheinlich-
keit anzusehen, dass eine Webseite, die zufa¨llig aus der vorliegenden Verteilung
der Beispiele gewa¨hlt wurde, vom Lernalgorithmus zur richtigen Kategorie zu-
geordnet wird. Auf Grund der Tatsache, dass die Webseiten-Repra¨sentation und
somit die Kategorisierung auf dem bekannten Vektorraummodell basierte, folgt
nun insgesamt aus Abbildung (3.5), dass die Kategorisierung sehr unsicher9 und
fehlerhaft ist. Auf Grund der niedrigen Precisionwerte liegt die Vermutung nahe,
dass sich die ausgepra¨gte Falschkategorisierung in einer extremen Mehrfachzu-
ordnung ausdru¨ckt.
9Bezogen auf die hohen Recall- und niedrigen Precisionwerte.
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Ki Precision Recall Accuracy
K1 29,1% 99,0% 70,8%
K2 41,6% 99,0% 82,5%
K3 41,2% 99,0% 90,4%
K4 50,0% 99,2% 88,2%
K5 66,6% 99,0% 72,1%
K6 35,0% 99,1% 90,4%
K7 25,5% 66,0% 68,4%
K8 50,0% 99,2% 80,3%
K9 32,0% 99,0% 66,3%
K10 25,0% 99,0% 80,1%
K11 46,1% 99,0% 71,3%
K12 41,6% 99,0% 82,9%
K13 52,1% 99,2% 94,1%
Abbildung 3.5: Ergebnisse der Per-
formancemessung.
Ki # matchings Ui
K1 2107 0,10
K2 2661 0,05
K3 1992 0,05
K4 1546 0,24
K5 3846 0,02
K6 3616 0,02
K7 2716 0,14
K8 2245 0,03
K9 3045 0,02
K10 2206 0,01
K11 3339 0,03
K12 4627 0,03
K13 1141 0,02
Abbildung 3.6: Ergebnisse der Aus-
wertung von Ui.
Dies besta¨tigt sich durch die Evaluierung des Eindeutigkeitskoeffizienten [61, 156]
Ui ∈ [0, 1]. Fu¨r die Definition von Ui gelte zuna¨chst die Definition [|Ki(u)|] =
1 :⇐⇒ u geho¨rt zu Kategorie Ki. Der Koeffizient
Ui :=
|{u ∈ U |Ki(u) ∧ ¬(K1(u) ∨ · · · ∨Ki−1(u) ∨Ki+1(u) ∨ · · · ∨K|K|(u))}|
|{u ∈ U |Ki(u)}|
,
der die Eindeutigkeit der Kategorisierung von Webseiten u ∈ U bezu¨glich einer
Kategorie Ki ausdru¨ckt, ist informell definiert als das Verha¨ltnis
#Webseiten u ∈ U die ausschließlich zur KategorieKi zugeordnet wurden
#Webseiten u ∈ U die insgesamt zur KategorieKi zugeordnet wurden
.
Per Definition gilt: Je ho¨her der Wert von Ui ∈ [0, 1], desto eindeutiger ist die Ka-
tegorisierung der Webseiten bezogen auf die Kategorie Ki ∈ K und umgekehrt.
Abbildung (3.6) zeigt die Ergebnisse der Auswertung von Ui basierend auf dem
Kategoriensystem (3.8). Die sehr kleinen Werte von Ui besta¨tigen die extreme
Mehrfachkategorisierung. Damit untermauert diese Auswertung die zentrale Hy-
pothese nachhaltig, dass Polymorphie ein charakteristisches Pha¨nomen fu¨r web-
basierte Hypertexte, insbesondere fu¨r Webseiten des betrachteten Testkorpus TC ,
ist. Folglich ist die inhaltsbasierte Hypertextkategorisierung des Testkorpus TC
nicht eindeutig. Dies besta¨tigt wiederum, dass die Zuordnung zwischen den Web-
seiten und den Kategorien zu einer Relation in Form von Gleichung (3.1), die in
Kapitel (3.1) definiert wurde, entartet ist. Die Zusammenfassung der Interpreta-
tionsergebnisse implizieren nun insgesamt , dass das gewa¨hlte Vektorraummodell
die komplexe Dokumentstruktur dieser Hypertexte nicht genu¨gend erfasst und
damit in diesem Zusammenhang unzureichend ist.
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3.6 Fazit
Praktische Aspekte des eingesetzten SVM-Lernverfahrens:
Bezogen auf die Evaluierung sind die Verarbeitung von Massendaten und ein gu-
tes Generalisierungsverhalten als positive Aspekte fu¨r den Einsatz von SVM’s
zu nennen. Angewendet auf maschinelle Lernverfahren bedeutet letzteres in der
statistischen Lerntheorie [109]: Extrahierte Gesetzma¨ßigkeiten aus vorliegenden
Trainingsbeispielen sollen mo¨glichst gut unbekannte Beispiele charakterisieren.
Dagegen ist die langwierige Zusammenstellung der Trainingsmengen und die lauf-
zeitintensive Parameterstudie negativ zu werten. Weiterhin ist in diesem Zusam-
menhang der hohe Zeitaufwand fu¨r die Datenvorverarbeitung zu nennen. Um
das Laufzeitverhalten der Parameterstudie in dieser Untersuchung na¨her zu be-
stimmen, betrachte man die Optimierung der Parametervektoren (C, γ). Daraus
folgt aber zuna¨chst allgemein, dass bei einer zweiparametrigen Optimierung mit
den vorgegebenen Parametermengen M1, M2 auf der Basis einer n-fold ”
Cross
Validation“ ein |M1| · |M2| ·n-maliges Aufrufen des SVM-Klassifikators pro Trai-
ningsmenge Ti, 1 ≤ i ≤ |K| no¨tig ist. Mit den in Kapitel (3.4) definierten Mengen
des Parameterraums (3.11) folgt damit, dass in dieser Untersuchung auf der Ba-
sis der 5-fold
”
Cross Validation“ |Mg| · |Ms| · 5 = 7 · 7 · 5 = 245 Aufrufe des
SVM-Klassifikators, pro Trainingsmenge Ti, 1 ≤ i ≤ 13, erforderlich waren. Un-
ter Beru¨cksichtigung der hohen Dimension (≈ 50000) der Feature-Vektoren war
die Parameterstudie damit der laufzeitintensivste Teil der Evaluierung.
Schlussfolgerungen aus dem Kategorisierungsexperiment:
Die Evaluierungsergebnisse der Abbildungen (3.5), (3.6) untermauern nachhaltig
die These, die untersuchten Webpages des Testkorpus TC seien systematisch durch
Polymorphie gekennzeichnet. Die Webseiten aus TC stammen dabei aus einem
Bereich, der als besonders strukturiert angesehen wird. Dies kann deshalb ange-
nommen werden, da die Funktions- und Inhaltskategorien wiederholt strukturier-
te Texteinheiten enthalten mu¨ssen. Die extrem geringe Trennscha¨rfe zwischen den
Kategorien Ki ∈ K, ausgedru¨ckt durch Abbildung (3.6), ko¨nnte aber auch durch
eine ungu¨nstige Auswahl (i) der Features, (ii) des eingesetzten maschinellen Lern-
verfahrens oder (iii) des Kategoriensystems entstanden sein [61, 156]. Bezu¨glich
(ii) wurde aber von Joachims in [125] durch positive Evaluierungen der Perfor-
mance gezeigt, dass die Textkategorisierung mit SVM’s erfolgreich war. Daraus
schließt Joachims insbesondere, dass der SVM-Lernalgorithmus auf Grund sei-
ner theoretischen Konzeption [236] die wesentlichen Merkmale einer Textkatego-
rierungsaufgabe, na¨mlich
1. hochdimensionale Featurera¨ume,
2. die Existenz von wenigen nichtrelevanten Features und
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3. du¨nn besetzte Feature-Vektoren,
geeignet beru¨cksichtigt. Aus Punkt (2) der Aufza¨hlung wu¨rde im Falle einer extre-
men Featurereduktion folgen, dass wichtige Klasseninformationen verloren gehen,
und dass die Featurereduktion sogar eine Verschlechterung der Performance zur
Folge ha¨tte [125]. Diese Argumente belegen damit den sinnvollen Einsatz des
SVM-Klassifikators fu¨r die vorliegende Untersuchung. Abschließend formuliert
geben die negativen Aspekte des Kategorisierungsexperiments im Rahmen des
Vektorraummodells Anlaß zur Erforschung eines neuen Repra¨sentationsmodells
im Hinblick auf eine ada¨quatere Modellierung web-basierter Dokumente. Dabei
handelt es sich in dieser Arbeit um das graphbasierte Repra¨sentationsmodell auf
Basis der hierarchischen Graphstruktur, welches die Grundlage fu¨r a¨hnlichkeits-
basierte Analysen im Web Structure Mining bildet.
Notwendige Schritte und Entwicklungen:
Fu¨r zuku¨nftige Untersuchungen in diesem Problemkreis wa¨re es sinnvoll, weite-
re Kategorisierungsexperimente auf Grundlage neuer Testkorpora durchzufu¨hren.
Das Ziel solcher Untersuchungen wa¨re in erster Linie wieder der Nachweis der Po-
lymorphie. Daru¨ber hinaus sollten Experimente folgen, in denen die Messbarma-
chung der Polymorphie, also die numerische Bestimmung des Polymorphiegrades
von Webseiten, im Vordergrund steht. Eine Beweisskizze fu¨r einen Polymorphie-
beweis geben Mehler et al. in [157]. Ein weiteres Experiment, in dem die Kate-
gorisierung mit einem neuen Testkorpus von englischsprachigen Konferenz/Work-
shop-Websites durchgefu¨hrt wurde, ist bei Mehler et al. [158] zu finden.
Auf der Interpretation basierend, dass das Vektorraummodell wegen mangelnder
Strukturerfassung komplexer Dokumentstrukturen zur inhaltsbasierten Kategori-
sierung ungeeignet ist, soll im Nachfolgenden als Alternative und im Hinblick auf
das Kapitel (5) die Anwendung von Data Mining-Verfahren auf graphbasierte Re-
pra¨sentationen web-basierter Hypertexte fokussiert werden. Auf der Basis einer
geeigneten Graphrepra¨sentation10 und eines aussagekra¨ftigen Grapha¨hnlichkeits-
modells [62, 73], welches in Kapitel (5) entwickelt wird, soll nun im Folgenden das
web-basierte Graphmatching besonders thematisiert werden. Als Ergebnis der Be-
rechnung der strukturellen A¨hnlichkeit der Graphen von Webseiten-Testkorpora
sollten auf Grundlage einer Graphmenge H¯ := {H1,H2, . . . ,Hn} A¨hnlichkeits-
matrizen der Form (sij)ij, 1 ≤ i ≤ n, 1 ≤ j ≤ n, sij ∈ [0, 1] resultieren. Sinnvolle
Untersuchungen sind z.B.:
• Die Bestimmung der Verteilung der A¨hnlichkeitswerte, wobei solche Ver-
teilungen zur Klassifikation graphbasierter Hypertexte eingesetzt werden
ko¨nnen.
10Diese wurde in Kapitel (2.6) bereits vorgestellt.
63
• Der Einsatz11 von multivariaten Analyseverfahren, wobei speziell die Clu-
steringverfahren gewa¨hlt werden. Da die Clusteringverfahren Struktur ent-
deckende Verfahren sind, wird unter anderem die Auffindung von Clustern
angestrebt, wobei die darin enthaltenen web-basierten Einheiten Instanzen
eines eigenen strukturellen Objekttyps darstellen.
Im Hinblick darauf bescha¨ftigen sich die nachfolgenden Kapitel mit der Motiva-
tion und der Entwicklung des Grapha¨hnlichkeitmodells und dessen Anwendun-
gen. Das Modell wird dabei praxisorientierte Aufgaben im Web Structure Mining
u¨bernehmen.
11Siehe Kapitel (5.8).
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Kapitel 4
Graphentheorie und strukturelle
A¨hnlichkeit: Bekannte Methoden
Die Anwendung und die Entwicklung graphentheoretischer Methoden nehmen
in dieser Arbeit einen großen Raum ein. Deshalb wird in diesem Kapitel in der
gebotenen Ku¨rze ein U¨berblick u¨ber die Graphentheorie und deren Anwendungs-
gebiete gegeben, um die in dieser Arbeit entwickelten Methoden fachlich ein-
ordnen zu ko¨nnen. Ausgehend von der Definition graphentheoretischer Begriffe,
wird in diesem Kapitel weiterhin der A¨hnlichkeits-Begriff hinsichtlich strukturier-
ter Objekte erkla¨rt. In Vorbereitung auf die Motivation und die Entwicklung des
Grapha¨hnlichkeitsmodells in Kapitel (5), erfolgt in Kapitel (4.1.2) eine ausfu¨hrli-
che Diskussion bekannter Methoden zur Bestimmung der strukturellen A¨hnlich-
keit von Graphen. Kapitel (4.3) bescha¨ftigt sich mit Graph Mining-Konzepten
und bekannten Methoden zur A¨hnlichkeitsbestimmung web-basierter Dokument-
strukturen.
4.1 Erforderliche Grundlagen
Der elementare Begriff des unmarkierten gerichteten Graphen H := (V,E), E ⊆
V × V wurde in der vorliegenden Arbeit bereits an einigen Stellen verwendet.
In diesem Kapitel (4.1) werden darauf aufbauende graphentheoretische Begriffe
definiert. Da die in Kapitel (5) entwickelten graphentheoretischen Methoden sich
in erster Linie auf gerichtete Graphen beziehen, werden auch die folgenden gra-
phentheoretischen Begriffe fu¨r endliche1 gerichtete Graphen formuliert [120, 214].
1In dieser Arbeit werden nur endliche Graphen betrachtet, d.h. |V | <∞.
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Definition 4.1.1 (Teilgraph) Es seiH := (V,E), E ⊆ V×V ein (unmarkierter)
gerichteter Graph gegeben. Dann heißt G := (Vˆ , Eˆ) mit Vˆ ⊆ V und Eˆ ⊆ E Teil-
graph von H und man schreibt H ⊆ G.
Definition 4.1.2 (Induzierter Untergraph) Es sei H := (V,E) ein gerich-
teter Graph und G := (Vˆ , Eˆ) ein Teilgraph von H gegeben. Gilt außerdem Eˆ =
E ∩ (Vˆ × Vˆ ), dann heißt G induzierter Untergraph von H.
Definition 4.1.3 (Markierter Graph) H := (V,E, fV , fE, AV , AE), E ⊆ V ×
V heißt gerichteter und markierter Graph. Dabei bezeichnen AV , AE endliche
nichtleere Knoten- und Kantenalphabete und fV : V → AV und fE : E → AE
Knoten- und Kantenmarkierungsfunktionen.
Es ist klar, dass Teilgraphen und induzierte Untergraphen fu¨r markierte Graphen
auf Basis der entsprechenden Einschra¨nkungen von fV und fE ebenso definiert
werden ko¨nnen.
Der Isomorphie-Begriff, der die strukturelle A¨quivalenz von Graphen ausdru¨ckt,
besitzt in der Graphentheorie eine fundamentale Bedeutung. Weiterhin werden
in Kapitel (4.2) bekannte Verfahren zur Messung der strukturellen A¨hnlichkeit
von Graphen angegeben, die auf Isomorphiebeziehungen beruhen. Daher wird der
Isomorphie-Begriff nun formal definiert [214].
Definition 4.1.4 (Graph-Isomorphie) Es seien H := (V,E, fV , fE, AV , AE)
und G := (Vˆ , Eˆ, fˆV , fˆE, AV , AE) markierte gerichtete Graphen. H und G heißen
isomorph (H ∼= G) :⇐⇒ Es existiert eine eineindeutige Abbildung φ von V ∪ E
auf Vˆ ∪ Eˆ mit den Eigenschaften:
φ(v) ∈ Vˆ , ∀ v ∈ V
φ(e) ∈ Eˆ, ∀ e ∈ E
φ((v, w)) = (φ(v), φ(w)), ∀ v, w ∈ V, (v, w) ∈ E
fV (v) = fˆV (φ(v)), ∀ v ∈ V
fE(v) = fˆE(φ(e)), ∀ e ∈ E.
Dabei heißt die Abbildung φ Isomorphismus von H auf G. Informell erkla¨rt sind
zwei Graphen isomorph genau dann, wenn der eine aus dem anderen durch Um-
benennung der Knoten hervorgeht.
Definition 4.1.5 (Wege und Zusammenhang) Es seiH := (V,E), E ⊆ V×
V ein (unmarkierter) gerichteter Graph gegeben. Die Folge v0, v1, . . . , vn heißt
(gerichteter) Kantenzug, falls ei = (vi, vi+1) ∈ E, i = 0, 1, . . . , n − 1. Sind die
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(gerichteten) Kanten ei alle verschieden, so nennt man die Folge (gerichteten)
Weg. v0 heißt Startknoten und vn heißt Zielknoten. Im Fall v0 = vn heißt der
Weg Zyklus, ansonsten handelt es sich um einen offenen (gerichteten) Weg. H
heißt zusammenha¨ngend, wenn je zwei Knoten durch einen (gerichteten) Kanten-
zug verbindbar sind. Weiter heißt H stark zusammenha¨ngend, wenn fu¨r je zwei
Knoten v und w immer ein (gerichteten) Kantenzug von v nach w existiert.
Abschließend fu¨r das Kapitel werden Graphen einer wichtige Graphklasse – die
Ba¨ume – definiert [186].
Definition 4.1.6 (Baum) Ein ungerichteter Graph heißt Baum, wenn er zu-
sammenha¨ngend und zyklenfrei ist. Ein gerichteter Graph heißt gerichteter Baum,
wenn der zu Grunde liegende ungerichtete Graph ein Baum ist. Existiert daru¨ber
hinaus genau ein Knoten in den keine gerichtete Kante fu¨hrt, dann wird der
Graph Wurzelbaum genannt. Der auszeichnende Knoten heißt Wurzel.
Weitere graphentheoretische Begriffe werden speziell in den Kapiteln (5.2), (5.3)
definiert. Sie werden imWesentlichen zur Motivation und Modellierung des Graph-
a¨hnlichkeitsmodells aus Kapitel (5) beno¨tigt.
4.1.1 U¨berblick und Resultate der Graphentheorie
Der Graphenbegriff kommt in vielen wissenschaftlichen Bereichen, aber auch in
normalen Lebensbereichen sehr ha¨ufig vor. Versucht man ein einfaches lokales
Schienennetz aufzuzeichnen, entsteht ein Graph, indem man zum Beispiel
”
Punk-
te als Bahnho¨fe“ und
”
Linien als Schienenstrecken“ andeutet. Der Graph des lo-
kalen Schienennetzes kann auf einer na¨chsten Stufe der Formalisierung als eine
Instanz des globalen Hauptproblems
”
Graphen aller Schienennetze“ aufgefasst
werden. Anwendung findet die Graphentheorie heute in unza¨hligen Gebieten, z.B.
der Informatik, der Elektrotechnik, der Soziologie, der Biologie und der Chemie.
Es folgt nun ein kurzer Ausschnitt von Anwendungsfa¨llen in den eben genannten
Gebieten [89]:
• In der Informatik werden Graphen z.B. in den Bereichen Datenbankmodel-
lierung, Netzwerktheorie und Hypermedia eingesetzt. In der Elektrotechnik
finden sie z.B. Anwendung in der Darstellung von Platinenlayouts und Te-
lekommunikationsnetzen.
• In der Soziologie werden graphentheoretische Konstruktionen in der Theo-
rie der sozialen Netzwerke [105, 106, 204] und in der Stammbaum- und
Ahnenforschung angewendet.
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K5 K3,3
Abbildung 4.1: Der vollsta¨ndige Graph K5 mit 5 Knoten und der bipartite Graph K3,3.
• Die Chemie und die Biologie verwenden Methoden der Graphentheorie zur
Darstellung und Bestimmung der A¨hnlichkeit von Moleku¨lstrukturen [10,
149, 212].
Die Urspru¨nge der Graphentheorie enstanden 1738 durch die Formulierung des
bekannten Ko¨nigsberger Bru¨ckenproblems durch Euler [77]. Dieses Problem
lo¨ste er, indem er die eigentliche Problemstellung in die Sprache der Graphen-
theorie u¨bersetzte. Euler [77] zeigte schließlich, dass kein Rundweg existiert, bei
dem jede Bru¨cke genau einmal u¨berquert wird.
Diemoderne Graphentheorie ist stark durch das Teilgebiet der topologischen Gra-
phentheorie [237] gepra¨gt, in der die strukturelle Untersuchung eines Graphen im
Vordergrund steht. Die Urspru¨nge der topologischen Graphentheorie gehen auf
Euler zuru¨ck, der 1750 die Polyederformel endeckte. Erst durch Kuratowski
fand diese Formel 180 Jahre spa¨ter Anwendung. Dabei benutzte er sie zur Cha-
rakterisierung von planaren Graphen. Ein Graph ist genau dann planar, wenn er
so gezeichnet werden kann, dass sich die Kanten des Graphen nicht schneiden. Die
Kanten du¨rfen sich lediglich in den Knoten des Graphen beru¨hren. Als Ergebnis
seiner Untersuchungen bewies er den bedeutenden
Satz 4.1.7 (Satz von Kuratowski) Ein endlicher Graph ist genau dann pla-
nar, wenn er keine Unterteilung von K5 oder K3,3 als Teilgraphen entha¨lt. Allge-
mein heißt ein Graph H Unterteilung eines Graphen G, wenn er aus G durch das
sukzessive Einfu¨gen von endlich vielen neuen Knoten gewonnen werden kann.
Dabei stu¨tzt sich die Aussage von Satz (4.1.7) [120] auf die nicht planaren Gra-
phen K5 und K3,3, die in Abbildung (4.1) dargestellt sind. Weiter wurden in
[237] Zusammenha¨nge zwischen der reinen Topologie [123] und der Graphentheo-
rie untersucht, indem Veblen Graphen als simpliziale Komplexe [202] auffasst
und Graphen mit Hilfe dieser Strukturen klassifiziert.
Ein weiterer Forschungsgegenstand, der ebenfalls der topologischen Graphentheo-
rie angeho¨rt, sind Graphminoren. Ein Graph ist Minor eines Graphen G, wenn
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er durch Entfernen von Kanten und Knoten sowie durch das Zusammenziehen
von Kanten aus G entsteht [181]. Insbesondere interessiert sich die Graphentheo-
rie dabei fu¨r Strukturaussagen und -klassifikationen von Graphen auf der Basis
von Minoren. Als bekannte Anwendung la¨sst sich mit Hilfe der Definition des
Graphminors eine a¨quivalente Formulierung von Satz (4.1.7) angeben.
Satz 4.1.8 Ein Graph G ist genau dann planar, wenn weder K5 und K3,3 Mi-
noren von G sind.
Ein ebenfalls gut erforschtes Teilgebiet der Graphentheorie ist die algebraische
Graphentheorie [98]. Ihr Hauptproblem besteht darin, Graphen mit Hilfe von al-
gebraischen Strukturen, z.B. Matrizen und Gruppen, darzustellen, um die daraus
resultierenden Eigenschaften algebraisch auszudru¨cken. Viele Forschungsarbeiten
in der algebraischen Graphentheorie widmen sich der Untersuchung von Polyno-
men auf Graphen, z.B. chromatisches Polynom, Tutte-Polynom und Rangpoly-
nom [8, 98]. Sie bilden so genannte Invarianten, deren Auffindung fu¨r die Unter-
scheidung von Graphen sehr wichtig ist. Dabei heißt eine Funktion auf Graphen
Graph-Invariante, falls die Funktion isomorphen Graphen gleiche Werte zuordnet.
Ein ebenfalls wichtiges Gebiet dieser Theorie ist die Erforschung von Zufallsgra-
phen [25], wobei die ersten bedeutenden Arbeiten von Erdo¨s und Re´nyi [75, 76]
stammen. Um nach ihren U¨berlegungen Zufallsgraphen zu konstruieren, starteten
sie mit einer beliebigen Knotenmenge V, |V | = n und erzeugten fu¨r jede Kombi-
nation von zwei Knoten Kanten mit der Wahrscheinlichkeit p ∈ [0, 1]. Als Erwar-
tungswert fu¨r die Kardinalita¨t der Kantenmenge E folgt damit n(n−1)
2
. Ein breites
Anwendungsfeld fu¨r Zufallsgraphen bieten die Untersuchungen [65, 141, 142] des
WWW-Graphen, wobei man mit solchen Modellen besonders das Wachstum be-
schreiben mo¨chte.
Die Untersuchung des Spektrums eines Graphen, welche ebenfalls der algebrai-
schen Graphentheorie zuzuordnen ist, soll als letztes Forschungsgebiet der mo-
dernen Graphentheorie erwa¨hnt werden. Um den Begriff des Spektrums kurz zu
erkla¨ren, betrachte man zu einem beliebigen Graphen G = (V,E) die Adjazenz-
matrix
A :=
{
1 : (vi, vj) ∈ E
0 : sonst
(4.1)
Das Spektrum von G besteht nun aus den beiden Mengen Mλ = {λ1, λ2, . . . , λk}
und Mn = {n1, n2, . . . , nk}. Dabei bezeichnet Mλ die Menge der Eigenwerte der
Matrix A, undMn ist die Menge der Vielfachheiten2. Oft wird das Spektrum auch
als Nullstellenmenge des charakteristischen Polynoms χ(λ) = det(A − λE) for-
muliert. Ein großer Teil der Untersuchungen in der spektralen Graphentheorie hat
2Bezogen auf die Nullstellenmenge Mλ. ni bezeichnet die Vielfacheit der Nullstelle λi von
χ(λ).
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zum Ziel, Zusammenha¨nge zwischen dem Spektrum und der Struktur eines Gra-
phen aufzudecken. Diese Fragestellung wurde ausfu¨hrlich in [58] untersucht und
hat viele bekannte Ergebnisse hervorgebracht. Graphspektren besitzen ebenfalls
interessante Anwendungen in der Informatik, z.B. spektrale Clusteralgorithmen
in der Bildverarbeitung [244]. Einen guten U¨berblick u¨ber die spektrale Graphen-
theorie erha¨lt man in [52, 58].
Als wichtige Mitbegru¨nder der modernen Graphentheorie sind neben Euler [77],
Kuratowski [143], Erdo¨s [75, 76] auch Halin [103] und Sachs [186, 187]
zu nennen. Eine Einfu¨hrung in die Grundlagen der Graphentheorie ist z.B. in
[14, 26, 66, 108, 194, 229, 232] zu finden.
4.1.2 A¨hnlichkeit strukturierter Objekte
Will man die
”
A¨hnlichkeit“ zwischen bestimmten Objekten feststellen, so muss
zuna¨chst die Auswirkung dieses Begriffs diskutiert werden, weil nicht unmittelbar
klar ist, was man unter dem Begriff
”
A¨hnlichkeit“ verstehen soll. Sollen beispiels-
weise unterschiedliche Testpersonen die Frage
Ist Objekt O1 a¨hnlich zu Objekt O2?
beantworten, so besitzen verschiedene Testpersonen eine wahrscheinlich unter-
schiedliche Vorstellung von der A¨hnlichkeit zwischen diesen beiden Objekten. In
der Regel bezieht sich der Begriff der A¨hnlichkeit auf unterschiedliche Aspekte.
Somit unterscheidet Sobik [213] die folgenden A¨hnlichkeitsaspekte:
• Die strukturelle A¨hnlichkeit der Objektrepra¨sentation.
• Die sprachliche A¨hnlichkeit der Objektrepra¨sentation.
• Die semantische A¨hnlichkeit der Objektrepra¨sentation.
• Funktionale A¨hnlichkeitsaspekte, also abha¨ngig vom Gebrauch der Objekte.
• A¨hnliche Verarbeitung in kognitiven Prozessen.
Sobik [213] stellt fest, dass ein auf der Grundlage einer formalen Repra¨sentation
definiertes A¨hnlichkeitsmaß diese unterschiedlichen Aspekte nicht alle gleichzeitig
erfassen kann und dass der A¨hnlichkeitsbegriff nicht vollsta¨ndig formalisierbar ist.
Das bedeutet aber, dass bei einem Entwurf eines A¨hnlichkeitsmaßes darauf ge-
achtet werden muss, ob das Maß A¨hnlichkeitswerte erzeugt, die kognitiv plausibel
und interpretierbar sind.
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A¨hnlichkeitsmaße sind keineswegs auf die Mathematik oder Informatik beschra¨nkt,
sie kommen in vielen anderen Wissenschaftsbereichen vor. Danach gibt es in den
unterschiedlichsten wissenschaftlichen Gebieten viele Anwendungsmo¨glichkeiten
fu¨r A¨hnlichkeitsmaße, beispielsweise im Information Retrieval [81], in der Clu-
steranalyse [3, 78], in der Soziologie [148] und in der Psychologie [97, 233]. Je
nachdem welche Objekte man aber untersucht ist die Vorgehensweise, die A¨hn-
lichkeit zwischen den jeweiligen Objekten zu definieren, unterschiedlich. Dazu
betrachte man die folgenden Beispiele aus der Mathematik:
1. Zwei Dreiecke sind in der Geometrie a¨hnlich, falls die folgende Aussage
wahr ist: Stimmen zwei Dreiecke in zwei Winkeln u¨berein, dann stimmen
sie auch im dritten Winkel u¨berein und sind somit per Definition a¨hn-
lich. Allgemeiner formuliert sind zwei geometrische Objekte a¨hnlich, wenn
sie durch Drehung, Spiegelung und Streckung ineinander u¨berfu¨hrt werden
ko¨nnen.
2. Zwei quadratische Matrizen (Xij)ij und (Yij)ij , 1 ≤ i ≤ n, 1 ≤ j ≤ n heißen
in der Algebra a¨hnlich, falls eine invertierbare Matrix I existiert, so dass
die Matrizengleichung X = IY I−1 gilt.
Diese Beispiele zeigen, dass es von der Beschaffenheit der Objekte abha¨ngt,
”
wie“
die A¨hnlichkeit definiert und verifiziert wird. Im ersten Beispiel wird die A¨hnlich-
keit durch geometrische Operationen3 festgestellt, im zweiten durch Ausfu¨hrung
algebraischer Operationen4.
Im Hinblick auf eine neue Methode fu¨r die A¨hnlichkeitsbestimmung strukturierter
Objekte, die in Kapitel (5) mathematisch motiviert und entwickelt wird, werden
in dieser Arbeit Instanzen einer speziellen Klasse von gerichteten Graphen als
Objektrepra¨sentation betrachtet. Um sinnvolle und aussagekra¨ftige A¨hnlichkeits-
maße zu konstruieren, ist jedoch zuna¨chst ein genaueres Versta¨ndnis der Begriffe
Abstand, Distanz und Metrik hilfreich.
4.1.3 Abstand, Distanz und Metriken
In Kapitel (4.1.2) wurde der A¨hnlichkeitsbegriff zwischen strukturierten Objek-
ten motiviert und anhand von mathematischen Objekten erkla¨rt, dass der A¨hn-
lichkeitsbegriff unterschiedliche Auspra¨gungen hat. Je nachdem, welche Objekte
man betrachtet, ist das, was man unter der A¨hnlichkeit dieser Objekte verstehen
will, genau zu definieren. Abstands- und A¨hnlichkeitsmaße treten immer dann
3Z.B. Strecken und Verschieben.
4In diesem Beispiel ist es die Matrixinversion und das Ausrechnen des Matrizenproduktes.
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auf, wenn Beziehungen und spezifische Eigenschaften von strukturierten Objek-
ten beschrieben werden. Dabei ha¨ngen der Abstands- und der A¨hnlichkeitsbegriff
unmittelbar zusammen: Ein gema¨ß des zu Grunde liegenden A¨hnlichkeitsmaßes
hoher A¨hnlichkeitswert korreliert stark mit einem kleinen Abstandswert und um-
gekehrt. Der bekannteste Abstandsbegriff ist der euklidische Abstand, der nach
dem Geometer Euclid benannt ist. Um weitere Absta¨nde vorzustellen, ist es
sinnvoll, den grundlegenden Begriff der Metrik zu definieren [111].
Definition 4.1.9 (Metrik) Ein metrischer Raum ist ein Tupel (X, d), beste-
hend aus einer nichtleeren Menge X und einer Abbildung d : X ×X −→ IR mit
den folgenden Eigenschaften:
• d(x, y) ≥ 0 ∀x, y ∈ X und d(x, y) = 0⇐⇒ x = y (Positivita¨t),
• d(x, y) = d(y, x) ∀x, y ∈ X (Symmetrie),
• d(x, y) ≤ d(x, z) + d(z, y) ∀x, y, z ∈ X (Dreiecksungleichung).
Die Abbildung d heißt Metrik auf der Menge X, und d(x, y) heißt Abstand zwi-
schen den Punkten x und y.
Der bereits erwa¨hnte euklidische Abstand ist nun fu¨r zwei Vektoren x, y ∈ IRn
definiert durch
d(x, y) :=
(
n∑
i=1
(xi − yi)
2
) 1
2
. (4.2)
In der Ebene wird der euklidische Abstand zwischen zwei Punkten x = (x1, x2)
und y = (y1, y2) auch als Luftlinienabstand bezeichnet. Equivalent kann dieser
Abstand auch in der Menge der komplexen Zahlen [184] (X = C) definiert wer-
den. Weiter lassen sich allgemeinere Metriken definieren wie beispielsweise die
bekannte Minkowski Metrik,
dp(x, y) :=
(
n∑
i=1
(xi − yi)
p
) 1
p
. (4.3)
Fu¨r p = 2 geht der euklidische Abstand aus der Minkowski Metrik hervor.
Es existieren auch Abstandsmaße, die auf nicht euklidischen Metriken beruhen.
Nicht euklidische Absta¨nde findet man beispielsweise im Poincare´-schen Geo-
metriemodell und in der Funktionentheorie [184]. Abschließend dazu sei erwa¨hnt,
dass es Abstands- und A¨hnlichkeitsmaße gibt, die durch Semimetriken induziert
werden. Bei einer Semimetrik ist die Dreiecksungleichung in Definition (4.1.9)
nicht erfu¨llt, ansonsten gilt die Positivita¨t und die Symmetrie. In Kapitel (5.6)
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werden spezielle Abstands- und A¨hnlichkeitsmaße zur Bewertung von Sequenz-
Alignments5 beno¨tigt. Abschließend fu¨r dieses Kapitel werden die formalen Defi-
nitionen fu¨r Abstands- und A¨hnlichkeitsmaße aufgefu¨hrt.
Definition 4.1.10 (Abstands- und A¨hnlichkeitsmaß) Es sei X eine Men-
ge. Eine positive reelle Funktion ω : X×X −→ [0, 1] heißt Abstandsmaß (distance
measure), falls die folgenden Bedingungen gelten:
• ω(x, y) = ω(y, x) ∀x, y ∈ X.
• ω(x, x) = 0 ∀x ∈ X.
Eine positive reelle Funktion π : X×X −→ [0, 1] heißt A¨hnlichkeitsmaß (similarity
measure), falls die folgenden Bedingungen gelten:
• π(x, y) = π(y, x) ∀x, y ∈ X.
• π(x, x) = 1 ∀x ∈ X.
4.2 Strukturelle A¨hnlichkeit von Graphen
Da in Kapitel (5) die A¨hnlichkeit relational repra¨sentierter Objekte, na¨mlich von
Graphen untersucht wird, soll nachfolgend ein kurzer U¨berblick u¨ber existierende
Forschungsarbeiten gegeben werden, die sich mit der Bestimmung der strukturel-
len A¨hnlichkeit von Graphen bescha¨ftigen. In vielen Anwendungsbereichen, z.B.
in der Mustererkennung oder in der Bildverarbeitung, ist es wichtig und ent-
scheidend, Aussagen u¨ber die A¨hnlichkeit der jeweiligen Objekte zu treffen. Das
Kernproblem kann allgemeiner formuliert werden: Es sei D eine Datenbank, in
der Objekte mit bekannter Objektrepra¨sentation enthalten sind. Zu einem un-
bekannten Objekt als Eingabe sind nun diejenigen Objekte in D gesucht, die
a¨hnlich6 zur Eingabe sind. Im Fall einer graphbasierten Repra¨sentation wird die-
se Aufgabe in der Fachliteratur allgemein als Graphmatching [38, 39] bezeichnet.
Ist von Graphmatching die Rede, so findet man oft die Unterscheidungen exaktes
Graphmatching und inexaktes Graphmatching [38, 39].
Falls zwei Graphen H1 und H2 gegeben sind, dann wird das exakte Graphmat-
ching als die Aufgabe bezeichnet, den Graphisomorphismus7 [8] von H1 auf H2
5Siehe Kapitel (5.4).
6Basierend auf einem zu Grunde liegenden A¨hnlichkeitsmaß.
7Das Auffinden des Isomorphismus zwischen zwei Graphen wird auch allgemeiner als Gra-
phisomorphieproblem bezeichnet.
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oder den Untergraphisomorphismus8 – das ist der Isomorphismus zwischen H1
und einem Untergraph von H2 – zu finden. Ein sehr bekannter Algorithmus
zur Graphisomorphiebestimmung stammt von Ullman [234]. Aus Komplexita¨ts-
gru¨nden ist das exakte Graphmatching jedoch fu¨r praktische Anwendungen, bei
denen die zu Grunde liegenden Graphen von ho¨herer Ordnung sind, kaum einsetz-
bar. Genauer formuliert ist das Graphisomorphieproblem von der Komplexita¨ts-
frage her offen. Es ist zwar bisher kein effizienter Algorithmus mit polynomialer
Laufzeit bekannt, doch konnte auch nicht die NP-Vollsta¨ndigkeit [200] dieses Pro-
blems bewiesen werden. Jedoch ist die NP-Vollsta¨ndigkeit fu¨r das Untergraphiso-
morphieproblem bewiesen. Tiefgehendere Untersuchungen u¨ber die Komplexita¨t
der Graphisomorphie findet man in [5, 24, 198]. Das inexakte Graphmatching wird
in der Literatur oft als das Problem aufgefasst, eine Folge von kostenbewerteten
Transformationsschritten – Einfu¨gung, Ersetzung und Lo¨schung von Knoten und
Kanten – derart anzugeben, so dass diese Transformationsfolge einen Graph H1
in den Graph H2 umwandelt und die gesamten Transformationskosten der Folge
minimal ausfallen.
Mit dem Ziel, die eben genannten zwei Hauptklassen des Graphmatchings zu ver-
feinern, lassen sich viele aus der Literatur bekannten Ansa¨tze, die sich mit der
Auffindung von Graphabsta¨nden9 bescha¨ftigen, in gemeinsame Definitionsprinzi-
pien eingruppieren. Diese Definitionsprinzipien sagen etwas Grundlegendes u¨ber
die Idee aus, auf der ein Verfahren zur Bestimmung der strukturellen A¨hnlichkeit
von Graphen basiert. Bekannte Definitionsprinzipien fu¨r Graphabsta¨nde, die sich
bei Kaden [131] finden, sind beispielsweise:
• Graphabsta¨nde durch eine minimale Anzahl von A¨nderungen.
• Graphabsta¨nde durch maximale U¨bereinstimmung.
• Graphabsta¨nde auf der Basis von Graphgrammatiken.
• Graphabsta¨nde, deren Definition auf verschiedenen Prinzipien beruhen [132,
133, 227].
Im Folgenden werden einige wesentliche Arbeiten vorgestellt, die sich nach die-
sen Definitionsprinzipien eingruppieren lassen. Das erste Grundprinzip beruht
darauf, durch eine minimale Anzahl von A¨nderungen – z.B. das Lo¨schen und
das Einfu¨gen von Knoten und Kanten – einen Graph H1 in einen Graph H2 zu
u¨berfu¨hren. Graphabsta¨nde, die auf diesem Prinzip beruhen, wurden beispiels-
weise von Sanfeliu et al. [188, 189] und Shapiro et al. [207] konstruiert.Kaden
8Das Auffinden des Isomorphismus zwischen Graphen und Untergraphen (Subgraphen) wird
allgemeiner auch als Untergraphisomorphie- oder Subgraphisomorphieproblem bezeichnet.
9Es gilt: Je a¨hnlicher zwei Graphen sind, desto geringer ist ihr Abstand und umgekehrt.
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hat in [130] Graphmetriken durch Graphrelationen definiert, die diesem Prinzip
konzeptionell sehr nahe stehen.
Bekannte Arbeiten gibt es vor allen Dingen im Bereich der Graphabsta¨nde durch
maximale U¨bereinstimmung. Bunke et al. legen mit [35, 36] den Grundstein
fu¨r einen wichtigen Vertreter von Graphabsta¨nden aus diesem Definitionsprinzip
[131]. Es seien zwei markierte Graphen
H1 := (V1, E1, fV1 , fE1, AV , AE)
H2 := (V2, E2, fV2 , fE2, AV , AE)
gegeben. Dann definieren Bunke et al. ein
”
Inexact Match“ zwischen H1 und
H2 als eine Abbildung m : V1 −→ V2∪{$}. Dabei gilt m(v) = m(v′) genau dann,
wenn m(v) = $ und m(v′) = $, ∀ v, v′ ∈ V1. Nach dieser Definition ko¨nnen die
folgenden Fa¨lle auftreten, falls ein
”
Inexact Match“ zwischen H1 und H2 besteht:
1. Der Knoten v ∈ V1 kann gelo¨scht werden.
2. Ein Knoten v ∈ V1 kann ersetzt werden durch einen Knoten v′ ∈ V2.
3. Ein Knoten v′ ∈ V2 kann eingefu¨gt werden.
Weiter gilt: v ∈ V1 wird ersetzt durch m(v) ∈ V2 genau dann, wenn m(v) = $.
Dabei dru¨ckt m(v) = $ die Lo¨schung von v ∈ V1 und die gleichzeitige Einfu¨gung
eines Knotens v′ ∈ V2\{m(V1)} aus. c(m) sind nun die Kosten eines ”
Inexact
Match“, die durch die Summierung der Einzelkosten der eben erkla¨rten Operatio-
nen definiert sind. Falls jetzt m1, m2, . . . , mn alle theoretisch mo¨glichen ”
Inexact
Matches“ zwischen H1 und H2 sind, dann heißt m′ ein ”
Optimal Inexact Match“,
wobei die Eigenschaft c(m′) = min{c(mi)| 1 ≤ i ≤ n} erfu¨llt sein muss. Ein
”
Optimal Inexact Match“ ist also die Transformationsfolge, die H1 unter mini-
malen Kosten nach H2 transformiert. Unter Annahme einfacher mathematischer
Beziehungen bezu¨glich der Transformationskosten erhalten Bunke et al. [35] das
folgende wichtige Resultat:
Satz 4.2.1 Es seien d(H1,H2) die Kosten des ”
Optimal Inexact Match“ zwi-
schen H1 und H2. Dann ist d(H1,H2) eine Graphmetrik.
Viele weitere Arbeiten hatten das Ziel, Graphabsta¨nde bezu¨glich maximaler U¨ber-
einstimmung durch gro¨ßte gemeinsame isomorphe Untergraphen zu konstruieren.
So definiert Zelinka [254] erstmalig einen Graphabstand u¨ber der Menge aller
Isomorphieklassen von einer Klasse von Graphen. Unter einer Isomorphieklasse
versteht man hier die Menge derjenigen Graphen, die zu einem vorgegebenen Gra-
phen isomorph sind. Zelinka betrachtet dabei Graphen mit gleicher Knotenan-
zahl, die keine Knotenmarkierungen, keine Schlingen und keine Mehrfachkanten
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Abbildung 4.2: Zwei knotenmarkierte gerichtete Beispielgraphen.
besitzen. Der so genannte Zelinka-Abstand beruht darauf, dass zwei Graphen
umso a¨hnlicher sind, je ho¨her die Ordnung eines gemeinsamen isomorphen indu-
zierten Untergraphen ist. Die zentrale Aussage seiner Arbeit [254] ist, dass der
Zelinka-Abstand die Eigenschaften einer Graphmetrik besitzt.
Satz 4.2.2 Es seien H, H˜ unmarkierte Graphen ohne Schlingen und Mehrfach-
kanten. Weiter gelte |V | = |V˜ | = n. SUBm(H) bezeichnet die Menge der indu-
zierten Untergraphen der Ordnung m. H⋆ bezeichnet die Isomorphieklasse von
solchen Graphen, in der H liegt. Weiterhin sei
SUBm(H) := {H
⋆| H ∈ SUBm(H)}. (4.4)
SUBm(H) ist gerade die Menge der Isomorphieklassen, in denen die induzierten
Untergraphen der Ordnung m von H liegen. Dann ist
dZ(H, H˜) := n− SIM(H, H˜) (4.5)
eine Graphmetrik, wobei
SIM(H, H˜) := max{m|SUBm(H) ∩ SUBm(H˜) 6= {}}. (4.6)
Sobik [213, 214] verallgemeinerte die Graphmetrik auf knoten- und kantenmar-
kierte Graphen beliebiger Ordnung.
Satz 4.2.3 Es sei H := (V,E, fV , fE, AV , AE) ein endlicher markierter Graph.
Sind jetzt H, H˜ endliche, markierte Graphen beliebiger Ordnung, dann ist
dS(H, H˜) := max {|H|, |H˜|} − SIM(H, H˜)} (4.7)
eine Graphmetrik.
Als Beispielanwendung betrachte man die Abbildung (4.2). Die direkte Anwen-
dung von Satz (4.2.3) liefert dS(G1, G2) = 4− 3 = 1. Weiterhin fu¨hrte Sobik in
[213] Graphmetriken ein, indem er das Konzept von Zelinka, also die Basierung
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auf dem gro¨ßten gemeinsamen induzierten Untergraphen, ersetzte durch klein-
ste unterscheidender induzierter Untergraphen. Eine interessante Anwendung des
Zelinka-Abstandes lieferte Kaden [129]. Er transformierte Graphen in Kanten-
graphen10, wendete auf die transformierten Graphen den Zelinka-Abstand an
und untersuchte die Eigenschaften der transformierten Absta¨nde. Der Kanten-
graph eines ungerichteten Graphen G = (V,E) ist definiert als G¯ = (E, E¯),
E¯ := {e, eˆ|e, eˆ ∈ E und e, eˆ sind inzident inG}. Mit Hilfe der Graphen G¯m, die
nach iterierter (m-mal) Kantengraphbildung G¯m entstehen, erhielt Kaden den
Satz 4.2.4 Es sei Λn die Menge der zusammenha¨ngenden Graphen der Ordnung
n. Fu¨r 0 ≤ m < n ist
dmK(H, H˜) = dS(H
m, H˜m) = max {|Hm|, |H˜m|} − SIM(Hm, H˜m)}, (4.8)
eine Graphmetrik.
Eine weitere bekannte Arbeit aus dem Definitionsprinzip der maximalen U¨ber-
einstimmung stammt von Shapiro [208]. Dabei werden gerichtete Graphen H =
(V,E), die zugeho¨rige Adjazenzmatrix A und die Funktion
f(H) = {(f(v), f(vˆ))| (v, vˆ) ∈ E}
betrachtet, wobei f eine beliebige Permutation von V bezeichnet. Es seien nun
die Graphen H, H˜ gegeben, repra¨sentiert durch ihre Adjazenzmatrizen. Der Gra-
phabstand von Shapiro beruht darauf, dass die Zeilen und Spalten der Adja-
zenzmatriz des Graphen H solange permutiert werden, bis es zu einer maximalen
U¨bereinstimmung der Matrixelemente mit der Adjanzenzmatrix A˜ von H˜ kommt.
Mit dieser Konstruktion erha¨lt Shapiro den Graphabstand
d(H, H˜) = min
f
||f(H)− A˜||, (4.9)
der ebenfalls eine Graphmetrik ist.
Abschließend fu¨r dieses Kapitels wird noch eine bekannte Arbeit von Gernert
vorgestellt. Genauer gesagt fu¨hrte Gernert [92] eine Methode fu¨r die Bestim-
mung der A¨hnlichkeit zwischen Graphen, basierend auf Graphgrammatiken ein,
wobei Grundlagen u¨ber Graphgrammatiken z.B. in [70, 161] zu finden sind. Aus-
gehend von S := {G1, G2, . . . , Gn} und unter der Bedingung, dass die Graphen
Gi, 1 ≤ i ≤ n zusammenha¨ngend sind, setzte Gernert eine Graphgrammatik
α voraus, die eine Graphmenge S˜ := {G˜1, G˜2, . . . , G˜p}, S ⊆ S˜ erzeugt. Mit Hilfe
der Funktion
f(G˜i, G˜k) :=

0 : G˜i ist isomorph zu G˜k
1 : G˜i −→ G˜k in nur einem Ersetzungschritt
undefiniert : andernfalls
10 Im Englischen wird der Kantengraph auch als line graph [8] bezeichnet.
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definierteGernert so genannte
”
Pfadla¨ngen“ zwischen den Graphen G˜r und G˜s,
falls G˜s durch eine gewisse Anzahl von Zwischenschritten, fu¨r die f definiert ist,
ausgehend von G˜r erzeugt werden kann. Diese Pfadla¨nge sei nun als l bezeichnet.
Es existiert aber mindestens ein Graph G⋆ mit der Eigenschaft G⋆ −→ G˜r und
G⋆ −→ G˜s. Beispielsweise ko¨nnte G⋆ auch der Startgraph der Graphgrammatik
sein. Damit erha¨lt Gernert den
Satz 4.2.5
d(Gi, Gk) := min
{
l(G⋆, Gi) + l(G
⋆, Gk)
∣∣G⋆ ∈ S˜ ∧ G⋆ ⊆ Gi ∧ G⋆ ⊆ Gk}
ist eine Graphmetrik.
Der Satz (4.2.5) besitzt eine einfache und anschauliche Interpretation. Unter der
Annahme, man ha¨tte in Bezug auf Gi und Gk einen ”
optimal passenden Ur-
sprungsgraph“ G• ermittelt, setzt sich der Graphabstand aus den Transformati-
onsschritten von G• −→ Gi und G
• −→ Gk zusammen.
Abschließend sei erwa¨hnt, dass das Graphmatching auf der Basis von Graph-
grammatiken weiterfu¨hrend in [34, 71, 93] untersucht wurde. Detaillierte U¨ber-
sichtsartikel bezu¨glich Graphmatching sind in [35, 38, 39, 126] zu finden.
4.3 Graph Mining und weitere graphorientierte
A¨hnlichkeitsmaße
In Kapitel (2.2.2) wurden klassische Data Mining-Konzepte beschrieben, wobei
das Data Mining die Entdeckung von Mustern und Strukturen in großen Daten-
besta¨nden zum Hauptziel hat. Das graphbasierte Data Mining, welches auch als
Graph Mining [121, 253] bezeichnet wird, bescha¨ftigt sich mit der Wissensexplo-
ration in graphbasierten Daten. Ausgehend von einer Datenbank graphbasierter
Objekte ist die Suche [241] nach a¨hnlichen Graph- und Untergraphmustern in-
nerhalb des Datenbestandes eine typische Aufgabenstellung im Graph Mining.
Allgemeiner werden in [203] oft gestellte Problemstellungen des graphbasierten
Data Mining skizziert:
1. Die Entdeckung ausgezeichneter Knotenmengen, z.B. hinsichtlich der Kno-
tenzentralita¨t11.
2. Die Entdeckung ausgezeichneter Kantenmengen, z.B. spezieller Kantenzu¨ge,
die ku¨rzeste Wege darstellen.
11Siehe Kapitel (2.3.2).
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3. Die Suche und Entdeckung von Graphmustern [183, 241].
4. Strukturelle Vergleiche von Graphen.
Bezu¨glich Punkt (4) versteht man unter strukturellen Graphvergleichen insbe-
sondere die Bestimmung der strukturellen A¨hnlichkeit zwischen den Graphen.
In Kapitel (4.2) wurden im Wesentlichen klassische Methoden zur Bestimmung
der Grapha¨hnlichkeit vorgestellt, die auf Isomorphiebeziehungen beruhen. Die
Ansa¨tze, die bezogen auf Punkt (4) in diesem Kapitel (4.3) diskutiert werden,
stu¨tzen sich auf Methoden der theoretischen Informatik und des maschinellen Ler-
nens. Im ersten Fall sind damit Verfahren zur Bestimmung der Grapha¨hnlichkeit
angesprochen, die auf der Basis von sogenannten Sequenz-Alignments12 die struk-
turelle A¨hnlichkeit zwischen Graphen einer wichtigen Graphklasse – den Ba¨um-
en – beschreiben. Eine analoge Basis, die diesem Verfahren zu Grunde liegt, ist
bezu¨glich der Problemstellung gegeben, die Distanz zwischen beliebigen Wo¨rtern
u¨ber einem gewa¨hlten Alphabet zu bestimmen [99, 190, 191]. Es sei A ein endli-
ches, nichtleeres Alphabet gegeben und w1, w2 sind Wo¨rter aus A
⋆, der Menge der
endlichen Zeichenketten u¨ber A. Es gilt ein bekannter Zusammenhang [124]: Fu¨r
alle w1, w2 ∈ A⋆ ist der Wert der Editierdistanz 13 von w1 und w2 gleich dem Wert
eines optimalen14 Alignments von w1 und w2. Unter einem Sequenz-Alignment
versteht man hier die Zuordnung von Entsprechungen zwischen den Bausteinen
von Wortsequenzen u¨ber einem zu Grunde liegenden Alphabet. Die eben beschrie-
bene A¨quivalenz la¨sst sich jedoch nicht fu¨r Alignments von Ba¨umen formulieren
[124]. Aus einem Alignment von zwei Ba¨umen kann zwar die entsprechende Folge
der no¨tigen Editieroperationen15 konstruiert werden, die umgekehrte Reihenfolge
gilt aber nicht notwendigerweise.
Bekannte Verallgemeinerungen von Sequenz-Alignments beschreiben Tai [226]
und Selkow [205]. Zum Beispiel betrachtet Tai Alignments von geordneten und
ungerichteten Wurzelba¨umen. Bei einem geordneten Wurzelbaum ist die Reihen-
folge der Kinder v1, v2, . . . , vδ(v) eines Knotens v signifikant, wobei δ(v) den Grad
16
von v bezeichnet. Algorithmische Verbesserungen dieser Variante und problem-
bzw. anwendungsorientierte Weiterentwicklungen erfolgen in [112, 209, 255, 256],
die besonders fu¨r Problemstellungen innerhalb der Bioinformatik [145] genutzt
werden. So beschreiben Ho¨chstmann et al. [112] ein Verfahren, welches auf
strukturellen Baumvergleichen beruht, um lokal und global a¨hnliche Baummu-
ster in RNA-Sekunda¨rstrukturen [145] zu bestimmen. Dabei sind genetische In-
formationen von Organismen in den meisten Fa¨llen in der DNA gespeichert.
12Siehe auch Definition (5.4.1) in Kapitel (5.4).
13Siehe Kapitel (5.5), Gleichung (5.14).
14Das heißt unter minimalen Kosten bezu¨glich der Alignmentbewertung. Siehe auch Kapi-
tel (5.5).
15Siehe Kapitel (5.5).
16In Kapitel (5.2) wird der Grad fu¨r gerichtete und ungerichtete Graphen formal definiert.
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Abbildung 4.3: Zwei knotenmarkierte, geordnete und ungerichtete Wurzelba¨ume T1 und T2.
Das rechte Bild zeigt ein optimales Alignment von T1 und T2.
Um solche Informationen nutzbar zu machen, mu¨ssen sie in Proteine u¨bersetzt
werden. Als Zwischenstufe einer solchen U¨bersetzung kann die RNA betrachtet
werden. Neben einer beschreibenden RNA-Sequenz, der Prima¨rstruktur, existiert
in den meisten Fa¨llen die RNA-Sekunda¨rstruktur, die ausdru¨ckt, welche Basen
miteinander gepaart sind [145]. Dabei werden in [112] zuna¨chst die ringfo¨rmi-
gen RNA-Sekunda¨rstrukturen in geordnete und ungerichtete Wurzelba¨ume trans-
formiert. Um strukturelle Vergleiche von diesen Ba¨umen vorzunehmen, verwen-
den Ho¨chstmann et al. in [112] das entsprechende Verfahren von Jiang et al.
[124] und verallgemeinern es zur Bestimmung der strukturellen A¨hnlichkeit von
Wa¨ldern. Dabei versteht man in [112] unter einemWald eine Sequenz aus den be-
trachteten Ba¨umen. Um das urspru¨ngliche Verfahren von Jiang et al. detaillier-
ter zu beschreiben, wird zuna¨chst die Knoteneinfu¨gung und die Knotenlo¨schung
bezu¨glich eines geordneten und ungerichteten Wurzelbaums T = (VT , ET ) er-
kla¨rt. Die Einfu¨gung (insert) eines Knotens u ∈ VT am Knoten v ∈ VT bedeutet
[226]: Alle oder eine Teilmenge der Kinder von v werden Kinder von u und v wird
Vaterknoten von u. Die Lo¨schung (deletion) eines Knotens u ∈ VT ist gerade kom-
plementa¨r zur Einfu¨gung und bedarf daher keiner separaten Definition [226]. Es
seien nun T1 und T2 knotenmarkierte, geordnete und ungerichtete Wurzelba¨ume.
Ein Alignment von T1 und T2 erha¨lt man auf der Basis der folgenden Schritte
[124]:
1. Fu¨ge das Lu¨ckensymbol ’-’ solange in T1 und T2 ein, bis die dadurch entste-
henden Ba¨ume T˜1 und T˜2, abgesehen von den Knotenmarkierungen, dieselbe
Struktur besitzen.
2. Lege die Ba¨ume T˜1 und T˜2 bildlich u¨bereinander.
3. Den Wert des Alignments von T1 und T2 erha¨lt man dadurch, indem die
Kostenwerte aller Paare von Knotenmarkierungen aufsummiert werden.
4. Das optimale Alignment von T1 und T2 zeichnet sich durch minimale Kosten
unter allen theoretisch mo¨glichen Alignments aus.
Die Abbildung (4.3) [124] zeigt beispielhaft ein optimales Alignment zweier Ba¨u-
me T1 und T2. Auf der Basis dieses Verfahrens berechnen Ho¨chstmann et al.
80
[112] mit Hilfe der dynamischen Programmierung17 die globale A¨hnlichkeit von
Wa¨ldern W1 und W2, die durch die maximale Summe der Knotenmarkierun-
gen eines Alignments von W1 und W2 gegeben ist. Weiterhin geben sie Erweite-
rungen an, um auf Grundlage der Methode von Jiang et al. maximal a¨hnliche
Teilba¨ume in Ba¨umen oder Wa¨ldern zu bestimmen. Ein Problem wa¨hrend der
Berechnung eines Baum-Alignments ist, dass oft nicht unmittelbar klar ist, wie
z.B. U¨bereinstimmungen und Lu¨ckenpaarungen passend bewertet werden sollen.
Wang et al. [240] geben daraufhin parametrische Algorithmen zur Bestimmung
der strukturellen A¨hnlichkeit von geordneten Ba¨umen an. Genauer entwickeln sie
Alignment-Techniken fu¨r geordnete Ba¨ume, einmal ohne und im anderen Fall mit
Lu¨ckenstrafe. Ziel der Untersuchungen von Wang et al. ist es, Parameterinter-
valle zu finden, so dass in jedem solchen Intervall optimale Alignments existieren.
Eine weitere Methode zur Bestimmung der strukturellen A¨hnlichkeit von Ba¨um-
en auf der Grundlage eines abstrakten Maßes, sowie weitere Arbeiten in diesem
Problemkreis, sind bei Oommen et al. [170] zu finden. Als letzte Arbeit in diesem
Ideenkreis sei eine Arbeit von Mehler [154] erwa¨hnt. Mehler transformiert in
[154] Texte in sogenannte
”
Text Structure Strings“ [154], welche die Struktur der
Texte, z.B. Sektionen, Paragraphen und Satzebene, widerspiegeln. Dabei stel-
len diese Strukturen Wurzelba¨ume dar. Um nun die Strukturen zu vergleichen,
wendet Mehler die bekannte Levestein-Metrik18 auf die zu Grunde liegenden
”
Text Structure Strings“ an.
Ein Graph Mining-Ansatz auf der Grundlage des maschinellen Lernens stellen
Horva´th et al. [115] vor. Ziel dieser Arbeit ist es, auf der Grundlage der be-
kannten NCI-HVI-Datensammlung [115], mit Hilfe einer Support Vector Machine,
Moleku¨le in Form von ungerichteten Graphen anhand bekannter Trainingsbeispie-
le zu lernen. Es handelt sich dabei um ein u¨berwachtes Lernverfahren, welches
anhand von graphbasierten Trainingsbeispielen, fu¨r die eine auszeichnende Gra-
pheigenschaft bekannt ist, eine unbekannte Funktion mit minimalem Vorhersa-
gefehler lernt. Auf diese Weise ko¨nnen charakteristische Moleku¨lstrukturen im
Bereich der HIV-Forschung in einer großen Datenmenge identifiziert werden. Ein
entscheidener Kernpunkt dieses Verfahrens ist jedoch die Definition von geeigne-
ten und effizienten Kernel-Funktionen19 k : G ×G −→ IR [90], die die A¨hnlichkeit
zwischen den gelabelten graphbasierten Instanzen aus G detektieren. Dabei ba-
sieren bekannte Graph-Kernels, z.B. [27] auf dem Prinzip, die Ha¨ufigkeit der
in den Graphen vorkommenden Untergraphen zu bestimmen und anschließend
die auszeichnende Eigenschaft der Kernel-Funktion auf diese Untergraphmen-
gen anzuwenden. Horva´th et al. schlagen in [115] einen Graph-Kernel vor, der
auf Teilmengen von zyklischen und baumartigen Graphmustern basiert, wobei
auch Permutationen von Zyklen mit einbezogen wurden. Dabei werden alle Gra-
17Siehe Kapitel (5.5).
18Siehe Kapitel (5.5).
19Siehe Kapitel (3.3).
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phen der zu Grunde liegenden Datenmenge auf diese Teilmengen abgebildet, un-
abha¨ngig davon, wie ha¨ufig diese Muster auftreten. Der Grundmechanismus, der
dieser Kernel-Funktion zu Grunde liegt, basiert auf den folgenden allgemeineren
Teilschritten [115, 116]:
1. Zerlegung eines komplexen Graphobjektes in eine Menge von charakteristi-
schen Graphmustern.
2. Berechnung der Schnittmenge zweier Mengen von Graphmustern.
Gema¨ß dieser Schritte wurde die Kernel-Funktion kCP (Gi, Gj) (CP=Cylic Pat-
terns) zweier graphbasierter Repra¨sentationen Gi, Gj schließlich definiert als
kCP (Gi, Gj) := |C(Gi) ∩ C(Gj)|+ |τ(Gi) ∩ τ(Gj)|,
wobei C(G) bzw. τ(G) die Menge der zyklischen Muster bzw. der Baummuster
von G bezeichnet. In [115] wurde jedoch gezeigt, dass die Berechnung der Kernel-
Funktion kCP (Gi, Gj), die auf der Zerlegung der Graphobjekte in zyklische und
baumartige Untergraphen basiert, exponentielle Laufzeit erfordern kann. Um die-
sem negativen Aspekt entgegenzuwirken, betrachten Horva´th et al. [115] die
Menge der einfachen Zyklen, wobei der Weg
z = {v0, v1}, {v1, v2}, . . . , {vk−1, vk} mit v0 = vk, vi 6= vj , 1 ≤ i < j ≤ k
einen einfachen Zyklus darstellt. Darauf basierend wird in [115] eine Zahl effizi-
ent berechnet, die die Anzahl der einfachen Zyklen eines Graphen G nach oben
beschra¨nkt. Dieses Vorgehen stu¨tzt sich wiederum auf die Annahme, dass im Hin-
blick auf die zu Grunde liegende Datenmenge die Anzahl der einfachen Zyklen
durch eine feste Zahl beschra¨nkt ist. Somit lassen sich auf Basis der Menge der
einfachen Zyklen einerseits zyklische und andererseits Graphmuster in Form von
Ba¨umen extrahieren. Mit Hilfe der bereits erkla¨rten Durchschnittsbildung wer-
den damit effizient berechenbare Kernel-Funktionen definiert. Damit erreichen
Horva´th et al. schließlich bessere Ergebnisse der Performancemessung, als mit
herko¨mmlichen Kernel-Funktionen.
Eine effiziente Methode zur Klassifikation großer ungerichteter Graphen im Be-
reich des unu¨berwachten Lernens, die auf dem Grapha¨hnlichkeitsmodell aus Ka-
pitel (5) beruht, entwickelten Emmert-Streib et al. [73]. Dabei beruht diese
Methode auf dem Prinzip, welches auch in der geschilderten Arbeit vonHorva´th
et al. [115] angewendet wurde:
Die Dekomposition komplexer Graphobjekte in Teilmengen bekannter
Graphmuster, z.B. Ba¨ume, wobei die Strukturen dieser Teilmengen
nun leichter und effizienter zu verarbeiten sind als die Ursprungsgra-
phen.
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Auf der Grundlage einer eindeutigen Dekompositionsmethode fu¨r ungerichte Gra-
phen, zerlegen Emmert-Streib et al. diese Graphen in ihre zugeho¨rigen Men-
gen von hierarchisierten und gerichteten Graphen20. Die Frage der strukturellen
A¨hnlichkeit ungerichteter Graphen kann mit Hilfe einer bina¨ren Graphklassifika-
tionsmethode beantwortet werden: Zwei ungerichtete Graphen G1 und G2 sind
genau dann a¨hnlich, wenn die A¨hnlichkeitswertverteilungen der zugeho¨rigen Men-
gen hierarchisierter und gerichteter Graphen a¨hnlich sind. Damit kann nun fu¨r die
Graphklassifikation die wesentliche Frage beantwortet werden, ob G1 und G2 der-
selben Graphklasse angeho¨ren. Hinsichtlich bekannter Arbeiten, z.B. [169, 172]
zur Berechnung der strukturellen A¨hnlichkeit großer ungerichteter Graphen im
Hinblick auf die Klassifikation, ist der geschilderte Ansatz von Emmert-Streib
et al. neuartig, da ganzheitliche Graphvergleiche und keine Graphmuster, z.B.
Zusammenhangskomponenten oder einfache strukturelle Kennzahlen zur Klassi-
fikation herangezogen werden. Das Anwendungsgebiet dieses Klassifikationsver-
fahrens wird in Kapitel (7.2) motiviert und detaillierter dargestellt.
Da das Hauptziel dieser Arbeit in der Entwicklung von neuen a¨hnlichkeitsbasier-
tern Analysemethoden graphbasierter Dokumente besteht, werden nun bekann-
te Verfahren beschrieben, die sich speziell mit der Bestimmung der A¨hnlichkeit
web-basierter Dokumentstrukturen befassen. Beispielsweise stellt Buttler [41]
in seiner U¨bersichtsarbeit Ansa¨tze zur Bestimmung der strukturellen A¨hnlichkeit
web-basierter Dokumente vor, wobei es sich bei den betrachteten Dokumenten um
XML oder DOM-Strukturen [45] handelt. Die Ansa¨tze lassen sich in charakteristische
Gruppen einteilen:
1. A¨hnlichkeitsmaße, die auf dem Editiermodell von Ba¨umen basieren. Sie
wurden zu Anfang dieses Kapitels (4.3) besprochen, wobei ein typischer
Vertreter die bereits diskutierte Arbeit von Jiang et al. [124] ist.
2. A¨hnlichkeitsmaße, die auf der Ha¨ufigkeit von Tags beruhen.
3. A¨hnlichkeitsmaße, die auf der Fouriertransformation beruhen.
4. Bewertung der Dokumenta¨hnlichkeit auf der Grundlage der A¨hnlichkeit von
Pfaden.
Wie bereits in diesem Kapitel (4.3) erwa¨hnt, ist die Berechnung der Editierdis-
tanz21 d in Bezug auf die Bestimmung eines optimalen Alignments wesentlich.
Im Bereich der Sequenz-Alignments von Wo¨rtern u¨ber einem beliebigen Alpha-
bet besteht sogar die bekannte A¨quivalenz [99, 124] zwischen Editierdistanz und
20Zur formalen Definition hierarchisierter und gerichteter Graphen siehe Definition (5.3.1) in
Kapitel (5.3).
21Siehe Kapitel (5.5), Gleichung (5.14).
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Alignment. Auf Grundlage der Editierdistanz zweier Dokumentstrukturen Di und
Dj in Form von Ba¨umen, definiert Buttler das Maß
TEDS(Di, Dj) :=
d(Di, Dj)
max(|Vi|, |Vj|)
(Tree Edit Distance Similarity),
wobei Vi bzw. Vj die Knotenmengen der entsprechenden Baumrepra¨sentationen
Di bzw. Dj bezeichnen.
Die Bestimmung der strukturellen A¨hnlichkeit graphbasierter Dokumente auf der
Basis von Tags, auf die sich der Punkt (2) der obigen Aufza¨hlung bezieht, ist die
einfachste Form zur Berechnung der strukturellen Dokumenta¨hnlichkeit. Dieser
Ansatz ist naheliegend, da in XML und DOM-Strukturen das Strukturschema einer
Webseite im Wesentlichen durch die Menge der Tags bestimmt wird. Es seien
mit TGi und TGj die Tag-Mengen der Dokumentrepra¨sentationen Di und Dj
bezeichnet. Dann definiert Buttler die strukturelle A¨hnlichkeit von Di und Dj
in der grundlegendsten Form als
TS(Di, Dj) :=
|TGi ∩ TGj |
|TGi ∪ TGj |
(Tag Similarity).
Weiterhin beschreibt Buttler in [41] das Problem, dass unterschiedliche Web-
seiten, die eigentlich dasselbe Strukturschema ausdru¨cken, stark unterschiedliche
Tag-Anzahlen besitzen ko¨nnen. Aus diesem Grund sind gewichtete Tag-A¨hnlich-
keitsmaße sinnvoll, die ebenfalls in [41] definiert werden.
Bezogen auf den Punkt (3) der Aufza¨hlung stellt Buttler ein auf der Fourier-
transformation [82] basierendes Verfahren vor, welches urspru¨nglich von Flesca
et al. [84] stammt. Hier werden lediglich die Konstruktionsschritte dieses Verfah-
rens kurz erla¨utert:
• Entfernung aller u¨berflu¨ssiger Informationen innerhalb des Dokuments, so
dass eine Struktur verbleibt, die als Geru¨st der Dokumentstruktur inter-
pretiert werden kann. Dabei werden die jeweiligen Start- und End-Tags mit
positiven ganzen Zahlen markiert.
• Transformation dieser Struktur in eine Zahlensequenz und anschließende
Interpretation als Zeitreihe, wobei die Zeitreihe eine zeitlich geordnete Ab-
folge von Beobachtungen darstellt.
• Aus diesen Daten werden mit Hilfe der Fouriertransformation Signale her-
gestellt. Der Abstand zweier Dokumente reduziert sich auf die Berechnung
der Differenz zweier Signalsta¨rken, die durch Fouriertransformation erzeugt
wurden.
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Abbildung 4.4: Ein fiktiver DOM-Tree mit seinen syntaktischen Knotensequenzen: a/b, a/c/e/f,
a/c/e/f, a/c/e und a/d.
Bezu¨glich Punkt (4) erla¨utert Buttler in [41] das Prinzip, die Dokumenta¨hn-
lichkeit auf der Basis der A¨hnlichkeit von Pfaden der zu Grunde liegenden graph-
basierten Strukturen zu beschreiben. XML und HTML-Seiten, repra¨sentiert als DOM-
Strukturen, ko¨nnen na¨mlich leicht als Sequenzen von Pfaden dargestellt wer-
den, die jeweils von der Wurzel zu den Bla¨ttern im Baum fu¨hren. Ausfu¨hrlicher
wird dieses Prinzip von Joshi et al. [127] diskutiert, indem sie das Bag of Tree
Paths-Modell einfu¨hren. Basierend auf der baumartigen DOM-Struktur, beschrei-
ben Joshi et al. alle Pfade von der Wurzel bis zu den Bla¨ttern als syntaktische
Knotensequenzen. Da es sich um knotenmarkierte Ba¨ume handelt, wobei die Kno-
tenmarkierungen XML oder HTML-Tags darstellen, sind die Pfadsequenzen als die
entsprechenden Knotensequenzen zu interpretieren.
Die Abbildung (4.4) zeigt einen beispielhaften DOM-Tree mit seinen Knotense-
quenzen, die Pfade repra¨sentieren. Es sei D := {d1, d2, . . . , dn} eine Menge beste-
hend aus n web-basierten Dokumenten, die durch ihre DOM-Trees dargestellt sind.
A¨hnlich wie bei Textklassifikationsproblemen fu¨hren Joshi et al. eine Feature-
Selektion bezu¨glich D durch, um alle Pfade, die nur in sehr wenigen Dokumenten
vorkommen, zu entfernen. Weiterhin sei nun P := {p1, p2, . . . , pρ} die verblei-
bende Gesamtmenge der Pfade, fj(pi) bezeichnet die Vorkommensha¨ufigkeit von
Pfad pi in Dokument dj und es gelte fmax := maxi,j fj(pi). Auf Grundlage dieser
Voraussetzungen definieren Joshi et al. die strukturelle A¨hnlichkeit zwischen den
Dokumenten dj und dl als
SIM(di, dl) :=
∑ρ
k=1min(djk, dlk)∑ρ
k=1max(djk, dlk)
,
wobei djk :=
fj(pk)
fmax
. Dabei werden in diesem Modell die Knotenbeziehungen der
Art Vaterknoten/Kindknoten beru¨cksichtigt, nicht jedoch die Beziehungen der
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Kindknoten untereinander. Auf dieser Vorgehensweise basierend, definieren Jos-
hi et al. das weitergehende Bag of XPaths-Modell, welches zusa¨tzlich Beziehungen
der Kindknoten ausdru¨cken kann.
Abschließend fu¨r dieses Kapitel wird die U¨berblicksarbeit von Cruz at al. [57]
angegeben. Neben den bereits schon erwa¨hnten Methoden wie z.B. der Bestim-
mung der strukturellen A¨hnlichkeit auf der Basis der Tag-Ha¨ufigkeiten und der
Editierdistanz22 von Ba¨umen, sei an dieser Stelle noch ein Verfahren aus [57] an-
gesprochen, welches auf der freien Definition von Formeln basiert. Ausgehend von
gegebenen Dokumentstrukturen wird zuna¨chst eine geeignete Datenrepra¨sentati-
on gesucht. Auf Grundlage von Funktionen, die Eigenschaften der transformierten
Dokumentstrukturen beschreiben, ko¨nnen nun darauf basierend A¨hnlichkeitsma-
ße in Gestalt von Formeln definiert werden. Je nach ausgewa¨hlter Datenrepra¨sen-
tation ko¨nnen damit bestimmte Eigenschaften und Auspra¨gungen der Dokumente
mit gezielter Definition von Formeln betont werden.
4.4 Zusammenfassende Bewertung
In den Kapiteln (4.2), (4.3) wurden im Hinblick auf das neue Grapha¨hnlichkeits-
modell bekannte Methoden zur Bestimmung der A¨hnlichkeit von Graphen und
web-basierten Dokumentstrukturen vorgestellt, um die neuen Entwicklungen aus
Kapitel (5) besser einordnen zu ko¨nnen. Abbildung (4.5) fasst die wesentlichen
Ergebnisse bewertend zusammen.
Da nun in Kapitel (5) die Entwicklung eines Grapha¨hnlichkeitsmodells fu¨r das
web-basierte Graphmatching fokussiert wird, werden zuna¨chst zwei Bedingungen
angegeben, die von einem sinnvollen Graphmatching-Verfahren erfu¨llt werden
mu¨ssen:
1. Die Verarbeitung von Massendaten.
2. Die Verarbeitung von Graphen hoher Ordnung.23
Bezu¨glich dieser Bedingungen ist das z.B. in Kapitel (4.2) vorgestellte exakte
Graphmatching nicht fu¨r das web-basierte Graphmatching geeignet, weil einer-
seits die betrachteten Graphen oft unterschiedliche Ordnungen besitzen. Ande-
rerseits ist die Berechnung der Untergraphisomorphie nicht handhabbar, da die
Algorithmen im schlechtesten Fall exponentielle Laufzeit besitzen und daher iso-
morphe Untergraphen ho¨herer Ordnung nur in einem unrealistischen Zeitaufwand
22Siehe Kapitel (5.5), Gleichung (5.14).
23Denkbar wa¨re hier die Forderung 1 ≤ |V | ≤ 10000.
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Themenbereich Literaturangaben Positiv/Negativ
Graphabsta¨nde -
Definitionsprinzip:
Maximale
U¨bereinstimmung
(Graphisomorphie)
[129, 213, 214, 254]
Gute theoretische
Fundierung/Un-
genu¨gendes
Komplexita¨tsverhalten
Graphabsta¨nde -
Definitionsprinzip:
Maximale
U¨bereinstimmung
(Graphtransformatio-
nen)
[35, 36]
Gute theoretische
Fundierung/Un-
genu¨gendes
Komplexita¨tsverhalten
Graphmatching
basierend auf
Graphgrammatiken
[34, 71, 92, 93]
Gute theoretische
Fundierung/Schwie-
rige Konstruktion der
Graphgrammatik
A¨hnlichkeitsmaße fu¨r
Ba¨ume
[112, 124, 226, 170,
240]
Effizient/Lediglich auf
Ba¨umen definiert;
Teilweise trivale
Alignment-Technik
Graphmatching
basierend auf
Kernelmethoden
[27, 90, 115, 116]
Fu¨r spezielle
Graphklassen
effizient/Schwierige
Konstruktion des
Graphkernels
Strukturelle
A¨hnlichkeit
web-basierter
Dokumente
[41, 57, 84, 127]
Effizient/Lediglich auf
DOM-Strukturen
definiert; Mangelnde
Strukturerfassung
Abbildung 4.5: Zusammenfassung der Ergebnisse aus den Kapiteln (4.2), (4.3).
zu berechnen sind. Aus dem gleichen Grund sind die Graphmetriken, die auf den
gro¨ßten, gemeinsamen und isomorphen Untergraphen beruhen, im Hinblick auf
das web-basierte Graphmatching nicht nutzbar. Da die Anzahl der Isomorphie-
klassen fu¨r Graphen ho¨herer Ordnungen unu¨berschaubar ist, wa¨re ein extrem
hoher kombinatorischer Aufwand erforderlich, um solche Maße in Anwendungen
einzusetzen, in denen die sofortige Berechnung der Grapha¨hnlichkeit gefordert
ist. Um eine bessere Vorstellung u¨ber die Ma¨chtigkeit der Isomorphieklassen zu
bekommen, ist in Abbildung (4.6) [107] ein Ausschnitt der Gro¨ßenordnungen am
Beispiel ungerichteter Graphen dargestellt. Auf Grund des ungenu¨genden Kom-
plexita¨tsverhaltens ist diese Klasse von Verfahren zur Messung der strukturellen
A¨hnlichkeit fu¨r das web-basierte Graphmatching nicht einsetzbar.
Graphabsta¨nde, basierend auf Graphgrammatiken, sind ebenfalls hauptsa¨chlich
nur von theoretischem Interesse, da in der Praxis die zu Grunde liegende Graph-
grammatik schwer zu bestimmen ist. Die meisten der in Kapitel (4.2) dargestell-
ten Arbeiten wurden jedoch theoretisch intensiv untersucht und sind deshalb gut
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|V | Anzahl der paarweise nichtisomorphen Graphen
1 1
2 2
3 4
4 11
5 34
6 156
7 1 044
8 12 346
9 271 346
10 12 005 108
11 1 018 997 864
12 165 091 172 592
Abbildung 4.6: Menge der Isomorphieklassen fu¨r ungerichtete Graphen.
voneinander abgrenzbar.
In Kapitel (4.3) wurden zuerst Verfahren zur Bestimmung der strukturellen A¨hn-
lichkeit auf der Basis von Alignments vorgestellt, deren Anwendung allerdings auf
Ba¨ume beschra¨nkt ist. Im Hinblick auf das web-basierte Graphmatching ist die
Verarbeitung hierarchisierter und gerichteter Graphen von zentraler Bedeutung.
Daher sind die diskutierten Alignment-Verfahren nicht anwendbar, da hierarchi-
sierte und gerichtete Graphen eine wesentlich komplexere Kantenstruktur als rei-
ne Wurzelba¨ume besitzen. Im Gegensatz zu herko¨mmlichen Sequenz-Alignments
von Wo¨rtern beschreibt die Arbeit von Ho¨chstmann et al. [112], die sich auf
das Alignment-Verfahren von Jiang et al. [124] stu¨tzt, den Trivialfall eines Ali-
gnments. Das Alignment zwischen den Wurzelba¨umen T1 und T2 besteht lediglich
aus der Herstellung der maximalen strukturellen U¨bereinstimmung, abgesehen
von Knotenmarkierungen.
Horva´th et al. stellen in [115] ein u¨berwachtes Lernverfahren auf der Basis eines
SVM-Klassifikators vor. Daher ist die Erzeugung von Trainingsbeispielen erfor-
derlich, die mit den Klassen-Labels (+1) und (-1) gekennzeichnet sind. Kernel-
Funktionen, die einerseits auf der Dekomposition der betrachteten Graphen in
strukturell charakteristische Teilmengen und andererseits auf der Schnittmengen-
bildung dieser Teilmengen beruhen, sind im Allgemeinen schwierig zu verwenden.
Die Vorschrift zur effizienten Berechnung solcher Kernelfunktionen liegt bezu¨glich
realer Graphmengen nicht unmittelbar auf der Hand.
Die Methoden aus Kapitel (4.3), die sich insbesondere mit der Bestimmung der
strukturellen A¨hnlichkeit web-basierter Dokumente befassen, sind ebenfalls nicht
auf hierarchisierte und gerichtete Graphen anwendbar. Neben den vorgestellten
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Verfahren von Buttler [41], die auf der Editierdistanz von Ba¨umen beruhen,
wurden in [41] auch Tag-basierte Verfahren vorgestellt. Die Vertauschung von
Tags, die Strukturvera¨nderungen in der DOM-Struktur zur Folge haben, spiegelt
sich nicht in der Berechnung des A¨hnlichkeitswertes wieder. Damit ist diese Klas-
se von Maßen zur A¨hnlichkeitsmessung komplexer Dokumentstrukturen unzurei-
chend.
Der Ansatz von Joshi et al. [127], der die Dokumenta¨hnlichkeit auf der Basis der
A¨hnlichkeit von Pfaden beschreibt, ist wieder nur auf Wurzelba¨umen definiert.
Dieses Verfahren nimmt zwar Bezug auf die Baumstruktur der Webseite, die
Betonung unterschiedlicher struktureller Aspekte wa¨hrend der A¨hnlichkeitsmes-
sung, z.B. die sta¨rkere Beru¨cksichtigung von Eingangs- und Ausgangsgraden24,
ist jedoch nicht mo¨glich. Auf Grund der Tatsache, dass das Verfahren nur auf
der Wurzelbaumstruktur operiert, kann lediglich die A¨hnlichkeit web-basierter
Dokumente in Form von DOM-Strukturen gemessen werden.
24Siehe Kapitel (5.2), Definition (5.2.1).
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Kapitel 5
Graphbasierte Analyse und
Retrieval: Neuer Ansatz
Die Bestimmung der strukturellen A¨hnlichkeit von Graphen stellt ein heraus-
forderndes Problem dar. Besonders bei a¨hnlichkeitsbasierten Graphanalysen auf
großen Datenbesta¨nden, wobei die Graphen von ho¨herer Ordnung sind, ist die
Konstruktion von effizienten und aussagekra¨ftigen A¨hnlichkeitsmaßen schwer. Im
vorliegenden Kapitel (5) wird nun die Motivation und mathematische Modellie-
rung einer neuen Methode zur effizienten Bestimmung der strukturellen A¨hnlich-
keit hierarchisierter und gerichteter Graphen angegeben. Sie ist auf Grund ihrer
Konzeption fu¨r das web-basierte Graphmatching hinsichtlich Massendaten geeig-
net. Zum einen besteht das Hauptziel dieses neuen Ansatzes in der Umgehung
von graphentheoretischen Modellen, die auf Isomorphie- oder Untergraphisomor-
phiebeziehungen aufbauen. Zum anderen wird die Entwicklung eines unu¨berwach-
ten und parametrischen Verfahrens angestrebt, welches die strukturelle A¨hnlich-
keit auf der Basis ganzheitlicher Graphvergleiche bestimmt. Kapitel (5.1) stellt
zuna¨chst die grundlegende Motivation aus anwendungsorientierter und mathema-
tischer Sicht dar. Ausgehend von weiterfu¨hrenden graphentheoretischen Begriffen
und Konstruktionen, die in den Kapiteln (5.2), (5.3) definiert werden, diskutiert
Kapitel (5.4) den zentralen Lo¨sungsansatz. Da das neue Verfahren auf einem Al-
gorithmus basiert, welcher auf dynamischer Programmierung beruht, werden die
erforderlichen Hilfsmittel in Kapitel (5.5) eingefu¨hrt. Mit der eigentlichen Kon-
struktion der Grapha¨hnlichkeitsmaße in Kapitel (5.6) und einem experimentellen
Teil in Kapitel (5.8) schließt das Kapitel (5) ab.
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5.1 Motivation
In Kapitel (4.3) wurden bekannte Arbeiten vorgestellt, die auf der Basis von Heu-
ristiken und im Hinblick auf spezielle Graphklassen, z.B. Ba¨ume, Methoden zur
Bestimmung der Grapha¨hnlichkeit untersuchen [112, 124, 226, 170, 240]. Allge-
meiner wurden in Kapitel (4.2) Verfahren zur Bestimmung der Grapha¨hnlichkeit
besprochen. Die kritische Diskussion in Kapitel (4.4) zeigte jedoch deutlich, dass
diese Verfahren, vor allem wegen der zu Grunde liegenden Isomorphiebeziehun-
gen, fu¨r praktische Anwendungen im Web Structure Mining nicht einsetzbar sind.
Im Hinblick auf das web-basierte Graphmatching muss nun ein Verfahren ge-
funden werden, das im Hinblick auf Massendaten effizient und mit mo¨glichst
geringem Strukturverlust arbeitet. Um als Motivation die generelle Konstrukti-
onsidee fu¨r ein solches Verfahren allgemeiner zu erla¨utern, wird im Folgenden
eine Objektmenge O vorausgesetzt. Angenommen, es bestu¨nde nun die Aufgabe,
die A¨hnlichkeit zwischen allen Objekten Oi ∈ O, 1 ≤ i ≤ |O| auf Grundlage einer
Methode MO zu bestimmen. Dann besteht eine wesentliche Konstruktionsidee
aus den folgenden Schritten:
1. Transformation der Objekte Oi mittels einer Abbildung T : O −→ N in
einen niedrigdimensionaleren Objektraum N . Dabei besitzt jedes Objekt
Oi ∈ O eine auf der Transformation T beruhende Entsprechung Ni ∈ N .
2. Die Anwendung von neu definierten oder bekannten Methoden MN zur
Bestimmung der A¨hnlichkeit der transformierten Objekte Ni. Dies geschieht
in der Hoffnung, die A¨hnlichkeit zwischen allen Objekten Ni mit minimalem
Strukturverlust nun wesentlich effizienter zu bestimmen.
Fu¨r die spezielle Problemstellung mit einer konkret vorgegebenen Objektmenge
O ist dabei das Auffinden einer strukturerhaltenden Abbildung T das Hauptpro-
blem. Auf Basis dieser Konstruktionsschritte erfolgt in Kapitel (5.4) der erste
Definitionsschritt des neuen Ansatzes. Dieser geschieht konkret durch Transfor-
mation der graphbasierten Objekte in eindimensionale Strukturen.
Da in dieser Arbeit Problemstellungen des Web Structure Mining, insbesondere
das web-basierte Graphmatching und dessen weiterfu¨hrende Anwendungen im
Vordergrund stehen, muss ein solches Verfahren auch praktische Anforderungen
erfu¨llen. Im Mittelpunkt des Verfahrens steht dann ein aussagekra¨ftiges A¨hnlich-
keitsmaß, mit dem die strukturelle A¨hnlichkeit graphbasierter Hypertextrepra¨sen-
tationen numerisch bestimmt wird. Im Hinblick auf die geplante Anwendung sind
die folgenden Bedingungen von Bedeutung:
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H1 H2 Hn
Problemspezifisches
Ähnlichkeitskriterium,z.B.
d(H ,H ) g 1e i  
He
d
Testkorpus T
Eingabegraph He
Abbildung 5.1: Das web-basierte Graphmatching.
• Das A¨hnlichkeitsmaß muss in seiner algorithmischen Umsetzung mo¨glichst
effizient sein, da Massendaten und Graphen ho¨herer Ordnung verarbeitet
werden.
• Das A¨hnlichkeitsmaß sollte einfach mathematisch formalisierbar sein.
• Das A¨hnlichkeitsmaß sollte soviel
”
Graphstruktur“ wie mo¨glich erfassen.
Eine Gewichtung und Bewertung spezifischer struktureller Eigenschaften
auf der Basis von Parametern ist wu¨nschenswert.
• Die experimentellen Ergebnisse der A¨hnlichkeitsmessung sollten in Form
von Matrizen der Gestalt (sij)ij, 1 ≤ i ≤ n, 1 ≤ j ≤ n, sij ∈ [0, 1] weiter
zu verarbeiten sein. Daher sind die Eigenschaften eines A¨hnlichkeitsmaßes
wie z.B. sij = sji und sij ≤ sjj = 1 gefordert.
Bereits im Web Structure Mining verspricht ein solches Verfahren ein hohes An-
wendungspotenzial, z.B.:
• Die Bestimmung der strukturellen A¨hnlichkeit von web-basierten Doku-
mentstrukturen wie z.B. Website-Strukturen1 oder DOM-Trees [45]: Dieser
Aufgabe liegt aber das web-basierte Graphmatching zu Grunde, welches in
Abbildung (5.1) schematisch dargestellt wird. Ausgehend von einem Test-
korpus T = {H1, H2, . . .Hn} und einem unbekannten Eingabegraph He
soll nun ein System, in dem ein A¨hnlichkeitsmaß d zwischen zwei Graphen
1Damit ist die gesamte Website in Form eines hierarchisierten und gerichteten Graphen
gemeint. Siehe Definition (5.3.1) in Kapitel (5.3).
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berechnet wird, diejenigen Graphen Hi bestimmen, fu¨r deren A¨hnlichkeits-
werte mit He die Bedingung d(He, Hi) ≤ g oder d(He, Hi) ≥ g¯, 0 < g, g¯ ≤ 1
erfu¨llt ist.
• Suche und struktureller Vergleich von Graphmustern in web-basierten Hy-
pertextstrukturen: Damit sind auch Interpretationsfragen der Navigations-
muster angesprochen. Einerseits werden in dieser Arbeit mit Hilfe des Ver-
fahrens auf Basis berechneter A¨hnlichkeitsmatrizen, die in Kapitel (2.4)
dargestellten Clusteringverfahren zur Aufdeckung von strukturell signifi-
kanten Typklassen eingesetzt. Diese Schritte stellen bereits eine deutliche
Erweiterung des bekannten Index-Konzepts dar. Andererseits ist in diesem
Zusammenhang auch die Aufdeckung und Erforschung graphbasierter Be-
nutzergruppen im Web Usage Mining mo¨glich.
• Besseres Versta¨ndnis der graphentheoretischen Struktur von bestehenden
Hypertexten: Angenommen, es sei ein Testkorpus T von graphbasierten
Hypertexten gegeben. Dann ist auf der Grundlage des Maßes d die Be-
stimmung der Verteilungen der A¨hnlichkeitswerte sinnvoll. Damit ko¨nnen
wichtige Strukturfragen hinsichtlich der Klassifikation beantwortet werden,
z.B.:
Wieviel Prozent der web-basierten Hypertexte in T besitzen einen
A¨hnlichkeitswert kleiner gleich θ ∈ [0, 1]?
• U¨ber die Anwendung des Web Structure Mining hinaus kann das dem Ver-
fahren zu Grunde liegende Grapha¨hnlichkeitsmaß auf Grund seiner Konzep-
tion leicht auf neue Graphprobleme in anderen Wissenschaftsbereichen, z.B.
bei der Unterscheidung von Tumorstadien [73], angewendet werden. Da-
bei ist das Grapha¨hnlichkeitsmaß auf bauma¨hnlichen Graphen definiert: Es
handelt sich um hierarchisierte und gerichtete Graphen, die Knotenmarkie-
rungen besitzen ko¨nnen. Da die Instanzen dieser Graphklasse sehr ha¨ufig in
Verbindung graphbasierter Problemstellungen vorkommen, scheint die Ge-
wichtungsmo¨glichkeit struktureller Aspekte besonders sinnvoll. So ko¨nnen
strukturelle Aspekte, die fu¨r jede Problemstellung spezifisch sind, optimiert
angepasst werden.
Nachdem das Verfahren zur Bestimmung der strukturellen A¨hnlichkeit von graph-
basierten Dokumentstrukturen aus der Sicht von praktischen Bedingungen und
Anwendungen motiviert wurde, wird nun im Folgenden die mathematische Mo-
dellierung thematisiert. Um breite Anwendungsfelder zu schaffen, deren graphen-
theoretische Problemstellungen auf hierarchisierten und gerichteten Graphen be-
ruhen, sollte zu Anfang der Modellierungsphase eine wesentliche Grundeigen-
schaft beru¨cksichtigt werden. Diese basiert auf einer Folge von zuna¨chst noch
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Abbildung 5.2: Wichtige Grundeigenschaft des zuku¨nftigen Grapha¨hnlichkeitsmaßes: Die Bil-
dung der f(Ei, E¯i) geschieht ebenenweise.
abstrakten Konstruktionsschritten, die durch die Abbildung (5.2) ausgedru¨ckt
werden:
• Jeder hierarchisierte und gerichtete Graph wird in Ebenen unterteilt, siehe
Abbildung (5.2).
• Auf jeder Ebene i werden fu¨r H bzw. H¯ spezifische Eigenschaften2 Ei bzw.
E¯i abgeleitet und mittels einer Funktion f ein A¨hnlichkeitswert f(Ei, E¯i) ∈
[0, 1] bestimmt. f(Ei, E¯i) bezeichnet dabei den A¨hnlichkeitswert auf der i-
ten Ebene, basierend auf Ei, E¯i. Ein auszeichnendes Merkmal ist nun: Die
Gesamtheit der Werte f(Ei, E¯i) bildet nicht per se das Maß d, sondern auf
der Grundlage der f(Ei, E¯i) kann jederzeit ein neues d definiert werden.
• Somit ist die Mo¨glichkeit gegeben, fu¨r jedes spezielle Grapha¨hnlichkeitspro-
blem gewisse strukturelle Eigenschaften anders zu beru¨cksichtigen.
Der wesentliche Vorteil einer solchen Konstruktion ist, dass das eigentliche A¨hn-
lichkeitsmaß d nach speziellen, strukturellen Gesichtspunkten aus den Werten
f(Ei, E¯i) konstruiert werden kann. Somit ist grundsa¨tzlich die Mo¨glichkeit gege-
ben, je nach Problemstellung, das A¨hnlichkeitsmaß d so zu konstruieren, dass es
gewisse Grapheigenschaften
”
schwa¨cher“ oder
”
sta¨rker“ beru¨cksichtigt.
Auf der Suche nach geeigneten strukturellen Auspra¨gungen der betrachteten Gra-
phen stellt sich die wichtige und grundlegende Frage:
Welche Kennzahlen solcher Graphen sind effizient zu berechnen und
erlauben die Definition von A¨hnlichkeitsmaßen mit mo¨glichst wenig
Strukturverlust?
2Diese werden speziell in Kapitel (5.4) definiert.
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Betrachtet man zuna¨chst einfache Kennzahlen von Graphen, die etwas u¨ber die
Graphstruktur aussagen, so sind dies beispielsweise:
• Durchmesser eines Graphen: Es sei H = (V,E), E ⊆ V × V ein gerich-
teter Graph und dist(v, v˜), v, v˜ ∈ V bezeichnet die La¨nge des minimalen
Weges3 zwischen den Knoten vi und vj. Falls nun die Zahl d(V1, V2) :=
max{dist(v, v˜)| v ∈ V1, v˜ ∈ V2} die Distanz der beliebigen Knotenmengen
V1 und V2 definiert, bezeichnet diam(H) := d(V, V ) den Durchmesser von
H .
• n-Spha¨re [103] um den Knoten v ∈ V bezogen auf einen Graph H : Sie ist
definiert als die Menge Dn(v,H) := {v˜ ∈ V |dist(v, v˜) = n, n ≥ 1}. Das
heißt, sie umfasst gerade solche Knoten, die mit v ∈ V einen minimalen
Weg der La¨nge n gemeinsam haben.
• Die Ho¨he eines hierarchisierten Graphen: Sie ist definiert als die La¨nge des
maximalen Weges von der Wurzel zu einem Blatt .
• Die Ordnungen der Graphen und spezifische Kantenschnittmengen4.
Man sieht sofort, dass sich diese Gro¨ßen fu¨r ganzheitliche Vergleiche solcher Struk-
turen nicht eignen: Denkbar wa¨re zwar die Bildung von Gruppen Gi, die beispiels-
weise Graphen mit einem bestimmten Durchmesser diam(H) oder einer Ho¨he h
enthalten, um so Graphen mit a¨hnlichen strukturellen Eigenschaften zu gewin-
nen. Um aber Graphen ganzheitlich zu vergleichen, erfassen die obigen Gro¨ßen zu
wenig der gemeinsamen Graphstruktur. Im Hinblick auf das zu entwickelnde A¨hn-
lichkeitsmaß, welches nach der Grundidee der Abbildung (5.2) konstruiert wird,
sind nun geeignete strukturelle Kenngro¨ßen gesucht. Dazu werden in Kapitel (5.2)
die Gradsequenzen5 von Graphen sowie deren Eigenschaften und Fragestellungen
in diesem Problemkreis detailliert betrachtet.
5.2 Gradsequenzen von Graphen
Das Konzept sogenannter Gradsequenzen kommt in vielen graphentheoretischen
Problemstellungen vor. Sie finden beispielsweise Anwendung bei Chen [49] zur
Aufza¨hlung von chemischen Isomeren [51]. Da in diesem Kapitel hauptsa¨chlich
3Falls dieser existiert, ansonsten gilt dist(v, v˜) =∞.
4Ein derartiges A¨hnlichkeitsmaß, welches auf der Kantenschnittmenge zweier Graphen defi-
niert ist, wurde z.B. vonWinne et al. [247] angegeben. Die Kritikpunkte dieses Maßes wurden
bereits in Kapitel (2.3.3), (2.3.4) diskutiert.
5Weil hier gerichtete Graphen betrachtet werden, sind damit Sequenzen der Ausgangs- und
der Eingangsgrade der Knoten des Graphen gemeint. Siehe Definition (5.2.2) in Kapitel (5.2).
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HAbbildung 5.3: Ein gerichteter Graph mit der Ordnung |V | = 4.
gerichtete Graphen betrachtet werden, sind im Folgenden die meisten Definitio-
nen fu¨r gerichtete Graphen formuliert. Um den Begriff der Gradsequenzen formal
zu erfassen, beno¨tigt man einige Definitionen wie folgt.
Definition 5.2.1 Es sei H = (V,E), E ⊆ V ×V, |V | <∞ ein gerichteter Graph.
N+(v) := {v˜ ∈ V \{v}|(v, v˜) ∈ E} ist die Menge der out-Nachbarn von v,
N−(v) := {u˜ ∈ V \{v}|(u˜, v) ∈ E} ist die Menge der in-Nachbarn von v,
δout(v) := |N
+(v)|,
δin(v) := |N
−(v)|.
Definition 5.2.2 Es sei H = (V,E), E ⊆ V ×V, |V | <∞ ein gerichteter Graph.
soutj (H) ∈ IN, 0 ≤ j ≤ kout := maxv∈V {δout(v)} bzw. s
in
i (H) ∈ IN, 0 ≤ i ≤ kin :=
maxv∈V {δin(v)} bezeichnet die Anzahl der Knoten von H mit Ausgangsgrad j
bzw. mit Eingangsgrad i.
sout(H) := (sout0 (H), s
out
1 (H), . . . , s
out
kout
(H))
bzw.
sin(H) := (sin0 (H), s
in
1 (H), . . . , s
in
kin
(H))
bezeichnet die Ausgangsgrad- bzw. Eingangsgradsequenz von H.
Um die Definition (5.2.2) beispielhaft anzuwenden, sei die Abbildung (5.3) be-
trachtet. Es gilt hier sout(H) = (0, 0, 4) = sin(H) = (0, 0, 4).
Eine grundlegende und sofort ersichtliche Aussage [186, 187] bezu¨glich der Grad-
sequenzen ist
Proposition 5.2.3 Es sei H = (V,E), E ⊆ V × V, |V | = n ein endlicher,
gerichteter Graph. Dann gilt
n∑
i=1
δout(vi) =
n∑
i=1
δin(vi).
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Abbildung 5.4: Ein 3-regula¨rer Graph.
Die Aussage von Proposition (5.2.3) gilt, da jeder Knoten vi ∈ V , der eine aus-
gehende Kante besitzt, in vj ∈ V einen Eingangsgrad induziert. Da bei un-
gerichteten Graphen die Gleichung δout(vi) = δin(vi), vi ∈ V besteht, spricht
man hier nur vom Grad δ(vi) eines Knotens vi. Eine Klasse von ungerichte-
ten Graphen, die durch die Knotengrade charakterisiert werden, sind z.B. die
regula¨ren Graphen. Ein ungerichteter Graph heißt deshalb k-regula¨r , falls alle
Knoten vi ∈ V, 1 ≤ i ≤ n den Grad k besitzen. Die Abbildung (5.4) zeigt einen
3-regula¨ren Graph, wobei dieser in der Graphentheorie auch oft als kubischer
Graph bezeichnet wird.
Die Untersuchung der Gradsequenzen von Graphen tritt oft bei strukturellen
Fragestellungen auf, aber auch im Hinblick auf die Realisierbarkeit einer Se-
quenz natu¨rlicher Zahlen. Fu¨r den gerichteten Fall heißt das genauer formuliert:
Es seien die Sequenzen natu¨rlicher Zahlen s(1) := (s0, s1, · · · , sp) und s(2) :=
(sˆ0, sˆ1, · · · , sˆpˆ) gegeben.
Unter welchen Bedingungen stellen s(1) und s(2) Ausgangsgrad- und
Eingangsgradsequenzen eines Graphen G dar?
Diese Fragestellung wurde beispielsweise fu¨r gerichtete und ungerichtete Graphen
in [101, 102, 185] untersucht. Fu¨r gerichtete Graphen
G = (V,E), E ⊆ V × V, |V | = n, (5.1)
untersucht Hakimi in [102] die Frage der Realisierbarkeit, indem er jedem Knoten
vi ∈ V das Paar (δout(vi), δin(vi)) zuordnet. Das bedeutet, dass jeder Knoten
durch die Anzahl der ein- und ausgehenden Kanten identifiziert wird. Es sei nun
eine Sequenz von 2-Tupeln der Form S = (δout(vi), δin(vi)), 1 ≤ i ≤ n nach der
wachsenden Komponentensumme geordnet. Dann ist ein Hauptergebnis dieser
Arbeit, dass die Sequenz S durch einen schlingenfreien Graph (5.1) realisierbar
ist, genau dann, wenn die Gleichung
n∑
i=1
δout(vi) =
n∑
i=1
δin(vi), (5.2)
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und die Ungleichung
n−1∑
i=1
δout(vi) + δin(vi) ≥ δout(vn) + δin(vn) (5.3)
gilt. Weitergehend weist Hakimi in [102] nach, dass ein zusammenha¨ngender
gerichteter Graph realisierbar ist, falls die Gleichung (5.2), die Ungleichung (5.3)
und zusa¨tzlich die Ungleichung
n∑
i=1
δout(vi) ≥ n− 1 (5.4)
erfu¨llt ist. Ist S durch einen streng zusammenha¨ngenden Graph realisierbar, dann
gilt Gleichung (5.2), die Ungleichung (5.3) und
min(δout(vi), δin(vi)) > 0 ∀ i : 1 ≤ i ≤ n. (5.5)
Ein Ergebnis fu¨r ungerichtete Graphen, das als letztes in diesem Problemkreis
genannt werden soll, ist ein Satz von Erdo¨s und Dallai [239]. Der Beweis ist
in [239] zu finden.
Satz 5.2.4 Eine Sequenz δ(v1) ≥ δ(v2) ≥ · · · ≥ δ(vn) ganzer natu¨rlicher Zahlen
realisiert einen Graphen ohne Schlingen und Mehrfachkanten genau dann, wenn∑n
i=1 δ(vi) gerade ist und wenn die Ungleichung
n∑
i=1
δ(vi) ≤ p(p− 1) +
n∑
i=p+1
min{p, δ(vi)}, ∀ p : 1 ≤ p ≤ n
gilt.
Eine fu¨r diese Arbeit grundlegende Fragestellung ist, wie Aussagen u¨ber Gradse-
quenzen mit denen der Graphisomorphie wechselwirken. Von besonderem Inter-
esse sind dabei solche Aussagen, aus denen auf der Basis von gewissen Bedingun-
gen der Gradsequenzen Schlu¨sse bezu¨glich der Graphisomorphie gezogen werden
ko¨nnen. Abschließend wird aus diesem Problemkreis die folgende Proposition an-
gegeben:
Proposition 5.2.5 Es seien H1 und H2 endliche und gerichtete Graphen. Falls
φ der Isomorphismus von H1 auf H2 ist, so gilt fu¨r vi, 1 ≤ i ≤ n
δout(vi) = δout(φ(vi)) (5.6)
und
δin(vi) = δin(φ(vi)). (5.7)
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H1 H2
Abbildung 5.5: Zwei nicht isomorphe Graphen mit den gleichen Ausgangsgrad- und Ein-
gangsgradsequenzen.
Aus Proposition (5.2.5) und mit der Definition der Isomorphie folgt nun unmit-
telbar die Aussage: H1
∼
= H2 =⇒ sout(H1) = sout(H2) ∧ sin(H1) = sin(H2). Das
heißt, dass aus der Isomorphie von H1 und H2 folgt, dass diese Graphen gleiche
Ausgangsgrad- und Eingangsgradsequenzen besitzen. Der einfache Beweis der
Proposition ergibt sich aus der Isomorphiebedingung von H1 und H2. Die Um-
kehrung der Proposition gilt jedoch nicht notwendigerweise, wie Abbildung (5.5)
zeigt: Fu¨r die Ausgangsgrad- und Eingangsgradsequenzen erha¨lt man sout(H1) =
(0, 0, 8) = sout(H2) = (0, 0, 8), s
in(H1) = (0, 0, 8) = s
in(H2) = (0, 0, 8). Da H1
nicht zusammenha¨ngend ist, gilt offensichtlich H1 6∼= H2.
5.3 Hierarchisierte und gerichtete Graphen
Das Beispiel aus Abbildung (5.5) wirft unmittelbar die Frage auf,
”
wieviel Struk-
tur“ die Ausgangsgrad- und Eingangsgradsequenzen eines Graphen erfassen. Um
vertiefende Beispiele anzugeben, wird im Folgenden die Graphklasse der knoten-
markierten, hierarchisierten und gerichteten Graphen formal definiert. In Kapi-
tel (3.2) wurden diese Graphen bereits im Zusammenhang mit der web-basierten
Extraktion erwa¨hnt.
Definition 5.3.1 Es sei die Knotenmenge
Vˆ := {v0,1, v1,1, v1,2, . . . , v1,σ1 , v2,1, v2,2, . . . , v2,σ2 , . . . , vh,1, vh,2, . . . , vh,σh},
eine Knotenmarkierungsfunktion mVˆ : Vˆ −→ AVˆ und ein Knotenalphabet AVˆ
gegeben. h bezeichnet die maximale La¨nge eines Pfades von der Wurzel v0,1 bis
zu einem Blatt. vi,j bezeichnet den j-ten Knoten auf der i-ten Ebene, 0 ≤ i ≤
h, 1 ≤ j ≤ σi. σi ist maximal in dem Sinne, dass keine andere Knotensequenz
existiert, so dass vi,1, vi,2, . . . , vi,σˆi mit σˆi > σi. L : Vˆ −→ IN, L(vi,j) := i ist
eine Funktion, welche die Ebene eines Knotens vi,j bestimmt. Die Kantenmenge
Eˆ := Eˆ1 ∪ Eˆ2 ∪ Eˆ3 ∪ Eˆ4 sei wie folgt definiert:
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Eˆ1 := {(vi,ν , vi+1,νj)|vi,ν, vi+1,νj ∈ Vˆ , 1 ≤ j ≤ k, k := δout(vi,ν),
L(vi+1,νj) = L(vi,ν) + 1 ∧ (( 6 ∃ (vi,ν¯ , vi+1,νk), ν¯ > ν)∨
( 6 ∃ (vi,νˆ , vi+1,ν1), νˆ < ν)), ν1 < ν2 < · · · < νk} (5.8)
Eˆ2 := {(vi+s,ν, vi,ν¯)|vi+s,ν, vi,ν¯ ∈ Vˆ , L(vi,ν¯) = L(vi+s,ν)− s, s ≤ h
∧ ∃! ((vi,ν¯ , vi+1,ν1)︸ ︷︷ ︸
∈Eˆ1
, . . . , (vi+s−1,νj , vi+s,ν)︸ ︷︷ ︸
∈Eˆ1
), 1 ≤ ν¯ ≤ σi,
1 ≤ ν1 ≤ σi+1, · · · , 1 ≤ νj ≤ σi+s−1, 1 ≤ ν ≤ σi+s}. (5.9)
Eˆ3 := {(vi,ν¯ , vi+s,ν)|vi,ν¯, vi+s,ν ∈ Vˆ , L(vi+s,ν) = L(vi,ν¯) + s, 1 < s ≤ h
∧ ∃! ((vi,ν¯ , vi+1,ν1)︸ ︷︷ ︸
∈Eˆ1
, . . . , (vi+s−1,νj , vi+s,ν)︸ ︷︷ ︸
∈Eˆ1
), 1 ≤ ν¯ ≤ σi,
1 ≤ ν1 ≤ σi+1, · · · , 1 ≤ νj ≤ σi+s−1, 1 ≤ ν ≤ σi+s}. (5.10)
Eˆ4 := {(vi,ν , vi,ν¯)|vi,ν , vi,ν¯ ∈ Vˆ , L(vi,ν) = L(vi,ν¯) ∧ (ν < ν¯ ∨ ν > ν¯)}
∪ {(vi+s,ν, vi,ν¯)|vi+s,ν, vi,ν¯ ∈ Vˆ , (vi+s,ν, vi,ν¯) /∈ Eˆ2,
L(vi,ν¯) = L(vi+s,ν)− s, s ≤ h}
∪ {(vi,ν , vi+s,ν¯)|vi,ν , vi+s,ν¯ ∈ Vˆ , (vi,ν , vi+s,ν¯) /∈ Eˆ1, Eˆ3,
L(vi+s,ν¯) = L(vi,ν) + s, s ≤ h}. (5.11)
Dann bezeichnet Hˆm = (Vˆ , Eˆ,mVˆ , AVˆ ) den knotenmarkierten, hierarchisierten
und gerichteten Graph. Falls Hˆm ohne Knotenmarkierung aufgefasst wird, gilt
AVˆ := {}.
Die Abbildung (5.6) zeigt beispielhaft einen knotenmarkierten, hierarchisierten
und gerichteten Graph, zusammen mit seinen Kantentypen. Eine informelle Er-
kla¨rung der Kantentypen aus Definition (5.3.1) kann wie folgt formuliert werden
[156]:
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Abbildung 5.6: Kantentypen eines Graphen nach Definition (5.3.1).
• (Eˆ1) Kernel-Kanten: Die so genannte Kernel-Hierarchie wird durch die
Kernel-Kanten aufgespannt. Die Kernel-Hierarchie entspricht der Graph-
struktur eines gerichteten Wurzelbaums. Kernel-Kanten verbinden die Kno-
ten der Kernel-Hierarchie mit ihrem unmittelbaren Nachfolgerknoten6.
• (Eˆ2) Up-Kanten verbinden sinngema¨ß Knoten, denen in umgekehrter Rich-
tung eine Folge von Kernel-Kanten zu Grunde liegt. Mit anderen Worten:
Sie verbinden Knoten der Kernel-Hierarchie mit einem Vorga¨ngerknoten
der Kernel-Hierarchie.
• (Eˆ3)Down-Kanten verbinden Knoten der Kernel-Hierarchie mit einem Nach-
folgerknoten der Kernel-Hierarchie. Ihnen liegt in richtiger Richtung eine
Folge von Kernel-Kanten zu Grunde.
• (Eˆ4) Across-Kanten verbinden Knoten der Kernel-Hierarchie, wobei kein
Knoten ein unmittelbarer Vorga¨nger in Bezug auf die zu Grunde liegende
Kernel-Hierarchie ist.
Da es sich bei den Graphen der Definition (5.3.1) um bauma¨hnliche Strukturen
handelt, liegt die folgende Aussage auf der Hand.
Proposition 5.3.2 Es sei Hˆm = (Vˆ , Eˆ,mVˆ , AVˆ ). Dann ist
HˆTm := (Vˆ , ET , mVˆ , AVˆ ), ET := Eˆ\{Eˆ2, Eˆ3, Eˆ4}
ein gerichteter Wurzelbaum, zyklenfrei und es gilt |ET | = |Vˆ | − 1.
6Im Sinne der Kernel-Hierarchie.
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H1
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^
Abbildung 5.7: Zwei nicht symmetrische Graphen mit den gleichen Ausgangsgrad- und Ein-
gangsgradsequenzen.
Daraus folgt ebenfalls unmittelbar eine rekursive Definition der Wurzelbaum-
struktur.
Corollar 5.3.3 Es sei w := v0,1. Dann ist
HˆTrecm :=
(
w, HˆT1m , Hˆ
T2
m , . . . , Hˆ
Tδout(w)
m
)
eine rekursive Definition von HˆTm.
Im Folgenden wird beispielhaft die Fragestellung wieder aufgegriffen, wie stark
die Beziehungen zwischen Ausgangs- und Eingangsgradsequenzen auf die Graph-
topologie einwirken. Die Graphen aus Abbildung (5.7) besitzen die gleichen Aus-
gangsgrad- und Eingangsgradsequenzen, es gilt:
sout(Hˆ1) = (6, 0, 2, 0, 1) = s
out(Hˆ2) = (6, 0, 2, 0, 1) ∧
sin(Hˆ1) = (1, 8) = s
in(Hˆ2) = (1, 8).
Da in einem Gradsequenzvektor7 eines gerichteten Graphen H nur die Anzahl
soutj (H) der Knoten mit Ausgangsgrad j bzw. s
in
i (H) mit Eingangsgrad i geza¨hlt
werden, wird die Nichtsymmetrie8 durch die Gleichheit der Ausgangsgrad- und
Eingangsgradsequenzen nicht erfasst. Damit sind einfache Vergleiche von Grad-
sequenzvektoren zur Durchfu¨hrung von Graphvergleichen unzureichend.
5.4 Zentraler Lo¨sungsansatz
In Kapitel (5.1) wurde im Hinblick auf die Konstruktion der neuen Methode zur
Bestimmung der A¨hnlichkeit strukturierter Objekte eine abstrakte Idee darge-
stellt, die im Wesentlichen aus zwei Schritten besteht:
7Siehe Definition (5.2.2) in Kapitel (5.2).
8Die Symmetrieachsen der Graphen aus Abbildung (5.7) sind durch vertikale Linien ange-
deutet.
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Abbildung 5.8: Induzierte Ausgangsgrad- und Eingangsgradsequenzen auf den Ebenen.
1. Die Definition einer Transformation T : O −→ N , die Objekte Oi ∈ O in
einen niedrigdimensionaleren Objektraum N abbildet.
2. Gesucht sind nun bekannte oder neue Methoden, um die A¨hnlichkeit der
Objekte Ni ∈ N jetzt effizienter und mit mo¨glichst wenig Strukturverlust
zu berechnen.
Weiterhin wurde in Kapitel (4.4) diskutiert, dass A¨hnlichkeitsmaße, die auf Graph-
isomorphie beruhen, auf Grund ihres ungenu¨genden Komplexita¨tsverhaltens fu¨r
das web-basierte Graphmatching ungeeignet sind. Der obigen Konstruktionsidee
folgend muss nun eine geeignete Transformation gewa¨hlt werden, um hierarchi-
sierte und gerichtete Graphen in eindimensionale Strukturen – hier werden forma-
le Zeichenketten gewa¨hlt – abzubilden. Bevor mit der Darstellung des zentralen
Lo¨sungsansatzes begonnen wird, folgt zuna¨chst eine Definition, um die Begriffe
Sequenz und Alignment besser zu erfassen.
Definition 5.4.1 (Sequenz und Sequenz-Alignment) Unter einer Sequenz
versteht man im Folgenden ein Wort u¨ber einem beliebig gewa¨hlten Alphabet. Eine
Zuordnung von Entsprechungen zwischen den Bausteinen von Sequenzen wird als
Sequenz-Alignment, oder falls kein Konflikt besteht, als Alignment bezeichnet.
Nun betrachte man beispielhaft die hierarchisierten und gerichteten Graphen aus
Abbildung (5.8). Unterteilt man nun die Graphen ebenenweise, so la¨sst sich die
i-te Ebene als formale Knotensequenz9 vi,1, vi,2, . . . , vi,σi beschreiben. Das impli-
ziert aber, dass jede Knotensequenz der Form vi,1, vi,2, . . . , vi,σi, Ausgangsgrad-
und Eingangsgradsequenzen auf der Ebene i, 0 ≤ i ≤ h induzieren. Die Ab-
bildung (5.8) zeigt die durch die entsprechenden Knotensequenzen induzierten
Ausgangs- und Eingangsgrade in Tupelform.
9Das sind ebenfalls Wo¨rter u¨ber einem speziell gewa¨hlten Alphabet. Im Hinblick auf das
Alignment von induzierten Ausgangsgrad- und Eingangsgradsequenzen auf der Ebene i sei
angemerkt, dass diese Gradsequenzen unabha¨ngig von evtl. vorhandenen Knotenmarkierungen
existieren.
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Wendet man diese Betrachtungsweise auf die gesamte Graphstruktur an, so folgt
fu¨r beliebige Graphen Hˆ1m und Hˆ
2
m, die der Definition (5.3.1) genu¨gen, die Dar-
stellung:
S
Hˆ1m
0 := w
Hˆ1m
1 ,
S
Hˆ1m
1 := v
Hˆ1m
1,1 ◦ v
Hˆ1m
1,2 ◦ · · · ◦ v
Hˆ1m
1,δout(w
Hˆ1m
1 )
,
...
S
Hˆ1m
h1
:= v
Hˆ1m
h1,1
◦ vHˆ
1
m
h1,2
◦ · · · ◦ vHˆ
1
m
h1, σh1
und
S
Hˆ2m
0 := w
Hˆ2m
2 ,
S
Hˆ2m
1 := v
Hˆ2m
1,1 ◦ v
Hˆ2m
1,2 ◦ · · · ◦ v
Hˆ2m
1,δout(w
Hˆ2m
2 )
,
...
S
Hˆ2m
h2
:= v
Hˆ2m
h2,1
◦ vHˆ
2
m
h2,2
◦ · · · ◦ vHˆ
2
m
h2, σh2
.
Dabei gelte die Definition w
Hˆkm
k := v
Hˆkm
0,1 , k ∈ {1, 2} und es sei v
Hˆ1m
i,j , 0 ≤ i ≤
h1, 1 ≤ j ≤ σi10 der j-te Knoten auf der i-ten Ebene von Hˆ1m. Diese De-
finition gilt fu¨r v
Hˆ2m
i,j aus Hˆ
2
m analog. Da somit eine gewu¨nschte Transforma-
tion eines hierarchisierten und gerichteten Graphen in eine Folge von forma-
len Knotensequenzen durchgefu¨hrt wurde, ist nun ein geeignetes Verfahren zu
wa¨hlen, um die A¨hnlichkeit der transformierten Zeichenketten zu bestimmen. Die-
se Aufgabe wird im Folgenden durch Sequenz-Alignments [145] realisiert. Um nun
die strukturelle A¨hnlichkeit der Ursprungsgraphen Hˆ1m und Hˆ
2
m zu bestimmen,
ist damit ein optimales11Alignment der formalen Zeichenketten bezu¨glich einer
Kostenfunktion α, gesucht. Das heißt aber: Je kostengu¨nstiger12 die Sequenz-
Alignments der induzierten Ausgangsgrad- und Eingangsgradsequenzen auf Ebe-
ne i, 0 ≤ i ≤ ρ := max(h1, h2) sind, desto a¨hnlicher ist die gemeinsame Struktur
von Hˆ1m und Hˆ
2
m. Um solche Alignments durchzufu¨hren, mu¨ssen Funktionen
13
zur Bewertung der Alignments definiert werden. Somit kann insbesondere auf
Ebene i ein A¨hnlichkeitswert der Alignments bestimmt werden. Damit ist aber
die erwu¨nschte Grundeigenschaft, die durch Abbildung (5.2) ausgedru¨ckt wird,
erfu¨llt: Die Werte, die die Gu¨te der Alignments der Ausgangsgrad- und Ein-
gangsgradsequenzen auf den Ebenen detektieren, bilden nicht automatisch das
angestrebte Grapha¨hnlichkeitsmaß d.
10σi bezeichnet wieder den maximalen Index auf der Ebene i.
11Das heißt unter minimalen Kosten. Siehe dazu Kapitel (5.5).
12Im Hinblick auf A¨hnlichkeitsfunktionen, die die Gu¨te solcher Alignments auswerten. Siehe
Kapitel (5.6).
13Siehe Kapitel (5.6).
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Die Problemstellung, die Bestimmung des optimalen Alignments zwischen zwei
Graphen auf der Grundlage der entsprechenden Wort-Repra¨sentationen als Op-
timierungsproblem aufzufassen, lautet nun:
Ausgehend von einem zu Grunde liegenden Sequenz-Alignment ist der-
jenige Pfad im Alignment-Graph14 gesucht, der mit minimalen Kosten
bewertet wird.
Zur Lo¨sung des Optimierungsproblems wird das Verfahren der dynamischen Pro-
grammierung [15] eingesetzt, wobei die dynamische Programmierung aus der
Klasse der bottom-up-Algorithmen stammt.
5.5 Berechnungsgrundlagen
Im vorliegenden Kapitel (5.5) wird der Grundstein der dynamischen Program-
mierung gelegt und ein bekannter Algorithmus zur Berechnung optimaler Se-
quenz-Alignments eingefu¨hrt. Probleme bezu¨glich optimaler Sequenz-Alignments
wurden in der Fachliteratur intensiv untersucht [99, 190, 191]. In der vorliegen-
den Arbeit werden Sequenz-Alignments zur Lo¨sung einer neuen und aktuellen
Problemstellung verwendet: Die Bestimmung der strukturellen A¨hnlichkeit hier-
archisierter und gerichteter Graphen. Dazu werden im ersten Schritt die Graphen
in formale Knotensequenzen abgebildet. Im zweiten Schritt wird auf der Basis von
Sequenz-Alignments der induzierten Ausgangsgrad- und Eingangsgradsequenzen
auf den Ebenen die strukturelle A¨hnlichkeit der Graphen bestimmt. Da die Be-
rechnung solcher Sequenz-Alignments effizient ist, kann somit im Gegensatz zu
bekannten Methoden die auf Isomorphiebeziehungen beruhen, eine drastische Re-
duktion der Berechnungskomplexita¨t erreicht werden. Weiterhin besitzt ein effizi-
entes und aussagekra¨ftiges Verfahren zur Bestimmung der strukturellen A¨hnlich-
keit hierarchisierter und gerichteter Graphen ein hohes Anwendungspotenzial, da
graphorientierte Problemstellungen dieser Graphklasse in vielen wissenschaftli-
chen Bereichen vorkommen.
Zuna¨chst wird die dynamische Programmierung (DP) informell und optmimie-
rungstheoretisch motiviert, wobei das Hauptziel die Entwicklung algorithmischer
Vorschriften zur Berechnung optimaler Sequenz-Alignments ist. Die dynamische
Programmierung, die als Optimierungsverfahren bezeichnet werden kann, besitzt
in den unterschiedlichsten Wissenschaftsbereichen viele Anwendungen [163], z.B.
in der Betriebswirtschaft, in der Biologie, in der Informatik und in den Inge-
nieurwissenschaften. Dabei legt Bellman 1957 den Grundstein der dynamischen
14Siehe Kapitel (5.5).
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Programmierung, indem er das fu¨r viele Optimierungsverfahren wichtige Bell-
man’sche Optimalita¨tsprinzip [15, 16, 163] formuliert. Ausgehend von diskreten,
deterministischen und mehrstufigen Entscheidungsprozessen,15 dru¨ckt Bellman
die Grundeigenschaften optimaler Entscheidungspolitiken16 folgendermaßen aus
[15, 16]:
”
Eine optimale Entscheidungspolitik hat die Eigenschaft, dass unge-
achtet des Anfangszustandes und der ersten Entscheidung, die verblei-
benen Entscheidungen eine optimale Entscheidungspolitik hinsichtlich
des aus der ersten Entscheidung resultierenden Zustandes darstellen.“
Der Beweis, die Formalisierung und die mathematischen Zusammenha¨nge des
Prinzips werden in [15, 16] dargestellt. Mit anderen Worten sagt das eben for-
mulierte Optimalita¨tsprinzip aus: Teillo¨sungen von Optimallo¨sungen sind selbst
optimal und Optimallo¨sungen setzen sich sukzessiv aus Teillo¨sungen zusammen.
Diese Aussage und die Additivita¨tsforderung der Zielfunktion macht sich die dy-
namische Programmierung zu Nutze. Die dynamische Programmierung geho¨rt
dabei zur Gruppe der bottom-up-Verfahren. Das bedeutet, dass fu¨r das betrach-
tete Optimierungsproblem zuna¨chst alle relevanten Teilprobleme gelo¨st und diese
in Tabellenform gespeichert werden. Nach Scho¨ning [199] zergliedert sich die
Designphase eines Algorithmus, der auf dynamischer Programmierung beruht, in
folgende Schritte:
• Charakterisierung des Lo¨sungsraums und Struktur der gesuchten optimalen
Lo¨sung.
• Rekursive Definition der optimalen Lo¨sung. Sie setzt sich rekursiv aus klei-
neren Optimallo¨sungen zusammen.
• Konzeption des Algorithmus in bottom-up-Form, so dass n optimale Teil-
lo¨sungen T1, T2, . . . , Tn zusammen mit ihren Werten in Tabellenform gespei-
chert werden. Wird nun die optimale Teillo¨sung Tk, k > 1 gesucht, nutzt die
dynamische Programmierung das Prinzip aus, dass die optimalen Teillo¨sun-
gen T1, T2, . . . , Tk−1 bereits berechnet wurden.
In der Informatik gibt es viele Algorithmen, die auf dynamischer Programmie-
rung beruhen, z.B.: Das Rucksack-Problem, optimale bina¨re Suchba¨ume und der
Cooke-Younger-Kasami-Algorithmus (CYK). Großen Bekanntheitsgrad hat
die dynamische Programmierung durch ihre Anwendungen in der Biologie und in
15Ein diskreter, deterministischer und mehrstufiger Entscheidungsprozess ist ein Prozess, in
dem endlich oder ho¨chstens abza¨hlbar viele Entscheidungen den Prozessverlauf bestimmen.
16So bezeichnet Bellman [15, 16] eine Folge von zula¨ssigen Entscheidungen (q1, q2, . . . , qN ).
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der Bioinformatik. Dort wird sie vor allem zur Berechnung biologischer Sequenz-
Alignments eingesetzt [2, 162, 190, 191].
Um im Nachfolgenden das optimale Sequenz-Alignment der gegebenen Graphen
Hˆ1m und Hˆ
2
m zu bestimmen, betrachte man Hˆ
1
m und Hˆ
2
m in der Darstellung
S1 := w
Hˆ1m
1 ◦ v
Hˆ1m
1,1 ◦ v
Hˆ1m
1,2 ◦ · · · ◦ v
Hˆ1m
h1,σh1
, (5.12)
S2 := w
Hˆ2m
2 ◦ v
Hˆ2m
1,1 ◦ v
Hˆ2m
1,2 ◦ · · · ◦ v
Hˆ2m
h2,σh2
, (5.13)
wobei die Graphen jeweils in formale Knotensequenzen transformiert sind. Auf
der Basis der Definitionen von S1 und S2 bezeichne Sk[i] die i-te Position der
Sequenzen Sk und es gelte S1[n] = v
Hˆ1m
h1,σh1
, S2[m] = v
Hˆ2m
h2,σh2
, IN ∋ n,m ≥ 1, Sk[1] =
wHˆkk , k ∈ {1, 2}.
In Vorbereitung auf den gesuchten Algorithmus, der das optimale Alignment zwi-
schen den Sequenzen (5.12), (5.13) bestimmt, folgt zuna¨chst die Definition des
Alignment-Graphen. Dieser verdeutlicht einfache Zusammenha¨nge zwischen op-
timalen Sequenz-Alignments und der auf der Basis einer Kostenfunktion minimal
bewerteter Pfade.
Definition 5.5.1 (Alignment-Graph) Es sei VS1,S2 := {(i, j)|0 ≤ i ≤ n, 0 ≤
j ≤ m}, eDel := (i − 1, j) → (i, j), eIns := (i, j − 1) → (i, j), eSubst := (i − 1, j −
1) → (i, j) und fES1,S2 : ES1,S2 −→ IR+ eine Kantenmarkierungsfunktion. Die
Kantenmenge ES1,S2 wird vollsta¨ndig definiert durch
ES1,S2 := {eDel| fES1,S2 (eDel) = [S1[i],−], i ∈ [1, n]}
∪ {eIns| fES1,S2 (eIns) = [−, S2[j]], j ∈ [1, m]}
∪ {eSubst| fES1,S2 (eSubst) = [S1[i], S2[j]], i ∈ [1, n], j ∈ [1, m]}.
GS1,S2 := (VS1,S2 , ES1,S2, fES1,S2 ) heißt Alignment-Graph der Sequenzen S1 und S2.
Die Kanten des Graphen haben dabei operationale Bedeutungen bezu¨glich S1
und S2. Es gilt: (i− 1, j)→ (i, j) entspricht der Lo¨schung von S1[i] in S1, (i, j −
1) → (i, j) entspricht der Einfu¨gung von S2[j] in S1 an der i-ten Position und
(i− 1, j − 1)→ (i, j) entspricht der Ersetzung von S1[i] durch S2[j].
Eine zentrale Eigenschaft solcher Alignment-Graphen ist, dass jeder Pfad mit
insgesamt minimalen Kosten von der Position (0,0) zum Zielknoten (n,m)17 ein
17Ein Alignment-Graph spannt eine matrizena¨hnliche Struktur auf. Den Knoten des
Alignment-Graphen kann man anschaulich Matrixpositionen (i, j) zuordnen. Ein Beispiel zeigt
die Abbildung (5.9).
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Abbildung 5.9: Der Alignment-Graph GS1,S2 der Sequenzen S1, S2.
Edit Transscript – mit minimaler Zahl von Editieroperationen – darstellt. Gus-
field [99] definiert das Edit Transscript wie folgt: Es sei w1 ein Wort u¨ber einem
gewa¨hlten Alphabet und eine Folge von Editieroperationen I, D, R, M gegeben.
I (insert) bezeichnet die Einfu¨gung, D (deletion) bezeichnet die Lo¨schung, R (re-
place) bezeichnet die Ersetzung und M (match) bezeichnet die U¨bereinstimmung.
Die Transformation von w1 in das Wort w2 auf der Basis dieser Editieroperationen
heißt Edit Transscript. Dabei dru¨ckt der folgende Satz von Gusfield [99] einen
einfachen Zusammenhang zwischen optimalen Sequenz-Alignments und minimal
bewerteter Pfade aus.
Satz 5.5.2 Es seien die Sequenzen S1 bzw. S2 mit den Sequenzla¨ngen n bzw. m
gegeben. Dann gilt: Ein Edit Transscript fu¨r S1 und S2 besitzt eine minimale An-
zahl von Editieroperationen genau dann, wenn ein Pfad mit insgesamt minimalen
Kosten, ausgehend von der Knotenposition (0, 0) zur Knotenposition (n,m) im
Alignment-Graph GS1,S2 korrespondiert.
Weiter erha¨lt Gusfield [99] unmittelbar das
Corollar 5.5.3 Die Menge der Pfade mit insgesamt minimalen Kosten von der
Knotenposition (0, 0) zur Knotenposition (n,m) im Alignment-Graph spezifiziert
genau die Menge der optimalen Edit Transscripts von S1 zu S2. Entsprechend
beschreibt die Menge der optimalen Edit Transscripts die Menge aller optimalen
Alignments von S1 zu S2.
Zur besseren Veranschaulichung des Alignment-Graphen wird ein Beispiel18 be-
trachtet. Dazu sei S1 := v0 ◦ v1 und S2 := v1 ◦ v0 ◦ v1.
Der Alignment-Graph GS1,S2 ist in Abbildung (5.9) zu sehen. Die fettgedruckten
Pfeile geben ein optimales Alignment an. Das Alignment ist dann
18Vereinfachend wurden die oberen Indizes der Knoten weggelassen.
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Entsprechend der Kantenmarkierungsfunktion fES1,S2 : ES1,S2 −→ IR+ wird dann
jedem align-ten Paar [a, b] ein Kostenwert d([a, b]) ∈ IR+ zugeordnet. Allgemein
betrachtet sind dabei a, b Zeichen aus den Sequenzen S1 und S2 oder das Lu¨cken-
symbol −. Definiert man nun die Kosten eines Edit Transscripts der Sequenzen
S1 und S2 als
• d(−, S2[j]): Kosten fu¨r die Lo¨schung S1[i] durch S2[j],
• d(S2[j],−): Kosten fu¨r Einfu¨gung von S2[j] in S1,
• d(S1[i], S2[j]): Kosten fu¨r die Ersetzung von S1[i] durch S2[j],
so ist die Editierdistanz der Sequenzen S1 und S2 definiert durch
dfin(S1, S2) := min
S1→S2
∑
d([a, b]). (5.14)
Die Editierdistanz (5.14) dru¨ckt damit das Kostenminimum fu¨r alle Folgen von
Editieroperationen [a, b] aus, um S1 in S2 zu transformieren. Die Gleichung (5.14)
ist dabei eine bekannte Wortmetrik, die urspu¨nglich von Levenstein [146] ent-
deckt wurde. In dieser Arbeit wird die Levenstein-Metrik jedoch in einem neuen
Problemkreis angewendet. Sie dient als Hilfsmittel zur Konstruktion optimaler
Sequenzalignments, die zur Berechnung der strukturellen A¨hnlichkeit graphba-
sierter Objekte verwendet werden.
Der Algorithmus, der nun das optimale Alignment zwischen S1 und S2 mit Hilfe
der dynamischen Programmierung berechnet, erzeugt eine Matrix (M(i, j))ij, 0 ≤
i ≤ n, 0 ≤ j ≤ m. Es ist dabei M(i, j) die Editierdistanz der Sequenzen S˜1, S˜2,
wobei S˜1 bzw. S˜2 aus den ersten i Zeichen von S1 bzw. aus den ersten j Zei-
chen von S2 besteht. Gesucht ist nun ein optimaler und damit minimale Kosten
produzierender Pfad vonM(0, 0) nachM(n,m).M(n,m) entspricht gerade der
Editierdistanz (5.14). Der eigentliche und bereits bekannte Algorithmus [99, 145]
ist rekursiv und wird wie folgt angegeben:
Definition 5.5.4 (Algorithmus-Editierdistanz) Es seien die Sequenzen S1
bzw. S2 mit den Wortla¨ngen n bzw. m gegeben.
M(0, 0) := 0, (5.15)
M(i, 0) := M(i− 1, 0) + α(S1[i],−) : 1 ≤ i ≤ n, (5.16)
M(0, j) := M(0, j − 1) + α(−, S2[j]) : 1 ≤ j ≤ m, (5.17)
M(i, j) := min

M(i− 1, j) + α(S1[i],−)
M(i, j − 1) + α(−, S2[j])
M(i− 1, j − 1) + α(S1[i], S2[j]).
: i ∈ [1, n], j ∈ [1, m] (5.18)
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Dieser Algorithmus berechnet die Editierdistanz M(n,m) zwischen S1 bzw. S2.
Dabei bezeichnet α eine Kostenfunktion, die den Editieroperationen die jeweiligen
Kosten zuordnet.
Fu¨r die dynamische Programmierung ist typisch, dass sich der Algorithmus re-
kursiv aus optimalen Teillo¨sungen zusammensetzt. Durch die Bedingung (5.15)
wird das MatrixelementM(0, 0) initialisiert, die Gleichungen (5.16), (5.17) legen
die Lu¨ckenstrafe fu¨r alle Zeichen der beiden Sequenzen fest. Dazu wird die erste
Zeile und die erste Spalte der Matrix erzeugt. Die Bedingung (5.18) sagt aus,
dass alle drei mo¨glichen Schritte in die Berechnung eingehen und daraus der Mi-
nimalwert gewa¨hlt wird. Da nicht nur die WerteM(i, j), sondern auch Zeiger zu
den ensprechenden Matrixeintra¨gen gespeichert werden, findet man ein optima-
les Alignment durch Traceback . Das bedeutet, man verfolgt den Weg anhand der
Minimumzeiger von M(n,m) zu M(0, 0) zuru¨ck und erha¨lt somit das optimale
Alignment. Jedoch muss das optimale Alignment nicht notwendig eindeutig sein.
Im Hinblick auf das web-basierte Graphmatching und deren Anwendungen im
Web Structure Mining wird abschließend eine einfache Komplexita¨tsaussage be-
zu¨glich des Algorithmus von Definition (5.5.4) angegeben.
Proposition 5.5.5 Es seien die Sequenzen S1 und S2 gegeben, denen die Gra-
phen Hˆ1m und Hˆ
2
m mit ihren Knotenmengen Vˆ1 und Vˆ2 zu Grunde liegen. Der
Algorithmus (Definition (5.5.4)) zur Bestimmung des optimalen Sequenz-Align-
ments besitzt eine Komplexita¨t von O(|Vˆ1| · |Vˆ2|).
Beweis: Nach Definition (5.5.4) und insbesondere mit der Minimumbedingung
(5.18) ist klar, dass die Matrix fu¨r die dynamische Programmierung mit dem
Aufwand O(|Vˆ1| · |Vˆ2|) erzeugt wird. Die EditierdistanzM(n,m)19 besitzt also die
Komplexita¨t O(|Vˆ1| · |Vˆ2|). Mit Corollar (5.5.3) hat man damit auch das optimale
Alignment identifiziert. 2
5.6 Strukturelle A¨hnlichkeit hierarchisierter und
gerichteter Graphen
In Kapitel (5.5) wurde auf der Basis der dynamischen Programmierung ein be-
kannter Algorithmus zur Bestimmung von optimalen Sequenz-Alignments an-
gegeben [145]. Optimale Sequenz-Alignments tragen in dieser Arbeit zur Ent-
wicklung neuartiger und a¨hnlichkeitsbasierter Analysemethoden im Bereich des
19Vorausgesetzt S1 bzw. S2 besitzen die Wortla¨ngen n bzw. m.
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Web Structure Mining bei. Da die im Hypertextumfeld bekannten graphentheo-
retischen Indizes [63, 155] auf Grund ihrer beschra¨nkten Aussagekraft nicht zur
a¨hnlichkeitsbasierten Gruppierung graphbasierter Hypertexte verwendet werden
ko¨nnen, besteht ein besonderer Bedarf an Verfahren, welche aussagekra¨ftige und
ganzheitliche Graphvergleiche web-basierter Dokumente ermo¨glichen. Im vorlie-
genden Kapitel (5.6) wird nun auf der Basis des zentralen Lo¨sungsansatzes aus
Kapitel (5.4) die mathematische Konstruktion von A¨hnlichkeitsmaßen vorgestellt,
die fu¨r ganzheitliche Graphvergleiche graphbasierter Hypertexte verwendet wer-
den.
Mit Hilfe von Definition (4.1.10) aus Kapitel (4.1.3) werden zuna¨chst Funktionen
eingefu¨hrt, die zur Bewertung der Sequenz-Alignments dienen. Prinzipiell ko¨nnen
dabei beliebige Funktionen verwendet werden. Aus Gru¨nden der guten Inter-
pretierbarkeit und der Mo¨glichkeit Bewertungsparameter zu verwenden, wird im
Folgenden die bekannte Gauss-Funktion [33] der Form e−(ax)
2
∈ [0, 1], a ∈ IR ver-
wendet, die als Fensterfunktion besonders in der Nachrichtentechnik Anwendung
findet. Weiterhin tritt die Gauss-Funktion oft in Untersuchungen der Wahr-
scheinlichkeitsdichte von Zufallsgro¨ßen auf [33]. Die Basis der Gauss-Funktion
bildet dabei die aus der Analysis bekannte e-Funktion, wobei die konvergente
Taylorreihenentwicklung
∑∞
i=0
xi
i!
von ex besteht [33]. Elementare Eigenschaften
der Gauss-Funktion sind z.B.: (i) die X-Achse ist Asymptote fu¨r x −→ ∞ und
(ii) die Y -Achse bildet die Symmetrieachse [33].
Je nachdem ob eine A¨hnlichkeits- oder Abstandsfunktion beno¨tigt wird, fa¨llt die
finale Bewertungsfunktion auf Basis der Gauss-Funktion unterschiedlich aus.
Wie gezeigt wird, erfu¨llen die verwendeten Funktionen die Eigenschaften von
Definition (4.1.10).
Lemma 5.6.1 Es sei ω : IR × IR −→ [0, 1] definiert durch ω(x, y) := 1 −
e
− 1
2
(x−y)2
(σ)2 , σ ∈ IR. Dann ist ω ein Abstandsmaß.
Beweis: Es sind nur die Bedingungen von Definition (4.1.10) nachzuweisen. Dass
ω(x, y) ∈ [0, 1], ∀x, y ∈ IR gilt, folgt unmittelbar aus der Definition von ω. Weiter
ist ω(x, x) = 1 − 1 = 0, ∀x ∈ IR. Da (x − y)2 = (y − x)2, ∀x, y ∈ IR, folgt
daraus auch die Symmetriebedingung. Diese Eigenschaften gelten unabha¨ngig
vom Parameter σ ∈ IR.
Lemma 5.6.2 Es sei π : IR×IR −→ [0, 1] definiert durch π(x, y) := e
− 1
2
(x−y)2
(σ)2 , σ ∈
IR. Dann ist π ein A¨hnlichkeitsmaß.
Beweis: Analog zum Beweis von Lemma (5.6.1).
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Um nun konkrete Abstandsmaße als Bewertungsfunktionen einzufu¨hren, um mit
deren Hilfe das optimale Alignment zwischen den Sequenzen
S1 := w
Hˆ1m
1 ◦ v
Hˆ1m
1,1 ◦ v
Hˆ1m
1,2 ◦ · · · ◦ v
Hˆ1m
h1,σh1
,
S2 := w
Hˆ2m
2 ◦ v
Hˆ2m
1,1 ◦ v
Hˆ2m
1,2 ◦ · · · ◦ v
Hˆ2m
h2,σh2
,
zu bestimmen, definiere man
αout
(
v
Hˆ1m
i1,j1
, v
Hˆ2m
i2,j2
)
:=
{
ωout
(
δout(v
Hˆ1m
i1,j1
), δout(v
Hˆ2m
i2,j2
), σ1out
)
: i1 = i2
+∞ : else ,
(5.19)
0 ≤ ik ≤ hk, 1 ≤ jk ≤ σik , k ∈ {1, 2}. Dabei gilt
ωout(x, y, σkout) := 1− e
− 1
2
(x−y)2
(σkout)
2
, x, y, σkout ∈ IR,
und
αout
(
v
Hˆ1m
i,j1
,−
)
:= ωout
(
δout(v
Hˆ1m
i,j1
), ξ, σ2out
)
, (5.20)
αout
(
−, vHˆ
2
m
i,j2
)
:= ωout
(
ξ, δout(v
Hˆ2m
i,j2
), σ2out
)
. (5.21)
Die modifizierte Definition von ωout beru¨hrt nicht die in Lemma (5.6.1) gezeigten
Eigenschaften, sondern dru¨ckt lediglich eine Justierung des Abstandsmaßes auf
der Basis von σkout aus. Wird jetzt auf der Gundlage von
ωin(x, y, σkin) := 1− e
− 1
2
(x−y)2
(σkin)
2
in analoger Weise die Abstandsfunktion ωin definiert als
αin
(
v
Hˆ1m
i1,j1
, v
Hˆ2m
i2,j2
)
:=
{
ωin
(
δin(v
Hˆ1m
i1,j1
), δin(v
Hˆ2m
i2,j2
), σ1in
)
: i1 = i2
+∞ : else ,
(5.22)
αin
(
v
Hˆ1m
i,j1
,−
)
:= ωin
(
δin(v
Hˆ1m
i,j1
), ξ, σ2in
)
, (5.23)
αin
(
−, vHˆ
2
m
i,j2
)
:= ωin
(
ξ, δin(v
Hˆ2m
i,j2
), σ2in
)
, (5.24)
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so sind damit Abstandsmaße zur globalen Bewertung der Alignments20 bereitge-
stellt. Somit kann auf der Basis der Kostenfunktion α das optimale Alignment
nach Definition (5.5.4) berechnet werden. Der Parameter ξ mit ξ > 0 der in
den Gleichungen (5.20), (5.21), (5.23), (5.24) auftritt, bewirkt, dass Alignments
zwischen zwei Bla¨ttern in den jeweiligen Graphen besser bewertet werden als
Alignments zwischen einem Blatt und einem Lu¨ckensymbol21. Weiterhin dru¨cken
die obigen Definitionen aus, dass die Alignments nur auf gleichen Ebenen durch-
gefu¨hrt werden. Dies wird mit einer ku¨nstlichen Bestrafung (+∞) bewirkt, da
der Algorithmus, der auf dynamischer Programmierung beruht, niemals diesen
kostenintensiven Pfad in der Berechnungsmatrix22 wa¨hlt.
Da das finale Grapha¨hnlichkeitsmaß, wie in Kapitel (5.4) erla¨utert wurde, ebe-
nenorientiert23 ist und damit Werte gewu¨nscht sind, die die A¨hnlichkeit von
Alignments der induzierten Ausgangsgrad- und Eingangsgradsequenzen auf den
Ebenen i, 0 ≤ i ≤ ρ := max(h1, h2) detektieren, definiert man in analoger Weise
Funktionen zur Bewertung der Ebenen-Alignments. Mit Hilfe einer Abbildung
align
(
v
Hˆ1m
i,j1
)
:=
{
v
Hˆ2m
i,j2
: align−1
(
v
Hˆ2m
i,j2
)
= v
Hˆ1m
i,j1
− : else,
(5.25)
die einem Knoten im ersten Graph v
Hˆ1m
i,j1
den beim Traceback ermittelten24 Kno-
ten v
Hˆ2m
i,j2
im zweiten Graph zuordnet, kann ein kumulativer, normierter A¨hnlich-
keitswert fu¨r die Ausgangsgrad- und Eingangsgradalignments angegeben werden
durch
γout
Hˆkm
(i) :=
∑σki
j=1 αˆout
(
v
Hˆkm
i,j , align
(
v
Hˆkm
i,j
))
σki
, (5.26)
γin
Hˆkm
(i) :=
∑σki
j=1 αˆin
(
v
Hˆkm
i,j , align
(
v
Hˆkm
i,j
))
σki
, (5.27)
k ∈ {1, 2}, jeweils aus der Sicht25 der Sequenz Sk. αˆout bzw. αˆin sind in den Glei-
chungen (5.26), (5.27) vo¨llig analog zu αout bzw. αin definiert. Die Justierungs-
parameter werden in gleicher Weise mit Werten σˆ1out, σˆ
2
out bzw. σˆ
1
in, σˆ
2
in belegt.
20Insgesamt gibt es damit die Alignment-Typen [v, u], [v,−] bzw. [−, v], hier dargestellt in
vereinfachter Schreibweise.
21Dies wird durchga¨ngig mit ’-’ gekennzeichnet.
22Damit ist die Matrix gemeint, die der DP-Algorithmus erzeugt.
23Gemeint ist damit, dass letztlich A¨hnlichkeitswerte auf allen Ebenen vorliegen.
24Unter minimalen Kosten.
25Es besteht ein einfacher Zusammenhang zwischen den Editieroperationen. Wenn eine Se-
quenz, auf der Basis der bekannten Editieroperationen, in eine andere transformiert wird, so
ist eine Einfu¨gung aus der Sicht der einen Sequenz eine Lo¨schung aus der Sicht der anderen.
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Damit ist nun die Mo¨glichkeit gegeben, einen kumulierten und normierten A¨hn-
lichkeitswert fu¨r die Ausgangsgrad- und Eingangsgradalignments auf der Ebene
i zu bestimmen. Es gilt
γout(i) := 1−
1
σ1i + σ
2
i
·

σ1i∑
j=1
αˆout
(
v
Hˆ1m
i,j , align
(
v
Hˆ1m
i,j
))+
1
σ1i + σ
2
i
·

σ2i∑
j=1
αˆout
(
v
Hˆ2m
i,j , align
(
v
Hˆ2m
i,j
)) ,
(5.28)
und entsprechend
γin(i) := 1−
1
σ1i + σ
2
i
·

σ1i∑
j=1
αˆin
(
v
Hˆ1m
i,j , align
(
v
Hˆ1m
i,j
))+
1
σ1i + σ
2
i
·

σ2i∑
j=1
αˆin
(
v
Hˆ2m
i,j , align
(
v
Hˆ2m
i,j
)) ,
(5.29)
fu¨r 0 ≤ i ≤ ρ, ρ := max(h1, h2). Im Folgenden wird gezeigt, dass man aus den
Gleichungen (5.28), (5.29) A¨hnlichkeitsmaße auf hierarchisierten und gerichteten
Graphen konstruieren kann, die naheliegende und wohldefinierte Eigenschaften
besitzen. Um die so gebildeten Grapha¨hnlichkeitsmaße in eine Klasse von be-
kannten A¨hnlichkeitsmaßen einzuordnen, folgt zuna¨chst eine Definition von Ba-
tagelj [11], die auf Grund ihrer Bedingungen die Beziehung zwischen Abstand
und A¨hnlichkeit ausdru¨ckt.
Definition 5.6.3 (Forward-Backward-A¨hnlichkeitsmaß) Es sei E eine Men-
ge von Einheiten, also die strukturelle Beschreibung der Objekte und eine Abbil-
dung φ : E ×E −→ [0, 1]. Dann gilt: φ heißt A¨hnlichkeitsmaß auf der Menge E,
falls die Eigenschaft
φ(u, v) = φ(v, u), ∀u, v ∈ E (Symmetrie) (5.30)
gilt und entweder die Eigenschaft
φ(u, u) ≤ φ(u, v), ∀u, v ∈ E (Forward) (5.31)
oder
φ(u, u) ≥ φ(u, v), ∀u, v ∈ E (Backward) (5.32)
gilt.
115
Das zentrale Ergebnis von Kapitel (5.6) ist, dass die folgenden A¨hnlichkeits-
maße bezogen auf die Menge der hierarchisierten und gerichteten Graphen, die
Backward-Eigenschaft aus Definition (5.6.3) besitzen.
Satz 5.6.4 Es seien die Graphen Hˆ1m, Hˆ
2
m gegeben. Weiter sei λi ∈ IR+, 0 ≤ i ≤
ρ, ρ := max(h1, h2). Es gilt:
d1(Hˆ
1
m, Hˆ
2
m) :=
∑ρ
i=0 λi · γ
fin(i)∑ρ
i=0 λi
, (5.33)
d2(Hˆ
1
m, Hˆ
2
m) :=
∑ρ
i=0 γ
fin(i)
ρ+ 1
, (5.34)
d3(Hˆ
1
m, Hˆ
2
m) :=
∏ρ
i=0 γ
fin(i)
d2(Hˆ1m, Hˆ
2
m)
, (5.35)
sind Backward-A¨hnlichkeitsmaße. Dabei ist γfin(i) definiert als
γfin(i) := ζ · γout(i) + (1− ζ) · γin(i), ζ ∈ [0, 1]. (5.36)
Um den Satz (5.6.4) zu beweisen, wird ein einfaches Lemma im Voraus formuliert.
Es dru¨ckt eine bekannte Beziehung zwischen dem arithmetischen und geometri-
schen Mittel aus.
Lemma 5.6.5 Es gilt die Abscha¨tzung
(p1 · p2 · · · pn)
1
n ≤
p1 + p2 + · · ·+ pn
n
, pi ≥ 0, 1 ≤ i ≤ n. (5.37)
Beweis: siehe [111].
Beweis von Satz (5.6.4): Zuna¨chst werden die behaupteten Eigenschaften fu¨r
die Maßzahl d1(Hˆ1m, Hˆ
2
m) bewiesen, wobei zuerst 1 ≥ d1(Hˆ
1
m, Hˆ
2
m) zu zeigen ist.
Dazu betrachte man die Definition von γout(i), also
γout(i) := 1−
1
σ1i + σ
2
i
·

σ1i∑
j=1
αˆout
(
v
Hˆ1m
i,j , align
(
v
Hˆ1m
i,j
))+
1
σ1i + σ
2
i
·

σ2i∑
j=1
αˆout
(
v
Hˆ2m
i,j , align
(
v
Hˆ2m
i,j
)) .
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Um den Wertebereich von γout(i) zu bestimmen, hat man hauptsa¨chlich αˆout zu
betrachten. Nach Definition (analog wie αout) treten die Fa¨lle αˆout
(
v
Hˆ1m
i,j1
,−
)
,
αˆout
(
−, vHˆ
2
m
i,j2
)
, αˆout
(
v
Hˆ1m
i,j1
, v
Hˆ2m
i,j2
)
auf. Da diese Definitionen auf Funktionen des
Typs ω(x, y) := 1−e
− 1
2
(x−y)2
(σ)2 basieren, erha¨lt man zusammen mit Gleichung (5.25)
αˆout
(
v
Hˆ1m
i,j1
, alignout
(
v
Hˆ1m
i,j1
))
≤ 1 und αˆout
(
v
Hˆ2m
i,j2
, alignout
(
v
Hˆ2m
i,j2
))
≤ 1.
Nach Definition von γout(i) folgt damit die Ungleichung γout(i) ≤ 1. Analog wird
auch γin(i) ≤ 1 gezeigt.
Da nun γout(i) ≤ 1 und γin(i) ≤ 1, bekommt man auch wegen Gleichung (5.36)
γfin(i) ≤ ζ + (1− ζ) = 1
und damit
d1(Hˆ
1
m, Hˆ
2
m) ≤
∑ρ
i=0 λi∑ρ
i=0 λi
= 1. (5.38)
Um die Symmetrieeigenschaft von d1(Hˆ1m, Hˆ
2
m) zu zeigen, folgt zuna¨chst die ad-
ditive Vertauschbarkeit der Glieder von γout und γin, also
γout(i) := 1−
1
σ1i + σ
2
i
·

σ1i∑
j=1
αˆout
(
v
Hˆ1m
i,j , align
(
v
Hˆ1m
i,j
))+
1
σ1i + σ
2
i
·

σ2i∑
j=1
αˆout
(
v
Hˆ2m
i,j , align
(
v
Hˆ2m
i,j
))
= 1−
1
σ2i + σ
1
i
·

σ2i∑
j=1
αˆout
(
v
Hˆ2m
i,j , align
(
v
Hˆ2m
i,j
))+
1
σ2i + σ
1
i
·

σ1i∑
j=1
αˆout
(
v
Hˆ1m
i,j , align
(
v
Hˆ1m
i,j
))
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und analog
γin(i) := 1−
1
σ1i + σ
2
i
·

σ1i∑
j=1
αˆin
(
v
Hˆ1m
i,j , align
(
v
Hˆ1m
i,j
))+
1
σ1i + σ
2
i
·

σ2i∑
j=1
αˆin
(
v
Hˆ2m
i,j , align
(
v
Hˆ2m
i,j
))
= 1−
1
σ2i + σ
1
i
·

σ2i∑
j=1
αˆin
(
v
Hˆ2m
i,j , align
(
v
Hˆ2m
i,j
))+
1
σ2i + σ
1
i
·

σ1i∑
j=1
αˆin
(
v
Hˆ1m
i,j , align
(
v
Hˆ1m
i,j
)) .
Da γfin(i) nach Gleichung (5.36) additiv definiert ist, folgt jetzt mit der eben
gesehenen Vertauschbarkeit von γout(i) und γin(i), dass auch diese Glieder in
γfin(i) vertauschbar sind. Da auch d1(Hˆ1m, Hˆ
2
m) nach Definitionsgleichung (5.33)
additiv definiert ist, folgt schließlich
d1(Hˆ
1
m, Hˆ
2
m) = d1(Hˆ
2
m, Hˆ
1
m).
Um den Beweis fu¨r das Maß d1(Hˆ1m, Hˆ
2
m) abzuschließen, ist noch die Backward-
Eigenschaft zu zeigen. Falls nun Hˆ1m = Hˆ
2
m gilt, dann ist γ
out(i) = 1, γin(i) = 1
und auch γfin(i) = 1. Deshalb schließt man aus der Definitionsgleichung (5.33),
dass d1(Hˆ1m, Hˆ
1
m) = 1 und
d1(Hˆ
1
m, Hˆ
1
m) = 1 ≥
∑ρ
i=0 λi · γ
fin(i)∑ρ
i=0 λi
= d1(Hˆ
1
m, Hˆ
2
m).
Fu¨r die Maßzahl d2(Hˆ1m, Hˆ
2
m) gibt es nichts zu beweisen, da diese durch die Wahl
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von 1 = λ0 = λ1 = · · · = λρ aus d1(Hˆ1m, Hˆ
2
m) als Spezialfall hervorgeht.
Um die Aussage des Satzes fu¨r die Maßzahl d3(Hˆ1m, Hˆ
2
m) zu zeigen, kann man
Lemma (5.6.5) heranziehen. Da aber γfin(i) ≤ 1, bekommt man insbesondere
mit Lemma (5.6.5) die Abscha¨tzung
γfin(0) · γfin(1) · · ·γfin(ρ) ≤ [γfin(0) · γfin(1) · · ·γfin(ρ)]
1
ρ+1
≤
γfin(0) + γfin(1) + · · ·+ γfin(ρ)
ρ+ 1
.
26In Definitionsgleichung (5.33).
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Aus dieser Ungleichungskette folgt aber auch
1 ≥
γfin(0) · γfin(1) · · ·γfin(ρ)
γfin(0)+γfin(1)+···+γfin(ρ)
ρ+1
. (5.39)
Die Symmetriebedingung von d3(Hˆ1m, Hˆ
2
m) ist auf Grund der additiven Vertausch-
barkeit von γfin(i) und der Tatsache, dass der Ausdruck im Nenner gerade
d2(Hˆ1m, Hˆ
2
m) darstellt, erfu¨llt. Aus Ungleichung (5.39) erha¨lt man nun die Back-
ward-Bedingung
1 = d3(Hˆ
1
m, Hˆ
1
m) ≥
∏ρ
i=0 γ
fin(i)
d2(Hˆ1m, Hˆ
2
m)
.
Damit ist der Satz insgesamt bewiesen. 2
Bisher wurden mo¨gliche Knotenmarkierungen der Graphen Hˆm bei der Messung
der strukturellen A¨hnlichkeit nicht beru¨cksichtigt. Damit die strukturelle A¨hn-
lichkeit auch von knotenmarkierten, hierarchisierten und gerichteten Graphen
bestimmt werden kann, ist lediglich die A¨hnlichkeit zwischen den Knotenmarkier-
ungen einzubeziehen. Dies kann u¨ber ein Maß erfolgen, das die A¨hnlichkeit der
Knotenmarkierungen auf der Grundlage eines Bewertungsschemas misst. Sehr
a¨hnlich zur Definition von γfin(i), ausgedru¨ckt durch die Gleichung (5.36), kann
nun ein entsprechendes γfinm (i) durch
γfinm (i) := (1− ζm) · γ
fin(i) + ζm · γm(i), ζm ∈ [0, 1], (5.40)
definiert werden. Dabei ist
γm(i) :=
1
σ1i + σ
2
i
·

σ1i∑
j=1
αˆm
(
vHˆ1i,j , alignm
(
vHˆ1i,j
))
+
σ2i∑
j=1
αˆm
(
vHˆ2i,j , alignm
(
vHˆ2i,j
)) .
αˆm misst dabei auf der Basis eines gewa¨hlten Bewertungsschemas27 die A¨hnlich-
keit zwischen den Knotenmarkierungen. Dabei ist αˆm, a¨hnlich wie die anderen
Bewertungsfunktionen, definiert28. Konkret wurde dies mit einer Funktion des
Typs π(x, y) := e
− 1
2
(x−y)2
(σ)2 realisiert, wobei π(x, y) die Eigenschaften eines A¨hn-
lichkeitsmaßes aus Definition (4.1.10) erfu¨llt. Auf der Basis von Gleichung (5.40)
la¨sst sich der Satz (5.6.4) in analoger Weise formulieren und beweisen. Abschlie-
ßend folgt damit das
27Dieses wird im konkreten Fall in Form einer positiv reellwertigen Matrix definiert.
28Beispielsweise αout und αin.
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Corollar 5.6.6 Es seien die Graphen Hˆ1m, Hˆ
2
m und λi ∈ IR, 0 ≤ i ≤ ρ, ρ :=
max(h1, h2) gegeben.
d1(Hˆ
1
m, Hˆ
2
m) :=
∑ρ
i=0 λi · γ
fin
m (i)∑ρ
i=0 λi
, (5.41)
d2(Hˆ
1
m, Hˆ
2
m) :=
∑ρ
i=0 γ
fin
m (i)
ρ+ 1
, (5.42)
d3(Hˆ
1
m, Hˆ
2
m) :=
∏ρ
i=0 γ
fin
m (i)
d2(Hˆ1m, Hˆ
2
m)
(5.43)
sind Backward-A¨hnlichkeitsmaße. γfinm (i) ist auf der Basis der Gleichung (5.40)
definiert.
5.7 Ergebnisse
In Kapitel (5.6) wurde die Konstruktion des Verfahrens zur Bestimmung der
strukturellen A¨hnlichkeit von knotenmarkierten, hierarchisierten und gerichteten
Graphen vorgestellt. Basierend auf dem Algorithmus zur Berechnung optima-
ler Sequenz-Alignments gema¨ß Definition (5.5.4), konnten mit Hilfe von Bewer-
tungsfunktionen die Grapha¨hnlichkeitsmaße di definiert werden. Die so gebildeten
Grapha¨hnlichkeitsmaße unterscheiden sich deutlich von Maßen, denen Isomor-
phiebeziehungen zu Grunde liegen. In den meisten Fa¨llen basieren diese Maße auf
dem Prinzip der maximalen U¨bereinstimmung, das heißt, es werden gro¨ßte, ge-
meinsame und isomorphe Untergraphen gesucht. Demgegenu¨ber ist der in dieser
Arbeit gewa¨hlte Ansatz grundlegend verschieden. Zusammenfassend formuliert,
erfolgt zuna¨chst die Transformation der Graphen in formale Knotensequenzen29.
Darauf basierend wird die A¨hnlichkeit der transformierten Strukturen auf Grund-
lage optimaler Sequenz-Alignments bestimmt.
Folgende elementare Vorteile gegenu¨ber bekannten Ansa¨tzen ergeben sich:
1. Drastische Reduktion der Berechnungskomplexita¨t. Das heißt, dass die A¨hn-
lichkeit der Graphen nun wesentlich effizienter berechnet werden kann, da
die Graphen in Form von linearen Sequenzen vorliegen. Damit ist eine wich-
tige Eigenschaft im Hinblick auf das web-basierte Graphmatching erfu¨llt.
2. Ein weiterer Vorteil der oben skizzierten Konstruktion ist, dass bei einer
noch so komplexen Graphstruktur alle induzierten Ausgangs- und Ein-
gangsgrade in die Berechnung der γfin(i) einfließen. Dadurch wird die Kan-
tenstruktur wa¨hrend des Graphvergleichs vollsta¨ndig beru¨cksichtigt.
29Das sind eindimensionale Strukturen. Siehe Kapitel (5.4).
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3. Aus der Parametrisierungsmo¨glichkeit30 folgt, dass eine hohe Flexibilita¨t
hinsichtlich zu messender Strukturaspekte besteht. Die Parametrisierung
wird dabei in zwei Klassen unterteilt:
(a) σ1out, σ
2
out, σ
1
in, σ
2
in ∈ IR sind die Parameter (global) der Bewertungs-
funktionen zur Bestimmung des optimalen Alignments der Grundse-
quenzen. Dagegen steuern die Parameter (lokal) σˆ1out, σˆ
2
out, σˆ
1
in, σˆ
2
in ∈ IR
die Alignment-Bewertung bezu¨glich der Ebenen.
(b) Der Parameter ζ ∈ [0, 1] gewichtet Ausgangsgrad- und Eingangsgra-
dalignments, ausgedru¨ckt durch die Gleichung (5.36).
Mit einer speziellen Wahl der Parameter aus Punkt (3a) der Aufza¨hlung,
kann das Maß di ”
ha¨rter“ oder
”
weicher“ eingestellt werden. Ist beispiels-
weise ein Testkorpus T gegeben, das Graphen mit stark variierenden Ord-
nungen entha¨lt, so ist es erforderlich, die eventuell starken
”
Ho¨henunter-
schiede“31 durch geeignete Wahl dieser Parameter zu bewerten. Bezogen
auf Punkt (3b), kann durch die konkrete Wahl von ζ ∈ [0, 1] die Bewertung
struktureller Teilaspekte erfolgen, z.B. die ausschließliche Betrachtung der
Wurzelbaumstruktur. Daher wirken sich diese Parametrisierungsoptionen in
der Anwendung auf neue Problemstellungen positiv aus, da sich das Verhal-
ten des gewu¨nschten Maßes d fu¨r jedes spezielle Grapha¨hnlichkeitsproblem
unterscheiden soll.
4. Die in Kapitel (5.6) beschriebene Konstruktion beruht nicht auf Isomorphie-
beziehungen der betrachteten Graphen. Bei der Anwendung von Methoden
des exakten Graphmatchings [129, 213, 214, 254] besteht oft das Problem,
dass nicht isomorphe Graphen, die trotzdem intuitiv a¨hnlich erscheinen, als
weniger a¨hnlich bewertet werden.
Die in Kapitel (5.6) beschriebene Konstruktion fu¨hrt jedoch zu einem gewis-
sen Strukturverlust, da auf der Basis der gewa¨hlten Alignment-Bewertung die
Beru¨cksichtigung der Kantentypen nicht explizit erfolgt. Das bedeutet genauer:
Ausgehend von einem existierenden Ausgangsgrad- und Eingangsgradalignment
auf der Ebene i wird nicht beru¨cksichtigt, welcher Kantentyp, z.B. eine Kernel-
Kante, eine Across-Kante oder eine Up-Kante, einen gewissen Ausgangs- bzw.
Eingangsgrad induziert hat. Da wie beschrieben die Kantentypen nicht expli-
zit beru¨cksichtigt werden, erfolgt als Gegenmaßnahme die jeweilige Berechnung
der prozentualen Verteilung der Kantentypen. Damit ist die Mo¨glichkeit gegeben,
eine Aussage u¨ber die Vorkommensha¨ufigkeit der Kantentypen zu treffen und da-
mit die Parametrisierung hinsichtlich zu betonender Strukturaspekte passender
30Parameter der Bewertungsfunktionen.
31Bezogen auf zwei Graphenho¨hen hi und hj .
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zu wa¨hlen. Die experimentellen Ergebnisse aus Kapitel (5.8) zeigen jedoch, dass
die Vernachla¨ssigung der Kantentypen keine negativen Auswirkungen auf das
Strukturerkennungsverhalten des letztlich verwendeten Grapha¨hnlichkeitsmaßes
hat. Insbesondere zeigt Kapitel (5.8.2), dass die auf der Basis von d3 erzeugte
A¨hnlichkeitsmatrix zur strukturorientierten Filterung in Form eines Clustering-
Experiments geeignet ist. Dies dru¨ckt sich in dieser Arbeit durch eine positive
Evaluierung der Clustergu¨te aus. In Kapitel (6) stellt sich weiter heraus, dass
das Maß d3 zur Strukturerkennung komplexer Graphmengen auf großen Daten-
besta¨nden einsetzbar ist.
In dieser Arbeit wird die Graphstruktur web-basierter Dokumente als knotenmar-
kierter, hierarchisierter und gerichteter Graph aufgefasst, wobei in Kapitel (3.2)
bereits die Berechnungsvorschrift der Kantenstruktur erkla¨rt wurde. Auf der Ba-
sis einer einfachen Heuristik [94, 95] wird ausgehend von einem fest gewa¨hlten
Startknoten32 mit Hilfe einer Breitensuche die Kernel-Hierarchie33 bestimmt. Da-
bei spiegelt die Kernel-Hierarchie die vom Hypertextautor beabsichtigte Navi-
gationsstruktur der Website wider. Zum einen ist die Berechnung der Kernel-
Hierarchie entscheidend fu¨r die Konstruktion des Grapha¨hnlichkeitsmodells aus
Kapitel (5), da sich aus der Kenntnis der Kernel-Kanten die Ebenendarstellung
der Graphstruktur ergibt. Zum anderen besitzt die Berechnungsvorschrift auf
Grundlage der Breitensuche einen Schwachpunkt [94]: Down-Kanten werden nicht
als solche erkannt, sondern als Kernel-Kanten interpretiert. Zusammen mit den
experimentellen Ergebnissen aus Kapitel (5.8) kann jedoch die gewa¨hlte Heuri-
stik als gute Approximation an die tatsa¨chlich hierarchische Website-Struktur
betrachtet werden. Abschließend fu¨r das Kapitel (5.7) sei noch ein Vorteil der
hierarchischen Graphdarstellung erwa¨hnt. Die Berechnung der Kernel-Hierarchie
und die anschließende Bestimmung der u¨brigen Kantentypen34 la¨sst eine seman-
tische Bewertung der Kantentypen zu. Zum Beispiel ko¨nnen Across-Kanten oft
als Themenwechsel interpretiert werden, wobei Up-Kanten meistens zur einfache-
ren Navigation bezu¨glich Webseiten ho¨hergelegener Ebenen dienen. Zusammen
mit der Verteilung der Kantentypen, gibt die hierarchische Graphstruktur einen
guten U¨berblick u¨ber potenzielle Navigationsmo¨glichkeiten.
5.8 Experimentelle Ergebnisse
Im folgenden Kapitel (5.8.1) werden die Grapha¨hnlichkeitsmaße aus Kapitel (5.6)
auf der Basis des Testkorpus TC
35 evaluiert, wobei dessen graphentheoretische
32Dieser ist immer die Start-Webseite der gesamten Website-Struktur.
33Siehe Kapitel (5.3).
34Siehe Definition (5.3.1) aus Kapitel (5.3).
35Siehe Kapitel (3.2).
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Kerndaten Wert
min(|Vˆ |) 5
max(|Vˆ |) 97
min(diam(Hˆ)) 1
max(diam(Hˆ)) 27
avg(|Vˆ |) 23
avg(diam(Hˆ)) 3
Abbildung 5.10: Kerndaten des Graphkorpus TC .
Kerndaten in Abbildung (5.10) zu finden sind. Da die A¨hnlichkeitsmaße zur
strukturellen Untersuchung web-basierter Dokumente eingesetzt werden, liegt der
Anwendungsschwerpunkt besonders im Web Structure Mining, da dieses die Er-
forschung struktureller Eigenschaften hypertextueller Dokumente zum Ziel hat.
Kapitel (5.8.1) untersucht zuna¨chst die Wertebereichsausscho¨pfung der Grapha¨hn-
lichkeitsmaße di. Damit kann im Vorfeld einer konkreten Evaluierung ermittelt
werden, ob ein bestimmtes Maß di fu¨r die fokussierte Anwendung besonders ge-
eignet bzw. ungeeignet ist. Dagegen wird in Kapitel (5.8.2) die Evaluierung web-
basierter Dokumente diskutiert, die durch DOM-Strukturen [45] repra¨sentiert wer-
den. Die Kapitel (5.8.1), (5.8.2) folgen dabei einer gemeinsamen Reihenfolge von
Untersuchungsschritten:
• Die Bestimmung einer A¨hnlichkeitsmatrix (sij)ij, 1 ≤ i ≤ n, 1 ≤ j ≤
n, sij ∈ [0, 1], wobei diese als Grundlage verschiedener Anwendungen zu
sehen ist, z.B. zur Berechnung von Verteilungen oder als Basis fu¨r den
Einsatz von Data Mining-Verfahren.
• Die Anwendung von multivariaten Analyseverfahren, z.B. die Clustering-
verfahren.
Die Interpretation der Ergebnisse, zum einen bezogen auf Website-Strukturen
und zum anderen auf DOM-Trees, ist jedoch unterschiedlich, da fu¨r beide Doku-
mentengruppen verschiedene Problemstellungen behandelt werden.
5.8.1 Experimente mit Website-Strukturen
Um nun die Grapha¨hnlichkeitsmaße aus Satz (5.6.4) auf der Basis von TC zu
evaluieren, ist der erste Schritt die Untersuchung der Wertebereichsausscho¨pfung.
Genauer ist dabei zu bestimmen, wie gut die Maße
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d1(Hˆ
1
m, Hˆ
2
m) :=
∑ρ
i=0 λi · γ
fin(i)∑ρ
i=0 λi
,
d2(Hˆ
1
m, Hˆ
2
m) :=
∑ρ
i=0 γ
fin(i)
ρ+ 1
,
d3(Hˆ
1
m, Hˆ
2
m) :=
∏ρ
i=0 γ
fin(i)
Pρ
i=0 γ
fin(i)
ρ+1
,
ihren Wertebereich ausscho¨pfen. Dabei gilt nach Konstruktion di(Hˆ1m, Hˆ
2
m) ∈
[0, 1], i = 1, 2, 3. Fu¨r diese Untersuchung werden einige Fa¨lle unterschieden, wo-
bei sich darin unterschiedliche Parameterbelegungen und die Betonung verschie-
denartiger struktureller Aspekte widerspiegeln. Dazu wurden die folgenden Da-
tenklassen definiert:
Definition 5.8.1 Die Datenklassen D1-D5, die durch unterschiedliche Parame-
terbelegungen definiert werden, beziehen sich auf das Testkorpus TC:
1. D1: ζ = 1.0 (Ausschließlich Alignments von Kernel-Kanten); Falls γ
fin(i) <
0.5, setze λi = 100, anderfalls λi = 1; Parameterbelegung:
σ1out = 1.0, σ
2
out = 2.0, σ
1
in = 1.0, σ
2
in = 2.0, σˆ
1
out = 3.0, σˆ
2
out = 5.0,
σˆ1in = 3.0, σˆ
2
in = 5.0.
2. D2: ζ = 0.3; Falls γ
fin(i) < 0.5, setze λi = 100, andernfalls λi = 1;
Parameterbelegung:
σ1out = 1.0, σ
2
out = 1.0, σ
1
in = 1.0, σ
2
in = 1.0, σˆ
1
out = 1.0, σˆ
2
out = 5.0,
σˆ1in = 1.0, σˆ
2
in = 5.0.
3. D3: ζ = 0.5; Falls γ
fin(i) < 0.5, setze λi = 100, andernfalls λi = 1;
Parameterbelegung:
σ1out = 1.0, σ
2
out = 1.0, σ
1
in = 1.0, σ
2
in = 1.0, σˆ
1
out = 1.0, σˆ
2
out = 5.0,
σˆ1in = 1.0, σˆ
2
in = 5.0.
4. D4: ζ = 0.5; Falls γ
fin(i) < 0.5, setze λi = 64, andernfalls λi = 16;
Parameterbelegung:
σ1out = 1.0, σ
2
out = 2.0, σ
1
in = 1.0, σ
2
in = 2.0, σˆ
1
out = 3.0, σˆ
2
out = 5.0,
σˆ1in = 3.0, σˆ
2
in = 5.0.
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5. D5: ζ = 0.5; Falls γ
fin(i) < 0.5, setze λi = 100, andernfalls λi = 1;
Parameterbelegung:
σ1out = 1.0, σ
2
out = 1.0, σ
1
in = 1.0, σ
2
in = 1.0, σˆ
1
out = 3.0, σˆ
2
out = 5.0,
σˆ1in = 3.0, σˆ
2
in = 5.0.
Zuna¨chst erfolgt fu¨r alle Datenklassen der Definition (5.8.1) die Interpretation
der Verteilungen aus Abbildung (5.11). Dabei bezieht sich die Anordnung36 der
Verteilungen auf die Datenklassen D1-D5, wobei die jeweilige Parameterbelegung
in Definition (5.8.1) angegeben ist. Da nach Satz (5.6.4) die Eigenschaften
di(Hˆ
1
m, Hˆ
2
m) = di(Hˆ
2
m, Hˆ
1
m) und di(Hˆ
1
m, Hˆ
1
m) = 1, Hˆ
1
m, Hˆ
2
m ∈ TC
gelten, entsteht die zu Grunde liegende A¨hnlichkeitsmatrix durch |TC |(|TC |−1)
2
−
male A¨hnlichkeitsberechnung der Graphpaare, fu¨r jedes Maß di. Die Abbildung
(5.11) zeigt die gerankten A¨hnlichkeitswerte der Maße d1, d2 und d3. Das bedeutet,
dass die sortierten A¨hnlichkeitspaarungen gegen eine Platznummer aufgetragen
wurden.
Aus Abbildung (5.11) ersieht man fu¨r alle Datenklassen, dass die Maße
d1(Hˆ
1
m, Hˆ
2
m) :=
∑ρ
i=0 λi · γ
fin(i)∑ρ
i=0 λi
und d2(Hˆ
1
m, Hˆ
2
m) :=
∑ρ
i=0 γ
fin(i)
ρ+ 1
,
den Wertebereich [0, 1] nicht vollsta¨ndig ausscho¨pfen und die graphbasierten Hy-
pertexte
”
zu a¨hnlich“ bewerten. Am deutlichsten erkennt man dies am Verhalten
von d2. Das liegt zum einen an der Definition von d1 und d2, zum anderen an der
Parametrisierung, bezogen auf λi ∈ IR. Da d2 lediglich das arithmetische Mittel
der γfin(i) ausdru¨ckt, ist die mangelnde Ausscho¨pfung des Werteintervalls [0, 1]
deutlich ausgepra¨gter als bei d1. Weiterhin reagiert d1 wesentlich empfindlicher
auf Strukturunterschiede als d2, wobei sich diese Eigenschaft in den sprungartigen
Schaubildern von d1 widerspiegelt.
Dagegen zeigt das Maß d3(Hˆ1m, Hˆ
2
m) :=
Qρ
i=0 γ
fin(i)
Pρ
i=0
γfin(i)
ρ+1
fu¨r alle Klassen der Definiti-
on (5.8.1) eine gute und kontinuierliche Wertebereichsausscho¨pfung. Der Kurven-
verlauf von d3 bezogen auf D1, unterscheidet sich deutlich von den d3-Verla¨ufen
der u¨brigen Klassen. Dieser Unterschied ist dadurch erkla¨rbar, dass in D1 aus-
schließlich Alignments von Kernel-Kanten betrachtet wurden. Das bedeutet: Die
hypertextuellen Dokumentstrukturen repra¨sentieren gerichtete Wurzelba¨ume. Da-
mit wurden die Alignments von Across-Kanten, Up-Kanten und Down-Kanten
36Das erste Bild in der oberen Reihe aus Abbildung (5.11) bezieht sich auf Datenklasse D1,
das zweite Bild in der oberen Reihe bezieht sich auf Datenklasse D2 etc.
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Abbildung 5.11: Verteilungen der gerankten A¨hnlichkeitswerte fu¨r d1, d2 und d3, bezogen
auf alle Datenklassen der Definition (5.8.1). Die X-Achse bezeichnet den A¨hnlichkeitswert
d3(Hˆ1m, Hˆ
2
m) ∈ [0, 1]. Auf der Y -Achse ist die Anzahl der Graphpaare aufgetragen.
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Abbildung 5.12: Kummulative A¨hnlichkeitswertverteilungen fu¨r die Datenklassen der Defi-
nition (5.8.1). X-Achse: A¨hnlichkeitswert d3(Hˆ1m, Hˆ
2
m) ∈ [0, 1]. Y -Achse: Prozentsatz der Gra-
phen, die einen A¨hnlichkeitswert d3 ≤ X-Wert besitzen.
126
bewusst vernachla¨ssigt. Bezu¨glich D1-D4 wurde der Parameter ζ ∈ [0, 1], der die
Gewichtung der Werte γout(i) und γin(i) steuert, variiert.
Abschließend ist das durch die Abbildung (5.11) gezeigte Verhalten von d3 als
positiv zu bewerten. Damit ist eine wesentliche Voraussetzung erfu¨llt, die die
Grundlage fu¨r einen sinnvollen Einsatz im Web Structure Mining bildet. Um nun
etwas u¨ber die Verteilung der A¨hnlichkeitswerte innerhalb der Datenklassen zu
erfahren, betrachte man die kummulative A¨hnlichkeitswertverteilung in Abbil-
dung (5.12). Als Grapha¨hnlichkeitsmaß wurde dabei ausschließlich d3 verwendet.
Auffa¨llig ist, dass sich das Schaubild der Klasse D1 von den Kurvenverla¨ufen der
u¨brigen Datenklassen prinzipiell unterscheidet. Daraus erkennt man, dass z.B.
ca. 20% der Graphen bereits einen A¨hnlichkeitswert d3 ≤ 0.5 haben. Im Gegen-
satz dazu besitzen ca. 90% der Graphen aus D2 einen A¨hnlichkeitswert d3 ≤
0.5. Insgesamt ersieht man aus Abbildung (5.12), dass die Graphen in D1 signi-
fikant a¨hnlicher37 bewertet werden als die Graphen der u¨brigen Datenklassen.
Dieses Verhalten ist deshalb plausibel, da die Graphen in D1 ausschließlich als
Wurzelba¨ume behandelt werden und somit die fu¨r Hypertexte typischen Across-
Kanten, Up-Katen und Down-Kanten fehlen. Daraus folgt, dass sich der Großteil
dieser Graphen deutlich weniger stark strukturell unterscheidet als die Graphen
in den restlichen Datenklassen. Umgekehrt ist die Lage bei D2-D5: Durch Ein-
beziehung aller Kantentypen gilt der Hauptanteil der Graphen untereinander als
strukturell una¨hnlich. Die Schaubilder fu¨r D4 und D5 sind identisch.
Um nun zu ermitteln, wie gut das Maß d3 die strukturelle A¨hnlichkeit von web-
basierten Hypertexten wiedergibt, wird im Folgenden die Anwendung von Clu-
steringverfahren fokussiert. Jedoch la¨sst sich das Analyseergebnis nur fu¨r eine
wesentlich kleinere Teilmenge Tsmall ⊆ TC anschaulich38 darstellen. Fu¨r dieses
Experiment wurde ein agglomeratives Clusteringverfahren gewa¨hlt, dessen Funk-
tionsweise Kapitel (2.4.2) erla¨utert. Ausgehend von TC wurde Tsmall so erzeugt,
dass die A¨hnlichkeitswerte der Graphpaarungen mit anna¨hernd gleicher Anzahl
vorkommen und den Wertebereich [0, 1] nahezu vollsta¨ndig ausscho¨pfen. Wa¨hlt
man nun fu¨r die Teilmenge Tsmall ⊆ TC , |Tsmall| = 22, zur Berechnung der Fusi-
onsschritte den Clusterabstand39
αAL (Ci, Cj) :=
1
|Ci||Cj|
∑
H˜∈Ci
∑
H∈Cj
d3(H, H˜),
so erha¨lt man als Ergebnis der Clusterung Abbildung (5.13).
Da nun eine mo¨gliche Clusterlo¨sung interpretiert werden muss, liegt die Fragestel-
lung nahe, ob sich Partitionen angeben lassen, die als mo¨gliche Abbruchstufen gel-
37Auf der Basis von d3.
38In Form eines Dendogramms. Siehe Kapitel (2.4.2).
39Wegen seiner guten Interpretierbarkeit wurde Average Linkage gewa¨hlt. Siehe Kapi-
tel (2.4.2).
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Abbildung 5.13: Dendogramm als Ergebnis der Clusterung von Tsmall. Die zweiundzwanzig
Graphen sind jeweils mit Objektnummern bezeichnet.
ten ko¨nnen. Ein solches Abbruchkriterium fu¨r agglomerative Clusteringverfahren
wurde von Rieger [180] entwickelt. Im Folgenden wird der Clusterabstand auf
der j-ten Fusionsstufe vereinfachend als αjAL bezeichnet. Rieger bildet zuna¨chst
die Betragsdifferenzen ηi = |α
j
AL − α
j+1
AL |, i = 1, 2, . . . , m − 2, wobei fu¨r jeden
Fusionschritt j eine Knotennummer m = |Tsmall| + j gebildet wird. Nun kann
fu¨r jeden weiteren Fusionsschritt j + 1 die jeweilige Betragsdifferenz der Cluster-
absta¨nde berechnet werden, wobei j = 2, 3 . . . , m − 1 gilt. Auf der Basis von
η¯ = 1
m−2
∑m−2
i=1 ηi und der Bildung der Standardabweichung
σ =
√√√√m−2∑
i=1
(ηi − η¯)2,
definiert Rieger die untere Schranke θ = η¯+ σ
2
. Gilt nun ηi ≥ θ, so dru¨ckt diese
Ungleichung eine gute Trennbarkeit der Cluster aus. Damit gilt jede gebildete Be-
tragsdifferenz, die die Ungleichung ηi ≥ θ erfu¨llt, als denkbare Abbruchstufe. Das
Ergebnis der Berechnung aller mo¨glichen Abbruchstufen ist in Abbildung (5.13)
durch horizontale Linien angedeutet. Neben einer guten Trenneigenschaft wer-
den aber auch diejenigen Cluster einer Partition gesucht, die mo¨glichst homogen
sind, das heißt, deren Elemente sich auf der Basis des Graphabstandsmaßes d3
sehr a¨hnlich sind. Um die Homogenita¨t der Cluster zu beschreiben wurde das
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Abbildung 5.14: Web-basierte Hypertextgraphen der Cluster (11,18), (9,16) und (3,7,10).
Die Clusterschreibweise in Tupelform verwendet dabei die Objektnummern. Es gilt ζ = 0.5;
Parameterbelegung siehe Punkt (5) der Definition (5.8.1).
Maß
h(Ci) :=
1
|Ci| · (|Ci| − 1)
∑
µ∈ICi
∑
ν∈ICi
sµν
angewendet, welches bereits zur Cluster-Interpretation in Kapitel (2.4.1) vorge-
stellt wurde. Dabei wurde s = d3 gesetzt; Ci bezeichnet ein Cluster auf einer
gewissen Partition und IC die entsprechende Indexmenge. Auf Grund der in Ka-
pitel (2.4.2) erkla¨rten Konstruktion eines agglomerativen Clusteringverfahrens
nimmt die Homogenita¨t im Dendogramm von den Bla¨ttern bis zur Wurzel hin
immer weiter ab. Bezeichnet nun P = (C1, C2, . . . Ck) die Clustermenge einer
Partition P , so kann die Einbeziehung der Homogenita¨tssumme
k∑
i=1
h(Ci),
zusammen mit den berechneten Abbruchstufen als mo¨gliches Kriterium fu¨r eine
Clusterlo¨sung aufgefasst werden. In Abbildung (5.13) wurde die Partition P10
gewa¨hlt, da einerseits das Abbruchkriterium erfu¨llt ist und andererseits die Par-
tition die ho¨chste verbleibende Homogenita¨tsumme aufweist.
Um einen Eindruck zu bekommen, wie gut d3 die A¨hnlichkeit der Graphen in
den Clustern wiedergibt, sei dazu Abbildung (5.14) betrachtet. Aus der Parti-
tion P10 wurden beispielhaft die Cluster mit den Graphen (11,18), (9,16) und
(3,7,10) ausgewa¨hlt. Gema¨ß der Haupteigenschaft des vorliegenden Clustering-
verfahrens entha¨lt das Cluster auf der ersten Fusionsstufe auf der Basis von d3
die a¨hnlichsten Graphen: In diesem Fall besitzen die web-basierten Dokumente
sogar identische Graphstrukturen. Die Graphen, die das Cluster (9, 16) bilden,
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<div style="...">
<h1>Ueberschrift </h1>
<div>
<h2>Kapitel </h2>
<p>
Text
</p>
</div>
</div>
</body >
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Abbildung 5.15: (i): Das linke Bild zeigt ein einfaches HTML-Codefragment. (ii): Das rechte
Bild bildet den entsprechenden DOM-Tree ab.
wurden im zweiten Fusionsschritt zusammengeschlossen. Sie unterscheiden sich
lediglich durch eine Across-Kante auf der ersten Ebene. Ansonsten stimmen sie
in ihren Ordnungen und Kantenmengen vollsta¨ndig u¨berein. Das Cluster mit den
Graphen (3,7,10) wurde in einer fortgeschrittenen Fusionsstufe erzeugt, wobei
das agglomerative Verfahren zuerst das Cluster (7,10) bildete. In einem weiteren
Fusionsschritt wurde dann der Graph mit der Objektnummer 3 dazugefu¨gt. Die
Graphen 3, 7 besitzen bis zur ersten Ebene eine identische Struktur. Strukturelle
Unterschiede zeigen sich auf der Ebene 2. Verglichen mit Graph 3 und Graph 7
besitzt Graph 10 bis zur ersten Ebene dieselbe Kantenstruktur, jedoch um einen
Knoten reduziert. Fu¨r die weitere Interpretation der Cluster auf ho¨her liegenden
Partitionen gilt, dass nach Konzeption des agglomerativen Verfahrens die Gra-
phen innerhalb der Cluster immer una¨hnlicher40 werden. Im Cluster, welches die
Wurzel des Dendogramms repra¨sentiert, sind schließlich alle Graphen verschmol-
zen. Es bleibt nun die Aufgabe, die Gu¨te der Strukturerkennung von d3 auf einen
großen Datenbestand zu untersuchen. Dazu wird in Kapitel (6) gezeigt, dass d3
in der Lage ist, Graphmengen web-basierter Dokumente strukturell zu trennen.
5.8.2 Experimente mit web-basierten Dokumenten
In Kapitel (5.8.1) wurde als erster Analyseschritt die Wertebereichsausscho¨pfung
der Graphmaße aus Satz (5.6.4) untersucht. Bezu¨glich der Wertebereichsaus-
scho¨pfung und der Cluster-Interpretation von Website-Strukturen erwies sich das
Maß d3 in Kapitel (5.8.1) als sehr geeignet. Auf Grund der Konzeption der Graph-
maße ko¨nnen wa¨hrend der A¨hnlichkeitsmessung durch die Parametrisierung un-
terschiedliche Strukturaspekte beru¨cksichtigt werden. Diese Flexibilita¨t wirkt sich
40Auf der Basis von d3.
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Abbildung 5.16: Ausgehend von einer Menge von GXL-Repra¨sentationen erfolgt die web-
basierte Extraktion der DOM-Trees mit Hilfe von HTMLParser [257]. Daran anschließend erzeugt
HyGraph die jeweilige A¨hnlichkeitsmatrix, die als Eingabe des Clusteringverfahrens dient. Die
Registerkarten Statistics und Partitions dienen zur Berechnung der Clusterhomongenita¨t
und des Abbruchkriteriums aus Kapitel (5.8.1). Dagegen wird mit Hilfe der Registerkarte Vi-
sualization of Clustering das entsprechende Dendogramm erzeugt.
unmittelbar positiv auf die Messung der strukturellen A¨hnlichkeit web-basierter
Dokumente in Form von DOM-Strukturen [45] aus, da lediglich die Belegung des
Parameters ζm in Gleichung (5.40) zu a¨ndern ist. Bezogen auf die A¨hnlichkeits-
messung stellen DOM-Strukturen gerichtete Wurzelba¨ume mit Knotenmarkierun-
gen dar, wobei die Knotenmarkierungen hier die Bedeutungen der HTML-Tags
wiedergeben.
Beispielhaft zeigt die Abbildung (5.15) ein HTML-Codefragment zusammen mit
dem zugeho¨rigen DOM-Tree. Um nun die strukturelle A¨hnlichkeit dieser Struk-
turen zu bestimmen, mu¨ssen außer einer geeigneten Parametrisierung von d3
Aussagen u¨ber die A¨hnlichkeit der Knotenmarkierungen getroffen werden. Da-
bei kann leicht ein einfaches A¨hnlichkeitsschema auf der Basis der bestehenden
HTML-Elementdefinition gegeben werden. HTML-Elemente lassen sich na¨mlich in
zwei auszeichnende Gruppen einteilen [258]:
• Block-Elemente: Block-Elemente sind strukturierende HTML-Elemente, wo-
bei sie eigene Absa¨tze im Textfluss markieren. Beispiele: <ol>, <ul>, <p>,
<table>.
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Ci Cluster Precision Recall
C1 Mitarbeiter-Webseiten 84% 99%
C2 Lehrveranstaltungsanku¨ndigungen 76% 91%
C3 U¨bersichts-Webseiten verschiedener Themen 65% 92%
C4 Vorlesungs- und Veranstaltungsmaterialien 85% 60%
C5 Downloadseiten fu¨r Vorlesungen und U¨bungen 72% 84%
Abbildung 5.17: Bewertung der Clustergu¨te von W1, auf der Basis von Precision und Recall.
• Inline-Elemente: Inline-Elemente erzeugen dagegen keine eigenen Absa¨tze
im Textfluss. Sie kommen oftmals innerhalb von Block-Elementen vor, wo-
bei sie meistens Text oder wieder Inline-Elemente enthalten. Beispiele: <a>,
<basefont>, <big>, <font>.
Auf der Grundlage dieser Einteilung kann nun fu¨r die in den DOM-Trees vorkom-
menden HTML-Elemente die A¨hnlichkeit untereinander bestimmt werden. Dies ge-
schieht mit Hilfe naheliegender Bewertungsregeln, die A¨hnlichkeitswerte anhand
der Zugeho¨rigkeit gewisser Elementgruppen vergeben. Die Regeln sind im We-
sentlichen:
• Zuweisung eines A¨hnlichkeitswertes fu¨r Elemente in der gleichen Gruppe,
na¨mlich Block- und Inline-Elemente.
• Minimaler A¨hnlichkeitswert fu¨r Elemente ungleicher Elementgruppen.
• Zuweisung eines A¨hnlichkeitswertes fu¨r Elemente in der gleichen Funktions-
gruppe. Funktionsgruppen sind hier z.B. "isHeading" und "isTable".
• Zuweisung eines A¨hnlichkeitswertes fu¨r Elemente in unterschiedlichen Funk-
tionsgruppen.
Unter diesen Voraussetzungen kann jetzt unmittelbar das Graphmaß d3 zur A¨hn-
lichkeitsbestimmung der DOM-Trees verwendet werden. Analog zum Kapitel (5.8.1)
wurde die daraus folgende A¨hnlichkeitsmatrix als Eingabe fu¨r das agglomerative
Clusteringverfahren verwendet und zwar auf der Basis von HyGraph [94, 95]. Die
Abbildung (5.16) zeigt den entsprechenden Konfigurationsbereich von HyGraph,
wobei als Clusterabstand wieder Average Linkage zur Anwendung kam.
Die Abbildungen (5.17), (5.18) pra¨sentieren die Ergebnisse der A¨hnlichkeitsmes-
sung mit anschließender Clusterung zweier Websites W1
41 und W2
42, wobei die
Websites durch die Mengen ihrer DOM-Trees repra¨sentiert werden. Zur Auswahl
41http://www.algo.informatik.tu-darmstadt.de.
42http://www.sec.informatik.tu-darmstadt.de.
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Ci Cluster Precision Recall
C1 Mitarbeiter-Webseiten 99% 99%
C2 U¨bersicht Forschungsthemen 99% 99%
C3 Seminaranku¨ndigungen 75% 99%
C4 Lehrveranstaltungsanku¨ndigungen 93% 93%
C5 Webseiten fu¨r technische Dokumentationen 50% 99%
Abbildung 5.18: Bewertung der Clustergu¨te von W2, auf der Basis von Precision und Recall.
einer plausiblen Abbruchstufe hinsichtlich der Clusterlo¨sung wurde die Argumen-
tation des vorherigen Kapitels angewendet. Um einen Eindruck von der Gu¨te der
Clusterung zu bekommen, kamen wieder die Maße Recall und Precision zur An-
wendung. Falls Mr die Menge aller relevanten Dokumente und Mg die Menge der
gefundenen Dokumente, bezogen auf ein Cluster C, bezeichnet, gilt [81]:
Precision :=
|Mr ∩Mg|
|Mg|
,
Recall :=
|Mr ∩Mg|
|Mr|
.
Die Evaluierungsergebnisse zeigen deutlich, dass das eingesetzte Clusteringverfah-
ren auf der Grundlage der berechneten A¨hnlichkeitsmatrix Typklassen erzeugte,
die strukturell signifikante Webseiten enthalten. Das heißt, die Webseiten einer
Klasse besitzen eine auffallend a¨hnliche Dokumentstruktur und manifestieren da-
mit einen eigenen
”
Strukturtyp“. Als Beispiel, bezogen auf W1, zeigen die Abbil-
dungen (5.19), (5.20) die HTML-Repra¨sentationen zweier Webseiten aus C2. Die
hohen Precisionwerte in den Abbildungen (5.17), (5.18) sagen aus, dass die ge-
fundenen Webseiten tatsa¨chlich relevant sind. Dagegen dru¨cken die hohen Recall-
werte aus, dass die Webseiten, die fu¨r ein Cluster Ci relevant sind, auch gefunden
werden. Bezogen auf Precision fa¨llt dagegen auf, dass das Cluster C5 in Abbil-
dung (5.18), im Vergleich mit den u¨brigen Werten, einen niedrigeren Wert besitzt.
Weiter besitzt C5 einen hohen Recallwert. Zusammengefasst bedeutet das: (i) Ei-
nige Webseiten, die bezu¨glich C5 gefunden wurden, sind nicht relevant und (ii)
alle relevanten Webseiten fu¨r dieses Cluster wurden gefunden. Bezogen auf Re-
call ist in Abbildung (5.17) die Situation fu¨r C4 umgekehrt. Insgesamt gesehen
sind die hohen Recall- und Precisionwerte als Gu¨tekennzeichen dieser Clusterung
positiv zu bewerten.
5.8.3 Fazit
Bezogen auf das immer sta¨rker werdende Dokumentaufkommen im World Wi-
de Web sind insbesondere Methoden zur Clusterung strukturell a¨hnlicher Do-
kumente und Verfahren zur Informationsextraktion gefordert. Dabei zeigen die
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DieErgebnisse der Klausur sind an der Tür S4|03 B110 einzusehen. Klausureinsicht nach Bedarf ab dem 27.8.
Zum 5. Aufgabenblatt: Je nachdem wie viele Zeilen aus der Datei ldbpmm.txt als gültig erkannt werden,
variieren auch die Werte der Parameter. Bei 236 Zeilen ergibt sich z.B. 183-7+1.
Eine Übungs-Klausuraufgabe steht auf der Seite der Übungen. Die Klausuraufgaben werden einen ähnlichen
Stil und Schwierigkeitsgrad haben.
Die Klausur findet am Montag 21.07.03 um 15:00 im S101/051 statt und dauert 90 Minuten.
Zum 4. Aufgabenblatt: Die Vorzeichen sollen sowohl beim Menschen als auch bei der Maus alle '+' sein! D.h.
Sie müssen die Permutation zuerst in eine ohne Vorzeichen überführen und dann sortieren.
Zum 4. Aufgabenblatt: Wenn mehrere Gene bei der Maus auf derselben Position liegen, verwenden Sie nur das
erste (in menschlicher Reihenfolge) davon.
Zum 3. Aufgabenblatt: Beachten Sie, dass beim Berechnen der Rückwärtsmatrix auch die Rückwärts-
Übergangsw. benutzt werden müssen, d.h. z.B. a(l,k) statt a(k,l). Die Lösung wurde entsprechend angepasst.
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Das Skript von Volker Heun:
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Rolf Knippers, "Molekulare Genetik", Georg Thieme Verlag, 1997.
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Abbildung 5.19: HTML-Repra¨sentation einer Webseite aus C2, bezogen auf W1.
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Die Klausureinsicht ist voraussichtlich am Do. 05.8. um 14h (zusammen mit Optimierungsalgorithmen). Der
Raum bzw. Terminänderungen stehen dann bei unserer Arbeitsgruppe (E123-E126) an der Tür.
Die Klausur ist fertig korrigiert. Die Ergebnisse hängen an der Tür vom Raum E126.
Eine Teillösung der Übungsklausuraufgabe steht auf der Seite der Übungen.
Die Klausur findet am Montag, den 19. Juli von 9:30h bis 11h im Raum C205 (Piloty-Gebäude) statt.
Eine Übungsklausuraufgabe steht auf der Seite der Übungen. Die Klausur wird natürlich umfangreicher sein,
aber die Art der Aufgaben wird dadurch deutlich.
Wegen der Verwirrung um die zweite Übung stelle ich noch mal des Hirschberg-
Algorithmus' gegenüber.
Das Beispiel zum Globalen Alignment gibt es auch .
Auf der Materialseite steht ab sofort das Biologie-Skript zur Verfügung.
Die Vorlesung fällt in der ersten Woche (am 13.4.) leider aus, weil der Vorlesungsaal noch renoviert wird und
kein Ersatzraum zur Verfügung steht. Am 20.4. findet die Vorlesung aller Voraussicht nach statt.
Vorlesungstermin ist Dienstag um 14:25h im Raum C110 S2|02.
verschiedene Varianten
in vollständiger Fassung
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Abbildung 5.20: HTML-Repra¨sentation einer weiteren Webseite aus C2, bezogen auf W1.
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Ergebnisse aus Kapitel (5.8.2) wichtige Anwendungen im Bereich der strukturori-
entierten Filterung web-basierter Dokumente auf. Das bedeutet, dass der Einsatz
von d3 hinsichtlich Massendaten mit dem Ziel zuna¨chst die erforderlichen A¨hn-
lichkeitsmatrizen zu berechnen, sinnvoll ist. Bezogen auf DOM-Strukturen folgt
daraus, dass a¨hnliche Dokumente dazu tendieren, a¨hnliche Informationen und
Layout-Elemente zu besitzen. Weiterhin sagen die Cluster strukturell a¨hnlicher
DOM-Strukturen etwas u¨ber ihre Bedeutungen aus. Zum Beispiel hat die A¨hn-
lichkeitsbestimmung und anschließende Clusterung der Webseiten aus den Ab-
bildungen (5.19), (5.20) gezeigt, dass es sich um Webseiten eines Aufza¨hlungs-
typs handelt. Insgesamt hat man damit Dokumentgruppen gefunden, die auf der
Grundlage ihrer Strukturtypen vergleichbar sind.
Anwendungen zur Messung der strukturellen A¨hnlichkeit von Website-Struk-
turen, wobei die Websites in Form von hierarchisierten und gerichteten Graphen
repra¨sentiert sind, treten im Zusammenhang mit Problemstellungen u¨berall dort
auf, bei denen (i) die Bildung von Gruppen strukturell a¨hnlicher Websites gefor-
dert ist und (ii) die spezielle Aufgabenstellung auf Basis der Grapha¨hnlichkeit zu
lo¨sen ist. Ein Beispiel fu¨r Punkt (ii) wa¨re z.B. die Bestimmung der strukturellen
Auswirkungen eines Vera¨nderungszyklus, bezogen auf eine zeitlich bedingte Folge
von Website-Strukturen.
Die hohe Flexibilita¨t hinsichtlich der potenziell zu messenden Strukturaspekte sei
als besondere Eigenschaft des neuen Verfahrens nochmals hervorgehoben. Damit
kann durch einfache Vera¨nderung der Parametrisierung die A¨hnlichkeitsmessung
zum einen von Website-Strukturen und zum anderen von DOM-Strukturen fokus-
siert werden. Abschließend betrachtet wurden damit folgende Ergebnisse im Web
Structure Mining erzielt, wobei weitere Anwendungsgebiete in Kapitel (7) the-
matisiert werden:
• Aufdeckung und bessere Beschreibung bestehender web-basierter Graph-
strukturen. Auf Grund der Effizienz ist der Einsatz hinsichtlich Massenda-
ten gegeben.
• Ableitung struktureller Aussagen bezu¨glich Testkorpora web-basierter Hy-
pertexte, z.B. auf Grundlage von aussagefa¨higen Verteilungen der Grapha¨hn-
lichkeitswerte.
• Die Evaluierungsergebnisse der Clusterung aus Kapitel (5.8.2) werden durch
hohe Precision- und Recallwerte untermauert. Die in dieser Arbeit ent-
wickelte Methode zur Bestimmung der strukturellen A¨hnlichkeit web-ba-
sierter Dokumente, leistet neben den bereits erwa¨hnten Anwendungen fu¨r
Website-Strukturen einen Beitrag im Bereich der strukturellen Dokument-
filterung.
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• Abgesehen von den Anwendungen, die aus dem eigentlichen Filterungspro-
zess resultieren, ko¨nnte die strukturorientierte Filterung zuku¨nftig als Vor-
stufe fu¨r eine bessere inhaltsbasierte Kategorisierung betrachtet werden.
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Kapitel 6
Exkurs: Strukturvorhersage
In Kapitel (5.8.1) wurde auf Basis der Website-Strukturen die Fragestellung un-
tersucht, ob das Grapha¨hnlichkeitsmaß d3 mit Hilfe eines agglomerativen Clu-
steringverfahrens in der Lage ist, homogene und aussagekra¨ftige Cluster zu bil-
den. Da jedoch die A¨hnlichkeitswertverteilungen der aus dem WWW extrahier-
ten Website-Strukturen unbekannt sind, kann die Interpretation von Clustering-
Experimenten problematisch sein. Daher wird im Folgenden auf der Grundlage
bekannter A¨hnlichkeitswertverteilungen die u¨ber Kapitel (5.8.1) hinausgehende
Problemstellung betrachtet, ob mit Hilfe von d3 strukturelle Beziehungen zwi-
schen vorgegebenen Graphmengen detektiert werden ko¨nnen.
6.1 Erkennung struktureller Beziehungen zwi-
schen Graphmengen
Detaillierter betrachtet la¨sst sich das Problem, welches in diesem Kapitel (6.1)
behandelt wird, durch eine wichtige Frage untermauern:
Im Folgenden sind durch C1 und C2 Graphmengen von Website-Struk-
turen und deren A¨hnlichkeitswertverteilungen1 vorgegeben. Ist auf der
Basis von d3 eine Vorhersage der strukturellen Beziehung zwischen C1
und C2 mo¨glich, wobei diese nicht aus den Verteilungen zu erkennen
ist?
Dieses Kapitel dru¨ckt die Frage nach der strukturellen Beziehung zwischen den
Graphmengen aus. Das bedeutet hier: Wie stark unterscheiden sich die Haupt-
masse der Graphen aus C1 und C2 strukturell voneinander? Die Konstruktion der
Graphmengen wird im Folgenden schrittweise dargestellt:
1Auf der Basis von d3.
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1. Konstruktionsvorschrift fu¨r C1:
• Erzeuge zufa¨llig einen gerichteten Wurzelbaum
BC11 = (Vˆ , E
C1
B1
), EC1B1 ⊆ Vˆ × Vˆ
unter der Nebenbedingung Vˆ :=
⌈
|C1|
4
⌉
, |C1| > 0.
• Ausgehend von BC11 und einem gewa¨hlten Startknoten werden jeweils
zufa¨llig Across-Kanten, Up-Kanten oder Down-Kanten erzeugt.
• Die nach diesen Schritten konstruierten Website-Strukturen
Hˆm = (Vˆ , Eˆ,mVˆ , AVˆ )
genu¨gen der Definition (5.3.1), wobei AVˆ := {} gilt.
2. Konstruktionsvorschrift fu¨r C2:
• Erzeuge zufa¨llig eine Folge von gerichteten Wurzelba¨umen
BC2i = (Vˆi, E
C2
Bi
)i=1,2,3, EBi ⊆ Vˆi × Vˆi
unter den Nebenbedingungen Vˆi :=
⌈
|C2|
ki
⌉
, |C2| > 0, k1 = 2, k2 = 10
und k3 = 20.
• Ausgehend von BC2i und einem gewa¨hlten Startknoten werden jeweils
zufa¨llig Across-Kanten, Up-Kanten oder Down-Kanten erzeugt.
• Basierend auf den Wurzelba¨umen BC2i genu¨gen die so konstruierten
Website-Strukturen der Definition (5.3.1).
Die Bestimmung der A¨hnlichkeitsmatrizen2 (sij)ij , 1 ≤ i ≤ |C1|, 1 ≤ j ≤ |C1|,
(sij)ij , 1 ≤ i ≤ |C2|, 1 ≤ j ≤ |C2| und (sij)ij, 1 ≤ i ≤ |C1 + C2|, 1 ≤ j ≤
|C1 + C2|, sij ∈ [0, 1] fu¨r die Graphmengen C1 und C2 wurde auf Basis der
Parameterbelegung gema¨ß Punkt (5) der Definition (5.8.1) durchgefu¨hrt.
Das eigentliche Experiment kann auf der Grundlage dieser Voraussetzungen fol-
gendermaßen unterteilt werden:
1. Graphische Darstellung der A¨hnlichkeitswertverteilungen mit Hilfe der Ma-
trizen (sij)ij, 1 ≤ i ≤ |C1|, 1 ≤ j ≤ |C1| und (sij)ij, 1 ≤ i ≤ |C2|, 1 ≤ j ≤
|C2|.
2Auf der Basis von s = d3.
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Abbildung 6.1: Das Schaubild zeigt die gerankten A¨hnlichkeitswerte der Graphmengen C1
und C2. Es gilt θ = 0.5 und |C1| = |C2| = 500. X-Achse: A¨hnlichkeitswert d3(Hˆ1m, Hˆ
2
m) ∈ [0, 1].
Y -Achse: Anzahl der Graphpaare.
2. Bilde die Menge C := C1 ∪C2 und berechne die A¨hnlichkeitsmatrix (sij)ij,
1 ≤ i ≤ |C1 + C2|, 1 ≤ j ≤ |C1 + C2|.
3. Durch die Mischung der Graphmengen C1 und C2 sind wa¨hrend der Berech-
nung der A¨hnlichkeitsmatrix neue Graphpaarungen entstanden, wobei hier
die Gesamtheit der Paare durch (Hˆim, Hˆ
j
m)ij bezeichnet wird. Konstruiere
die Mengen Cnew1 und C
new
2 nach folgendem Kriterium: Gilt die Ungleichung
d3((Hˆ
i
m, Hˆ
j
m)) ≥ θ, ∀ (Hˆ
i
m, Hˆ
j
m) ∈ (Hˆ
i
m, Hˆ
j
m)ij ,
dann ordne dieses Paar der Menge Cnew1 , ansonsten der Menge C
new
2 zu.
Dabei bezeichnet θ den Schwellwert der Mengenkonstruktion, wobei sich θ
u¨ber den Verteilungsschnittpunkt3 berechnet.
4. Bestimme nun die Anzahl der Graphpaarungen, die sich mit Graphen aus
C1 und C
new
1 bildeten. Bezogen auf C2 und C
new
2 ist das Vorgehen analog.
Die daraus resultierenden Paarungsha¨ufigkeiten, die mit der Kardinalita¨t
|C1|+|C2| normiert werden, gelten als Vorkommenswahrscheinlichkeiten fu¨r
die entsprechenden Graphen in Cnew1 bzw. C
new
2 .
5. Die Graphen, die auf der Basis dieser Za¨hlung die gro¨ßte Ha¨ufigkeit bezu¨glich
Cnew1 und C
new
2 erzielen, werden eindeutig der entsprechenden Menge zuge-
ordnet.
3Dieser wurde in Abbildung (6.1) zu θ = 0.5 berechnet.
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Abbildung 6.2: Das Schaubild zeigt die gerankten A¨hnlichkeitswerte von Cnew
1
und Cnew
2
. Die
Auftrennung der gemischten Menge C = C1 ∪ C2 erfolgte mit θ = 0.5. X-Achse: A¨hnlichkeits-
wert d3(Hˆ1m, Hˆ
2
m) ∈ [0, 1]. Y -Achse: Anzahl der Graphpaare.
Auf dieser Konstruktion basierend kann die Kernfrage der Untersuchung damit
beantwortet werden, wie gut die Auftrennung der gemischten Graphmenge mit
Hilfe von d3 gelingt.
6.2 Ergebnisse
Die Interpretation der Abbildung (6.1) ergibt, dass die Hauptmasse der Gra-
phen aus C1 untereinander sehr a¨hnlich
4 sind. Bezogen auf die Gesamtanzahl
der Graphpaare aus C1 existieren nur wenige Paarungen, die einen A¨hnlichkeits-
wert d3 ≤ 0.8 besitzen. Hinsichtlich C2 ist die Situation gerade umgekehrt: Der
Hauptanteil der Graphen aus C2 ist untereinander extrem una¨hnlich
5. Die Ab-
bildung (6.2) zeigt die Schaubilder der gerankten A¨hnlichkeitswerte von Cnew1
und Cnew2 , wobei die Kurvenverla¨ufe identisch mit denen aus Abbildung (6.1)
erscheinen. Eine endgu¨ltige Aussage u¨ber die strukturelle Beziehung zwischen
den Graphmengen kann aber nur eine Auftrennung der Graphmengen ergeben,
da die A¨hnlichkeitswertverteilungen keine Ru¨ckschlu¨sse u¨ber die Beziehung zwi-
schen den Graphklassen erlauben. Um weiter eine Vorstellung u¨ber die kumula-
tiven A¨hnlichkeitswertverteilungen von Cnew1 und C
new
2 zu bekommen, betrachte
4Auf der Basis von d3.
5Auf der Basis von d3.
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Abbildung 6.3: Kumulative A¨hnlichkeitswertverteilungen von Cnew1 , C
new
2 und C. Auf der
X-Achse ist jeweils der A¨hnlichkeitswert d3 ∈ [0, 1] aufgetragen. Die Y -Achse bezeichnet den
Prozentsatz der Graphen, die einen A¨hnlichkeitswert d3 ≤ X-Wert besitzen.
man die Abbildung (6.3). Zum Beispiel besitzen 90% der Graphen aus Cnew2 einen
A¨hnlichkeitswert d3 ≤ 0.1. Somit gelten diese Graphen auf der Basis von d3 als
sehr una¨hnlich. Dagegen gilt fu¨r Cnew1 , dass bereits 20% der Graphen die Un-
gleichung d3 ≤ 0.95 erfu¨llen. Weiterhin zeigt die Abbildung (6.3) die kumulative
A¨hnlichkeitswertverteilung der gemischten Graphmenge C.
Die bereits gea¨ußerte Vermutung, dass sich die Hauptmasse der Graphen aus
C1 und C2 stark voneinander unterscheiden, wird nun auf die Kernfrage zuru¨ck-
gefu¨hrt, wie ausgepra¨gt die Trennung der gemischten Graphmenge C ausfa¨llt.
Mit anderen Worten muss damit die Frage beantwortet werden, wieviel Prozent
der Graphen der Ausgangsmenge C1 bzw. C2 gema¨ß Punkt (4), (5) der Menge
Cnew1 bzw. C
new
2 zugeordnet wurden. Das optimale Ergebnis der Mengentrennung
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wa¨re, dass die neu gewonnenen Graphmengen Cnew1 und C
new
2 identisch mit den
Ursprungsmengen C1 und C2 sind.
Unter der Voraussetzung |C1| = |C2| = 500 gilt fu¨r die Kardinalita¨t der gemisch-
ten Menge offensichtlich |C| = 1000. Um das Ergebnis der Trennung zu interpre-
tieren, wurden zuna¨chst die oben genannten Prozentzahlen berechnet. Die ab-
schließende Auswertung ergab, dass sich 99.8% der urspru¨nglichen Graphen von
C1 in C
new
1 befanden. Das bedeutet, dass lediglich ein Graph, der urspru¨nglich C1
angeho¨rte, nun Cnew2 zugeordnet wurde. Dagegen wurden die Ursprungsgraphen
aus C2 zu 100% richtig der neuen Menge C
new
2 zugeordnet.
6.3 Fazit
Die Tatsache, dass die Hauptmasse der Graphen aus C1 bzw. C2 untereinander
strukturell una¨hnlich bzw. a¨hnlich ist, la¨sst keine endgu¨ltige Aussage u¨ber die Be-
ziehung zwischen C1 und C2 zu. Deshalb besta¨tigen die Ergebnisse die Hypothese
auf der Basis der Auftrennung, dass sich der Hauptanteil der Graphen aus C1 und
C2 stark voneinander unterscheiden. In diesem Fall kommt die ausgepra¨gte struk-
turelle Verschiedenheit dieser Graphklassen durch deren Konstruktion zustande.
Diese Auswertung zeigt deutlich, dass das Grapha¨hnlichkeitsmaß d3 in der Lage
ist, komplexe Graphstrukturen in Form von hierarchisierten und gerichteten Gra-
phen strukturell zu erkennen und im Sinne der Trennung zu klassifizieren. Die
Lo¨sung der hier behandelten Problemstellung war nicht aus der Betrachtung der
A¨hnlichkeitswertverteilungen abzuleiten. Als weitergehende Anwendung ist die
bina¨re Klassifikation von Graphmengen hierarchisierter und gerichteter Graphen
von großem Interesse. Damit kann die Frage der Gleichheit von zwei spezifischen
Graphmengen beantwortet werden.
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Kapitel 7
Zusammenfassung und Ausblick
Kapitel (7) fasst die Ergebnisse dieser Arbeit zusammen. Daru¨ber hinaus wer-
den in Form eines Ausblicks Bereiche angegeben, in denen das Hauptergebnis
der Arbeit, das Grapha¨hnlichkeitsmodell fu¨r hierarchisierte und gerichtete Gra-
phen, u¨ber die Kapitel (5.8.1), (5.8.2), (6) hinaus zuku¨nftig Anwendung finden
kann. Abschließend werden weiterfu¨hrende Fragestellungen und Ansatzpunkte fu¨r
zuku¨nftige Untersuchungen aufgezeigt.
7.1 Zusammenfassung der Ergebnisse
In der vorliegenden Arbeit wurden strukturelle Aspekte web-basierter Hypertexte
untersucht. Dabei stand die Entwicklung solcher graphentheoretischer Analyse-
methoden im Vordergrund, die anwendungsorientierte Problemstellungen imWeb
Structure Mining lo¨sen. Die Untersuchungen dieser Arbeit lassen sich in zwei auf-
einander aufbauende Teile untergliedern:
• Kapitel (3) zeigt die Grenzen der inhaltsbasierten Kategorisierung web-
basierter Einheiten auf. Als Basis von Kapitel (3) gilt eine grundlegende
Arbeit [156], die die Pha¨nomene Polymorphie und funktionale A¨quivalenz
definiert. Weiterhin thematisiert [156] die aus der Polymorphie resultieren-
den Probleme bei der Kategorisierung hypertextueller Einheiten. In Kapi-
tel (3.4) wurde dazu ein Experiment entworfen, welches die inhaltsbasierte
Kategorisierung englischsprachiger Konferenz/Workshop-Websites im Be-
reich Mathematik und Informatik fokussiert. Die experimentellen Ergeb-
nisse [61, 156] aus Kapitel (3.6) zeigen, dass die Performance-Evaluierung
der SVM-Kategorisierung zu niedrigen Precision- und hohen Recallwerten
fu¨hrte. Die sehr niedrige Trennscha¨rfe der Kategorien weist auf eine extre-
me Mehrfachkategorisierung hin, das heißt die zu kategorisierenden Websei-
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ten wurden in den meisten Fa¨llen mehreren Kategorien zugeordnet. Diese
Ergebnisse untermauern nachhaltig die Hypothese, dass Polymorphie und
funktionale A¨quivalenz charakteristische Eigenschaften web-basierter Ein-
heiten sind. Da das Experiment aus Kapitel (3.4) im Rahmen des bekann-
ten Vektorraummodells erfolgte, wurde in Kapitel (5) die Entwicklung eines
neuen Ansatzes zur Modellierung multimedialer Dokumentstrukturen dar-
gestellt.
• Auf der Suche nach einem ada¨quaten Ansatz zur Modellierung web-basier-
ter Hypertexte wurde in Kapitel (5) ein Verfahren vorgestellt, welches die
graphbasierte Struktur der Hypertexte ganzheitlich beru¨cksichtigt. Zusam-
men mit den Ergebnissen aus Kapitel (3) weist dieses Verfahren nach: Gra-
phentheoretische Analysemethoden im Hinblick auf das Web Mining sind
nur dann sinnvoll, wenn sie aussagekra¨ftige und effiziente strukturelle Ver-
gleiche graphbasierter Hypertexte ermo¨glichen. Damit ist der wesentliche
Beitrag dieser Arbeit ein graphentheoretisches Modell, welches die Bestim-
mung der strukturellen A¨hnlichkeit von Hypertextstrukturen in Form hier-
archisierter und gerichteter Graphen beschreibt. Kurz gefasst lassen sich die
Entwicklungs- und Modellierungsschritte wie folgt darstellen:
– Es wurden strukturelle Parameter gesucht, die einerseits effizient bere-
chenbar und andererseits aussagekra¨ftig sind. Erste Zwischenergebnis-
se legten die Verwendung von Gradsequenzvektoren gerichteter Gra-
phen nahe, welche aus den Adjanzenzmatrizen einfach zu berechnen
sind. Allerdings sagen Vergleiche solcher Gradsequenzen wenig u¨ber
die gemeinsame Graphstruktur aus (Kapitel (5.1), (5.2)).
– Der entscheidende Schritt bestand darin, die Knotensequenzen und die
dadurch induzierten Gradsequenzen ebenenweise zu betrachten. Die
Frage nach der strukturellen A¨hnlichkeit zweier graphbasierter Hy-
pertexte in Form hierarchisierter und gerichteter Graphen, wurde da-
durch gleichbedeutend mit der Bestimmung eines optimalen Sequenz-
Alignments der zu Grunde liegenden Grundsequenzen (Kapitel (5.4),
(5.5)).
– Die Grapha¨hnlichkeitsmaße, die auf dieser Grundidee und den definier-
ten Bewertungsfunktionen beruhen, besitzen die Eigenschaften von
Backward-A¨hnlichkeitsmaßen. Auf Grund der Konstruktion ko¨nnen
durch einfache Parametera¨nderungen hinsichtlich der Bewertungsfunk-
tionen vielfa¨ltige strukturelle Teilaspekte wa¨hrend der A¨hnlichkeitsbe-
stimmung beru¨cksichtigt werden (Kapitel (5.6), (5.8.1),
(5.8.2)).
Dieses Modell bildet den Schlu¨ssel fu¨r vielfa¨ltige Anwendungen, die u¨ber die Pro-
blemstellungen des Web Structure Mining hinausgehen. Um das Grapha¨hnlich-
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keitsmodell aus Kapitel (5) zu bewerten, wurden in den Kapiteln (5.8.1), (5.8.2)
experimentelle Untersuchungen durchgefu¨hrt. Insgesamt wurden damit qualitativ
wichtige Ergebnisse im Web Structure Mining erzielt:
• Auf der Basis der a¨hnlichkeitsbasierten Untersuchungsmethode wurden die
graphentheoretischen Beschreibungsmo¨glichkeiten bestehender Hypertexte
deutlich verbessert. Auf Grund des neuen Grapha¨hnlichkeitsmodells ko¨nnen
strukturelle Aussagen bezu¨glich Testkorpora web-basierter Einheiten mit
Hilfe der A¨hnlichkeitswertverteilungen leicht getroffen werden.
• Anstatt der Verwendung von graphentheoretischen Indizes [29, 63, 155],
die strukturelle Auspra¨gungen auf eine Maßzahl abbilden, ko¨nnen nun auf
der Grundlage der A¨hnlichkeitsmatrizen multivariate Analyseverfahren ver-
wendet werden [63]. Als wichtiger Vertreter wurden hier die Clusteringver-
fahren1 ausgewa¨hlt. Da in dieser Arbeit A¨hnlichkeitsmatrizen die Eingabe
der Clusteringverfahren bilden, sind alle Strukturmerkmale der komple-
xen graphbasierten Hypertexte in der A¨hnlichkeitsmatrix abgebildet. Die
Anwendungsmo¨glichkeit der Clusteringverfahren auf die berechneten A¨hn-
lichkeitsmatrizen stellt eine wesentliche Verbesserung im Vergleich zu den
Analysemo¨glichkeiten auf Grundlage graphentheoretischer Indizes dar, da
es sich um Struktur entdeckende Verfahren handelt, die mehrere Objektei-
genschaften gleichzeitig beru¨cksichtigen.
• Die Evaluierungsergebnisse der Cluster-Gu¨tebestimmung web-basierter Do-
kumente in Form von DOM-Strukturen weisen imWesentlichen hohe Precision-
und Recallwerte auf. Damit ist ein sinnvoller Einsatz in der strukturorien-
tierten Filterung multimedialer Dokumentstrukturen gegeben.
• U¨berall dort, wo sich strukturorientierte und a¨hnlichkeitsbasierte Problem-
stellungen web-basierter Dokumente ergeben, kann das neue Grapha¨hn-
lichkeitsmodell eingesetzt werden. Durch einfache Parametera¨nderung kann
zum einen die strukturelle A¨hnlichkeit von Website-Strukturen und zum an-
deren von DOM-Strukturen bestimmt werden. Wa¨hrend Website-Strukturen
in Form von unmarkierten hierarchisierten und gerichteten Graphen re-
pra¨sentiert werden, stellen DOM-Strukturen knotenmarkierte gerichtete Wur-
zelba¨ume dar.
Zusammenfassend formuliert belegen die experimentellen Ergebnisse der Kapi-
tel (5.8.1), (5.8.2) die These, dass die graphbasierte Repra¨sentation hypertextu-
eller Dokumente einen zentralen Ausgangspunkt fu¨r die Modellierung und a¨hn-
lichkeitsbasierte Analyse web-basierter Dokumente darstellt. Insbesondere zei-
gen die Ergebnisse aus Kapitel (6), dass das in dieser Arbeit fu¨r Evaluierungen
1Siehe Kapitel (2.4).
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eingesetzte Grapha¨hnlichkeitsmaß2 zur Erkennung und Klassifikation komplexer
Graphstrukturen geeignet ist.
Abgesehen von den Anwendungen im Web Structure Mining, wurde das Graph-
a¨hnlichkeitsmodell aus Kapitel (5) bereits erfolgreich zur Klassifikation großer3
ungerichteter Graphen eingesetzt [73]. Ein wichtiger Anwendungsbereich ist dabei
ist die Unterscheidung von Tumorstadien. Die Klassifikationsmethode und der
Anwendungshintergrund werden am Ende des Kapitels (7.2) detaillierter erkla¨rt.
7.2 Ausblick
Das Web Mining ist im Vergleich zum klassischen Information Retrieval ein jun-
ges Forschungsgebiet. In Kapitel (2.2.2) wurden die Kernbereiche des Web Mining
vorgestellt, wobei es insgesamt die Teilbereiche Web Structure Mining, Web Usa-
ge Mining und Web Content Mining umfasst. Da die in dieser Arbeit erzielten
Ergebnisse besonders dem Web Structure Mining zuzuordnen sind, werden im
Folgenden die Ergebnisse in den Rahmen der u¨brigen Teilbereiche des Web Mi-
ning gestellt.
Das Web Usage Mining besitzt die Aufgabe, anhand spezifischer Muster das Be-
nutzerverhalten zu analysieren, wobei die Analysemuster mit Hilfe von Web-Logs
gewonnen werden. In der Praxis findet das Web Usage Mining breite Anwendung,
z.B. wird es zur Untersuchung des Kaufverhaltens und zur Qualita¨tsanalyse von
Websites eingesetzt. Ein mo¨gliches Anwendungsszenario der Ergebnisse aus Ka-
pitel (5) im Web Usage Mining wird nun wie folgt beschrieben: Die vollsta¨ndigen
Benutzerdaten werden auf der Basis von Log-Dateien zuna¨chst in knotenmar-
kierte, hierarchisierte und gerichtete Graphen transformiert. Da in den meisten
Fa¨llen eine eindeutige Einstiegs-Webseite vorliegt, ist die Berechnung der Kanten-
struktur solcher Graphen leicht mo¨glich. Die Knotenmarkierungen ko¨nnen bei-
spielsweise durch unterschiedliche Dokumenttypen repra¨sentiert werden. Damit
sind die Voraussetzungen zur Anwendung des Analyseansatzes aus den Kapi-
teln (5.8.1), (5.8.2) gegeben. Unter der Betonung gewu¨nschter Strukturaspekte
wa¨hrend der Berechnung der A¨hnlichkeitsmatrix kann das agglomerative Clu-
steringverfahren angewendet werden. Dabei ist auch die Anwendung weiterer
Clusteringverfahren aus Kapitel (2.4) mo¨glich. Entscheidend fu¨r alle Clustering-
verfahren ist dabei, dass die Cluster auf der Basis einer anwendungsorientierten
Problemstellung interpretiert und damit nicht isoliert betrachtet werden. Abbil-
dung (7.1) zeigt schematisch die U¨bertragung des in dieser Arbeit verwendeten
a¨hnlichkeitsbasierten Analyseansatzes auf das Web Usage Mining.
2d3 aus Satz (5.6.4).
3Falls G = (V,E) einen ungerichteten Graph bezeichnet, so gilt |V | ≈ 105.
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Abbildung 7.1: Schematische Darstellung der a¨hnlichkeitsbasierten Graphanalyse im Web
Usage Mining.
Als Ergebnis entstehen Cluster, in denen auf der Basis des verwendeten Grapha¨hn-
lichkeitsmaßes strukturell a¨hnliche Graphen zusammengeschlossen werden. Die
Cluster stellen dabei Benutzergruppen dar, wobei Benutzer, die sich durch a¨hn-
liches Navigationsverhalten auszeichnen, Cluster mit a¨hnlichen Graphmustern
erzeugen. Das beschriebene Anwendungsszenario ist somit leicht im E-Learning
[160] anwendbar, falls das Ziel darin besteht, graphbasierte Benutzergruppen zu
identifizieren. Da die Benutzerdaten bei Evaluierungen von Lernplattformen [13]
aufgezeichnet werden, ko¨nnen diese Daten auf der Grundlage der vorgestellten
Analysemethode wie beschrieben untersucht und interpretiert werden. Weiterhin
besitzen die gefundenen Gruppen eine lernpsychologische Bedeutung, da sich in
den Graphmustern z.B. benutzerspezifische Pra¨ferenzen und konditionales Vor-
wissen widerspiegeln.
Ein weiteres zuku¨nftiges Anwendungsgebiet ist das Web Content Mining [139],
welches die Informationsextraktion hinsichtlich web-basierter Dokumente zum
Ziel hat. Dabei tritt jedoch ha¨ufig das Problem auf, dass ohne ausreichend vorhan-
denes Wissen bezu¨glich der Dokumentstruktur, zu wenig u¨ber den Dokumentin-
halt ausgesagt werden kann. Dieser negative Aspekt stellt ein Problem dar, falls
das weiterfu¨hrende Ziel die inhaltsbasierte Kategorisierung web-basierter Doku-
mente auf der Basis verschiedener Themengebiete ist. Damit ist es mo¨glich, Ver-
fahren, die in erster Linie zur inhaltsbasierten Klassifikation geeignet sind, mit
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den Modellierungsmo¨glichkeiten der in dieser Arbeit vorgestellten graph- und
a¨hnlichkeitsbasierten Analyse zu kombinieren.
Ein Anwendungsbereich der a¨hnlichkeitsbasierten Graphanalyse, der von den bis-
her genannten abweicht, stellt die Klassifikation großer ungerichteter Graphen
dar. Das Grapha¨hnlichkeitsmodell aus Kapitel (5) wurde bereits erfolgreich in
diesem Gebiet angewendet [73], wobei einerseits ku¨nstlich generierte und ande-
rerseits Daten aus Microarray-Experimenten [42] zur Verwendung kamen. Die
Microarray-Technologie hat besonders in ju¨ngster Zeit eine revolutiona¨re Ent-
wicklung erfahren, da sie zu großen Fortschritten in der medizinisch-klinischen
Forschung gefu¨hrt hat. Ein auszeichnender Faktor ist dabei, dass die jeweili-
gen Experimente innerhalb ku¨rzester Zeit durchgefu¨hrt werden ko¨nnen. In der
Gentechnik sind die Microarray-Experimente ebenfalls popula¨r geworden. Die
bekannten DNA-Microarrays ordnen mehrere tausend DNA-Sequenzen [145] rei-
henweise an, wobei sie oft zur Analyse unbekannter DNA-Sequenzen eingesetzt
werden. Zuru¨ckkommend auf die Klassifikation großer Graphen kann der Analy-
seansatz auf der Basis der in dieser Arbeit entwickelten Grapha¨hnlichkeitsmaße
zusammengefasst dargestellt werden: Auf der Grundlage eines in [73] entwickel-
ten Verfahrens, welches große Graphen eindeutig in eine Menge H hierarchisierter
und gerichteter Graphen zerlegt, wurde eine bina¨re Graphklassifikation definiert.
Das heißt, die Frage nach der A¨hnlichkeit zweier großer Graphen G1 und G2
kann auf Grundlage der A¨hnlichkeitswertverteilungen der zugeho¨rigen Mengen
H1 und H2 beantwortet werden. Die bina¨re Klassifikation ist also im folgenden
Sinn definiert:
G1 und G2 sind genau dann a¨hnlich, wenn die zugeho¨rigen A¨hnlich-
keitswertverteilungen der Mengen H1 und H2 a¨hnlich sind.
Mit dieser Konstruktion kann nun die Frage beantwortet werden, ob die Ur-
sprungsgraphen G1 und G2 derselben Graphklasse angeho¨ren. Die in [73] durch-
gefu¨hrten Experimente zur Graphklassifikation wurden zum einen mit Small
World-Graphen [242] und zum anderen mit Random-Graphen [25] durchgefu¨hrt.
Die erzielten Ergebnisse stellen eine wesentliche Verbesserung bezogen auf die
bisherigen Ansa¨tze im Vergleich großer Graphen dar. Da bestehende Ansa¨tze
[169, 172] oft auf Berechnungen der Gradverteilungen oder Graphzusammen-
hangsrelationen beruhen, geben die so gewonnenen Verteilungen zu wenig von der
eigentlichen Graphstruktur wieder. Die Evaluierung in [73] zeigte, dass ein Ver-
gleich der A¨hnlichkeitswertverteilungen wesentlich aussagekra¨ftiger ist. In einem
zweiten Schritt wurde die eben beschriebene Klassifikationsmethode auf die be-
reits erwa¨hnten Microarray-Daten aus Geba¨rmutterhalskrebs-Experimenten an-
gewendet, mit dem Ziel, Tumorstadien zu unterscheiden. Die Ergebnisse dieser
Untersuchung [73] wurden unter der folgenden Voraussetzung interpretiert: Falls
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das klinische Stadium des erkrankten Gewebes durch ungerichtete und unmar-
kierte Graphen ausdru¨ckbar ist, so konnte auf der Basis der A¨hnlichkeitswertver-
teilungen eine deutliche Unterscheidung und damit unterschiedliche Krankheits-
stadien festgestellt werden. In der Zukunft sind weitere Experimente geplant, mit
dem Hauptziel, die Tumorerkennung in besonders fru¨hen Stadien zu verbessern.
7.3 Weiterfu¨hrende Fragestellungen
Die weiterfu¨hrenden Fragestellungen, die sich im Laufe der vorliegenden Arbeit
herausbildeten, werden folgendermaßen charakterisiert:
• In Kapitel (5.4) wurde die Transformation der Graphen in formale Knoten-
sequenzen betrachtet. Dabei ist die weitere Konstruktion des Grapha¨hn-
lichkeitsmodells darauf aufgebaut, die strukturellen Vergleiche auf der Basis
der Alignments der induzierten Eingangsgrad- und Ausgangsgradsequenzen
ebenenweise durchzufu¨hren. An dieser Stelle wa¨ren weitere Untersuchungen
sinnvoll, mit dem Schwerpunkt, hierarchisierte und gerichtete Graphen in
formale Zeichenketten abzubilden. Dabei sind insbesondere solche Trans-
formationen gesucht, die einerseits die Kantenordnung der Graphen so aus-
gepra¨gt wie mo¨glich erhalten und andererseits nicht zwangsgla¨ufig in der
ebenenorientierten Betrachtungsweise mu¨nden. Beispielsweise beschreiben
Robles-Kelly et al. [182] ein Verfahren, das mit Hilfe spektraler4 Metho-
den beliebige Graphen in formale Zeichenketten transformiert. Der na¨chste
Schritt wa¨re wieder die Definition entsprechender Bewertungsfunktionen,
um die A¨hnlichkeit der in Sequenzen transformierten Graphen zu bestim-
men. Solche Transformationsverfahren wa¨ren dann auf der Basis experi-
menteller Auswertungen zu evaluieren.
• Das in dieser Arbeit vorgestellte Grapha¨hnlichkeitsmodell besitzt eine aus-
zeichnende Grundeigenschaft: Die Gesamtheit der auf den Graphebenen ab-
geleiteten A¨hnlichkeitswerte bilden nicht per se das gewu¨nschte Grapha¨hn-
lichkeitsmaß, sondern auf der Grundlage der A¨hnlichkeitswerte kann jeder-
zeit ein neues Maß definiert werden. In der Zukunft wa¨re die Erprobung
und Evaluierung neu definierter Maße sinnvoll, mit dem Ziel, die Gu¨te des
Strukturerkennungsverhaltens zu bestimmen. Diese Untersuchungen soll-
ten sich zum einen auf web-basierte Hypertexte und zum anderen auf die
beschriebene Tumorunterscheidung konzentrieren.
• Soll die Anwendung der A¨hnlichkeitsmaße auf der Basis neuer Testkorpora,
bezogen auf unterschiedliche Grapha¨hnlichkeitsprobleme erfolgen, so wa¨ren
4Siehe Kapitel (4.1.1).
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ausfu¨hrliche Parameterstudien no¨tig. Dabei ist aber zu beachten, dass keine
universellen Parametersa¨tze fu¨r die A¨hnlichkeitsmessung unterschiedlicher
Graphklassen existieren, siehe z.B. [73].
Mit dieser Dissertation hoffe ich, einen Beitrag geleistet zu haben, um anwen-
dungsorientierte Problemstellungen im Web Structure Mining zufriedenstellen-
der als bisher zu lo¨sen. Da die Bestimmung der strukturellen A¨hnlichkeit von
Graphen in vielen Forschungsbereichen immer noch ein sehr herausforderndes
Problem darstellt, wu¨nsche ich mir, dass die darauf bezogenen Ergebnisse dieser
Arbeit einen positiven Ausgangspunkt fu¨r weiterfu¨hrende Arbeiten bilden.
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