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General rogue waves in (1+1)-dimensional three-wave resonant interaction systems are derived by
the bilinear method. These solutions are divided into three families, which correspond to a simple
root, two simple roots and a double root of a certain quartic equation arising from the dimension
reduction respectively. It is shown that while the first family of solutions associated with a simple
root exist for all signs of the nonlinear coefficients in the three-wave interaction equations, the other
two families of solutions associated with two simple roots and a double root can only exist in the
so-called soliton-exchange case, where the nonlinear coefficients have certain signs. Many of these
rogue wave solutions, such as those associated with two simple roots, and higher-order solutions
associated with a simple root, are new solutions which have not been reported before. Technically,
our bilinear derivation of rogue waves for the double-root case is achieved by a generalization to
the previous dimension reduction procedure in the bilinear method, and this generalized procedure
allows us to treat roots of arbitrary multiplicities. Dynamics of the derived rogue waves is also
examined, and new rogue-wave patterns are presented. Connection between these bilinear rogue
waves and those derived earlier by Darboux transformation is also explained.
I. INTRODUCTION
Three-wave interaction is a common phenomenon in water waves, nonlinear optics, plasma physics and other
nonlinear physical systems [1–4]. When the wavenumbers and frequencies of the three waves form a resonant triad
(i.e., exact phase matching), this interaction is the strongest. In this case, the governing equations for this interaction
are integrable [5–12]. As a consequence, multi-solitons in one spatial dimension and multi-lumps in two spatial
dimensions of this system have been derived [4, 7–9, 12–17].
In the past decade, rogue waves attracted a lot of attention in the physical and mathematical communities [18–21].
These waves are large and spontaneous local excitations that “come from nowhere and disappear with no trace”
[22]. In oceanography, rogue waves are a threat to ships and even ocean liners. In optics, rogue waves can induce
pulse compression. Thus, understanding of rogue waves is clearly desirable. If a nonlinear wave system is integrable,
its rogue waves would admit explicit analytical expressions. Because of this, rogue waves have been derived in a
large number of integrable equations, such as the nonlinear Schro¨dinger (NLS) equation [23–29], the derivative NLS
equations [30–33], the Manakov equations [34, 35], the Davey-Stewartson equations [36, 37], and many others [38–
46]. These explicit solutions of rogue waves significantly enhance our understanding of rogue-wave phenomena in the
physical systems governed by the underlying integrable equations. Indeed, rogue-wave predictions based on these
analytical solutions have been confirmed in both water-wave and optics experiments [47–51].
Rogue waves in the three-wave resonant interaction systems have also received a fair amount of investigation,
all by Darboux transformation [52–56]. In [52, 53, 56], fundamental rogue waves for double and triple eigenvalues
of the scattering matrix were explicitly calculated. In [54], second-order rogue waves for triple eigenvalues of the
scattering matrix were presented. In [55], higher-order rogue waves for triple eigenvalues of the scattering matrix were
derived. However, higher-order rogue waves for double eigenvalues of the scattering matrix are still open. In addition,
fundamental and higher-order rogue waves for a novel case of two double eigenvalues of the scattering matrix also exist
but have not been reported yet. Thus, a full picture of rogue wave solutions in the three-wave resonant interaction
systems is still lacking.
From the point of view of mathematical methodology, earlier studies of rogue waves on these three-wave systems all
used Darboux transformation. It is known that the bilinear method can produce rogue-wave expressions that are more
explicit and compact. How to derive rogue waves in the three-wave systems by the bilinear method is still unclear.
In particular, what are the counterparts of double- and triple-eigenvalue rogue waves of Darboux transformation in
the bilinear framework and how to derive them bilinearly is an intriguing question.
In this article, we derive general rogue waves in three-wave resonant interaction systems by the bilinear method, and
our solutions are presented as determinants with Schur-polynomial matrix elements. These rogue waves are divided
into three families, which correspond to a simple root, two simple roots and a double root of a certain quartic equation
arising from the dimension reduction respectively. We show that these three families of bilinear rogue waves are the
counterparts of rogue waves for a double eigenvalue, two double eigenvalues and a triple eigenvalue of the scattering
matrix in Darboux transformation respectively. Among these rogue waves, the ones associated with two simple roots
and the higher-order solutions associated with a simple root are new solutions which have not been reported before.
We also show that while the first family of solutions for a simple root exist for all signs of the nonlinear coefficients
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2in the three-wave interaction equations, the other two families of solutions for two simple roots and a double root can
only exist in the so-called soliton-exchange case, where the nonlinear coefficients have certain signs. Technically, we
find that the bilinear derivation of rogue waves for a double root requires a nontrivial generalization of the previous
bilinear method, and our generalization makes it clear how to treat roots of arbitrary multiplicities should they arise
during the dimension reduction in other integrable systems. Dynamics of the derived rogue waves is also examined,
and new rogue-wave patterns are reported.
II. PRELIMINARIES
The general (1+1)-dimensional three-wave resonant interaction system is given by [3]
(∂t + c1∂x)u1 = 1u
∗
2u
∗
3,
(∂t + c2∂x)u2 = 2u
∗
1u
∗
3, (1)
(∂t + c3∂x)u3 = 3u
∗
1u
∗
2,
where (c1, c2, c3) are group velocities of the three waves, (1, 2, 3) are real-valued nonlinear coefficients, and the
asterisk ‘*’ represents complex conjugation. To remove ambiguity, we order the three group velocities as c1 > c2 > c3,
and make c3 = 0 by choosing a coordinate system that moves with velocity c3. The nonlinear coefficients n can be
normalized to ±1 by variable scalings. In addition, we can fix 1 = 1 without loss of generality.
This interaction system (with c3 = 0) is invariant under the gauge transformation
u1(x, t)→ u1(x, t) ei(kx−kc1t),
u2(x, t)→ u2(x, t) ei[−(kc1/c2)x+kc1t], (2)
u3(x, t)→ u3(x, t) e−i(k−kc1/c2)x,
where k is an arbitrary real constant. In addition, it is invariant under the phase transformation
uk(x, t)→ uk(x, t) eiθk , k = 1, 2, 3, (3)
where θ3 = −(θ1 + θ2), and θ1, θ2 are arbitrary real constants. These two invariances can help us reduce free
parameters in the system, as we will see below.
There are three types of three-wave interaction models, which are termed the soliton exchange case, the explosive
case, and the stimulated backscatter case in Ref. [3]. These three cases correspond to the following signs of the
nonlinear coefficients,
(1, 2, 3) = (1,−1, 1), (soliton-exchange case) (4)
(1, 2, 3) = (1, 1, 1), (explosive case) (5)
(1, 2, 3) = (1,−1,−1), (stimulated backscatter case) (6)
(1, 2, 3) = (1, 1,−1). (stimulated backscatter case) (7)
Note that the (1,−1,−1) case can be converted to the (1, 1,−1) case by flipping the sign of x, reordering the (u1, u2, u3)
equations in decreasing order of their group velocities, and renormalizing the nonlinear coefficients; thus these two
cases belong to the same stimulated backscatter case. In this article, we will treat all these cases by allowing (1, 2, 3)
to be arbitrary real parameters.
The above three-wave interaction system (1) admits plane wave solutions
u1,0(x, t) = ρ1e
i(k1x+ω1t),
u2,0(x, t) = ρ2e
i(k2x+ω2t), (8)
u3,0(x, t) = iρ3e
−i[(k1+k2)x+(ω1+ω2)t],
where (k1, k2) and (ω1, ω2) are the wavenumbers and frequencies of the first two waves, and (ρ1, ρ2, ρ3) are the complex
amplitudes of the three waves. Parameters of these plane waves satisfy the following relations,
ρ1 (ω1 + c1k1) = −1ρ∗2ρ∗3,
ρ2 (ω2 + c2k2) = −2ρ∗1ρ∗3, (9)
ρ3 (ω1 + ω2) = 3ρ
∗
1ρ
∗
2.
3In this article, we assume ρ1, ρ2 and ρ3 are all non-zero. In view of the phase invariance (3), we can normalize ρ1 and
ρ2 to be real. Then the above relations show that ρ3 is real as well. In addition, the gauge invariance (2) allows us to
impose a restriction on the four parameters (k1, k2, ω1, ω2), such as fixing one of them as zero, or equating k1 = k2,
or equating ω1 = ω2, without any loss of generality. Under such a restriction, wavenumber and frequency parameters
(k1, k2, ω1, ω2) would be fully determined from the three real background-amplitude parameters (ρ1, ρ2, ρ3) through
equations (9).
Rogue waves in the three-wave interaction system (1) are rational solutions which approach plane-wave solutions
(8) as x, t→ ±∞. From the above discussions on plane-wave solutions, we can set the boundary conditions for these
rogue waves as
u1(x, t)→ ρ1ei(k1x+ω1t), x, t→ ±∞,
u2(x, t)→ ρ2ei(k2x+ω2t), x, t→ ±∞, (10)
u3(x, t)→ iρ3e−i[(k1+k2)x+(ω1+ω2)t], x, t→ ±∞,
where (ρ1, ρ2, ρ3) are free real amplitudes, and the other parameters (k1, k2, ω1, ω2) are determined by these real
amplitudes through equations (9) and an extra restriction on them from the gauge invariance (2).
In this article, we will present rogue waves of the three-wave resonant interaction system (1) through elementary
Schur polynomials. These Schur polynomials Sj(x) are defined by
∞∑
j=0
Sj(x)λ
j = exp
( ∞∑
i=1
xiλ
i
)
,
or more explicitly,
S0(x) = 1, S1(x) = x1, S2(x) =
1
2
x21 + x2, · · · , Sj(x) =
∑
l1+2l2+···+mlm=j
 m∏
j=1
x
lj
j
lj !
 ,
where x = (x1, x2, · · · ).
III. GENERAL ROGUE WAVE SOLUTIONS
A. Root structure of an algebraic equation
In our bilinear framework, rogue-wave expressions will depend on the root structure of the following algebraic
equation
Q′1(p) = 0, (11)
where
Q1(p) =
(
γ1c2
γ3(c2 − c1)
)
1
p
−
(
γ2c1
γ3(c2 − c1)
)
1
p− i − p, (12)
and
γ1 ≡ 1 ρ2ρ3
ρ1
, γ2 ≡ 2 ρ1ρ3
ρ2
, γ3 ≡ 3 ρ1ρ2
ρ3
. (13)
This Q1(p) function and the associated algebraic equation (11) will appear in the dimension reduction of our bilinear
derivation of rogue waves, which will be explained in more detail in Sec. V B.
The algebraic equation (11) can be rewritten as
γ3(c1 − c2)p2(p− i)2 − γ1c2(p− i)2 + γ2c1p2 = 0, (14)
which is a quartic equation for p. Thus, it has four roots (counting multiplicity). These roots are dependent on the
parameters in the three-wave interaction system (1) and in the boundary conditions (10). Notice that if p is a root, so
4is −p∗. Thus, non-imaginary roots appear as pairs of (p,−p∗). Writing p = ip˜, Eq. (14) becomes a quartic equation
for p˜ with real coefficients, whose root structure depends only on the sign of its discriminant
∆ = −16c1c2 (c1 − c2) γ1γ2γ3
{
[γ1c2 + γ3(c1 − c2)− γ2c1]3 + 27c1c2 (c1 − c2) γ1γ2γ3
}
. (15)
Below, we delineate this root structure for the four cases of (1, 2, 3) values in Eqs. (4)-(7).
(1) In the soliton-exchange case (4), (1, 2, 3) = (1,−1, 1). In this case, it is easy to see that γ1 and γ3 have the
same sign, and γ2 has the opposite sign of (γ1, γ3). Then, in view of our velocity arrangement of c1 > c2 > 0 and the
inequality of (a + b + c)3 ≥ 27abc for any non-negative real values of a, b and c, with the equal sign realized if and
only if a = b = c, we see that ∆ ≥ 0, and ∆ = 0 if and only if
ρ2 = ±
√
c1
c2
ρ1, ρ3 = ±
√
c1 − c2
c2
ρ1. (16)
When ∆ = 0, i.e., under the above parameter conditions (16), Eq. (14) simplifies to
1
p2
+
1
(p− i)2 − 1 = 0, (17)
whose roots are
(pˆ0, pˆ0,−pˆ∗0,−pˆ∗0), (18)
where
pˆ0 = (
√
3 + i)/2. (19)
Thus, there is a pair of double roots here.
When ∆ > 0, i.e., the parameter conditions (16) are not met, there cannot be any repeated root. In addition, Eq.
(14) cannot admit any purely-imaginary root, because such a root would make all terms on the left side of Eq. (14)
to have the same sign, whose sum cannot be zero. Thus, the root structure in this case is
(p0,1, p0,2,−p∗0,1,−p∗0,2), (20)
where p0,1 6= p0,2, i.e., there are two pairs of non-imaginary simple roots here.
(2) In the explosive and stimulated backscatter cases with (1, 2, 3) values given in Eqs. (5)-(7), Eq. (14) always
admits at least two simple imaginary roots. The reason can be seen by dividing that equation with p2(p − i)2 and
setting p = ip˜, which results in a real equation for p˜ with two rational terms and one constant term. By examining
the signs of these terms at p˜ = ±∞ and near the singularities at p˜ = 0 and 1, and utilizing the intermediate value
theorem, we can readily see that this real p˜ equation has at least two simple real roots, and thus the p equation (14)
admits at least two simple imaginary roots. The nature of the other two roots of p can be obtained by putting p = ip˜
into Eq. (14), which results in a real quartic equation for p˜. Combining the classical results on the root structure
of a real quartic equation with the current information of p˜ admitting at least two simple real roots, we see that the
nature of the other two roots of p˜ (and hence p) depends only on the sign of the discriminant ∆ in Eq. (15). Putting
these results together, root structures of the p equation (14) in the explosive and stimulated backscatter cases are
summarized as follows.
∆ > 0 : four imaginary simple roots; (21)
∆ < 0 : a pair of non-imaginary simple roots (p0,−p∗0) and two imaginary simple roots; (22)
∆ = 0 : one imaginary double root and two imaginary simple roots. (23)
B. Rogue wave solutions
Now, we present our general rogue-wave solutions in the three-wave interaction system (1) according to the root
structure of the algebraic equation (14).
5Theorem 1 If the algebraic equation (14) admits a non-imaginary simple root p0, then the three-wave
interaction system (1) under boundary conditions (10) admits bounded N -th order rogue-wave solutions
u1,N (x, t) = ρ1
g1,N
fN
ei(k1x+ω1t), (24)
u2,N (x, t) = ρ2
g2,N
fN
ei(k2x+ω2t), (25)
u3,N (x, t) = iρ3
g3,N
fN
e−i[(k1+k2)x+(ω1+ω2)t], (26)
where N is an arbitrary positive integer,
fN = σ0,0, g1,N = σ1,0, g2,N = σ0,−1, g3,N = σ−1,1, (27)
σn,k = det
1≤i,j≤N
(
m
(n,k)
2i−1,2j−1
)
, (28)
the matrix elements in σn,k are defined by
m
(n,k)
i,j =
min(i,j)∑
ν=0
[ |p1|2
(p0 + p∗0)2
]ν
Si−ν(x+(n, k) + νs)Sj−ν(x−(n, k) + νs∗), (29)
vectors x±(n, k) =
(
x±1 , x
±
2 , · · ·
)
and s = (s1, s2, · · · ) are defined by
x+r (n, k) = (αr − βr)x+ (c1βr − c2αr) t+ nθr + kλr + ar, (30)
x−r (n, k) = (α
∗
r − β∗r )x+ (c1β∗r − c2α∗r) t− nθ∗r − kλ∗r + a∗r , (31)
αr, βr, θr, λr and sr are coefficients from the expansions
γ1
c1 − c2
(
1
p (κ)
− 1
p0
)
=
∞∑
r=1
αrκ
r, (32)
γ2
c2 − c1
(
1
p (κ)− i −
1
p0 − i
)
=
∞∑
r=1
βrκ
r, (33)
ln
p (κ)
p0
=
∞∑
r=1
λrκ
r, ln
p (κ)− i
p0 − i =
∞∑
r=1
θrκ
r, (34)
ln
[
1
κ
(
p0 + p
∗
0
p1
)(
p (κ)− p0
p (κ) + p∗0
)]
=
∞∑
r=1
srκ
r, (35)
the function p (κ) is defined by the equation
Q1 [p (κ)] = Q1(p0) cosh(κ), (36)
with Q1(p) given in Eq. (12), p1 ≡ (dp/dκ)|κ=0, and ar (r = 1, 2, . . . ) are free complex constants.
Theorem 2 If the algebraic equation (14) admits two non-imaginary simple roots p0,1 and p0,2 with
p0,2 6= −p∗0,1, which is only possible in the soliton-exchange case (4) with background amplitudes not
satisfying conditions (16), then the three-wave interaction system (1) admits bounded (N1, N2)-th order
rational solutions
u1,N1,N2(x, t) = ρ1
g1,N1,N2
fN1,N2
ei(k1x+ω1t), (37)
u2,N1,N2(x, t) = ρ2
g2,N1,N2
fN1,N2
ei(k2x+ω2t), (38)
u3,N1,N2(x, t) = iρ3
g3,N1,N2
fN1,N2
e−i[(k1+k2)x+(ω1+ω2)t], (39)
6where N1, N2 are arbitrary positive integers,
fN1,N2 = σ0,0, g1,N1,N2 = σ1,0, g2,N1,N2 = σ0,−1, g3,N1,N2 = σ−1,1, (40)
σn,k is the determinant of a 2× 2 block matrix
σn,k = det
(
σ
[1,1]
n,k σ
[1,2]
n,k
σ
[2,1]
n,k σ
[2,2]
n,k
)
, (41)
σ
[I,J]
n,k =
(
m
(n,k,I,J)
2i−1,2j−1
)
1≤i≤NI ,1≤j≤NJ
, 1 ≤ I, J ≤ 2, (42)
the matrix elements in σ
[I,J]
n,k are defined by
m
(n,k,I,J)
i,j =
min(i,j)∑
ν=0
(
1
p0,I + p∗0,J
)[
p1,Ip
∗
1,J
(p0,I + p∗0,J)2
]ν
Si−ν
(
x+I,J(n, k) + νsI,J
)
Sj−ν
(
x−I,J(n, k) + νs
∗
J,I
)
,
(43)
vectors x±I,J(n, k) =
(
x±1,I,J , x
±
2,I,J , · · ·
)
and sI,J = (s1,I,J , s2,I,J , · · · ) are defined by
x+r,I,J(n, k) = (αr,I − βr,I)x+ (c1βr,I − c2αr,I) t+ nθr,I + kλr,I − br,I,J + ar,I , (44)
x−r,I,J(n, k) =
(
α∗r,J − β∗r,J
)
x+
(
c1β
∗
r,J − c2α∗r,J
)
t− nθ∗r,J − kλ∗r,J − b∗r,J,I + a∗r,J , (45)
αr,I , βr,I , θr,I , λr,I and sr,I,J are coefficients from the expansions (32)-(35) with p0 replaced by p0,I , p1
replaced by p1,I , p
∗
0 replaced by p
∗
0,J , p(κ) replaced by pI(κ) which is defined by Eq. (36) with p0 replaced
by p0,I , p1,I ≡ (dpI/dκ)|κ=0, br,I,J is the coefficient from the expansion
ln
[
pI (κ) + p
∗
0,J
p0,I + p∗0,J
]
=
∞∑
r=1
br,I,Jκ
r, (46)
and ar,1, ar,2 (r = 1, 2, . . . ) are free complex constants.
Theorem 3 If the algebraic equation (14) admits a non-imaginary double root p0, which is only possible
in the soliton-exchange case (4) with background amplitudes satisfying conditions (16), and p0 = (
√
3+i)/2
or (−√3 + i)/2, then the three-wave interaction system (1) under boundary conditions (10) admits two
types of N -th order bounded rogue-wave solutions u
(1)
i,N (x, t) and u
(2)
i,N (x, t) (1 ≤ i ≤ 3), whose forms are
(24)-(27), with σn,k being
σ
(1)
n,k = det1≤i,j≤N
(
m
(n,k)
3i−2,3j−2
)
(47)
and
σ
(2)
n,k = det1≤i,j≤N
(
m
(n,k)
3i−1,3j−1
)
(48)
for u
(1)
i,N (x, t) and u
(2)
i,N (x, t) respectively. Matrix elements in these two determinants are both defined by
Eqs. (29)-(35), with the function p (κ) defined by the equation
Q1 [p (κ)] = Q1(p0)
3
[
eκ + 2e−κ/2 cos
(√
3
2
κ
)]
, (49)
Q1(p) given by Eq. (12), or equivalently
Q1(p) = −
(
1
p
+
1
p− i + p
)
, (50)
and ar (r = 1, 2, . . . ) are free complex constants.
7These theorems will be proved in Sec. V.
Remark 1 In Theorem 1, the algebraic equation (14) admits a non-imaginary simple root p0 in two situations.
One is the soliton-exchange case (4) when the background-amplitude conditions (16) are not met [see Eq. (20)]. The
other is the explosive and stimulated backscatter cases (5)-(7) when the discriminant ∆ in Eq. (15) is negative [see
Eq. (22)].
Remark 2 In Theorems 1 and 3, out of a non-imaginary root pair (pˆ0,−pˆ∗0), we can pick p0 to be either one of
them, and keep complex parameters ar free, without any loss of generality. The reason is that the function Q1(p)
in these theorems satisfies the symmetry Q1(−p∗) = −Q∗1(p). Thus, both equations (36) and (49) show that when
p0 → −p∗0, p(κ)→ −p∗(κ). As a result, Eqs. (29)-(35) show that in Theorems 1 and 3, when p0 → −p∗0,
p1 → −p∗1, αr → −α∗r , βr → −β∗r , θr → θ∗r , λr → λ∗r , sr → s∗r .
Together with the parameter change of ar → a∗r , then
x±(n, k;x, t)→ [x±]∗(n, k;−x,−t), m(n,k)i,j (x, t)→
[
m
(n,k)
i,j
]∗
(−x,−t).
Hence,
u1,N (x, t)→ u∗1,N (−x,−t), u2,N (x, t)→ u∗2,N (−x,−t), u3,N (x, t)→ −u∗3,N (−x,−t) (51)
for solutions in Theorem 1, and similar relations also hold for the two types of solutions in Theorem 3. But the
three-wave interaction system (1) is invariant under the variable transformation (51). Thus, different choices of p0
from the root pair (pˆ0,−pˆ∗0) in Theorems 1 and 3 yield equivalent rogue wave solutions under appropriate parameter
connections. Regarding solutions in Theorem 2, if one chooses (p0,1, p0,2) as (pˆ0,1, pˆ0,2) or
(−pˆ∗0,1,−pˆ∗0,2), then the two
resulting solutions are also related by (51) under parameter changes of ar,1 → a∗r,1 and ar,2 → a∗r,2. However, if one
chooses (p0,1, p0,2) as (pˆ0,1, pˆ0,2), or
(
pˆ0,1,−pˆ∗0,2
)
, or
(−pˆ∗0,1, pˆ0,2), the relations between the three resulting solutions
would be more difficult to establish in general. For the fundamental 2× 2-block solution, we have verified that these
three solutions are still equivalent under simple linear transformations between their parameters (ar,1, ar,2). This
suggests that these three solutions may still be equivalent for higher-order rational solutions in Theorem 2.
Remark 3 In all these theorems, there are multiple p(κ) functions which satisfy Eq. (36) or (49), and those
multiple p(κ) functions are related to each other by simple symmetries. We can choose any one of those multiple
functions, and keep complex parameters ar or ar,I free, without any loss of generality. The reason is as follows. In
Theorem 1, there are two functions of p(κ) which satisfy Eq. (36), because in the κ → 0 limit, p = p0 is a double
root of Eq. (36) in view that Q′1(p0) = 0 [see Eq. (11)]. It is easy to see that if p(κ) satisfies Eq. (36), so does
p(−κ). Thus, these two functions are related as p(±κ). Using this connection, we can relate the expansion coefficients
(αr, βr, θr, λr, sr), and hence x
±
r (n, k), for these p(±κ) functions. Then, using Lemma 2 of Ref. [39], we can show
that the solutions ui,N (x, t) in Theorem 1 for the function p(κ) and free complex parameters ar, and such solutions
for the function p(−κ) and complex parameters (−1)rar, are equal to each other. This means that we can choose
either of the two functions p(±κ) from Eq. (36), and keep ar parameters free, without loss of generality. Similarly,
in Theorem 2, we can choose either of the two functions pI(±κ) and keep ar,I parameters free (for I = 1, 2) without
loss of generality. In Theorem 3, there are three functions of p(κ) which satisfy Eq. (49), because in the κ→ 0 limit,
p = p0 is a triple root of Eq. (49) in view that p0 is a double root of equation Q′1(p) = 0. Since the right side of
Eq. (49) can be rewritten as Q1(p0)[exp(κ) + exp(κei2pi/3) + exp(κei4pi/3)]/3, which is invariant when κ changes to
κei2pi/3, we see that if p(κ) is a solution to this equation, so are p(κei2pi/3) and p(κei4pi/3). Thus, these three p(κ)
functions are related as p(κei2jpi/3), where j = 0, 1, 2. Using this symmetry and similar arguments, we can show that
the ui(x, t) solutions with the functional branch p(κ) and complex parameters ar, and such solutions with the the
functional branches p(κei2jpi/3) (j = 1, 2) and complex parameters ei2rjpi/3ar, are equal to each other. Thus, we can
pick any of these three p(κei2jpi/3) functions, and keep ar parameters free, without loss of generality.
Remark 4 The series expansions of these p(κ) and pI(κ) functions can be obtained by performing Taylor expansions
to both sides of Eq. (36) or (49) and then solving the resulting algebraic equations at each order of the Taylor series.
These p(κ) and pI(κ) expansions can then be used to determine the coefficients in the expansions of Eqs. (32)-(35)
and (46). For Eq. (49) in Theorem 3, the series expansion for p(κ) can be found as
p(κ) = p0 + p1κ+ p2κ
2 + p3κ
3 + · · · ,
where p0 = (±
√
3 + i)/2, p1 is any one of the three cubic roots of (±3
√
3 + i)/12, p2 = (9± i
√
3)/(36p1), and so on.
For Eq. (36), the p(κ) expansion will depend on the velocity and background parameters (c1, c2, ρ1, ρ2, ρ3).
Remark 5 Here, we discuss the number of irreducible free parameters in rational and rogue wave solutions of
these theorems. In Theorem 1, the rogue waves of order N contain 2N −1 free complex parameters a1, a2, . . . , a2N−1.
8However, applying the method as used for the generalized derivative NLS equations in [57], we can show that all even-
indexed parameters aeven are dummy parameters which cancel out automatically from the solution. Thus, we will set
a2 = a4 = · · · = aeven = 0 throughout this article. Of the remaining parameters, we can normalize a1 = 0 through a
shift of x and t. Then, the N -th order rogue waves in Theorem 1 contain N − 1 free irreducible complex parameters,
a3, a5, . . . , a2N−1. Rogue waves in Theorem 2 contain 2(N1 +N2)−2 free complex parameters (a1,1, a2,1, . . . , a2N1−1,1)
and (a1,2, a2,2, . . . , a2N2−1,2). We can also show that all the even-indexed parameters aeven,1 and aeven,2 can be set
as zero. In addition, we can set a1,1 to zero through a shift of x and t. Then, rational solutions of order (N1, N2)
in Theorem 2 contain N1 + N2 − 1 free irreducible complex parameters. In Theorem 3, for rogue waves of both
determinants (47) and (48), one can show that the parameters a3k (k = 1, 2, 3, · · · ) cancel out automatically from the
solutions, and thus we will set a3 = a6 = a9 = · · · = a3k = 0 in Theorem 3. In addition, we can normalize a1 = 0
through a shift of x and t. Then, the N -th order rogue waves in Theorem 3 with determinant (47) contain 2N − 2
free irreducible complex parameters, a2, a4, a5 . . . , a3N−2; while the rogue waves with determinant (48) contain 2N−1
free irreducible complex parameters, a2, a4, a5 . . . , a3N−1.
Remark 6 Now, we clarify the degrees of polynomials for solutions in the above three theorems. For the N -th
order rogue waves in Theorem 1, by rewriting its σn,k into a 3N × 3N determinant as was done in [36], we can show
that the polynomial degree of its σn,k is N(N + 1) in both x and t variables. Similarly, for the two N -th order rogue
waves in theorem 3, the degrees of σ
(1)
n,k and σ
(2)
n,k are 2N
2 and 2N(N + 1) respectively. However, for rational solutions
in Theorem 2, which are given through determinants of 2× 2 block matrices, their polynomial degrees are harder to
derive since it is not clear to us how to rewrite those block determinants into proper larger determinants. Our testing
on such low-order solutions suggests that their polynomial degrees are N1(N1 + 1) +N2(N2 + 1).
Remark 7 In Theorem 2, we did not call those rational solutions (37)-(39) as rogue waves because we have not
been able to analytically show that all those solutions satisfy the boundary conditions (10). The technical difficulty we
encountered was that we were not able to derive the highest-degree terms in (x, t) for those 2× 2 block determinants
(42). However, our testing on such low-order solutions shows that they do satisfy the boundary conditions (10). Thus,
we believe that the rational solutions in Theorem 2 are all rogue waves. For this reason, we will call those solutions
in Theorem 2 also as rogue waves in later texts.
C. Connection with rogue waves from Darboux transformation
In this subsection, we relate our bilinear rogue waves in Theorems 1-3 to those derived earlier by Darboux trans-
formation in [52–55].
In the Darboux transformation framework [53], derivation of rogue waves needs the underlying 3×3 scattering matrix
to admit a double or triple eigenvalue. Since the eigenvalues satisfy a cubic equation, for double or triple eigenvalues
to appear, the discriminant of this cubic equation must be zero. This zero-discriminant condition, which turns out to
be a quartic equation for the spectral parameter in the scattering matrix, selects the appropriate spectral-parameter
values and scattering-matrix eigenvalues in the Darboux transformation.
To relate those eigenvalue conditions of Darboux transformation to our root conditions of Eq. (11) in Sec. III A,
we consider the equation
Q1(p) = Q1(p0), (52)
where Q1(p) is defined in Eq. (12), and p0 is a root of Eq. (11). This equation can be rewritten as a cubic equation
for p. Notice that if p0 is a simple root of Eq. (11), then it will be a double root of Eq. (52); and if p0 is a double
root of Eq. (11), then it will be a triple root of Eq. (52).
The connection between eigenvalue conditions in Darboux transformation and root conditions in our bilinear method
is that, our equation (52) is the counterpart of the cubic eigenvalue equation of Darboux transformation, and our
equation (11) [i.e., (14)] is the counterpart of the quartic zero-discriminant equation of Darboux transformation. In
addition, our requirement of a non-imaginary root p0 for rogue waves corresponds to the requirement of a non-real
spectral parameter in Darboux transformation. Notice that our parameter conditions (16) for a triple root in Eq.
(52) are exactly the same as the triple-eigenvalue condition of Darboux transformation in [52, 54].
In view of the above connections between the Darboux and bilinear methods for rogue waves, we see that our
rogue waves in Theorem 1, which correspond to a single simple root p0 in Eq. (11), are rogue waves corresponding
to a single double eigenvalue of the scattering matrix in Darboux transformation; and our rogue waves in Theorem
3, which correspond to a double root p0 in Eq. (11), are rogue waves corresponding to a triple eigenvalue of the
scattering matrix in Darboux transformation. Thus, fundamental rogue waves for double and triple eigenvalues of
the scattering matrix derived by Darboux transformation in [52, 53, 56] are special cases of our Theorems 1 and 3;
and higher-order rogue waves for triple eigenvalues of the scattering matrix derived by Darboux transformation in
9[54, 55] correspond to our higher-order rogue waves in Theorem 3 (our formulae for these higher-order rogue waves
are more advanced and explicit though). However, higher-order rogue waves in our Theorem 1, corresponding to a
single double eigenvalue of the scattering matrix in Darboux transformation, are new solutions which have not been
explicitly derived before. More importantly, general rogue waves in our Theorem 2, which correspond to two double
eigenvalues of the scattering matrix in Darboux transformation, are also new solutions for the three-wave system.
Note that in a different integrable system — the Manakov equations, rogue waves for two double eigenvalues of the
scattering matrix have been derived by Darboux transformation in [58].
IV. DYNAMICS OF ROGUE WAVE SOLUTIONS
In this section, we examine the dynamics of rogue waves presented in Theorems 1-3. For this purpose, it is helpful
to recall from the previous section that rogue waves of Theorem 1, corresponding to a non-imaginary simple root
in Eq. (14), could exist for all signs of the nonlinear coefficients (1, 2, 3); but rogue waves of Theorems 2 and 3,
corresponding to two non-imaginary simple roots and a non-imaginary double root in Eq. (14), could only exist in
the soliton-exchange case (4) where 1 = −2 = 3 = 1.
A. Rogue waves for a non-imaginary simple root
We first consider rogue waves in Theorem 1, which are associated with a non-imaginary simple root in Eq. (14).
To get the fundamental rogue wave in this solution family, we take N = 1 in Theorem 1. In addition, we normalize
a1 = 0. Then, we readily find that
|ui,1(x, t)| =
∣∣∣∣ρi gi,1f1
∣∣∣∣ , i = 1, 2, 3, (53)
where
f1 = m
(0,0)
1,1 = |(α1 − β1)x+ (c1β1 − c2α1)t|2 + ζ0, (54)
g1,1 = m
(1,0)
1,1 = [(α1 − β1)x+ (c1β1 − c2α1)t+ θ1] [(α∗1 − β∗1)x+ (c1β∗1 − c2α∗1)t− θ∗1 ] + ζ0, (55)
g2,1 = m
(0,−1)
1,1 = [(α1 − β1)x+ (c1β1 − c2α1)t− λ1] [(α∗1 − β∗1)x+ (c1β∗1 − c2α∗1)t+ λ∗1] + ζ0, (56)
g3,1 = m
(−1,1)
1,1 = [(α1 − β1)x+ (c1β1 − c2α1)t− θ1 + λ1] [(α∗1 − β∗1)x+ (c1β∗1 − c2α∗1)t+ θ∗1 − λ∗1] + ζ0, (57)
and
α1 = − p11ρ2ρ3
p20(c1 − c2)ρ1
, β1 = − p12ρ1ρ3
(p0 − i)2(c1 − c2)ρ2 , θ1 =
p1
p0 − i , λ1 =
p1
p0
, ζ0 =
|p1|2
(p0 + p∗0)2
. (58)
Notice that p1 cancels out in these ui,1 solutions, and thus its formula is not needed here. In these fundamental rogue
waves, f1 and gi,1 are all quadratic functions of x and t, and there are no free parameters.
To get second-order rogue waves, we take N = 2 in Theorem 1. Normalizing a1 = 0, then these second-order rogue
waves have a single free complex parameter a3. In these solutions, f2 and gi,2 are degree-6 polynomials in both x and
t, and their expressions are not displayed here for brevity.
To illustrate the dynamics of these rogue waves, we first consider the soliton-exchange case (4), i.e., 1 = −2 =
3 = 1. For the background and velocity values of
c1 = 1, c2 = 0.5, ρ1 = 1, ρ2 = 2, ρ3 = 1, (59)
the roots of Eq. (14) are (p0,1, p0,2,−p∗0,1,−p∗0,2), where p0,1 ≈ 0.521005 + 0.853553i, and p0,2 ≈ 0.989219 + 0.146447i.
Choosing p0 = p0,1, the fundamental rogue wave is displayed in Fig. 1 (top row). We see that the intensity variation
of each component in this rogue wave is along a slanted angle in the (x, t) plane. In addition, while the first and third
components peak at the origin x = t = 0, the second component bottoms there. Because of this, we can say the first
and third components of this rogue wave are bright, but the second component is dark.
The second-order rogue waves involve p1 and the free parameter a3. For the chosen p0 value, we find that p1 ≈
±(0.550798− 0.289323i), and choose the plus sign. Then, at two a3 values of 10 + 10i and 0, the corresponding rogue
waves are displayed in Fig. 1 (middle and bottom rows respectively). The rogue wave at a3 = 10 + 10i comprises
three separate fundamental rogue waves — a phenomenon common in other integrable systems, such as the NLS
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equation [24, 26, 28, 29]. The rogue wave at a3 = 0 cannot be decomposed into separate fundamental rogue waves.
It exhibits new patterns and higher peak amplitudes, and is the counterpart of the so-called super rogue waves in
other integrable systems [24, 25, 28, 29, 59]. But the present super rogue wave has a distinctive structure that is very
different from those reported before for other integrable equations.
FIG. 1: Rogue waves of Theorem 1 which correspond to a non-imaginary simple root of Eq. (14), in the soliton exchange case
(4) with background and velocity values (59). Top row: the fundamental rogue wave; middle row: a second-order rogue wave
with a3 = 10 + 10i; bottom row: the second-order super rogue wave with a3 = 0.
It is important to recognize that rogue wave patterns in the three-wave interaction system are far more diverse
than those in most other integrable systems due to its many free physical parameters such as wave velocities and
background amplitudes. To appreciate this diversity, we still consider the soliton-exchange case (4), but choose a
different set of background and velocity values as
c1 = 6, c2 = 5, ρ1 = ρ2 = 3, ρ3 = 2. (60)
In this case, Eq. (14) admits four non-imaginary roots, one of them being p0,1 ≈ 0.557458 + 0.441122i. Choosing
p0 = p0,1, the fundamental rogue wave is displayed in Fig. 2 (upper row). We can see that this fundamental rogue
wave looks very different from that in Fig. 1 (top row). In particular, the present rogue wave does not have dark
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components. In addition, while the third wave component peaks only once at the origin x = t = 0, each of the other
two wave components peaks twice away from the origin.
Under this latter set of background and velocity values, the second-order rogue wave at a3 = 10 + 10i consists of
three separate fundamental rogue waves — a phenomenon similar to the former case. At a3 = 0, however, we get
a super rogue wave which is shown in Fig. 2 (lower row). This super rogue wave has a more delicate structure and
looks entirely different from that under the former set of parameters (59).
FIG. 2: Rogue waves of Theorem 1 which correspond to a non-imaginary simple root of Eq. (14), in the soliton exchange case
(4) with background and velocity values (60). Upper row: the fundamental rogue wave; lower row: the second-order super
rogue wave with a3 = 0.
Next, we illustrate dynamics of rogue waves in Theorem 1 for the non-soliton-exchange cases. For brevity, we only
consider the stimulated backscatter cases, where the (1, 2, 3) values are given in Eqs. (6)-(7). Since these two sets
of (1, 2, 3) values are equivalent [see the discussion below Eq. (7)], we choose the first set, i.e., 1 = −2 = −3 = 1.
For the background and velocity values of
c1 = 5, c2 = 2, ρ1 = ρ2 = ρ3 = 2, (61)
Eq. (14) admits a non-imaginary simple root p0 ≈ 0.391016 + 0.338012i. The corresponding fundamental rogue wave
(53) is plotted in Fig. 3 (upper row). In this rogue wave, the first component is dark, the third component bright, and
the second component having a double-peak structure. These wave patterns bear both similarities and differences
with the earlier fundamental rogue waves in Figs. 1-2. In second-order rogue waves, if we choose a3 = 5 + 5i, the
resulting solution comprises three separate fundamental rogue waves. If we choose a3 = 0, we get a second-order
super rogue wave, which is displayed in Fig. 3 (lower row). This super rogue wave develops strong dips in its first and
second components and a strong peak in its third component at x = t = 0, and its wave pattern is rich and different
from those in Figs. 1-2.
B. Rogue waves for two non-imaginary simple roots
Rogue waves in Theorem 2 are associated with two non-imaginary simple roots p0,1 and p0,2 in Eq. (14), with
p0,2 6= −p∗0,1. These solutions only appear in the soliton-exchange case of 1 = −2 = 3 = 1 when the background
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FIG. 3: Rogue waves of Theorem 1 which correspond to a non-imaginary simple root of Eq. (14), in the stimulated backscatter
case (6) with background and velocity values (61). Upper row: the fundamental rogue wave; lower row: the second-order super
rogue wave with a3 = 0.
amplitudes do not satisfy conditions (16). The fundamental rogue waves in this family correspond to N1 = N2 = 1,
and their expressions are
|ui,1,1(x, t)| =
∣∣∣∣ρi gi,1,1f1,1
∣∣∣∣ , i = 1, 2, 3, (62)
where
f1,1 = m
(0,0,1,1)
1,1 m
(0,0,2,2)
1,1 −m(0,0,1,2)1,1 m(0,0,2,1)1,1 ,
g1,1,1 = m
(1,0,1,1)
1,1 m
(1,0,2,2)
1,1 −m(1,0,1,2)1,1 m(1,0,2,1)1,1 ,
g2,1,1 = m
(0,−1,1,1)
1,1 m
(0,−1,2,2)
1,1 −m(0,−1,1,2)1,1 m(0,−1,2,1)1,1 ,
g3,1,1 = m
(−1,1,1,1)
1,1 m
(−1,1,2,2)
1,1 −m(−1,1,1,2)1,1 m(−1,1,2,1)1,1 ,
m
(n,k,I,J)
1,1 =
1
p0,I + p∗0,J
[
x+1,I,J(n, k)x
−
1,I,J(n, k) +
p1,Ip
∗
1,J
(p0,I + p∗0,J)2
]
,
x+1,I,J(n, k) = (α1,I − β1,I)x+ (c1β1,I − c2α1,I) t+ nθ1,I + kλ1,I − b1,I,J + p1,I a˜1,I ,
x−1,I,J(n, k) =
(
α∗1,J − β∗1,J
)
x+
(
c1β
∗
1,J − c2α∗1,J
)
t− nθ∗1,J − kλ∗1,J − b∗1,J,I + p∗1,J a˜∗1,J ,
α1,I , β1,I , θ1,I and λ1,I are given by Eq. (58) with (p0, p1) replaced by (p0,I , p1,I), b1,I,J is given by
b1,I,J =
p1,I
p0,I + p∗0,J
,
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and (a˜1,1, a˜1,2) are free complex constants. These a˜1,I constants are related to a1,I in Theorem 2 as a1,I = p1,I a˜1,I .
These scaled a˜1,I constants are chosen because in this case, parameters p1,I (I = 1, 2) would cancel out in these ui,1,1
solutions. These f1,1 and gi,1,1 functions are degree-4 polynomials in both x and t.
To illustrate these fundamental rogue waves in this family, we choose background and velocity values of
c1 = 1, c2 = 0.5, ρ1 = ρ2 = ρ3 =
√
2. (63)
The roots of Eq. (14) for this set of values are (p0,1, p0,2,−p∗0,1,−p∗0,2), where
p0,1 ≈ 0.529086 + 0.257066i, p0,2 ≈ 1.52909 + 0.742934i. (64)
Regarding free complex parameters a˜1,1 and a˜1,2, one of them can be normalized to zero by a shift of x and t, and the
other is irreducible. We will normalize a˜1,1 = 0. Then, at two a˜1,2 values of 2− i and 0, the resulting rogue waves are
displayed in Fig. 4. The rogue wave at a˜1,2 = 2 − i (upper row) comprises two separate simpler rogue waves, which
turn out to be fundamental rogues of Theorem 1 for the two individual p0 values in Eq. (64). Thus, rogue waves
in Theorem 2 can be viewed as a nonlinear superposition of rogue waves of Theorem 1 with two different p0 values.
The rogue wave at a˜1,2 = 0 (lower row) is a super rogue wave formed by merging the two simpler rogue waves in the
upper row. It has a new composite structure and higher peak amplitude.
FIG. 4: Fundamental rogue waves (62) of Theorem 2, which correspond to two non-imaginary simple roots of Eq. (14) in the
soliton exchange case (4), with background and velocity values (63). Upper row: a˜1,2 = 2− i; lower row: a˜1,2 = 0.
C. Rogue waves for a non-imaginary double root
Rogue waves in Theorem 3 only arise in the soliton-exchange case of 1 = −2 = 3 = 1 when the background
amplitudes satisfy conditions (16), i.e.,
ρ2 = ±
√
c1
c2
ρ1, ρ3 = ±
√
c1 − c2
c2
ρ1. (65)
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In this case, Eq. (14) admits a pair of non-imaginary double roots p0 = (±
√
3 + i)/2, see Eq. (18). We will choose
p0 = (
√
3 + i)/2. Regarding p1, which is any one of the three cubic roots of (3
√
3 + i)/12 (see Remark 4), we pick the
one in the first quadrant, which is p1 ≈ 0.759614 + 0.0482053i. We also normalize a1 = 0 through a shift in (x, t). In
our illustrations, we choose the background and velocity values as
c1 = 1, c2 = 0.5, ρ1 = 1. (66)
According to Theorem 3, there are two types of rogue waves in this case. The first type is given by Eq. (47).
Fundamental rogue waves of this type are
|u(1)i,1 (x, t)| =
∣∣∣∣ρi gi,1f1
∣∣∣∣ , 1 ≤ i ≤ 3, (67)
where f1(x, t) and gi,1(x, t) are given in Eqs. (54)-(57), with parameter values of α1, β1, θ1, λ1 and ζ0 provided by
Eq. (58) under the parameter constraint (65). For the background and velocity choices (66), this fundamental
rogue wave is plotted in Fig. 5 (top row). This is a rogue wave with all three components bright at the wave
center x = t = 0. Second-order rogue waves of this type involve the free complex parameters a2 and a4. Two such
solutions with (a2, a4) = (0, 50i) and (0, 0) are displayed in the middle and bottom rows of Fig. 5. It is seen that at
(a2, a4) = (0, 50i), this second-order rogue wave splits into four fundamental ones, unlike Fig. 1 where the second-
order rogue wave in the middle row splits into three fundamental ones. The reason for the current four-splitting is
that the polynomial degree of the present second-order rogue waves is 8 (see Remark 6), while the polynomial degree
of the previous second-order rogue waves in Fig. 1 is 6. When (a2, a4) = (0, 0), we get a second-order super rogue
wave, which can be viewed as coalescing of those four constituent fundamental rogue waves. This super rogue wave
has higher amplitudes, and a superposition of its three components forms a three-needle structure which was called
“watch-hand-like” in [54].
Fundamental second-type rogue waves are
|u(2)i,1 (x, t)| =
∣∣∣∣ρi gi,1f1
∣∣∣∣ , 1 ≤ i ≤ 3, (68)
where
f1 = m
(0,0)
2,2 , g1,1 = m
(1,0)
2,2 ,
g2,1 = m
(0,−1)
2,2 , g3,1 = m
(−1,1)
2,2 ,
and m
(n,k)
2,2 is given in Eq. (29). This wave contains a single free complex parameter a2. When a2 = 10 + 10i, it is
plotted in Fig. 6 (upper row). It is seen that this fundamental second-type rogue wave splits into two fundamental
first-type rogue waves [see Fig. 5 (top row)]. When a2 = 0, we get a super fundamental second-type rogue wave
where those two constituent fundamental first-type rogue waves are merged. Second-order rogue waves of this second
type involve free complex parameters a2, a4 and a5. This solution with a2 = 10 + 10i, a4 = 0 and a5 = 20 + 20i
is displayed in the lower row of Fig. 6. This solution splits into 6 fundamental first-type rogue waves, because the
polynomial degree of this solution is 12 (see Remark 6), which is six times that of the fundamental first-type rogue
waves (67). When a2 = a4 = a5 = 0, those 6 fundamental first-type rogue waves merge to form a super rogue wave,
which also has a “watch-hand-like” structure.
V. DERIVATION OF ROGUE-WAVE SOLUTIONS
In this section, we derive the general rogue-wave solutions given in Theorems 1-3. This derivation uses the bilinear
method in the soliton theory [60, 61]. The bilinear method has been used to derive rogue waves in some other
integrable equations before [29, 36–41, 62]. However, bilinear rogue waves in all previous (1+1)-dimensional wave
equations only correspond to a simple root of a certain algebraic equation Q′1(p) = 0, where the function Q1(p) arises
in the dimension reduction step of the derivation. The reason was that in all previous cases, the algebraic equation
Q′1(p) = 0 only admitted simple roots. For instance, in the NLS equation, Q1(p) = p + p−1; and in the Boussinesq
equation, Q1(p) = p3 − 3p [29, 62]. In both cases, all roots of the equation Q′1(p) = 0 are simple. But in the current
three-wave interaction system (1), this algebraic equation given in (11) can admit a double root (see Sec. III A).
How to derive bilinear rogue waves for this double root of the algebraic equation (11) is a new technical question
which we will address in this section. Our treatment will make it clear how to bilinearly derive rogue waves for roots
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FIG. 5: Rogue waves of the first type u
(1)
i,N in Theorem 3, which correspond to a non-imaginary double root of Eq. (14) in
the soliton exchange case (4), with background and velocity values (66) under relations (65). Top row: the fundamental rogue
wave (N = 1); middle row: a second-order rogue wave with a2 = 0 and a4 = 50i; bottom row: the second-order super rogue
wave with a2 = a4 = 0.
of arbitrary multiplicities in general. Even when this algebraic equation admits only simple roots, a new feature of
the three-wave interaction system (1) is that this equation (11) can admit two (unrelated) simple roots, which was
not seen in previous integrable systems [29, 38–41, 62]. This new feature gives rise to a new type of rogue waves
corresponding to a mixing of these two simple roots, and its derivation requires a block-determinant bilinear solution
as well as a new scaling to remove the exponential factors from this bilinear solution. This two-root case will also be
treated in this section.
First, we introduce a variable transformation
u1(x, t) = ρ1
g1
f
ei(k1x+ω1t),
u2(x, t) = ρ2
g2
f
ei(k2x+ω2t), (69)
u3(x, t) = iρ3
g3
f
e−i[(k1+k2)x+(ω1+ω2)t],
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FIG. 6: Rogue waves of the second type u
(2)
i,N in Theorem 3, which correspond to a non-imaginary double root of Eq. (14) in
the soliton exchange case (4), with background and velocity values (66) under relations (65). Upper row: a fundamental rogue
wave (N = 1) with a2 = 10 + 10i; lower row: a second-order rogue wave with a2 = 10 + 10i, a4 = 0 and a5 = 20 + 20i.
where f is a real function, and g1, g2, g3 are complex functions. Using this transformation and parameter relations
(9), the three-wave system (1) is converted into the following three bilinear equations
(Dt + c1Dx − iγ1) g1 · f = −iγ1g∗2g∗3 ,
(Dt + c2Dx − iγ2) g2 · f = −iγ2g∗1g∗3 , (70)
(Dt − iγ3) g3 · f = −iγ3g∗1g∗2 ,
where D is Hirota’s bilinear differential operator, and the constants γ1, γ2, γ3 have been defined in Eq. (13).
Next, we introduce a coordinate transformation
x =
c1
γ1
r +
c2
γ2
s, t =
1
γ1
r +
1
γ2
s, (71)
or equivalently,
r =
γ1
c1 − c2 (x− c2t) , s =
γ2
c2 − c1 (x− c1t) . (72)
Under this coordinate transformation, the bilinear equations (70) reduce to
(iDr + 1) g1 · f = g∗2g∗3 ,
(iDs + 1) g2 · f = g∗1g∗3 , (73)[
γ1c2
γ3(c2 − c1) iDr −
γ2c1
γ3(c2 − c1) iDs + 1
]
g3 · f = g∗1g∗2 .
To derive solutions to these (1+1)-dimensional bilinear equations, we consider a higher-dimensional bilinear system
(iDr + 1) g1 · f = h2h3,
(iDs + 1) g2 · f = h1h3, (74)
(iDx1 + 1) g3 · f = h1h2.
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We first construct a wide class of algebraic solutions for this higher-dimensional bilinear system. Then, we restrict
these solutions so that they satisfy the dimension-reduction condition[
γ1c2
γ3(c2 − c1)∂r −
γ2c1
γ3(c2 − c1)∂s − ∂x1
]
φ = Cφ, (75)
where φ is any of f and gi, and C is some constant. In addition, we impose the complex conjugacy condition
h∗i = gi, 1 ≤ i ≤ 3. (76)
Then, the higher-dimensional bilinear system (74) would reduce to the bilinear system (73) of the three-wave inter-
action equations, and the corresponding algebraic solutions would give rogue waves of the three-wave system.
Next, we follow the above outline to derive general rogue-wave solutions to the three-wave system (1).
A. Gram determinant solutions for a higher-dimensional bilinear system
From Ref. [57] and our additional calculations, we learn that if functions m
(n,k)
i,j , ϕ
(n,k)
i and ψ
(n,k)
j of variables (x1,
r, s) satisfy the following differential and difference relations,
∂x1m
(n,k)
i,j = ϕ
(n,k)
i ψ
(n,k)
j ,
∂x1ϕ
(n,k)
i = ϕ
(n+1,k)
i , ∂x1ψ
(n,k)
j = −ψ(n−1,k)j ,
∂rϕ
(n,k)
i = ϕ
(n,k−1)
i , ∂rψ
(n,k)
j = −ψ(n,k+1)j , (77)
∂sϕ
(n,k)
i = ϕ
(n−1,k)
i , ∂sψ
(n,k)
j = −ψ(n+1,k)j ,
ϕ
(n+1,k)
i = (a− b)ϕ(n,k)i + ϕ(n,k+1)i , ψ(n−1,k)j = (a− b)ψ(n,k)j + ψ(n,k−1)j ,
where a and b are arbitrary complex constants, then the τ function
τn,k = det
1≤i,j≤N
(
m
(n,k)
i,j
)
(78)
would satisfy the following lowest-order bilinear equations in the extended Kadomtsev-Petviashvili (KP) hierarchy
[(b− a)Dr + 1] τn+1,k · τn,k = τn,k+1τn+1,k−1,
[(b− a)Ds + 1] τn,k−1 · τn,k = τn−1,kτn+1,k−1, (79)
[Dx1 + (a− b)] τn−1,k+1 · τn,k = (a− b)τn−1,kτn,k+1.
Indeed, under the above differential and difference relations, these three bilinear equations all reduce to the Jacobi
identity for determinants.
Now, we introduce functions m(n,k), ϕ(n,k) and ψ(n,k) as
m(n,k) =
1
p+ q
(
−p− a
q + a
)k (
−p− b
q + b
)n
eξ+η, (80)
ϕ(n,k) = (p− a)k(p− b)neξ, (81)
ψ(n,k) = [−(q + a)]−k [−(q + b)]−n eη, (82)
where
ξ =
1
p− ar +
1
p− bs+ (p− b)x1 + ξ0, (83)
η =
1
q + a
r +
1
q + b
s+ (q + b)x1 + η0, (84)
and p, q, ξ0 and η0 are arbitrary complex constants. It is easy to see that these functions satisfy the differential and
difference relations (77) with indices i and j ignored. Then, by defining
m
(n,k)
ij = AiBjm(n,k), ϕ(n,k)i = Aiϕ(n,k), ψ(n,k)j = Bjψ(n,k), (85)
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where Ai and Bj are differential operators with respect to p and q respectively as
Ai = 1
i!
[f1(p)∂p]
i
, Bj = 1
j!
[f2(q)∂q]
j
, (86)
and f1(p), f2(q) are arbitrary functions, the functions in (85) would also satisfy the differential and difference rela-
tions (77) since operators Ai and Bj commute with differentials. Consequently, for an arbitrary sequence of indices
(i1, i2, · · · , iN ; j1, j2, · · · , jN ), the determinant
τn,k = det
1≤ν,µ≤N
(
m
(n,k)
iν ,jµ
)
(87)
satisfies the higher-dimensional bilinear system (79).
Next, we will reduce the higher-dimensional bilinear system (79) to the original bilinear system (73), so that the
higher-dimensional solutions (87) become rogue waves in the three-wave interaction system (1). By comparing the
system (79) with (74), we see that we need to set b− a = i. Our later analysis will show that constants a and b need
to be purely imaginary as well. This means that one of these two constants is a free imaginary parameter. But this
free imaginary constant can be removed by a parameter shift of p and q (such as p − a → p and q + a → q), which
will not affect rogue wave solutions. Thus, without loss of generality, we will choose
a = 0, b = i (88)
in the τ function (87) in later analysis.
B. A generalized dimensional reduction procedure
Dimension reduction (75) is a crucial step in the bilinear KP-reduction procedure. This reduction will restrict the
indices in the determinant (87), and select the [f1(p), f2(q)] functions in the differential operators (86) as well as the
(p, q) values in the matrix element of the τ function (87). There are at least two ways to perform this reduction, which
result in different τ -function expressions [29, 40, 41, 62]. We will adopt a generalized version of theW-p treatment we
developed in [62], which gives simpler rogue-wave expressions. This generalization of our original treatment in [62] is
necessary in order to deal with double roots in the underlying algebraic equation (11) for rogue-wave derivations.
Introducing the linear differential operator L0 as
L0 = γ1c2
γ3(c2 − c1)∂r −
γ2c1
γ3(c2 − c1)∂s − ∂x1 , (89)
then the dimension reduction condition (75) we impose is
L0τn,k = Cτn,k, (90)
where C is some constant. It is easy to see that
L0m(n,k)i,j = AiBjL0m(n,k) = AiBj [Q1(p) +Q2(q)]m(n,k), (91)
where
Q1(p) =
(
γ1c2
γ3(c2 − c1)
)
1
p
−
(
γ2c1
γ3(c2 − c1)
)
1
p− i − p, (92)
and
Q2(q) =
(
γ1c2
γ3(c2 − c1)
)
1
q
−
(
γ2c1
γ3(c2 − c1)
)
1
q + i
− q. (93)
Notice that the above Q1(p) function is the same as that defined in Eq. (12).
We should point out that the above choices of Q1(p) and Q2(q) functions are not unique. Indeed, for an arbitrary
real constant χ, the shifted functions Q1(p)+iχ and Q2(q)− iχ would also work (real χ is required so that the complex
conjugacy condition (122) in later text can be met). Using such shifted Q1(p) functions, Theorems 1-3 would also
produce valid rogue wave solutions, where the series expansions of p(κ) as well as those in Eqs. (32)-(35) and (46)
will change due to this shift [note that this shift of Q1(p) cannot be removed through a shift of p since we have shifted
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p to make a = 0 in Eq. (88)]. However, we have examined some low-order rogue waves resulting from this Q1(p)
shift and found them to be equivalent to the ones without shift when free parameters (such as ar) in those two sets
of solutions are properly related. We believe that this equivalence of solutions under the Q1(p) shift holds for rogue
waves of all orders as well.
According to the Leibnitz rule, we have the general operator relation,
AiQ1(p) =
i∑
l=0
1
l!
[
(f1∂p)
lQ1(p)
]
Ai−l. (94)
A similar relation can be written for BjQ2(q). Using these relations, Eq. (91) gives
L0m(n,k)i,j =
i∑
µ=0
1
µ!
[(f1∂p)
µQ1(p)]m(n,k)i−µ,j +
j∑
l=0
1
l!
[
(f2∂q)
lQ2(q)
]
m
(n,k)
i,j−l. (95)
In order to satisfy the dimension reduction condition (90), we need to select (p, q) values so that coefficients of certain
indices on the right side of the above equation vanish [29]. For that purpose, we will select p0 and q0 values to be
roots of the following algebraic equations
Q′1(p) = 0, Q′2(q) = 0. (96)
Notice that the Q′1(p) = 0 equation is the same as (11), which can be rewritten as a quartic equation (14), whose root
structure has been delineated in Sec. III A. Roots of the Q′2(q) = 0 equation are related to those of Q′1(p) = 0 as
q0 = p
∗
0. (97)
Since the m(n,k) function in (80) has a factor of 1/(p+q), in order for m
(n,k)
ij in (85) to be nonsingular when evaluated
at (p, q) = (p0, q0), the p0 value cannot be purely imaginary.
To select f1(p) and f2(q) functions, we need to impose further conditions, and these conditions will depend on the
multiplicity of the root p0 in the Q′1(p) = 0 equation.
1. A simple root
If p0 is a simple root to the Q′1(p) = 0 equation, the condition on f1(p) we impose will be
(f1∂p)
2Q1(p) = Q1(p). (98)
The reason for it is that under this condition, all odd-µ terms on the right side of Eq. (95), when evaluated at p = p0,
would vanish. To solve this equation, we put f1(p) in the form
f1(p) =
W1(p)
W ′1(p)
, (99)
where W1(p) is to be determined. In this form, the condition (98) becomes
∂2lnW1Q1(p) = Q1(p). (100)
Scaling W1(p0) = 1, which does not affect the f1(p) function, the unique solution to the above equation under the
condition of Q′1(p0) = 0 is
Q1(p) = 1
2
Q1(p0)
(
W1(p) + 1W1(p)
)
. (101)
From this equation, we get
W1(p) = Q1(p)±
√
Q21(p)−Q21(p0)
Q1(p0) , (102)
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and thus f1(p) can be obtained from (99) as
f1(p) = ±
√
Q21(p)−Q21(p0)
Q′1(p)
. (103)
This alternative derivation of f1(p) reproduces that in the original W-p treatment of the Boussinesq equation in [62].
It also reproduces f1(p) = ±p for the NLS equation in [29] and f1(p) = ±(p+ iα) for the generalized derivative NLS
equations in [57]. Notice that even though Q′1(p0) = 0, f1(p) still has a limit when p → p0, and hence f1(p0) is
well-defined. This f1(p) function has two sign choices. But we can readily see that these two signs lead to equivalent
rogue wave solutions. In fact, these two signs correspond to the two branches of p(κ) solutions in Eq. (36), which
yield equivalent rogue waves (see Remark 3).
A similar treatment can be applied to the q variable, and the results for f2(q) andW2(q) are the same as (102)-(103),
except that the variable subscript 1 changes to 2, and (p, p0) change to (q, q0).
Due to the condition (98) and Q′1(p0) = 0, as well as similar ones for the q variable, we find from Eq. (95) that
L0 m(n,k)i,j
∣∣∣
p=p0, q=q0
= Q1(p0)
i∑
µ=0
µ:even
1
µ!
m
(n,k)
i−µ,j
∣∣∣
p=p0, q=q0
+Q2(q0)
j∑
l=0
l:even
1
l!
m
(n,k)
i,j−l
∣∣∣
p=p0, q=q0
. (104)
Then, when we restrict indices of the general determinant (87) to
τn,k = det
1≤i,j≤N
(
m
(n,k)
2i−1,2j−1
∣∣∣
p=p0, q=q0
)
, (105)
and use the above contiguity relation (104) as was done in Ref. [29], we get
L0τn,k = [Q1(p0) +Q2(q0)]N τn,k. (106)
Thus, the τn,k function (105) satisfies the dimension reduction condition (90).
If we compare the above dimension reduction procedure with the original W-p method proposed in [62], we can
see that the current technique reproduces all results of the previous method. However, the current technique is more
general. More importantly, it can be readily extended to treat roots of higher multiplicities in the Q′1(p) = 0 equation,
as we will see shortly in Sec. V B 3.
2. Two simple roots
If the Q′1(p) = 0 equation admits two simple roots (p0,1, p0,2), then we can construct a more general 2 × 2 block
determinant
τn,k = det
(
τ
[1,1]
n,k τ
[1,2]
n,k
τ
[2,1]
n,k τ
[2,2]
n,k
)
, (107)
where
τ
[I,J]
n,k = mat1≤i≤NI ,1≤j≤NJ
(
m
(n,k)
2i−1,2j−1
∣∣∣
p=p0,I ,q=q0,J
)
, 1 ≤ I, J ≤ 2, (108)
m
(n,k)
i,j is given by Eq. (85) with [f1(p), f2(q)] replaced by [f
(I)
1 (p), f
(J)
2 (q)], the function f
(I)
1 (p) is provided by Eq.
(103) with p0 replaced by p0,I , the function f
(J)
2 (q) is the same as (103) but with the variable subscript 1 changing
to 2 and (p, p0) changing to (q, q0,J), with
q0,J = p
∗
0,J , (109)
and N1, N2 are arbitrary positive integers. Since the m
(n,k)
ij function contains a factor of 1/(p + q) in view of (80),
the matrix elements in the block determinant (107) would contain factors of 1/(p0,I + q0,J) (1 ≤ I, J ≤ 2). In order
for these factors to be nonsingular, we must require (p0,1, p0,2) non-imaginary and p0,2 6= −p∗0,1 in view of Eq. (109).
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In the present case, the contiguity relation (104) becomes
L0 m(n,k)i,j
∣∣∣
p=p0,I , q=q0,J
= Q1(p0,I)
i∑
µ=0
µ:even
1
µ!
m
(n,k)
i−µ,j
∣∣∣
p=p0,I , q=q0,J
+Q2(q0,J)
j∑
l=0,
l:even
1
l!
m
(n,k)
i,j−l
∣∣∣
p=p0,I , q=q0,J
. (110)
Utilizing this contiguity relation similar to Ref. [29], we get
L0τn,k = {[Q1(p0,1) +Q2(q0,1)]N1 + [Q1(p0,2) +Q2(q0,2)]N2} τn,k. (111)
Thus, the 2× 2 block determinant (107) also satisfies the dimension reduction condition (90).
3. A double root
If p0 is a double root to the Q′1(p) = 0 equation, i.e.,
Q′1(p0) = Q′′1(p0) = 0, (112)
then the previous condition (98) for f1(p) cannot be satisfied, because evaluation of that condition at p = p0 would
give Q1(p0) = 0, which is not true. In this double-root case, the new condition on f1(p) will need to be
(f1∂p)
3Q1(p) = Q1(p). (113)
With f1 in the form of (99), this condition is
∂3lnW1Q1(p) = Q1(p). (114)
Scaling W1(p0) = 1, the unique solution to this equation under conditions (112) is
Q1(p) = Q1(p0)
3
(
W1(p) + 2√W1(p) cos
[√
3
2
lnW1(p)
])
. (115)
From this equation, one can solve for W1(p) and then obtain f1(p) through (99). Alternatively, one can derive f1(p)
directly from Eq. (113) by expanding both f1(p) and Q1(p) into Taylor series around p = p0. Similar results can be
obtained for f2(q).
Under conditions (112)-(113) and similar ones for the q variable, Eq. (95) can be simplified as
L0 m(n,k)i,j
∣∣∣
p=p0, q=q0
= Q1(p0)
i∑
µ=0
µ≡0(mod3)
1
µ!
m
(n,k)
i−µ,j
∣∣∣
p=p0, q=q0
+Q2(q0)
j∑
l=0
l≡0(mod3)
1
l!
m
(n,k)
i,j−l
∣∣∣
p=p0, q=q0
. (116)
Using this contiguity relation, we can show as in Ref. [29] that the two determinants
τn,k = det
1≤i,j≤N
(
m
(n,k)
3i−2,3j−2
∣∣∣
p=p0, q=q0
)
(117)
and
τn,k = det
1≤i,j≤N
(
m
(n,k)
3i−1,3j−1
∣∣∣
p=p0, q=q0
)
(118)
both satisfy the dimension reduction condition (106).
When the dimension reduction condition is satisfied, we can use it to eliminate x1 from the higher-dimensional
bilinear system (79). Then, in view of the parameter choices in (88), we get
[iDr + 1] τn+1,k · τn,k = τn,k+1τn+1,k−1,
[iDs + 1] τn,k−1 · τn,k = τn−1,kτn+1,k−1, (119)[
γ1c2
γ3(c2 − c1) iDr −
γ2c1
γ3(c2 − c1) iDs + 1
]
τn−1,k+1 · τn,k = τn−1,kτn,k+1.
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C. Complex conjugacy condition
We now impose the complex conjugacy condition
τ−n,−k = τ∗n,k. (120)
This condition can be satisfied by imposing the parameter constraint
ξ0 = η
∗
0 (121)
in Eqs. (83)-(84). Indeed, under this constraint and in view that q0 = p
∗
0, we can show that [f1(p0)]
∗ = f2(q0), and
m
(−n,−k)
j,i
∣∣∣
p=p0, q=q0
=
[
m
(n,k)
i,j
]∗∣∣∣
p=p0, q=q0
. (122)
Thus, the condition (120) holds. In the case of two simple roots, since q0,I = p
∗
0,I , we can show that
m
(−n,−k)
j,i
∣∣∣
p=p0,I , q=q0,J
=
[
m
(n,k)
i,j
]∗∣∣∣
p=p0,J , q=q0,I
, (123)
so that
τ
[I,J]
n,k =
[
τ
[J,I]
−n,−k
]∗
. (124)
Thus, the complex conjugacy condition (120) holds as well.
Lastly, we define
f = τ0,0, g1 = τ1,0, g2 = τ0,−1, g3 = τ−1,1, (125)
and
h1 = τ−1,0, h2 = τ0,1, h3 = τ1,−1, (126)
where τn,k is as defined in any of the equations (105), (107), (117) and (118). Then, due to the above complex
conjugacy conditions, we see that in all these cases, h∗i = gi. Thus, these f and gi functions satisfy the original
bilinear system (73), and they give rational solutions to the three-wave equations through the transformation (69).
D. Introduction of free parameters
Now, it is time to introduce free parameters into these rational solutions. As we did previously for the derivative NLS
equations in [57], we will introduce these free parameters through the arbitrary constant ξ0 in Eq. (83). Specifically,
for the τn,k functions in Eqs. (105) and (117)-(118) for a simple or double root p0, we choose ξ0 as
ξ0 =
∞∑
r=1
aˆr ln
rW1(p), (127)
where aˆr are free complex constants. For the τn,k function in Eq. (107) with a 2 × 2 block structure for two simple
roots (p0,1, p0,2), we choose ξ0,I as
ξ0,I =
∞∑
r=1
ar,I ln
rW(I)1 (p), I = 1, 2, (128)
where ar,I are free complex constants. Compared to the old parameterization in [29], this new parameterization
allows us to eliminate the summations in differential operators Ai and Bj in Eq. (86). One may think that the
above parameterization is difficult since the functions W1(p) and W(I)1 (p) from equations such as (102) and (115) are
complicated. This may be so if one tries to derive the solutions from the differential operator form (see Sec. V F
below). However, these complications from the W1(p) and W(I)1 (p) functions will disappear when the solutions are
expressed through Schur polynomials, as we will see in Sec. V G.
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E. Regularity of solutions
Using arguments very similar to that in [29], we can show that these rational solutions are bounded for all signs of
nonlinearity (1, 2, 3), i.e., for all soliton-exchange, explosive and stimulated backscatter cases (4)-(7). This regularity
of solutions for the explosive case is noteworthy, since in this case localized disturbances can explode to infinity in
finite time [3].
F. Rational solutions in differential operator form
Putting all the above results together and setting x1 = 0, regular rational solutions to the three-wave interaction
system (1) are given by the following theorems.
Theorem 4 If the algebraic equation (14) admits a non-imaginary simple root p0, then the three-wave
interaction system (1) admits regular rational solutions given by Eqs. (69) and (125), where
τn,k = det
1≤i,j≤N
(
m
(n,k)
2i−1,2j−1
)
, (129)
the matrix elements in τn,k are defined by
m
(n,k)
i,j = AiBjm(n,k)
∣∣∣
p=p0, q=p∗0
, (130)
m(n,k) =
1
p+ q
(
−p
q
)k (
−p− i
q + i
)n
eΘ(x,t), (131)
Θ(x, t) =
γ1 (x− c2t)
c1 − c2
(
1
p
+
1
q
)
+
γ2 (x− c1t)
c2 − c1
(
1
p− i +
1
q + i
)
+
∞∑
r=1
aˆr ln
rW1(p) +
∞∑
r=1
aˆ∗r ln
rW2(q), (132)
Ai and Bj are given in Eq. (86), f1(p) and W1(p) are given by Eqs. (102)-(103), f2(q) and W2(q) are
the same as (102)-(103) except that the variable subscript 1 changes to 2 and (p, p0) change to (q, p
∗
0), and
aˆr (r = 1, 2, . . . ) are free complex constants.
Theorem 5 If the algebraic equation (14) admits two non-imaginary simple roots (p0,1, p0,2) with p0,2 6=
−p∗0,1, then the three-wave interaction system (1) admits regular rational solutions given by Eqs. (69) and
(125), where
τn,k = det
(
τ
[1,1]
n,k τ
[1,2]
n,k
τ
[2,1]
n,k τ
[2,2]
n,k
)
, (133)
the matrix elements in τ
[I,J]
n,k are defined by
m
(n,k,I,J)
i,j =
[
f
(I)
1 (p)∂p
]i
i!
[
f
(J)
2 (q)∂q
]j
j!
m(n,k,I,J)
∣∣∣
p=p0,I , q=p∗0,J
, (134)
m(n,k,I,J) =
1
p+ q
(
−p
q
)k (
−p− i
q + i
)n
eΘI,J (x,t), (135)
ΘI,J(x, t) =
γ1 (x− c2t)
c1 − c2
(
1
p
+
1
q
)
+
γ2 (x− c1t)
c2 − c1
(
1
p− i +
1
q + i
)
+
∞∑
r=1
ar,I ln
rW(I)1 (p) +
∞∑
r=1
a∗r,J ln
rW(J)2 (q), (136)
f
(I)
1 (p), f
(J)
2 (q) are given in Sec. V B 2, and ar,I (r = 1, 2, . . . ) are free complex constants.
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Theorem 6 If the algebraic equation (14) admits a double root p0, then the three-wave interaction system
(1) admits two types of regular rational solutions u
(1)
i (x, t) and u
(2)
i (x, t) (1 ≤ i ≤ 3), whose forms are
(69) and (125), with τn,k being τ
(1)
n,k and τ
(2)
n,k given in Eqs. (117)-(118) respectively. The matrix elements
in τ
(1)
n,k and τ
(2)
n,k are defined by (130)-(132), where W1(p) is determined from Eq. (115), f1(p) is given
through W1(p) by Eq. (99), W2(q) and f2(q) are given by the same equations (99) and (115) but with the
variable subscript 1 changing to 2 and (p, p0) changing to (q, p
∗
0), and aˆr (r = 1, 2, . . . ) are free complex
constants.
G. Rogue wave solutions through Schur polynomials
In this subsection, we derive more explicit expressions for rational solutions in Theorems 4-6 and prove Theorems
1-3.
We first introduce the generator G of differential operators [f1∂p]i [f2∂q]j as
G =
∞∑
i=0
∞∑
j=0
κi
i!
λj
j!
[f1∂p]
i
[f2∂q]
j
. (137)
The main benefit of introducing functionsW1 andW2 through equations such as (99) is that we can rewrite the above
generator as
G =
∞∑
i=0
∞∑
j=0
κi
i!
λj
j!
[∂lnW1 ]
i
[∂lnW2 ]
j
= exp (κ∂lnW1 + λ∂lnW2) . (138)
Then, for any function F (W1,W2), we have [29]
GF (W1,W2) = F (eκW1, eλW2). (139)
Since p is related to W1, and q related to W2, we can write
p = p (W1) , q = q (W2) . (140)
The specifics of these relations depend on the root structure of p0 in Eq. (14). If p0 is a simple root, then p and W1
are related by Eq. (101). If p0 is a double root, then p and W1 are related by Eq. (115). In both cases, q and W2 are
related by similar equations.
From Eqs. (101), (115) and similar ones for the q function, we see that when p = p0 and q = q0, W1 = W2 = 1.
Thus, for m(n,k) in Eq. (131),
Gm(n,k)
∣∣∣
p=p0, q=q0
=
(−1)k+n
p (κ) + q (λ)
(
p (κ)
q (λ)
)k (
p (κ)− i
q (λ) + i
)n
exp
( ∞∑
r=1
(aˆrκ
r + aˆ∗rλ
r)
)
×
exp
[
γ1 (x− c2t)
c1 − c2
(
1
p (κ)
+
1
q (λ)
)
+
γ2 (x− c1t)
c2 − c1
(
1
p (κ)− i +
1
q (λ) + i
)]
, (141)
where
p(κ) ≡ p (W1)|W1=exp(κ) , q(λ) ≡ q (W2)|W2=exp(λ) . (142)
When p0 is a simple root of Eq. (14) as in Theorem 4, this p(κ) function is obtained by substituting W1 = eκ into
Eq. (101), which results in Eq. (36) in Theorem 1. When p0 is a double root of Eq. (14) as in Theorem 6, this p(κ)
function is obtained by substituting W1 = eκ into Eq. (115), which results in Eq. (49) in Theorem 3. Since q0 = p∗0
from Eq. (97), we can see that the q(λ) function can be obtained from p(κ) as
q(λ) = p∗(λ), (143)
where λ is treated as a real variable.
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From Eq. (141), we get
1
m(n,k)
Gm(n,k)
∣∣∣
p=p0, q=q0
=
p0 + q0
p(κ) + q(λ)
(
p(κ)
p0
)k (
q(λ)
q0
)−k (
p(κ)− i
p0 − i
)n(
q(λ) + i
q0 + i
)−n
exp
( ∞∑
r=1
(aˆrκ
r + aˆ∗rλ
r)
)
×
exp
[
γ1 (x− c2t)
c1 − c2
(
1
p (κ)
− 1
p0
+
1
q (λ)
− 1
q0
)
+
γ2 (x− c1t)
c2 − c1
(
1
p (κ)− i −
1
p0 − i +
1
q (λ) + i
− 1
q0 + i
)]
. (144)
Now, we expand the right side of the above equation into power series of κ and λ. Its first term can be treated by
the techniques of [29, 62] as
p0 + q0
p+ q
=
(p0 + q0)
2
(p0 + q0)(p+ q)
=
(p0 + q0)
2
(p+ q0)(q + p0)
∞∑
ν=0
[
(p− p0)(q − q0)
(p+ q0)(q + p0)
]ν
=
(p0 + q0)
2
(p+ q0)(q + p0)
∞∑
ν=0
(
p1q1
(p0 + q0)2
κλ
)ν (
p0 + q0
p1κ
p− p0
p+ q0
)ν (
p0 + q0
q1λ
q − q0
q + p0
)ν
=
∞∑
ν=0
(
p1q1
(p0 + q0)2
κλ
)ν
exp
( ∞∑
r=1
(νsr − br)κr + (νs∗r − b∗r)λr
)
,
where p1 = (dp/dκ)|κ=0, q1 = (dq/dλ)|λ=0 = p∗1, br is the Taylor coefficient of κr in the expansion of
ln
[
p (κ) + q0
p0 + q0
]
=
∞∑
r=1
brκ
r, (145)
and sr is the Taylor coefficient of κ
r in the expansion of (35) in Theorem 1. Using the expansions (32)-(34) in Theorem
1 and similar ones for the q(λ) function through the functional relation q(λ) = p∗(λ), we can rewrite the rest of the
terms on the right side of Eq. (144) as
exp
{ ∞∑
r=1
κr [(αr − βr)x+ (c1βr − c2αr) t+ nθr + kλr] +
∞∑
r=1
λr [(α∗r − β∗r )x+ (c1β∗r − c2α∗r) t− nθ∗r − kλ∗r ] +
∞∑
r=1
(aˆrκ
r + aˆ∗rλ
r)
}
.
Combining these results, Eq. (144) becomes
1
m(n,k)
Gm(n,k)
∣∣∣
p=p0, q=q0
=
∞∑
ν=0
(
p1q1 κλ
(p0 + q0)2
)ν
exp
( ∞∑
r=1
(
x+r + νsr
)
κr +
∞∑
r=1
(
x−r + νs
∗
r
)
λr
)
, (146)
where x±r (n, k) are as defined in Eqs. (30)-(31) with
ar ≡ aˆr − br. (147)
Taking the coefficients of κiλj on both sides of the above equation, we get
m
(n,k)
i,j
m(n,k)
∣∣
p=p0,q=q0
=
min(i,j)∑
ν=0
(
p1q1
(p0 + q0)2
)ν
Si−ν
(
x+ + νs
)
Sj−ν
(
x− + νs∗
)
,
where m
(n,k)
i,j is the matrix element given in Eq. (130). Notice that the above function is the matrix element in
the determinant σn,k of Theorem 1. This matrix element of σn,k is only a polynomial function of x and t, since
the exponential factors in the matrix element m
(n,k)
i,j of τn,k in Eq. (130) are eliminated by the above scaling of
m(n,k)
∣∣
p=p0,q=q0
. The σn,k determinant in Theorem 1 is related to the determinant τn,k in Theorem 4 by
σn,k =
τn,k(
m(n,k)
∣∣
p=p0,q=q0
)N . (148)
Since the f and gi functions given through τn,k in Eq. (125) satisfy the bilinear equations (70), and those bilinear
equations are invariant when τn,k is divided by an exponential of a linear and real function in x and t, it is easy to
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see from the above relation that the f and gi functions given through σn,k in Eq. (27) satisfy those bilinear equations
as well.
The above treatment applies to Theorems 4 and 6 and leads to new solution expressions in Theorems 1 and
3. However, for the 2 × 2 block determinant (133) in Theorem 5, one cannot use the above scaling for the block
determinant τn,k in Eq. (134), since the scaling function m
(n,k,I,J)
∣∣
p=p0,I ,q=q0,J
contains the factor of 1/(p0,I + q0,J),
which takes on different values in different blocks. Because of this, the scaled block determinant σn,k and the original
block determinant τn,k cannot be related by a factor as in Eq. (148), and hence the scaled determinant does not satisfy
the underlying bilinear equations. Since the difficulty arises from the factor 1/(p0,I+q0,J) in m
(n,k,I,J)
∣∣
p=p0,I ,q=q0,J
, the
way to overcome this difficulty is to use the new scaling of (p+ q)m(n,k,I,J)
∣∣
p=p0,I ,q=q0,J
, where the factor 1/(p0,I+q0,J)
is eliminated. In this case, we have
1
(p+ q)m(n,k,I,J)
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=
1
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p0,I
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)−n
exp
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)
×
exp
{
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1
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− 1
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+
1
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− 1
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)
+
γ2 (x− c1t)
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(
1
pI (κ)− i −
1
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1
qJ (λ) + i
− 1
q0,J + i
)}
, (149)
where functions pI(κ) are defined in Theorem 2, and qJ(λ) = p
∗
J(λ). Then, following a similar procedure as above,
we can expand the right side of the above equation into power series of κ and λ and get
1
(p+ q)m(n,k,I,J)
Gm(n,k,I,J)
∣∣∣
p=p0,I , q=q0,J
=
∞∑
ν=0
(
1
p0,I + q0,J
)(
p1,Iq1,J κλ
(p0,I + q0,J)2
)ν
exp
( ∞∑
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(
x+r,I,J + νsr,I,J
)
κr +
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r=1
(
x−r,I,J + νs
∗
r,J,I
)
λr
)
, (150)
where x±r,I,J(n, k) and sr,I,J are defined in Theorem 2. Taking the coefficients of κ
iλj on both sides of this equation,
we get where m
(n,k,I,J)
i,j is the matrix element defined in (134) from Theorem 5 in view that q0,J = p
∗
0,J [see (109)].
The above scaled function is the matrix element in the block determinant σn,k in Theorem 2. The benefit of the above
scaling is that the scaled block determinant σn,k is now related to the original block determinant τn,k in Eq.
m
(n,k,I,J)
i,j
(p+ q)m(n,k,I,J)
∣∣
p=p0,I ,q=q0,J
=
min(i,j)∑
ν=0
(
1
p0,I + q0,J
)[
p1,Iq1,J
(p0,I + q0,J)2
]ν
Si−ν
(
x+I,J(n, k) + νsI,J
)
Sj−ν
(
x−I,J(n, k) + νs
∗
J,I
)
,
(133) by a factor similar to Eq. (148), and thus this scaled block determinant remains a solution to the underlying
bilinear equations.
Regarding boundary conditions of these rational solutions, using Schur polynomial expressions of these solutions
and the same technique as in Ref. [29], we can show that for solutions in Theorems 1 and 3, when x or t approaches
infinity, f(x, t) and gi(x, t) functions have the same leading term. Thus, the rational solutions in these two theorems
satisfy the boundary conditions (10) and are rogue waves. Theorems 1 and 3 are then proved. For solutions in
Theorem 2 with 2 × 2 block determinant structures, our testing as well as graphs such as Fig. 4 indicate that those
solutions at low orders also satisfy the boundary conditions (10). But we have not been able to prove this fact for
all such solutions, because we could not rewrite these 2× 2 block determinants as proper larger determinants so that
their highest-degree terms in (x, t) could be derived.
VI. CONCLUSION AND DISCUSSION
In this article, we have derived general rogue waves in (1+1)-dimensional three-wave resonant interaction systems
by the bilinear method. Our solutions are divided into three families, which correspond to a simple root, two simple
roots and a double root of the quartic equation (14) and presented in Theorems 1-3 respectively. We have shown that
while the first family of solutions associated with a simple root exist for all signs of the nonlinear coefficients in the
three-wave interaction equations, the other two families of solutions associated with two simple roots and a double
root can only exist in the soliton-exchange case (4), where the nonlinear coefficients have certain signs. Dynamics of
the derived rogue waves has also been examined, and many new rogue-wave patterns have been exhibited (see Figs.
1-6). In addition, relations between our bilinear rogue waves and those derived earlier by Darboux transformation are
explained.
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Technically, our main contribution of the paper is a generalization of the dimension reduction procedure in the
bilinear derivation of rogue waves. This generalization is necessary to treat the double-root case of the algebraic
equation (11) during dimension reduction. We have shown that the function f1(p) in the differential operator Ai
in Eq. (86) needs to be selected judiciously depending on the root multiplicity of the algebraic equation (11). For
simple and double roots which are encountered in the three-wave system (1), that function is selected according to
the operator conditions (98) and (113) respectively. It is then clear that should this root have multiplicity higher
than two, which does not occur in the present three-wave system but may arise in other situations, the function f1(p)
would be selected by an operator condition similar to (113), but with the exponent 3 in that equation replaced by the
multiplicity of the root plus one. Because of this, we have laid out the most general dimension reduction procedure
for the bilinear derivation of rogue waves, and this procedure can be applied to a wide range of integrable systems
beyond the three-wave interaction system.
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