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Overview
1. Systemic risk and financial contagion.
2. How to model and detect market contagion:
spilover, transmission and comovement.
3. Short info about copulas.
4. Toy model.
5. Copula based detection of spatial contagion.
6. Contagion index based on Spearman rank correlation ρ.
7. Contagion study based on CoVaR.
8. Stationarity and ergodicity – the basis of an empirical approach
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Risk versus uncertainty
”Uncertainty exists whenever one does not know for sure what will
occur in the future. Risk is uncertainty that ”matters” because it
affects people’s welfare. Thus, uncertainty is a necessary but not a
sufficient condition for risk. Every risky situation is uncertain, but
there can be uncertainty without risk.”∗
∗Z.Bodie, R.Merton, Finance, Prentice-Hall 2000.
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Systemic risk by M.Boran (2010)
Systemic risk is the risk determined by the design of the financial
system specifically and the economic system generally.
Provisions:
• The parts of the system, their configuration, functionality and re-
lationships determine the design.
• When parts have unpredictable (outside of desired output values)
behavior and effects, or interaction of parts have, then risk can be
created or diminished.
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Contagion
Financial contagion is one of the symptoms of systemic risk.
It is usually referred to as a cross-market transmission of shocks or the
general cross-market spillover effects. It can take place both during
”good” times and ”bad” times. Thus, contagion does not need to
be related to crises. However, it is emphasized during crisis times.
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Contagion versus diversification
If present, contagion may mitigate the benefits of diversification pre-
cisely when those benefits are needed most and have serious conse-
quences for investors.
Therefore, understanding this highly nonlinear effect is of great in-
terest not only to financial theorists but to practitioners as well.
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Market contagion macro level
As is common in the literature, contagion is defined as the change in
the way countries own fundamentals or other factors are priced dur-
ing a crisis period, i.e. a change in the reaction of financial markets
either in response to observable factors, such as changes in sovereign
risk among neighboring countries, or due to unobservables, such as
herding behavior of market participants.
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Market contagion ”broad definition”
The World Bank makes use of following definitions∗:
• Broad definition: Financial contagion is usually referred to as a
cross-market transmission of shocks or the general cross-market spillover
effects, which can take place both during good times and bad times.
∗www.econ.world bank.org ”Definitions of contagion”.
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Market contagion ”restrictive definition”
• Restrictive Definition: Contagion is the transmission of shocks to
other countries or the cross-country correlation, beyond any funda-
mental link among the countries and beyond common shocks. This
definition is usually referred as excess co-movement, commonly ex-
plained by herding behavior. The World Bank recognizes following
categories of fundamental links: financial links∗, real links† and polit-
ical links‡.
∗Financial links exist when two economies are connected through the international
financial system
†Real links are the fundamental economic relationship among economies. These
links have been usually associated with international trade.
‡Political links are the political relationships among countries.
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Market contagion ”very restrictive definition”
• Very Restrictive Definition: Contagion occurs when cross-country
correlations increase during ”crisis times” relative to correlations dur-
ing ”tranquil times.”.
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Market contagion ”probabilistic definition”
According to its probabilistic definition contagion is a significant
growth of probability of shock in one country (default of a com-
pany respectively) on condition that shock occurs in other country
(other company defaults respectively).
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Market contagion micro level
Contagion effect may be studied on the micro level, i.e. between
individual market players, as well.
For example we may ask how the disaster in one financial institution
affects the welfare of the others.
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Market contagion observables
In order to apply statistical or econometrics tools we need DATA.
Therefore instead of dealing with unobservable welfare we consider
market prices.
We ”replace”:
welfare of a stock company by prices of stocks and corporate bonds;
strength of a market by market indices;
strength of country economy by prices of a sovereign debt or exchange
rates.
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Spillover v. transmission v. comovement
Contagion process can be translated into three (overlapping) effects:
1) spillover, 2) transmission, 3) comovement.
Spillover: the contagion spreads as a jump process. Beyond a thresh-
old the changes become leap like (often deferred) usually strength-
ened by common level of investors stop loss orders.
Transmission: the spread occurs continuously. The market partic-
ipants levels of stop loss orders are usually dispersed. Positions are
closed at different time.
Comovement: the changes occur simultaneously (with no time de-
lay). The same effect however would be classified as spillover if data
is measured frequently or comovement if data is gathered at longer
time intervals.
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Spillover
The best tools to model spillover effect are ”switching regime” mod-
els.
Together with stochastic processes Xt and Yt modelling the returns,
we consider an unobservable switching process Zt , most often a dis-
crete Markov chain.
The dynamics of the pair (Xt, Yt) depends on the states of Zt. For
example
(Xt, Yt) = µ(Zt) + σ(Zt)εt, εt ∼ iid.
Stochastic process εt is modelling a ”noise” factor.
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Example of a switching model
(Xt, Yt) = µ(Zt) + σ(Zt)εt, εt ∼ iid.
Zt ∈ {BB,BH,HB,HH},
where B = bessa and H = hossa. With transition matrix
BB BH HB HH
BB 1− p1 0 0 p1
BH 1− p2 p2 0 0
HB 1− p3 0 p3 0
HH 0 p4 p5 1− p4 − p5
where pi are small positive.
16
Transmission of market unrest: Granger causality in variance
Granger causality in variance
Definition 1 X is not a cause of variance of Y according to Granger
when
D2(Yt|Yt−1, Xt−1, Yt−2, Xt−2, . . . ) = D2(Yt|Yt−1, Yt−2, . . . ).
Granger causality in variance is implying contagion.
Let X and Y be returns of markets X and Y. If X is a cause of
variance of Y , then there is a contagion from X to Y. In more details
there is a transmission of high volatility.
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Detection of Granger causality in variance - linear approach
We assume that (Xt, Yt) is stationary and ergodic, and moreover
E(Yt|Yt−1, Xt−1, Yt−2, Xt−2, . . . ) = 0.
We consider a linear model
Y 2t =
p∑
i=1
aiYt−i+
∑
1≤i≤j≤p
bi,jYt−iYt−j+
p∑
i=1
ciXt−i+
∑
1≤i≤j≤p
di,jXt−iXt−j+e+εt.
We apply Wald test.
H0 :
∑
c2i +
∑
d2i,j = 0, H1 :
∑
c2i +
∑
d2i,j > 0.
Under some technical assumptions
W = m
SSRo − SSR
SSR
d−→ χ2(m), m = p(p+ 3)
2
.
W >> 0 =⇒ causality .
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Transmission of market unrest: MGARCH(1,1) approach
We consider two stochastic processes Xt and ht, t ∈ Z. Xt are column
vectors 2×1 and ht are symmetric matrices 2×2. The realization of
the random vector Xt is known at the moment t. ht is an unobservable
auxiliary process. They are linked by the formulas
Xt = htεt, hth
T
t = Ht, Ht = A+B(Ht−1) + C(Xt−1XTt−1),
where A is a symmetric positively defined 2× 2 matrix,
B and C are linear mappings of symmetric matrices
B,C : Sym(2) −→ Sym(2),
mapping the cone of positively defined matrices into itself
and the standardized innovations εt are iid random vectors which are
independent from ”history”, moreover
E(εt) = 0, V ar(εt) = Id2.
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Examples of linear mappings preserving positively defined ma-
trices
1. BEKK model:
B(H) = ΣT ◦H ◦Σ, Σ ∈ R2×2.
2. Contraction:
B(H) = tr(H ◦A2)A1,
where A1 and A2 are symmetric, positively defined 2× 2 matrices.
3. Combination of contractions:
B(H) = tr(H ◦A1)
(
1 0
0 0
)
+tr(H ◦A2)
(
0 0
0 1
)
+tr(H ◦A3)
(
1 1
1 1
)
,
where A1, A2 and A3 are symmetric, positively defined 2×2 matrices.
20
Transmission of market unrest: MGARCH(1,1) approach, cont.
Let Xt,1 and Xt,2 be returns of markets X1 and X2. If
Xt = htεt, hth
T
t = Ht, Ht = A+B(Ht−1) + C(Xt−1XTt−1),
with
B
(
1 0
0 0
)
1,1
> 0 or C
(
1 0
0 0
)
1,1
> 0,
then there is a contagion from X1 and X2.
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Comovements: spatial approach (Bradley & Taqqu 2004)
”There is contagion from market X to market Y if there is more
dependence between returns from X and Y when X is doing badly
than when X exhibits typical performance.”
22
Comovements: copula approach (Durante & Jaworski 2010)
Since copulas are the universal tools to describe the dependence
among random variables, we restated the above in the following man-
ner:
”There is contagion from market X to market Y if the conditional
copula of the market returns X and Y , when X is smaller than cer-
tain quantile, dominates the conditional copula when X is around its
median.”
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The ”axiomatic” definition of copulas, n = 2
Definition 2 The function
C : [0,1]2 −→ [0,1]
is called a copula if the following three properties hold:
(c1) ∀u, v ∈ [0,1] C(u,0) = 0, C(0, v) = 0;
(c2) ∀u, v ∈ [0,1] C(u,1) = u, C(1, v) = v;
(c3) ∀u1, u2, v1, v2 ∈ [0,1], u1 ≤ u2, v1 ≤ v2
C(u1, v1)− C(u1, v2)− C(u2, v1) + C(u2, v2) ≥ 0.
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Inclusion-exclusion principle
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The C2((0,1)2) case
Proposition 1 Let the continuous function
C : [0,1]2 −→ [0,1]
fulfills the boundary conditions (c1) and (c2). If furthermore C is
twice continuously differentiable on (0,1)2, then the following condi-
tions are equivalent:
1. C is a copula;
2. the mixed derivative of C is nonnegative
∀(u, v) ∈ (0,1)2 ∂
2C(u, v)
∂u∂v
≥ 0.
Indeed:
C(u2, v2)− C(u1, v2)− C(u2, v1) + C(u1, v1) =
∫ u2
u1
∫ v2
v1
∂2C(u, v)
∂u∂v
dvdu.
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Basic inequalities
Theorem 1 For every copula C : [0,1]2 → [0,1] and each pair of
points
(u, v), (u1, v1) ∈ [0,1]n
the following inequalities occur
max(u+ v − 1,0) ≤ C(u, v) ≤ min(u, v),
u < u1 =⇒ C(u, v) ≤ C(u1, v),
v < v1 =⇒ C(u, v) ≤ C(u, v1),
|C(u, v)− C(u1, v1)| ≤ |u− u1|+ |v − v1|.
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Continuity and differentiability of copulas
Since copulas are Lipschitz functions
|C(u, v)− C(u1, v1)| ≤ |u− u1|+ |v − v1|,
they are as well:
1. continuous,
2. differentiable almost everywhere, moreover in points of differen-
tiability
0 ≤ ∂C(u, v)
∂u
,
∂C(u, v)
∂v
≤ 1.
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The ”probabilistic” definition of copulas
Theorem 2 For a function
C : [0,1]2 −→ [0,1]
the following conditions are equivalent :
1. C is a copula.
2. There exist random variables U, V , which are uniformly distributed
on [0,1], such that C is a restriction to the unit square [0,1]2 of their
joint distribution function.
Random variables U and V are called representers of copula C.
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Sklar Theorem
Theorem 3 Let F be a 2-dimensional distribution function and F1, F2
its marginal distribution functions, then there is a copula C such that
for each x = (x1, x2) ∈ R2
F (x1, x2) = C(F1(x1), F2(x2)).
Furthermore, the copula C is uniquely determined when the boundary
distribution functions Fi are continuous.
Conversely, if C is a 2-dimensional copula and F1, F2 are univariate
distribution functions then the function F is a 2-dimensional distri-
bution function and F1, F2 are its boundary distribution functions.
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Sklar Theorem for random variables
Theorem 4 Let X and Y be random variables having continuous
distribution functions FX and FY . Then the random variables
U = FX(X) and V = FY (Y )
are representers of the copula of the random variables X and Y .
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The proof of the Sklar Theorem for continuous FX and FY
Let F be a distribution function of the 2-dimensional random variable
(X,Y ). Since the marginal distribution FX and FY are continuous,
the random variables
U = FX(X) and V = FY (Y )
have uniform distributions U(0,1). So the restriction of the joint
distribution function FU,V , to the unit cube is a copula. We put
C(u, v) = FU,V (u, v).
We obtain
C(FX(x), FY (y)) = P(FX(X) ≤ FX(x), FY (Y ) ≤ FY (y))
= P(X ≤ x, Y ≤ y) = F (x, y).
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The invariance of copulas
The copulas are true measures of interdependence between random
phenomena. Namely they do not depend on the scale in which these
phenomena are quantified.
Proposition 2 Let C be a copula of a random variable
X = (X1, X2).
If the functions f1, f2 are defined and strictly increasing on the sup-
ports of X1, X2, then C is also a copula of the random variable
Y = (f1(X1), f2(X2)).
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Geometric transformations of copulas (flipping)
Let U and V be reprezenters of a copula C, then
Ĉ(u, v) = u+ v−1 +C(1−u,1− v) is a copula of 1−U and 1−V,
Ĉ0,1(u, v) = u− C(u,1− v) is a copula of U and 1− V,
Ĉ1,0(u, v) = v − C(1− u, v) is a copula of 1− U and V.
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Geometric transformations of copulas, cont.
Let C and D be a copulas of a random variables
X = (X1, X2) and Y = (f1(X1), f2(X2)),
where the functions f1, f2 are defined and strictly monotonic on the
supports of X1, X2. Then
D =

Ĉ when f1 and f2 are both decreasing,
Ĉ0,1 when f1 is increasind and f2 is decreasing,
Ĉ1,0 when f1 is decreasing and f2 is increasing.
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Three basic copulas
1. Comonotonicity copula
M(u, v) = min(u, v).
2. Product (independence) copula
Π(u, v) = uv.
3. Countermonotonicity copula
W (u, v) = max(0, u+ v − 1).
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Three basic copulas cont.
Let U, V be the reprezenters of a copula C
1. If U = V then C = F|[0,1]2 = M .
2. If U and V independent then C = F|[0,1]2 = Π.
3.If U = 1− V then C = F|[0,1]2 = W .
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Product copula
Theorem 5 Two random variables X and Y are independent if and
only if Π is their copula.
Indeed, for independent X and Y we have
FXY (x, y) = Fx(x)FY (y) = Π(FX(x), FY (y)).
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Comonotonicity copula
Random variables X and Y are called comonotonic if there exist a
third random variable Z and two nondecreasing functions f, g such
that
X = f(Z), Y = g(Z).
Theorem 6 Two random variables X and Y are comonotonic if and
only if M is their copula.
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Countermonotonicity copula
Random variables X and Y are called countermonotonic if there exist
a third random variable Z and two nondecreasing functions f and g
such that
X = f(Z), Y = −g(Z).
Theorem 7 Two random variables X and Y are countermonotonic
if and only if W is their copula.
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Examples: FGM copulas (almost independent)
CFGM(u, v; θ) = uv(1 + θ(1− u)(1− v)), θ ∈ [−1,1],
CFGM(u, v; 0) = Π(u, v)
∂CFGM(u, v; θ)
∂u
= v + θv(1− v)(1− 2u),
∂2CFGM(u, v; θ)
∂u∂v
= 1 + θ(1− 2v)(1− 2u).
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Examples: Frechet copulas (alias X-copulas)
C(u, v;λ) = λmin(u, v) + (1− λ)(u+ v − 1)+, λ ∈ (0,1),
C(u, v; 0) = W (u, v), C(u, v; 1) = M(u, v).
For u 6= v and u+ v 6= 1 we get
∂C(u, v;λ)
∂u
= λ1lu≤v + (1− λ)1lu+v>1.
∂2C(u, v;λ)
∂v∂u
= 0.
Thus Frechet copulas are SINGULAR !
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Examples: Archimedean copulas
We recall that a bivariate copula C is called Archimedean if there
exist generators ψ and ϕ such that
C(x, y) = ψ(ϕ(x) + ϕ(y)).
The generators are convex nonincreasing functions
ψ : [0,∞] −→ [0,1], ϕ : [0,1] −→ [0,∞],
such that
ψ(0) = 1, ϕ(1) = 0 and ∀t ∈ [0,1] ψ(ϕ(t)) = t.
43
Examples: Archimedean copulas cont.
When the generator ψ of an Archimedean copula C is twice contin-
uously differentiable then so is C. Moreover
∂2C(u, v)
∂u∂v
= ψ′′(ϕ(u) + ϕ(v))ϕ′(u)ϕ′(v).
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Examples: Clayton copulas
Let us consider a family of generators depending on the parameter
θ ∈ [−1,0) ∪ (0,∞)
ϕθ(t) =
1
θ
(t−θ − 1), ψθ(s) =
{
[max(1 + θs,0)]−1/θ when θ < 0,
(1 + θs)−1/θ when θ > 0.
ϕ(0) =
{
−1θ when θ < 0 (generator ϕ is nonstrict),
+∞ when θ > 0 (generator ϕ is strict).
Clθ(u, v) =

[
max
(
u−θ + v−θ − 1,0
)]−1/θ
, when θ < 0,(
u−θ + v−θ − 1
)−1/θ
, when θ > 0.
Cl−1 = W, lim
θ→0
Clθ = Π, lim
θ→+∞
Clθ = M.
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Examples: Clayton copulas, density
For θ > −1 copula Clθ is absolutely continuous.
Case θ > 0:
Clθ(u, v) =
(
u−θ + v−θ − 1
)−1θ ,
∂2Clθ(u, v)
∂u∂v
= (1 + θ)
(
u−θ + v−θ − 1
)−1+2θθ u−θ−1v−θ−1.
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Examples: Clayton copulas, density, −1 < θ < 0
Case −1 < θ < 0:
Clθ(u, v) =

(
u−θ + v−θ − 1
)−1θ , for u−θ + v−θ > 1,
0, for u−θ + v−θ ≤ 1,
∂2Clθ(u, v)
∂u∂v
=
=
 (1 + θ)
(
u−θ + v−θ − 1
)−1+2θθ u−θ−1v−θ−1, for u−θ + v−θ > 1,
0, for u−θ + v−θ ≤ 1.
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Examples: Survival Clayton copulas, θ > 0
Ĉlθ(u, v) =
(
(1− u)−θ + (1− v)−θ − 1
)−1θ + u+ v − 1,
∂Ĉlθ(u, v)
∂u
= −
(
(1− u)−θ + (1− v)−θ − 1
)−1+θθ (1− u)−θ−1 + 1,
∂2Ĉlθ(u, v)
∂u∂v
=
= (1 + θ)
(
(1− u)−θ + (1− v)−θ − 1
)−1+2θθ (1− u)−θ−1(1− v)−θ−1.
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Examples: Gaussian copula, r ∈ (−1,1)
CGa(u, v; r) = ΦN(0,R)
(
Φ−1
N(0,1)(u),Φ
−1
N(0,1)(v)
)
, R =
(
1 r
r 1
)
,
∂CGa(u, v; r)
∂u
= ΦN(0,1)
Φ−1N(0,1)(v)− rΦ−1N(0,1)(u)√
1− r2
 ,
∂2CGa(u, v; r)
∂u∂v
=
ϕN(0,R)(Φ
−1
N(0,1)(u),Φ
−1
N(0,1)(v); r)
ϕN(0,1)(Φ
−1
N(0,1)(u))ϕN(0,1)(Φ
−1
N(0,1)(v))
=
1√
1− r2
exp
(
−1
2
y(R−1 − Id)yT
)
, y = (Φ−1
N(0,1)(u),Φ
−1
N(0,1)(v)).
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Examples: t-Student copulas
Ct(u, v; ν, r) = Φt(ν,R)
(
Φ−1
t(ν,1)(u),Φ
−1
t(ν,1)(v)
)
,
R =
(
1 r
r 1
)
, r ∈ (−1,1), ν >= 1,
∂Ct(u, v; ν, r)
∂u
= Φt(ν+1,1)

(
Φ−1
t(ν,1)(v)− rΦ−1t(ν,1)(u)
)√
1 + 1/ν√
1− r2
√
1 + Φ−1
t(ν,1)(u)
2/ν
 ,
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Concordance ordering.
Concordance ordering is a partial ordering on the set of bivariate
copulas
C1  C2 ⇐⇒ ∀(u, v) ∈ [0,1]2 C1(u, v) ≤ C2(u, v).
The maximal element is the concordance copula
M(u, v) = min(u, v).
The minimal element is countermonotonicity copula
W (u1, u2) = max(u1 + u2 − 1,0).
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Concordance measures by Scarsini
Definition 3 Let X and Y be random variables with continuous dis-
tribution functions. A function κ(X,Y ) having values in [−1,1] is
called concordance measure if it fulfills the following:
1. κ depends only on copula C of random pair (X,Y ).
2. κ(X,Y ) = κ(Y,X), κ(X,X) = 1 and κ(X,−X) = −1.
3. If copula C2 of (X2, Y2) dominates in concordance ordering copula
C1 of (X1, Y1), then κ(X2, Y2) ≥ κ(X1, Y1),
C1  C2 =⇒ κ(X1, Y1) ≤ κ(X2, Y2).
4. If the sequence (Xn, Yn) converges to (X,Y ), then κ(Xn, Yn) con-
verges to κ(X,Y ).
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Kendal τ
Definition 4 Let X and Y be random variables.
τ = P[(X1 −X2)(Y1 − Y2) > 0]− P[(X1 −X2)(Y1 − Y2) < 0],
where (X1, Y1) and (X2, Y2) are independent representations of the
pair (X,Y ).
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Kendal τ , empirical version
τ̂ = 2
P −Q
N(N − 1),
where N - size of the sample,
P number of corcordant pairs,
Q number of discordant pairs.
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Spearman ρ (rank correlation)
Let X and Y be random variables with continuous distribution func-
tions.
ρ = Corr (FX(X), FY (Y )) = 12Cov (FX(X), FY (Y ))
= 12E (FX(X)FY (Y ))− 3.
where:
Corr Pearson correlation coefficient,
Cov covariance.
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Empirical Spearman ρ (rank correlation)
ρ̂ = Corr(R(X), R(Y ))
where R(X) and R(Y ) vectors of ranks of X and Y in a sample.
(xt, yt) −→ (rk xt, rk yt).
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Concordance measures ρ and τ
Proposition 3 For any copulas C1 and C2, if
∀(u, v) ∈ [0,1]2 C1(u, v) ≤ C2(u, v)
then
τ(C1) ≤ τ(C2),
ρ(C1) ≤ ρ(C2).
Indeed
ρ(C) = 12
∫ 1
0
∫ 1
0
C(u, v)dudv − 3,
τ(C) = 4
∫ ∫
[0,1]2
C(u, v)dC(u, v)− 1.
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Toy model
Let Xt and Yt be the daily logarithmic returns from market indices.
Xt = σXε
1
t ,
Yt = σY ε
2
t − δ
(
ε1t + 0.841
)−
,
where ε1t and ε
2
t are independent random variables, N(0,1), and
σX , σY , δ > 0.
Then under the condition Xt > −0.841 · σX the returns Xt and Yt are
independent.
While under the condition Xt < −0.841 · σX the returns Xt and Yt are
positively dependent.
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Market Contagion – formal definition
Let Xt and Yt be the returns from indices of markets X and Y. We
assume that they are stationary and ergodic.
Let C[a,b] denotes the copula of the conditional distribution of (Xt, Yt)
under the condition FX(Xt) ∈ [a, b].
Definition 5 We say that there is contagion from market X to mar-
ket Y with respect to intervals [0, α] and [β1, β2] if
∀(u, v) ∈ [0,1]2 C[0,α](u, v) ≥ C[β1,β2](u, v)
and
C[0,α] 6= C[β1,β2].
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Univariate conditioning of copulas
Definition 6 Let a bivariate copula C be the joint distribution func-
tion of random variables U, V which are uniformly distributed on the
unit interval. For every a, b ∈ [0,1], a < b, we denote by C[a,b] the
copula of the conditional distribution of U, V with respect to the con-
dition a ≤ U ≤ b.
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Univariate conditioning of copulas
By the Sklar’s Theorem, C[a,b] admits the following characterization:
Proposition 4 Let C be an bivariate copula. For every a, b ∈ [0,1],
a < b, the conditional copula C[a,b] is a unique solution of the equation
C[a,b]
(
x,
C(b, y)− C(a, y)
b− a
)
=
C(a+ (b− a)x, y)− C(a, y)
b− a , (1)
for all (x, y) ∈ [0,1]2.
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Univariate conditioning of copulas
u
uu
uu
u
u
u
b− a
u u u
u
C(x, y)− C(a, y)
0 a x b 1
0
y
1
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Univariate conditioning of distributions
In Definition 6 one can replace the uniformly distributed random vari-
ables U, V by any pair of random variables having continuous distri-
bution functions. Indeed:
Proposition 5 If the copula C describes the interdependencies be-
tween random variables X,Y , then C[a,b] is the copula of the condi-
tional distribution of X,Y with respect to the condition q1 ≤ X ≤ q2,
where P(X ≤ q1) = a and P(X ≤ q2) = b.
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Concordance
Proposition 6 Let κ be a measure of concordance. For any copulas
C1 and C2, if
∀(u, v) ∈ [0,1]2 C1(u, v) ≤ C2(u, v)
then
κ(C1) ≤ κ(C2).
Examples of concordance measures:
ρ(C) = 12
∫ 1
0
∫ 1
0
C(u, v)dudv − 3,
τ(C) = 4
∫ ∫
[0,1]2
C(u, v)dC(u, v)− 1.
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Contagion index
Definition 7 Let C be a copula and β ∈ (0,0.5).
∆β(C) = ρ(C[0,β])− ρ(C[β,1−β]),
where ρ denotes the Spearman rank correlation.
For our ”toy model” we have
ρ(C[0.2,0.8]) = 0, ρ(C[0,0.2]) = ρ(Ga[0,0.2]) > 0,
where Ga is a Gaussian copula with a positive Pearson correlation
r = δ(σ2Y + δ
2)−0.5.
Thus
∆β(C) = ρ(Ga[0,0.2]) > 0.
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Choice of β
Paradigm:
There is no contagion for Gaussian copulas.
Facts:
For a Gaussian copula with the positive Pearson correlation r
F1. ∆(β) is a strictly increasing function.
F2. limβ→0 ∆(β) = −6/pi arcsin(r/2).
F3. limβ→0.5 ∆(β) > 0.
F4. ∆ changes sign close to (but above) β∗ ≈ 0.2132413,
∆(β) < 0 if β ≤ 0.2132413,
∆(β) > 0 if β ≥ 0.270205.
F5. For r = 0 ∆(β) = 0 and limr→1 ∆(β) = 0.
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Proof of F1
Theorem 8 If r > 0 then the conditional Gaussian copula Ga(r)[0,β]
is strictly increasing with β and tends to independence copula Π when
β → 0+.
Theorem 9 If r > 0 then the conditional Gaussian copula Ga(r)[β,1−β]
is strictly decreasing with β and tends to independence copula Π when
β → 0.5−.
Hence
∆β(Ga(r)) = ρ(Ga(r)[0,β])− ρ(Ga(r)[β,1−β])
is strictly increasing.
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Proofs of F2 and F3
We have:
lim
β→0
∆β(Ga(r)) = ρ(Π)− ρ(Ga(r)[0,1])
= −ρ(Ga(r)) = − 6
pi arcsin(r/2)
,
lim
β→0.5
∆β(Ga(r)) = ρ(Ga(r)[0,0.5])− ρ(Π)
= ρ(Ga(r)[0,0.5]) > 0.
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Proof of F6
We have
Ga(0) = Π and lim
r→1Ga(r) = M.
Both Π and M are invariant with respect to conditioning of the first
variable. Hence
∆β(Ga(0)) = ρ(Ga(0)[0,β])− ρ(Ga(0)[β,1−β]) = ρ(Π)− ρ(Π) = 0
and
lim
r→1 ∆β(Ga(r)) = ρ(M)− ρ(M) = 1− 1 = 0.
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About F5
∆(r, β) is an analytic function for r ∈ (0,1) and β ∈ (0,0.5). We have
∆(r, β) = r(a0(β) + a2(β)r
2 + . . . ).
β∗ is a solution of
∂∆(β,0)
∂r
= a0(β) = 0.
β# we get from the condition
lim
r→1−
∂∆(r, β)
∂r
= 0.
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Empirical contagion
Data:
Daily returns.
From 12.11.1991 to 05.09.2013 (Jahoo Finance).
From 4871 to 5233 observations.
Contagion index for β = 0.2:
7 market indices.
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ATX CAC DAX DOW FTSE Nikkei SMI
ATX 0,065 -0,020 0,125 0,063 0,052 0,070
CAC 0,114 0,063 0,153 0,093 0,057 0,079
DAX 0,084 0,050 0,186 0,105 0,018 0,078
DOW 0,096 0,089 0,111 0,115 -0,041 0,121
FTSE 0,182 0,107 0,107 0,171 0,080 0,112
Nikkei 0,143 0,070 0,042 0,058 0,083 0,104
SMI 0,160 0,060 0,086 0,210 0,100 0,048
   Index of contagion from the market in top row to the market in side column
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Value at Risk (VaR)
We recall that Value-at-Risk, at a given significance level α ∈ (0,1),
of a random variable X, is defined as follows:
V aRα(X) = inf{v ∈ R : P(X + v ≤ 0) ≤ α}.
When X is modelling a position, V aRα(X) is the smallest amount of
capital v that ensures that X + v is solvable with probability at least
equal to 1− α.
The above can be expressed in terms of quantiles. Namely Value-at-
Risk at a level α is equal to minus upper α quantile
V aRα(X) = −Q+α (X) = − inf{x ∈ R : FX(x) > α}.
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Conditional Value at Risk (CoVaR)
Let X and Y be random variables modelling positions.
CoVaR is defined as VaR of Y conditioned by X. In more details:
CoV aR(Y |X) = V aRβ(Y |X ∈ E),
where E, the Borel subset of the real line, is modelling some adverse
event concerning X.
78
Motivation
• Stress testing.
If X and Y are modelling welfares of two financial institutions X and
Y, then CoV aR(Y |X) is telling us how big bailout would be nescessary
to keep Y solvable with probability at least 1 − β when X would be
doing badly.
• Contagion effect. The If X and Y are modelling indices of two
stock markets X and Y, then the difference between CoV aR(Y |X)
and V aR(Y ) is indicating whether there is a contagion from X to Y.
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Standard CoVaR
A standard Conditional-VaR at a level (α, β) is defined as VaR at level
β of Y under the condition that X = −V aRα(X).
CoV aRα,β(Y |X) = V aRβ(Y | X = −V aRα(X)).
The above can be expressed in terms of quantiles. Namely
CoV aRα,β(Y |X) = −Q+β (Y | X = Q+α (X)).
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Modified CoVaR
A modified Conditional-VaR at a level (α, β) is defined as VaR at level
β of Y under the condition that X ≤ −V aRα(X).
mCoV aRα,β(Y |X) = V aRβ(Y | X ≤ −V aRα(X)).
The above can be expressed in terms of quantiles. Namely
mCoV aRα,β(Y |X) = −Q+β (Y | X ≤ Q+α (X)).
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Toy model
Let Xt and Yt be the daily logarithmic returns from market indices.
Xt = σXε
1
t ,
Yt = σY ε
2
t − 0.5σY
(
ε1t + 0.841
)−
,
where ε1t and ε
2
t are independent random variables, N(0,1), and
σX , σY , δ > 0.
Then
V aR0.05(Y ) = 1.73σy,
CoV aR0.05,0.05(Y |X) = 2,05σy, MCoV aR0.05,0.05(Y |X) = 2,29σy.
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Modified CoVaR by copulas
Let C(u, v) be a copula of random variables X and Y having contin-
uous distribution functions FX and FY , then
P(Y ≤ y | X ≤ Q+α (X)) =
P(Y ≤ y ∧X ≤ Q+α (X))
α
=
C(α, FY (y))
α
.
Therefore
mCoV aRα,β(Y |X) = V aRw∗(Y ),
where w∗ = w∗(C,α, β) is the biggest solution of the equation
C(α,w∗) = αβ.
Corollary 1
1− α(1− β) > w∗ ≥ αβ.
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Modified CoVaR and concordant ordering of copulas
Let Ci(u, v), i = 1,2, be copulas of random pairs (Xi, Yi) having
continuous distribution functions FX1, FX2 and FY = FY1 = FY2. Fur-
thermore let
∀(u, v) ∈ [0,1]2 C1(u, v) ≤ C2(u, v).
Then
w∗(C1, α, β) ≥ w∗(C2, α, β)
and
mCoV aRα,β(Y1|X1) ≤ mCoV aRα,β(Y2|X2).
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Versions of conditional expectation
X,Y : (Ω,M,P) −→ (R,B(R)).
Definition 8
P(Y ≤ y | X = x) = hy(x),
where hy is any Borel function such that
∀A ∈ B(R) E(1lX∈Ahy(X)) = E(1lX∈A1lY≤y). (2)
Note: the random variable hy(X) is a version of the conditional ex-
pectation E(1lY≤y | σ(X)).
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Conditional probability by copulas
Theorem 10 Let C(u, v) be a copula of random variables X and Y
having continuous distribution functions FX and FY , then the Borel
function hy fulfills (2) iff and only iff
hy(x) = ∂1C(FX(x), FY (y)) ae.
∂1 denotes the partial derivative with respect to first variable u
∂1C(u, v) = lim
h→0
C(u, v)− C(u− h, v)
h
.
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Conditional probability by copulas cont.
∂1C(u,0) = 0, ∂1C(u,1) = 1.
Furthermore ∂1C(u, v) is nondecreasing in v.
Drawback:
It may happen that for some u ∂1C(u, ·) is not defined for open
segments.
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Example: ordinal sum of copulas
For α ∈ (0,1), consider the ordinal sum of two copies of the inde-
pendence copula with respect to the intervals [0, α] and [α,1]. The
resulting copula C is absolutely continuous with density
c(u, v) =

1/α on [0, α)2,
1/(1− α) on (α,1)2,
0 otherwise
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Example: ordinal sum of copulas, cont.
s
ss
s -
6
s
s
uv
α v
u
α
+(u−α)(v−α)1−α
C(u, v) =
0 α 10
α
1
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Example: ordinal sum of copulas, derivatives
Now, for every v ∈ [0,1], the left–sided and right–sided derivatives of
C with respect to the first coordinate at α are given by
∂−1 C(α, v) =
v/α, α ≤ v,1, α > v.
∂+1 C(α, v) =
0, α ≤ v,(v − α)/(1− α), α > v.
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Conditional probability by Dini derivatives
Theorem 11 Let C(u, v) be a copula of random variables X and Y
having continuous distribution functions FX and FY , then
P(Y ≤ y | X = x) = lim
η→y−
D1C(FX(x), FY (η)),
is a version of the conditional probability.
D1 denotes the partial left-sided upper Dini derivative with respect
to first variable u
D1C(u, v) = lim sup
h→0+
C(u, v)− C(u− h, v)
h
.
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Dini derivatives and a ”robust” Markov kernel
Since for every copula C and every u ∈ (0,1] the Dini derivative
D1C(u, v) is nondecreasing in v, D1C(u,0) = 0 and D1C(u,1) = 1,
the function
F∗(x, y) =

0 for y < 0,
limη→y+ D1C(x, η) for 0 ≤ y ≤ 1,
1 for y > 1,
is cumulative (right continuous) distribution function for all x ∈ (0,1].
Furthermore it implies the version of the Markov kernel of the copula
C
KC(u, [0, v]) = F∗(u, v).
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Standard CoVaR by copulas
In the following we assume that random variables X and Y have
continuous distribution functions FX and FY . We select the version of
conditional probability from Theorem 11. This leads to the following
definition of CoVaR.
CoV aRα,β(Y |X) = − sup{y : FY (y) = v∗} = −Q+v∗(Y ) = V aRv∗(Y ),
where
v∗ = inf{v : D1C(α, v) > β}.
When C is continuously differentiable we get
∂C
∂u
(α, FY (−CoV aRα,β(Y |X))) = β.
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Examples: product copula Π
Π(u, v) = uv,
∂Π(u, v)
∂u
= v,
v∗ = β,
CoV aRα,β(Y |X) = V aRβ(Y ).
αw∗ = αβ,
w∗ = β,
mCoV aRα,β(Y |X) = V aRβ(Y ).
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PQD and NQD copulas
Let C be a copula of random pair (X,Y ).
Corollary 2 If C is PQD, i.e. C ≥ Π, then
w∗(C,α, β) ≤ β
and
mCoV aRα,β(Y |X) ≥ V aRβ(Y ).
Corollary 3 If C is NQD, i.e. C ≤ Π, then
w∗(C,α, β) ≥ β
and
mCoV aRα,β(Y |X) ≤ V aRβ(Y ).
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Examples: FGM copulas, ”s”
CFGM(u, v; θ) = uv(1 + θ(1− u)(1− v)), θ ∈ [−1,1],
∂CFGM(u, v; θ)
∂u
= v + θv(1− v)(1− 2u),
v∗ =
2β
1 + θ(1− 2α) +√∆,
∆ = (1 + θ(1− 2α))2 − 4βθ(1− 2α),
lim
α→0 v∗ =
2β
1 + θ +
√
1 + 2θ(1− 2β) + θ2
.
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Examples: FGM copulas, ”m”
CFGM(u, v; θ) = uv(1 + θ(1− u)(1− v)), θ ∈ [−1,1],
w∗ =
2β
1 + θ(1− α) +√∆,
∆ = (1 + θ(1− α))2 − 4βθ(1− α),
lim
α→0w∗ =
2β
1 + θ +
√
1 + 2θ(1− 2β) + θ2
.
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Examples: comonotonicity copula M
M(u, v) = min(u, v),
D1M(u, v) =
{
0 for v < u,
1 for v ≥ u,
v∗ = α,
CoV aRα,β(Y |X) = V aRα(Y ).
min(α,w∗) = αβ,
w∗ = αβ,
mCoV aRα,β(Y |X) = V aRαβ(Y ).
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Examples: countermonotonicity copula W
W (u, v) = (u+ v − 1)+,
D1W (u, v) =
{
0 for v + u ≤ 1,
1 for v + u > 1,
v∗ = 1− α,
CoV aRα,β(Y |X) = V aR1−α(Y ).
(α+ w∗ − 1)+ = αβ,
w∗ = 1− α(1− β),
mCoV aRα,β(Y |X) = V aR1−α(1−β)(Y ).
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Examples: Frechet copulas, ”s”
C(u, v;λ) = λmin(u, v) + (1− λ)(u+ v − 1)+, λ ∈ (0,1),
D1C(u, v;λ) = λ1lu≤v + (1− λ)1lu+v>1.
v∗ =

α for β < λ, α < 12,
1− α for β ≥ λ, α < 12.
CoV aRα,β(Y |X) =

V aRα(Y ) for β < λ, α < 12,
V aR1−α(Y ) for β ≥ λ, α < 12.
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Examples: Frechet copulas, ”m”
C(u, v;λ) = λmin(u, v) + (1− λ)(u+ v − 1)+, λ ∈ (0,1),
λmin(α,w∗) + (1− λ)(α+ w∗ − 1)+ = αβ,
w∗ =

αβ
λ for β < λ, α <
1
2,
1− α(1−β)1−λ for β ≥ λ, α < 12.
mCoV aRα,β(Y |X) =

V aRαβ/λ(Y ) for β < λ, α <
1
2,
V aR1−α(1−β)/(1−λ)(Y ) for β ≥ λ, α < 12.
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Examples: Marshall-Olkin copulas, ”s”
CMO(u, v) =
{
u1−av for ua ≥ vb,
uv1−b for ua < vb, a, b ∈ (0,1).
D1CMO(u, v) =
{
(1− a)u−av for ua > vb,
v1−b for ua ≤ vb,
v∗ =

βαa
1−a for β ∈ (0, (1− a)α(1−b)a/b),
αa/b for β ∈ [(1− a)α(1−b)a/b, α(1−b)a/b],
β1/(1−b) for β ∈ (α(1−b)a/b,1),
lim
α→0 v∗ = β
1
1−b.
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Examples: Marshall-Olkin copulas, ”m”
CMO(u, v) =
{
u1−av for ua ≥ vb,
uv1−b for ua < vb, a, b ∈ (0,1).
w∗ =
{
βαa for β ∈ (0, α(1−b)a/b),
β1/(1−b) for β ∈ (α(1−b)a/b,1),
lim
α→0w∗ = β
1
1−b.
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Examples: Gaussian copula, r ∈ (−1,1), ”s”
CGa(u, v; r) = ΦN(0,R)
(
Φ−1
N(0,1)(u),Φ
−1
N(0,1)(v)
)
, R =
(
1 r
r 1
)
,
∂CGa(u, v; r)
∂u
= ΦN(0,1)
Φ−1N(0,1)(v)− rΦ−1N(0,1)(u)√
1− r2
 ,
v∗ = ΦN(0,1)
(√
1− r2Φ−1
N(0,1)(β) + rΦ
−1
N(0,1)(α)
)
,
lim
α→0 v∗ =

0 r > 0,
β r = 0,
1 r < 0,
lim
α→0
∂v∗
∂α
= Sgn(r) · ∞.
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Examples: Gaussian copula, r ∈ (−1,1), ”m”
CGa(u, v; r) = ΦN(0,R)
(
Φ−1
N(0,1)(u),Φ
−1
N(0,1)(v)
)
, R =
(
1 r
r 1
)
,
lim
α→0w∗ =

0 r > 0,
β r = 0,
1 r < 0,
lim
α→0
∂w∗
∂α
=

∞ r > 0,
0 r = 0,
−∞ r < 0,
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Examples: t-Student copulas, ”s”
Ct(u, v; ν, r) = Φt(ν,R)
(
Φ−1
t(ν,1)(u),Φ
−1
t(ν,1)(v)
)
,
R =
(
1 r
r 1
)
, r ∈ (−1,1), ν >= 1,
∂Ct(u, v; ν, r)
∂u
= Φt(ν+1,1)

(
Φ−1
t(ν,1)(v)− rΦ−1t(ν,1)(u)
)√
1 + 1/ν√
1− r2
√
1 + Φ−1
t(ν,1)(u)
2/ν
 ,
v∗ = Φt(ν,1)

√
1− r2
√
1 + Φ−1
t(ν,1)(α)
2/ν√
1 + 1/ν
Φ−1
t(ν+1,1)(β) + rΦ
−1
t(ν,1)(α)
 ,
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Examples: t-Student copulas, ”s” cont.
lim
α→0 v∗ =

0 β < β∗,
1/2 β = β∗,
1 β > β∗,
lim
α→0
∂v∗
∂α
=
{
w β < β∗,
−w β > β∗,
β∗ = Φt(ν+1,1)
r√1 + ν√
1− r2
 , w =
∣∣∣∣∣∣∣
√
1− r2√
1 + ν
Φ−1
t(ν+1,1)(β)− r
∣∣∣∣∣∣∣
ν
.
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Examples: t-Student copulas, ”m”
lim
α→0w∗ =

0 β < β∗,
1/2 β = β∗,
1 β > β∗,
lim
α→0
∂w∗
∂α
=
{
w β < β∗,
−w β > β∗,
β∗ = Φt(ν+1,1)
r√1 + ν√
1− r2
 ,
Φt(ν+1,1)
√1 + ν√
1− r2
(
r − w−1/ν
)+wΦt(ν+1,1)
√1 + ν√
1− r2
(
r − w1/ν
) = β.
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Examples: Archimedean copulas
We recall that a bivariate copula C is called Archimedean if there
exist generators ψ and ϕ such that
C(x, y) = ψ(ϕ(x) + ϕ(y)).
The generators are convex nonincreasing functions
ψ : [0,∞] −→ [0,1], ϕ : [0,1] −→ [0,∞],
such that
ψ(0) = 1, ϕ(1) = 0 and ∀t ∈ [0,1] ψ(ϕ(t)) = t.
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Examples: Archimedean copulas cont.
C(x, y) = ψ(ϕ(x) + ϕ(y)).
D1C(u, v) = (D
+ψ)(ϕ(u) + ϕ(v))(D−ϕ)(u),
We get
v∗ = ψ(I[−1](βI(ϕ(α)))− ϕ(α)),
where
I(t) = (D+ψ)(t), I[−1](s) = sup{t ≥ 0 : I(t) < s}
and
w∗ = ψ(ϕ(αβ)− ϕ(α)).
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Examples: Nonstrict Archimedean copulas
If ϕ is not a strict generator, i.e. ϕ(0) < +∞, then
lim
α→0+
w∗ = ψ(ϕ(0)− ϕ(0)) = ψ(0) = 1,
lim
α→0+
v∗ = ψ(I[−1](βI(ϕ(0)))− ϕ(0))
= ψ(ϕ(0)− ϕ(0)) = ψ(0) = 1,
which is similar to what we can get from the countermonotonicity
copula.
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Examples: Strict Archimedean copulas
If the generator ϕ is strict, i.e. ϕ(0) =∞, and regularly varying at 0
with a negative index −d, d ∈ (0,+∞),
∀x > 0 lim
t→0+
ϕ(tx)
ϕ(t)
= x−d,
then
lim
α→0+
v∗ = lim
α→0+
w∗ = 0
with
lim
α→0+
v∗
α
=
(
β−d/(d+1) − 1
)−1/d
and lim
α→0+
w∗
α
=
(
β−d − 1
)−1/d
.
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Examples: Clayton copulas, θ > 0
CCl(u, v; θ) =
(
u−θ + v−θ − 1
)−1θ ,
∂CCl(u, v; θ)
∂u
=
(
u−θ + v−θ − 1
)−1+θθ u−θ−1,
v∗ = α
(
β
−θ
1+θ − 1 + αθ
)−1θ
,
w∗ = α(β−θ − 1 + αθ)−
1
θ ,
lim
α→0 v∗ = limα→0w∗ = 0,
lim
α→0
∂v∗
∂α
=
(
β
−θ
1+θ − 1
)−1
θ
, lim
α→0
∂w∗
∂α
=
(
β−θ − 1
)−1
θ .
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Examples: Survival Clayton copulas, θ > 0
ĈCl(u, v; θ) =
(
(1− u)−θ + (1− v)−θ − 1
)−1θ + u+ v − 1,
∂ĈCl(u, v; θ)
∂u
= −
(
(1− u)−θ + (1− v)−θ − 1
)−1+θθ (1− u)−θ−1 + 1,
v∗ = 1− (1− α)
(
(1− β)
−θ
1+θ − 1 + (1− α)θ
)−1θ
,
lim
α→0 v∗ = 1− (1− β)
1
1+θ = lim
α→0w∗.
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Examples: LTI copulas
Let f : [0,+∞] → [0,1] be a surjective, monotonic function and
g its right inverse (f(g(y)) = y). If f is concave and increasing
(respectively, convex and decreasing), then the function
Cf : [0,1]
2 −→ [0,1], Cf(x, y) =
0 for x = 0,xf (g(y)x ) for x > 0.
is a copula which is invariant under left truncation. For a suitable
generator f , the Clayton copulas also belong to this class. Namely
f(t) = (1 + t−θ)−1/θ and f(t) = ((1− t−θ)+)−1/θ.
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Examples: LTI copulas, ”s”
D1Cf(x, y) = f
(
g(y)
x
)
−D+f
(
g(y)
x
)
g(y)
x
.
Thus, we get
v∗ = f
(
αI[−1](β)
)
,
where I(t) = f(t)− tD+(t) is a monotonic function, and
I[−1](s) =
inf{t : I(t) > s} when f is nondecreasing,sup{t : I(t) > s} when f is nonincreasing.
For fixed β ∈ (0,1), we get
lim
α→0+
v∗ = f(0), with lim
α→0+
v∗ − f(0)
α
= D+f(0)I[−1](β).
116
Examples: LTI copulas, ”m”
w∗ = f(αg(β)),
lim
α→0+
w∗ = f(0), with lim
α→0+
w∗ − f(0)
α
= D+f(0)g(β).
Note that in the nondecreasing case
f(0) = 0 and D+f(0) ∈ (0,+∞],
while in the nonincreasing case
f(0) = 1 and D+f(0) ∈ [−∞,0).
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Copulas with nontrivial tail expansions
Definition 9 We say that a copula C has a tail expansion at the
vertex (0,0) of the unit square if the limit
lim
t→0+
C(tx, ty)
t
exists for all nonnegative x, y.
The function
L : [0,∞]2 −→ [0,∞), L(x, y) = lim
t→0
C(tx, ty)
t
,
is called the tail dependence function or the leading term of the tail
expansion. L(1,1) is called the (lower) tail coefficient.
L is homogeneous of degree 1 and concave.
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Tail dependence ”m”
Theorem 12 Let the copula C have a nonzero tail dependence func-
tion L
lim
t→0
C(tu, tv)
t
= L(u, v).
Then for β < L(1,∞) = ∂L(0+,1)∂u
lim
α→0w∗ = 0,
lim
α→0
w∗
α
= w′∗ ∈ (β,∞), where L(1, w′∗) = β.
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Tail dependence ”s”
Theorem 13 Let the copula C have a continuously differentiable,
nonzero tail dependence function L
lim
t→0
C(tu, tv)
t
= L(u, v) and lim
t→0
∂C(tu, tv)
∂u
=
∂L(u, v)
∂u
.
If furthermore ∂L(1,v)∂u is strictly increasing, then for β <
∂L(1,∞)
∂u =
L(1,∞)
lim
α→0 v∗ = 0,
lim
α→0
v∗
α
= v′∗ ∈ (0,∞), where
∂L(1, v′∗)
∂u
= β.
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Estimation
Let (xt, yt)nt=1 be a given sample. To each pair we associate a pair of
ranks (rk xt, rk yt). We determine a ”size” of the tail fixing a constant
γ ∈ (0,0.5). We select the indices of the elements from the γ-tail
Γ = {t : rk xt + rk yt ≤ γn}.
We estimate L as a distribution function of a singular measure µL on
[0,∞)2 which is uniformly distributed on half-lines starting from the
origin and crossing the points (rk xt, rk yt) : t ∈ Γ,
µL
{
(x, y) : x =
ξ rk xt
rk xt + rk yt
, y =
ξ rk yt
rk xt + rk yt
, ξ ∈ [0, z]
}
=
z
n
.
Thus
µL{(x, y) ∈ [0,∞)2 : x+ y ≤ γ} =
#Γ
n
.
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Construction of µL
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Estimation cont.
We put
l1(v) = L̂(1, v) =
1
γn
∑
t∈Γ
rk xt + rk yt
rk yt
min
(
v,
rk yt
rk xt
)
.
Since L is homogeneous and
L(u, v) = u
∂L(u, v)
∂u
+ v
∂L(u, v)
∂v
,
we get the following estimate of its derivative with respect to first
variable:
l2(v) = ∂̂1L(1, v) =
1
γn
∑
t∈Γ
rk xt + rk yt
rk xt
1lv>rkyt/rkxt.
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Estimation cont.
For sufficiently small α and β < l1(γn) = l2(γn) we put:
mCoV aRα,β(Y |X) ≈ V aRwˆ∗(Y ), wˆ∗ = αmax(β, l−11 (β)),
CoV aRα, β(Y |X) ≈ V aRvˆ∗(Y ), vˆ∗ = α l→2 (β).
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Double POT method
For 0 < δ < 1 we put
(Xδ, Yδ)
d
= (X,Y )|FX(X) ≤ δ.
For α < δ we get
mCoV aRα,β(Y |X) = mCoV aRα/δ,β(Yδ|Xδ),
CoV aRα,β(Y |X) = CoV aRα/δ,β(Yδ|Xδ).
We calculate l1, l2 for Xδ, Yδ . For sufficiently small α and β < l1(γn) =
l2(γn) we put:
mCoV aRα,β(Y |X) ≈ V aRwˆ∗(Yδ), wˆ∗ = αmax(β, l−11 (β))/δ,
CoV aRα,β(Y |X) ≈ V aRvˆ∗(Yδ), vˆ∗ = α l→2 (β)/δ.
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Data generating process
Let Z = (Zt)∞t0 , t0 ∈ Z ∪ {−∞}, be a k-dimensional stochatic process
defined on the probability space (Ω,M, P ).
Zt : (Ω,M) −→
(
Rk,B(Rk)
)
.
Note that Z is a random variable
Z : (Ω,M) −→
(
R+∞t0 ,B(R
+∞
t0
)
)
where
R+∞t0 =
+∞
X
t=t0
(Rk)t.
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Natural topology of R+∞t0
Sets of the form
+∞
X
t=t0
Ut,
where each Ut is open in Rk and Ut 6= Rk for only finitely many t, are
called cylinder sets.
• The open sets in the natural product topology are unions (finite or
infinite) of cylinder sets.
• B
(
R+∞t0
)
is a σ-algebra generated by cylinder sets.
• The shift mapping of sequences T (x)t = xt+1 is continuous.
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Stationarity
Definition 10 Stochatic process Z = (Zt)∞t0 is called (strictly) sta-
tionary iff for all p ≥ t0 and q, r > 0
(Zp, Zp+1, . . . , Zp+q) and (Zp+r, . . . , Zp+r+q)
have the same distribution.
Example 1: An ”i.i.d.” process is stationary.
Example 2: If t0 = −∞ then a Borel image of an iid process ε
Zt = F (εt, εt−1, . . . )
is stationary.
128
Ergodicity
A stochastic process Zt is ergodic iff it is stationary and every Borel
function
f : R+∞t0 → R with f(T (Z)) = f(Z)
is almost surely constant.
Example 1: An ”i.i.d.” process is ergodic.
Example 2: If t0 = −∞ then a Borel image of an iid process ε
Zt = F (εt, εt−1, . . . )
is ergodic. Indeed, if f(T (Z)) = f(Z) then
f ◦ F (T (ε)) = f(F (T (ε)) = f(T (F (ε))) = f(T (Z)) = f(Z) = f ◦ F (ε).
Hence f(Z) = f ◦ F (ε) is almost surely constant.
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Ergodic Theorem
Let the stochastic process Z be stationary and ergodic. If furthermore
each Zt is integrable then for each t1 ≥ t0
Zn =
1
n
t1+n−1∑
t=t1
Zt
as−→ E(Zt1).
Example. For t1 = 1
F̂n(z) =
#{t : 1 ≤ t ≤ n, Zt ≤ z}
n
=
1
n
n∑
t=1
1lZt≤z
as−→ E(1lZ1≤z) = FZ1(z).
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Maximal likelihood and Kullback-Leibler divergence
Let the stochastic process Z = (Zt)∞t=1 be stationary and ergodic. If
furthermore Z1 is absolutely continuous with density ϕ, then for every
density function f such that supp(ϕ) ⊂ supp(f)
1
n
n∑
t=1
ln(f(Zt)) −→ E(ln(f(Z1)) = E(ln(ϕ(Z1))−DKL(ϕ||f).
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Starting point
The innovation process
ν = (ν1t , . . . , ν
d
t )
+∞
−∞
is stationary and ergodic.
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GARCH(1,1) models
Let (νt)
+∞
−∞ be iid with D2(νt) = 1.
Rt = h
1
2
t νt,
ht = c+ aR
2
t−1 + bht−1, t ≥ t0,
c > 0, a, b ≥ 0,
with initial value
ht0−1 = h∗ ⊥ (νt)+∞t0 .
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GARCH as Random Difference Equation
Since for t ≥ t0
ht = c+
(
b+ aν2t
)
ht−1, ht0−1 = h∗,
we get
ht = c
t−t0∑
i=0
i∏
j=1
(b+ aν2t−j) + h∗
t−t0∏
j=0
(b+ aν2t−j).
Note that
E
t−t0∏
j=0
(b+ aν2t−j)
 = (b+ a)t−t0
and for any two solutions
E
(
|h′t − h′′t |
)
= (b+ a)t−t0E
(
|h′∗ − h′′∗|
)
.
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Stationary and ergodic solution
Let
a+ b < 1.
We put h∗ = 0 and take an L1 limit as t0 → −∞
ht = c
t−t0∑
i=0
i∏
j=1
(b+ aν2t−j) −→ ĥt = c
+∞∑
i=0
i∏
j=0
(b+ aν2t−j).
Note that
E(ht) = c
t−t0∑
i=0
(a+ b)i =
c(1− (a+ b)t−t0+1)
1− (a+ b) , E(ĥt) =
c
1− (a+ b).
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Main theorem for GARCH(1,1)
Theorem 14 If a+ b < 1, then:
1. for any two solutions with initial values belonging to L1
∃C ||R′t −R”t ||L1 ≤ C(a+ b)t−t0;
2. there exists a stationary, ergodic, L1 solution.
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AR(1) with GARCH (1,1) noise
For
Zt = dZt−1 +Rt, t ≥ t0, , Zt0−1 = Z∗,
we have
Zt =
t−t0∑
i=0
diRt−i + dt−t0+1Z∗.
Hence, for any two solutions with L1 initial values we get
E
(
|Z′t − Z′′t |
)
≤
t−t0∑
i=0
|d|iE
(
|R′t−i −R′′t−i|
)
+ dt−t0+1E
(
|Z′∗ − Z′′∗ |
)
≤
t−t0∑
i=0
|d|i(a+ b)t−t0−iE (|ν0|)E
(|h′∗ − h′′∗|)
2
√
c
+ dt−t0+1E
(
|Z′∗ − Z′′∗ |
)
≤ C(t− t0 + 2) max(|d|, a+ b)t−t0.
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Stationary and ergodic solution
Let
a+ b < 1, and |d| < 1.
We put Rt = ĥt
1/2
νt and Z∗ = 0, and take an L1 limit as t0 → −∞
Zt =
t−t0∑
i=0
diRt−i −→ Ẑt =
∞∑
i=0
diRt−i.
Note that
E (|Zt|) ≤
t−t0∑
i=0
di E (|R0|) ≤
1− dt−t0+1
1− d
√
c
1− (a+ b) E (|ν0|) ,
E
(
|Ẑt|
)
≤ 1
1− d E (|R0|) ≤
1
1− d
√
c
1− (a+ b) E (|ν0|) .
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Main theorem for AR(1) GARCH(1,1)
Theorem 15 If a+ b < 1 and |d| < 1, then:
1. for any two solutions with initial values belonging to L1
∃C ||Z′t − Z”t ||L1 ≤ C(t− t0 + 2) max(|d|, a+ b)t−t0;
2. there exists a stationary, ergodic, L1 solution.
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