SUMMARY We consider tied survival data based on Cox's proportional regression model. The standard approaches are the Breslow and Efron approximations and various so called exact methods. All these methods lead to biased estimates when the true underlying model is in fact a Cox model. In this paper we review the methods and suggest a new method based on the missing-data principle using the EM-algorithm that is rather easy to implement, and leads to a score equation that can be solved directly. This score has mean zero.
1 Introduction.
Assume that we have n independent right-censored survival data that follow Cox's regression model. Formally, assume that, for 1 ≤ i ≤ n, the survival times X i and censoring times C i are conditionally independent given a p-dimensional covariate Z i , and that we observe U i = min(X i , C i ) as well as the censoring indicator δ i = I(X i ≤ C i ). We assume that given Z i the intensity for X i is given by
where Y i (t) = I(U i ≥ t) is the at-risk indicator, λ 0 (t) is the non-parametric baseline, and β is the p-dimensional regression coefficients.
Observations based on Cox's regression model will often be subject to additional coarsening that leads to tied survival data, and the objective in this paper is to review the existing methods and suggest a new method that leads to unbiased estimates. In addition we point out that the tied survival data leads to large sample properties equivalent to those based the underlying un-tied survival data. In practice ties are often observed and it is therefore crucial to know how to deal with these.
The standard approaches are the Breslow (1972) or Efron (1977) approximations that are simple to implement; see also Therneau and Grambsch (2000) . Let T 1 and T 2 be observed tied survival (T 1 = T 2 ) data based on Cox's regression model with two observations tied at this value. Define R i (t) = Y i (t) exp(Z T i β). If the data were untied the partial likelihood contribution from T 1 and T 2 would be either
if T 1 actually came before T 2 or
if T 2 actually came before T 1 .
The Breslow approximation (Breslow, 1972; Peto, 1972) , uses i R i (T 2 ) in both denominators and thus uses the approximation
The Efron approximation (Efron, 1977) , in contrast uses the approximation R 1 (T 1 ) R 1 (T 2 ) + R 2 (T 2 ) + ... + R n (T 2 ) R 2 (T 2 ) 0.5(R 1 (T 2 ) + R 2 (T 2 )) + ... + R n (T 2 ) and thus takes an average of the two relative-risk terms R 1 (T 2 ) and R 2 (T 2 ).
With ties of size k (T 1 = T 2 = ... = T k ) the Breslow approximation will use k i=1 R i (T 1 ) R 1 (T 1 ) + R 2 (T 1 ) + ... + R n (T 1 ) and the Efron approximation becomes
Both suggestions will result in score functions whose expectations are not equal to 0, and therefore will lead to biased estimates. The Breslow estimator leads to estimates that are shrunk towards 0. As we will point out later, even though both methods lead to biased estimates their asymptotic performance are, however, equivalent to that of the score based on fully observed un-tied data.
There are several so called exact solutions that involve more extensive computations, but these methods are also ad-hoc and do not appear to improve on the Efron approximation.
We omit the details of various exact procedures and refer to Therneau and Grambsch (2000) , Kalbfleisch and Prentice (2002) and our simulation study in Section 3. Different statistical softwares may use different exact procedures.
In this paper, we suggest an alternative solution based on the EM-algorithm that is easy to implement and is fully efficient. Our approach is related to the rank-based techniques for interval censored data as described in Satten (1996) , but is considerably simpler to implement because we only consider permutations within each tie. The asymptotic properties of the estimators using the EM-algorithm, the Breslow approximation and Efron approximation are derived.
We propose an EM-algorithm that deals with this situation to estimate β as well as the cumulative baseline of the Cox model.
For fixed j let P (n j ) denote the set of all permutations of the n j indexes {1, 2, . . . , n j } at time T j , and let p = {i 1 , i 2 , . . . , i n j } be a permutation of the indexes. The true ordering of the covariates {Z j,k , k = 1, . . . , n j } that relate to {T * j,k , k = 1, . . . , n j } is denoted by the random vector P j = {I 1 , I 2 , . . . , I n j } and is unobserved.
Let N * j,k (t) be the counting process and Y * j,k (t) the at risk indicator associated with the survival time T * j,k and its censoring indicator. Full data is the situation where we know which covariates correspond to T * j,k , thus leading to the triplets
where Z j,I k is the covariate related to the (j, k)th counting process. we shall see the obtained score will not depend on the values T * j,k , and therefore will also be an efficient score when these are not observed.
We pretend to observe
With full data the likelihood can be written as (Andersen, et al., 1993) 
and the log-likelihood is
The expectation of this quantity given the extended version of the data D * (where only the ordering of the covariates related to the survival times within each tie is unobserved) is
this expectation is nothing but Cox's partial likelihood for the data points in the jth tie-cluster
It is clear that p∈P (n j ) w p (j, β . This is the E-step in the EMalgorithm.
The derivative E(l|D * ) with respect to dA(t) gives
The root of the estimating function is solved as
,
The score with respect to β for fixed weights w p (j, β m ) becomes (with the above solution for dA)
The score (2) depends on the weights for censored clusters on through S 
does not depend on permutations for j = j since the risk indicators for all subjects in other tie clusters are either 0 or 1.
the score (2) does not depend on the weights of clusters whose survival times are censored.
When the covariates are time-independent, J j=1 
The asymptotic properties ofβ will follow by analyzing the asymptotic properties of this score in the next section.
Based onβ we estimate the cumulative baseline function bŷ
This estimate depends on the actual values T * j,k . One nice property of this score is that it is simple to implement and that one only needs to consider permutations within each tie. Further, one key property is that the score has mean 0. To see this we note that one particular ordering of the covariates is the un-observed
The score (4) can be written as
Let F * t is the history associated with (N *
., n j , and P j gives the ordering of covariates. The mean of U (β) evaluated at the true value β 0 equals
Asymptotic properties
The score equation (4) is derived under the assumption that each tie-cluster consists of either uncensored survival times or censoring times. The EM-algorithm can be extended to deal the situation where censored values are tied with survival times, but formulae becomes more complicated. Each uncensored failure time contributes one term to the score (4), while a censored failure time cluster contributes only through the at risk sets in S v (t, β, β) , v = 0, 1.
As we noted the score (4) does not depend on the permutations of covariates within each tie cluster. One particular ordering of the covariates is the un-observed true
So let Z j,I k be the covariate related to N * j,k (t), k = 1, . . . , n j . Thus, the score (4) can be written as
Also for v = 0, 1, let
. (6) Let z be the Euclidean metric of a vector or matrix z. The following list of regularity conditions is assumed for the large sample results.
There is a constant b > 2 and a neighborhood B of β 0 such that, for v = 0, 1, 2,
It follows from Theorem 4.1 of Gill and Andersen (1982) 
In the following, we present a lemma to be used in proving the asymptotic results forβ.
Lemma 1 Assume that the condition (A.2) is satisfied and that max
holds for the tie sizes. Then
Proof. Note that at each time t, if the tied cluster j failed before or after t, then Y * j,k (t) = 0 or 1 for all k depending on whether the jth cluster fails before t or after t, in which
does not depend on the permutation of indices. And since
The equations (7) and (8) do not hold for at most one tie cluster at each time under the
the jth term in S v (t, β) are equal except for at most one cluster.
The assertion (a) follows by proving that both the terms,
), for some δ > 0, uniformly in j ∈ {1, . . . , J}, p ∈ P (n j ) and t ∈ [0, τ ], for v = 0, 1, 2. Note that both of the terms are bounded by (
Since n(1 − F (n
− a, the right hand side of (9) goes to 0 as n → ∞. Hence
), for v = 0, 1, 2. This proves part (a).
To prove part (b), following the argument that leads to (8), we note that
Since w p (j, β m ) is the Cox's partial likelihood for the jth cluster of a given permutation,
We have
This is followed by
). This completes the proof.
Theorem 1 Assume that the conditions (A.1)-(A.4) are satisfied and that max
holds for the tie sizes. Thenβ
as n → ∞.
Proof.
By Lemma 1, n
Under the conditions (A.1)-(A.4) and applying the strong law of large numbers, we have
Since Σ(β 0 ) is positive definite, β 0 is the unique zero of u(β). It follows by Lemma 5.10 of van der Vaart (1998) thatβ
Now we prove the asymptotic normality. Since U (β) = 0, we have 
Remark 1 As discussed in Section 1, the Breslow and Efron approximations lead to the following score functions respectively,
where (r 1 , . . . , r n j ) is any permutation of the indexes (1, . . . , n j ) for the jth tie cluster,
It is easy to see that the score functions U B (β) and U E (β) do not depend on any particular permutation (r 1 , . . . , r n j ). Following the proof of Lemma 1, we also have
for β ∈ B and v = 0, 1, 2. Hence, Theorem 1 also holds for the Breslow and Efron estimators.
Simulation studies
In this section, we present some simulation results from an extensive simulation study comparing the proposed EM algorithm with the existing procedures for dealing with tied survival data under the Cox model. The notable methods for dealing with ties include the methods developed by Breslow and Efron, the Exact method from R, a simple random break of ties (RB), and the EM algorithm.
We take the baseline hazard function λ 0 (t) = 0.5 and β = .1, 1, 2. Three different distributions for the one dimensional covariate x are considered including uniform distribution on Table 1 and Table 2 are for tie size d = 2 with Table 1 for uncensored data and Table 2 for censored data. Table 3 and Table 4 are for tie size d = 5 with Table 3 for uncensored data   and Table 4 for censored data.
The simulation results from Table 1 to Table 4 indicate that the EM procedure clearly outperforms the exact procedure. The results for the exact procedure are eliminated from the tables for tie size d = 5 and n greater than 200 since the procedure is extremely time consuming. The procedure using a random break of tie seems perform well for uniform covariates. However, our simulation (not reported here) shows that this procedure breaks down for large values of β, say β = 6, resulting in very large biases. It also performs very poorly for the exponential covariate distributions. The Breslow procedure also works well with uniform covariate distributions. But it has larger biases than EM for normal and exponential covariate distributions, especially for larger ties, similar to RB procedure.
Our simulation study shows that Efron procedure has the best performance of the existing methods dealing tied survival data. Compared with EM procedure, Efron procedure works well with uniform covariate distribution. It has generally larger biases than EM for normal and exponential covariate distributions, particularly for large tie and small sample size.
The simulation results in Table 3 and Table 4 suggest that EM is a better procedure when there are ties in the observed failure times. It performs more robustly than other available procedures for dealing with tied failure times across different covariate distributions, β values, sample sizes and censorship status. It performs best among all the procedures under the situations when there are large number of ties existing in the data.
Discussion
We have studied several key approaches for dealing with ties for survival data using Cox's regression model. Our simulation clearly show that the Efron procedure is the best choice among the implemented procedures. Our new approach based on the likelihood and EMbased implementation leads to a score function that is unbiased and is slightly better than the Efron approach. In addition to the nummerial study we also showed that all available methods have the same asymptotic properties and that all methods are fully efficient and that quite surprisingly tied survival data will give no loss in efficiency when compared to the fully observed un-tied data. 
