We study algebraic properties of powers of squarefree principal Borel ideals I, and show that astab(I) = dstab(I). Furthermore, the behaviour of the depth function depth S/I k is considered. (2010): 13F20
Introduction
Borel ideals appear in characteristic zero as generic initial ideals. By applying the stretching operator of Kalai [17] to a Borel ideal, one obtains a squarefree Borel ideal, also called squarefree strongly stable ideal. It has the same graded Betti numbers as the original ideal, see for example [14, Lemma 11.2.6] . This class of ideals was introduced by Hibi and the first author of this paper in [2] . In the sequel, algebraic properties of squarefree strongly stable ideals and their powers have been studied by many authors, see for example [1] , [3] , [11] , [12] and [18] .
Among the squarefree strongly stable ideals, the squarefree principal Borel ideals and their powers are best understood. The squarefree principal ideal with Borel generator u is denoted by B S (u). We use some of the known results from Aslam [3] , Francisco, Mermin and Schweig [12] and De Negri [7] , to get some additional information about the algebraic and homological properties of powers of B S (u).
These known facts are recalled in Section 3. In this section we also show that B S (u) is normally torsion free if and only if it is almost normally torsion free, and that this happens if and only if the Borel generator u of the ideal has a specific form, see Corollary 3.4. In Corollary 3.13 we determine the height and bigheight of B S (u), and characterize those squarefree principal Borel ideals which are Cohen-Macaulay. Corollary 3.12 makes more explicit the set Ass ∞ (B S (u)), as it is described by Aslam in Theorem 3.10.
For our proofs we essentially use monomial localization. Some of the basic facts about monomial localization are recalled in Section 2. We close this section by If I = P T , then I(P T ) is the graded maximal ideal of S(P T ) which we denote by m S(P T ) .
To simplify notation, we set I (j) = I(P {j} ) and S (j) for S(P {j} ). Note that
Strongly stable ideals. Let u = x a1 1 · · · x an n be a monomial in S = K[x 1 , . . . , x n ]. We set ν i (u) = a i for i = 1, . . . , n. Now let I ⊂ S = K[x 1 , . . . , x n ] be a monomial ideal. We denote by G(I) the unique set of monomial generators of I. For a given integer k ≥ 1, we let I ≤k be the ideal generated by all u ∈ G(I) with ν i (u) ≤ k for i = 1, . . . , n.
A monomial u ∈ S be can be written as u = x i1 x i2 · · · x i d with i 1 ≤ i 2 ≤ . . . ≤ i d .
The monomial u is called squarefree if i 1 < i 2 < . . . < i d . A monomial ideal I is called a squarefree monomial ideal if all monomials in G(I) are squarefree. Note that for any monomial ideal, the ideal I ≤1 is a squarefree monomial ideal. Moreover, the ideal I is squarefree if and only if I = I ≤1 .
. , x n ] be a monomial ideal, and let k ≥ 1 be an integer, or k = ∞. Then I is called k-strongly stable, if (i) I = I ≤k ;
(ii) for all u ∈ G(I) and all integers 1 ≤ i < j ≤ n with ν j (u) > 0 and ν i (u) < k it follows that x i (u/x j ) ∈ I.
The following special cases are of particular interest: let I be a monomial ideal.
(α) If k = ∞, then there is no bound on the exponents and ∞-strongly stable is simply called strongly stable. In other words, I is strongly stable, if for u ∈ G(I) and all j such that x j divides u, it follows that x i (u/x j ) ∈ I for all i ≤ j.
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(β) I is called squarefree strongly stable, if it is 1-strongly stable.
Let u 1 , . . . , u m be monomials in S with ν i (u j ) ≤ k for i = 1, . . . , n and j = 1, . . . , m. There exists a unique smallest k-strongly stable ideal containing u 1 , . . . , u m which we denote by B k S (u 1 , . . . , u m ). The monomials u 1 , . . . u m are called Borel
. . , n. We call 1principal Borel ideals also squarefree principal Borel. The k-principal Borel ideals appear as powers of squarefree principal Borel ideals, see Theorem 4.1.
To simplify notation, we write B S (u 1 , . . . , u m ) for B 1 S (u 1 , . . . , u m ) when u 1 , . . . , u m are squarefree monomials. The unique strongly stable ideal containing the monomials u 1 , . . . , u m will be denoted by B ∞ S (u 1 , . . . , u m ).
For example, let
Let u, v be monomials of same degree, and assume that ν i (u) ≤ k for i = 1, . . . , n.
For each d, k defines a partial order on the set of monomials of degree d whose exponents are bounded by k. For example, one has
A set S of monomials of degree d whose exponents are bounded by k is called a k-stable set, if for u ∈ S and v k u it follows that v ∈ S. 
Let w be a monomial of degree d with v w, and let w = x s1 · · · x s d with
Since v w, it follows from (1) that δ(w, v) ≥ 0, and we have δ(w, v) = 0 if and
Let l + 1 be the smallest integer such that j l+1 > i l+1 . Let
Then the exponents of u 1 are bounded by k, unless j l+1 − 1 = j l = j l−1 = · · · = j l−k+1 . Assume j l+1 − 1 = j l . By the choice of l it follows that i l−k+1 = · · · i l .
Since the exponents of v are bounded by k, it follows that i l+1 > i l . Moreover, j l+1 > i l+1 . Then j l+1 ≥ i l + 2 = j l + 2, a contradiction. This shows that indeed the exponents of u 1 are bounded by k, and v u 1 , and hence
An immediate consequence of Lemma 2.4 is Corollary 2.5. Let u, v be monomials of degree d and assume that ν i (u), ν i (v) ≤ k Theorem 3.1. Let u ∈ S be a squarefree monomial of degree d, u = x i1 x i2 · · · x i d with i 1 < i 2 < . . . < i d , and let j be an integer with i k−1 < j ≤ i k , where we set (a) B S (u) is normally torsionfree.
In order to prove Corollary 3.3 and Corollary 3.4, we need the following lemmata.
Lemma 3.5. Let I be normally torsion free and let w be a monomial such that
Then wI is normally torsion free.
Proof. The assumption imply that Ass((wI) k ) = Ass(I k ) ∪ Ass((w) k ) = Ass(I k ) ∪ Ass((w)).
It follows that Ass((wI) k ) = Ass(wI) for all k ≥ 1 if and only if Ass(I k ) = Ass(I) for all k ≥ 1.
Lemma 3.6. Let I be a monomial ideal. Then I is almost normally torsionfree if and only if I (j) is normally torsionfree for all j.
Proof. The proof follows from the fact that, similarly to ordinary localizations, one has
where v is a monomial of degree 1. Therefore, B S (j) (v) is normally torsionfree. By Lemma 3.6, it follows that B S (u) is almost normally torsionfree.
If i 1 = 1. Then Lemma 3.5 implies that Ass(B S (u) k ) = (x 1 ) ∪ (x 2 , . . . , x n ) = Min(I). Therefore, B S (u) is normaly torsionfree. 
Here v = x i2xn . Now Corollary 3.3 implies that i 2 = 2, and therefore and u = x 1 x 2 x n .
By Lemma 3.6 it follows that B S (1) (v) is normally torsionfree. Hence by induction
implies that i 1 = 1, and proves (c).
Let u ∈ S be a squarefree monomial. Then B S (u) does not have any embedded prime ideals, because B S (u) is a squarefree monomial ideal, and hence a radical ideal. In other words, Ass(B S (u)) = Min(B S (u)). Here, for any ideal I ⊂ S, Min(I) denotes the set of minimal prime ideals of I. As an immediate consequence of Theorem 3.7 we obtain
Then (b) The following conditions are equivalent:
From (a) it follows that
for all j which implies that i j+1 = i j for all j. This yields the desired conclusion. (ii) ⇒ (iii) By Theorem 3.7, An alternate proof of this fact is given in Proposition 4.6.
By Brodmann ([4] and [5] ), for any graded ideal I ⊂ S = K[x 1 , . . . , x n ], there exists an integer k 0 such that Ass(I k ) = Ass(I k0 ) for all k ≥ k 0 . We set Ass ∞ (I) = Ass(I k0 ).
In our case, 
. By using Theorem 3.1 and induction on |T | it follows that there
For example, if u = x 2 x 5 x 6 x 7 x 9 and T = {3, 5, 9}, then
Note that the monomial prime ideal P For the next result we need Let u = x i1 x i2 · · · x i d with i 1 < i 2 < . . . < i d and let T = {j 1 , j 2 , . . . , j s } with j 1 < j 2 < . . . < j s . Let r be the biggest number such that j i = i for i = 1, . . . , r − 1.
Then min(T c ) = r, and u T = (x ir · · · x i d ) {jr,...,js} by Theorem 3.1. Therefore, min(u T ) ≥ i r ≥ r + 1. Thus we see that min(T c ) = r < r + 1 ≤ min(u T ), as desired.
Suppose that i j = j for j = 1, . . . , r and i r+1 > r + 1. Then
Moreover, u T = 1 if and only if s < d or s ≥ d and j l > i l for some l.
Proof. By assumption we have u =
, . . . , x n ]. Hence (2) implies that Ass ∞ (B S (u)) = {(x 1 ), . . . , (x r )} ∪ Ass ∞ (B S (u ))S. Since min(u ) > r + 1, we may apply Theorem 3.10 to u in S . Therefore, the result follows from Proof. Since l 0, it follows that bigheight(I l ) = max{height P T : P T ∈ Ass ∞ (I)}.
The ideal P T for T = [r] has height i d −r, and this the largest possible height among the ideals P T . Since u T = x ir+1 · · · x i d , Corollary 3.12 implies that P T ∈ Ass ∞ (I). Hence
The socle of S/B S (u) k
In this section we determine the powers of B S (u) and their socle. We first recall a result of De Negri [7, Proposition 3.4] , and present a proof it by using sortability.
This makes the proof substantially shorter. Proof. Let u = x l1 · · · x l d with l 1 ≤ l 2 ≤ · · · ≤ l d , and suppose that v ∈ B k S (u k ), and let v = x i1 · · · x i kd with i 1 ≤ i 2 ≤ · · · ≤ i kd . Since v k u k it follows that i (r−1)k+1 , . . . , i rk ≤ l r for r = 1, . . . , d, see Corollary 2.5.
It remains that to be shown that each v j is squarefree. Suppose v j is not squarefree.
Then there exists r with 1 ≤ r < d such that x i (r−1)k+j = x i rk+j . Hence i (r−1)k+j = i (r−1)k+j+1 = · · · = i rk+j . This implies that ν i(r−1)k+j (v) > k, a contradiction.
From this it follows that v ∈ B ∞ S (u k ). Since each v j is squarefree it follows that v ∈ B k S (u k ). 
This shows that all elements of Soc(S/I k ) have degree (kd + n − 1) − n = kd − 1.
Indeed, F n /mF n and the Koszul homology Let 1 < d < n be integers and for k ≥ 2 let c k , r k be integers such that
Then we define the monomial w k = x k−1 1 · · · x k−1 c k x r c k +1 . Note w k ∈ S if and only if c k ≤ n when r = 0, and c k + 1 ≤ n if r = 0. Conversely, suppose that w k x n u k . Therefore,
Since the exponents of and n = 6. Then f 5 (2) = 9, f 5 (3) = 7 and f 5 (4) = 6. Therefore, k 0 = 4, but on the other hand 5 is the smallest number k for which depth S/I k = 0.
We use this characterization of the socle elements to show
Proof. It is enough to show that m ∈ Ass(I d ), since I satisfies the persistence property, see [1, Proposition 2.4] .
. We show that w d x n ∈ I d . From Corollary 4.5 it then follows that depth(S/I d ) = 0 which implies that dstab(I) ≤ d. To see
We write w d x n = x k1 . . . x k d 2 with k 1 ≤ k 2 ≤ . . . ≤ k d 2 and v d = x l1 · · · x l d 2 with l 1 ≤ l 2 ≤ . . . ≤ l d 2 . Since ν r (w d x n ), ν r (v d ) ≤ d for all r, we must show that k r ≤ l r for r = 1, . . . , d 2 , see Corollary 2.5. Let r be an integer with 1 ≤ r ≤ d 2 . We may assume that r ≤ (d − 1)d, because l r = n, for (d − 1)d < r ≤ d 2 . Let
Then l r = q + 2 and k r = q + 1. Now k r ≤ l r if and only if q − q ≤ 1. Indeed,
Therefore, q − q < 2, as desired. 
Then, we obviously one gets In particular, dstab(I) = dstab(J) and astab(I) = astab(J).
Therefore, for the rest of this section, if not otherwise stated, we may assume that i d = n. In particular, dstab(I) = dstab(J) and astab(I) = astab(J).
Next we show
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Proof. We observe that I k = x k 1J k for all k, whereJ = JS. Therefore, the statement about Ass S (I k ) follows from (2) . Since (x k 1 ) ∩J k = x k 1J k we get the short exact sequence
By the depth lemma (see [8, Corollary 18 .6]) we have
Since x k 1 is regular on S/J k , it follows that depth S/(x k 1 ,J k ) = depth S/J k − 1. Therefore, depth S/I k ≥ depth S/J k .
By using again the depth lemma we also get
This implies that depth S/J k ≥ depth S/I k , and hence depth S/I k = depth S/J k . SinceJ = JS, it follows that depth S/J = depth S /J. This yields the desired conclusion.
Because of Lemma 5.2 we may also assume for the rest of the section that i 1 > 1. (c) k 0 ≤ dstab(I) ≤ astab(I) ≤ d.
The following result tells us how dstab behaves under monomial localization.
Then dstab(I (a) ) ≤ dstab(I) for a = 1, . . . , n.
Proof. We first consider the case that a ≤ i x ts(k) . Then it is clear that w k x i d−1 k u k a . This shows that depth S /J k = 0, as desired.
As the main result of the section we show Proof. Let u = x i1 · · · x i d with i 1 < i 2 < · · · < i d . By the discussion at the beginning of this section and by Lemma 5.2 we may assume that 1 < i 1 and i d = n.
Let k = dstab(I). By Proposition 5.3, we have m ∈ Ass S (I k ). Now let P ∈ Ass ∞ S (I) with P = m. Then there exists j and P ∈ Ass ∞ S (j) (I (j) ) with P = P S. By induction we may assume that astab(I (j) ) = dstab(I (j) ). Thus, if k = dstab(I (j) ), then P ∈ Ass S (j) (I k (j) ). Therefore, P ∈ Ass S (I k ), by (3). Theorem 5.4 implies that k ≤ k. Since squarefree principal monomial ideals satisfy the persistence property, we conclude that P ∈ Ass S (I k ), as desired. This shows that astab(I) ≤ dstab(I).
The other inequality is shown in Proposition 5.3. Proof. Let v, w ∈ I k with w > v with respect to the lexicographic order. Let v = x j1 x j2 · · · x j kd with j 1 ≤ j 2 ≤ . . . ≤ j kd , and w = x l1 x l2 · · · x l kd with l 1 ≤ l 2 ≤ . . . ≤ l kd . Since w > v there exists an integer r such that l s = j s for s = 1, . . . , r − 1 240 JÜRGEN HERZOG, BAHAREH LAJMIRI AND FARHAD RAHMATI and j r > l r . Then x lr divides w/gcd(w, v). Let w = x lr v/x jr . Since l r < j r it follows that w > v and w / gcd(w , v) = x lr which divides w/gcd (w, v) . It remains to be shown that w ∈ I k . To see that we use Theorem 4.1 which says
Then it follows w ≺ k u k , and hence belongs to I k . Indeed, since x jr in v is replaced by
Then f s = j s for s = r and f r = l r . To have w ≺ k v we must show that there is no t such that f t = f t+1 = · · · = f t+k , or equivalently there is no t such that f t = f t+k . If t + k < r or t > r we have f t = j t and f t+k = j t+k . Therefore, f t = f t+k because the exponents of the monomial v are bounded by k.
So not all f s are the same for s with t ≤ s ≤ t + k.
Finally, assume that r = t + k and f r−k = · · · = f r . For s < r we have f s = j s = l s and f r = l r . Thus our assumption implies that l r−k = · · · = l r , a contradiction because w ∈ B k S (u k ).
In all examples considered, the depth function f (k) = depth S/I k is strictly decreasing until it becomes stable. In some special case we show that this is indeed the case.
We first observe Proposition 6.2. Let I = B S (u) with u = x i1 x i2 · · · x i d and i 1 < i 2 < · · · < i d = n.
Then depth S/I = d − 1.
Proof. We have to show that proj dim I = n − d. Let τ be the inverse of the spreading operator σ. By definition, if v = x k1 x k2 · · · x k d with k 1 < k 2 < · · · < k d , then τ (v) = It remains to be shown that depth T /J = 0. It is well-known and easy to prove that J = d j=1 (x 1 , . . . , x ij −(j−1) ).
Since i d = n it follows that J = J 0 n, where J 0 = d−1 j=1 (x 1 , . . . , x ij −(j−1) ) and n is the maximal ideal of T . This shows that any minimal generator of J 0 defines a socle element of T /J. In particular, depth T /J = 0.
The next result tells us when depth S/I 2 = 0 for I = B S (u).
. . < i d = n, and let I = B S (u). The following conditions are equivalent:
Proof. (a) ⇐⇒ (b) follows from Corollary 4.3.
(b) ⇐⇒ (c) w 2 = x 1 · · · x 2d−1 ∈ Soc(S/I 2 ), if and only if x 1 · · · x 2d−1 x n ∈ I 2 = B S (u 2 ), and this is the case if and only if Proof. The fact depth(S/I) = 1 follows from Proposition 6.2. In order to compute depth(S/I k ), we first suppose that i = 1. Then Lemma 5.2 implies that depth S/I k = depth S /B S (x n−1 ) k + 1. Since B S (x n−1 ) = (x 1 , . . . , x n−1 ), it follows that depth S/I k = 1 for all k. Finally, for i > 1 and k > 1, the result follows from Proposition 6.3.
Next we consider the case d = 3. Moreover, if one of these equivalent conditions fails, then depth S/I 2 < depth S/I.
For the proof of Theorem 6.6 we use Lemma 6.7. Let I = B S (u), where u = x i1 · · · x i d with 1 < i 1 < i 2 < . . . < i d = n.
Let v ∈ I 2 and let J = (w ∈ G(I 2 ) : v < lex w). Assume that x n divides v. Then {x i : i < n and x 2 i v} ⊆ J : v.
Proof. Let i be such that i < n and x 2 i v, and let w = vx i /x n . Then ν j (w) ≤ 2 for all j and w ≺ v. Therefore, w ∈ I 2 .
Since v < lex w, it follows that w ∈ J.
Moreover, vx i = wx n , and hence x i ∈ J : v.
Proof of Theorem 6.6. (d) ⇒ (a) We show that if u = x 1 · · · x d−1 x n , then depth S/I 2 < depth S/I.
Since u = x 1 · · · x d−1 x n it follows that u = x 1 x 2 · · · x i v with i < d − 1 and v =
x j1 x j2 · · · x n with j 1 < j 2 < · · · < n and j 1 > i + 1 ≥ 1. Then I = B S (u) = and only if depth S/J 2 < depth S/J. Therefore, we may assume that u = x i1 · · · x i d with 1 < i 1 < i 2 < · · · < i d = n.
We claim that there exits v ∈ G(I 2 ) such that x n divides v and such that |S| ≥ n − d + 1, where S = {x i : i < n and x 2 i v}|. By Lemma 6.7, the claim implies that proj dim I 2 ≥ n − d + 1, and hence depth S/I 2 ≤ d − 2 < depth S/I.
We write u 2 = x l1 · · · x l 2d with l 1 ≤ l 2 ≤ · · · ≤ l 2d , and let v = x t1 x t2 · · · x t 2d with t 1 ≤ t 2 ≤ . . . ≤ t 2d .
For the proof of the claim we consider two cases.
Case 1: i j = i 1 + j − 1 for j = 1, . . . , d. Then we let t j = j for j = 1, . . . , i 1 and t j = l j for j = i 1 + 1, . . . , 2d. Then |S| ≥ i 1 = n − d + 1, because n = i 1 + d − 1.
Case 2: There exists k such that i k+1 > i k + 1. Then for all j we let t j = l j − 1 if j is odd, and let t j = l j if j is even. Then v is divided by as many squares as we have integers j with i j+1 = i j + 1. Therefore, v has at most d − 1 squares as factors. This implies that |S| ≥ n − d + 1, as desired.
