











































































































missibility of black box algorithms  in criminal  justice, and  there are ongoing questions 









termine which  features are most useful  for classification, enabling  the development of 
more accurate and robust models. 





































































































































such  as  arson  and  assault,  as well  as  control  videos where no  crime was  committed, 
though for these experiments we were only interested on the videos relating to shoplift‐
ing. For each video, a human observer manually annotated whether or not they observed 











































As Table 3 shows,  the non‐shoplifting  individuals were actually more  likely  to be 
wearing some form of appearance‐hiding clothing. This may indicate that this is a poor 

























Yes  5  6  11  3  16  9 












































Yes  16  33  9  12  7  21 










was  closely  related with  the  individual who was being observed, and who was not a 

























Table  6  shows  the  frequency  at which we  observed  staff members  being  visible 
within a given scene. As we can see, in the majority of videos for both classes staff mem‐
bers were visible within the shot. However, individuals who were not shoplifting were 
much  less  likely  to be  in a scene with no staff members visible when compared  to  the 
shoplifting class. Whilst this attribute is somewhat dependant on where the camera is set 



















Interestingly  these  results  show  that  shoplifters were more  likely  to  attempt  to  take 
higher‐value items rather than lower‐value items. This may indicate that shoplifters are 
more likely to attempt to implement a high‐stakes, high‐reward strategy when it comes to 













































As we can see  from Table 9,  this resulting  feature  is one of  the strongest we have 
found so far, observed in 28 of the shoplifting videos and only one of the non‐shoplifting 
individuals. This means that this feature alone could be used to predict shoplifting with 
an accuracy of approximately 77%. Therefore, one of  the most  important methods  for 
shoplifting prevention would be automating the detection of this feature. 
Table 9. Frequency of the attribute “Do they exhibit avoidance behaviours?”. 

























individual grabbed an  item and  ran out  the door, generally with a member of staff  in 










































































indicator  that  they  are  a potential  shoplifter.  For  this  analysis,  in  order  to  determine 
whether or not the individual was exhibiting avoidance behaviours, we used a weighted 














































We have also evaluated how useful  these  features are  for building ML models  to 
predict whether an individual is likely to shoplift or not. In this way we can evaluate the 









































































Model  Accuracy  Precision  Recall  F1 Score 
SVM  71.1%  72.8%  71.2%  0.708 
KNN  75.4%  76.8%  75.3%  0.750 









Model  Accuracy  Precision  Recall  F1 Score 
SVC  80.6%  84.3%  80.1%  0.799 
KNN  83.9%  86.8%  83.4%  0.830 










Model  Accuracy  Precision  Recall  F1 
SVC  89.2%  89.9%  89.3%  0.891 
KNN  90.4%  90.9%  90.4%  0.903 




slightly worse  than when using  the body gestures and actions  features; however,  they 
performed significantly better that the two sets above. We can see that the KNN model 
performed worse  than  the AdaBoost model  for  these attributes, compared  to  the other 
sets, where the KNN model performed significantly  better. 
   




  Accuracy  Precision  Recall  F1 Score 
SVC  86.0%  87.1%  86.3%  0.860 
KNN  85.8%  86.9%  85.7%  0.856 
AdaBoost  87.0%  87.7%  87.1%  0.870 
4.6. Combined Results 










Attributes  Model  Accuracy  Precision  Recall  F1 Score 
Physical Appearance 
SVC  71.0%  72.8%  71.2%  0.708 
KNN  75.4%  76.8%  75.3%  0.750 




SVC  83.9%  86.1%  83.4%  0.831 
KNN  81.8%  86.4%  81.2%  0.807 





SVC  91.3%  92.3%  91.2%  0.912 
KNN  94.7%  95.5%  94.4%  0.946 
AdaBoost  92.5%  93.2%  92.7%  0.925 
All Attributes 
SVC  94.6%  95.3%  94.6%  0.945 
KNN  95.6%  96.2%  95.7%  0.956 
AdaBoost  93.5%  94.1%  93.4%  0.934 
Overall, the KNN model appeared to perform the best; however, there was only a 








Attributes  Model  Accuracy  Precision  Recall  F1 Score 
All Attributes—Physical 
Appearance 
SVC  92.46%  93.16%  92.44%  92.41% 
KNN  95.73%  95.89%  95.78%  95.72% 
Adaboost  91.29%  91.62%  91.33%  91.26% 
All Attributes—Space and 
Environment Attribute 
SVC  93.45%  94.50%  93.56%  93.35% 
KNN  94.56%  95.50%  94.67%  94.47% 
Adaboost  91.35%  92.17%  91.22%  91.27% 





SVC  88.13%  88.71%  88.22%  88.08% 
KNN  90.29%  90.97%  90.22%  90.22% 
Adaboost  87.02%  88.73%  86.78%  86.67% 















Attributes    Model  Accuracy  Precision  Recall  F1 Score 
Physical appearance 
SVC  71.00%  72.80%  71.20%  70.80% 
KNN  75.40%  76.80%  75.30%  75.00% 
AdaBoost  72.30%  73.50%  72.10%  71.90% 
Space and Environment Attrib‐
ute 
SVC  80.64%  84.31%  80.11%  79.87% 
KNN  83.86%  86.82%  83.44%  83.01% 
Adaboost  80.64%  81.98%  80.33%  79.96% 
Body Gestures and Actions   
SVC  89.24%  89.86%  89.33%  89.18% 
KNN  90.35%  90.86%  90.44%  90.30% 
Adaboost  88.19%  88.71%  88.33%  88.16% 
Face and Eye Behaviours 
SVC  86.02%  87.10%  86.33%  85.97% 
KNN  85.85%  86.86%  85.67%  85.62% 
Adaboost  87.02%  87.66%  87.11%  86.98% 
4.7. Comparison with Deep Learning Methods 















tential  to  significantly  outperform  current  deep  learning methods.  Furthermore,  this 
shows the strength of our selected social signals for this problem. 
   

































attributes were exhibited during  these portions of  the video. We  therefore recommend 
that future datasets remain uncropped, and if possible, that footage from multiple cam‐




















































15. Lasky, N.;  Jacques, S.;  Fisher, B.S. Glossing Over Shoplifting: How Thieves Act Normal. Deviant Behav.  2015,  36,  293–309, 
doi:10.1080/01639625.2014.935651. 














24. Altman,  N.S.  An  introduction  to  kernel  and  nearest‐neighbor  nonparametric  regression.  Am.  Stat.  1992,  46,  175–185, 
doi:10.1080/00031305.1992.10475879. 
25. Freund, Y.; Schapire, R.E. A Short Introduction to Boosting. J. Japanese Soc. Artif. Intell. 1999, 14, 771–780. 
 
