Abstract. We prove the existence, uniqueness and Lipschitz regularity of the minima of the integral functional
Introduction
We consider the problem of the existence and regularity of the minima of an integral functional of the form
where L(x, z, p) = f (p) + g(x, z) is convex in (z, p).
In the classical approach the Lagrangian L is assumed to be smooth, convex in ∇u and to satisfy, together with its derivatives, some growth conditions. This ensures the existence of a minimum of I that satisfies the integral Euler equation. The results on the regularity of the minima then follow from those on the regularity of the solutions to quasilinear elliptic equations. There are some recent results that do not involve conditions on the derivatives of L. We mention the papers [CV] and [AAB] for one-dimensional problems and [GG] for the multi-dimensional case. We point out that all of them assume some growth conditions on L; namely in [GG] it is required that L (x, z, p) behave like a power of p for |p| → ∞.
In this paper we do not assume either regularity or growth conditions on the integrand. In this setting, some conditions that ensure that the minima of I lying between two Lipschitz functions are actually Lipschitz were stated in [TV] , [MT1] and [MT3] . In order to study the regularity of the minima we look for conditions on the boundary datum that guarantee the existence of two Lipschitz functions that bound the minima of I. In [MT1] we showed, through a new Comparison Principle, that ifū satisfies a Generalized Bounded Slope Condition (GBSC), then every minimum is Lipschitz. Here we consider a wider class of integrands and we 396 CARLO MARICONDA AND GIULIA TREU prove that if the boundary datum fulfills the (GBSC) or a barrier condition the minimum for I inū + W 1,q 0 (Ω) exists for every 1 ≤ q ≤ +∞, it is unique and Lipschitz (and therefore no Lavrentiev phenomenon occurs). As a first step we obtain the existence of a minimum in the class of Lipschitz functions, extending a result by M. Miranda [M] for functionals depending only on the gradient. Then, via Clarke's nonsmooth version of the Euler equation [Cl] , we obtain the existence of minima in Sobolev spaces; uniqueness follows from our Comparison Principle for minima.
In the smooth setting the (GBSC) and the barrier condition are well known and are used to give an estimate of the gradient of regular solutions to partial differential equations (see for instance Chapter 14 of [GT] ). We point out that we exploit them in a different way since we do not know a priori either whether a minimum exists or if it is a solution to the Euler equation. This approach was inspired by [C] where Cellina obtains a regularity result for functionals of the gradient and boundary data satisfying the Bounded Slope Condition.
In the last section we prove the claim of our main theorem under less restrictive conditions onū, assuming further that the functional I is strictly convex.
Notation and preliminary results
Let A be an open bounded subset of R n (n ≥ 1);Ā is its closure and ∂A is its boundary. For 0 ≤ k ≤ +∞ we denote by C k (A) (resp. C k c (A)) the space of the ktimes continuously differentiable functions in A (resp. with compact support in A). Lip(A) is the space of Lipschitz functions in A (that we consider to be extended in A); we recall that the Lipschitz functions are differentiable almost everywhere. For
If u is in W 1,r (A) the weak derivative of u with respect to the i-th variable is denoted by u xi and its gradient by ∇u; if u = (u 1 , . . . , u n ) is in W 1,r (A; R n ) its divergence is denoted by div u. Forū in Lip(A) and K > 0 we set Lip(A,ū) = {u ∈ Lip(A) : u =ū on ∂Ω}, (x, z, p) , is differentiable with respect to z (resp. to p = (p 1 , . . . , p n )), then we denote by L z (resp. L pi , i = 1, . . . , n) the partial derivative of L with respect to z (resp. p i ) and by L x (resp. L p ) the gradient of L with respect to x (resp. p). In the case where L (x, z, p (x, z(x), p(x) ) is measurable for every measurable z : Ω → R and p : Ω → R n (this condition is fulfilled if, for instance, L is a normal integrand; see [ET] ). We define the functional I on W 1,1 (Ω) by
We always assume that there exist a in R and (x, z, p) ; this implies that I(u) > −∞ for every u in W 1,1 (Ω). We recall now a simplified version of a Comparison Principle that we proved in [MT1] involving some inequalities on the boundary of Ω for Sobolev functions. 
We will also use the following consequence of Theorem 2.3.
Corollary 2.4. Assume that L fulfills the assumption of Theorem 2.3. Let
Proof. Let j BQ be the indicator function of the closed ball B Q of radius
Since the epigraph of f + j Q is the epigraph of f restricted to B Q × R, theñ L satisfies the assumption of Theorem 2.3. Moreover the minima of I in Lip Q (Ω,ū) are the minima of the functional
(Ω) and the sub/super-solutions for I in W 1,∞ (Ω) are still sub/supersolutions for J in W 1,∞ (Ω). The application of Theorem 2.3 yields the conclusion.
Existence and Lipschitz regularity for minima
We consider the following Assumption (H) on the Lagrangian.
is convex in (z, p) and one of the following conditions holds:
(H2) The function g does not depend on x and either g is strictly convex or the projections onto R n of the faces of the epigraph of f are contained in a vector subspace of dimension less than or equal to n−1.
In what follows we set
The next result gives some conditions under which a minimum of I in a Sobolev space lying between two Lipschitz functions is actually Lipschitz, together with a bound of the Lipschitz constant. The two cases have been obtained in some recent papers by using different methods; more precisely case i) was studied in [TV] , [MT1] and case ii) was established in [MT3] .
Theorem 3.1 (Regularity for constrained minima). Letū ∈ Lip(Ω) and 1 , 2 belong to Lip(Ω,ū) . Assume that one of the following conditions holds:
is convex and either f or g is strictly convex. Let w be a minimum for
The main results of the paper are based on the following consequence of Theorem 3.1.
Theorem 3.2 (A Lipschitz constant for constrained minima). Assume that
L sat- isfies Assumption (H1) or that L(x, z, p) = f (p) + g(z) is convex. Let Q > 0,ū in Lip Q (Ω) and 1 , 2 belong to Lip(Ω,
ū). Then there exists a minimum for I in
Proof. Notice first that I has a minimum in K Q since K Q is compact and I is lower semicontinuous in the weak * topology ofū + W 1,∞ 0
(Ω). Moreover, denoting by j BQ the indicator function of the closed ball of radius Q (i.e. j BQ (p) = 0 if |p| ≤ Q, j BQ (p) = +∞ if |p| > Q), the minima of I in K Q are the minima of the functional
is convex: if f or g are strictly convex, the claim follows directly from Theorem 3.1 ii); otherwise for every ε > 0 we consider the functional
+ εz 2 and we let w ε be a minimum of
We may therefore assume that (w ε ) ε>0 converges to a function w in the weak
, then the following inequalities hold:
where C is a constant depending only on Ω, 1 and 2 . By the lower semi-continuity of I we obtain I(w) ≤ lim inf ε→0 I(w ε ) ≤ I(v), proving the claim.
We recall now some definitions given in [MT1] that will be useful in the sequel. Definition 3.3. Let K > 0, 1 ≤ q ≤ +∞ and q = q/(q − 1) be the conjugate of q. We say that u in W 1,q (Ω) is a sub-solution for the weak Euler equation
We say that u in W 1,q (Ω) is a super-solution for the weak Euler equation associated to I in W 1,q (Ω) if the inequality (3.1) holds with the opposite sign for every positive η.
Definition 3.4 (Generalized Bounded Slope Condition). Let K > 0. We say that the pair (I,ū) satisfies the Generalized Bounded Slope Condition (GBSC) K ifū ∈ Lip K (Ω) and for every x 0 in ∂Ω there exist a sub-solution
x0 (x 0 ). In the case where the functions i x0 are affine the above definition turns out to be the Bounded Slope Condition.
Let us denote by dist(x, ∂Ω) the distance from x to ∂Ω. For every t > 0 we set
and we define the functional I Σt by for the existence of barriers for more general integrands are given in Chapter 14 of [GT] .
Definition 3.5 (Barriers
We give some conditions on (I,ū) that will ensure that the minima of I are constrained. on Ω. Therefore if we set
Assumption (A K ) (Barrier conditions on the boundary datum). Let
on Ω. Clearly 1 and 2 are Lipschitz (with Lipschitz constant less than K) and 1 = 2 =ū on ∂Ω, proving the claim under A K i). Assume now that v is an upper barrier for (I,ū) of Lipschitz constant K: let Σ t and Γ t be as in Definition 3.5; we set
. The assumption on the sub-differential of g yields, both under (H1) and (H2), the existence of a positive function β(x) satisfying β(x) ∈ ∂ z g(x, s) a.e. More precisely under (H1) we set β(x) = g z (x, s) whereas under (H2) we set β(x) = β. It follows that the constant function equal to s is a super-solution for I in W 1,∞ (Ω). In fact ∂f (∇s) = ∂f (0) and for every k in ∂f (0) we have
Since w ≤ū ≤ s on ∂Ω, Corollary 2.4 yields w ≤ s on Ω. By Remark 2.2 we deduce that w ≤ s on ∂Σ t and thus w ≤ s ≤ v on Γ t . Nowū = v = w on ∂Ω so that w ≤ v on ∂Σ t . Moreover the restriction w |Σt of w to Σ t is a minimum for I Σt in Lip Q (Σ t , w |Σt ) and v is a super-solution for the functional I Σt in W 1,∞ (Σ t ) of Lipschitz constant K ≤ Q: the Comparison Principle applies again yielding w ≤ v on Σ t which, together with w ≤ s on Ω, gives w ≤ 2 on Ω. A similar argument shows that w ≥ 1 on Ω, where 1 is the Lipschitz function defined by
A first consequence of Theorem 3.2 and Theorem 3.7 is the existence of a minimum for I among Lipschitz functions with a suitable prescribed datum. The case where L does not depends on (x, z) andū satisfies the Bounded Slope Condition was established by M. Miranda in [M] .
Theorem 3.8 (Existence of minima in Lip(Ω,ū)). Let L satisfy Assumption (H).
Letū be Lipschitz and assume that the pair (I,ū) fulfills Assumption (A K ) for some K > 0. Then I has a minimum in Lip(Ω,ū), a Lipschitz constant being max{M (g), K}.
We postpone the proof of this result until after the following simple lemma.
Lemma 3.9. Let I be convex, Q > 0 andū ∈ Lip Q (Ω). Assume that w is a minimum for the functional I in Lip Q (Ω,ū) and that ∇w L ∞ (Ω) < Q. Then w is a minimum for I in Lip(Ω,ū).
Proof of Lemma 3.9. Let u ∈ Lip(Ω,ū) and 0 < ε < 1 be such that the Lipschitz constant of w +t(u−w) is less than Q for 0 < t < ε.
)I(w) and thus I(w) ≤ I(u).
Proof of Theorem 3.8. Fix Q > max{M (g), K}; by Theorem 3.7 there exist 1 and 2 in Lip K (Ω) such that 1 ≤ w ≤ 2 a.e. on Ω for every minimum w of I in Lip Q (Ω,ū). Therefore, if we set
It follows that the minima for I in K Q are the minima for I in Lip Q (Ω,ū). By Theorem 3.2 there exists a minimum of I in K Q whose Lipschitz constant is bounded by max{M (g), K}. Lemma 3.9 then shows that it is a minimum of I in Lip(Ω,ū).
We are now in the position to formulate the following result stating the existence, uniqueness and Lipschitz regularity of the minimum of I in a Sobolev space, with no growth assumption on the Lagrangian. We will use a result by Clarke generalizing, in a nonsmooth setting, the well-known fact that the Lipschitz minimima satisfy the Euler equation [GT, §11.5] . Proof. By Theorem 3.8 the functional I has a minimum w in Lip(Ω,ū) with Lipschitz constant less than max{M (g), K}. The main Theorem in [Cl] then yields the validity of the Euler equation for w; more precisely there exist two essentially bounded functions k and h satisfying k(x) ∈ ∂f (∇w(x)) and h(x) ∈ ∂ z g(x, w(x)) a.e. on Ω such that
This in particular shows that w is both a sub-solution and a super-solution for Example 3.11. As an application of Theorem 3.10 we obtain existence and Lipschitz regularity for the minima of functionals whose Lagrangian L satisfies Assumption (H) together with the structure conditions stated in Example 3.6 or more generally in [GT, Ch. 14] .
where g is a smooth Lipschitz convex function. We consider the problem (P) of minimizing the functional I(u) = We note that the Lipschitz regularity of the solution is also a consequence of the results stated in [CV] .
Remark 3.13. Theorem 3.10 extends Theorem 5.8 of [MT1] where we established that just the regularity part of the claim under the assumption that L is regular satisfies (H) and (I,ū) fulfills (A K i).
On a barrier condition involving sub/super-minima
In this section we obtain an existence and regularity result similar to Theorem 3.10 in a slightly different setting. More precisely we relax Assumption (A K ) by using the notion of sub/super-minima instead of that of sub/super-solution and we strengthen Assumption (H) by imposing the strict convexity of the functional I. (resp. v ≥ u) a.e. on Ω. Moreover the function u is a minimum for I in X whenever
Remark 4.3. In [MT3] we showed the notion of sub/super-minima generalizes that of sub/super-solution in the sense that every sub-solution (resp. super-solution) to the Euler equation associated to I in W 1,q (Ω) is a sub-minimum (resp. superminimum) for I in W 1,q (Ω). The converse is not true since there are integral functionals whose minima are not solutions of the Euler equation [BM] . L(x, z, p) ). L(x, z, p) = f (p) + g(x, z) is convex in (z, p) and one of the following conditions holds:
Assumption (H ) (Structure conditions on
(H1) As stated in Assumption (H).
(H 2) The function g does not depend on x and either g or f is strictly convex.
Assumption (A K ).
Let K > 0 andū ∈ Lip(Ω). We say that the pair (I,ū) satisfies Assumption (A K ) if it fulfills Assumption (A K ) where by (GBSC) K or barriers we mean the conditions stated in Definition 3.4 and Definition 3.5 in which the words sub-solutions (resp. super-solutions) are replaced by sub-minima (resp. super-minima).
Remark 4.4. It is clear that Assumption (H ) implies (H) and (A K ) implies (A K ).
We need here a Comparison Principle that does not involve the Euler equation at all; we give here a version of Theorem 4.1 in [MT3] whose hypotheses are fulfilled under Assumption (H ). If we follow the steps of section 3 using Theorem 4.5 for X = Lip Q (Ω,ū) instead of Corollary 2.4 and for X = W 1,q (Ω) instead of Theorem 2.3 we obtain the following result. 
