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FINITE GENERATION AND HOLOMORPHIC ANOMALY EQUATION FOR
EQUIVARIANT GROMOV-WITTEN INVARIANTS OF KP1×P1
XIN WANG
Abstract. In this paper, we prove finite generation property and holomorphic anomaly equa-
tion for the equivariant Gromov-Witten theory of KP1×P1 .
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1. Introduction
In the past years, many works has been done about the finite generation and holomorphic
anomaly equation for (non-)compact Calabi-Yau 3-fold and also twisted theory of Calabi-
Yau type (c.f. [3], [5], [8], [9], [10], [11], [15]). Most of the examples studied are about the
models of one Ka¨hler parameter. In this paper, we study a simple example of non-compact
Calabi-Yau threefold with two Ka¨hler parameter KP1×P1 . We remark that this example has
been studied in [5], [9] and [10] from different perspectives.
Let Mg(P1 × P1, (d1, d2)) be the moduli space of stable maps to P1 × P1 with genus-g,
degree (d1, d2). Consider the standard linear torus (C∗)4 action on P1 × P1 with weights
λ0, λ1, µ0, µ1. There is a natual lift of the torus action on the moduli space of stable maps
1
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2 XIN WANG
Mg(P1 × P1, (d1, d2)). The genus-g, generating function of equivariant Gromov-Witten in-
variants of KP1×P1 at point τ ∈ H∗(P1 × P1;Q) is defined by
Fg(τ, q1, q2) =
∑
d1,d2≥0
∑
n≥0
q1d1q2d2
1
n!
∫
[Mg,n(P1×P1,(d1,d2))]vir(C∗)4
 n∏
i=1
ev∗i τ
 · e(C∗)4 (R1pi∗ f ∗O(−2,−2))
where
[
Mg,n(P1 × P1, (d1, d2))
]vir
(C∗)4
is the equivariant virtual fundamental class (c.f. [12]) and
R1pi∗ f ∗O(−2,−2) is the associated obstruction bundle of Gromov-Witten invariants of KP1×P1 .
For simplicity, in the below, we always choose the specialization of the equivariant parame-
ters λ0 = −λ1 = λ, µ0 = −µ1 = µ. So formally, the genus g generating function Fg satisfies
Fg(τ, q1, q2) ∈ Q[[λ, µ]][[q1, q2]].
To state the finite generation property and holomorphic anomaly equation precisely, firstly,
we consider
{(
Mαβ(q1, q2), Lαβ(q1, q2)
)
: α, β ∈ {0, 1}
}
which are solutions of the equations M2 − λ2 = q1(2(M + L))2L2 − µ2 = q2(2(M + L))2.
Using these solutions, it is easy to define a Q vector space
Gm,n =
{S
T
: S ∈ Pn,T ∈ Qm
}
where
Pn =
{
homogeneous polynomials of{Lαβ,Mαβ, λ, µ : α, β ∈ {0, 1}} with degree n
}
,
Qm =
{
monomials of {λ2Lαβ + µ2Mαβ : α, β ∈ {0, 1}} with degree m
}
.
Then we define a finite generated ring
G :=
⊕
k≥0
Gk,3k.
Secondly, we consider the I function of the equivariant Gromov-Witten invariants of KP1×P1
I(q1, q2, z) = z
∞∑
d1,d2=0
q1d1q2d2
∏2d1+2d2−1
k=0 (−2H1 − 2H2 − kz)∏d1
k1=1
((H1 + k1z)2 − λ2) ∏d2k2=1((H2 + k2z)2 − µ2) = z
(
I0 +
I1
z
+
I2
z2
+ ...
)
with I0 = 1, I1 = (2H1 + 2H2)
∑∞
d1,d2=0,(d1,d2),0 q1
d1q2d2
(2d1+2d2−1)!
(d1!)2(d2!)2
. The mirror point is defined
as τ(q1, q2) := I1I0 . From the I function, we define a generator
X(q1, q2) :=
(
q1
d
dq1
+ q2
d
dq2
)
ln
(
1 + I211(q1, q2) + I
2
11(q2, q1)
)
.
where I211(q1, q2) = q1
d
dq1
∑∞
d1,d2=0,(d1,d2),0 q1
d1q2d2
(2d1+2d2−1)!
(d1!)2(d2!)2
. Thirdly, we should define another
four auxiliary generators
P1(q1, q2), P2(q1, q2), P3(q1, q2), P4(q1, q2)
whose explicit formula are given in Section 4.
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Motivated by mirror symmetry, closed formulas and nice properties of Fg are expected to
obtain at the mirror point τ = τ(q1, q2). Our main theorem is
Theorem 1.1. For g ≥ 2, the genus-g generating function Fg of equivariant Gromov-Witten
invariants of KP1×P1 satisfies
• Fg lies in a finitely generated ring
Fg(τ(q1, q2)) ∈ G [P1, P2, P3, P4, X]
Moreover, the degree of X in the polynomial expression of Fg is at most 3g − 3.• Holomorphic anomaly equation
d
dX
Fg(τ(q1, q2))
= − 1
2
(
I˜22(q1, q2) + I˜22(q2, q1)
)  ∑
g1+g2=g
〈〈H1 + H2〉〉g1,1〈〈H1 + H2〉〉g2,1 + 〈〈H1 + H2,H1 + H2〉〉g−1,2

where the definition of I˜22(q1, q2) can be found in Lemma 3.1.
Remark 1.2. Our computations can also be applied to many other examples of two Ka¨hler
parameters, such as twisted Gromov-Witten theory over the product of projective spaces,
local Hirzebruch surfaces and so on. We will deal with these examples in the future.
This paper is organised as follows: In section 2 and section 3, we focus on the genus-0
twisted equivariant Gromov-Witten theory of KP1×P1 and the computation of Givental R ma-
trix. In section 4 and section 5 , we prove the finite generation property and holomorphic
anomaly equation for Gromov-Witten theory of KP1×P1 . In section 6, we discuss the oscilla-
tory integral and Feymann diagram representation of Givental R matrix.
Acknowledgements. The authors would like to special thank professor Shuai Guo and Fe-
lix Janda for numerous discussing Givental theory and Calabi-Yau geometry. The author is
partially supported by NSFC grant 11601279.
2. Genus-0 equivariant Gromov-Witten theory of KP1×P1
2.1. (C∗)4 equi-variant theory of P1×P1 twisted by O(−2,−2). First we consider the (C∗)4
acts on P1 × P1 by
(t0, t1, s0, s1) · ([x0, x1], [y0, y1]) := ([t−10 x0, t1−1x1], [s0−1y0, s1−1y1])
then the equivariant cohomlogy ring is
H∗(C∗)4(P
1 × P1,Q) = Q[λ0, λ1][H1]〈(H1 − λ0)(H1 − λ1)〉 ⊗Q
Q[µ0, µ1][H2]
〈(H2 − µ0)(H2 − µ1)〉
where λi, µ j are the corresponding equivariant parameter of the torus action, H1 and H2 are
the hyperplane classes from the first and second copy of P1. This torus action can be natually
lifted to the canonical bundle KP1×P1 = O(−2,−2). Then we consider the twisted paring on
H∗(C∗)4(P
1 × P1;Q)
〈v1, v2〉tw =
∫
P1×P1
v1v2
1
−2H1 − 2H2
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For simplicity, from now on, we take the specialization of the equivariant parameters λ0 =
−λ1 = λ, µ0 = −µ1 = µ, then under the natural basis {1,H1,H2,H1 ·H2}, the paring matrix is
η =
1
2
1
λ2 − µ2

0 1 −1 0
1 0 0 −λ2
−1 0 0 µ2
0 −λ2 µ2 0
(1)
For generic equivariant parameters λ and µ, the algebra H∗(C∗)4(P
1 × P1;Q) is semisimple. It
has a canonical basis
eαβ =
1
4
(
1 +
H1
(−1)αλ +
H2
(−1)βµ +
H1H2
(−1)α+βλµ
)
which is the idempotent of the semisimple algebra.∑
α,β
eαβ = 1, eαβ · eγθ = δγθαβeαβ.
It is easy to show
H1 · eαβ = (−1)αλeαβ, H2 · eαβ = (−1)βµeαβ.
2.2. Twisted I fucntion. In this section, we consider a geometric family of elements of
the Lagrangian cone, which is called I function. Using quantum Riemann-Roch theorem
(c.f. [1] and [2]), we can obtain the I function of the twisted theory of O(−2,−2) over P1×P1
as follows.
I(q1, q2, z) = z
∞∑
d1,d2=0
q1d1q2d2
∏2d1+2d2−1
k=0 (−2H1 − 2H2 − kz)∏d1
k1=1
((H1 + k1z)2 − λ2) ∏d2k2=1((H2 + k2z)2 − µ2) = z
(
I0 +
I1
z
+
I2
z2
+ ...
)
with I0 = 1, I1 = (2H1 + 2H2)
∑∞
d1,d2=0,(d1,d2),0 q1
d1q2d2
(2d1+2d2−1)!
(d1!)2(d2!)2
. A very important property
of the I function is: it is solutions of the Picard-Fuchs equations
(
DH1
2 − λ2 − q1 (2DH1 + 2DH2) (2DH1 + 2DH2 + z)) I = 0(
DH2
2 − µ2 − q2 (2DH1 + 2DH2) (2DH1 + 2DH2 + z)) I = 0(2)
where DHi = Hi + zqi
d
dqi
for i = 1, 2.
2.3. Quantum differential equation. The quantum differential equation is of the form
dS (t, q1, q2) = dt ∗t S (t, q1, q2). At the mirror point t = τ(q1, q2), the quantum differential
equation becomes:

DH1 (S (τ(q1, q2), q1, q2, z)
∗(1,H1,H2,H1H2)) = S (τ(q1, q2), q1, q2, z)∗
(
(H1 + q1
dτ(q1, q2)
dq1
) ∗τ(q1 ,q2) (1,H1,H2,H1H2)
)
DH2 (S (τ(q1, q2), q1, q2, z)
∗(1,H1,H2,H1H2)) = S (τ(q1, q2), q1, q2, z)∗
(
(H2 + q2
dτ(q1, q2)
dq2
) ∗τ(q1 ,q2) (1,H1,H2,H1H2)
)
(3)
Assume
(H1 + q1
dτ(q1, q2)
dq1
) ∗τ(q1,q2) (1,H1,H2,H1H2) = (1,H1,H2,H1H2)A1
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and
(H2 + q2
dτ(q1, q2)
dq2
) ∗τ(q1,q2) (1,H1,H2,H1H2) = (1,H1,H2,H1H2)A2.
Via Birkhoff factorization (c.f. [2]), we obtain
Lemma 2.1. The quantum differential matrix
A1 =

0 λ2I1;λ
2
22a (q1, q2) + µ
2I1;µ
2
22a (q1, q2) λ
2I2;λ
2
22a (q1, q2) + µ
2I2;µ
2
22a (q1, q2) 0
1 + I211(q1, q2) 0 0 λ
2I1;λ
2
33a (q1, q2) + µ
2I1;µ
2
33a (q1, q2)
I211(q1, q2) 0 0 λ
2I2;λ
2
33a (q1, q2) + µ
2I2;µ
2
33a (q1, q2)
0 I122(q1, q2) I
2
22(q1, q2) 0

and
A2 =

0 λ2I2;µ
2
22a (q2, q1) + µ
2I2;λ
2
22a (q2, q1) λ
2I1;µ
2
22a (q2, q1) + µ
2I1;λ
2
22a (q2, q1) 0
I211(q2, q1) 0 0 λ
2I2;µ
2
33a (q2, q1) + µ
2I2;λ
2
33a (q2, q1)
1 + I211(q2, q1) 0 0 λ
2I1;µ
2
33a (q2, q1) + µ
2I1;λ
2
33a (q2, q1)
0 I222(q2, q1) I
1
22(q2, q1) 0

Proof. First, we notice that for every k ≥ 0,
Ik = Ik(q1, q2,H1,H2, λ2, µ2)
is a homogenous polynomial of H1,H2, λ, µ with degree k and the coefficients are hyper-
geometric series of q1 and q2.
It is well known that the differential operators −zq1 ddq1 + H1 and −zq2 ddq2 + H2 preserves
the tangent space of the Lagrangian cone TJ(τ(q1,q2),−z)L.
(zq1
d
dq1
+ H1)S (τ(q1, q2), q1, q2, z)∗1 = (zq1
d
dq1
+ H1)
(
I0 +
I1
z
+
I2
z2
+
I3
z3
+ ...
)
=I111(q1, q2)S
∗H1 + I211(q1, q2)S
∗H2(4)
where
I111(q1, q2) = I
2
11(q1, q2) + 1 = 1 + q1
d
dq1
I1.
Similarly,
(zq2
d
dq2
+ H2)S (τ(q1, q2), q1, q2, z)∗1 = (zq2
d
dq2
+ H2)
(
I0 +
I1
z
+
I2
z2
+
I3
z3
+ ...
)
=I211(q2, q1)S
∗H1 + I111(q2, q1)S
∗H2.(5)
From equations (4) and (5), we can get the expression of S ∗H1 and S ∗H2. then
[z−k]S ∗H1, [z−k]S ∗H2
are both homogenous polynomials of H1,H2, λ, µ with degree k + 1 and the coefficients are
hyper-geometric series of q1 and q2. So we have the following
(zq1
d
dq1
+ H1)S (τ(q1, q2), q1, q2, z)∗H1 =
(
λ2I1;λ
2
22a (q1, q2) + µ
2I1;µ
2
22a (q1, q2)
)
S ∗1 + I122(q1, q2)S
∗(H1H2)
(zq2
d
dq2
+ H2)S (τ(q1, q2), q1, q2, z)∗H2 =
(
µ2I1;λ
2
22a (q2, q1) + λ
2I1;µ
2
22a (q2, q1)
)
S ∗1 + I122(q2, q1)S
∗(H1H2)
From equations (4) and (5), we can get the expression of S ∗H1H2, then
[z−k]S ∗(H1H2)
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is a homogeneous polynomials of H1,H2, λ, µ with degree k + 2 and the coefficients are
hyper-geometric series of q1 and q2. Then taking derivatives, we get
(zq1
d
dq1
+ H1)S (τ(q1, q2), q1, q2, z)∗H1H2 =
(
λ2I1;λ
2
33a (q1, q2) + µ
2I1;µ
2
33a (q1, q2)
)
S ∗H1 +
(
λ2I2;λ
2
33a (q1, q2) + µ
2I2;µ
2
33a (q1, q2)
)
S ∗H2
(zq2
d
dq2
+ H2)S (τ(q1, q2), q1, q2, z)∗H1H2 =
(
λ2I2;µ
2
33a (q2, q1) + µ
2I2;µ
2
33a (q2, q1)
)
S ∗H1 +
(
λ2I1;µ
2
33a (q2, q1) + µ
2I2;λ
2
33a (q2, q1)
)
S ∗H2

2.4. Relations among the entries of matrixes A1 and A2. From the compatibility of the
quantum product and inner product, we get the following linear relations among the entries
of A1 and A2.
Lemma 2.2.
(i) I1;µ
2
22a (q1, q2) + I
2;µ2
22a (q1, q2) = I
1
22(q1, q2)
(ii) I1;λ
2
22a (q1, q2) + I
2;λ2
22a (q1, q2) = I
2
22(q1, q2)
(iii) I1;λ
2
33a (q1, q2) − I2;λ
2
33a (q1, q2) = −
(
1 + I211(q1, q2)
)
(iv) I1;µ
2
33a (q1, q2) − I2;µ
2
33a (q1, q2) = I
2
11(q1, q2)
Proof. For any v,w ∈ H∗(P1 × P1;Q),
〈q1 ddq1τ(q1, q2) ∗τ(q1,q2) v,w〉 = 〈v, q1
d
dq1
τ(q1, q2) ∗τ(q1,q2) w〉
this is equivalent to η·A1 is a symmetric matrix, then direct computation gives the Lemma 2.2.

By the definitions of canonical basis
{
eαβ : α, β ∈ {0, 1}
}
and canonical coordinates
{
uαβ : α, β ∈ {0, 1}
}
,
(H1 + q1
dτ(q1, q2)
dq1
) ∗τ(q1,q2) eαβ(q1, q2) =
(
h
(1)
αβ + q1
duαβ
dq1
)
eαβ(q1, q2)
(H2 + q2
dτ(q1, q2)
dq2
) ∗τ(q1,q2) eαβ(q1, q2) =
(
h
(2)
αβ + q2
duαβ
dq2
)
eαβ(q1, q2)
where h(1)αβ = (−1)αλ, h(2)αβ = (−1)βµ. Now two define functions
Mαβ := h
(1)
αβ + q1
duαβ
dq1
, Lαβ = h
(2)
αβ + q2
duαβ
dq2
then {Mαβ}, {Lαβ} are eigenvalues of the quantum matrix A1 and A2 respectively. Since the
matrices A1 and A2 can be diagonalized simultaneously, we get
A1A2 = A2A1(6)
The commutation relation (6) gives
Lemma 2.3.
I2;λ
2
33a (q1, q2) =
1
I122(q1, q2)I
1
22(q2, q1) − I222(q1, q2)I222(q2, q1)
(( (
2I211(q2, q1) + 1
)
I122(q1, q2) +
(
I122(q2, q1) − I222(q2, q1) − I1;µ
2
22a (q2, q1)
)
I211(q1, q2)
− I211(q2, q1)I1;λ
2
22a (q1, q2) + I
1
22(q2, q1) − I222(q2, q1) − I1;µ
2
22a (q2, q1)
)
I222(q1, q2)
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−
(
I211(q1, q2)I
1;µ2
22a (q2, q1) + I
1;λ2
22a (q1, q2)
(
1 + I211(q2, q1)
))
I122(q1, q2)
)
I2;µ
2
33a (q1, q2) =
1
I122(q1, q2)I
1
22(q2, q1) − I222(q1, q2)I222(q2, q1)
(
(1 + I211(q2, q1))I
1
22(q1, q2)
2 −
(
(I211(q2, q1) + 1)I
2
22(q1, q2) + I
2
11(q1, q2)I
1;λ2
22a (q2, q1)
+ I211(q2, q1)I
1;µ2
22a (q1, q2) + I
1;µ2
22a (q1, q2)
)
I122(q1, q2) + I
2
22(q1, q2)
(
− I211(q2, q1)I1;µ
2
22a (q1, q2)
−
(
I211(q1, q2) + 1
)
I1;λ
2
22a (q2, q1) + I
2
22(q2, q1)
(
2I211(q1, q2) + 1
) ))
Proof. Let C = A1A2 − A2A1, then solving the equation
[µ2]C2,2 = [µ2]C3,3 = 0
we can obtain the above two identities in Lemma 2.3. 
Together with Lemma 2.2, all the entries {I•;•33a} can be written as rational functions in
terms of other entries of A1 and A2. For other entries of the matrices A1 and A2, we have
many relations given in the following lemma.
Lemma 2.4.
(i)
(
1 + I211(q1, q2)
)
I122(q1, q2) + I
2
11(q1.q2)I
2
22(q1, q2)
= 4q1
(
I122(q1, q2) + I
2
22(q2, q1) + I
1
22(q2, q1) + I
2
22(q1, q2)
) (
1 + I211(q1, q2) + I
2
11(q2, q1)
)
(ii)
d
dq1
I211(q1, q2) =
d
dq2
I211(q2, q1)
(iii) 4q1
d
dq1
I211(q2, q1) + 4q2
d
dq2
I211(q1, q2) + 2I
2
11(q1, q2) + 2I
2
11(q2, q1) + 2 = (1 − 4q1 − 4q2)
d
dq2
I211(q2, q1)
(iv) I1;λ
2
22a (q1, q2) = 1 − I211(q1, q2)I222(q1, q2) + 4q1
(
1 + I211(q1, q2) + I
2
11(q2, q1)
) (
I122(q2, q1) + I
2
22(q1, q2)
)
(v) I1;µ
2
22a (q1, q2) = −I211(q1, q2)I122(q1, q2) + 4q1
(
I122(q1, q2) + I
2
22(q2, q1)
) (
1 + I211(q2, q1) + I
2
11(q1, q2)
)
(vi) I222(q1, q2) = −
1
(1 + I211(q1, q2) + I
2
11(q2, q1))(4q1 − 4q2 − 1)
+
−4q1 + 4q2 − 1
4q1 − 4q2 − 1 I
1
22(q2, q1)
Proof. First we write the first Picard-Fuchs equation in (2) as matrix form
0 =
(
DH1
2 − λ2 − q1 (2DH1 + 2DH2) (2DH1 + 2DH2 + z)) S (τ(q1, q2), q1, q2)∗1
=S (τ(q1, q2), q1, q2)∗(1,H1,H2,H1H2) · B
where B is a 4 × 1 column matrix:
B =
(
A1 + zq1
d
dq1
) 
0
1 + I211(q1, q2)
I211(q1, q2)
0
 − λ2

1
0
0
0

− 2q1
(
2(A1 + A2) + z + 2
(
q1
d
dq1
+ q2
d
dq2
)) 
0
1 + I211(q1, q2) + I
2
11(q2, q1)
1 + I211(q1, q2) + I
2
11(q2, q1)
0
 .
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Then the first equation (i) just follows from the equation B4,1 = 0. The equations (ii) and
(iii) follow from B2,1 = 0 and B3,1 = 0. Together with the relations (i) and (ii) in Lemma 2.2,
the two equations [λ2]B1,1 = 0 and [µ2]B1,1 = 0 imply the equations (iv), (v) in Lemma 2.4.
To prove (vi), we need the equation below, which are derived from [λ2]C1,1 = 0
−I122(q2, q1)I211(q1, q2)+I222(q1, q2)I211(q2, q1)−I122(q2, q1)+I222(q1, q2) = I1;λ
2
22a (q1, q2)−I1;µ
2
22a (q2, q1).
Then combing with equations (iv) and (v) in Lemma 2.4, we can obtain (vi).

3. R matrix computations
3.1. QDE for R matrix. Following from the quantum differential equations (3) and the
relation between S and R matrix (c.f. [7]), we get the quantum differential equations satisfied
by the vector (R1|α¯β,RH1 |α¯β,RH2 |α¯β,RH1H2 |α¯β).

(
zq1
d
dq1
+ Mαβ(q1, q2)
)
(R1|α¯β,RH1 |α¯β,RH2 |α¯β,RH1H2 |α¯β) = (R1|α¯β,RH1 |α¯β,RH2 |α¯β,RH1H2 |α¯β)A1(
zq2
d
dq2
+ Lαβ(q1, q2)
)
(R1|α¯β,RH1 |α¯β,RH2 |α¯β,RH1H2 |α¯β) = (R1|α¯β,RH1 |α¯β,RH2 |α¯β,RH1H2 |α¯β)A2
(7)
Direct consequences of the quantum differential equations for the R matrix are the following
recursion relations of the R matrix.
Lemma 3.1. The R matrix satisfies the following recursion
(i) R(z)H1
αβ =
(1 + I211(q2, q1))Mαβ − I211(q1, q2)Lαβ
1 + I¯211(q1, q2)
R(z)1αβ
+ z
1
1 + I¯211(q1, q2)
(
(1 + I211(q2, q1))q1
d
dq1
R(z)1αβ − I211(q1, q2)q2
d
dq2
R(z)1αβ
+ (1 + I211(q2, q1))
q1 ddq1 ‖eαβ‖
‖eαβ‖ R(z)1
αβ − I211(q1, q2)
q2 ddq2 ‖eαβ‖
‖eαβ‖ R(z)1
αβ
)
(ii) R(z)H2
αβ =
(1 + I211(q1, q2))Lαβ − I211(q2, q1)Mαβ
1 + I¯211(q1, q2)
R(z)1αβ
+ z
1
1 + I¯211(q1, q2)
(
(1 + I211(q1, q2))q2
d
dq2
R(z)1αβ − I211(q2, q1)q1
d
dq1
R(z)1αβ
+ (1 + I211(q1, q2))
q2 ddq2 ‖eαβ‖
‖eαβ‖ R(z)1
αβ − I211(q2, q1)
q1 ddq1 ‖eαβ‖
‖eαβ‖ R(z)1
αβ
)
(iii) R(z)H1H2
αβ =z
1
I˜22(q1, q2) + I˜22(q2, q1)
q2 ddq2 ‖eαβ‖‖eαβ‖ + q1
d
dq1
‖eαβ‖
‖eαβ‖
 (R(z)H1αβ + R(z)H2αβ)
− z 1
I˜22(q1, q2) + I˜22(q2, q1)
· X(q1, q2) ·
(
R(z)H1
αβ + R(z)H2
αβ
)
+ z
1
(1 + I¯211)(I˜22(q1, q2) + I˜22(q2, q1))
(
q1
d
dq1
+ q2
d
dq2
) (
(Lαβ + Mαβ)R(z)1αβ
)
+ z2
1
(1 + I¯211)(I˜22(q1, q2) + I˜22(q2, q1))
(
q1
d
dq1
+ q2
d
dq2
) (
q2
d
dq2
R(z)1αβ + q1
d
dq1
R(z)1αβ +
q2 ddq2 ‖eαβ‖
‖eαβ‖ R(z)1
αβ +
q1 ddq1 ‖eαβ‖
‖eαβ‖ R(z)1
αβ
)
+
1
I˜22(q1, q2) + I˜22(q2, q1)
(
Lαβ + Mαβ
) (
R(z)H1
αβ + R(z)H2
αβ
)
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−
(
µ2
I˜22(q1, q2)
I˜22(q1, q2) + I˜22(q2, q1)
+ λ2
I˜22(q2, q1)
I˜22(q1, q2) + I˜22(q2, q1)
)
R(z)1αβ
where we define
X(q1, q2) =
(
q1
d
dq1
+ q2
d
dq2
)
ln
(
1 + I211(q1, q2) + I
2
11(q2, q1)
)
,
I¯211(q1, q2) = I
2
11(q1, q2) + I
2
11(q2, q1), I˜22(q1, q2) = I
1
22(q1, q2) + I
2
22(q2, q1).
Proof. The first column of quantum differential equations (7) give the recursion relations
(1 + I211(q1, q2))R(z)H1 |α¯β + I
2
11(q1, q2)RH2 |α¯β =
(
zq1
d
dq1
+ Mαβ
)
R(z)1|α¯β
and
(1 + I211(q2, q1))R(z)H2 |α¯β + I
2
11(q2, q1)RH1 |α¯β =
(
zq2
d
dq2
+ Lαβ
)
R(z)1|α¯β
here
R(z)1|α¯β = ‖eαβ‖R(z)1αβ = Ψ1|α¯βR(z)1αβ
with ‖eαβ‖ = Ψ1|α¯β is the norm of the quantum canonical basis. This is equivalent to
(1 + I211(q1, q2))R(z)H1
αβ + I211(q1, q2)RH2
αβ = ‖eαβ‖−1zq1 ddq1
(
‖eαβ‖R(z)1αβ
)
+ MαβR(z)1αβ
and
(1 + I211(q2, q1))R(z)H2
αβ + I211(q2, q1)RH1
αβ = ‖eαβ‖−1zq2 ddq2
(
‖eαβ‖R(z)1αβ
)
+ LαβR(z)1αβ
Solving these two linear equations, we get equations (i) and (ii) in Lemma 3.1.
The second and third columns of quantum differential equations (7) give the recursion
relations(
λ2I1;λ
2
22a (q1, q2)) + µ
2I1;µ
2
22a (q1, q2)
)
R(z)1αβ + I122(q1, q2)RH1H2
αβ = ‖eαβ‖−1zq1 ddq1
(
‖eαβ‖R(z)H1αβ
)
+ MαβR(z)H1
αβ
(
λ2I2;λ
2
22a (q1, q2)) + µ
2I2;µ
2
22a (q1, q2)
)
R(z)1αβ + I222(q1, q2)RH1H2
αβ = ‖eαβ‖−1zq1 ddq1
(
‖eαβ‖R(z)H2αβ
)
+ MαβR(z)H2
αβ
and(
µ2I2;λ
2
22a (q2, q1)) + λ
2I2;µ
2
22a (q2, q1)
)
R(z)1αβ + I222(q2, q1)RH1H2
αβ = ‖eαβ‖−1zq2 ddq2
(
‖eαβ‖R(z)H1αβ
)
+ LαβR(z)H1
αβ
(
µ2I1;λ
2
22a (q2, q1)) + λ
2I1;µ
2
22a (q2, q1)
)
R(z)1αβ + I122(q2, q1)RH1H2
αβ = ‖eαβ‖−1zq2 ddq2
(
‖eαβ‖R(z)H2αβ
)
+ LαβR(z)H2
αβ
Sum the above 4 equations, we get equation (iii) in Lemma 3.1. 
Then following from Lemma 3.1 combining with the Proposition 6.5, we get the corollary
Corollary 3.2. For the R matrix of the (λ, µ)− equivariant Gromov-Witten theory of KP1×P1 ,
(Rk)1αβ ∈G3k,8k,
(Rk)H1
αβ ∈G3k,8k+1 ⊗Q Q
1 + I211(q2, q1)1 + I¯211(q1, q2) ,
I211(q1, q2)
1 + I¯211(q1, q2)
 ,
(Rk)H2
αβ ∈G3k,8k+1 ⊗Q Q
1 + I211(q1, q2)1 + I¯211(q1, q2) ,
I211(q2, q1)
1 + I¯211(q1, q2)
 ,
10 XIN WANG
(Rk)H1H2
αβ ∈G3k,8k+2 ⊗Q Q
{
X(q1, q2)
(1 + I¯211(q1, q2))(I˜22(q1, q2) + I˜22(q2, q1))
,
I˜22(q1, q2)
I˜22(q1, q2) + I˜22(q2, q1)
,
1
(1 + I¯211(q1, q2))(I˜22(q1, q2) + I˜22(q2, q1))
,
I˜22(q2, q1)
I˜22(q1, q2) + I˜22(q2, q1)
}
.
Moreover,
(Rk)H1
αβ + (Rk)H2
αβ ∈G3k,8k+1 ⊗Q Q
{
1
1 + I¯211(q1, q2)
}
,
µ2(Rk)H1
αβ + λ2(Rk)H2
αβ ∈G3k,8k+3 ⊗Q Q
{
1
1 + I¯211(q1, q2)
,
I211(q1, q2)
1 + I¯211(q1, q2)
}
.
Proof. Following from the recursion formula (i), (ii) in the Lemma 3.1, we obtain
R(z)H1
αβ + R(z)H2
αβ =
Lαβ + Mαβ
1 + I211(q1, q2) + I
2
11(q2, q1)
R(z)1αβ
+ z
1
1 + I211(q1, q2) + I
2
11(q2, q1)
(
q2
d
dq2
R(z)1αβ + q1
d
dq1
R(z)1αβ
+
q1 ddq1 ‖eαβ‖‖eαβ‖ + q2
d
dq2
‖eαβ‖
‖eαβ‖
 R(z)1αβ)
and
µ2R(z)H1
αβ + λ2R(z)H2
αβ
=
λ2Lαβ + µ2Mαβ + I211(q1, q2)(λ
2 − µ2)Lαβ + I211(q2, q1)(µ2 − λ2)Mαβ
1 + I211(q1, q2) + I
2
11(q2, q1)
R(z)1αβ
+ z
1
1 + I211(q1, q2) + I
2
11(q2, q1)
(
λ2q2
d
dq2
R(z)1αβ + µ2q1
d
dq1
R(z)1αβ
+ (λ2 − µ2)I211(q1, q2)
q2 ddq2 ‖eαβ‖‖eαβ‖ + q2 ddq2
 R(z)1αβ
+ (µ2 − λ2)I211(q2, q1)
q1 ddq1 ‖eαβ‖‖eαβ‖ + q1 ddq1
 R(z)1αβ
+
µ2 q1 ddq1 ‖eαβ‖‖eαβ‖ + λ2 q2
d
dq2
‖eαβ‖
‖eαβ‖
 R(z)1αβ)
By the formula (12), we can compute
q1 ddq1 ‖eαβ‖
‖eαβ‖ ,
q2 ddq2 ‖eαβ‖
‖eαβ‖ ∈ G2,6; q1
d
dq1
Mαβ, q2
d
dq2
Mαβ, q1
d
dq1
Lαβ, q2
d
dq2
Lαβ ∈ G1,4.
Then together with induction on the behavior of Rk, we can get this corollary. 
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4. Finite generation property of Fg
In this section, we prove the theorem of finite generation property for genus g generat-
ing function Fg(τ(q1, q2)). To state the theorem more precisely, we define some auxiliary
generators
P1 =
1
1 + I¯211
, P2 =
I211(q1, q2)
1 + I¯211
,
P3 =
1
I˜22(q1, q2) + I˜22(q2, q1)
, P4 =
I˜22(q1, q2)
I˜22(q1, q2) + I˜22(q2, q1)
.
Theorem 4.1. For g ≥ 2, the genus-g generating function of the equivariant Gromov-Witten
invariants
Fg(τ(q1, q2)) ∈ G [P1, P2, P3, P4, X]
Moreover, the degree of X in the polynomial expression of Fg is at most 3g − 3.
Proof. By Givental-Teleman theorem (c.f. [14]), the genus g generating funciton Fg(τ(q1, q2))
equals to a graph sum formula (c.f. [13])
Fg(τ(q1, q2)) =
∑
Γ∈Gg,0
ContΓFg
where Gg,0 is the set of all genus g, 0 marking stable graphs. Below we will show
ContΓFg ∈ G[P1, P2, P3, P4, X]
and the degree of X in the polynomial of Fg is at most |E(Γ)|.
For general genus-g, 0 marking stable graph Γ, the associated contribution ContΓFg in
Givental-Teleman graph sum formula is
• On each vertex, the contribution is
ωgv,nv(eαβ, ..., eαβ) = ∆αβ
2gv−2
2
• On the kappa tails, the contribution is
z(Ψ1αβ − R(−z)1αβ) = z ·
∑
k≥1
Tk
where Tk is a polynomial of z with degree k.
• On the edges, the contribution is
〈V(z,w), eαβ ⊗ eγδ〉 = V0 + V1 + V2 + ...
where
V(z,w) =
∑
α,β
eαβ ⊗ eαβ − R(z)−1eαβ ⊗ R(w)−1eαβ
z + w
and Vk is a homogeneous polynomial of z,w with degree k.
Then by equation (12) and Corollary 3.2, we have
ωgv,nv(eαβ, ..., eαβ) = (−2)3gv−3
(
λ2Lαβ + µ2Mαβ
)gv−1 ∈ G1,3gv
Tk ∈ G3k,8k
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and
Vk ∈Q[z,w]deg=k ⊗Q G3(k+1),8(k+1)+3⊗Q
Q
{
1
1 + I¯211
,
I211(q1, q2)
1 + I¯211
,
1
(1 + I¯11)2(I˜22(q1, q2) + I˜22(q2, q1))
,
I˜22(q1, q2)
(1 + I¯11)(I˜22(q1, q2) + I˜22(q2, q1))
,
I˜22(q2, q1)
(1 + I¯11)(I˜22(q1, q2) + I˜22(q2, q1))
,
X
(1 + I¯11)2(I˜22(q1, q2) + I˜22(q2, q1))
}
.
Assume V(Γ), E(Γ),T (Γ) are the set of vertices, edges, tails of the stable graph Γ.
ContΓFg =
1
|Aut(Γ)|
∑
k1,...,k|E(Γ)|
∑
l1,...,l|T (Γ)|
ck1,...,k|E(Γ)|;l1,...,l|E(Γ)|
 ∏
v∈V(γ)
ωgv,nv

|E(Γ)|∏
i=1
Vki

|T (Γ)|∏
j=1
Tl j

where the constant ck1,...,k|E(Γ)|;l1,...,l|E(Γ)| comes from the integration of product of corresponding
ψ classes overMg. To make sure ck1,...,k|E(Γ)|;l1,...,l|E(Γ)| is nonzero, we need requirements
|E(Γ)|∑
i=1
ki +
|T (Γ)|∑
j=1
l j = 3g − 3 − |E(Γ)|.(8)
Then the product of these factors inG•,• gives a factor lies inG. In fact, under the requirement
(8), we have
3
 ∑
v∈V(Γ)
1 +
|T (Γ)|∑
j=1
3l j +
|E(Γ)|∑
i=1
3(ki + 1)
 = ∑
v∈V(Γ)
3gv +
|T (Γ)|∑
j=1
8l j +
E(Γ)∑
i=1
(8(ki + 1) + 3) .
The remains gives a product lies in the ring
Q[P1, P2, P3, P4, X]
and the degree of X in the polynomial of Fg is at most |E(Γ)|.
Since for any stable graph Γ of genus g, 0 marking, the number of edges |E(Γ)| is at most
3g-3, we prove this theorem. 
5. Holomorphic anomaly equation
In this section, we prove the holomorphic anomaly equation for the equivariant Gromov-
Witten theory of local P1 × P1.
5.1. Derivatives of the full R matrix. The key point for the proof is the following proposi-
tion
Proposition 5.1. Formally we have the following derivatives of full R and bi-vector V w.r.t.
X
d
dX
(
R(z)1αβ
)
=0,
d
dX
(
R(z)H1
αβ
)
=0,
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d
dX
(
R(z)H2
αβ
)
=0,
d
dX
(
R(z)H1H2
αβ
)
= − z 1
I˜22(q1, q2) + I˜22(q2, q1)
(
R(z)H1
αβ + R(z)H2
αβ
)
,
d
dX
〈V(z,w), eαβ ⊗ eγδ〉 = − 1
I˜22(q1, q2) + I˜22(q2, q1)
〈R(z)−1(H1 + H2), eαβ〉〈R(w)−1(H1 + H2), eγδ〉.
Proof. The first four equations about the derivatives of the R matrix along X just follows
from the Lemma 3.1 and Corollary 3.2.
To see the last equation, we need to express the bivector V(z,w) in terms of R matrix. Via
the paring matrix (1), we get the dual basis of {1,H1,H2,H1H2} is
−2{µ2H1 + λ2H2,H1H2 + µ2,H1H2 + λ2,H1 + H2}.
So the bivector V(z,w) equals to the following
V(z,w) =
−2
z + w
((
1 ⊗ (µ2H1 + λ2H2) + (µ2H1 + λ2H2) ⊗ 1
+ (H1 + H2) ⊗ H1H2 + H1H2 ⊗ (H1 + H2)
)
−
(
R(z)−11 ⊗ R(w)−1(µ2H1 + λ2H2) + R(z)−1(µ2H1 + λ2H2) ⊗ R(w)−11
+ R(z)−1(H1 + H2) ⊗ R(w)−1(H1H2) + R(z)−1(H1H2) ⊗ R(w)−1(H1 + H2)
))
Then the identity of the derivative of V w.r.t. X follows from equations of the derivative of R
w.r.t X. 
5.2. Finite generation property.
Theorem 5.2. The equivariant Gromov-Witten invariants of KP1×P1 satisfies the holomorphic
anomaly equation
d
dX
Fg(τ(q1, q2))
(9)
= − 1
2
(
I˜22(q1, q2) + I˜22(q2, q1)
)  ∑
g1+g2=g
〈〈H1 + H2〉〉g1,1〈〈H1 + H2〉〉g2,1 + 〈〈H1 + H2,H1 + H2〉〉g−1,2
 .
Proof. In the proof of Theorem 4.1, we have proved that, by Givental-Teleman theorem, the
genus g generating funciton Fg(τ(q1, q2)) equals to a graph sum formula
Fg(τ(q1, q2)) =
∑
Γ∈Gg,0
ContΓFg
here
ContΓFg ∈ G[P1, P2, P3, P4, X]
and the degree of X in the polynomial of Fg is at most |E(Γ)|.
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Recall that the associated contribution ContΓFg in Givental-Teleman graph sum formula
is
• On each vertex, the contribution is
ωgv,nv(eαβ, ..., eαβ) = ∆αβ
2gv−2
2
• On the kappa tails, the contribution is
z(Ψ1αβ − R(−z)1αβ)
• On the edges, the contribution is
〈V(z,w), eαβ ⊗ eγδ〉.
As is in the proof of theorem 4.1,
ContΓFg =
1
|Aut(Γ)|
∑
k1,...,k|E(Γ)|
∑
l1,...,l|T (Γ)|
ck1,...,k|E(Γ)|;l1,...,l|E(Γ)|
 ∏
v∈V(γ)
ωgv,nv

|E(Γ)|∏
i=1
Vki

|T (Γ)|∏
j=1
Tl j
 .
Taking derivatives along the generator X, by Lebniz’s rule, we get
∂
∂X
ContΓFg(τ(q1, q2))
= − 1
2
(
I˜22(q1, q2) + I˜22(q2, q1)
)( ∑
Γ′∈GΓg−1,2
ContΓ〈〈H1 + H2,H1 + H2〉〉g−1,2
+
∑
(Γ′′,Γ′′′)∈(Gg1 ,1×Gg2 ,1)Γ
〈〈H1 + H2〉〉g1,1〈〈H1 + H2〉〉g2,1
)
.
where GΓg−1,2 is the set of stable graphs with genus g, 2 markings, which becomes the stable
graph Γ under the gluing map ι1 : Mg−1,2 → Mg. (Gg1,1 × Gg2,1)Γ is the set of two stable
graphs with genus g1, 1 marking and genus g2, 1 marking, which becomes the stable graph Γ
under the gluing map ι2 : Mg1,1 ×Mg2,1 → Mg. Then summing over all stable graph of genus
g, 0 marking, we get the holomorphic anomaly equation (9). 
6. Oscillatory integral and Feymann diagram representation of R matrix
In the last section, we study the associated oscillatory integral of KP1×P1 and give a Fey-
mann diagram representation of the R matrix, which provides a directly combinatorial way
to compute the R matrix.
Recall that the charge matrix of the toric variety KP1×P1 is(
1 1 0 0 −2
0 0 1 1 −2
)
The LG potential is defined by
W =
4∑
i=0
(xi + λi ln xi) : (C∗)5 → C
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In the following, we choose the specialization of equivariant parameter λ0 = −λ1 = λ and
λ2 = −λ3 = µ, λ4 = 0.
The associated oscillatory integral is of the form∫
Γ
exp(
W
z
)
d ln x0...d ln x4
d ln q1d ln q2
where Γ is a subset in as sub-torus in (C∗)5, the sub-torus is given by the equations x0x1x4−2 = q1x2x3x4−2 = q2.
Then the oscillatory integral becomes
1
2
∫
Γ
exp(
W
z
)d ln x0d ln x1d ln x2
where
W |Γ = x0 + x1 + x2 + q2q1
x0x1
x2
+
(
x0x1
q1
) 1
2
+ λ0 ln x0 + λ1 ln x1 + λ2 ln x2 + λ3 ln(
q2
q1
x0x1
x2
).
The critical points of W |Γ is determined by the equation
x0 + λ0 + x3 + λ3 +
1
2
x4 = 0
x1 + λ1 + x3 + λ3 +
1
2
x4 = 0
x2 + λ2 − (x3 + λ3) = 0
x0x1x4−2 = q1
x2x3x4−2 = q2
Now we can assume x2 + λ2 = x3 + λ3 = Lˇ, x0 + λ0 = x1 + λ1 = Mˇ, then x4 = −2(Mˇ + Lˇ),
where (Mˇ, Lˇ) is solutions of the equations Mˇ2 − λ2 = q1(2(Mˇ + Lˇ))2Lˇ2 − µ2 = q2(2(Mˇ + Lˇ))2
Note that for general λ and µ, there are 4 different solutions
{
(Mαβ, Lαβ)|α, β ∈ {0, 1}}.
Definition 6.1. A Feymann diagram with m external vertices is a graph (possibly, with loops
and multiple edges) with m vertices of degree 1 labeled by 1, 2, ...,m and finitely many unla-
beled (internal) vertices of degrees ≥ 3.
Let G≥3,•(l) denotes isomorphism classes of the possibly disconnected Feymann diagram
with l external vertices. For any Feymann diagram Γ ∈ G≥3,•(l), Aut(Γ) denotes number of
automorphisms of Γ leaving the external vertices fixed.
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Proposition 6.2. The first column of R matrix has the following Feymann diagram represen-
tation
R(z)1αβ = 1 +
∑
k≥1
∑
l≥0
(−z)k
∑
∅,Γ∈G≥3,•k (l)
1
|Aut(Γ)|ContΓ
 1−x(αβ)0 ,
1
−x(αβ)1
,
1
−x(αβ)2
(10)
where
G≥3,•k (l) =
{
Γ ∈ G≥3,•(l) : |E(Γ)| − |Vinternal| = k
}
is the subset of G≥3,•(l) whose number of edges minus the number of internal vertices equals
to k. The contribution of each Feymann diagram ContΓ
(
1
−x(αβ)0
, 1−x(αβ)1
, 1−x(αβ)2
)
is given by
• On the j-th external vertex, we place the linear form ξi j−x(αβ)i j , where
ξi j
−x(αβ)i j
is the j-th
factor of degree l monomial in the multi-taylor expansion 11+ ξ0
x(αβ)0
1+ ξ1
x(αβ)1
1+ ξ2
x(αβ)2
 .
• On each m valent internal vertex, we place polylinear form −Wm.
• On the edges, we take the contraction of these forms by Hess(W)−1 along the each
edge.
Proof. Firstly, using saddle point method, we compute the oscillatory integral
1
2
∫
Γ
exp(
W
z
)d ln x0d ln x1d ln x2
(11)
=
1
2
e
uˇαβ
z
∫
Γαβ
exp
1z
 12!
2∑
i, j=0
∂i∂ jW |x(αβ)ξiξ j + 1k!
2∑
i1,...,ik=0
∂i1 ...∂ik W |x(αβ)ξi1 ...ξik

 dξ0dξ1dξ2(ξ0 + x(αβ)0 )(ξ1 + x(αβ)1 )(ξ2 + x(αβ)2 )
=(
√−2piz)3e
uˇαβ
z
12 1x(αβ)0 x(αβ)1 x(αβ)2
1√
Hess(∂2W)

√
Hess(∂2W)√
(2pi)3∫
˜Γαβ
e−
1
2
∑2
i, j=0 ∂i∂ jW({x(αβ)})ξ˜iξ˜ je−
∑
k≥3
∑
I=(i1 ,...,ik )
(−z)
k
2 −1
k! ∂IW({x(αβ)})ξ˜I dξ˜0 ∧ dξ˜1 ∧ dξ˜2
(1 +
√−z ξ˜0
x(αβ)0
)(1 +
√−z ξ˜1
x(αβ)1
)(1 +
√−z ξ˜2
x(αβ)2
)
=(
√−2piz)3e
uˇαβ
z Ψ1;α¯βR(z)1
αβ.
Here the last step just follows from the well known relations between R matrix and asymp-
totic expansions of oscillatory integral of smooth toric variety (c.f. [6]). By the oscillatory
integral (11), the norm of quantum canonical basis:
∆αβ
− 12 = Ψ1; ¯(α,β) =
1
2
1
x(αβ)0 x
(αβ)
1 x
(αβ)
2
1√
det
(
Hess(∂2W)
) = 12 1√−2Lαβλ2 − 2Mαβµ2 = ‖eαβ‖.
(12)
Then by Wick’s theorem (c.f. [4]), , we have the following Feymann diagram expansion
R(z)1αβ
=
√
Hess(∂2W)√
(2pi)3
∑
n0,n1,n2≥0
(
√−z)n0+n1+n2
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R3
 ξ˜0−x(αβ)0
n0
 ξ˜1−x(αβ)1
n1
 ξ˜2−x(αβ)2
n2 e− 12 ∑2i, j=0 ∂i∂ jW({x(αβ)})ξ˜iξ˜ je−∑k≥3 ∑I=(i1 ,...,ik ) (−z) k2 −1k! ∂IW({x(αβ)})ξ˜I dξ˜0 ∧ dξ˜1 ∧ dξ˜2
=1 +
∑
k≥1
∑
l≥0
(−z)g
∑
∅,Γ∈G≥3,•k (l)
1
|Aut(Γ)|ContΓ
 1−x(αβ)0 ,
1
−x(αβ)1
,
1
−x(αβ)2
 .
Here the contribution ContΓ
(
1
−x(αβ)0
, 1−x(αβ)1
, 1−x(αβ)2
)
is exactly as stated in Proposition 6.2. 
Remark 6.3. For the other columns of R matrix, we can use quantum differential equation
to get their Feymann diagram representations like equation (10).
As an example, we can compute the first column of R1 matrix directly.
Example 6.4. In the expression of (R1)1αβ, there are 5 Feymann diagrams as follows:
Direct computations show for any α, β ∈ {0, 1}
(R1)1αβ(q1, q2, λ, µ)
=
1
48(Lαβλ2 + Mαβµ2)3
(
9(Lαβλ2 + Mαβµ2)
(
1
3
λ4Lαβ +
1
3
Mαβµ4 + L2αβMαβλ
2 + LαβM2αβµ
2 − 2Lαβλ2µ2 − 2Mαβλ2µ2
)
− 5λ2µ2(λ2 − µ2)2
)
.
In general, we have the following proposition
Proposition 6.5. For k ≥ 1, we have
(Rk)1α,β(q1, q2, λ, µ) ∈ 1(λ2Lαβ + µ2Mαβ)3k · Q
[
Mαβ, Lαβ, λ, µ
]
deg=8k
moreover, for each Feymann diagram Γ ∈ G≥3k,l , we have the contribution of Γ in equation (10),
ContΓ
 1−x(αβ)0 ,
1
−x(αβ)1
,
1
−x(αβ)2
 ∈ 1(λ2Lαβ + µ2Mαβ)3k · Q [Mαβ, Lαβ, λ, µ]deg=8k
Proof. For any Feymann diagram Γ ∈ G≥3k,l , direct computations show that for any i, j ∈{0, 1, 2},
1
xi · x j · Hess(W)
−1
i j|x(αβ) ∈
Q[λ, µ, x(αβ)3 , x
(αβ)
4 ]hom . deg=2
λ2Lαβ + µ2Mαβ
.
By induction, we can obtain that for any i1, ..., im ∈ {0, 1, 2}, m ≥ 3
xi1 ...xim∂i1 ...∂ikW |x(αβ) ∈ Q{λ, µ, x(αβ)3 , x(αβ)4 }.
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So formally in the contribution ContΓ
(
− 1
x(αβ)0
,− 1
x(αβ)1
,− 1
x(αβ)2
)
, the power of 1
λ2Lαβ+µ2 Mαβ
is the
number of edges |E(Γ)|. The remains contribute a homogenous polynomial of λ, µ,Mαβ, Lαβ
with degree 2 · |E(Γ)|+ |Vintermal| = 3 · |E(Γ)| − k. Moreover, for Γ ∈ G≥3k,l , the number of edges|E(Γ)| is at most 3k. 
Remark 6.6. From the expression of R1αβ, we see under the specialization of equivariant
parameter λ = 0 or µ = 0, the expression becomes much simpler. Actually, it is not hard to
prove for any k ≥ 1
(Rk)1α,β(q1, q2, λ, µ)|µ=0 ∈ 1(λ2Lαβ)k · Q
[
Mαβ, Lαβ, λ2
]
deg=2k
.
Under this specialization of equivariant parameter µ = 0, we can prove the contribution
of each stable graph in theorem 4.1 is independent of λ. Thus the total sum of the non-
equivariant limit of each stable graph contribution equals to the Gromov-Witten potential
of local P1 × P1. The drawbacks here is in general ContΓ ∈ Q(q1, √q2) not Q(q1, q2).
Moreover(Rk)1α,β(q1, q2, λ, µ)|µ=0 is not defined along q2 = 0 since the appearance of the
pole in the denominator.
Remark 6.7. Another interesting specialization of equivariant parameter is λ = µ or λ =
−µ, and in this case, the R matrix becomes very simple. But (Rk)1α,β|µ=λ is not defined for
α , β, since now Lαβ|µ=λ + Mαβ|µ=λ = 0 giving pole on the denominator.
Remark 6.8. In paper [10], the author chose another specialization of equivariant param-
eter µ =
√−1 · λ. Under this specialization, our R matrix still very complicated. The good
things in this case is R matrix is regular at (q1, q2) = (0, 0).
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