In the last sixty years of research, several models have been proposed to explain (i) the formation and (ii) the evolution of networks. However, because of the specialization required for the problems, most of the agent-based models are not general. On the other hand, many of the traditional network models focus on elementary interactions that are often part of several different processes. This phenomenon is especially evident in the field of models for social networks. Therefore, we present a unified conceptual framework to express both novel agent-based and traditional social network models. This conceptual framework is essentially a meta-model that acts as a template for other models. To support our meta-model, we propose a different kind of agent-based modeling tool that we specifically created for developing social network models. The tool we propose does not aim at being a general-purpose agent-based modeling tool, thus remaining a relatively simple software system, whereas it is extensible where it really matters. Eventually, we apply our toolkit to a novel problem coming from the domain of P2P social networking platforms.
INTRODUCTION
In the last sixty years of research, several models have been proposed to explain (i) the formation and (ii) the evolution of networks, or, more in general, (iii) various kinds of processes over networks. Such models have been developed and studied by researchers coming from many different areas, such as computer science, economics, natural sciences, meteorology, medicine, pure or applied mathematics, sociology and statistics. As a consequence, a lot of material exists on the subject and it is beyond the scope of this work to review and analyze it thoroughly (Bergenti et al., 2012; ; we refer to Jackson (2010) for the economic and game-theoretic point of view, and to Snijders (2011) for a complete review of the state of art of statistical models. Newman (2010) provides an accurate presentation of the approach developed in the computer, natural and physical sciences. Several agent-based models have also been successfully developed in order to study specific problems that, because of either (i) the complexity of the agent to agent interactions, or (ii) the richness of the underlying environment, were relatively impervious to analysis using traditional techniques (Arthur, 1996; Axtel et al., 2004; Bagni et al., 2002; Carley et al., 2006; Dean et al., 2000; Epstein & Axtell, 1996; Folcik et al., 2007; Hill et al., 2006; Ilachinski, 2000; Kohler et al., 2005; Moffat et al., 2006; North et al., 2010; Lucas & Payne, 2014) . However, most agent-based models address very specific phenomena and, as a consequence, they have relatively low reusability. On the other hand, many traditional models focus on elementary interactions that are often part of several different processes, and, consequently, the effects of these elementary interactions have been thoroughly studied. Nardin, Rosset and Sichman (2014) present a more detailed discussion regarding how to obtain more universal conclusions from agent-based modeling.
We believe that such interactions should be introduced as basic building blocks even for agent-based models, enriched with more "agent-ness" when it is the case. However, several assumptions that are perfectly legitimate in a stochastic process are not well rendered in an agent-based model. Moreover, many considerations that we derive from the conversion from traditional stochastic to agent-based models are similar to the ones that should be made by implementing the stochastic model in a generic non agent-based concurrent environment. Considering the relevance that social networking platforms have gained in our lives, either directly or indirectly, one of the most interesting applications of agent-based models for social networks is to social networking platforms. The structure of this Chapter is as follows: (i) some considerations over the epistemology of agent-based modeling are given; (ii) our proposal for a meta-model for social network processes is described, and also a working toolkit built over such ideas is presented; (iii) as an example, our platform is used to model a problem coming from the implementation of P2P social networking platforms.
AGENT BASED MODELING FOR SOCIAL SCIENCES
ABM is a very powerful technique that has been applied increasingly often in the last years in a variety of different contexts. Examples of those contexts are (i) social sciences (Axelrod, 2003; Axelrod & Tesfatsion, 2006; Epstein, 1999 Epstein, , 2002 Epstein, , 2006 Kohler & Gumerman, 2000; Castelfranchi, 2014) , (ii) economy (Arthur et al., 1997; Axtel et al., 2004; Epstein & Axtell, 1996; Arciero et al., 2014; Carbonara, 2013; Magessi & Antunes, 2014; Santos et al., 2014; Trigo, 2014) , and marketing , (iii) epidemics and medicine (Bagni et al., 2002; Carley et al., 2006; Folcik et al., 2007) , (iv) archeology (Dean et al., 2000; Kohler et al., 2005) , (v) Philosophy (Coelho, da Rocha Costa & Trigo, 2014) , (vi) energy distribution (Mota, Santos, Dimuro & Rosa, 2014) , (vii) Game Theory (Georgalos, 2014) and (viii) warfare (Hill et al., 2006; Ilachinski, 2000; Moffat et al., 2006) . In ABM the subject of the modeling is described in terms of a collection of autonomous decision-making units, called agents, that are grouped together to form an agent-based model. Each agent individually assesses the situation and makes its own decision. A model consists of a group of agents, their individual behaviors and their mutual relationships. The ideas behind agent-based modeling are rather simple: the decision process is decentralized and distributed among the simulated units, which are basically given the same information their real counterparts have. Moreover, the interactions among the agents tend to be simple and somewhat limited. Simpler interactions are usually easier to factor out from the system to model and, moreover, often agents formally act under the hypothesis of bounded rationality (Simon, 1955a) , i.e., they are limited (i) by the information they have, (ii) by their cognitive abilities, and (iii) by the finite amount of time available to reach a decision. Nonetheless, self-organization, patterns, structures and behaviors that have not been explicitly programmed arise from the individual interactions. In fact, emergence is one of the most peculiar features of ABM (Frisen, Gordon & McLeod, 2014) . Essentially, the whole point of ABM is studying the emergence of the macro-level features of interest from the explicitly programmed micro-level interactions. The intuitive notion of emergence, i.e., the manifestation of some property that seems to appear spontaneously in the system, is not hard to grasp and is quite a fascinating idea. Consequently, the notion has been often abused in contexts where it is not appropriate and, most of the times, is not defined at all. Researchers, such as Epstein and Axtell (1996) , and Axerlrod (2007) frame the context of emergence defining an emergent phenomenon as a stable macroscopic pattern arising from the local interactions of the agents. Another important consideration with emergence is that perfect knowledge of the micro-level interactions does not allow to predict macroscopic structure, so emergence cannot be usually predicted. However, agent-based models specified in terms of micro-level interactions can be executed so that the macro-level structure can be actually observed. In fact, agent-based modeling is more than just a modeling and simulation technique. Agent-based modeling is an epistemological paradigm shift in the way science is done. Traditional sciences usually follow (i) a deductive approach, where phenomena explanations are deduced from more general rules, assumed correct, (ii) an inductive approach, where the explanations are inferred from repeated observations, or, perhaps, (iii) a combination of the two. On the other hand, the question of the scientist using ABM is:
"How could the decentralized local interactions of heterogeneous autonomous agents generate the given regularity?" (Epstein, 1999) Epstein proposes to use the term generative to characterize this approach. He also discusses the epistemological soundness of the proposed approach (Epstein, 1999) . A full discussion of the subject, even if fascinating, is beyond the scope of this work. For our purposes, it is sufficient to say that in the generative method, demonstration obtained with ABM is taken as a necessary condition. In other words, if the agent-based model did not generate the desired phenomenon, then the modeled interactions do not explain the phenomenon itself. However, if the modeled interactions generate the expected emergent behavior, then they are only a candidate explanation. If more than one candidate explanations exist, additional care should be exercised to determine which explanation is the most tenable, typically considering the plausibility of the explanation and resorting to the same ideas used when proposing a hypothesis in inductive science, e.g., Ockham's razor. In this book, Castelfranchi (2014) discusses the epistemological issues of ABM to a larger extent.
AGENT BASED MODELING FOR SOCIAL NETWORK SIMULATIONS
Each agent-based model tends to be an ad-hoc product with the purpose of studying a precise and restricted family of phenomena. The sheer variety of domains where ABM has been a successfully applied prevents any sound possibility of standardization, as the price would be the flexibility that is so coveted by agent-based modelers. However, limiting ourselves to the domain of simulations of social networks, we can standardize the methodologies to specify models and simulations, so that they are easier to compare and evaluate. Moreover, in the context of social network models, several non-agent based models are extremely popular and agent-based variants of them could be important elements of more complex agent-based processes. As a consequence, in order to simplify (i) the creation of new agent-based models and (ii) the adaptation of traditional models into agent-based ones, we designed a conceptual framework that separates the various concerns and allows to write simulations with few lines of code (Bergenti et al., 2013; Franchi, 2012b) . Analyzing the traditional models (Barabasi & Albert, 1999; Watts & Strogatz, 1998; Holme & Kim, 2002; Kumar et al., 2006) , as well as some other non-generative network processes, such as the infection diffusion models described by Pastor-Satorras and Vespignani (2001), we singled out a meta-model that is suitable to implement said models as agent-based models (Franchi, 2012a; Franchi, 2012b; Bergenti et al., 2011) . The meta-model also allows for features typical of agent-based models to be introduced gradually and to added to the agent-based variants of the traditional models. Since in many simulations the nodes do not have a pro-active, goal-directed behavior, but, instead, perform actions when required by the model, we provide the meta-model with a Clock and a special agent called Activator. The Clock beats the time, which is discrete. At each step, the Activator (i) selects which nodes to activate, and (ii) decides whether nodes shall be destroyed, or (iii) created, negotiating the eventuality with the NodeManager. The nodes execute actions after receiving the activation message. However, if the model is fully agent-oriented, they can also perform actions autonomously, without waiting for activation. The nodes can also leave the simulation, require the creation of other agents, and send messages to the other nodes. The general structure of the execution phase is presented in Figure 1 .
In essence, a simulation is fully described providing the specifications of: (i) the selection process of the groups of nodes to create, activate or destroy, which is performed by the Activator agent; (ii) the behavior of the nodes themselves. Notice that the general structure does not change significantly even when introducing some agent-ness in the simulations, e.g., introducing goal-directed behavior. For example, an agent can send messages to itself, starting from its initialization, so that, effectively autonomous behavior is obtained.
Figure 1. Interaction diagram of the main agents in the meta-model.
The social network simulation system we propose, PyNetSYM (PYthon NETwork Simulation-analYsis-Method), has an elaborate runtime system that supports the execution of simulations providing only brief specifications. Franchi (2012a) provides a more thorough description of the framework, and also presents some examples of how the framework can be used to develop agent-based models.
Design and implementation of PyNetSYM
After more than 20 years of ABM for social sciences, several tools have been developed to ease the task of running the simulations; among these the most popular are Swarm (Minar et al., 1996) , Mason (Luke et al., 2005) , RePast (North et al., 2007) and NetLogo (Tisue & Wilensky, 2004) , which, however, are not specifically tailored for social network simulations. In this Chapter, instead, we introduce a different kind of ABM tool that we specifically created for network generation and general processes over networks (Franchi, 2012a) . The tool we propose does not aim at being a general-purpose agent-based modeling tool, thus remaining a relatively simple software system, whereas it is extensible where it really matters (e.g., supporting different representations for networks, from simple memory-based ones to pure disk-based storage for huge simulations). Its theoretical foundations lie deep in the generative approach to science that we discussed in the previous section. From a more practical point of view, the social network simulation system we propose has the following defining goals: (i) it must support both small and large networks; (ii) simulations shall be effortlessly run on remote machines; (iii) it must be easy to use, even for people without a strong programming background; (iv) deploying a large simulation should not be significantly harder than deploying a small one. In our approach, the simulation system has four main components that can be modified independently: (i) the user interface, (ii) the simulation engine, (iii) the simulation model and (iv) the network database. The simulation model needs to be specified for each simulation and is the only part that has to be completely written by the user. Its specification is partly declarative and partly object-oriented. The user interface is responsible for taking input from the user, e.g., simulation parameters or information on the analysis to perform, and is specified declaratively. The simulation engine defines the concurrency model of the simulation, the scheduling strategies of the agents and the communication model among the agents. The network database actually holds a representation of the social network; it may be in-memory or on persistent storage, depending on the size of the simulation. Multiple network database implementations are provided and the framework can be extended with additional ones. Large-scale simulations typically require more resources than those available on a desktop-class machine and, consequently, need to be deployed on external more powerful machines or clusters. In order to simplify the operation, we designed our system so that a simulation can be entirely specified in a single file that can be easily copied or even sent by email. Considering that the simulations are frequently run on remote machines, we opted for a command line interface, because a traditional GUI becomes more complex in this scenario. An added benefit is that batch executions are also greatly simplified. We also support read-eval-print-loop (REPL) interaction to dynamically interact with the simulation. In order to allow people without a strong programming background to easily write simulations, we decided to create a Domain-Specific Language (DSL). A Domain-Specific Language (DSL) is a language providing syntactic constructs over a semantic model tailored towards a specific domain (e.g., building software). The idea is that DSLs offer significant gains in productivity, because they allow the developers to write code that looks more natural with respect to the problem at hand than the code written in a general-purpose language with a suitable library. The central element of the runtime system is the agent, since the elements under simulations and several infrastructure components of the runtime system are implemented as agents. In the following we describe the design characteristics of PyNetSYM agents. For our purposes an agent is a bounded unit with its own thread of execution. All the communication among the agents occurs through message passing; each agent has a mailbox where the incoming messages are stored, and a unique identifier that is used to address the messages. Agents also perceive and modify the environment. Our agents are not necessarily autonomic or goal-directed. Since they are used as a computational primitive, we need a lower-level specification that can be enriched to provide "real" agents but which does not place unnecessary overhead on the system. Another important design decision regarding the system semantics is whether to implement cooperative or preemptive multi-tasking. Several popular languages and platform chose preemptive multi-tasking because in general purpose systems the probability and the risks of a misbehaving application consuming all the CPU time is too high. However, for a simulation oriented platform, such risks are minimal and we opted for cooperative multi-tasking because it allows a more deterministic control of complex time sequences. As a consequence, in PyNetSYM a method handling a message can only voluntarily "give up" the execution for a while, either explicitly going to sleep or by requesting a blocking operation. In all other situations, when an agent starts processing a message, it continues until termination. This property is analogue to the semantics of the Actor Model (Agha, 1986) and simplifies formal reasoning on the system. Moreover, from the point of view of the emergent properties of the simulation it has little impact (Bergenti et al., 2013) . When an agent has an empty mailbox, it can choose to be removed from main memory and have its state saved on secondary storage. If the stored agent is subsequently sent a message, it is restored in main memory from the saved state. This behavior is extremely convenient considering that for most social network topologies, a small fraction of agents is responsible for the vast majority of the links. Since in most processes over networks the agents with few links are seldom activated, we can save memory keeping them in secondary storage and do not lose much CPU time. Another important memory-related issue is the storage of the network itself. A possible solution is completely distributing the knowledge of the network among the agents, so that each agent only knows its neighbors and the network must be reconstructed from their interactions. In order to allow for more efficient implementation of network processes, we provide a global view of the network that is accessible by the agents. From the point of view of ABM, the decision is consistent with the interpretation of the network as the environment, as: (i) agents can interact with it by creating or destroying links, and (ii) the agents behavior is influenced by the network in several process dependent ways. This view is presented as a software component that we call network database. The network database provides a unified interface that agents can use to modify and query the network state. We provide multiple implementations in order to be able to balance the various trade-offs. Some implementations are RAM based, and their main advantage a more efficient access when the network is not excessively large; others are backed with various secondary-storage based solutions, which results in slower operations, but they allow for simulations on larger networks.
Structure of the simulation
The actual simulation is divided in two distinct phases (i) setup and (ii) execution. During the first phase (setup), the system is initialized so that it reaches the initial configuration specified by the simulation. First, various infrastructural agents (e.g., Activator, NodeManager) are created and started, so that they are ready to receive messages, and the Clock (if present) is also created, but not started. Later during this phase, the Configurator agent instructs the NodeManager (i) to create the initial nodes in the network, (ii) to give them instructions to establish the connections they are meant to have at t0, and (iii) to provide them with any other initial information that the simulation may require . The NodeManager is generally responsible for (i) creating the new agent-nodes, passing them the appropriate initialization parameters and (ii) monitoring them, so that their termination (exceptional or not) is managed. We created different Configurator agents for the most frequent needs, that are (i) reading an initial network specification from disk and setting the system up accordingly, or (ii) creating n node-agents of a given kind. When reading network specifications from file, we support (i) popular file formats for exchanging networks, such as GraphML or Pajek, (ii) networks saved as sparse matrices in HDF5 files, and (iii) networks stored in various DBMSs, such as MongoDB. After configuring the simulation, (i) the Configurator agent terminates, and (ii) if present, the Clock agent starts, marking the transition to the execution phase, or (iii) the node-agents are otherwise notified that the simulation begins. During the execution phase (second phase) the node-agents perform the simulation according to their behavior. Although from a theoretical point of view such behavior can be completely autonomous and it does not rely on an external time schedule, in practice most network generation models and generic processes over networks can be described in terms of a relatively simple meta-model as the one previously described.
SOCIAL NETWORKING PLATFORMS
Although in the last ten years the pervasive adoption of social networking sites has deeply changed the web, and such sites became an unprecedented social phenomenon (Boyd & Ellison, 2008) , clear boundaries regarding the rights and responsibilities of service providers have not been established. Moreover, according to Stroud (2008) , web sites have attracted users with very weak interest in technology, including people who, before the social networking revolution, were not even regular users of either popular Internet services or computers in general.
While most users are aware that their profile and the information they publish is essentially public, they usually harden their privacy settings only after problems arise and tend to overlook the actual impact of the information they disclose. Apparently harmless information can be exploited, and the more information the attacker has, the more severe and sophisticated the attack can be.
Privacy in online social networks is always intended as user-to-user privacy: even when the relative settings are set correctly, so that no other user in the system can access information not intended for his eyes, the system itself has full access to information. In fact, in most online social networks, the system owners actually rely on such information to make a profit, for example to improve the accuracy of target advertisement. Unfortunately, as long as they have full access to the information -i.e., the information is stored in the system without cryptography -any security issue or naivety results in privacy violations.
From a technological perspective, online social networks are mostly based on sets of web-based services that allow people to present themselves through a profile, to establish connections with other users in the system and to publish resources. Moreover, these systems use common interests and the natural transitivity of some human relationships to suggest new contacts with whom to establish a connection. Some of these aspects already appeared in other systems, but the unceasing flow of information that users pour in such systems, and their overwhelming intent to increase the number of their virtual friends and acquaintances, are unprecedented.
In other words, what sets social networking sites apart from other services is the scale and not the architecture. Distribution is used as mean for redundancy and is always internal: from the point of view of the users, the social networking system is a centralized system which does not behave differently from a regular website. In fact, these systems are monolithic entities owned by a single company.
As a consequence, service providers are in the position to effectively perform a-priori or a-posteriori censorship, or to disclose all the information they have, no matter how private, to other entities. They can perform such actions either motivated by selfish interests or forced under legal terms and other forms of pressure.
Considering that: (i) no single centralized entity can withstand the operative costs of a large scale social networking system without a solid business-plan; (ii) most business plans are based on targeted advertisement; and (iii) even if a service provider would be fair with its user's data, it would remain vulnerable to legal requests to disclose such data, we favor a P2P approach.
In the first place, P2P systems essentially achieve automatic resource scalability, in the sense that the availability of resources is proportional to the number of users. This property is especially desirable for media sharing social networking systems, considering the exceptionally high amount of resources needed.
Moreover, regarding censorship issues, a P2P system essentially solves them by design. Without a central entity, nobody is in the position of censoring data systematically, nor may be held legally responsible for the diffusion of censorable data: the sole owners and responsible of the data are the users themselves.
Building a P2P social networking platform is an open research challenge, because several simplifying assumptions that centralized platforms make cease to be valid, especially regarding the availability of the data. However, the importance of the problem is such that several researchers have proposed solutions either for full stack platforms Cutillo et al., 2009; Graffi et al., 2010) or to allow the distribution of certain aspects of a platform (Xu et al., 2010; Xu et al. 2010b; Perfitt & Englert, 2010) 
Blogracy
Blogracy (Franchi & Tomaiuolo, 2013 ) is our own implementation of a P2P social networking platform. More specifically, it is an anonymous microblogging platform, built incrementally over BitTorrent (Cohen, 2003) , a popular and resilient file-sharing service. The architecture of the platform is modular and is built around a module for basic file sharing and DHT operations, possibly exploiting an existing implementation, and another module providing a set of social services to the local user through a Web interface. Moreover, the platform provides two additional agent based modules respectively providing a set of pervasive services and a set of information retrieval and pushing services. In particular, the current prototype of Blogracy takes advantage of; (i) Vuze (Vuze, 2012) , a popular BitTorrent client implemented in Java and available as open source software, for implementing the file sharing and DHT operations, and (ii) Open Social (OpenSocial and Gadgets Specification Group, 2012), a set of APIs supporting the sharing of social data, for implementing the social services. For its basic operation, Blogracy uses a P2P file-sharing mechanism and two logically separated DHTs. Users have a profile and a semantically meaningful activity stream, which contains their actions in the system (e.g., add a post, tag a picture, comment). One DHT maps the user's identifier with his activity stream, which also contains a reference to the user's profile and references to user's generated resources (e.g., posts, comments). These references are keys of the second DHT, which are then resolved to the actual files. The files are delivered using the underlying P2P file-sharing mechanism. For more details on Blogracy implementation, we refer to (Franchi & Tomaiuolo, 2013) The most fundamental problem in a P2P social network is data availability, i.e., the problem to ensure that content placed on the network is accessible after the publisher disconnected. In fact, although popular content rapidly gains lots of seeds, resources published by peripheral users, with few contacts and sparse online presence, can instead suffer poor availability to the extent that the publisher may remain the only seed for his own posts. This issue is strongly related to the churn phenomenon in P2P networks, i.e., the fact that nodes can leave and join the network at arbitrary times.
The availability of a new resource mostly depends on the connection pattern of the source node and its followers. Having a larger number of followers who share the new resources increases the availability of the data itself, especially if some of the followers have an elevated online presence. A single follower with very high availability can guarantee a very good diffusion of data, since every follower in the social graph is also a seed in the file sharing application.. Essentially, low resource availability is especially troublesome for new users with few contacts. For users in these situations, it is relatively hard to enlarge their personal social network, both in terms of (i) adding more followees and (ii) receiving the attention of new potential followers. Unfortunately, while the solution is straightforward in centralized social platforms, in a distributed setting more care is required.
Since frequent problems regarding data availability may completely doom a social networking platform, because the users would not get the desired content, we started modeling the issues accurately to gather insight from simulations.
Data Availability Simulations
The problem of data availability for badly connected nodes is that some resources may not be available at a given time, and the follower experiences delays in the moment when he is able to actually get the resource. In this Section, we describe some simulations that we performed in order to quantitatively measure such delays. Wang et al. (2009) and Mega et al. (2012) dealt with accurately modeling the effects of churn in a generic P2P network or in a P2P network with social networks. However, our situation is slightly different, because we do not intend to measure the low level performance of the P2P network. Instead we are interested in the delays perceived by the social networking platform users as a macroscopic phenomenon. As a consequence, less sophisticated models of churn suffice as long as they capture the behavior of social networking users.
More formally, the average notification delay is measured as the average lag between the reception of a new message with respect to the optimal reception time. If a follower is online at the instant when a new message is published, then the optimal reception time is the instant of publication. Otherwise, the optimal reception time is the first time the node goes online again, after the publication. We consider two kinds of nodes: (I) nodes connecting occasionally (twice a day, for half an hour); and (ii) more stable nodes, which simulate usage in a collaborative work scenario (connecting for 8 hours a day). The intervals are normally distributed around the average values.
In our experiment, each user is modeled as an agent. The agents have "follows" relationships according to an input social network. For the purpose of the simulation, we make the simplifying assumption that the social network is static, because the exchange of messages occurs on a much shorter time scale than modifications to the social network.
At each step of the simulation, some agents are considered online, and a fraction of them also creates new messages. Both newly created and older non-received messages are then exchanged among online agents. Offline followers will receive the messages in successive steps when (and if) they are simultaneously online with another agent that has already received said messages.
Such model can be easily fitted to the meta-model that we described in the previous sections. The Activator decides which agents are to be activated at each step and whether they shall be online as "occasional" users or as "stable" users. Activated agents are online for that step, and if "stable" for some successive steps as well.
At each step, an online agent (i) has some tunable probability (in our case 0.01) of creating a new message and (ii) receives the messages from its online followees. The step timestamp is then compared to the creation timestamp to determine the lag that occurred before the message was actually received, that is our main measure of system performance. 
. Notification delay due to churn as a function of the ratio of stable nodes for different numbers of followers (50-300). A stable node is a node connected for ~8h a day. The solid lines are guides for the eye.
We performed the experiments simulating communities of different size, from 50 to 350 agents. The plot in Figure 3 represents the notification delays due to churn as a function of the number of followers, for different percentages (0%-25%) of stable nodes. The plot in Figure 4 shows the average notification delay due to churn as a function of the ratio of stable agents for different numbers of followers (50-300).
The delays are quite severe for small communities with few stable agents, however, with 350 nodes the delay is 0 even assuming no stable nodes. On the other hand, for communities larger than 150 agents the delays are negligible with just 5% of stable nodes. Considering that in 2012 an active Twitter user has on average 235 followers and that we expect a non-null ratio of stable users, the results are encouraging (Basch, 2012) . An active user is someone who created at least post in the previous 30 days.
CONCLUSION
In this Chapter, we have presented PyNetSYM, a novel language and runtime for network specific simulations. PyNetSYM is built for the generative approach (Epstein, 1999) to science typical of agent-based modeling (ABM). We believe there is a strong need for tools that are both: (i) easy to use (especially for people with little programming background but with a significant expertise in other disciplines, such as social sciences) and (ii) able to tackle large scale simulations, using remote high-performance machines and potentially distributing the computation on multiple servers. Therefore, while our primary goal is maintaining our toolkit simple and easy to use, efficiency is our second priority, since nowadays there is a wide interest on networks of huge size. Specifically, we created PyNetSYM: (i) to easily support both small and huge networks, using either in-memory and on-disk network representations, and (ii) to be as easy to be used both on personal machines or on remote servers. We also used PyNetSYM to simulate the behavior of users in Blogracy, a novel fully distributed social networking platform. Our goal was to understand the condition under which the information propagates to the intended recipients. These experiments confirm our confidence on the soundness of Blogracy architectural design and its realization over solid and widespread technologies, which are meant to provide a relatively large user-base. The results we obtained through simulation show that either (i) with small numbers of users (300) and no stable users or (ii) with some stable users and very few users the system is still expected to work. Considering that real systems have number of users orders of magnitude larger than the one simulated and that increasing the size of the network the performance improves, we expect it to be a viable option. Moreover, the simplicity in creating simulations for novel domains shows that our approach is successful in providing a friendly and easy to use environment to perform agent-based simulations over social networks. Agent-based simulation is a powerful conceptual modeling tool for social network simulations and with the present work we contribute a natural and expressive way to specify social network simulations using a DSL.
