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Person Re-identification Using Spatial and
Layer-Wise Attention
Aske R Lejbølle, Kamal Nasrollahi, Benjamin Krogh and Thomas B Moeslund
Abstract—Person re-identification requires extraction of dis-
criminative features to ensure a correct match; this must be
done independent of challenges, such as occlusion, view, or
lighting changes. While occlusion can be eliminated by changing
the camera setup from a horizontal to a vertical (overhead)
viewpoint, other challenges arise as the total visible surface
area of persons is decreased. As a result, methods that focus
on the most discriminative regions of persons must be applied,
while different domains should also be considered to extract
different semantics. To further increase feature discriminability,
complementary features extracted at different abstraction levels
should be fused. To emphasize features at certain abstraction
levels depending on the input, fusion should be done intel-
ligently. This work considers multiple domains and feature
discrimination, where a multimodal convolution neural network
is applied to fuse RGB and depth information. To extract multi-
local discriminative features, two different attention modules are
proposed: (1) a spatial attention module, which is able to capture
local information at different abstraction levels, and (2) a layer-
wise attention module, which works as a dynamic weighting
scheme to assign weights and fuse local abstraction-level features
intelligently, depending on the input image. By fusing local and
global features in a multimodal context, we show state-of-the-art
accuracies on two publicly available datasets, DPI-T and TVPR,
while increasing the state-of-the-art accuracy on a third dataset,
OPR. Finally, through both visual and quantitative analysis, we
show the ability of the proposed system to leverage multiple
frames, by adapting feature weighting depending on the input.
Index Terms—Artificial neural networks, dynamic feature
fusion, multimodal sensors, person re-identification, soft attention
I. INTRODUCTION
S INCE the beginning of the new millennium, person re-identification (re-id) has seen increased interest in the
research community as the topic is perceived as both difficult
and important [1]–[4]. Identification and verification involve
matching an unknown signature to a database of either a single
known or multiple known signatures. Re-id is the task of
matching an anonymous signature to a database of anonymous
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signatures to find a correct match. Within computer vision,
this is accomplished by matching signatures, i.e., features of a
person extracted from images or a video in one camera view
to features of persons extracted from images or a video in
another. Features can, for example, contain hand-engineered
low-level color and texture information [4]–[8], which can be
extracted from small body patches, body parts, or the entire
body, or they can contain high-level information by encod-
ing low-level features using sparse coding [9]–[11]. Features
are matched using a predefined metric, such as Euclidean
distance, although, to increase the accuracy of the system,
supervised metric learning [5], [12]–[15] is often considered
to maximize the distances between non-matching feature pairs
and minimize the distances between matching ones. In recent
years, however, Convolutional Neural Networks (CNNs) [16]–
[21] have become increasingly popular due to their ability to
learn discriminative high-level features by combining feature
learning and classification in an end-to-end training scheme.
Due to increased data requirements when training CNNs,
larger re-id datasets have been published in the last few
years [22]–[24]. These datasets are more realistic in terms of
the number of deployed cameras and environmental changes
between views. A common characteristic of these datasets
is the viewpoint, which is primarily horizontal and allows
occlusions and changing views, as shown in Figure 1 (a).
To eliminate these challenges, the position of the camera
can be changed to a vertical (overhead) viewpoint, as shown
in Figure 1 (b). In this work, only data captured from an
overhead viewpoint is considered. Changing the viewpoint
does, however, also increase the probability of removing
important textural information from either the clothing or the
face of a person. To counter the decrease in visual information,
feature discriminability can be increased by adding additional
information from other modalities. In connection with the
overhead viewpoint, we add depth information when devising
novel features. Adding depth enables us to model the height
or body part ratios of persons, which can be used to learn
a multimodal feature representation based on both RGB and
depth modalities.
Additionally, the use of local feature representations has
shown to outperform global ones [4]. In case of hand-
engineered features, this is done by sampling small-image
patches, typically of size 10×10 pixels, and extracting features
from each patch. In terms of a CNN, this can be achieved
by learning part-specific networks, either by splitting the
body horizontally into a predefined number of body parts
[18], [20] or by using part localization algorithms [21], [26].
Another option is to apply a soft attention mechanism [27]
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(a) (b)
Fig. 1. (a) Example of a horizontal viewpoint with changing views causing
differences in appearance and partly occlusion [22]. (b) Example of an
overhead viewpoint eliminating issues in (a) [25].
with the purpose of extracting features from only a single,
or few, discriminative regions in the input image. Different
from horizontally splitting the body or applying localization
algorithms, the attention mechanism captures information from
local regions based on a learning scheme. This is based on
calculating a two-dimensional weight matrix, which works as
a mask on the input, where each element represents a weight
in the interval [0,1] and is learned through back propagation.
This will be referred to as spatial attention, which is applied
in [28] to determine the importance of spatial locations at
different layers of a neural network based on fusion of
RGB and depth features. Since different layers of a CNN
produce features at different abstraction levels [29], features
produced by spatial attention modules represent local context
information at different abstraction levels. To take advantage
of complementary low-, mid-, and high-level information, fea-
tures at different abstraction levels are often fused, simply by
concatenation. Concatenation of features causes all elements
in the resulting feature vector to be weighted equally, which is
inexpedient if features at one abstraction level contain noisy
information. Furthermore, local features from certain layers
might be unnecessary and finding the optimal combination of
relevant local features is impractical and time consuming if a
very deep neural network is implemented. Instead, features
should be fused using a dynamic weighting scheme that
considers relevance to properly weight local features in order
to maximize accuracy.
In this work, we introduce a multimodal dynamic weighting
scheme as a layer-wise attention module to weight the output
features of several spatial attention modules, based on the
input. Since we focus on images captured from an overhead
viewpoint which, depending on the height of the camera
position, results in a more narrow view, sufficient data of each
person might not be captured to properly exploit video-based
methods, such as Recurrent Neural Networks (RNN). As a
result, in this work, we consider only image-based models to
learn a multimodal representation. Given a CNN consisting of
L convolution layers, each convolution layer, in practice, can
be followed by a spatial attention module and thus produce
features that contain local context information. Instead of
simply concatenating the features, the layer-wise attention
module dynamically apply weights, which are learned by a
learning scheme, to each feature vector and summarizes the
outputs to a single discriminative feature vector. Thus, we
end up with a multi-local context feature vector, which is
a weighted summary of local context features at different
abstraction levels. To take advantage of complimentary local
and global information, multi-local context features from each
modality are fused with high-level global features; these are
referred to as multi-level features. Finally, multi-level modality
features from RGB and depth, respectively, are fused to a
multi-level multimodal feature representation. In summary, the
main contributions include:
• A layer-wise attention module used to dynamically assign
weights to local context features at different abstraction
levels, depending on the input.
• An analysis of the output of the spatial and layer-wise
attention modules used to reason how the data affects the
weighting of features at different abstraction levels.
• A demonstration that a combination of spatial and layer-
wise attention in a multimodal context provides state-
of-the-art accuracy on several datasets collected from an
overhead viewpoint.
The rest of the paper is structured as follows. Related work
is outlined in Section II, which is followed by a description
of the proposed system in Section III, including the baseline
architecture as well as spatial and layer-wise attention mod-
ules. In Section IV, experimental results are presented along
with ablation studies and an analysis of the proposed attention
modules. In addition, a comparison between the proposed
system and state-of-the-art systems is presented. Finally, the
work is concluded in Section V.
II. RELATED WORK
A. CNN in Person Re-Identification
Since the development of early CNNs for the purpose of
re-id, part-based learning has been considered with the aim
to capture more discriminative local features. Yi et al. [20]
proposed a CNN consisting of three separate streams, each
processing an image that is split into a similar number of
overlapping parts. Part-based features are then fused in a
fully connected layer before classification. A similar approach
was proposed by Cheng et al. [17], who split the body into
four parts to learn part-specific features that are fused with
full-body features. Similar to [20], features are fused late
in the network. A more sophisticated part-based model was
proposed by Ustinova et al. [18], who trained three part-
specific sub-networks; instead of using a single sub-network
per body part, they trained multiple sub-networks, and fused
part-based features from corresponding sub-networks by a
bilinear operation to retain geometric information in the input
image.
More recently, Zhao et al. [21] proposed an architecture that
consists of a Region Proposal Network (RPN) to locate 14-
body joints in order to extract seven sub-regions of the body.
Part-specific sub-networks were trained based on each of the
sub-regions, followed by a Feature Fusion Network (FFN).
This approach fuses part-specific information in a pyramid
structure. Part-specific learning by joint localization was also
proposed by Li et al. [30]; rather than applying an RPN, they
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applied a Spatial Transformer Network (STN) to locate head-
shoulder, upper-body, and lower-body regions.
Instead of training part-specific sub-networks, Suh et al. [31]
trained a part map extractor to capture features from different
body parts. Combined with an appearance map extractor to
capture appearance features, a bilinear pooling operator is
applied to fuse the two feature types, resulting in a part-aligned
feature representation. Finally, Sarfraz et al. [26] proposed an
architecture that takes as input a 17-channel image, including
RGB and 14 keypoint channels containing keypoint locations.
Furthermore, a separate view predictor was trained to model
view information by calculating weights as probabilities of
being ‘front’, ‘back’, or ‘side’.
The proposed part based models [17], [18], [20] are able to
capture and fuse local information from different body parts,
and by adding a view predictor [26], it is even possible to
add invariance to rotational changes. However, this assumes
that images are captured from a horizontal viewpoint. If an
overhead viewpoint is considered, certain body parts will be
less visible, which will make it more difficult to achieve a
proper result.
B. RGB-D CNN Models
Multimodal RGB-D CNNs have been proposed to a variety
of applications [32]–[35]. For object recognition, Eitel et al.
[32] proposed a two-stream CNN to fuse high-level RGB and
depth features by adding a fully connected layer late in the
network. An RGB-D CNN was proposed in [33] for pose
estimation by, in a similar manner, processing RGB and depth
images individually and using fused RGB-D features to train
an SVM to determine the pose of objects. McCormac et al.
[35] proposed a semantic mapping network, where depth is
added as a fourth channel in the input to train an RGB-D
semantic segmentation network.
Within re-id, the majority of published work focus on either
RGB or depth, while fusion of the two modalities is rarely
considered. Hand-crafted RGB-D features were devised by
Liciotti et al. [25], who fused low-level color features from
HSV histograms with anthropometric features extracted in the
depth domain. Hand-crafted features were also devised by Wu
et al. [36], who fused rotation invariant Eigen-depth features
with low-level patch-based color and texture features. In the
case of deep neural models, Karianakis et al. [37] proposed
a combined CNN and LSTM to learn spatiotemporal depth
features based on low-level knowledge transfer between an
RGB and depth CNN. Additionally, they exploited frame-
level weights by adding a Reinforced Temporal Attention
(RTA) module, which infers the importance of each frame
in a sequence using a hard attention mechanism, which
has previously been introduced for image captioning [38].
Additionally, they considered fusion of spatiotemporal depth
features and RGB features extracted from a CNN that was
trained on upper body images of persons. To our knowledge,
the only other model within re-id to consider RGB-D features
from a CNN is the work of [39], in which RGB and depth
images are processed by modality- based sub-networks, while
corresponding features are fused by concatenation in fully
connected layers late in the network.
While [39] does not consider attention to capture local
context features, [37] applies a coarse frame-level attention
mechanism that does not capture and weight local information.
Our proposed system does not only consider fusion of global
RGB and depth features, but it also adds an attention mech-
anism to dynamically fuse local context features to consider
complementary multi-level features.
C. Attention in Person Re-identification
An increasing number of CNNs that apply attention are
being proposed in the field of re-id. Inspired by attention,
Zhao et al. [40] proposed an architecture that uses part map
detectors to estimate two-dimensional weight matrices that
are multiplied by an input to output part feature maps. Here,
the part map detectors are implemented as 1×1 convolutions
followed by a sigmoid activation. A Comparative Attention
Network (CAN) was proposed by Liu et al. [41], in which
attention is applied to dynamically capture ‘glimpses’, i.e.,
minor regions in the input, by calculating spatial weight
matrices used as masks on the input image. The dynamic
element is added using a Long-Short Term Memory (LSTM)
layer, which considers the masked input using the mask at
the previous time step, along with the previous hidden state,
and outputs a weight matrix, which attends a different area
in the input. Masks were also generated by Song et al.
[42], who proposed a mask-guided contrastive attention model
consisting of three streams; one that learns from the regular
input, and two others that learn from a foreground body and
background image. The image is segmented by considering
an additional binary mask in the input; this is combined with
an attention loss to guide the attention map generation used
for segmentation. Si et al. [43] proposed a Dual ATtention
Matching network (DuATM), which learns a dual attention
mechanism to match aligned feature pairs from an input triplet.
Distances are then aggregated by average pooling and used
with a triplet loss to update the network weights.
Li et al. [44] considered the misalignment issue in the
input by proposing a Harmonious Attention CNN (HA-CNN),
which combines regional attention [45], spatial attention [46],
and channel attention [47] to capture both fine-grained pixel
information at global level and coarse discriminative regions
at local level. In case of depth modality, Haque et al. [48]
proposed a recurrent attention model (RAM), which combines
a localization network to capture glimpses with a CNN+LSTM
to extract spatiotemporal features from the regions. Attention
has been applied also in the context of video-based re-id [49].
This will not be described in detail in the present work as the
focus is only on image-based models.
Despite being able to learn fine-grained masks that are
applied to the input, [41] adds additional complexity to the
model by implementing attention using an LSTM, while
[42] requires additional binary ground truth masks during
training. Meanwhile, [44] fuses features from different local
regions simply by concatenation before propagating the fused
feature to a fully connected layer, hence, it does not consider
the importance of each local region. Finally, previous work
consider either RGB or depth as input during model training.
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Fig. 2. Overview of the Spatial and Layer-wise ATTention network (SLATT). RGB and depth images, respectively, are fed to separate CNNs pre-trained on
modality dependent data. Each convolution layer in the network forward propagates the output, both to the next layer in the network and to S-ATT modules
that calculate spatial attention features using RGB- and depth-based features, x6,RGBD . Here, x6,RGBD is the resulting feature from fusing the rgb and
depth features of the sixth network layer (fc6), respectively, by multiplication. This is indicated by the  symbol. Outputs of S-ATT modules are propagated
to the L-ATT module, which calculates attention-based feature weights. Modality-based local and global features are fused in fc8, while multi-level RGB
and depth are fused in fc9. Finally, classification is performed in fc.
To our knowledge, the only previous work to consider mul-
timodal attention is the Multimodal ATtention network (MAT)
[28]. In this work, spatial attention weights are calculated for
different layers of a CNN based on fusion of features from
different modalities. Extracted local features are fused with
global ones, and, finally, RGB and depth features are fused to
a multimodal feature in the last layer of the network.
D. Dynamic Feature Fusion
Dynamic feature fusion has been studied mostly in con-
nection with the fusion of multiple modalities [50]–[52]. To
describe videos, Zhang et al. [50] proposed a combination
of appearance and motion features from video clips that are
dynamically fused by a weighted summary, where weights are
calculated by applying an attention mechanism. The attention
mechanism takes as input the motion or appearance feature,
along with the intermediate hidden state from a decoder
LSTM, to model the relevance of the feature. In video classifi-
cation, Long et al. [52] proposed an Attention Fusion scheme
in which RGB, flow, and audio features are fused by applying
a Bidirectional LSTM, which models dependencies between
modalities and, based on this, output global modality-based
representations that are fused by concatenation. Attention-
based dynamic feature fusion was also proposed for video
description by Hori et al. [51], who applied a soft attention
scheme using the previous hidden state of an LSTM decoder
along with a modality feature to output a multimodal attention
weight. Our proposed dynamic weighting scheme is mostly
similar to the work of [51]. However, rather than dynamically
fusing features from different modalities, we leverage multi-
modal information to fuse local abstraction level features for
each modality.
Dynamic fusion of features at different abstraction levels
has not often been considered [53], [54]. In case of human
pose estimation, Chu et al. [53] proposed an 8-stack hourglass
network, where each stack outputs multi-resolution attention
maps that are fused by summation and applied to the output
of the stack. Furthermore, Chen et al. [54] proposed an
RGB-D object detection network by introducing an Attention-
ware Cross-modal Cross-level Fusion (ACCF) module, which
concatenates RGB and depth feature maps and calculates
channel-wise weights to model dependencies between RGB
and depth channels. By propagating the output of an ACCF
module late in the network back to lower layers of the network,
predictions are generated in a coarse-to-fine manner.
In re-id, feature fusion most often is done by concatena-
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tion, as described in Section II-B. In [44], local information
generated from soft attention mechanisms is fused with global
information generated from a hard attention mechanism; this
is done by tensor addition to increase interaction. Lastly,
Chang et al. [55] proposed the Multi-Level Factorization
Net (MLFN), which consists of multiple blocks at different
abstraction levels, each calculating a weighted summary of
outputs from sub-networks in the given block. Weights from all
blocks are additionally fused with features from the last block
by an average operation. The former model only leverages
RGB information to calculate attention weights, whereas the
latter models use multi-level semantics by averaging multi-
level features with a high-level feature representation. Here,
we consider multimodal features to dynamically model and
fuse features at different abstraction levels.
III. PROPOSED SYSTEM
The proposed system is shown in Figure 2. Given a pair
of RGB and depth images, the system extracts multi-local
context features by dynamically assigning weights to local
context features at different abstraction levels. This is achieved
by implementation of two attention modules: one that models
the importance of spatial locations within feature maps at dif-
ferent abstraction levels (S-ATT), and another that models the
importance of abstraction-level features (L-ATT). The output
of the L-ATT is a feature vector containing local discriminative
information, which is fused with a feature vector containing
global information; this results in multi-level RGB and depth
features. The two modality-based multi-level features are fused
to generate a multimodal feature vector that is used for re-
identification. The entire system is summarized in Table I;
superscripts are neglected for simplicity. In the remaining part
of the paper, we will refer to this system as SLATT.
TABLE I
OVERVIEW OF THE SLATT ARCHITECTURE, INCLUDING OUTPUT SIZES
FROM THE S-ATT MODULES AT EACH ABSTRACTION LEVEL. M DENOTES
THE NUMBER OF PERSONS IN THE TRAINING SET. SIMILAR STRUCTURES
ARE USED TO PROCESS RGB AND DEPTH IMAGES, RESPECTIVELY, AND
OUTPUT MULTI-LEVEL FEATURES OF SIMILAR SIZES FROM FC8. THIS IS
INDICATED BY (x2).
Layer Output size S-ATT output size
Input 227×227×3 (x2)
Conv1 55×55×96 (x2)
Pool1 27×27×96 (x2) 1×96 (x2)
Conv2 27×27×256 (x2)
Pool2 13×13×256 (x2) 1×256 (x2)
Conv3 13×13×384 (x2) 1×384 (x2)
Conv4 13×13×384 (x2) 1×384 (x2)








A. Baseline Network Architecture
Similar to the work of [28], the backbone of the SLATT is
an AlexNet CNN [56]. Following this architecture, the network
consists of five convolution layers and three fully connected
layers, where the first two fully connected layers transform
features to sparse high-level representations, while the third
fully connected layer acts as a classification layer. As part of
the AlexNet, convolution layers one, two, and five are followed
by max pooling layers to down-sample features and increase
robustness to small translations, while Rectified Linear Units
(ReLU) are used as activations. To increase the generalization,
AlexNet introduced Local Response Normalization (LRN)
before the activation and max pooling layers. However, since
the introduction of Batch Normalization [57], which has shown
to increase model accuracy and reduce training time, the LRN
has become deprecated. Therefore, we remove the LRN layers
and instead apply batch normalization. Similar to the ResNet
architecture [58], we apply batch normalization after each
convolution layer, but before ReLU activation. As we consider
two modalities, the SLATT contains two identical parallel
CNNs; each of these is processing either an RGB or a depth
image. To learn modality specific features, weights between
these networks are not shared.
The input to the system is an RGB/depth image pair
{IRGBm , IDm}, 1 ≤ m ≤ M sampled from the m’th person,
where M denotes the total number of persons in the training
set. The images are processed by corresponding CNN models,
resulting in two global feature vectors {x7,RGBg , x7,Dg } ∈
R4096 from ‘fc7’ of the SLATT, where the subscript g indicates
that the feature is global. Next, for each modality, we extract
local context features as described in the following.
B. Spatial Attention (S-ATT)
The Spatial Attention (S-ATT) module applies a soft atten-
tion mechanism similar to that used for image captioning in
[38]. Given an input of size N ×C×H×W , where N is the
batch size, C the number of channels, and {H,W} the height
and width, respectively, the method works by calculating a
local context vector x̂ =
∑
i αixi, which is the weighted sum
of all feature vectors at spatial locations 1 ≤ i ≤ J |J = HW .
As described in [38], weights αi can be calculated either
hard using a stochastic function or soft using a deterministic
function. While the performance between the two variations is
largely comparable, the latter is more widely used as it can be
easily integrated into the rest of a deep neural network. For
a more direct comparison with [28], we consider only soft
attention in this work. Soft spatial attention is applied in case
of both RGB and depth, although, for simplicity, we neglect
RGB and D superscripts in the following description.
In soft attention, weights are calculated from a parametrized
score function, which outputs the score between an input
feature and a reference vector using weights that are updated
along with the rest of the CNN. In case of spatial attention,




where el,i is a scalar representing the score between a vector
xl,i from layer 1 ≤ l ≤ L at spatial location i and reference
vector xc. Wx,l,i and Wl,c are parametrized matrices, while
wl,i is a parametrized vector. To take advantage of multiple
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modalities, RGB and depth features from ‘fc6’ of the SLATT
are fused, and the resulting RGB-D feature, x6,RGBD ∈
R2048, is used as reference vector in the S-ATT module.
To capture correspondences between modalities, features are
fused by multiplication to capture higher-order dependencies,
and fed to a fully connected layer, resulting in a feature vec-







where wij is learned through back propagation. Thus, spatial
attention scores are based on the multimodal behavior of the
SLATT.
Weights at each spatial location are calculated by normal-





where αl,i is the attention weight at spatial location i for






where the length of the context vector depends on the
number of feature maps for a particular layer of the network.
For our model, the output sizes are provided in Table I. In
Section IV-C, we conduct an ablation study, which shows the
accuracy by extracting and fusing local context features from
S-ATT at different layers of the SLATT.
C. Layer-wise Attention (L-ATT)
The introduction of spatial attention implies that local con-
text features are extracted at different abstraction levels. Still,
in the work of [28], these are fused simply by concatenation.
By doing so, low-level features containing information about,
for example, texture are weighted equally to more high-level
features describing larger parts, such as accessories. This is not
expedient in case of an input with uniform textures and colors,
or where different persons carry accessories that are similar in
appearance. Instead, we propose that each local context feature
is weighted depending on the input. Thereby, we accomplish a
more dynamic fusion scheme, which learns to consider feature
importance in relation to the overall accuracy of the system.
The dynamic weighting scheme is referred to as layer-wise
attention (L-ATT).
As the number of feature maps differs between S-ATT mod-
ules, and the L-ATT requires features to be of same size, they
are first aligned. This is accomplished by a transformation,
T : Rp → Rq , where p is the size of the feature, i.e., the
number of feature maps, while q is the size of the aligned
feature. To that end, a linear transformation is applied, which is
defined by x̃l = Wlx̂l+bl. In our network, this is implemented
using a fully connected layer, where Wl and bl are the weight
and bias, respectively, that are learned along with the rest of
the network during training. In Section IV-C, an ablation study
is conducted by varying the size of q.
The proposed layer-wise attention module follows an ap-
proach similar to that for the S-ATT modules. Given K local
context feature vectors, weights βl are calculated from the
scores between the features and a reference. Similar to (1),
we can define a score function as:
al = w
T
l ReLU(Wx̃,lx̃l +Wcxc), (4)
where al is the score represented as a scalar, x̃l is the aligned
local context feature, while wl, Wx̃,l, and Wc are parametrized
vectors and matrices that influence how the particular feature












where the subscript lo indicates the feature containing local
information.
In this work, the layer-wise attention is applied using an
AlexNet architecture as backbone, as described in Section
III-A. In principle, the module can be applied to any com-
binations of features at different abstraction levels and using
any network, such as ResNet [58] or GoogLeNet [59].
Multi-level features are learned for each modality by adding
a fully connected layer ‘fc8’, which takes as input the con-
catenated global and local features, xgl = [xlo, xg], and
outputs a multi-level feature, xml. The multi-level modality
features xRBGml and x
D
ml are fused and used as input to an
additional fully connected layer, ‘fc9’, which outputs a multi-
level multimodal feature, xRGBDml , used for classification.
Classification is implemented as a fully connected layer
followed by a softmax layer, calculating the probability of
a person belonging to the correct class. Given the feature
xRGBDml,m , calculated from the input image pair {IRGBm , IDm},
the probability is calculated as: Along with the true label, m,
the logistic loss function is used to calculate the error over the
entire batch of size N , defined as:
Classification is implemented as a fully connected layer
followed by a softmax layer. Given an input pair, {IRGBm , IDm},
the probability of a person belonging to the correct class, given
the feature xRGBDml,m , is defined as p̂i = Pr(y = m|xRGBDml,m ).
Along with the true label, m, the logistic loss function is used









Extensive experiments are conducted on three RGB-D
datasets that are all collected from an overhead viewpoint.
First, details on training of the SLATT are described in
Section IV-A, which is followed by a description of the
three evaluated datasets in Section IV-B. Ablation studies are
presented in Section IV-C, and the results are used as basis in
the experimental results in Section IV-D. A visual analysis is
presented in Section IV-E, and the results are finally compared
to state-of-the-art systems in Section IV-F.
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A. Implementation Details
Training of the SLATT follows a two-step approach. First,
modality-based CNNs are trained individually to adapt net-
work parameters to the context of classifying persons within
respective domains. In both cases, weights are initialized from
a model pre-trained on the ImageNet dataset [56]. Train-
ing is performed using Stochastic Gradient Descent (SGD)
with a base learning rate of η0 = 0.001 and reduced by
ηi = ηi−10.99 after each epoch. To further accelerate the
training, we add a momentum of µ = 0.9 and train with
a batch size of 128. To increase the amount of data and
make the network more invariant to translational changes,
common augmentation techniques, such as random cropping
and flipping, are applied, and the data is shuffled before
each new epoch. In case of cropping, images are resized
to 256×256 pixels, and cropping values are drawn from a
discrete distribution in the interval [0, 29]. To avoid overfitting
and increase generalization, dropout is placed after layers
‘fc7’, ‘fc8’, and ‘fc9’ using probability values 0.5, 0.5, and 0.8,
respectively. In case of training the depth-based CNN, depth
images need to be converted to an appropriate format to take
advantage of the pre-trained ImageNet weights. To that end, a
JET colormap is applied, which encodes each depth value to an
RGB value; red represents objects that are far away, whereas
green to blue, represent objects that are close. Applying a JET
colormap is fast and has previously shown to outperform other
encoding techniques [32]. Weights from the trained RGB- and
depth-based CNNs are used to initialize the convolution layers
and the first two fully connected layers of the SLATT model.
Weights of the remaining layers are initialized using values
drawn from a Gaussian distribution with zero mean and a
standard deviation of
√
1/in size, where in size refers to the
number of input neurons. Hyper-parameters, which are similar
to those used to train RGB and depth CNNs, are used to train
the SLATT; in both cases, the training runs for 100 epochs.
Training is performed on an Nvidia GTX 1080 and takes up
to 1.5 hours for modality-based CNNs and up to 4 hours in
case of SLATT.
At test time, multimodal features from ‘fc9’ of the SLATT
are extracted from images of persons captured in different
camera views. We follow a multi-shot approach and extract
features from all images of each person. Features are then
summarized by average pooling. Euclidean distance is calcu-
lated between all pairs of persons across views and sorted by
distance. Thus, shorter distances indicate increased similarity
between pairs.
B. Datasets and Protocols
Evaluation of the SLATT is performed on three datasets:
Depth-based Person Identification from Top (DPI-T) [48], Top
View Person Re-identification (TVPR) [25], and Overhead
Person Re-identification (OPR) [39]; the two former are pub-
licly available. To our knowledge, these are the only RGB-
D based re-identification datasets collected from an overhead
viewpoint.
a) DPI-T: This dataset consists of 12 persons captured
in an average of five appearances in a hallway. An average of
25 sequences are recorded of each person. These are split into
213 training sequences and 249 test sequences. At test time,
all test sequences are matched against all training sequences.
b) TVPR: This dataset contains recordings of 100 per-
sons appearing twice in a hallway; first walking from left
to right and then from right to left. Sequences of the first
appearance make up the training set, while those of the
second appearance constitute the test set. Similar to DPI-T,
during tests, all test sequences are matched against all training
sequences. For better comparison with [28], we consider the
same 94 of the 100 persons, while also doing the evaluation
on Region of Interest (ROI) images that are extracted using
the You Only Look Once (YOLO) detector [60]1.
c) OPR: This dataset contains sequences of 64 persons
captured in a canteen area. Each person appears twice; when
entering the canteen and again when leaving the canteen. In
contrast to DPI-T and TVPR, the evaluation of this dataset
follows a protocol that is commonly known from RGB-
based datasets, such as Market-1501 [9] or CUHK03 [61].
This implies that the data is randomly split into training and
test sets, each containing 32 persons. At test time, re-id is
performed on the 32 unseen persons. Additionally, 10 random
training/test splits are performed, and the average accuracy is
calculated across all 10 iterations.
C. Ablation Studies
An ablation study is conducted by configuring the number
of considered local context features when only spatial attention
is applied. From an empirical study, in [28], only the outputs
from S-ATT4 and S-ATT5 are considered. In this work, more
extensive experiments are conducted in order to show the
impact on accuracy when either adding or removing local
context features from additional S-ATT modules.
Table II shows the impact of adding additional local context
features at different abstraction levels, starting by only consid-
ering the output from only global features and incrementally
adding features from S-ATT5 down to S-ATT1. In this case,
similar to [28], features are fused by concatenation. Tests are
conducted on the datasets presented in Section IV-B and follow
the training protocols described in Section IV-A. Contrary to
[28], the best results do not only include the outputs from S-
ATT4-5, but rather the outputs from S-ATT2-5 or S-ATT3-5.
Since [28] does not consider batch normalization, the results
are not entirely comparable, but they still provide a good
indication of the relevance of feature types across different
datasets. In case of OPR, features from S-ATT2 complement
additional local and global features, while this is not the
case for DPI-T and TVPR, where accuracy is decreasing if
additional features from S-ATT1-2 are included. This could be
due to the original resolution of the images in OPR, which is
higher and thus enables capture of more detailed information at
a lower abstraction level. However, overall we see an increase
from adding local context features, which shows the benefit
from the S-ATT modules.




Fig. 3. CMC curves based on experimental results on (a) OPR (p=32), (b) TVPR (p=94), and (c) DPI-T (p=249).
TABLE II
IMPACT ON RANK-1 ACCURACY BY CHANGING THE NUMBER OF S-ATT
MODULES IN FUSION OF LOCAL CONTEXT FEATURES. BEST RESULT IN
EACH DATASET IS HIGHLIGHTED IN BOLD.
S-ATT1 X
S-ATT2 X X
S-ATT3 X X X
S-ATT4 X X X X
S-ATT5 X X X X X
OPR Rank-1: 59.38 64.69 63.44 64.38 65.63 64.06
DPI-T Rank-1: 94.38 97.19 97.19 97.59 97,19 96.79
TVPR Rank-1: 92.55 94.68 94.68 94.68 93.62 93.62
Next, an ablation study is conducted by varying the feature
size of the L-ATT module. This impacts both the size of the
aligned features, x̃l, and the size of the output feature, xlo.
Table III summarizes the results. In case of DPI-T and TVPR
differences are marginal between feature sizes of 256 and
1024, while in case of OPR, a feature size of 1024 increase
accuracy by 2.18% and 3.44%, respectively, compared to 512
and 256.
TABLE III
IMPACT ON RANK-1 ACCURACY BY CHANGING THE SIZE OF xlo . BEST
RESULT IN EACH DATASET IS HIGHLIGHTED IN BOLD.
Feature size
256 512 1024
OPR Rank-1: 63.12 64.38 66.56
DPI-T Rank-1: 96.79 95.98 96.39
TVPR Rank-1: 94.68 93.62 93.62
D. Experimental Results
Based on Table III, the following results of the SLATT are
based on a feature size of xlo ∈ R1024. Results are presented
as Cumulative Matching Characteristic (CMC) curves, that
is, for each rank-i, a cumulative score is calculated, which
represents the percentage of persons having their truth match
within the i most considered. The results are compared with
application of only spatial attention, in this case consideration
of S-ATT3-5 (MAT35), as appears from the results in Table II,
but also of S-ATT1-5 (MAT15), which provides a more direct
comparison when additional layer-wise attention is applied.
Furthermore, results are compared with the baseline RGB-D-
CNN architecture [39] without attention to show the benefit
of fusing global and local information. CMC curves showing
accuracies on OPR, TVPR, and DPI-T are shown in Figure 3
(a), (b), and (c), respectively. In case of TVPR, the RGB-D-
CNN network is able to re-id almost all persons in the dataset.
Since this data was acquired in controlled environmental
settings, the only real challenge is the rotational change from
walking horizontally in both directions. Improving this result
is, therefore, a difficult task. Nonetheless, MAT35 increases the
accuracy by 2.13% compared to RGB-D-CNN. Thus, adding
local features increases the overall accuracy, although low-
level features from S-ATT1 and S-ATT2 do not add additional
discriminative information, as also seen in Table II. Never-
theless, it is also worth noting the rank-2 accuracy, which is
similar between RGB-D-CNN and MAT35. This indicates the
importance of including local features to distinguish between
persons with much similar appearance.
A similar result is seen in case of DPI-T, where the results
of MAT35 and SLATT are almost identical, where the SLATT,
in this case, is inferior to MAT35. Since this dataset consists
of only 12 persons, where several sequences are captured of
each person, the accuracy of this dataset also seems to be
saturated at 97.59% and is therefore difficult to increase. Due
to saturated accuracies both on DPI-T and TVPR, we analyze
the contribution of the L-ATT module by comparing single-
shot and multi-shot accuracies in Subsection IV-G.
The results on the more challenging OPR dataset clearly
show the benefit of weighting local features dynamically.
While MAT15 shows the smallest increase in accuracy of
4.68% compared to RGB-D-CNN, MAT35 increases the ac-
curacy by 5.00%, while SLATT shows an increase of 7.18%.
E. Visual Attention Analysis
To obtain a better understanding of the relevance of local
context features at different abstraction levels, we visualize
spatial attention maps from S-ATT modules, which will hence-
forth be referred to as S-ATT maps, along with their corre-
sponding L-ATT weights. The goal of this analysis is twofold:
(1) to identify which local context features are captured at each
abstraction level, and (2) to identify trends in the dynamic
weighting of features in relation to the dataset. We show
examples of success cases to identify discriminative feature
regions that result in correct re-identification. Examples are
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Fig. 4. Visualization of RGB-based (left) and depth-based (right) S-ATT maps with corresponding L-ATT weights for the OPR dataset. Each row shows
S-ATT maps from four randomly sampled images of the same person; the first row shows the output from S-ATT1 down to S-ATT5 at the bottom.
shown for all datasets presented in Section IV-B by randomly
sampling four images from a person in each dataset and
calculating S-ATT maps along with L-ATT weights. Figures
4, 5, and 6 show examples of calculated weights in case of
OPR, TVPR, and DPI-T, respectively. Each row shows the S-
ATT maps from a single layer, going from S-ATT1 at the top
to S-ATT5 at the bottom. RGB-based S-ATT maps are shown
to the left, while the depth-based ones are shown to the right.
Above the S-ATT maps, layer-wise weights are shown.
The RGB-based S-ATT maps that are shown in case of OPR
in Figure 4 indicate a trend to mostly weight the output of S-
ATT5, which is the case for all four images. Even though S-
ATT5 is highly weighted, differences in S-ATT maps are seen.
While the first image captures information around the legs,
the second one captures information at the head and shoulder
regions, while the third highlights head and legs. More diverse
L-ATT weights are seen in case of depth images. S-ATT
maps generally tend to highlight regions around the edges,
for example at the head/shoulders or around the entire body.
While low-level S-ATT maps are mostly concentrated around a
few points of interest, S-ATT maps at higher abstraction levels
include larger edge regions. A general trend is seen for S-ATT
maps, but the L-ATT module is able to dynamically weight
features depending on the input, as shown by the differences
across the four images. Although weights are distributed more
evenly across layers, the outputs of S-ATT3-5 are generally
weighted higher.
When the L-ATT weights in Figure 5 are inspected, a
trend similar to that in Figure 4 is seen in case of RGB,
where features at higher abstraction levels are weighted higher
by the L-ATT module. The S-ATT maps show more simi-
larities across the four images, where mostly the head and
shoulders are highlighted. Nonetheless, the dynamic weighting
causes different information to be fused by weighting low-
level features higher in the first image compared to the three
other images. Similar to Figure 4, in case of depth, L-ATT
weights are more evenly distributed, although features at lower
abstraction levels are weighted higher. S-ATT maps are also
more centered around few edge points across all layers, while,
in case of OPR, this applies typically at lower abstraction
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Fig. 5. Visualization of RGB-based (left) and depth-based (right) S-ATT maps with corresponding L-ATT weights for the TVPR dataset. Each row shows
S-ATT maps from four randomly sampled images of the same person; the first row shows the output from S-ATT1 down to S-ATT5 at the bottom.
levels.
Larger differences in RGB-based L-ATT weights are seen in
Figure 6. The first two images show more evenly distributed
weights, whereas the last two mostly weight features at S-
ATT5, but they still add complementary low-level information.
Larger differences are also seen in case of the S-ATT maps,
where both the legs, the frontal body, and the head are
highlighted. Similar to OPR and TVPR, depth-based S-ATT
maps are centered mostly around edges of the body. However,
in contrast to the two former, the head is less highlighted.
Likewise, L-ATT does not weight S-ATT1 or S-ATT5 higher,
but it distributes weights at all abstraction levels more evenly.
OPR and TVPR that are captured from a more vertical
viewpoint and in a less complex scene compared to DPI-
T generally weight higher local RGB information at higher
abstraction levels, which could be due to less visible texture.
This is also indicated by the RGB-based S-ATT maps, which
highlight the head and shoulder regions. The depth-based S-
ATT maps are more similar across all three datasets as they
mostly highlight body edges. Still, while OPR and TVPR place
higher weight on the mid- and higher-level features, DPI-T,
also in this case, weights low-level features. In all cases, the
dynamic weighting scheme ensures fusing of the most relevant
features, which are extracted at different abstraction levels.
The differences in L-ATT weights across the dataset, which
are especially clear when comparing OPR and TVPR to DPI-
T, show the strength of the L-ATT to properly weight features
at different abstraction levels depending on the data.
Finally, Figure 7 shows cases of incorrect re-id to identify
challenging issues in the SLATT. The L-ATT weights show
similar trends as for correct re-id. Therefore, the issue lies
in the input and the S-ATT maps. In case of both (a) DPI-T
and (b) TVPR, RGB-based S-ATT maps are centered around
few similar areas: the arm in case of the former, and the
hairline in case of the latter. For DPI-T, the depth-based S-ATT
maps also mostly highlight the arm, which causes redundant
information to be fused. The depth images in (b) also show
areas of undefined depth, which is indicated by blue regions,
and this results in noisy information. In case of (c) OPR, the
S-ATT5 map, which is by far weighted the highest, is quite
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Fig. 6. Visualization of RGB-based (left) and depth-based (right) S-ATT maps with corresponding L-ATT weights for the DPI-T dataset. Each row shows
S-ATT maps from four randomly sampled images of the same person; the first row shows the output from S-ATT1 down to S-ATT5 at the bottom.
sparse, and this causes capture of noisy information. Sparsity
is also seen in S-ATT4 and S-ATT5 maps in Figure 4. These
are, however, different from this failure case as the less noisy
S-ATT4 features in Figure 4 are weighted higher. The depth-
based S-ATT maps highlight more non-relevant areas, such as
the plate or the floor. This is especially seen when inspecting
S-ATT3 and S-ATT4 maps. This could indicate difficulties
when a person carries objects that are common to the scene,
in this case a plate of food.
F. Comparison with State-of-the-Art Systems
Comparisons between the results of the SLATT, presented
in Figure 3, and state-of-the-art systems are provided in Tables
IV-VI.
Previously proposed systems have evaluated the DPI-T
dataset using only depth information. As a result, we compare
the results of our SLATT and previous RGB-D CNNs by
extracting depth features, which is indicated by the subscript
D. We compare the results with the residual attention (4D
RAM) proposed in [48] and with CNN-LSTM (Depth ReID)
proposed in [37] along with the RGB-D-CNN [39] and MAT
[28], both with and without the use of batch normalization.
MAT35D (ours) refers to the results of the MAT, which con-
siders additional local context features from S-ATT3. Further-
more, we also provide comparisons of RGB-D-CNN, MAT,
MAT35, and SLATT with RGB information included. In all
cases, MAT35 and SLATT make use of batch normalization.
As seen in Table IV, the use of batch normalization clearly
increases the accuracy, which is shown for both baseline RGB-
D-CNN and MAT. Moreover, including additional local infor-
mation at lower abstraction levels decreases the accuracy when
comparing MATD+BN and MAT35D. This could indicate that
low-level depth features do not provide enough discriminative
information to ensure benefits. This could also be the reason
why the SLATTD provide a rank-1 accuracy which is inferior
to MATD+BN. However, the addition of RGB information
increases the accuracy by up to 14.46% when comparing
MATD+BN and MAT35 while SLATT provide accuracies
almost similar to MAT35. Even though the accuracy is high
when including only depth information, the complementarity
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Fig. 7. Visualization of S-ATT maps with corresponding L-ATT weights in
failure cases for (a) DPI-T, (b) TVPR, and (c) OPR. Both RGB-based S-
ATT maps (top) and depth-based attention maps (bottom) are shown from the
S-ATT1 (left) to S-ATT5 (right).
of RGB and depth, combined with the use of both local and
global features, produces more discriminative features, which
results in higher accuracy.
Besides RGB-D-CNN and MAT, with and without batch
normalization, the only other comparable system in case of
TVPR, as seen in Table V, is the one of [25], where hand-
crafted RGB-D features are extracted (TVDH). Similar to
DPI-T, the addition of batch normalization results provides
a significant increase in accuracy, while CNN-based features
outperform the hand-crafted ones by up to 19.38% when com-
paring TVDH and MAT35. In contrast to DPI-T, additional
information from S-ATT3 does not increase the accuracies
when comparing MAT+BN and MAT35. When adding layer-
wise attention, we do not benefit from additional low-level
information and achieve a rank-1 accuracy similar to that of
MAT35. This could be due to accuracy being close to saturated
or the resolution of depth, which result in uniformly colored
images after applying the JET color map.
TABLE IV
COMPARISON BETWEEN SLATT AND STATE-OF-THE-ART SYSTEMS ON
THE DPI-T DATASET (P=249) (‘–’ INDICATE THAT A RESULT IS NOT
AVAILABLE). BEST RESULTS ARE HIGHLIGHTED IN BOLD.
Method/Rank r = 1 r = 5 r = 10 r = 20
4D RAM [48] 55.60 – – –
Depth ReID [37] 76.30 – – –
RGB-D-CNND [39] 53.82 87.95 99.20 100
RGB-D-CNND [39]+BN 80.72 97.59 100 100
MATD [28] 53.41 89.16 99.20 100
MATD [28]+BN 83.13 97.19 100 100
MAT35D (ours) 81.93 97.99 100 100
SLATTD (ours) 79.52 97.59 100 100
RGB-D-CNN [39]+BN 94.38 99.20 100 100
MAT [28]+BN 97.19 100 100 100
MAT35 (ours) 97.59 100 100 100
SLATT (ours) 96.39 99.20 99.60 100
TABLE V
COMPARISON BETWEEN SLATT AND STATE-OF-THE-ART SYSTEMS ON
THE TVPR DATASET (P=94). BEST RESULTS ARE HIGHLIGHTED IN BOLD.
(*RESULTS ARE ESTIMATED FROM THE CMC CURVE.
Method/Rank r = 1 r = 5 r = 10 r = 20
TVDH* [25] 75.50 87.50 89.20 91.90
RGB-D-CNN [39] 80.85 92.55 92.55 95.74
RGB-D-CNN [39]+BN 92.55 97.87 97.87 100
MAT [28] 82.98 93.62 94.68 96.81
MAT [28]+BN 94.68 97.87 97.87 97.87
MAT35 (ours) 94.68 97.87 97.87 100
SLATT (ours) 93.62 96.81 97.87 100
Comparisons between SLATT and state-of-the-art systems
on the OPR dataset, which is provided in Table VI, indicate
that more importance should be directed towards dynamic
feature weighting schemes when difficult datasets are being
evaluated. As also seen in Table II, adding local features from
S-ATT3 increases the accuracy by 0.94% when comparing
MAT+BN and MAT35. The rank-1 accuracy is decreased to
64.06% when adding additional local features from S-ATT1
and S-ATT2, as shown in Table II, but dynamically weighting
the features using layer-wise attention increases the accuracy
by 2.50%. Additionally, compared to the previous work of [28]
with BN, the rank-1 accuracy of the SLATT is increased by
3.12% while the accuracy is increased by 7.18% compared to
RGB-D-CNN+BN.
To further highlight the significance of the proposed system,
we provide pairwise statistics of the rank-1 accuracy on OPR
between SLATT and the three systems of MAT, MAT35 and
RGB-D-CNN. A comparison is provided as a box plot in
Figure 8. From here, it is clear that the variety of MAT is
TABLE VI
COMPARISON BETWEEN SLATT AND STATE-OF-THE-ART SYSTEMS ON
THE OPR DATASET (P=32). BEST RESULTS ARE HIGHLIGHTED IN BOLD.
Method/Rank r = 1 r = 5 r = 10 r = 20
RGB-D-CNN [39] 45.63 82.81 94.69 99.69
RGB-D-CNN [39]+BN 59.38 91.88 97.50 99.69
MAT [28] 49.06 89.06 95.62 99.38
MAT [28]+BN 63.44 92.50 96.25 99.69
MAT35 (ours) 64.38 93.75 97.19 99.69
SLATT (ours) 66.56 92.81 97.81 100
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lower than that of SLATT, however, the maximum observed
value of SLATT is higher while the minimum observed value
is higher than all three compared systems. Additionally, while
the medians of MAT and MAT35 are higher than that of RGB-
D-CNN, the median of SLATT is higher than all three.
In addition to Figure 8, we also provide paired t-tests
to show the significance in terms of probabilities. That is,
between SLATT and the remaining three systems we calculate
t-values using the differences in rank-1 accuracy between
methods during all 10 test runs. Given the t-value, we use
a look-up table to infer a corresponding p-value, which is an






where d̄ is the mean of differences while SE(d̄) is the stan-
dard error of the mean differences, calculated as SE(d̄) = sd√
n
,
where sd is the standard deviation of differences and n is the
number of test iterations, i.e. 10 in our case.
Table VII provides an overview of pairwise t-values and
corresponding p-values.
Observing the p-values of SLATT/MAT and SLATT/RGB-
D-CNN in Table VII, there is strong evidence that the inclusion
of the L-ATT module results in higher accuracies since, in
both cases, the value is less than 0.05. Compared to MAT35,
the results are marginally significant since the p-value is just
above 0.05, which still indicates good evidence of a positive
impact on accuracy.
TABLE VII
P- AND T-VALUES FROM PAIRWISE T-TESTS BETWEEN SLATT AND MAT,
MAT35 AND RGB-D-CNN, RESPECTIVELY.
SLATT/MAT35 SLATT/MAT SLATT/RGB-D-CNN
t-value 2.091 3.001 3.977
p-value 0.066 0.015 0.003
Fig. 8. Comparison of statistical differences between SLATT, MAT35, MAT
and RGB-D-CNN.
G. Contribution of L-ATT
From the visual analysis in Section IV-E, it is clear that
the L-ATT module is able to dynamically weight features at
different abstraction levels based on the input. To further study
the effect of this property, we compare the results of the multi-
shot setting with a single-shot setting, where only a single
image of each person is available at the time of testing. In
the single-shot setting, we randomly sample an image from
each person in both camera views and, similarly to the multi-
shot setting, calculate Euclidean distances between extracted
features. In both settings, we consider only the rank-1 accuracy
and compare the relative increase from single- to multi-shot
accuracy across RGB-D-CNN+BN, MAT+BN, MAT35 and
SLATT. Table VIII provides an overview of rank-1 accuracies
in case of single- and multi-shot settings, respectively, while
Figure 9 shows the relative increase between the two settings.
From Figure 9 it is clear that the addition of the L-ATT
module results in an architecture that better captures the
individual structures in each image, resulting in an overall
larger increase in rank-1 accuracy when fusing features from
multiple images. In case of TVPR and DPI-T, the relative
increase compared to MAT35 is 8.51% and 0.8%, respectively.
Only in the case of OPR do we see similar relative increase
when comparing MAT35 and SLATT, however, compared to
MAT, the relative increase of SLATT is 3.75% higher.
Interestingly is also the fact that the relative increase of
RGB-D-CNN in case of DPI-T and OPR is 1.21% and 13.13%,
which is 6.02% and 10.62% worse, respectively, compared to
SLATT. This indicates the importance of both capturing local
context features using the S-ATT module, and dynamically
fuse the features using the L-ATT module.
To further highlight the contribution of the L-ATT module
in a setting where identifying the optimal combination of local
context features takes much longer, we conduct experiments
using a different, deeper, CNN as backbone. We choose an
architecture which is comparable to the AlexNet in terms of
complexity, to make the results more comparable to those
shown in Figure 3. Due to its high performance compared to
complexity [62], we choose MobileNetV2 [63] as backbone.
The network consists of bottleneck operators that each consist
of up to four identical bottleneck residual blocks, where the
number of parameters of the layers depend on the bottleneck.
The residual blocks each consist of an expansion layer trans-
forming the input from size H×W×C to H×W×kC by 1×1
convolutions, a depthwise 3×3 convolution layer transforming
the input from size H×W×kC to H/s×W/s×kC, and a linear
layer transforming the output from the depthwise convolution
to size H/s×W/s×C’ by 1×1 convolutions. As activation, they
use ReLU6, which is a ReLU activation function with an upper
bounded value of six. The network consists of seven bottleneck
operators, thus, the number of possible combinations of local
context features exceeds 5000. Since it is inexpedient to
evaluate such a high number of combinations, we compare
the result of concatenating the local context features of all
seven bottleneck operators to weighting the features using the
L-ATT module.
We train RGB and depth CNNs as described in Section
14
Fig. 9. Relative increase in rank-1 accuracy from single-shot to multi-shot setting using RGB-D-CNN, MAT, MAT35 and SLATT, respectively, on OPR
(p=32), TVPR (p=94), and DPI-T (P=249).
TABLE VIII
OVERVIEW SINGLE- AND MULTI-SHOT RANK-1 ACCURACIES ON OPR (P=32), TVPR (P=94) AND DPI-T (P=249) DATASETS.
OPR TVPR DPI-T
Method/Rank-1 Single-shot Multi-shot Single-shot Multi-shot Single-shot Multi-shot
RGB-D-CNN [39]+BN 46.25 59.38 76.60 92.55 93.17 94.38
MAT [28]+BN 43.44 63.44 80.85 94.68 90.76 97.19
MAT35 (ours) 43.44 64.38 80.85 94.68 91.16 97.59
SLATT (ours) 42.81 66.56 71.28 93.62 89.16 96.39
IV-A, and afterwards train SLATT and MAT models, re-
spectively. experiments are conducted on TVPR and OPR2,
following the protocols described in Section IV-B. Training
and testing the MAT using a 1080 GTX takes ≈4 hours, thus, it
would take a long time to find the optimal set of local features
using exhaustive search. The experimental results are shown in
Figure 10. On OPR, concatenating features results in a rank-1
accuracy of 70.62%, while the use of dynamic fusion increases
rank-1 accuracy by 2.19% to 72.81%. Similarly on TVPR,
rank-1 accuracy is increased by 6.38% from a 88.30% to
94.68%. Finally, using MobileNetV2 as backbone in SLATT,
rank-1 accuracy is increased by 6.25% and 1.06% on OPR
and TVPR, respectively, compared to using AlexNet. From
the results it is clear that the proposed SLATT better captures
the importance of different local features, while neglecting
redundant ones. As a result, only the most informative features
are considered, resulting in a higher accuracy.
V. CONCLUSION
In this work, we combine the use of spatial attention (S-
ATT) to capture features at different abstraction levels in a
multimodal CNN with dynamic fusion of local context features
at different abstraction levels. This is done by introducing
a layer-wise attention module (L-ATT), which dynamically
weights features based on the input and the multimodal be-
havior of the entire model. Layer-wise weights are calculated
using a soft attention mechanism, which calculates the scores
between each of the local context features from the S-ATT
modules and a multimodal reference vector, to determine
the relevance of each feature. Thus, a weighted summary of
features at all abstraction levels makes up a multi-local feature
vector containing local discriminative information. Local and
2Using RGB alone resulted in a rank-1 accuracy of 99.60% on DPI-T,
thus, it does not make sense to do further testing of SLATT or MAT on this
dataset.
Fig. 10. Comparison of rank-1 accuracy between concatenation of local
features (MAT) and dynamic feature fusion (SLATT) using MobileNetV2 as
backbone.
global features are fused in case of both RGB and depth,
and a multi-level multimodal feature is finally generated by
fusion of modality-based features. Experimental results on two
public datasets, DPI-T and TVPR, show rank-1 accuracies of
96.39% and 93.62%, respectively, which are comparable to the
existing state-of-the-art systems. Additionally, the state-of-the-
art accuracy on a third dataset, OPR, is increased by 3.12%
compared to previous work. From a visual analysis of both S-
ATT maps and corresponding L-ATT weights, it is shown that
the L-ATT module is able to adapt the dynamic weighting
to the data. Our results on the datasets OPR and TVPR,
which are captured from a more vertical viewpoint, show that
head and shoulder regions are highlighted and weighted higher
compared to DPI-T. Finally, a quantitative analysis highlights
the contribution of the L-ATT module by providing higher
15
relative accuracies when fusing information from multiple
images compared to considering a single image. Additionally,
using a deeper CNN as backbone, such as MobileNetV2 that
consists of several more local context features, dynamic fusion
of features results in a higher rank-1 accuracy on both OPR
and TVPR.
VI. DISCUSSION AND FUTURE WORK
Based on the experimental results and visual analysis, a
clear advantage of the proposed system compared to previous
work is its ability to capture useful local context information
using the S-ATT, which increases the accuracy as also shown
in Table II. Additionally, the L-ATT module does not follow
a common weighting scheme for all datasets, but adapts to
the presented data. Furthermore, it is able to determine the
relevance of local context features to the overall multi-modal
fusion scheme based on each individual image. This adds
a certain robustness to translational and rotational changes.
However, challenges arise when the viewpoint becomes more
vertical or objects common to the scene are present. The
first issue is indicated by the less vertically captured DPI-T
dataset, where also more background information is present
compared to OPR and TVPR. In this case, discriminative
depth information is difficult to exploit since depth maps are
more similar across the entire dataset. In this case, a better
solution might be to apply a joint localization algorithm, as
in [21], to capture relations between body parts. Furthermore,
even though, the addition of the L-ATT module show larger
minimum, maximum and median rank-1 accuracies on the
OPR dataset, more work still needs to be done, to make the
method less sensitive to different data distributions in order
to minimize variety between tests. In this case, we observed
smaller variation in case of MAT. One idea is to also apply
dynamic weighting to each frame, as proposed in [37], to
suppress, or even neglect, noisy frames.
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