The hypothesis that the preferences of an individual can be represented by a utility function is at the center of economic theory. However, the main restrictions of the theory (the Slutsky conditions) are often rejected by empirical studies on micro data. This paper uses experimental data to analyze the main explanations of this result. Using the Generalized Axiom of Revealed Preferences (GARP), the subjects of the experiment are divided in two groups: GARP-consistent and GARP-inconsistent individuals. Two models, the translog model and a PIGLOG model, are then estimated for both groups separately and for the total sample. We find that the estimated parameters of the demand equations and tests of the Slutsky restrictions are not influenced by the presence of GARP-inconsistent individuals. Furthermore, the Slutsky restrictions are accepted for the PIGLOG model but rejected for the translog model. The rejection of the Slutsky conditions is therefore a consequence of a specification problem rather than an "irrationality" problem.
Introduction
The analysis of consumer behavior is at the center of economics. The neoclassical theory postulates that consumers have preferences that can be represented by a well defined utility function. An implication of this hypothesis is the symmetry of the matrix of substitution terms. However these Slutsky restrictions are often rejected by empirical demand studies on micro data (see for example Blundell, Pashardes and Weber, 1993) .
Two main explanations can explain this rejection of the theory. First, since parametric models are typically used in the empirical studies, the rejection of the theory may be a consequence of bad functional specification. To overcome this problem, economists have recently tried to develop more complex and general parametric specifications in the analysis of consumer behavior. For instance, Banks, Blundell and Lewbel (1997) propose the Quadratic Almost Ideal Demand System to include non-linear income terms. Their demand system extends the previous ones, in particular the Translog model (Christensen, Jorgenson and Lau, 1975 ) and the Almost Ideal Demand System (Deaton and Muellbauer, 1980) , which only allow for linear terms.
Second, the rejection may be a consequence of the fact that there simply does not exist a utility function which is compatible with the data. Unlike the previous explanation, the problem is not that the utility function (or equivalently the demand system) is mispecified, but rather that at the aggregate level no single utility function can fit the data. This can occur when there are non-rational individuals in the sample (whose presence perturb the estimation at the aggregate level). It can also occur even when all individuals are rational at the individual level, in which case the rejection comes from the fact that at the aggregate level the consumption patterns can not be represented by a utility function.
The objective of this paper is to empirically find out which of the two explanations is the most appropriate. We first test whether the individuals in our data set are utility-maximizers by applying revealed preference tests (the revealed preference approach to testing for consistency with utilitymaximization is mainly due to Afriat (1967 Afriat ( , 1973 and Varian (1982) ). After establishing who are the GARP-consistent and the GARP-inconsistent individuals in our sample, we estimate two systems of demand equations: the frequently used translog demand system of Christensen, Jorgenson and Lau (1975) , and a slightly different demand system that we derive using Lewbel's (1987) characterization theorem. Since we know who are the GARPconsistent and the GARP-inconsistent individuals in the sample, it is possible to identify the aggregate effects of these two groups on tests of the Slutsky restrictions and on estimates of the demand equations. Using this approach, the effect of each group is decomposed which allows us to distinguish between the two explanations described above. We test in particular if the restrictions implied by the economic theory are accepted once the GARP-inconsistent subjects are excluded from the estimation sample, and we test whether the estimated coefficients of the demand equations are identical for the GARP-consistent and GARP-inconsistent individuals.
The data on individual purchase decisions that we use were generated in a laboratory experiment. During the experiment the subjects had to buy real products under several budget/price configurations. The experimental data are well suited for the objective of the paper and have a number of advantages over field data. In field data, like individual panel data for instance, it is typically the case that successive budget levels for an individual increase over time but prices remain relatively stable, implying that the power of revealed preference tests is low. 1 In contrast, we had full control over the prices and budget levels with which we confronted the participants of our experiment. The prices and budget levels were chosen so that the power of the tests against certain behavioral alternatives is very high given the relatively small number of different price/budget configurations. Another major advantage of our laboratory data is that the different product choices were made during a short span of time (one hour), so that unlike panel data it can reasonably be assumed that the underlying preference structure was the same for all the observed choices. Still another advantage is that all goods were observed in our laboratory environment, whereas in field data one typically observes only a subset of the commodities chosen by consumers. This means that, unlike studies based on field data, it is not necessary to make additional assumptions about the utility function in order to apply revealed preference tests. 2 Our dataset also has an important drawback, namely that there are many observations with zero-expenditures on part of the goods. These so-called corner solutions are a natural consequence of the fact that the products in the experiment were measured on a very fine and detailed level. As is well known, the presence of corner solutions renders the estimation of demand systems complicated. The method of Lee and Pitt (1982) for instance 1 See however the paper by Blundell, Browning and Crawford (2003) . Using field data, they develop a method for choosing a sequence of total expenditures that maximizes the power of GARP tests with respect to a given preference ordering.
2 Varian (1988) shows that if the set of goods from which a consumer chooses is larger than the set of observed goods, then any sequence of choices is compatible with utility maximization, i.e. the revealed preference theory puts no restrictions whatsoever on the observed data. Only if additional assumptions are made about the utility function, such as (weak) separability in the observed goods (see Varian (1983) ), does the utility hypothesis have implications for subsets of goods.
requires, for each contribution of the likelihood function, the of multiple integrals (with the number of integrals equal to the number of goods not purchased). In spite of recent advances in simulation methods that allow highly-dimensional integrals to be approximated quite accurately, the empirical implementation of their approach would remain very complex in our case. We therefore propose a different estimation strategy which is much easier to implement because it avoids the evaluation of multiple integrals. The method amounts to estimating each demand equation separately by an iterative least squares procedure proposed by Blundell and Robin (1999) . Section 2 describes the experiment and contains a descriptive analysis of the data. Section 3 presents the theory, section 4 the results and section 5 concludes.
Data
We use data on individual purchase decisions that were generated in a laboratory. 3 Two slightly different experiments were carried out. The experiments will be referred to as Experiment 1 and Experiment 2.
A random sample of 120 individuals from the French city of Dijon participated in our experiments (To both experiments we allocated 60 individuals). In the first part of the experiment the participants were required to evaluate 6 real food products (six different type of orange juices described in Table  1 ). In the second part they were given the possibility to buy the products, under 5 different price/budget configurations. Table 2 presents summary statistics for the socio-economic variables in our data set. The participants varied considerably in their observed characteristics. In both experiments the youngest person that participated was 19 years old, and the oldest 73 years. In Experiment 1 there were slightly more women than men, while in Experiment 2 the male participants were slightly in the majority. In both experiments there were single persons as well as individuals belonging to large households. In Experiment 2 the monthly household income varied between FFr1600 and FFr39040, and the average income was around FFr12500. In Experiment 1 the income ranged between FFr950 and FFr31600, and the mean income was around FFr14000. 4 In both experiments the average budget level for situations 1-4 was around FFr80. In situation 5 it was around FFr100 in Experiment 1, and around FFr90 in Experiment 2. According to the t-test, each variable appearing in Table 2 has the same mean in the two samples. 5 Table 3 reports mean prices and purchased quantities. In situation 1 the prices were equal to the market prices, so all individuals faced the same juice prices in that situation. In situations 2-5 the prices were individual-specific. Table 4 gives some additional information about the purchase behavior of the participants. To avoid too many details, the statistics of the variables are based on all observations, i.e. they are not calculated for each situation separately. Note that the subjects exhausted most of the budgets given to them: on average the participants of Experiment 1 only left 3% of their budget unspent, and those of Experiment 2 only 4%. In spite of the fact that the six products were fairly close substitutes, the subjects generally bought several juices at the same time: the expected number of different products bought in a situation was two and a half for participants of Experiment 1, and almost three for those of Experiment 2. Although the participants devoted the largest part of their budgets to either their most preferred product (Experiment 1) or their second most preferred product (Experiment 2), the expenditure shares for the less preferred juices were not negligeable. 6 
Theory

Revealed preference theory
In this subsection, we briefly sketch the revealed preference approach to testing for consistency with utility-maximization. Details can be found in Varian (1982) . Suppose that we have a dataset of N individuals, and that there are S situations for each individual. Suppose there are K goods and let p s = (p 1s , ..., p Ks ) and q s = (q 1s , ..., q Ks ) denote the K × 1 vectors of prices and associated quantities purchased by a consumer in situation s. Let q s and q t be two bundles of goods with s, t ∈ {1, ..., S} and consider the following definitions: 6 The subjects were asked to evaluate the six products at the beginning of the experiment. We are thus able to order the orange juices for each individual. Definition 1. A set of observations (p s , q s ), s ∈ {1, ..., S}, satisfies GARP if ∀ (s, t) ∈ {1, ..., S} , q s Rq t implies not q t P 0 q s .
The equivalence between GARP and the existence of a utility function which rationalizes the data is shown by Afriat (1967) and Varian (1982) : Proposition 1. A set of observations (p s , q s ), s ∈ {1, ..., S} , satisfies GARP if and only if there exists a utility function u (continuous, concave and monotonic) that rationalizes the data, i.e. which verifies u(q s ) ≥ u(q) for all q such that p s q s ≥ p s q.
To test if the set of observations of an individual is compatible with GARP, Varian described Warshall's algorithm. This algorithm is quick and easy to program. It is used in this paper to determine if an individual is GARP consistent or not.
Estimation of demand systems with binding nonnegativity constraints
This subsection explains how the two systems of demand equations that were mentioned in the introduction are estimated.
The translog demand system
First we consider the translog demand system that was introduced by Christensen, Jorgenson and Lau (1975) .
Theory
Let m i s denote the budget level of individual i in situation s, and v i ks = p i ks /m i s and w i ks = p i ks q i ks /m i s the normalized price and the budget share of good k in situation s for individual i, s ∈ {1, ..., S} , k = 1, ..., K, i = 1, ..., N .
When the value taken by the indirect translog utility function for individual i in situation s is such that the corresponding optimal quantities are strictly positive for all k (an interior solution), an application of Roy's identity implies the following form for the budget share w i ks (see Christensen, Jorgenson and Lau, 1975) 
The scalar parameters α i k and β kj are the preference parameters of the underlying indirect utility function. Note that none of the preference parameters varies with the situation-specific index s. This reflects our basic hypothesis that the preference structure for a given individual remained constant during the course of the experiment. Note also that the parameter α i k is allowed to differ over individuals, while β kj is assumed constant.
Since the parameters in the above share equation are only identified up to a multiplicative constant, a normalization of the parameters is necessary. A convenient normalization is
For an estimation reason explained below, we also impose the homogeneity restrictions, i.e. we impose the restrictions K k=1 β kj = 0 for all j. Finally, the parameter α i k is assumed to be of the form α i k = α 0k + α 1k z i + ε i k , where α 0k is a scalar parameter, α 1k a vector of parameters, z i a vector containing the observed characteristics of individual i, and ε i k a scalar random variable. The variable ε i k represents the effect of the omitted characteristics of individual i on the budget share of good k. The omitted characteristics are unobserved to us-which is why ε i k is considered as a random term-but known to individual i. The error terms are assumed to satisfy the two following standard assumptions: the vectors ε i =(ε i 1 , ..., ε i K ) , i = 1, ..., N, are independent and follow the same distribution; 7 for each individual i, the variables ε i 1 , ..., ε i K are independent from z i and all normalized prices v i 11 , ..., v i KS . Given the normalization, the homogeneity assumption and the chosen form for α i k , the share equation (1) becomes
As mentioned before, many points in our sample are not interior solutions. When for an individual i in situation s at least one of the observed quantities q i ks equals zero, the nonnegativity constraints are binding, which means that an application of Roy's identity is inappropriate, which in turn means that the budget share w i ks is not defined as in (1'). Neary and Roberts (1980) have shown that there nonetheless exists a vector of normalized virtual prices that exactly support the observed quantities q i ks , i.e. there exists virtual prices-equal to v i ks if the purchased quantity of good k is nonzero and smaller than v i ks otherwise-such that the nonnegativity constraints are no longer binding. This means that Roy's identity evaluated at the virtual prices yields the correct expression for the budget shares. In the appendix it is shown how the virtual prices can be calculated for the translog model. It also shown that Roy's identity evaluated at the virtual prices yields a share equation of the form
whereṽ j (·) is a function that has the vectors z i , v i s = (v i 1s , ..., v i Ks ) , and θ as its arguments. Here θ is defined as the vector containing all parameters of the demand system, that is α 0k , α 1k , and β kj for all j, k = 1, ..., K. The form of the functionṽ j (·) depends on the demand regime r i s . This scalar variable indicates which products are purchased and which are the ones not purchased by individual i in situation s, so that r i s can take the values 1, 2, ..., 2 K − 1 (the regime where all products are purchased, the regime where only good 1 is not purchased, etc.).
In equation (1"),ε k (·) is a function with ε i and θ as its arguments, and its form depends on the demand regime r i s . 8 The conditional expectation
s , but this problem can easily be circumvented by transforming the share equation (1"), so that all variables are measured as deviations from appropriately defined means.
Estimation method
The estimation of the demand system is not straightforward because the experimental sample contains many individuals with so-called corner solutions, i.e. individuals with zero expenditure on one or more products in a given situation.
Using the concept of virtual prices, Lee and Pitt (1982) proposed an estimation method that consists in transforming the binding nonnegativity constraints into nonbinding constraints. Their procedure requires, for each contribution to the likelihood function, the calculation of multiple integrals (with the number of integrals equal to the number of goods not purchased). Despite recent advances in simulation methods that allow precise approximations of highly-dimensional integrals, the empirical implementation of their approach would remain difficult. We therefore propose a different estimation strategy. Our method also uses the concept of virtual prices, but is much easier to implement because it avoids the evaluation of multiple integrals. The method amounts to estimating each demand equation separately using the iterative least squares procedure proposed by Blundell and Robin (1999) . Apart from the relative computational simplicity of our method, another advantage is that unlike Lee and Pitt it is not necessary to fully specify the distribution of the error terms in the demand system.
The translog demand system to be estimated is made up of the share equations (1"), k = 1, ..., K (as mentioned above, the share equations are transformed to sweep out the regime-specific constants; we prefer to keep the notation simple here, but give details on how the equations should be transformed in the appendix). The unknown parameters can be estimated by applying the iterated linear least squares method recently proposed by Blundell and Robin (1999) . This method is applicable when the demand system possesses a conditional linearity property, that is when each share equation is linear in the parameters conditional on some function of the 8 For notational simplicity, we writeṽj(
explanatory variables and parameters of interest themselves. 9 This explains why the homogeneity hypothesis was made. When the homogeneity restrictions are not imposed, Roy's identity evaluated at the virtual prices leads to a share equation that is untractable compared to (1"). The share equation is then a ratio in which both the nominator and denominator depend on the error terms, and consequently the statistical inference can no longer be based on the relatively simple regression techniques.
The procedure is computationally attractive since it avoids having to estimate all equations of the demand system simultaneously. Instead, it amounts to estimating (iteratively) each share equation separately by ordinary least squares: given an initial value θ (0) for θ, OLS regression is applied to each share equation, θ (1) is obtained from the OLS estimates, and the iteration is repeated until numerical convergence. In the appendix, Blundell and Robin's Iterated Linear Least squares Estimator (ILLE) is precisely defined.
A PIGLOG demand system
A natural alternative demand system is the popular almost ideal demand system (Deaton and Muellbauer, 1980) . However, in the presence of corner solutions, its share equations cannot be written in the form of regression equations (such as the translog shares (1")), and as a consequence the statistical techniques needed to estimate this demand system would be very complex.
Instead, using Lewbel's (1987) characterization theorem, we derive another demand system, that is simple and remains tractable in the presence of corner solutions, and that is actually quite similar to the almost ideal demand system. Like the almost ideal demand system, it is a member of the PIGLOG class, with demand equations of the form (partly using Lewbel's notation) where B (resp. C) is any twice differentiable, homogeneous of degree one (resp. zero) function of prices. 10 Choosing log(B) = B * − K j=1 δ j log(p i js ) and C = K j=1 γ j log(p i js ), we find, after some straightforward calculations,
The system (1") clearly possesses this property, since, conditional on θ, each share equation is linear in the parameters. 10 The indirect utility function underlying these demand equations is f (log(log(m i s /B))− C), where f is any monotonic function (see Lewbel, 1987) .
Here the scalars B * , γ k and δ k are the preference parameters of the underlying indirect utility function, with K j=1 γ j = 0 and
, which can be rewritten as
Since these budget shares have the same form as the translog share equations (1'), the calculation of virtual prices is analogous, and, using obvious notation, Roy's identity evaluated at the virtual prices yields
(2') The demand system made up of the above share equations possesses a conditional linearity property, so that the parameters can again be estimated by applying the iterated linear least squares method (after appropriately transforming the share equations).
Significance tests
The next section presents the estimation results of the demand systems (1") and (2'). The usual significance tests, and all other tests that are of interest in this paper (equality of the parameters for the GARP-consistent and GARP-inconsistent individuals, tests of the Slutsky restrictions, etc.), are based on the asymptotic variance of the ILLE. The error terms in both our models do not verify assumption 1 of Blundell and Robin (1999) , and, as shown in the appendix, this implies that the asymptotic variance-covariance matrix in our case differs slightly from their's.
Concerning the Slutsky restrictions, we only test the symmetry of the Slutsky matrix. In the case of the translog demand system, this amounts to testing β jk = β kj for all j, k = 1, ..., K. In the case of the PIGLOG demand system (2'), it can be shown that it amounts to testing α 11 /γ 1 = ... = α 1K /γ K and β 1j /γ 1 = ... = β Kj /γ K for all j = 1, ..., K. 11 So, in spite of the similarity between this demand system and the almost ideal demand system, the restrictions imposed by symmetry of the Slutsky matrix are very different.
Results
GARP consistency
We first give the results for the GARP test. 12 We find that 35 subjects out of 120, i.e., 29% of the subjects are GARP-inconsistent. This inconsistency rate is slightly lower than the ones found in other studies (37% for Cox (1997) and 42% for Sippel (1997)). We also estimate the power of the test against four types of random behavior. The power was 22%, 26%, 58% and 46% respectively. Cox and Sippel have reported the estimated power against only one type of random behavior. The estimated power obtained by Cox (he had 5 products and 7 situations) was 47% for the GARP-inconsistent individuals in his sample, and 51% for the GARP-consistent individuals. The estimated power obtained by Sippel (8 products and 10 situations) was 61%.
GARP-consistent and GARP-inconsistent subjects
Let us now turn to the estimation results of the demand systems. Tables 5 and 6 present estimates of the parameters of respectively the translog model (1") and the PIGLOG model (2'). To study the impact of the GARP-inconsistent subjects, we report three sets of estimated coefficients: those based on the whole sample, those based on the subsample of GARP-consistent individuals, and those based on the subsample of GARPinconsistent individuals. 13 Only the estimates of the key parameters are given: the βs in the case of the translog model, and the βs and γs in the case of the PIGLOG model. 14 Table 5 shows that when estimation is based on the full sample, all own-price parameters and five (out of thirthy) cross-price parameters are 12 For more results on GARP tests (power of GARP test, Afriat's efficiency index,...), see our related paper Féevrier and Visser (2003). 13 Since there are K = 6 goods, there are potentially 2 K − 1 = 63 different demand regimes. In the full sample, all regimes are observed, but there are 2 regimes with just one observation, so the estimation sample consists of 120×5 − 2 = 598 observations (because all variables are defined as deviations from regime-specific means, single observations do not contribute to the ILLE criterion that is minimized). In the GARP-consistent-only sample, 60 regimes are observed, 4 regimes have a single observation, so the sample size is 421. In the GARP-inconsistent-only sample, 51 regimes are observed, 8 regimes have a single observation, so the sample size is 167.
14 The estimates of the coefficients associated with the variables in z can be obtained from the authors on request (included in z are all variables listed in Table 2 except the budget variable).
significant at the 5% level. When estimation is based on the subsample of GARP-consistent individuals, all own-price coefficients and four crossprice parameters are significant (note that apart from β 25 , the significant cross-price parameters are also significant in the full sample case). When estimation is based on the subsample of GARP-inconsistent individuals, the results are substantially worse: only two own-price parameters are significant and none of the cross-price parameters.
From the results for the PIGLOG model, shown in Table 6 , a similar picture emerges: many own-price and cross-price coefficients are significant when the statistical inference is based on either the full sample or the GARP-consistent-only sample (and again the sets of significant parameters are roughly the same in both cases), while there is hardly any significant coefficient when estimation is based on the GARP-inconsistent-only sample (only one coefficient is significantly different from zero).
Result 1. GARP-inconsistent subjects have no impact on the estimation of the demand systems.
For both models, the hypothesis that the demand system parameters differ for GARP-consistent and GARP-inconsistent individuals can be accepted at the 5% level, but the hypothesis that the parameters of the full sample differ from those of the GARP-consistent subjects cannot be rejected. Thus GARP-consistent and GARP-inconsistent individuals have different effects on the demand equations, but at the aggregate level the influence of the GARP-consistent subjects dominates since the results are statistically the same whether the GARP-inconsistent individuals are included in the sample or not.
This last result is confirmed by comparing the elasticities implied by the estimates based on the full sample with those based on the GARPconsistent-only sample. 15 Tables 7 and 8 give budget elasticities and uncompensated own-price elasticities for respectively the translog model and PIGLOG model. For the translog model, the budget elasticity ∂ log(q i ks )/∂ log(m i ks ) equals 1+ K j=1 β kj /w i ks , and the uncompensated own-price elasticity ∂ log(q i ks )/∂ log(p i ks ) equals −1 − β kk /w i ks . For the PIGLOG model the elasticities are 1 + γ k /w i ks and −1 + β kk /w i ks respectively (all these elasticities are the elasticities corresponding to an interior solution). The elasticities for the full sample (resp. the sample of GARP-consistent individuals) given in Tables 7 and 8 are computed at the average shares in the complete sample (resp. the sample of GARP-consistent subjects), and since these averages are positive for all goods, the above formulas are appropriate.
For both models and both samples, all budget elasticities are positive and significant. Regarding the own-price elasticities, the results are also inherently the same: for both models and both samples, the own-price elasticities of products 1 to 5 are significantly negative; for the PIGLOG model the own-price elasticity of product 6 is insignificant for both samples; for the translog model this elasticity is also insignificant for the whole sample but is significantly negative once the GARP-inconsistent individuals are excluded from the sample.
All these results support the idea that GARP-inconsistent subjects do not alter the estimation of demand systems and that their behavior is assimilable to pure random behavior. Even if they represent around 30% of the population in our experiments, their behavior does not change (at the aggregate level) the estimations obtained from the pool of GARP-consistent individuals. In particular, this result leads to the conclusion that a rejection of the Slutsky restrictions is caused by a misspecification of the demand function, and not by the presence of "irrational" individuals.
Slutsky restrictions
Our final results concern the test results for symmetry of the Slutsky matrix. For the same reason as above, we only report the test statistics for the sample as a whole and the sample of GARP-consistent individuals.
Result 2. The Slutsky restrictions are rejected for the translog demand system, but accepted for the PIGLOG demand system.
As can be seen from Table 9 , symmetry of the Slutsky matrix is rejected at the 5% level in the case of the translog model, for both samples. Note that the symmetry hypothesis is more strongly rejected when the test is based on the whole sample. 16 For the PIGLOG model we find the inverse result: for both the full sample and the sample of GARP-consistent individuals, the test statistic (note that the two p-values are almost the same) indicates that the symmetry restrictions can easily be accepted.
In accordance with the above results, we thus find that the test for symmetry of the Slutsky matrix is not fundamentally affected by the presence 16 Interestingly, the restrictions are also rejected in the case of the almost ideal demand system. We have estimated the almost ideal demand system under the ad hoc assumption that the price index is a linear function of the shares. In the presence of corner solutions, the model then has the same shape as models (1") and (2'), except that the share variables now appear on the r.h.s. of the share equations. In applying the ILLE and in testing the symmetry restrictions, we have ignored this endogeneity problem. This is clearly incorrect, and the test result should therefore be interpreted with caution.
of GARP-inconsistent individuals in the sample. Regardless of whether the test is based on a sample that includes or excludes GARP-inconsistent individuals, the implication of utility maximization is rejected in the case of the frequently used translog model, but accepted in the case of the alternative but simple PIGLOG model.
Conclusion
This paper tries to understand why the Slutsky restrictions are usually rejected in empirical studies. Using experimental data, we can divide the population in two groups : GARP-consistent individuals and GARP-inconsistent subjects. We thus study the impact of GARP-inconsistent individuals on the estimation of demand systems and test Slutsky restrictions.
Two systems of demand equations are estimated, the popular translog model and an alternative model (the PIGLOG model) that we derive using Lewbel's (1987) characterization theorem. The estimation results for both models show that almost all parameters for the GARP-inconsistent individuals are insignificant. We can thus conclude that the classical utility-based model cannot explain the consumption behavior of GARP-inconsistent subjects, neither at the individual level nor at the aggregate level.
For both models, a test of the hypothesis that the demand system parameters of the full sample are equal to those of the sample from which the GARP-inconsistent individuals are excluded is accepted. Also, the test for symmetry of the Slutsky matrix is not fundamentally affected by the presence of GARP-inconsistent individuals. These results lead us to the somewhat reassuring conclusion that at the aggregate level the "anomalies" made by the GARP-inconsistent individuals at the micro level cancel out on average.
The hypothesis of symmetry of the Slutsky matrix is rejected in the case of the frequently used translog model. The symmetry restriction is accepted in the case of the PIGLOG model. This model is as flexible as the almost ideal demand system, but has the advantage that it can be estimated easily in the presence of corner solutions. The result described in the previous paragraph suggests that the rejection for the translog model cannot be explained by the presence of GARP-inconsistent individuals. This rejection is rather a consequence of an incorrect specification of the utility function, as suggested by the results concerning the PIGLOG model.
Finally, it would be interesting to test the PIGLOG model introduced in this paper on field data to see if the Slutsky restrictions are accepted when using this specification.
APPENDIX
A Calculation of virtual prices
We show how the virtual prices can be calculated only for the translog model, the procedures being similar for the PIGLOG model (3.4) . Consider the regime where only good 1 is not purchased (by an individual i in situation s), i.e. q i 1s = 0, q i ks > 0, k = 2, ..., K. The virtual price for good 1, vp i 1s , is solved from the equation
In this regime the virtual prices for the other goods equal the observed prices, i.e. vp i ks = v i ks , k = 2, ..., K. Consider next the regime where the first two goods are zero and all remaining goods are purchased. The virtual prices vp i 1s and vp i 2s are then solved from log(vp i 1s ) log(vp i 2s ) = − β 11 β 12 β 21 β 22
and vp i ks = v i ks , k = 3, ..., K. As can be seen, for both regimes, the logarithm of the virtual prices can be expressed as the sum of two terms. The first term depends only on the normalized prices and the observed characteristics of individual i, and the second term only on the unobserved variables. It is not difficult to show that this is true for all possible demand regimes: the logarithm of the virtual prices can always be written as the sum of a function of the explanatory variables and a function of the unobserved variables. It then follows that Roy's identity evaluated at the virtual prices (which amounts to replacing the observed prices by the virtual prices in the share equations (1')) yields the shares (1"). For example, when only good 1 is not purchased by individual i in situation s, and defining this regime as r i s = 2, we have
B The ILLE and its asymptotic properties
First we define the Iterated Linear Least squares Estimator (ILLE), as formulated by Blundell and Robin (1999) , and give the asymptotic properties they have derived. We then show how our translog model fits in their framework, and how the asymptotic variance-covariance matrix of the ILLE must be slightly adapted. All procedures are identical for the PIGLOG model (3.4), and are therefore not described here. Blundell and Robin consider (page 211, equation 1) the following demand system of K equations with T observations
where y kt is the dependent variable, x t a vector of explanatory variables, u kt an unobserved random variable, θ k a vector of parameters with θ = (θ 1 , ..., θ K ) , and g a vector of functions of x t and θ. To estimate the parameter θ, they suggest the following algorithm: given an initial value θ (0) for θ, estimate each θ k by regressing y kt on g(x t , θ (0) ), compute θ (1) from the K estimates, and repeat the iteration until numerical convergence. The (p + 1)th iteration of their algorithm yields the following value for the parameter associated with the kth equation:
where y k = (y k1 , ..., y kT ) and G(θ) = (g(x 1 , θ)...g(x T , θ)). Noting θ the limit value of such recursive sequence, they show (page 213, theorems 1 and 2) that θ converges almost surely to the true value value θ, and that θ is asymptotically normally distributed:
with L = E[g(x t , θ)g(x t , θ) ], Σ = E(u t u t |x t ), and
where u t = (u 1t , ..., u Kt ) , Θ = (θ 1 , ..., θ K ), and I K the identity matrix of dimension K.
Reconsider now our translog model (1"). As mentioned in the main text, the conditional expectation E(ε k (ε i , r i s , θ)|z i , v i s , r i s ) depends on r i s (we assume that given r i s the expectation does not depend on z i or v i s ). The ILLE is therefore not applied to the equations (1"), but to their transformed counterparts. More precisely, to ensure that the error terms have conditional expectation equal to zero, all variables appearing on the l.h.s. and r.h.s. of (1") are redefined by substracting their means (over all individuals i and s such that r i s = r i s , that is all observations with the same demand regime as individual i in situation s). Denoting R(r) = {(i, s) such that r i s = r}, the dependent variable in the transformed version of equation (1" ) ) expectation of the transformed error term is indeed equal to zero. Note also that the transformation renders the notation very cumbersome, and we will therefore, for notational simplicity, proceed as if the ILLE is applied to the untransformed share equations (1").
By rewriting the share equation (1") as
it is easy to see that the translog model fits into the formulation (3). Indeed, given the above form of the share equation, one can define a vector of functions g such that
Blundell and Robin's observation index t corresponds to the couple (i, s), the dependent variable y kt to −w i ks , the explanatory variables x t to (z i , v i s , r i s ) , the parameter θ k to (α 0k , α 1k , β k1 , ..., β kK ) , and the error term u kt toε k (ε i , r i s , θ). The only difference with the framework of Blundell and Robin is that the error terms in our model are not necessarily independent. They assume that the error terms of observations t and t , u t and u t , are independent, but the analogue assumption can clearly not be made in our case. Dependence between error terms can arise in our case because a given individual i appears more than once in the observations, and because of the above described transformations. Following the proofs of Blundell and Robin, it can be shown that the ILLE still converges almost surely to the true value θ when the number of individuals N goes to infinity and the number of situations is fixed, and that it is asymptotically normally distributed (here we assume that estimation is based on all S situations)
where J is defined as above (except that g(x t , θ) must be replaced by g(z i , v i s , r i s , θ)) and Ω = (Ω kl ) k=1,...,K;l=1,...,K with
Note the slight difference between Blundell and Robin's asymptotic variancecovariance matrix given in (4) and our's given in (5) . In their case, the hypothesis E(u kt u lt |x t , x t ) = 0 allows them to simplify the asymptotic variance
and consequently Ω = Σ ⊗ L (see 4). In our case, it can be shown that the covariance (induced by the transformations) betweenε k (ε i , r i s , θ) and ε l (ε i , r i s , θ), i = i , goes to zero as N goes to infinity, so that
An estimator of the asymptotic variance-covariance matrix given in (5) is
where
and
The estimator J of J is the estimator introduced by Blundell and Robin (page 214), and the estimator Ω of Ω is White's estimator. Table 7 Budget elasticities and own-price uncompensated elasticities for the translog model 
