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Abstract
Let fXngn>0 be a Harris recurrent Markov chain with state space E and let  be a measurable
map from E to a separable Banach space B and set
Sn =
nX
k=1
(Xk); n= 1; 2; : : : :
Some integrabilities and tail behaviors of Sn over one excursion between two visits to a subset
A of E are considered. It is shown that they hold either for all A in certain classes or for none
in these classes. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction and main results
Throughout, fXngn>0 is a Harris recurrent Markov chain with state space (E;E),
transition probability P(x; A) and invariant measure . We always assume that the
-algebra E is countably generated. We adopt the notations which have already become
standard in Markov chain context, such as P for the Markovian probability with the
initial distribution , E for correspondent expectation and, Pk(x; A) for the k-step
transition of fXngn>0. The basic notions and facts of Markov chain used in this work
can also be found in almost every standard book on Markov chains. Set
E+ = fA 2 E; (A)> 0g:
Given A 2 E+, let A be the hitting time of A, i.e.,
A = inffn>1;Xn 2 Ag
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or let A =+1 if Xn 62 A for all n>1. The Harris recurrence ensures that A <+1
a.s. P for all initial distribution .
Let B be a separable Banach space with norm kk and let : E ! B be a measurable
map. Set
S0 = 0 and Sn =
nX
k=1
(Xk); n= 1; 2; : : : :
A method called regeneration has been developed (see, e.g., de Acosta, 1988, 1997; de
Acosta and Chen, 1998; Chen, 1999; Chung, 1967; Csaki and Csorgo, 1995; Meyn and
Tweedie, 1993; Ney and Nummelin, 1987a,b; Niemi and Nummelin, 1982; Nummelin,
1984; Touati, 1990) in the study of the limit behaviors of Sn, which consists in dividing
the chain into interblocks between its returns to a suitably chosen subset A of E. These
limit theorems are usually established under certain integrability of Sn over one block.
To illustrate the idea we give some examples here. In the study of the central limit
theorem for Sn in the case B=R, a typical assumption (see, e.g., Niemi and Nummelin
(1978)) isZ
A
(dx)ExS2A <+1;
where A 2 E+ satises some uniform properties. The author (Chen, 1999) recently
pointed out that the law of the iterated logarithm can be characterized by the condition
of the formZ
A
(dx)Ex max
n6A
(kSnk2 =log log+ kSnk)<+1
along with some standard assumptions. See also, e.g., Chung (1967), Csaki and Csorgo
(1995), Meyn and Tweedie (1993), Nummelin (1984) and Touati (1990) for the
theorems of this type.
An interesting question to ask is to what extent the integrabilities given above are
independent of the choice of the set A. Notice that the limit behaviors of the regenera-
tion sequence are mainly determined by the degree of its integrability over one block.
Our concern is related to an important issue { does the choice of the regeneration set
A (over some practical range) make any essential dierence on the outcome of the
regeneration?
Let us consider the integrability and tail properties given in the following:Z
A
(dx)Ex max
n6A
’(kSnk)<+1; (1.1)
lim sup
t!+1
t
Z
A
(dx)Px

max
n6A
’(kSnk)>t

<+1; (1.2)
lim
t!+1 t
Z
A
(dx)Px

max
n6A
’(kSnk)>t

= 0; (1.3)
Z
A
(dx)Ex’(kSAk)<+1; (1.4)
X. Chen / Stochastic Processes and their Applications 83 (1999) 211{236 213
lim sup
t!+1
t
Z
A
(dx)Px f’(kSAk)>tg<+1; (1.5)
lim
t!+1 t
Z
A
(dx)Px f’(kSAk)>tg= 0: (1.6)
Throughout this paper, we always assume that ’: [0;+1) ! [0;+1) is a non-
decreasing function such that for some xed > 0,
’(cs)6c’(s) for all s>0 and c>2: (1.7)
In Chen (1999), the author points out that when fXngn>0 is aperiodic, (1.1) holds for
all small sets A (see the denition below) or for none of them. This result is crucial
for understanding the strong limit behaviors (Theorems 4:3, 6:2, Chapter III, Chen,
1999) of Sn. It is natural to expect the similar properties for (1.2){(1.6). Besides, since
the Harris recurrence is enough to legalize the expressions of the left-hand sides in (1.1)
{(1.6), one might wonder if the same property holds without aperiodicity assumption.
These concerns form the motivation of the present paper.
We begin with looking for some classes of subsets of E on which our dichotomy
holds. There are two types of subsets of E which have been important in the devel-
opment of Markov chain theory. The rst is the so-called small sets, which are essen-
tially the same idea as the C-set in Orey (1971) and was extensively studied later in
Nummelin (1984) and Meyn and Tweedie (1993). A set C 2 E+ is called small if the
following minorization:
Pm>bIC ⊗  (1.8)
holds for some m>1, some b> 0 and some probability measure  on (E;E). The
order of a small set C is the smallest m satisfying (1.8) with some b> 0 and some
probability measure . The second is the D-sets, introduced by Orey (1971). A subset
D 2 E+ is called a D-set if
sup
x2E
Ex
 
AX
k=1
ID(Xk)
!
<+1 for every A 2 E+: (1.9)
D-set is also called special set in Nummelin (1984). Our denition is dierent from
but equivalent to | as will be seen in Lemma 2.2, the one given in Orey (1971).
Both small sets and D-sets generalize E (see Section 5:2 in Meyn and Tweedie (1993)
for the existence of small set, and Theorem 6:2 in Orey (1971) for that of D-set).
Throughout, let S be the class of nite unions of small sets and let D be the class of
D-sets. By denition, one can easily see that D is closed under nite unions. According
to Corollary 2:1(iii) in Nummelin (1984), so is the class of small sets when fXngn>0 is
aperiodic, in which case S is actually the class of small sets. By Proposition 5:13(iii)
in Nummelin (1984),
SD: (1.10)
Let the measurable map  :E ! B be xed and dene
DL =

A 2 D;
Z
A
(dx)Ex max
n6A
’(kSnk)<+1

;
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Db =

A 2 D; lim sup
t!+1
t
Z
A
(dx)Px

max
n6A
’(kSnk)

<+1

;
D0 =

A 2 D; lim
t!+1 t
Z
A
(dx)Px

max
n6A
’(kSnk)>t

= 0

;
SL =

A 2S;
Z
A
(dx)Ex’(kSAk)<+1

;
Sb =

A 2S; lim sup
t!+1
t
Z
A
(dx)Pxf’(kSAk)>tg<+1

;
S0 =

A 2S; lim
t!+1 t
Z
A
(dx)Pxf’(kSAk)>tg= 0

:
Theorem 1.1. The following dichotomies hold:
DL =  or D; (1.11)
Db =  or D; (1.12)
D0 =  or D: (1.13)
Theorem 1.2. We have that
SL =  or S; (1.14)
providedZ
’(k(x)k)(dx)<+1; (1.15)
Sb =  or S; (1.16)
provided
lim sup
t!+1
t  fx 2 E; ’(k(x)k)>tg<+1; (1.17)
S0 =  or S; (1.18)
provided
lim
t!+1 t  fx 2 E; ’(k(x)k)>tg= 0: (1.19)
So far, there is no easy way in general to tell, for each of DL, Db, D0, SL, Sb, S0,
when it is empty and when it is D (or S). However, we can do this in some special
cases. A Markov chain fXngn>0 is called uniformly recurrent if its state space E is a
D-set. Note that when A=E, (1.1), (1.2) and (1.3) take the forms of (1.15), (1.17) and
(1.19), respectively. Immediately, we have the following corollary from Theorem 1.1.
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Corollary 1.3. If fXngn>0 is uniformly recurrent; then
DL =
(
D if (1:15) holds;
 otherwise;
(1.20)
Db =
(
D if (1:17) holds;
 otherwise;
(1.21)
D0 =
(
D if (1:19) holds;
 otherwise:
(1.22)
Similar to Corollary 1.3, we have the following corollary from Theorem 1.2.
Corollary 1.4. Assume that fXngn>0 is uniformly recurrent.
(i) SL =S if and only if (1:15) holds;
(ii) Sb =S if and only if (1:17) holds;
(iii) S0 =S if and only if (1:19) holds.
Proof. As is well known, the uniform recurrence implies the positivity of fXngn>0.
(Recall that a Harris recurrent Markov chain is called positive if its invariant measures
are nite.) Let  be the invariant distribution, i.e., the invariant measure with (E) =
1. By Theorem 1.2, it is enough to show that there exists A 2 S such that (1.4),
(1.5) and (1.6) are equivalent to (1.15), (1.17) and (1.19), respectivly. According to
Lemma 2.1 in Section 2, there exist small sets D1; : : : ; Dd such that

 
d[
k=1
Dk
!
= 1:
Let A =
Sd
k=1Dk . To verify our claim, it suces to prove that A = 1 a.s. P. This
follows from the obvious fact that A>1 and the following observation:Z
(dx)ExA =
Z
A
(dx)ExA = (E) = 1;
where the second equality follows from Kac’s formula (see, e.g., Theorem 10:4:9 in
Meyn and Tweedie, 1993).
The formulation of Theorem 1.2 is slightly dierent from that of Theorem 1.1. The
reasons for causing such dierence are that the sequence fkSnkgn>1 does not share the
monotone property that fmaxk6n kSkkgn>1 has, and that unlike the independent case,
there is no maximal inequality in the general Markov context, which is strong enough
to control the tail probabilities of fmaxk6n kSkkgn>1 by those of fkSnkgn>1. In view
of Corollary 1.4, it seems that conditions (1.15), (1.17) and (1.19) are best possible at
least in uniform recurrence case. Moreover, the following example shows that violation
of any of them may destroy the dichotomy established in Theorem 1.2.
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Example. Let ’: [0;+1) ! [0;+1) be an arbitrary non-decreasing function
satisfying (1.7) and
lim
t!+1 ’(t) = +1:
Let  be a probability measure on R such that
lim sup
t!+1
t  fr; ’(jrj)>tg=+1 (1.23)
and consider the Markov transition P on E  R2 dened as follows:
P((r; s); ) = (s ⊗ )(); (r; s) 2 R2:
Then, the correspondent Markov chain fXngn>0 can be written as
Xn = (Yn; Yn+1); n= 0; 1; 2; : : : ;
where fYngn>0 is a real random sequence. One can verify that    ⊗  is the
invariant distribution of P and P2 = . In particular, the state space E is small.
By (1.10), fXngn>0 is uniformly recurrent. Morever, fYngn>0 becomes an i.i.d. se-
quence with the common law  if  is the initial distribution of fXngn>0. Take B=R
and dene  :E ! R by (r; s) = s − r; (r; s) 2 R2. One can easily see how (1:23)
implies that
lim sup
t!+1
tf(r; s); ’(j(r; s)j)>tg=+1:
Hence, E 62Sb. By denition,
SLS0Sb: (1.24)
We also have that E 62 S0 and E 62 SL. On the other hand, let > 0 be suciently
large so that
fr; jrj6g> 0
and write
A= f(r; s); jrj6 and jsj6g:
Then, A 2S. Note that on the event fX0 2 Ag,
jSA j=

AX
k=1
(Xk)
= jYA+1 − Y1j62 a:s:
Trivially,Z
A
(dx)Ex’(jSA j)6(A)  ’(2)<+1;
which means that A 2 SL. In particular, SL 6= . In view of (1.24), we also have
that S0 6=  and that Sb 6= . We have proved that in the case,  6= SL 6= S,
 6=Sb 6=S and  6=S0 6=S.
From this example, one can also see why Corollary 1.4 cannot be stated in the same
manner as Corollary 1.3. In spite of this, one still can remove conditions (1.15), (1.17)
and (1.19) by considering some smaller classes. Let S1 be the class of nite unions of
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small sets with order 1. Although it may be empty in the general state space context
(Example 1:1), Chapter I, Chen, 1999), S1 is non-trivial in many interesting cases. In
the countable state space case, for example, each state is a small set with order 1 (as
soon as the chain is irreducible) and therefore every nite subset of E is a member of
S1. Dene
S1;L =

A 2S1;
Z
A
(dx)Ex’(kSA k)<+1

;
S1;b =

A 2S1; lim sup
t!+1
t
Z
A
(dx)Pxf’(kSA k)>tg<+1

;
S1;0 =

A 2S1; lim
t!+1 t
Z
A
(dx)Pxf’(kSA k)>tg= 0

:
Theorem 1.5. We have
S1;L =  or S1; (1.25)
S1;b =  or S1; (1.26)
S1;0 =  or S1: (1.27)
The organization of the paper is the following: In Section 2, we establish some
auxiliary results. In Section 3, we prove Theorem 1.1. Some ideas used in the proof
of Theorem 4:1, Chapter I, (Chen, 1999), such as extensive exploition of the Markov
property, stopping technique and Kac’s formula, are still useful in our proof. The
proof also relies on some connection established in Section 2 between small sets and
D-sets. As a matter of fact, replacing small sets by D-sets in Theorem 1.1 leads
not only to a better result | dichotomy on a larger class and drop of aperiod-
icity assumption, but also to a simplication of the proof. In Section 4, we prove
Theorems 1:2 and 1:5, which appear as the corollaries of Theorem 1.1 (Corollary 1.3,
more precisely). Our observation is based on a localization argument and a construction
of some \semi"-Markov chain.
Although no specication is made in our main theorems for the probability space
(
;F; P) on which the chain fXngn>0 is dened, it is often convenient to think of
(
;F) as the product measurable space (
Q1
n=0 En;⊗1n=0En), where (En;En) is a copy
of (E;E), and fXngn>0 as the canonical projections on 
. We adopt such a system
later without further comment whenever it is necessary. Under such identication, the
shift operator  :
! 
 dened by
(fx0; x1; : : : ; xn; : : :g) = fx1; x2; : : : ; xn+1; : : :g where != fxngn>0 2 

satises
fX0; X1; : : : ; Xn; : : :g  = fX1; X2; : : : ; Xn+1; : : :g:
We write  n for the nth power of  :  n =
nz }| {
        .
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Given a set A 2 E+, dene the regeneration times fA(k)gk>0 as follows:
A(0) = 0 and A(1) = A;
A(k + 1) = inffn > A(k); Xn 2 Ag (k>1): (1.28)
The assumption of Harris recurrence implies that for each k, A(k)< + 1 a.s.
P for all initial distribution .
2. Uniform recurrence and D-sets
Given a small set C together with a probability measure  on (E;E) such that
(C; ) satises (1.8) for some m>1 and that (C)> 0 (such (C; ) exists by Theorem
5:2:2 in Meyn and Tweedie (1993), as soon as the chain is irreducible). According to
Theorem 5:4:4 in Meyn and Tweedie (1993), the greatest common divisor d of the set
fm>1; there exists b> 0 such that (1:8) holdsg
does not depend on the particular choice of (C; ). We call d the period of the chain
fXngn>0. See, e.g., Theorem 5:4:4 in Meyn and Tweedie (1993) for an alternative way
to dene the period of Markov chain. The chain fXngn>0 is called aperiodic if d= 1.
Lemma 2.1. Assume that fXngn>0 is uniformly recurrent with the period d. Then;
there exist disjoint sets D1; : : : ; Dd 2 E+; probability measures 1; : : : ; d on (E;E)
with i(Di)> 0; i = 1; : : : ; d; an integer m>1 divided by d; and a real number b> 0
such that

  
d[
k=1
Dk
!c!
= 0 (2.1)
and
Pm>bIDi ⊗ i; i = 1; : : : ; d: (2.2)
Proof. According to Theorem 5:4:4 in Meyn and Tweedie (1993), there exist disjoint
sets D1; : : : ; Dd 2 E+ such that (2.1) holds (note that  is an irreducibility measure of
the chain) and
P(x; Di+1) = 1; 8x 2 Di; i = 0; : : : ; d− 1 (mod d): (2.3)
For xed 16i6d, fXndgn>0 becomes a Markov chain with state space Di when X0 is
restricted to Di. By denition, one can easily see that this chain is aperiodic. We now
claim that when restricted to Di, fXndgn>0 is uniformly recurrent. Given ADi with
A 2 E+, let
dA = inffn>1; Xnd 2 Ag:
In view of (2.3), for each x 2 Di, A = ddA a.s. Px. Consequently,
sup
x2Di
ExdA = d
−1  sup
x2Di
ExA6d−1  sup
x2E
ExA <+1;
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which gives the uniform recurrence of fXndgn>0. According to Theorem 16:02 in Meyn
and Tweedie (1993), Di is a small set of fXndgn>0, i.e, there exist a probability
measures i on (E;E) with i(Di)> 0, an integer m>1 and a i > 0 such that
Pmi>iIDi ⊗ i; i = 1; : : : ; d:
Consider the subset Ii of positive integers given by
Ii = fm>1; Pmi>bIDi ⊗ i for some b> 0g:
By denition, d is the greatest common divisor of Ii. A standard procedure via Chap-
man{Kolmogorov equation gives that Ii is closed under addition. According to Lemma
D:7:4, p. 527 in Meyn and Tweedie (1993), therefore, nd 2 Ii for all suciently large
n. In particular, there exist an integer m>1 divided by d, and a b> 0 such that (2.2)
holds.
We return to the general case. Given A 2 E+ it is often of interest to consider the
chain on A, namely the sequence fXA(k)gk>0, where X0 (=XA(0)) is restricted to A
and the chain on A takes values in the state space (A;EA), where EA=fF 2 E;F Ag.
This chain has transition probability PA(x; )  PxfXA 2 g, n-step transition probability
PnA(x; )  PxfXA(n) 2 g, and invariant measure (A \ ). In particular, fXA(k)gk>0 is
positive if and only if (A)<+1, in which case the probability measure A on (E;E)
((A;EA), more precisely) given by
A() = (A)−1(A \ ) (2.4)
is its invariant distribution. In Orey (1971), a set D 2 E+ is called a D-set if the chain
fXD(k)gk>0 on D is uniformly recurrent. Our next lemma claims that this denition
is consistent with ours. This fact was pointed out (without proving) at the end of the
book written by Nummelin (1984) (Notes and comments). Since we cannot nd its
proof in the literature, we include it here.
Lemma 2.2. Given a set D 2 E+; D is a D-set if and only if the chain fXD(k)gk>0
on D is uniformly recurrent. In particular;
(A)<+1; A 2 D: (2.5)
Proof. Given A;D 2 E+ with AD,
AX
k=1
ID(Xk) = inffk>1;XD(k) 2 Ag a:s:
Hence, the uniform recurrence of fXD(k)gk>0 is equivalent to
sup
x2D
Ex
 
AX
k=1
ID(Xk)
!
<+1; A 2 E+ and AD:
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From the relation
A6D + A   D ;
we have that for all x 2 E,
Ex
 
AX
k=1
ID(Xk)
!
6 Ex
 
DX
k=1
ID(Xk)
!
+ Ex
 
D+A DX
k=D+1
ID(Xk)
!
= 1 + Ex
(
EXD
 
AX
k=1
ID(Xk)
!)
6 1 + sup
y2D
Ey
 
AX
k=1
ID(Xk)
!
<+1;
where the second step follows from Markov property. Therefore, the chain fXD(k)gk>0
on D is uniformly recurrent if and only if
sup
x2E
Ex
 
AX
k=1
ID(Xk)
!
<+1; A 2 E+ and AD: (2.6)
To prove the rst assertion, therefore, it is enough to show that for given D 2 E+,
(2.6) implies (1.9). Let D 2 E+ satisfy (2.6). By Proposition 2:3 in Cogburn (1975),
there exists a sequence fAngn>1 of subsets in E+ such that AnAn+1 (n>1),

  1[
n=1
An
!c!
= 0
and for each n>1, An is uniform:
lim
t!+1 supx2An
PxfA > tg= 0 for all A 2 E+ with AAn: (2.7)
We now claim that for each n>1, the chain fXD[An (k)gk>0 on D [ An is uniformly
recurrent. Notice that
AX
k=1
ID[An(Xk) = inffk>1;XD[An (k) 2 Ag a:s:
for any A 2 E+ with AD[An. In view of (5:24) in Nummelin (1984) and its relation
with uniform recurrence, we need only to prove that for any n>1 and A 2 E+,
lim
t!+1 supx2E
Px
(
AX
k=1
ID[An(Xk)>t
)
= 0: (2.8)
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Clearly, it is enough to prove (2.8) for all suciently large n. So we may assume that
A \ An; D \ An 2 E+. Then for any x 2 E,
Px
(
AX
k=1
ID[An(Xk)>t
)
6Px
( AnX
k=1
ID[An(Xk)>t=2
)
+ Px
8<
:
An+A AnX
k=An+1
ID[An(Xk)>t=2
9=
;
6Px
( AnX
k=1
ID(Xk)>t=2− 1
)
+ Ex
 
PXAn
(
AX
k=1
ID[An(Xk)>t=2
)!
6 sup
y2E
Py
( D\AnX
k=1
ID(Xk)>t=2− 1
)
+ sup
y2An
PyfA\An > t=2g:
Therefore, one can see how (2.8) follows from the denition of D and (2.7). Hence,
for each n>1 the set D [ An satises (2.6), i.e.,
sup
x2E
Ex
 
AX
k=1
ID[An(Xk)
!
<+1; A 2 E+ and AD [ An:
For any A 2 E+, choose n suciently large so that A \ An 2 E+. Then,
sup
x2E
Ex
 
AX
k=1
ID(Xk)
!
6 sup
x2E
Ex
 
AX
k=1
ID[An(Xk)
!
6 sup
x2E
Ex
 A\AnX
k=1
ID[An(Xk)
!
<+1:
Hence, D satises (1.9). Assertion (2:5) follows from the well known fact that uniform
recurrence implies positivity.
3. Proof of Theorem 1.1
The proof of Theorem 1.1 consists of several lemmas. We begin with some basic
inequalities which will be used throughout the proof.
Lemma 3.1. Let U and V be non-negative random variables. Suppose there exist
positive reals > 1; ;  and t0 such that < 1 and
PfU>t; V <tg6PfU>tg for all t>t0: (3.1)
Then;
EU6(−1 − )−1(t0 + −1EV ); (3.2)
lim sup
t!+1
t  PfU>tg6  −1  (1− )−1 lim sup
t!+1
t  PfV>tg: (3.3)
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Proof. Inequality (3.2) is a well known result initially used by Burkholder and Gundy
(1970) and later used extensively in many dierent situations. To make our paper
self-contained, we include its proof here. For each t>t0;
PfU>tg6 PfU>t; V <tg+ PfV>tg
6 PfU>tg+ PfV>tg: (3.4)
Integrating both sides gives
EU = 
Z +1
0
PfU>tg dt6

t0 +
Z +1
t0
PfU>tg dt

6 

t0 + 
Z +1
t0
PfU>tg dt +
Z +1
t0
PfV>tg dt

6 [t0 + EU + −1EV ]:
Solving for EU gives (3.2). We now come to prove (3.3). Iterating (3.4) gives that
for each t>t0 and n>1;
PfU>ntg6nPfU>tg+
n−1X
k=0
kPfV>n−k−1tg:
Equivalently,
(nt)PfU>ntg6()ntPfU>tg+ −1
n−1X
k=0
()k(n−k−1t)PfV>n−k−1tg:
Therefore,
lim sup
n!1
(nt)PfU>ntg6−1
1X
k=0
()k  lim sup
!+1
  PfV>g
=   −1  (1− )−1 lim sup
!+1
  PfV>g:
Since t>t0 is arbitrary, one can easily see how this implies (3.3).
We may assume in our proof that ’ is a non-decreasing continuous function such
that for some xed > 0;
’(cs)6c’(s) for all s>0 and c>1 (3.5)
for, there is a non-decreasing continuous function ’^ : [0;+1)! [0;+1) (Lemma A.2
in Klass, 1990) satisfying (3.5) for some ^> 0 such that
’^(s)6’(s)62+1’^(s) 8s>0;
so we can take ’^ instead of ’ if otherwise. Hence (3.5) is assumed in the rest of this
section.
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Lemma 3.2. Assume that C;D 2 D and DC. Then;
C 2 DL ) D 2 DL; (3.6)
C 2 Db ) D 2 Db; (3.7)
C 2 D0 ) D 2 D0: (3.8)
Proof. By Lemma 2.2 the chain fXC (k)gk>0 on C is uniformly recurrent. Let d>1
be its period. Applying Lemma 2.1 to fXC (k)gk>0 gives that there exist disjoint sets
D1; : : : ; Dd 2 E+ with D1; : : : ; DdC; probability measures 1; : : : ; d on (E;E) with
i(Di)> 0; i = 1; : : : ; d; an integer m>1; and a b> 0 such that

 
C
- 
d[
k=1
Dk
!!
= 0 (3.9)
and for each x 2 E;
PxfXC (m) 2 g>bIDi(x)  i(); i = 1; : : : ; d: (3.10)
Dene
T = inffk>1; XC (k) 2 Dg: (3.11)
Then,
C(T ) = D a:s: (3.12)
Choose 0<< 12 such that
1− b
2

(1− 2) < 1 (3.13)
and let s>0 be xed but arbitrary. Dene
k = max
C (k−1)6n6C (k+m)
kSn − SC (k−1)k ; k = 1; 2; : : : ;
= inf

k>1; max
n6C (k)
kSnk> (1− 2)s

:
Let D (see (2.4) for a denition of D) be the initial distribution. In view of (3.12)
we have
PD

max
n6D
kSnk>s; max
16k6T
k6s

=PD

max
n6D
kSnk>s; max
16k6T
k6s; 6T

=
1X
l=1
PD

= l; T>l; max
n6D
kSnk>s; max
16k6T
k6s

:
Note that for each l>1;
D6C(l+ m) + D   C (l+m) a:s:
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Hence,
PD

max
n6D
kSnk>s; max
16k6T
k6s

6
1X
l=1
PD

= l; T>l; max
n6C (l+m)+D C (l+m)
kSn k>s; max
16k6T
k6s

6
1X
l=1
PD

= l; T>l; max
C (l+m)6n6C (l+m)+D C (l+m)
kSn − SC (l+m)k>s

;
where the last step follows from the fact that on the event f = l; T>lg; we have
for all C(l+ m)6n6C(l+ m) + D   C (l+m) that
kSnk6 kSn − SC (l+m)k + max
k6C (l−1)
kSk k + l
6 kSn − SC (l+m)k + (1− 2)s+ max
16k6T
k :
Note that for each l>1;
max
C (l+m)6n6C (l+m)+D C (l+m)
kSn − SC (l+m)k
=

max
C (m)6n6C (m)+D C (m)
kSn − SC (m)k

  C (l) a:s:
By the strong Markov property we obtain
PD

max
n6D
kSnk>s; max
16k6T
k6s

6
1X
l=1
ED

If=l;T>lgPXC (l)

max
C (m)6n6C (m)+D C (m)
kSn − SC (m)k>s

:
For each x 2 Sdk=1 Dk;
Px

max
C (m)6n6C (m)+D C (m)
kSn − SC (m)k<s

=Ex

PXC (m)

max
n6D
kSn k<s

>b min
16i6d
Pi

max
n6D
kSn k<s

;
where the rst step follows from the Markov property and the second from (3.10).
By (3.9), therefore,
PXC (l)

max
C (m)6n6C (m)+D C (m)
kSn − SC (m)k>s

61− b min
16i6d
Pi

max
n6D
kSn k<s

a:s: P:
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Hence,
PD

max
n6D
kSnk>s; max
16k6T
k6s

6

1− b min
16i6d
Pi

max
n6D
kSnk<s

PDf6Tg
=

1− b min
16i6d
Pi

max
n6D
kSn k<s

PD

max
n6D
kSnk> (1− 2)s

: (3.14)
Dene the inverse function ’−1 of ’ by
’−1(t) = inffs>0;’(s)>tg; t>0: (3.15)
It is easy to see that
fs; s>’−1(t)gfs;’(s)>tgfs; s>’−1(t)g 8t>0: (3.16)
By (3.5),
’((1− 2)−1s)6(1− 2)−’(s); 8s>0:
Let  = (1− 2)−. For given t>0; bringing s= ’−1(t) into (3.14) gives
PD

max
n6D
’(kSnk)>t; max
16k6T
’(−1 k)<t

6

1− b min
16i6d
Pi

max
n6D
kSn k<’−1(t)

PD

max
n6D
’(kSnk)>t

8t>0:
Take t0> 0 suciently large that
min
16i6d
Pi

max
n6D
kSnk<’−1(t)

> 12 8t>t0:
In view of (3.13), Lemma 3:1 applies if we take  = ;  = 1 − b=2; U = maxn6D
’(kSn k) and V =max16k6T ’(−1 k). Therefore, in order that D 2 DL; D 2 Db and
D 2 D0; one needs only to prove, respectively, that
ED max
16k6T
’(−1k)<+1;
lim sup
t!+1
PD

max
16k6T
’(−1k)>t

<+1
and
lim
t!+1 PD

max
16k6T
’(−1k)>t

= 0:
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By (3.5), it is enough to prove, respectively, thatZ
D
(dx)Ex
 
TX
k=1
’(k)
!
<+1; (3.17)
lim sup
t!+1
t 
Z
D
(dx)Ex
 
TX
k=1
If’(k )>tg
!
<+1 (3.18)
and
lim
t!+1 t 
Z
D
(dx)Ex
 
TX
k=1
If’(k )>tg
!
= 0: (3.19)
By the Markov property,Z
D
(dx)Ex
TX
k=1
’(k) =
1X
k=1
Z
D
(dx)Ex’(k)IfT>kg
=
1X
k=1
Z
D
(dx)Ex

IfT>kgEXC (k−1) maxn6C (m+1)
’(kSnk)

=
Z
D
(dx)Ex
TX
k=1
EXC (k−1)

max
n6C (m+1)
’(kSnk)

=
Z
D
(dx)Ex
T−1X
k=0
EXC (k)

max
n6C (m+1)
’(kSnk)

:
Applying Kac’s formula (see, e.g. Theorem 10:4:9 in Meyn and Tweedie, 1993) to the
chain fXC (k)gk>0 on C givesZ
D
(dx)Ex
T−1X
k=0
EXC (k)

max
n6C (m+1)
’(kSn k)

=
Z
C
(dx)Ex

max
n6C (m+1)
’(kSn k)

:
Consequently,Z
D
(dx)Ex
 
TX
k=1
’(k)
!
=
Z
C
(dx)Ex

max
n6C (m+1)
’(kSnk)

:
Similarly, one can prove that for each t>0;Z
D
(dx)Ex
 
TX
k=1
If’(k )>tg
!
=
Z
C
(dx)Px

max
n6C (m+1)
’(kSnk)>t

:
Therefore, it is enough to prove that for C 2 DL; C 2 Db and C 2 D0, respectively,Z
C
(dx)Ex

max
n6C (m+1)
’(kSnk)

<+1; (3.20)
lim sup
t!+1
t 
Z
C
(dx)Px

max
n6C (m+1)
’(kSnk)>t

<+1; (3.21)
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and
lim
t!+1 t 
Z
C
(dx)Px

max
n6C (m+1)
’(kSn k)>t

= 0: (3.22)
By the triangle inequality,
max
n6C (m+1)
kSn k6
mX
k=0
max
C (k)6n6C (k+1)
kSn − SC (k)k a:s:
In view of (3.5), for any s0; : : : ; sm>0,
’(s0 +   + sm)6’

(m+ 1) max
06k6m
sk

6 (m+ 1) max
06k6m
’(sk)6(m+ 1) (’(s0) +   + ’(sm)) :
Therefore,
max
n6C (m+1)
’(kSn k)6(m+ 1)
mX
k=0
max
C (k)6n6C (k+1)
’(kSn − SC (k)k) a:s:
Hence,Z
C
(dx)Ex

max
n6m+C
’(kSnk)

6(m+ 1)
mX
k=0
Z
C
(dx)Ex

max
C (k)6n6C (k+1)
’(kSn − SC (k)k)

=(m+ 1)
mX
k=0
Z
C
(dx)Ex

EXC (k) maxn6C
’(kSn k)

;
where the last step follows from the Markov property. Note that (C \ ) is the
invariant measure of the chain fXC (k)gk>0. In particular, for each 06k6m,Z
C
(dx)Ex

EXC (k) maxn6C
’(kSnk)

=
Z
C
(dx)Ex

max
n6C
’(kSnk)

<+1:
Hence (3.20) holds. The proofs of (3.21) and (3.22) are similar.
Lemma 3.3. Assume that C;D 2 D and DC. Then;
D 2 DL ) C 2 DL; (3.23)
D 2 Db ) C 2 Db; (3.24)
D 2 D0 ) C 2 D0: (3.25)
Proof. Let d be the period of the chain fXC (k)gk>0 on C. By Lemma 2.2, the uniform
recurrence of fXC (k)gk>0 implies that there exist disjoint sets D1; : : : ; Dd 2 E+ with
D1; : : : ; DdC, probability measures 1; : : : ; d on (E;E) with i(Di)> 0; i = 1; : : : ; d,
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an integer m>1, and a b> 0 such that (3.9) and (3.10) hold. Let T be dened by
(3.11) and dene
’k = max
C (k−1)6n6C (k)
’(kSn − SC (k−1)k); k = 1; 2; : : : :
Choose > 0 such that
(1 + 2)(1− b=2)< 1: (3.26)
For xed s>−1(m+ 1) and t>0, let
= inf
8<
:k>1;
kX
j=1
If’j>t;T>jg>s
9=
; :
In view of (3.12) we have
PD
8<
:
1X
j=1
If’j>t;T>jg>(1 + 2)s
9=
;
=PD
8<
:
1X
j=1
If’j>t;T>jg>(1 + 2)s; <+1
9=
;
=
1X
k=1
PD
8<
:= k;
1X
j=1
If’j>t;T>jg>(1 + 2)s
9=
;
6
1X
k=1
PD
8<
:= k;
1X
j=m+k+1
If’j>t;T>jg>s
9=
; :
Dene
T (n) = inffk>n; XC (k) 2 Dg= C(n− 1) + T   C (n−1); n= 1; 2; : : : :
Then,
PD
8<
:
1X
j=1
If’j>t;T>jg>(1 + 2)s
9=
;
6
1X
k=1
PD
8<
:= k;
1X
j=m+k+1
If’j>t;T (k+m+1)>jg>s
9=
;
=
1X
k=1
ED
0
@If=kg  PXC (k)
8<
:
1X
j=m+1
If’j>t;T (m+1)>jg>s
9=
;
1
A ;
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where the second step follows from the Markov property. By (3.10), for each
x 2 Sdk=1 Dk ,
Px
8<
:
1X
j=m+1
If’j>t;T (m+1)>jg<s
9=
;
=Ex
0
@PXC (m)
8<
:
1X
j=1
If’j>t;T>jg<s
9=
;
1
A
>b min
16i6d
Pi
8<
:
1X
j=1
If’j>t;T>jg<s
9=
; :
In view of (3.9), therefore,
PXC (k)
8<
:
1X
j=m+1
If’j>t;T (m+1)>jg>s
9=
;
61− b min
16i6d
Pi
8<
:
1X
j=1
If’j>t;T>jg<s
9=
; a:s: P:
Take so>−1(m+ 1) suciently large such that
min
16i6d
Pi
8<
:
1X
j=1
If’j>t;T>jg<so
9=
;> 1=2:
Then, for each s>so and t>0,
PD
8<
:
1X
j=1
If’j>t;T>jg>(1 + 2)s
9=
;6(1− b=2)PD
8<
:
1X
j=1
If’j>t;T>jg>s
9=
; : (3.27)
By (3.12), for each 16j6T ,
’j6max
n6D
’(2kSn k)62 max
n6D
’(kSnk):
Combining this observation with (3.27) gives
PD
8<
:
1X
j=1
If’j>t;T>jg>(1 + 2)s; Ifmaxn6D’(kSn k)>2−tg<s
−1
o s
9=
;
6(1− b=2)PD
8<
:
1X
j=1
If’j>t;T>jg>s
9=
;
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for all s>0 and t>0. In view of (3.26), taking  = 1 + 2;  = s−1o ;  = 1 − b=2;
U =
P1
j=1 If’j>t;T>jg and V = Ifmaxn6D’(kSn k)>2−tg in (3.2) of Lemma 3.1 gives
ED
0
@ 1X
j=1
If’j>t;T>jg
1
A6 ((1+2)−1−(1−b=2))−1soPD

max
n6D
’(kSnk)>2−t

(3.28)
for all t>0. On the other hand,
ED
0
@ 1X
j=1
If’j>t;T>jg
1
A
=
1X
j=1
ED
(
If’j>t;T>jg

=
1X
j=1
ED

IfT>jgPXC ( j−1)

max
n6C
’(kSnk)>t

=ED
0
@ TX
j=1
PXC ( j−1)

max
n6C
’(kSnk)>t
1A
= (D)−1
Z
C
(dx)Px

max
n6C
’(kSnk)>t

;
where the last step follows from Kac’s formula (see, e.g., Theorem 10:4:9, in Meyn
and Tweedie (1993)), which is applied to the chain fXC (k)gk>0. Combining this with
(3.28) givesZ
C
(dx)Px

max
n6C
’(kSnk)>t

6((1 + 2)−1 − (1− b=2))−1so
Z
D
(dx)Px

max
n6D
’(kSnk)>2−t

(3.29)
for all t>0. One can easily see how Lemma 3.3 follows from (3.29).
We now come to the proof of Theorem 1.1. We only prove (1.11), as the proofs of
(1.12) and (1.13) are analogous. It suces to prove that for any A1; A2 2 D; A1 2 DL
implies A2 2SL. In fact, since D is closed under nite unions by Lemma 3.3 one has
that A1 [ A2 2 DL. Applying Lemma 3.1 gives that A2 2 DL.
4. Proof of Theorems 1.2 and 1.5
Similar to the proof of Theorem 1.1, we need only to prove that for any C;D 2
S(S1) with DC, the statements C 2SL(S1; L); C 2Sb(S1; b) and C 2S0(S1; 0)
are equivalent to D 2SL(S1; L); D 2Sb(S1; b) and D 2S0(S1; 0), respectively. We
begin with the following lemma in which the situation is slightly general.
X. Chen / Stochastic Processes and their Applications 83 (1999) 211{236 231
Lemma 4.1. Assume that C;D 2 D and DC. Let
T = inffk>1; XC (k) 2 Dg:
Then; the statements in each of following three pairs are equivalent:Z
C
(dx)Ex’(kSC k)<+1;Z
D
(dx)Ex max
k6T
’(kSC (k) k)<+1;
(4.1)
lim sup
t!+1
t
Z
C
(dx)Px f’(kSC k)>tg<+1;
lim sup
t!+1
t
Z
D
(dx)Px

max
k6T
’(kSC (k) k)>t

<+1;
(4.2)
lim
t!+1 t
Z
C
(dx)Px f’(kSC k)>tg= 0;
lim
t!+1 t
Z
D
(dx)Px

max
k6T
’(kSC (k)k)>t

= 0:
(4.3)
Proof. Let the C  B-valued random sequence fZkgk>0 be dened as follows:
Zk = (XC (k); SC (k) − SC (k−1)); k = 0; 1; : : : ;
where X0 is restricted to C and SC (0) − SC (−1) is dened in such a way that Z0 is
distributed by a given probability measure on C  B. One can verify that fZkgk>0
becomes a Markov chain with state space C  B, transition probability K given by
K ((x; y); ) = Px f(XC ; SC ) 2 g ; x 2 C; y 2 B;
n-step transition probability Kn given by
Kn ((x; y); ) = Px f(XC (n); SC (n) − SC (n−1)) 2 g ; x 2 C; y 2 B;
and the invariant distribution  given by
() = PC f(XC ; SC ) 2 g :
We now claim that fZkgk>0 is uniformly recurrent. According to Proposition 5:23 in
Nummelin (1984), we need only to show that given a D-set D of fZkgk>0, there exists
N>1 such that
inf
x2C
NX
k=1
Pxf(XC (k+1); SC (k+1) − SC (k)) 2 Dg> 0: (4.4)
By denition,Z
C(dx)Pxf(XC ; SC ) 2 Dg= ( D)> 0:
In particular,
fx 2 C; Pxf(XC ; SC ) 2 Dg> 0g 2 E+C ;
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where E+C = fA 2 E+; ACg. Due to the uniform recurrence (Lemma 2.2) of the
chain fXC (k)gk>0, E+C is the class of D-sets of fXC (k)gk>0. Applying Proposition 5:23
in Nummelin (1984) to fXC (k)gk>0 gives that there is a N>1 such that
inf
x2C
NX
k=1
Ex(PXC (k)f(XC ; SC ) 2 Dg)> 0:
Therefore, (4.4) follows from the following observation:
Pxf(XC (k+1); SC (k+1) − SC (k)) 2 Dg= Ex(PXC (k)f(XC ; SC ) 2 Dg):
Let  : C  B! B be the canonical projection. For any t>0,
f(x; y) 2 C  B;’(k (x; y)k)>tg
= f(x; y) 2 C  B;’(kyk)>tg
=PCf’(kSC k)>tg
=(C)−1
Z
C
(dx)Pxf’(kSC k)>tg;
and Z
DB
(d(x; y))Px
8<
:maxk6T ’
0
@
∥∥∥∥∥∥
kX
j=1
(Zk)
∥∥∥∥∥∥
1
A>t
9=
;
=EC

IfXC2DgPXC

max
k6T
’(kSC (k)k)>t

=
Z
D
C(dx)Px

max
k6T
’(kSC (k)k)>t

=(C)−1
Z
D
(dx)Px

max
k6T
’(kSC (k)k)>t

:
Applying Corollary 1.3 | a consequence of Theorem 1.1, to the Markov chain fZkgk>0
and the map  gives the desired conclusion.
In view of (3.12) we have
’(kSD k)6max
k6T
’(kSC (k)k):
Therefore, the statements C 2 SL (S1; L); C 2 Sb (S1; b) and C 2 S0 (S1; 0) imply
that D 2SL (S1; L); D 2Sb (S1; b) and D 2S0 (S1; 0), respectively.
Conversely, suppose C;D 2S. Then, there exist small sets C1; : : : ; CN such that
C =
N[
i=1
Ci: (4.5)
An argument similar to the proof of (2.2) implies that there exist probability measures
1; : : : ; N on (E;E), an integer m>1, and a b> 0 such that
Pm>bICi ⊗ i; i = 1; : : : ; N: (4.6)
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Let s>0 be xed but arbitrary. Dene
= inffk>1; kSC (k) k>sg:
Then,
PDfkSD k>s=3g>PDfkSD k>s=3; 6Tg
=
1X
k=1
PDf= k; T>k; kSD k>s=3g
>
1X
k=1
PDf= k; T>k; kSD − SC (k)k< 2s=3g
>
1X
k=1
PD

= k; T>k; max
C (k)6n6C (k)+D C (k)
kSn − SC (k)k< 2s=3

;
where the last step follows from the fact that on the event fT>kg,
C(k)6D6C(k) + D   C (k):
Note that
max
C (k)6n6C (k)+D C (k)
kSn − SC (k) k =

max
n6D
kSnk

  C (k)
and that
D6m− 1 + D   m−1:
By the Markov property we have
PDfkSD k>s=3g
>
1X
k=1
ED

If=k; T>kg  PC (k)

max
n6D
kSnk< 2s=3

>
1X
k=1
ED

If=k; T>kg  PC (k)

max
n6m−1+D m−1
kSnk< 2s=3

>
1X
k=1
ED

If=k; T>kg  PC (k)

max
m−16n6m−1+D m−1
kSn − Sm−1k<s=3

−
1X
k=1
ED

IfT>kg  PC (k)

max
n6m−1
kSn k>s=3

:
Let
D = inffn>0; Xn 2 Dg:
Since
max
m−16n6m−1+D m−1
kSn − Sm−1k =
0
@max
n6D
∥∥∥∥∥∥
nX
j=0
(Xj)
∥∥∥∥∥∥
1
A   m
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by the Markov property and (4.5), (4.6), for each x 2 C,
Px

max
m−16n6m−1+D m−1
kSn − Sm−1k<s=3

=
Z
Pm(x; dy)Py
8<
:maxn6D
∥∥∥∥∥∥
nX
j=0
(Xj)
∥∥∥∥∥∥<s=3
9=
;
>b min
16i6N
Pi
8<
:maxn6D
∥∥∥∥∥∥
nX
j=0
(Xj)
∥∥∥∥∥∥<s=3
9=
; :
Applying Kac’s formula (see, e.g., Theorem 10:4:9 in Meyn and Tweedie (1993))
to the chain fXC (k)gk>0 gives
1X
k=1
ED

IfT>kg  PC (k)

max
n6m−1
kSn k>s=3

=ED
 
TX
k=1
PC (k)

max
n6m−1
kSn k>s=3
!
= (D)−1
Z
C
(dx)Px

max
n6m−1
kSnk>s=3

:
Combining the above observations we have
PDfkSD k>s=3g
>b min
16i6N
Pi
8<
:maxn6D
∥∥∥∥∥∥
nX
j=0
(Xj)
∥∥∥∥∥∥<s=3
9=
;PD

max
k6T
kSC (k)k>s

−(D)−1
Z
C
(dx)Px

max
n6m−1
kSnk>s=3

:
Equivalently,Z
D
(dx)Px

max
k6T
kSC (k)k>s

6
0
@b min
16i6N
Pi
8<
:maxn6D
∥∥∥∥∥∥
nX
j=0
(Xj)
∥∥∥∥∥∥<s=3
9=
;
1
A−1

Z
D
(dx)PxfkSD k>s=3g+
Z
C
(dx)Px

max
n6m−1
kSnk>s=3

:
Given t>0, take s= ’−1(t). In view of (1.7) and (3.16) we haveZ
D
(dx)Px

max
k6T
’(kSC (k)k)>t

6
0
@b min
16i6N
Pi
8<
:maxn6D
∥∥∥∥∥∥
nX
j=0
(Xj)
∥∥∥∥∥∥<’−1(t)=3
9=
;
1
A−1
X. Chen / Stochastic Processes and their Applications 83 (1999) 211{236 235

Z
D
(dx)Pxf’(kSD k)>3−tg
+
Z
C
(dx)Px

max
n6m−1
’(kSnk)>3−t

: (4.7)
Choose to > 0 such that
min
16i6N
Pi
8<
:maxn6D
∥∥∥∥∥∥
nX
j=0
(Xj)
∥∥∥∥∥∥<’−1(to)=3
9=
;> 1=2:
Then, for all t>to,Z
D
(dx)Px

max
k6T
’(kSC (k)k)>t

62b−1
Z
D
(dx)Pxf’(kSD k)>3−tg
+
Z
C
(dx)Px

max
n6m−1
’(kSn k)>3−t

:
By (1.10), C;D are D-sets. Hence, one can see from Lemma 4.1 how the statements
D 2 SL; D 2 Sb and D 2 S0 imply, under assumptions (1.15), (1.17) and (1.19),
that C 2SL, C 2Sb and C 2S0, respectively.
When C;D 2 S1, there exist probability measures 1; : : : ; N on (E;E) and a b> 0
such that (4.5) holds and
P>bICi ⊗ i; i = 1; : : : ; N: (4.8)
A computation similar to that for (4.7) (with (4.8) instead of (4.6)) gives thatZ
D
(dx)Px

max
k6T
’(kSC (k)k)>t

6
0
@b min
16i6N
Pi
8<
:maxn6D
∥∥∥∥∥∥
nX
j=0
(Xj)
∥∥∥∥∥∥<’−1(t)=2
9=
;
1
A−1

Z
D
(dx)Pxf’(kSD k)>2−tg; (4.9)
from which one can see how the statements D 2S1; L; D 2S1; b and D 2S1; 0 imply
that C 2S1; L; C 2S1; b and C 2S1; 0, respectively.
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