Scientists have long proposed that memory representations control the mechanisms of attention that focus processing on the task-relevant objects in our visual field. Modern theories specifically propose that we rely on working memory to store the object representations that provide top-down control over attentional selection. Here, we show that the tuning of perceptual attention can be sharply accelerated after 20 min of noninvasive brain stimulation over medial-frontal cortex. Contrary to prevailing theories of attention, these improvements did not appear to be caused by changes in the nature of the working memory representations of the search targets. Instead, improvements in attentional tuning were accompanied by changes in an electrophysiological signal hypothesized to index long-term memory. We found that this pattern of effects was reliably observed when we stimulated medial-frontal cortex, but when we stimulated posterior parietal cortex, we found that stimulation directly affected the perceptual processing of the search array elements, not the memory representations providing top-down control. Our findings appear to challenge dominant theories of attention by demonstrating that changes in the storage of target representations in long-term memory may underlie rapid changes in the efficiency with which humans can find targets in arrays of objects.
T he cognitive and neural mechanisms that tune visual attention to select certain targets are not completely understood despite decades of intensive study (1, 2) . Attention can clearly be tuned to certain object features (similar to tuning a radio to a specific station, also known as an attentional set), but how this tuning occurs as we search for certain objects in our environment is still a matter of debate. The prevailing theoretical view is that working memory representations of target objects provide topdown control of attention as we perform visual search for these objects embedded in arrays of distractors (3) (4) (5) (6) (7) . However, an alternative view is that long-term memory representations play a critical role in the top-down control of attention, enabling us to guide attention based on the more enduring representations of this memory store (8) (9) (10) (11) (12) (13) (14) (15) (16) . To distinguish between these competing theoretical perspectives, we used transcranial direct-current stimulation (tDCS) to manipulate activity in the brain causally (17) , and combined this causal manipulation of neural activity with electrophysiological measurements that are hypothesized to index the working memory and long-term memory representations that guide visual attention to task-relevant target objects.
To determine the nature of the working memory and longterm memory representations that control visual attention during search, we simultaneously measured two separate human eventrelated potentials (ERPs) (8, 18, 19) . The contralateral delay activity (or CDA) of subjects' ERPs provides a measure of the maintenance of target object representations in visual working memory (20, 21) . The CDA is a large negative waveform that is maximal over posterior cortex, contralateral to the position of a remembered item. This large-amplitude lateralized negativity is observed even when nonspatial features are being remembered, and persists as information is held in working memory to perform a task. A separate component, termed the anterior P1, or P170, is hypothesized to measure the build-up of long-term memory representations. The anterior P1 is a positive waveform that is maximal over frontal cortex and becomes increasingly negative as exposures to a stimulus accumulate traces in longterm memory (8, 19, 22) . This component is thought to reflect the accumulation of information that supports successful recognition of a stimulus on the basis of familiarity (23) . For example, the anterior P1 amplitude can be used to predict subsequent recognition memory for a stimulus observed hundreds of stimuli in the past (i.e., across minutes to hours of time) (23) (additional information on the critical features of these ERP components is provided in SI Materials and Methods). We used simultaneous measurements of the CDA and anterior P1 to determine the role that working memory and long-term memory representations play in the tuning of attention following brain stimulation.
Our tDCS targeted the medial-frontal region in our first experiments (Fig. 1A ) because anodal stimulation of this area results in rapid improvement of simple visual discriminations relative to baseline sham conditions (24) . If it is possible to induce rapid improvements in the selection of targets among distractors as humans perform search, then the competing theories of visual attention would account for the accelerated tuning of attention in different ways. The theories that propose working memory representations provide top-down control of visual attention predict that the stimulation-induced improvement in visual search will be due to changes in the nature of the visual working memory representations indexed by the CDA component ( Fig. 1 B and C) . Specifically, the CDA elicited by the target cue presented on each trial should increase in amplitude, relative to the sham condition, to explain the improvement of attentional selection during search. This type of modulation is expected if
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Theories of attention propose that we rely on working memory to control attention by maintaining target presentations in this active store as our visual systems are used to search for certain objects. Here, we show that the tuning of perceptual attention can be sharply accelerated by noninvasive brain stimulation. Our electrophysiological measurements showed that these improvements in attentional tuning were preceded by changes in event-related potentials thought to index longterm memory, but not those potentials that index working memory. Our findings support the hypothesis that changes in the storage of target representations in long-term memory may underlie rapid changes in how target objects are selected by visual attention.
working memory-driven theories of attention are correct based on previous evidence that the CDA is larger on trials of a shortterm memory task when performed correctly compared with incorrect trials (20) . In contrast, theories that propose long-term memory representations rapidly assume control of attention during visual search predict that the stimulation-induced improvement will be due to changes in the long-term memory representations indexed by the anterior P1 elicited by the target cue presented on each trial. Specifically, we should see the anterior P1 exhibit a more negative potential as search improves following stimulation.
Each subject completed anodal and sham tDCS sessions on different days, with order counterbalanced across subjects (n = 18). Immediately after 20 min of tDCS over medial-frontal (experiments 1 and 2) or right parietal (experiment 3) regions of the head (see the current flow model for experiment 1 in Fig.  1A , and additional information about stimulation locations in SI Materials and Methods), we recorded subjects' ERPs while they completed a visual search task. In this search task, the target was cued at the beginning of each trial ( Fig. 1 B and C) . The task-relevant cue signaled the identity of the target that could appear in the search array presented a second later. In experiments 1 and 3, the targets and distractors were Landolt-C stimuli, and in experiment 2, they were pictures of real-world objects. A task-irrelevant item was presented with each cue to balance the hemispheric visual input so that the lateralized ERPs that elicit the CDA could be unambiguously interpreted (25) . The key manipulation in this task was that the target remained the same for three to seven consecutive trials (length of run randomized) before it was changed to a different object. These target repetitions allowed us to observe attentional tuning becoming more precise across trials.
We found that anodal medial-frontal tDCS in experiment 1 accelerated the rate of attentional tuning across trials, as evidenced by the speed of behavior and attention-indexing ERPs elicited by the search arrays ( Fig. 1 D and E) . First, in the baseline sham condition, we observed that subjects became faster at searching for the target across the same-target runs of trials, as shown by reaction time (RT) speeding (F 2,34 = 6.031, P = 0.007) (additional analyses of the sham condition and analyses to verify the absence of effects on accuracy are provided in Fig. S1A and SI Materials and Methods). However, following anodal stimulation, subjects' RTs dramatically increased in speed, such that search RTs reached floor levels within a single trial. This striking causal aftereffect of anodal tDCS was evidenced by a stimulation condition × target repetition interaction on RTs (F 2,34 = 3.735, P = 0.042), with this RT effect being significant between the first two trials of search for a particular Landolt C (F 1,17 = 6.204, P = 0.023) but with no significant change thereafter (P > 0.310). Additionally, by fitting these behavioral RT data with a logarithmic function to model the rate of improvement (9), we found that anodal tDCS significantly increased the rate parameters of RT speeding (F 1,17 = 5.097, P = 0.037).
Consistent with the interpretation that tDCS changed how attention selected the targets in the search arrays, we found that the N2-posterior-contralateral (N2pc) component, an index of the deployment of covert attention to the possible target in a search array (26) , showed a pattern that mirrored the single-trial RT effects (F 1,17 = 4.792, P = 0.043) ( Fig. 1E ; N2pc waveforms are provided in Fig. S1A ). However, other ERP components indexing lower level perceptual processing or late-stage response selection during search were unchanged by the tDCS (Fig. S1 C and D and Table S1 ). Our findings demonstrate that the brain stimulation only changed the deployment of visual attention to targets in the search arrays and did not change the operation of any other cognitive mechanism we could measure during the visual search task. Thus, by delivering electrical current over the medial-frontal area, we were able to accelerate the speed with which subjects tuned their attention to select the task-relevant objects causally.
To determine whether the tDCS-induced attentional improvements were caused by changes in working memory or longterm memory mechanisms of top-down control, we examined the putative neurophysiological signatures of visual working memory (i.e., the CDA) and long-term memory (i.e., the anterior P1) elicited by the target cues. Given the rapid tuning of attention following tDCS relative to sham, we might expect the flexible working memory system to underlie this effect. Contrary to this intuition, we found that the rapid, one-trial improvement in attentional tuning following medial-frontal tDCS was mirrored by changes in the putative neural index of long-term memory but left the putative neural index of working memory unchanged (Fig. 1 F  and G) . Fig. 1F shows that the accelerated effects of attentional tuning caused by anodal stimulation were preceded by a rapid increase in negativity of the anterior P1 across same-target trials, mirroring the rapid, single-trial improvement in RT and the N2pc as the search array was analyzed. This effect was confirmed statistically by a significant stimulation condition × target repetition interaction on the anterior P1 amplitude (F 2,34 = 3.797, P = 0.049), and most dramatically between the first two trials of search (F 1,17 = 5.816, P = 0.027), with no significant pairwise changes in anterior P1 amplitude thereafter (P > 0.707). Logarithmic model fits showed that the rate parameters of the anterior P1 significantly increased after anodal tDCS relative to the more gradual attentional tuning observed in the sham condition (F 1,17 = 5.502, P = 0.031; anterior P1 analyses from the sham condition are described in SI Materials and Methods). Despite these causal changes in anterior P1 activity, neither the amplitude of the CDA (F 2,34 = 0.669, P = 0.437) nor its rate parameters (F 1,17 = 1.183, P = 0.292) significantly differed between stimulation conditions, showing the selectivity of medial-frontal tDCS on the putative neural metric of long-term memory (CDA waveforms are provided in Fig. S1B ). We note that the absence of a stimulation-induced CDA increase is not due to ceiling effects. The single target cue gave us ample room to measure such a boost of the CDA, given that without brain stimulation, this memory load is far from eliciting ceiling amplitude levels for this component (20) .
If the better long-term memory representations indexed by the anterior P1 were the source of the improved search performance, then the size of the stimulation-induced boost of the anterior P1 elicited by the cue should be predictive of the search performance that followed a second later. Consistent with the prediction, we found that an individual subject's anterior P1 amplitude change across the same-target runs following medial-frontal stimulation was highly predictive of the accelerated rates at which the subjects searched through the visual search array that followed (r 18 = 0.764, P = 0.0002) (Fig. 1H) . Thus, the ERPs elicited by the target cues ruled out the working memory explanation of the rapid changes in attentional tuning we observed, and were consistent with the hypothesis that changes in the nature of the longterm memory representations that control attention were the source of this dramatic improvement.
In experiment 2, we replicated the pattern of findings from experiment 1 using a search task in which the targets and distractors were pictures of real-world objects ( Fig. 2 and Fig. S2 ). These results demonstrate the robustness and reliability of the pattern of effects shown in experiment 1. Specifically, brain stimulation resulted in attention being rapidly retuned to the new targets after one trial, as evidenced by RTs hitting the floor by the second trial in a run. Again, this change in RT was mirrored by stimulation changing the anterior P1, and not the CDA, consistent with accounts that posit an important role for longterm memory in the guidance of attention.
Next, we sought to provide converging evidence for our conclusion that the stimulation was changing subjects' behavior by changing the nature of subjects' long-term memory, consistent with previous functional interpretations of the anterior P1. So far, we have drawn conclusions using our analyses across the fairly short runs of same-target trials. However, we next looked at the learning that took place across the entire experimental session, lasting almost 3 h. If our interpretation of the anterior P1 underlying accelerated attentional tuning is correct, then we should see that the anterior P1 is sensitive to the accumulative effects of learning across the entire experimental session and that these long-term effects change following stimulation. To assess the cumulative effects of learning across these long experimental sessions, we examined how behavior, the anterior P1, and the CDA changed across the beginning, middle, and end of experiments 1 and 2 ( Fig. 3 and SI Materials and Methods); that is, we averaged the same-target runs together in the first third, second third, and final third of sessions across all of our subjects. Fig. 3 shows the learning we observed across these long sessions. The RTs were slowest at the beginning of the experiment, when faced with a new target, but as subjects accumulated experience with the set of eight possible targets, we saw the RTs at the beginning of the same-target runs become progressively faster. This accumulation of experience across the entire session that sped RT was mirrored by systematic changes in the amplitude of the anterior P1. The anterior P1 became progressively more negative across the experiment, as we would expect if the magnitude of the negativity were indexing the quality (i.e., strength or number) of the long-term memories for these targets that accumulated across the entire experiment. In contrast, the CDA showed no change across the entire experiment, indicating that the role of working memory in updating the target at the beginning of the same-target runs does not change with protracted learning. For example, it is likely that working memory representations were reactivated to help reduce proactive interference from the target representations built up during the previous run of trials, consistent with influential theoretical proposals (27) . Our medial-frontal tDCS boosted these learning effects measured with the anterior P1 and search RTs while leaving the CDA unchanged, consistent with our interpretation of the findings across the shorter same-target runs. Thus, this cumulative learning across the entire experimental session allowed us to observe how the dynamics of the memory representations underlying the focusing of attention evolved over the long term. These results lend further support to the hypothesis that contributions from long-term memory are driving the causal boost of attentional tuning we observed following brain stimulation.
To determine whether the effects of experiments 1 and 2 were specific to medial-frontal stimulation, in experiment 3, we stimulated the posterior parietal region in a new group of subjects (order of anodal and sham conditions was counterbalanced, n = 18) (Fig. 4A ). This region of the dorsal visual stream plays a role in memory (28) and generating top-down attentional control signals (29) , so that it provides a useful contrast with our medialfrontal stimulation, which appeared to influence attentional selection by changing the long-term memory representations. We specifically targeted the right parietal region because previous studies show that disrupting activity in right parietal cortex can influence attention (30, 31) .
We found that unlike medial-frontal stimulation, right parietal tDCS had no effect on the overall tuning of attention or the memory representations controlling search performance. Fig. 4 B-E shows the overlap between stimulation conditions for the RTs (no stimulation condition × target repetition interaction: F 2,34 = 0.029, P = 0.955) and the amplitudes of the N2pc (F 2,34 = 0.139, P = 0.807), CDA (F 2,34 = 0.814, P = 0.439), and anterior P1 (F 2,34 = 0.393, P = 0.663) across target repetitions. Because subjects again searched for the same target across the runs of trials in experiment 3, we did observe main effects of target repetition on RTs (F 2,34 = 6.190, P = 0.015) and the amplitudes of the N2pc (F 2,34 = 4.053, P = 0.045), CDA (F 2,34 = 5.292, P = 0.024) and anterior P1 (F 2,34 = 6.320, P = 0.006). These effects were due to the steady speeding of RTs, declining CDA amplitude, and increasing amplitudes of the anterior P1 and N2pc across same-target trials. The effects of target repetition indicate that the roles played by working memory and long-term memory in tuning attention across trials in the baseline sham condition were unchanged following right parietal stimulation (Fig. 4 B-E and Figs. S3D and S4).
Given the lateralized application of tDCS in experiment 3, we examined the data based on whether the target appeared in the left or right visual field. We found that parietal stimulation caused lateralized, bidirectional effects on search performance. Relative to sham, subjects were faster at searching for targets after anodal stimulation, but only on trials in which the target color appeared contralateral (i.e., in the left visual field) to the location of the stimulating electrode on the head (i.e., over the right hemisphere) (Fig. 4B ). This effect was evidenced by a stimulation condition × target color laterality interaction on search RTs (F 1,17 = 12.098 P = 0.003) and a main effect of stimulation condition on contralateral search RTs (F 1,17 = 6.014 P = 0.025). In contrast, RTs were slower when target colors appeared ipsilateral (i.e., in the right visual hemifield) with respect to the location of tDCS (F 1,17 = 4.276 P = 0.054) (Fig. 4B) . These results suggest that parietal stimulation facilitated and impeded overall search behavior depending on the location of the target in the visual field.
We found that the lateralized, bidirectional effects of parietal tDCS on search performance were caused by directly influencing perceptual processing, not changing the memory representations controlling attention. The amplitude of the posterior N1 component, a neural index of perceptual processing (32), was significantly modulated by stimulation condition and in a pattern mirroring that of the behavior (stimulation condition × target color laterality interaction: F 1,17 = 10.494 P = 0.005; stimulation condition main effects: contralateral, F 1,17 = 4.755 P = 0.044; stimulation condition main effects: ipsilateral, F 1,17 = 4.573 P = 0.047) (Fig. 4F and Fig. S3A ). In contrast, our indices of the memory representations of the targets and of the deployment of attention were not significantly changed by tDCS [i.e., no stimulation condition × target color laterality interaction: N2pc (F 1,17 = 0.041 P = 0.843), CDA (F 1,17 = 0.107 P = 0.748), anterior P1 (F 1,17 = 0.169 P = 0.686)] (Fig. 4 C-E and Fig. S3 B-D) .
In sum, our parietal stimulation protocol did not change the nature of the memory representations controlling attention but directly influenced the perceptual processing of the objects in the search array. These observations were evidenced by lateralized changes in the early visual ERPs and the behavioral responses to the task-relevant items contralateral vs. ipsilateral to the stimulation. Thus, the effects observed in experiments 1 and 2 are not a ubiquitous pattern observed following stimulation of any cognitive control structure. Instead, when we stimulated the posterior parietal region of the visual stream, we observed changes in early visual responses of the brain and similarly spatially mapped patterns of performance.
Our findings from experiments 1 and 2, that stimulation over medial-frontal areas can rapidly improve attentional selection of targets, may seem surprising because the medial-frontal cortex is not commonly thought to be a crucial node in the network of regions that guide attention (29, 33) . This region is most frequently discussed as critical for the higher level monitoring of task performance, response conflict, and prediction error (34, 35) . However, a variety of studies across species and methods have found connections between regions of medial-frontal cortex and both attention and memory processes. First, human neuroimaging research shows that the cingulate opercular network, including anterior cingulate and presupplementary cortex, is engaged during the implementation of a task set, visuospatial attention, and episodic memory (36) (37) (38) . Second, studies using animal models show that attentional selectivity in the visual domain appears to reside in dorsomedial areas of prefrontal cortex (39) , such as the anterior cingulate gyrus. Third, both the dorsomedial and right dorsolateral prefrontal cortices respond strongly in memory recognition tasks with specific activity bordering the anterior cingulate at or near Brodmann's areas 6, 8, and 32 (40), including supplementary and presupplementary motor areas. The right dorsolateral prefrontal cortex, which also appeared to be in the path of our current-flow modeling, has been causally linked to human long-term memory processes (41) . Given the set of regions in this path, the specificity of our empirical observations is striking. However, future work is clearly needed to dissect the contributions of the group of medial-frontal and medial-prefrontal regions within the path of the current used here.
Our results present evidence from causal manipulations of the healthy human brain that suggest the rapid reconfiguration of the top-down control of visual attention can be carried out by long-term memory. This conclusion seems counterintuitive, given that the active storage of objects in working memory can strongly control attention (7, 18, 42) and that the dominant theories of attention focus exclusively on the role of working memory in guiding attention (3) (4) (5) (6) . The present findings do not suggest that working memory representations do not control attention across the short term; indeed, we observed the neural index of storage of the target in working memory that was concurrent with the large changes in the putative index of long-term memory. The critical implication of the present findings is that the rapid improvements in attentional control following brain stimulation were most closely related to our ERP measure of long-term memory and not working memory. These results are surprising to us, given that effects of long-term memory on attentional control are typically observed in tasks in which improvements evolve slowly across protracted training (10, 12-14, 16, 43) , or even a lifetime of semantic associations (11) . Here, we show that the time course of improvement need not be diagnostic of the type of memory representation involved.
Our results can also be interpreted within theoretical models that take a broader view of top-down control and do not rely on a conceptual dichotomy between working memory and long-term memory processes that guide attention (44) . Neuroimaging research has identified multiple control mechanisms that configure downstream processing consistent with behavioral goals. Most relevant here is the network consisting of the anterior insula (also referred to as the frontal operculum) and dorsal anterior cingulate cortex (also referred to as the medial superior frontal cortex). This network is thought to integrate information over protracted time scales, in an iterative manner, similar to the dynamics and functional properties of the anterior P1. Further, the cingulate opercular network carries various critical control signals, including the selection and maintenance of task goals and the making and monitoring of choices (38, 45, 46) . It is possible that our medial-frontal stimulation changed the functioning of this control network, causing the improvements we observed in attentional control.
Finally, our findings provide evidence from causal manipulations of the human brain to support the slowly growing view that the nature of top-down attentional control involves the interplay of different types of memory representations (8, 15, (47) (48) (49) . Moving forward, we believe that such a view moves theories of attention nearly into register with models of learning, automaticity, and skill acquisition (9, (50) (51) (52) . Ideally, this perspective will serve to unify, rather than further hyperspecialize, theories of information processing in the brain.
Materials and Methods
Subjects. Eighteen subjects participated in each experiment (additional subject information is provided in SI Materials and Methods). All had normal color vision and normal or corrected-to-normal visual acuity, and gave informed consent to participate in the study approved by the Vanderbilt University Institutional Review Board. (Fig. 1A) . Current was applied at 2.0 mA for 20 min over the medial-frontal region (site FCz, from the International 10-20 System) for experiments 1 and 2, and over the right parietal region (site P2) for experiment 3. A sham tDCS condition was administered using an identical procedure, but stimulation only lasted 30 s, ramping up and down at the beginning, middle, and end of the 20-min period to simulate the periodic tingling sensation often endorsed by subjects on active stimulation days. Debriefing questions confirmed that subjects were blinded, and could not distinguish between sham and anodal stimulation.
Stimuli and
contained an item that matched the color of the cue object (i.e., the possible target), but on target absent trials, this object had a different shape (half of trials). Subjects responded as quickly and accurately as possible to the search array by pressing one button on a handheld gamepad with their right hand for target present and a different button with their right hand for target absent. The task-relevant color in experiments 1 and 3 (i.e., red or green) and the task-relevant real-world object category in experiment 2 (i.e., dog or bird) were counterbalanced across subjects to rule out physical stimulus confounds.
Target presence and possible target location were randomly selected on each trial. The same target was cued across a run of three, five, or seven trials, randomly varying in length, with the identity of the target randomly selected for each run without repetition in adjacent runs. Each subject completed 720 trials in each condition (sham and anodal).
Additional details about the methods used in this study are provided in SI Materials and Methods.
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Reinhart and Woodman 10.1073/pnas.1417259112 SI Materials and Methods Background. Our methodological approach in the present study took advantage of a set of independent ERP tools that have been established to track the target templates represented in visual working memory and long-term memory simultaneously. This section provides a brief summary of the evidence on which the present study is built, demonstrating the logic behind using these tools to understand the nature of the memory representations that control attention. CDA as an index of visual working memory. In the present study, it was possible to track the representation of targets in visual working memory using the CDA of subjects' ERP waveforms. Previous ERP research has demonstrated that when subjects are holding representations of objects in visual working memory, a sustained negative potential is found over the hemisphere contralateral to the position of the objects in the visual field. This memoryrelated ERP component exploits the lateralization of the visual system and, as a result, is known as the CDA (1-3) . This work shows that the CDA provides a measure of the objects represented in working memory, increasing in amplitude up to each individual's visual working memory capacity, provided the objects are task-relevant and happen to be lateralized in the visual field when presented (1-3) . Interestingly, the lateralized signature of the CDA is observed even though spatial location is not a task-relevant feature retained in memory. The CDA is observed when subjects need to remember the color (2, 4), orientation (3, 4), or shapes of objects (1, 5) for an explicit, short-term memory task. The amplitude of the CDA also appears to be sensitive to the precision or quality of the object representations that are stored (6, 7) . This consistent lateralization occurs even when the information stored in memory needs to be compared with objects that can appear anywhere in the visual field (8-13), making it a particularly useful neural index in the present study. Anterior P1 as an index of long-term memory. Previous ERP research has reported an electrophysiological signature of long-term memory. In the long-term memory ERP literature using recognition tasks and visual memoranda (14) (15) (16) , changes in an early frontal positivity called the anterior P1 or P170 have been shown to be strongly predictive of the magnitude of a subject's behavioral priming effects across long retention intervals (16) . A more negative anterior P1 tracks stimulus familiarity (17) .
The hypothesized link between the anterior P1 and long-term memory also comes from work showing that similar potentials at approximately the same latency and elicited under similar conditions provide a measurement of the emergence of information about a prior occurrence of a stimulus that contributes to recognition judgments (18) (19) (20) (21) . Important for our present purposes, the anterior P1 is dissociable from the posterior N1 (i.e., N170) that shows short-term adaptation effects (16) . Although the linkage between the anterior P1 and long-term memory has been convincingly established, the precise cognitive and biophysical mechanisms that generate the P1 remain an open topic of investigation.
Methods.
Subjects. Fifty-four subjects [experiment 1: n = 18, five women, mean age ± SD = 21.9 ± 3.4; experiment 2, n = 18, six women, mean age (years) ± SD = 21.2 ± 3.4; experiment 3, n = 18, five women, mean age (years) ± SD = 23.2 ± 4.9] with normal color vision and normal or corrected-to-normal visual acuity gave their informed written consent to participate in the study approved by the Vanderbilt University Institutional Review Board. 2 ; 0.13°thick, 2°d iameter) circle to mark the task-relevant, real-world image with a unique color, and allow the cue stimuli to be free from physical stimulus confounds. The search array contained one dog category image and one bird category image, outlined in a red or green circle, and 10 inanimate black and white distractor images (out of eight possible images) outlined in black circles (<0.01 cd/m 2 ). These circles made it so that search could be completed within 2,000 ms, without excessive saccadic eye movements, and the N2pc to the target image could be measured unambiguously. The target shape (experiments 1 and 3) and circle outlining the real-world target object (experiment 2) could only appear in the task-relevant color. The task-relevant color in experiments 1 and 3 (i.e., red or green) and the task-relevant real-world object category in experiment 2 (i.e., dog or bird) of the cue stimulus were determined before the start of each experiment, counterbalanced across subjects to rule out physical stimulus confounds (23) . Trial and intertrial structure. Each trial began with fixation (1,200-1,600 ms). Next, two cue stimuli were presented for 100 ms, followed by a 1,000-ms interval during which we measured the CDA and anterior P1. The search array was then presented for 2,000 ms. The intertrial interval was 1,200-1,600 ms, randomly jittered with a rectangular distribution. In all experiments, a target was presented in half of the search arrays and matched the shape (experiments 1 and 3) or picture (experiment 2) of the task-relevant cue. Every search array contained an item that matched the color of the cue object (i.e., the possible target), but on target absent trials, this object had a different shape. Subjects responded as quickly and accurately as possible to the search array by pressing one button on a handheld gamepad (Logitech Precision) with their right hand for target present and a different button with their right hand for target absent.
Target presence (present or absent) and the target location, when present, were randomly selected on each trial. The same target was cued across a run of three, five, or seven trials randomly varying in length, with the identity of the target randomly selected for each run and without repetition in adjacent runs. Each subject completed 720 trials in each condition (sham and anodal). tDCS. We used tDCS because it represents an effective, noninvasive technique for directly manipulating cortical brain activity by passing a weak electrical current through electrodes placed on the scalp. The tDCS was administered using a battery-driven, constant-current stimulator (Mind Alive, Inc.) and pair of conductive rubber electrodes (active, 19.25 cm 2 ; reference, 52 cm 2 ). The electrodes were placed in saline-soaked synthetic sponges and held in place by a headband. The reference (or cathodal) electrode was placed on the center of the right cheek to avoid any confounding effects from other brain regions (24) (25) (26) (27) . Specifically, the cheek electrode was placed diagonally, 3 cm from the cheilion (lip corner at rest), along an imaginary line connecting the cheilion to the ipsilateral condylion (palpable when the jaw is moved) (Fig. 1A) .
Current at the anodal electrode was applied for 20 min at an intensity of 2.0 mA over the medial-frontal region (site FCz, from the International 10-20 System) for experiments 1 and 2, and over the right parietal region (site P2) for experiment 3. Stimulation protocols similar to the one we used here have produced effects on behavior and electrophysiology lasting up to 4.8 h (24). These enduring effects are believed to reflect the induction of cortical plasticity from anodal stimulation having depolarized the resting state cell membrane potentials, leading to increased neuronal excitability (28) . A sham tDCS condition was administered following an identical procedure, but stimulation only lasted 30 s, ramping up and down at the beginning, middle, and end of the 20-min period to simulate the periodic tingling sensation often endorsed by subjects on active testing days. Debriefing questions confirmed that subjects were blinded to the presence of stimulation. (29) . The electrooculogram (EOG) was recorded using bipolar electrodes placed 1 cm lateral to the external canthi to measure horizontal eye movements and bipolar electrodes above and beneath the left eye to measure vertical eye movements and blinks. Trials containing incorrect behavioral responses or ocular or myogenic artifacts were excluded. A two-step ocular artifact rejection method was implemented (30) , resulting in the removal of one subject from experiment 1 and two subjects from experiment 3 for excessive eye movements [either >25% of individual trials rejected or any residual systematic eye movement that resulted in horizontal electrooculogram (HEOG) voltage deflections >3.2 μV, corresponding to an ocular deviation of ±0.1°].
Figs. S1-S3 illustrate the HEOG waveforms time-locked to cue and search array targets for left and right visual hemifields, for each stimulation condition, and for each experiment. Grand average waveforms were 35-Hz low-pass-filtered for presentation purposes. Data analysis. To understand the locus of the effects following our causal manipulation of the brain, we examined six distinct ERP components, each providing a neural measure of a different cognitive mechanism (23) . The CDA was measured at lateral posterior parietal, occipital, and temporal electrode sites (PO3/4, O1/2, OL/R, and T5/6, respectively) as the difference in mean amplitude between the ipsilateral and contralateral waveforms during 300-1,000 ms after target cue onset (2-4, 9-11, 13). The N2pc was measured at lateral occipital electrodes (OL/R) as the mean difference in amplitude between the ipsilateral and contralateral waveforms with respect to the color of the search target during 200-300 ms following the onset of the search array (31) . The anterior P1 amplitude was measured at the frontocentral electrode site (Fz) during 170-300 ms following target cue onset (11, 13, 16) . We used a liberal measurement window to capture the entirety of this anterior P1 effect across all subjects but confirmed that all of the findings reported are also significant using the more conservative measurement window of 170-200 ms after cue onset (all P < 0.05). The posterior P1 and N1 were measured from lateral occipital electrodes (OL/R) from 75-100 ms and 125-175 ms, respectively, after search array onset, quantified as mean amplitude (32) . The lateralized readiness potential (LRP) was measured from central lateral electrodes (C3/4) during the time window from −200 to 0 ms relative to correct response onset as contralateral minus ipsilateral waveforms with respect to the right hand used for the button-press responses (33). The LRP amplitude was defined as the mean amplitude in the window from LRP onset until response, and the LRP onset latency was defined as the time point at which the voltage reached 50% of the peak amplitude (34) . All ERP components were baseline-corrected 200 to 0 ms before the relevant stimuluslocking event, except for the LRP, which was corrected 800-600 ms before response (33) .
We computed ANOVAs using the within-subjects factors of stimulation condition (anodal vs. sham), target repetition (one vs. two to four vs. five to seven), and target color laterality (contralateral vs. ipsilateral) on RT and the amplitudes of the anterior P1, CDA, N2pc, posterior P1, N1, and LRP. Binning repetition trials increased statistical power across same-target runs, allowing us to obtain robust measures of the components of interest, consistent with prior work (11, 13, 16) . Preplanned single degree of freedom contrasts were performed on the first two serial positions in a run of same-target trials to assess the speed of attentional tuning after a single instance of using a target for search. To correct for multiple comparisons, we used Fisher's least significant difference tests. P values were adjusted using the Greenhouse-Geisser epsilon correction for nonsphericity when this assumption was violated (35) . Current-flow model. To increase our precision in reasoning about the effects of tDCS in the brain, we computed a computational forward model of tDCS current flow. Our model of tDCS current flow was informed by previously established methods (36) (37) (38) (39) . This procedure involved (i) MRI segmentation, (ii) electrode placement, (iii) generation of a finite element model, and (iv) computation. We used the Montreal Neurological Institute T1-weighted MRI reference brain from CURRY 6.0 multimodal neuroimaging software (Compumedics Neuroscan). A combination of automated and manual segmentation tools was used to obtain tissue masks, including Gaussian filters, and morphological and Boolean operations implemented in MATLAB (MathWorks). Unlike previous models using simple geometries (e.g., spheres), we exploited realistic volumetric head geometries with a numerical solver finite element method, because this procedure should capture realistic sulci and gyri anatomy of the cortical surface, improving the precision of our tDCS model. Volumetric mesh was generated from the segmented data (>140,000 vertices, >800,000 tetrahedral elements). Segmented compartments and their respective isotropic electrical conductivities included skin (0.33 S/m), skull (0.0042 S/m), and brain (0.33 S/m). In short, the production of meshes is a process wherein each mask is divided into small contiguous elements, which then allow the current flow to be numerically computed.
Our forward computation using a finite element model was implemented in SCIRun (available as open source software at software.sci.utah.edu). We simulated current flow with a bipolar electrode configuration, including the anode (19.25 cm 2 ) centered over FCz (experiments 1 and 2) or P2 (experiment 3) and the cathode (52 cm 2 ) centered over the right cheek between the zygomaticus major and condylion. Current density corresponding to 2.0 mA of total current was applied at the anodal electrode, and the ground was applied at the cathodal electrode.
To determine the distribution of electrical potential inside the human tissues, the Laplace equation,
(φ, potential; σ, conductivity) was solved, and the following boundary conditions were used. Inward current flow = J n (normal current density) was applied to the exposed surface of the anode. The ground was applied to the exposed surface of the cathode. All other external surfaces were treated as insulated.
Plots showing the path of electrical field magnitude through brain tissue were generated in MATLAB. We chose to illustrate the solutions in units of electric field (V/m) because the electric field in the brain is directly related to neuronal activation, and for varied resistivity, the electric field, unlike current density, provides sufficient information to predict activation. Lastly, although the steps in tDCS modeling are the same, differences in protocols across publications can result in meaningful differences in current flow solutions. Thus, it is important to stress that our tDCS model serves only as a working hypothesis for where the trajectory of the electrical field passes through the brain, given our specific tDCS montages.
SI Results Experiment 1. In the sham or baseline condition of experiment 1, we observed evidence that attention became gradually tuned to the target object across the same-target runs of trials. As RTs became faster and N2pc amplitudes increased (Fig. S1A) , CDA amplitudes systematically decreased (F 2,34 = 9.274, P = 0.001) (Fig. 1G and Fig. S1B ) and anterior P1 amplitudes systematically increased (F 2,34 = 8.330, P = 0.006) (Fig. 1F ) over trials in which subjects searched for the same target. Accuracy was at a mean of 96.6% correct across all trials types and did not differ across stimulation conditions or same-target runs (P > 0.40). These findings conform to theories of learning and automaticity (40) , which propose that as task performance gradually improves, we rely less on working memory and increasingly on long-term memory representations to fine-tune the processing of task-relevant information. Although these findings provide some support for the hypothesis that long-term memory representations play a role in controlling selection as the tuning of attention unfolds naturally, the key test of the working memory and long-term memory hypotheses of attentional control is in how they account for the rapid, one-trial improvements observed following tDCS.
In experiment 1, we show that this gradual tuning of perceptual attention to simple objects can be enhanced after 20 min of brain stimulation over the medial-frontal region. We found that this enhancement in attentional control was caused by a selective influence on the hypothesized electrophysiological index of longterm memory (i.e., the anterior P1; Fig. 1F ), although leaving the electrophysiological index of working memory unchanged (Fig.  1G and Fig. S1B ). To test further the specificity of the medialfrontal brain stimulation in experiment 1 to affect only long-term memory-driven attentional tuning, we examined other electrophysiological components known to index other cognitive mechanisms, including those cognitive mechanisms associated with lowlevel perceptual processing and late-stage response selection. We found that medial-frontal tDCS did not have a significant effect on these ERP components, strengthening the interpretation that the improvements in attentional tuning that we observed following brain stimulation were due to the specific manipulation of information in long-term recognition memory. Fig. S1 C and D shows the ERP components from experiment 1 related to early perceptual processing (i.e., the posterior P1 and N1) elicited by the search array and the ERP component related to response selection (i.e., the LRP) preceding correct behavioral responses. There were no main effects of stimulation condition or target repetition and no interaction between stimulation condition and target repetition on the amplitudes of the posterior P1, N1, or LRP (statistical results are provided in Table S1 ). Thus, changes in early perceptual and late responsestage processes could not account for the enhanced attentional control we observed following medial-frontal stimulation.
The effects of anodal stimulation reported in the present study were measured relative to the baseline sham condition in the same subjects. The within-subjects experimental design is considered one of the strongest approaches in brain stimulation research. However, to confirm our results, we also calculated between-subjects statistical tests. Specifically, we compared data from subjects who received anodal medial-frontal stimulation (i.e., experiment 1, anodal condition) against the data from a separate group of subjects who received sham posterior parietal stimulation (i.e., experiment 3, sham condition). We found that all of the behavioral and electrophysiological results from these between-subjects analyses replicated those behavioral and electrophysiological results obtained from our within-subjects analyses reported in the main text. These results included the singletrial enhancements in anterior P1 negativity (F 1,17 = 4.325, P = 0.050), N2pc amplitude (F 1,17 = 5.190, P = 0.036), and RT speed (F 1,17 = 7.742, P = 0.013), as well as the null findings of CDA amplitude (F 1,17 = 0.164, P = 0.690) following anodal medialfrontal stimulation relative to sham.
Experiment 2. Next, we asked whether our causal manipulation of long-term, memory-driven attentional tuning would generalize beyond simple geometrical shapes to more complex objects. We designed experiment 2 to be identical to experiment 1, with the exception that Landolt-C stimuli were replaced with photographs of complex, real-world objects ( Fig. 2A) , and a new group of subjects was sampled (order of anodal and sham conditions was counterbalanced, n = 18).
In experiment 2, we found that medial-frontal stimulation again caused selective enhancements in only the long-term memory activity elicited by the target cues, explaining the rapid improvement in the amplitude of the N2pc component elicited by the targets and the search RTs that followed (Fig. 2 B-E) . Relative to sham, the anodal stimulation accelerated RTs (F 2,34 = 4.232, P = 0.038) and rapidly increased N2pc amplitude (F 2,34 = 4.168, P = 0.038) and anterior P1 amplitudes (F 2,34 = 4.106, P = 0.048), but had no affect on the CDA (F 2,34 = 0.245, P = 0.758), which continued to decline in amplitude over same-target trials (F 2,34 = 6.695, P = 0.005), but at a rate that did not differ from the sham baseline (F 1,17 = 0.088 P = 0.770) (N2pc and CDA waveforms are provided in Fig. S2 A and B) . Pairwise comparisons showed that the sharpest increase in attentional tuning for these real-world objects was between the first two trials, as shown in search RT behavior (F 1,17 = 9.256 P = 0.007), N2pc amplitude (F 1,17 = 4.237, P = 0.050), and anterior P1 amplitude (F 1,17 = 10.540 P = 0.005). Accuracy was at a mean of 97.4% correct across all trials types and did not differ across stimulation conditions or same-target runs (P > 0.35).
As in experiment 1, we found that the rate of tDCS-mediated anterior P1 amplitude predicted the speed of an individual's improvement in search behavior after anodal stimulation (r 18 = 0.489, P = 0.039) (Fig. 2F) . As in experiment 1, the medialfrontal effects were selective in that electrophysiological indices of low-level perceptual processing and late-stage response selection were not affected by stimulation (Fig. S2 C and D and Table S1 ). These results demonstrate that our findings can be replicated and extended to conditions in which subjects search for real-world objects. Like experiment 1, our findings from experiment 2 were consistent with the view that long-term memory representations can explain rapid changes in attentional tuning, not just the working memory representations that have been the focus of the dominant theories. Finally, one alternative explanation of the anterior P1 results is that this early frontal positivity is not as deeply linked to long-term memory processes as previously believed. The anterior P1's causal relationship with attentional improvements in the present study, combined with previous research linking this component to long-term memory, suggests that anterior P1 might play a role in the focusing of attention that activates representations maintained in long-term memory (41) . Future investigations using causal techniques, such as tDCS, will be necessary to test such rival hypotheses and determine better the functional connection between the anterior P1 and mechanisms of selection guidance.
Across-Session Analyses of Experiments 1 and 2. When we aggregated data across experiments 1 and 2, we found that search RT and the anterior P1 were systematically modulated by the cumulative effects of learning across the full experimental session. An ANOVA with the factor of epoch (first third vs. second third vs. final third) revealed that RTs at the first target repetition in the runs of same-target trials became increasingly faster as subjects gained more experience on the task (F 2,34 = 4.366, P = 0.038). Similarly, the anterior P1 amplitude grew progressively more negative over the course of the experiments (F 2,34 = 6.241, P = 0.019). The fact that the anterior P1 responded to cumulative learning effects in this manner is consistent with current functional interpretations of this component as reflecting processes related to long-term memory. In contrast to these changes in anterior P1 and search RT, the accumulation of experience in these tasks did not systematically influence the amplitude of the CDA (F 2,34 = 0.713, P = 0.455). The results from this learning analysis conducted across the entire experimental session, and the results we obtained from the relatively short bursts of learning measured across the same-target runs of trials, converge on the conclusion that medial-frontal stimulation changed visual search performance by influencing the nature of attentional guidance by long-term memory.
Experiment 3. In the main text, the results from experiment 3 provide evidence for the causal manipulation of perceptual processing via electrical stimulation over the parietal region. Our combined results across experiments 1-3 show that parietal stimulation affected perceptual processing and medialfrontal stimulation affected top-down attentional control by long-term memory. Here, we show additional plots of the waveforms and analyses to flesh out our findings from experiment 3 more fully. Fig. S3A shows the posterior P1 and N1 waveforms across target repetition sorted by stimulation condition (i.e., either anodal or sham) and by the location of the search target color (i.e., either in the left or right visual hemifield). These N1 components are identical to the N1 shown in Fig. 4F , but we show the waveforms for each target repetition here (statistical results are provided in the main text and Table S1 ). Note that unlike the N1 component, the posterior P1 amplitude showed no significant stimulation condition × target color laterality interaction (F 1,17 = 0.104, P = 0.751) and no main effects of stimulation condition (F 1,17 = 0.004, P = 0.951) or target color laterality (F 1,17 = 0.400, P = 0.536), indicating that our parietal tDCS configuration had a selective influence on the N1 component related to the early perceptual processing of the visual search stimuli. Fig. S3 B and C shows the CDA and N2pc waveforms from experiment 3 sorted by stimulation condition and the location of the cue or search target in the visual field, respectively. Neither of these components was significantly changed by target laterality (N2pc (Fig. S3D) . Accuracy was at a mean of 98.2% correct across all trial types and did not differ across stimulation conditions or same-target runs (P > 0.35). These results indicate our parietal stimulation protocol had no measurable influence on the cognitive mechanisms of covert attentional selection (indexed by the N2pc), working memory (indexed by the CDA), or long-term memory (indexed by the anterior P1). Thus, changes in the early perceptual processing of the search stimuli (indexed by the posterior N1) were the source of the bidirectional effects we observed in search behavior following parietal tDCS.
As reported in the main text, the processes of input selection and attentional guidance did exhibit their characteristic modulations across same-target trials in experiment 3, indicating their role in the tuning of attention that unfolds across trials of searching for the same object (40) . Specifically, the waveforms in Figs. S3D and S4 show a steady increase in the negativity of the anterior P1, decline in CDA amplitude, and increase in N2pc amplitude as subjects searched for the same target (statistical results are provided in the main text). Thus, despite the influence of parietal stimulation on subjects' perceptual processing of the search arrays, the deployment of attention and the memory representations providing top-down control of attention continued to function in a normal fashion, unchanged by the improvements and impairments we observed in perceptual processing and behavior following parietal tDCS.
As in experiments 1 and 2, we examined the ERP component known to index motor preparation activity and response-stage processing (i.e., the LRP). Fig. S3E shows the LRP waveforms for each target repetition and stimulation condition from experiment 3. No significant results were found (Table S1 ). This again underscores the conclusion that parietal stimulation had a selective impact on perceptual processing, in contrast to the effects of medial-frontal tDCS on the long-term memory representations providing top-down attentional control.
tDCS Modeling Results. To visualize the brain areas affected by our tDCS manipulations, we computed a forward computational model of the current flow. Fig. 1A shows the pattern of current flow during anodal medial-frontal tDCS based on our stimulation protocol and standard estimates of underlying anatomy and tissue properties. Electrical fields were modeled as extending through the dorsal subdivision of the medial-frontal cortex, including such areas as the anterior cingulate cortex, supplementary motor area (SMA), and presupplementary motor area (pre-SMA). A higher intensity of current is likely to have influenced more dorsal or superficial areas of cortex, such as the SMA and pre-SMA. Due to the position of the cathodal electrode placed over the right cheek in our stimulation montage, the right dorsolateral cortex also appeared to be implicated to a lesser extent. Moreover, because of the highly interconnected nature of frontal cortex, we cannot rule out the possibility that tDCS induced neural activity in distally connected brain areas outside the regions of activation predicted by our model. Follow-up studies using neuroimaging techniques are needed to identify definitively the brain areas and associated networks responsible for the rapid changes in perceptual attention we observed following medial-frontal stimulation. However, in this study, we rely on the qualitative predictions our modeling solution provides about the likely spatial distribution of the electrical field through the brain. Fig. 4A shows the model prediction of the current-flow pattern during tDCS using the P2 electrode position as the anodal site of stimulation paired with the cathodal electrode over the right cheek. The gravity center of the electrical field was situated in the right hemisphere of the superior parietal lobule (Brodmann's areas 5 and 7). However, right lateralized extrastriate visual areas, such as the superior occipital gyrus (Brodmann's area 19), also appeared to have been in the path of current flow. Future work will be necessary to determine the brain areas affected by this montage more precisely and the possibility of remote activations not captured by tDCS models. 
