Assessing genome-wide statistical significance is an important and difficult problem in multipoint linkage analysis. Due to multiple tests on the same genome, the usual pointwise significance level based on the chi-square approximation is inappropriate. Permutation is widely used to determine genome-wide significance. Theoretical approximations are available for simple experimental crosses. In this article, we propose a resampling procedure to assess the significance of genome-wide QTL mapping for experimental crosses. The proposed method is computationally much less intensive than the permutation procedure (in the order of 10 2 or higher) and is applicable to complex breeding designs and sophisticated genetic models that cannot be handled by the permutation and theoretical methods. The usefulness of the proposed method is demonstrated through simulation studies and an application to a Drosophila backcross.
A number of statistical methods are available for map-1995) in some standard designs. For backcross populations, Lander and Botstein (1989) showed that with ping QTL in experimental populations, such as backcrosses (BCs) and F 2 's. The interval-mapping method an infinitely dense map, the LOD score may be approximated in large samples by an Ornstein-Uhlenbeck diffuof Lander and Botstein (1989) uses two markers flanking a region where the QTL may fall and evaluates sion process. Dupuis and Siegmund (1999) derived a similar result for F 2 . Zou et al. (2001) extended the the LOD score at each genome position. This method has been implemented in several freely distributed softresults to more general experimental designs. The asymptotic calculations are straightforward, but require ware packages (Lincoln et al. 1993; Basten et al. 1997; Manly and Olson 1999) and is commonly used in relatively dense maps with fairly evenly spaced markers. The parameters needed in the calculations are model practice. Various extensions, including composite-interval mapping (CIM; Zeng 1993 Zeng , 1994 , the multiple-QTL specific and are difficult to determine for complicated designs. Furthermore, the calculations are applicable model (Jansen and Stam 1994) , and multiple-interval mapping (MIM; Kao and Zeng 1997; Kao et al. 1999) , only to single-QTL models and not to multiple-QTL mapping. can be used to map multiple QTL. Broman (2001) Rebai et al. (1994, 1995) noted that, for interval mapand Doerge (2001) provided excellent reviews of QTLping, the position of the QTL is a parameter that premapping methods.
sents only under alternative hypotheses. On the basis All the aforementioned methods entail a common of this observation, they found an explicit formula for problem: how to determine the threshold of the test the upper bound for the BC and F 2 populations and statistic. This is not a trivial problem. Many factors, such derived a conservative threshold using the results of as genome size, genetic map density, informativeness Davies (1977 Davies ( , 1987 . The formula is algebraically inof markers, and proportion of missing data, may affect volved and an approximation to the upper bound is the distribution of the test statistic. The usual pointwise usually necessary. Piepho (2001) proposed an efficient significance level based on the chi-square approximanumerical method to compute the thresholds in Rebai tion is inadequate because the entire genome (or at et al. (1994, 1995) for general designs. His simulation least several regions) is tested for the presence of QTL results indicate that the approximation is generally conand the test statistics are not independent among loci.
servative when markers are relatively dense. Theoretical approximations have been developed to To avoid asymptotic approximations, one may use determine threshold and power (Lander and Botstein permutation testing (Churchill and Doerge 1994). 1989; Dupuis and Siegmund 1999; Rebai et al. 1994, The idea is to replicate the original analysis many times on data sets generated by randomly reshuffling the original trait data while leaving the marker data unchanged. 1 alleles. However, this method is computationally intena)/)], φ(x) is the density of a standard normal random variable, is the grand mean, a and b are the additive sive. For MIM, where model selection is involved, ) can be obtained by maximizing l(; d) directly or by using the EM algorithm (Dempster et al. 1977) approximations are not satisfied, and applicable to more complicated designs and models than the theoretical in which the unknown QTL genotypes are treated as missing data. Let the maximum-likelihood estimator of and permutation methods are. The performance of the proposed method is assessed through simulation studunder H 0 : a ϭ b ϭ 0 be denoted by ϵ (0, 0, , 2 ). Then the likelihood-ratio test statistic (LRT) for testing ies. An illustration with data from the Drosophila backcross of Zeng et al. (2000) is provided.
H 0 : a ϭ b ϭ 0 against H 1 : a ϶ 0 and/or b ϶ 0 at location d takes the form
METHODS
which is approximately chi-square distributed with 2 We use single-QTL mapping in an F 2 population as d.f. We can replace φ in (1) with a nonnormal density a working example to illustrate the rationale of the function, such as exponential (continuous phenotype) proposed method. We assume that the trait is normally and binomial or Poisson (discrete phenotype). In pracdistributed. Extensions to nonnormal traits and other tice, the true distribution is often unknown and the mapping populations as well as MIM/CIM are described normal model is used almost exclusively with continulater. ous phenotypes. As is shown later in simulation studResampling methods for single-QTL models: For ies, the proposed method is quite robust to model mismapping a quantitative trait, a series of genetic markers specification. When the normal model is used to fit are observed over the entire genome or in some specific nonnormal data (chi-square data as in our simulation), regions depending on the purpose of the experiment.
the empirical type I error based on our proposed method Specifically, we observe L genetic markers {M il ; l ϭ 1, is well controlled at the targeted level (Table 1) . . . . , L} located at positions {s l ; l ϭ 1, . . . , L} along the In multipoint linkage analysis, we maximize LRT(d) genome for subject i (i ϭ 1, . . . , n). We also observe or LOD(d) over all possible values of d in the genome. the trait value y i for the ith subject (i ϭ 1, . . . , n).
Thus, it is necessary to derive the distribution of LRT(d) The goal of the QTL mapping is to use the marker as a stochastic process indexed by the genome location information to search for QTL associated with the trait.
d. To this end, it is more convenient to work with the At each fixed location d of the genome, the condiscore test statistic for testing the same hypothesis. The tional probabilities of the unobserved QTL genotypes equivalence between the likelihood ratio and score test can be inferred using flanking markers and the distribustatistics in large samples is shown in mathematical statistion of the quantitative trait given the markers follows tics texts, such as Cox and Hinkley [1974, Sect. 9 .3 a discrete mixture model. Specifically, for a given locus (iii)]. The reason for working with the score test statistic d, the log-likelihood for ϭ (a, b, , 2 ) takes the form is that it can be approximated by a sum of independent
random vectors so that its large-sample distribution, when regarded as a stochastic process in the genome location, can be readily derived. The same large-sample where
distribution also applies to the likelihood-ratio statistic as n goes to infinity [Cox and Hinkley 1974, Sect. 9 .3 samples.
For the interval mapping of the F 2 population, we (iii)]. Since U i (d) involves only the information from the ith subject, the
) and we are interested in testing the null hypothesis H 0 : ␤ ϵ (a, b) ϭ 0 in the presence zero-mean random variables for any given d. Thus, it follows from the multivariate central limit theorem that of the nuisance parameter ϵ (, 2 ). In the sequel, the general notation of will be used, where ␤ pertains the process n Ϫ1/2 U(d) is asymptotically a zero-mean to the parameter of primary interest and to the nuiGaussian process, where the covariance between n Ϫ1/2 sance parameter, so that general QTL models other U(d 1 ) and n Ϫ1/2 U(d 2 ) at any two given positions d 1 and d 2 than the specific F 2 model are encompassed.
is
ment of the unknown parameters in (3) by their sample ; d)/‫.ץ‬ These are the contributions of the ith subject estimators yields to the score functions for ␤ and .
, where is the restricted MLE of under H 0 : ␤ ϭ 0, i.e., the solution of the equation
is the score function for ␤ evaluated at ␤ ϭ 0 and ϭ . It follows from Taylor
The restricted MLE in (4) may be replaced by the series expansions and the law of large numbers that unrestricted MLE . By the law of large numbers and the n Ϫ1/2 U(d) has the same asymptotic distribution as consistency of the maximum-likelihood estimators,
The score test statistic for H 0 :
where
that we are searching for multiple QTL in a backcross population. Given the genotypes of K QTL, the normal Hinkley 1974, Sect. 9.3 (iii)]. It can be shown that W (d) regression model takes the form is asymptotically equivalent to LRT(d) [Cox and Hinkley 1974, Sect. 9.3 (iii) ]. To assess the genome-wide statistical 
W(d).
The takes the value Ϫ1 or 1 when the kth QTL is heterozygote idea of simulating thresholds using a score test statistic is or homozygote, respectively, is the grand mean, ␥ k is the mentioned in Rebai et al. (1994) . main effect of the kth QTL, ␥ j k is the interaction between Define the jth and kth QTL, and e is a zero-mean normal error with variance 2 . As in the case of the single-QTL analysis, the QTL geno-
types are generally unobservable but the conditional probabilities of the QTL can be calculated given flanking markers. where
This results in the following mixture-model likelihood for random variables. Let
In (5) ). We from the Gaussian processes can be generated by Monte test the null hypothesis H 0 : ␤ ϭ 0 against the alternative Carlo simulations. In practice, the resampling procedure hypothesis H 1 : ␤ ϶ 0. Note that for MIM, the profile likeliis as follows:
Once the likelihood is obtained, the resampling procedure 1. Sample G i , i ϭ 1, 2, . . . , n, from N(0, 1).
above can be applied to the resulting score test statistic
For CIM, the model is essentially the same as MIM except 3. Repeat steps 1 and 2 a large number of times, say R that, for a given putative QTL position d, (x 1 , . . . x KϪ1 ) times.
corresponding to the selected marker genotypes are known 4. For a given genome-wide type I error rate ␣, calculate and only x K corresponding to the putative QTL genotype the 100(1 Ϫ ␣)th percentile of the R values of the S*.
is unobservable. Also, in CIM the interaction terms are If the observed value of the LRT exceeds this threshold, generally ignored. Thus for CIM, our mixture model will then reject the null hypothesis.
The above calculations are based on the score function Pr(x K ϭ a K |subject i's marker genotypes), the conditional and the observed information matrix from the original data.
probability of the genotypes of the putative QTL given the These quantities are evaluated once and used repeatedly in marker genotypes of the ith subject. In this situation, ␤ ϭ step 2. Since it does not involve refitting the model in each
). iteration, the proposed method is computationally much more efficient than the permutation method. This is important with complex breeding designs and sophisticated QTL SIMULATION STUDIES models (e.g., CIM and MIM), where the likelihood calculations are time consuming.
Simulations were conducted to study the behavior of Extensions to MIM/CIM: In this section, we show how the proposed method in an F 2 population. One chromosome with a total length of 100 cM was simulated. The to apply the resampling method to MIM and CIM. Suppose markers were evenly spaced with a marker distance of tests have proper type I error and power. The theoretical thresholds based on the dense-map assumption are too 2, 10, or 20 cM. The null and alternative models were simulated to investigate the type I error and power.
conservative while those based on the sparse-map approximation tend to be too liberal, especially for sparse Under the null hypothesis, the trait was randomly sampled from the standard normal distribution. Under the maps. The results based on the method of Piepho (2001) are also included in Table 2 . As mentioned bealternative, a QTL was simulated at 40 cM with different additive and dominant effects. We set the sample size fore, Piepho's method is generally conservative when the marker density is high. In contrast, the proposed to 200. We simulated 10,000 data sets for each combination of the marker distance and QTL effects. For each method is somewhat on the liberal side in small samples with dense maps. We may combine the proposed simulated data set, we set R ϭ 10,000 and ␣ ϭ 0.05 or ␣ ϭ 0.01. The step width of the QTL scan is set to method with Piepho's method when the marker density is relatively high. 1 cM for all simulations. To compare the resampling method with the theoretical method, we also calculated To further assess the proposed method, we simulated a backcross population in searching for multiple QTL. the thresholds on the basis of the dense-map and sparsemap approximations of Dupuis and Siegmund (1999) Again, one chromosome with a total length of 100 cM was simulated. Markers are evenly distributed with a as well as the corresponding type I error and power. The results are summarized in Tables 1 and 2 . To demdistance of 2, 10, or 20 cM. The sample size is 300. A single QTL is located at 20 cM. onstrate the generality of the proposed method, simulations were also performed on an advanced intercross F 3
When mapping multiple QTL, the analysis is done either sequentially so that we search for the next most (see Tables 1 and 2 ).
The thresholds based on the proposed method match significant QTL after accounting for the effects of the identified QTL or jointly so that we search all QTL the empirical thresholds reasonably well, and the thresholds are similar when the data are generated from the simultaneously. In the former, we search for a new gene conditional on previously identified genes. null and alternative hypotheses. The corresponding a Models 1-3 are sequential tests, where search for the second QTL is conditional on the identified first QTL. Under both models 1 and 2, we search the second QTL on the same chromosome of the first QTL. However, in model 1, the locus of the first QTL is fixed at its true location while in model 2, the first QTL locus is treated as unknown and the marker closest to the locus with the maximum LOD is chosen as the estimated position of the first QTL. Model 3 is similar to model 1, except that we search the second QTL on a different chromosome of the first QTL. Model 4 fits the MIM model with two QTL fitted simultaneously.
b Marker distance (in centimorgans).
For the sequential analysis, either we assumed that The results of the sequential analysis under ␥ 1 ϭ 1 and ␥ 2 ϭ ␥ 12 ϭ 0 are summarized in Table 3 . The proposed the position of the first QTL is known (at 20 cM), and given this QTL, we searched for the second QTL, or we thresholds are again close to the empirical levels and have proper control of the type I error regardless of assumed that the position of the first QTL is unknown and the marker closest to the locus with the maximum whether the first QTL locus is fixed at its true position or selected with the results of the single-QTL interval LOD is selected as the locus for the first QTL. Regardless of the method used to choose the position of the first mapping. Additional simulations (not shown) demonstrate that the resampling thresholds for data generated QTL, we tested the null hypothesis H 0 : ␥ 2 ϭ ␥ 12 ϭ 0 under model (6) against the alternative hypothesis H 1 :
under alternatives with two QTL are similar to those of Table 3 , so that the resampling method yields adequate ␥ 2 ϶ 0 or/and ␥ 12 ϶ 0 across the whole chromosome. We treated x 1 as fixed and calculated the profile likelipower. As shown in Table 3 , when we search for the second hood at all possible loci for the second QTL.
If the putative QTL locus is very close to the primary gene on a different chromosome from the chromosome where the first gene resides, the thresholds are slightly QTL, the collinearity between x 1 and x 2 will be very strong, which may result in relatively high LOD scores lower than when we search for the second gene on the same chromosome as that of the first gene. This suggests in a region very close to the primary QTL. To investigate this, we simulated another chromosome that is also 100 that to retain the power to detect genes not linked to the primary gene, we may partition the whole genome cM long and searched the second QTL only on the second chromosome.
into two groups, one linked with the primary QTL and one unlinked with the primary QTL. The LOD scores The above two cases are examples of the CIM analysis in which only one marker, instead of several, is used as within each group can then be compared to the corresponding threshold. We can also exclude a small region, the covariate in the analysis. To show the strength of the proposed method in multiple-QTL mapping (MIM), say 10 cM to the left and to the right of the primary QTL to break down the high collinearity between x 1 where the computational demand for permutation tests is very high, we also simulated two 100-cM chromosomes and x 2 , as in the case with CIM. For MIM, we fit model (6), where neither x 1 nor x 2 and fit a two-QTL model to investigate how the type I errors are controlled under the global null hypothesis is observed and the profile likelihood is calculated for all possible locus combinations of the first and second of no QTL present. For simplicity, we restricted our profile likelihood calculation to one QTL on each chro-QTL. The number of testing positions for MIM is on the order of L K , where L is the total number of loci in mosome. Center HS20 machine are 13 and 6000 sec, respectively).
population with missing genotype data
The derived 95% thresholds are 10.08 and 9.96 from the proposed and permutation methods, respectively.
The corresponding 99% thresholds are 13.49 and 13.46. different QTL controlling this morphometric descriptor may exist. For these complicated real data, where some of our assumptions, such as normality, are likely to fail, the single-QTL analysis and K is the total number of the thresholds from permutation and our proposed pro-QTL fitted in MIM, which is a dramatic increase relative cedures agree very well. Since the permutation proceto CIM. We performed 1000 simulations for MIM. As dure is known to be robust to those violations, this shown in Table 3 , the proposed method works reasonreal example further demonstrates the usefulness of the ably well for MIM mapping and the type I errors are proposed method. To further compare the permutation well controlled.
and proposed method, we provided a QQ-plot ( Figure  To investigate the robustness of the proposed 2) of the permutation-and the resample-based null dismethod, we also simulated situations with smaller samtribution estimates of the maximum profile likelihoodple sizes, missing marker genotypes, and Tables 1 and 2 . The type I error is in the tails of the distributions may be due, in part, to only slightly inflated for ␣ ϭ 0.05. As shown in Table  the limited number of resamplings and permutations. 4, the performance of the proposed method is also fairly
To improve the accuracy of the estimates of the null insensitive to missing genotype data and small sample distribution in the tail, a larger number of resamplings sizes. With sample size 100 and 10% missing marker and permutations are necessary. For comparison, we genotypes, the type I error is still close to the nominal also calculated the 95 and 99% thresholds by Piepho's level.
(2001) method, which are 11.23 and 14.44, respectively. Those thresholds are slightly larger than both the permutation-based and our resampling-based thresholds.
APPLICATION TO A DROSOPHILA BACKCROSS
We use a Drosophila data set (Zeng et al. 2000) to DISCUSSION compare the permutation procedure with the proposed method. Two closely related allopatric species, DrosophIn this article, we propose a new empirical method to calculate the threshold for QTL mapping. The ila simulans and D. mauritiana, differ dramatically in the size and shape of the posterior lobe of the male genital method is far more efficient than the popular permutation procedure since the proposed method needs to arch. To investigate the genetic architecture of the morphometric difference between the two species, female maximize the likelihood of the observed data only once with no need to maximize the likelihood in each resam-D. simulans were crossed to males of D. mauritiana to generate an F 1 population. The F 1 females were backpling iteration any more. For standard interval mapping with simple crosses, the resampling method is several crossed to parental line D. simulans and 299 backcross males were produced. A morphometric descriptor, rehundred times faster than the permutation procedure. Furthermore, the proposed method is applicable to ferred to as PC1 by Zeng et al. (2000) , is the average over both sides of the first principal components of the more complicated designs and models that cannot be handled by the permutation procedure. For example, Fourier coefficients of the posterior lobe and is used to quantify both the size and shape variation. There are for MIM where the model selection is involved, the bootstrap resampling method of is 42 markers unevenly distributed on the X chromosome and on chromosomes 2 and 3. Interval mapping was applicable to the linear regression model but may not be applicable to nonlinear models, such as logistic reperformed across all three chromosomes. The step size of the QTL scan was 1 cM. Threshold calculations were gression and Poisson regression. The proposed method also avoids the derivation of parameters in the Ornsteinbased on 10,000 permutations and resamples. Our recorded running time showed that the proposed method Uhlenbeck diffusion approximations, which can be a difficult task when the model is complicated. is several hundred times faster than the permutation Figure 1. -The LOD profile for chromosomes X, 2, and 3 from interval mapping. The solid horizontal line is the 95% resampling threshold, which is almost identical to the 95% permutation threshold (the dashed horizontal line).
The computational advantage of the proposed critical, even with the current trend in computing power. method over the permutation procedure depends on how complex the original model is. The more compliThe simulations indicated that for simple interval mapping with F 2 or backcross, either the restricted or cated the model is, the more there is to be gained from the proposed method. In the Drosophila analysis, where unrestricted estimator of can be used and the two estimators tend to give very similar thresholds. However, a simple interval-mapping model was fitted on three chromosomes, there was a decrease in computing time for the two-gene model, we found that the unrestricted estimator of works slightly better than the restricted in the order of 10 2 . If more complicated models, such as multiple-QTL mapping or CIM, are used, where maxone. For this reason, we suggest the use of the unrestricted estimator of the nuisance parameters in evaluimization via the EM algorithm is more time consuming, the proposed method may be thousands of times faster ating the thresholds, and the simulation results presented in this article are based on an unrestricted than the permutation procedure. With the recent efforts to map the gene expression levels of thousands of genes estimator of . The simulations also showed that the proposed via microarrays (Lan et al. 2003) , an efficient way to compute thresholds in a large number of screens is method is robust to nonnormality as well as missing data. Though the normal model is used to fit the nongenerally conservative when the marker density is high, the proposed method is somewhat on the liberal side normal chi-square data, the empirical type I error from the proposed method is reasonably controlled at the in small samples with dense maps. We may consider combining the proposed method with Piepho's method targeted level. However, it is unclear how this method will work for data with segregation distortion, which is when the marker density is relatively high. a complex phenomenon. Due to different mechanisms of segregation distortion, it is difficult to predict the LITERATURE CITED performance of the method. If the existence of segregation distortion is suspected, a simple solution is to re-
