Rewriting with associativity, commutativity and identity has been an open problem for a long time. In 1989, Baird, Peterson and Wilkerson introduced the notion of constrained rewriting, to avoid the problem of non-termination inherent to the use of identities. We build up on this idea in two ways: by giving a complete set of rules for completion modulo these axioms; by showing how to build appropriate orderings for proving termination of constrained rewriting modulo associativity, commutativity and identity.
Introduction
Equations are ubiquitous in mathematics and the sciences. Among the most common equations are associativity, commutativity and identity (existence of a neutral element). Rewriting is an e cient way of reasoning with equations, introduced by Knuth and Bendix 12] . When rewriting, equations are used in one direction chosen once and for all. Unfortunately, orientation alone is not a complete inference rule: given a set of equational axioms E, there may be equal terms (in the theory of the axioms) which cannot be rewritten to a same term once the axioms are oriented into rules. Knuth and Bendix showed how to recover completeness by adding another inference rule, called \critical pairs computation", which adds new equational consequences by unifying left-hand sides of rules. A basic assumption of this technique is that rewriting terminates for any input term. In case of associativity and commutativity (hereafter denoted by AC) however, this assumption cannot be full lled. Peterson and Stickel (see also Lankford and Ballantyne 13] ) have shown how to solve this case by building associativity and commutativity in the rewriting process, as well as in the computation of critical pairs 15] . This has been further generalized to an arbitrary nitary theory E (i.e. any equation in the theory possesses a nite complete set of most general uni ers) whose congruence classes are nite 10], excluding therefore the case of associativity, commutativity and identity (hereafter denoted by AC1). The latter theory is of keen interest for two reasons: the identity axiom comes along with associativity in most practical examples; for a given equation, associative-commutative uni cation yields in general many more most general solutions than AC1-uni cation, as shown by B urkert 7].
Unfortunately, AC1-rewriting is non-terminating in most practical cases. etc : : : Since this phenomenon is simply related to the existence of a subterm x + y in the left-hand side of a rule, which collapses when either x or y is instantiated to 0, it may happen quite often. A consequence is that AC1-rewrite orderings cannot really exist. Peterson, Wilkerson and Baird introduced \constrained" rewriting as a means to avoid non-terminating computations (see also 11]). The basic idea is to forbid instantiating a variable by an identity in case this may lead to non-termination. We show in section 2 how constrained rewriting allows to solve the problem of non-termination. In particular, we show how to obtain an ordering for proving termination of constrained AC1-rewriting from an almost arbitrary ACrewrite ordering. Section 3 then describes a class of AC1-completion procedures by a set of non-deterministic inference rules, together with its correctness and completeness proof. The latter is based on the technique of \proof algebras", originally introduced in 2], whose principle is to code the inference rules as rewrite rules on proofs. The completeness proof of AC1-completion, however, is not a trivial application of this technique, since one inference rule may yield several rewrite rules on proofs. This makes it doubtful that such a proof could be carried out without this powerful technique.
Our notations and de nitions are consistent with 9]. We assume them known.
2 Constrained AC1-rewriting
We start with a few elementary de nitions.
De nition 2.1 Let F = L A Z be a nite set of function symbols, where L is the set of free symbols, A is the set of associative-commutative symbols, and Z is the set of identities. Each 0 2 Z is the identity of a + 2 A. This correspondance is given by a one-to-one mapping zero : A ! Z. We use + and to denote two particular AC1-symbols with respective identities 0 and 1.
An F-algebra is an AC1-algebra if it validates the set of AC1 equations:
8+ 2 A; 0 = zero(+) The interesting property of AC1-uni cation is that in many cases, CSU AC1 (s; t) is much smaller than CSU AC (s; t): for example, if x; u; v; w; t are variables, then x + x + x and u + v + w + t have a unique most general AC1-uni er while there are 1044569 most general AC-uni ers 7]. Matching enjoys similar properties. We think that this property would make the AC1-completion faster than AC-completion. In 4], examples are given which con rm this hope.
Constrained rewriting
The idea of Baird, Peterson and Wilkerson is to forbid the instantiations of variables by zeros, when they cause termination problems. For example, the computation of the inverse of a sum in Abelian groups becomes: (x 6 = 0)^(y 6 = 0) j ?(x + y) ! (?x) + (?y) De nition 2.4 A constrained rule (for our purpose) is a triple written out as j l ! r, where is a quanti er-free formula built up with the logical connectives^and _, from atoms of the form x 6 = 0 where x 2 Var(l) and 0 2 Z. De nition 2.5 (satis ability of a constraint) By satis able we mean that the formula holds when the symbol = is interpreted as = AC1
For instance, x 7 ! 0 + 0 does not satisfy x 6 = 0. Notice that satis ability of a constraint can be easily checked: since x 6 = AC1 0 is equivalent to (x )#6 = 0 syntactically, satis able if and only if ( #) holds when = is interpreted as syntactic equality.
Constrained rewriting checks whether an instance of the rule satis es the constraint. As usual, we have three di erent notions of rewriting, without equations, in the quotient algebra, or with extensions \ a la . All of them are used in the completion process. We do not recall the corresponding notions for the AC-case (without constraints), which can be readily obtained from the de nitions below by taking the constraints out and replacing AC1 by AC. 
AC1-rewrite orderings
Given a set R of rules, the non-deterministic computation of a normal form of a term requires that there are no in nite chains in the rewrite graph, a property called termination. Proving termination can be simply achieved by comparing for each rule l ! r 2 R its left-hand side l with its right-hand side r in some appropriate rewrite ordering:
De nition 2.7 Given a set E of equational axioms, an E-rewrite ordering is a quasi-ordering E satisfying the following properties (> E is the associated strict ordering, that is s > E t () To prove AC1-termination of a rewriting system R, we need a rewrite ordering compatible with AC1. Assume that such an ordering AC1 compares s + x and s, that is s + x AC1 s. Then (s + x) AC1 s for any substitution . Taking = fx 7 ! 0g yields s AC1 s since (s + x) = AC1 s , a contradiction since = AC1 must be terminating. We show in the following that AC1-rewrite orderings need not be closed under arbitrary instantiations, but under those instantiations only allowed in constrained AC1-rewriting.
Let us consider the following constrained rule to avoid non-termination in the example of Abelian groups:
One question is whether we can check termination of this constrained rule by showing that the left-hand side is greater than the right-hand side in some rewrite ordering. In other words, we want an ordering closed by all substitutions which satisfy the above constraint, but not necessarily by the other substitutions. Another question is how to compute the constraint of a rule when the ordering is given. The answer to this second question is simple, already suggested by Baird, Peterson and Wilkerson: for each substitution which assigns a identity to a variable, we must check whether the left-hand side is greater than the right-hand side in the ordering. If this is not the case, then the identity rule must have been applied to the instantiated left-hand side. This suggest that the ordering should satisfy the following property:
De nition 2.8 AC1 is closed under non-zero instantiation if (P) ( s AC1 t (s#)( #) = (s )# =) s AC1 t Lemma 2.1 Assume that AC1 satis es (P). Then 8s; t, 8 s.t. x 6 = AC1 0 for every x and 0 s AC1 t =) s AC1 t Proof. by contradiction: (s #)( #) 6 = (s ) # implies that instantiates some variable to zero, because (s#)( #) contains a redex x + 0 or 0 + x.
2
We now assume known an ordering AC1 satisfying (P). Given this ordering, our goal is to compute a constraint which eliminates the non-terminating chains from the graph of the rewrite relation. Given a nite set X of variables, let S AC1 (X) = f = (x 1 7 ! 0 1 ; : : :; x k 7 ! 0 k ) s.t. k 0; x 1 ; : : :; x k 2 X; 0 1 ; : : :; 0 k 2 Zg be the nite set of all possible instantiations of some variables in X by an arbitrary identity. Our goal is to compute for all pairs (l; r) a formula = (l; r) satisfying: (Q) 8 2 S AC1 (Var(l)) satis able =) l AC1 r is actually any condition on such that l AC1 r . It can of course be computed by checking all possible cases of instantiation of a variable by an identity. Before seeing how to compute an optimized , we show the adequacy of this approach.
Notations: Given a pair (l; r) of terms, let C AC1 (l; r) be a logical formula satisfying (Q), and AC1 (l; r) = f 2 S AC1 (Var(l)) s.t. C AC1 (l; r) unsatis ableg. Note that AC1 (l; r) is redundant as de ned here. Only those substitutions which are maximal in the subsumption ordering are necessary. For example, if C AC1 (l; r) = (x 6 = 0)^(y 6 = 0) then the substitution fx 7 ! 0; y 7 ! 0g is not necessary, hence we can take AC1 (l; r) = ffx 7 ! 0g; fy 7 ! 0gg.
The following theorem shows that the termination problem is solved provided an ordering satisfying (P) is given together with an algorithm computing a constraint satisfying (Q). Theorem 2.1 Let l and r be two terms and = C AC1 (l; r). For an arbitrary substitution :
( if satis able then l AC1 r if unsatis able then 9 2 AC1 (l; r); 9 s.t. = Proof. write as where = j X , X = fx s.t. x = AC1 0; 0 2 Zg. Proof. First remark that we can assume that l and r are in normal forms: if the lemma is proved in that case, then it is true for arbitrary l and r since '(l; r) = '(l#; r#) implies that if is satis able, l# AC1 r# and by l = AC1 l#, r = AC1 r# and AC1-compatibility of AC1 , l AC1 r . So let us assume that l = l# and r = r#. We prove the lemma by induction on n = jVar(l)j:
If n = 0 then I(l) = , S AC1 (Var(l)) = fidg, is True if l AC1 r and False otherwise, hence the result is trivial.
If jVar(l)j = n + 1 and the lemma is true until n: is satis able hence l > AC 1r and = (l; r) = have '(l ; r ) = '(l ; r ) 0 satis able hence by induction hypothesis (l ) 0 (r ) 0 and since = 0 we have l r . 2
We are left with the problem of nding an ordering satisfying (P). We show now that any AC-simpli cation ordering can be made into an AC1-ordering satisfying (P). We conclude this section with two remarks: This result shows that (P) is the appropriate property replacing closure by instantiation. In the following, we assume that AC1-rewrite orderings satisfy (P) instead of the full closure by instantiation. The last hypothesis that identities are minimal is quite natural, since otherwise the AC1-ordering cannot be well-founded: 0 AC1 s = AC1 s + 0 AC1 s + s = AC1 s + s + 0 etc: : :
As now customary, we describe the completion process by a set of inference rules which mimics the inference rules for AC-completion. The main di erence is the computation of constraints when a rule is added, and the use of the constraints when rules or equations are reduced. The problem of soundness of the rules is then addressed before dealing with the most di cult part, completeness.
Inference rules for AC1-completion
In the following, is an AC1-rewrite ordering, E is the set of equations, N is the set of non-protected rules, P is the set of protected rules (i.e. the extensions), and R = N P.
Orient E fl = rg; N; P`E fl = r j 2 AC1 (l; r)g; N f j l ! rg; P if Extend adds an extension as a protected rule, and computes the associated constraint. Actually, the same constraint could be kept in the AC1 case, but this form is more general. Compose rule reduces the right-hand side of rules, and recomputes the constraint. Here, it is important (for e ciency) to compute the new constraint which can improve over the previous one (it may be empty for example).
Compose extension E; N; P f j l ! rg`E; N; P f 0 j l ! r 0 g f j l ! r j 2 AC1 (g ; d ) and satis ableg Collapse reduces the left-hand side of constrained rules resulting in new (unconstrained) equations. The ordering used in the condition is (<; ) lex (in fact, any terminating ordering would do) where < is de ned as follows: s < t i js# j > N jt# j (jsj is the size of s, i.e. the cardinal of Pos(s)). If we assume that all rules are normalized, this is equivalent to jsj > N jtj (we can use also strict-subterm modulo AC, which is more or less the same as comparing the sizes). is terminating.
Lemma 3.1 Assume that the equation l = r is valid in E R AC1 for all j l ! r 2 R. Then E; N; P`E 0 ; N 0 ; P 0 =)= E R AC1 = E 0 R 0 AC1 hence l = r is valid in E 0 R 0 AC1 for all j l ! r 2 R 0 .
Proof. = E R AC1 = E 0 R 0 AC1 is clear. = E 0 R 0 AC1 = E R AC1 follows from the hypothesis. 2 
Correctness
De nition 3.1 An AC1-completion algorithm is an algorithm which takes as input a set of equations E 0 and an AC1-rewrite ordering and produces a ( nite or in nite) sequence (E n ; N n ; P n ) where R 0 = and for all i, E i ; N i ; P i`Ei+1 ; N i+1 ; P i+1 . Let: This result follows from the previous lemma, but we must assume that the starting set of rules does not contain any constrained rule. This is true in practice since we usually start from an empty R 0 . So, this method does not permit to handle elds' theory, for which we would want to start with the constrained rule x 6 = 0 j x x ?1 ! 1.
Fairness and Completeness
De nition 3.2 A derivation E 0 ; N 0 ; P 0`E1 ; N 1 ; P 1`: : : is fair if all persisting critical pairs and extensions are computed, i.e. An AC1-completion algorithm is fair if all sequences that it produces are fair. Fairness is fundamental in completion procedures, it expresses completeness of the search strategy. In practice, we also like that the simpli cation rules are used as much as possible. This yields sets of rules which are inter-reduced, an important property as far as the uniqueness of the completion result is concerned.
We will prove in 3.5 that as in AC-completion, extensions of extensions are redundant. This will prove that in the rule Extend We show here that each rewrite rule on proofs is valid, i.e. transforms an existing proof into a new proof using the inferred rules or equations. This part of the proof is very tedious, but helps in understanding some critical points in the rules, like the use of certain AC1-equalities. We give here only the proof of correctness of Extend: We have the hypothesis fC P (t 0`a t 1 ); ::; C P (t n?1`a t n )g where C P is a quintuple de ned below 
Completeness proof
The rewrite system =) schematizes a class of rewrite systems =) E;R (for all E; R P =) E;R Q if P; Q are E; Rproofs and P =) Q). We can now prove our completeness result as follows: let
The sequence of inferences from E 0 ; R 0 can be re ected on proofs in the sense that an E 0 ; R 0 -proof is rewritten by =)
yielding an E 0 ; R 0 -proof, which is also an E 1 ; R 1 -proof and can be in turn rewritten by =)
, etc: : :. If P is a E i ; R i -proof, let P # i denote a normal form of P for =)
, which is also an E i ; R i -proof.
Lemma 3.2 P # i is actually an E i ; R i -proof.
Assume now that s = E 0 AC1 t. Then there exists an E 0 ; R 0 -proof P such that s = rst(P) et t = last(P).
The sequence of inferences performed by completion can be re ected in a sequence of proofs P 0 = P # 0 =) P 1 = P 0 # 1 =) P 2 = P 1 # 2 =) : : : Since =) is terminating, this sequence is stationary, hence there exists some natural n such that P n = P n+1 = P n+2 = : : :
Since P n is an E k ; R k -proof for all k n by application of the lemma, it is also an E 1 ; R 1 -proof. Since completion does not fail, E 1 is empty, hence P n contains only rewrites and AC1-equational steps. Since it is in normal form for =) En;Rn , the only possible cli s and peaks in P n are critical ones. Because of fairness, such peaks and cli s must have been computed, either at some previous step j < n, but then P n would not be in normal form for =)
En;Rn , a contradiction, or at some further step j n, but then P n would not be in normal form for =) 
Remarks
In practice, extended rewriting is used instead of rewriting modulo. Actually, implementations use attened terms, which gives a mixture of both relations.
Collapse can be improved in order to get a set of rules R 1 which is \more" inter-reduced: if extensions of the collapsed rule l ! r have already been calculated, they can be removed. This preserves correctness since extensions are equational consequences of the rule and the theory AC1, and it preserves completeness because a rewrite proof with an extension can be transformed to a proof using AC1-steps and an equationnal step l 0 = r, and a rewrite step with g ! d. It means that in an implementation, extensions of a rule must be linked to the rule in some way (labeling, numbering,: : : ).
An example of a fair completion procedure is described in 10].
3.5 Redundancy of extensions of extensions Lemma 3.3 The only extensions needed are extensions of rules of the form j l 1 + l 2 ! r, which are extended in j (x + l 1 ) + l 2 ! x + r and j l 1 + (l 2 + x) ! r + x (x 6 2 Var(l)).
Proof. The axiom g = d used to calculate an extension must possess a ground position q 6 = . As in the AC case, in the AC1-theory only the associativity x + (y + z) = (x + y) + z can be used. All critical cli s have the form (or the similar form with (x + y) + z = x + (y + z)): Based on Baird, Peterson and Wilkerson's idea of constrained rewriting, we have given a complete set of rules for AC1-completion together with its correctness and completeness proofs. Moreover, we have shown how to construct rewrite orderings for checking termination of constrained AC1-rewriting. One may ask whether the techniques described here extend to other similar cases, for example to ACI-rewriting (I=idempotency). The answer is negative: in ACI-rewriting, not only the substitutions but also contexts must be constrained, a much harder task.
