With machine learning entering into the awareness of the heliophysics community, solar flare prediction has become a topic of increased interest. Although machine learning models have advanced with each successive publication, the input data has remained largely fixed on magnetic features. Despite this increased model complexity, results seem to indicate that photospheric magnetic field data alone may not be a wholly sufficient source of data for flare prediction. For the first time we have extended the study of flare prediction to spectral data. In this work, we use Deep Neural Networks to monitor the changes of several features derived from the strong resonant Mg II h&k lines observed by IRIS. The features in descending order of predictive capability are: The triplet emission at 2798.77 Å, line core intensity, total continuum emission between the h&k line cores, the k/h ratio, line-width, followed by several other line features such as asymmetry and line center. Regions that are about to flare generate spectra which are distinguishable from non-flaring active region spectra. Our algorithm can correctly identify pre-flare spectra approximately 35 minutes before the start of the flare, with an 80 % accuracy, precision and recall. This accuracy monotonically increases to 90 % as we move closer in time to the start of the flare. Our study indicates that spectral data alone can lead to good predictive models and should be considered as an additional source of information alongside photospheric magnetograms.
1. INTRODUCTION Solar flares are magnetically driven phenomena, whereby free magnetic energy is slowly accumulated via subphotospheric motions which sweep coronal potential fields into successively higher energy configurations (Low 1982) . These stressed magnetic fields can undergo an impulsive reconfiguration known as magnetic reconnection, into a lower energy state, dissipating roughly 10 32 ergs of magnetically stored energy into kinetic energy used to accelerate electrons and protons from coronal heights into the comparatively thicker atmosphere of the chromosphere (Tandberg-Hanssen & Emslie 1988) .
Vector magnetograms derived from the polarized structure of magnetically sensitive spectral lines allow us to approximate the accumulation of magnetic free energy by measuring the angle between the transverse component of the field and the observed line of sight field. Hagyard et al. (1984) showed that this measure of magnetic shear was strongly coupled to flare activity.
With the launch of the Solar Dynamics Observatory (SDO) in 2010 (Pesnell et al. 2012) , important magnetic features such as these could be monitored continuously by SDO's Helioseismic and Magnetic Imager (HMI), improving upon previous measurements of the Solar and Heliospheric Observatory's Michelson Doppler Imager (MDI) (Scherrer et al. 1995) . With HMIs unprecedented magnetic coverage, and a rising awareness of powerful machine learning techniques, flare prediction based on the evolution of magnetic features has become a topic of intense study.
Machine learning algorithms combine magnetic features to form complex non-linear functions known as models. These models can then be used to predict with a certain probability, whether active regions will produce a flare within a given period of time (ordinarily 24 hrs) or not. A model's success is loosely based on the number of correct predictions it makes in this binary flare/no-flare classification problem, with a variety of metrics used to interpret different aspects of the models performance. The majority of these metrics are sensitive to the ratio of flare/no-flare observations within a particular data set. This provides an ambiguity, which makes it difficult to track progress in the field, especially for early publications. To address the problem of class imbalance, Bloomfield et al. (2012) suggested the use of a ratio invariant skill score known as the true skill statistic (TSS), with a maximum perfect prediction score of 1, random guess score of 0.5 and an adverse score of -1. Most recent publications have adopted this metric, making it easier to compare research results. Although the TSS is ratio invariant, it is still vulnerable to some degree of subjectivity, since one can fine tune a model's parameters to maximize the TSS score at the expense of other metrics. Leka & Barnes (2003) pioneered the use of magnetic field data for flare prediction, using a linear classifier known as discriminant analysis to rank the predictive value of a number of magnetic parameters collected by the University of Hawaii's Imaging Vector Magnetograph. They concluded that flare prediction requires the combination of several predictive variables, with no one variable being either necessary or sufficient for flare production. Leka & Barnes (2007) extended this study to include more active regions, and achieved an accuracy of 92% for large flares, however, because of the large class imbalance, predicting all active regions as non-flaring would result in a similar high score of 90%. The authors therefore concluded that (at least for their parametrization), the state of the photospheric magnetic field had little to no bearing on whether an active region would flare or not. Wang et al. (2008) used space based MDI line-of-sight magnetic maps, free from atmospheric distortion, in combination with a Neural Network to predict 150 large flares with an accuracy of 69%, approaching that of an experienced human observer. Bobra & Couvidat (2015) performed an extensive study on 1.5 million HMI active region patches of vector magnetic field data and used a non-linear classifier known as a support vector machine (SVM) to predict X-and M-class flares based on 25 magnetic features. They generated two data sets based on two distinct labeling criteria. The first criterion assigned active regions to the negative/non-flaring class if a flare did not occur within 24 hours from sample time, while the second labeling scheme required a flare free window of ±48 hours for a negative class classification. They achieved TSS scores of 0.76 and 0.82 respectively. In addition to large flares, Liu et al. (2017) included B and C flares in a multiclass prediction study using random forests and 13 HMI magnetic features, achieving TSS scores of 0.70, 0.33, 0.50, and 0.29 for B-, C-, M-, and X-class flares respectively, and attributed the poor performance on X-class flares to the lack of sufficient big flare training data produced by solar cycle 24. Florios et al. (2018) used conventional statistical techniques as well as several machine learning algorithms including multi-layer perceptrons, SVMs, and random forests to predict flares based on 13 novel magnetic field features derived from HMI. They achieved TSS scores of 0.74 and 0.60 for flares in excess of M1.0-and C1.0-class respectively. The temporal evolution of the magnetic field was first folded into predictive models by Yu et al. (2009) , who used a decision tree classifier and a learning vector quantization to improved the precision of Wang's 2008 results by 10%. Liu et al. (2019) took this one step further and used a state of the art recurrent neural network known as a long-short term memory network to captured the temporal evolution of 25 HMI magnetic features as well as 15 flare history parameters, achieving TSS scores of 0.88, 0.79 and 0.61 for flares in excess of M5.0-, M1.0-and C1.0-class flares respectively, with the implication that larger flares are easier to predict.
Although the complexity of machine learning models has increased with each successive publication, the predictive performance has reached a plateau. Many studies based on HMI data report that a small fraction of their features contain most of the predictive power, and that many of the features may be redundant permutations of one another. To this end, researchers have began to experiment with alternative types of data sets. For instance, Nishizuka et al. (2017) tested several machine learning models based on 60 features derived from the classical HMI magnetograms conjoined with flare history, soft Xray and UV emission. They found that UV brightening ranked amongst the top five predictive features. With this lead, Jonas et al. (2018) used HMI photospheric vector-magnetic field data in conjunction with AIA image data from several passbands covering the chromosphere, transition region, and corona in order to capture the elusive and not yet well understood traces of the flare triggering mechanism. They achieved similar results to those in the literature, with TSS scores between .70 and .85 depending on the combination of used features, and concluded that the predictive capability of the data may be saturated.
An attempt to find possible pre-flare traces within the ultraviolet passbands requires a change of time scale. It is well known that the time scale for magnetic free energy accumulation is of the order of several days, however, many flare precursors occur only several minutes before flare onset, for instance: Activation of prominences from the motion of adjacent large scale magnetic structures perturbing the supporting magnetic field have been observed 15 minutes before major flare activity (e.g. Kleint et al. 2015) . Slowly leaking magnetic energy from the rearrangement of unstable magnetic fields can lead to pre-flare heating and enhanced X-ray and UV levels several minutes before flare onset (Machado et al. 1988) , and spikes associated with microflares confined within the transition region with no X-ray counterpart have been found to litter the light curve of the Si IV line 30 to 60 minutes before the onset of some major flares (Cheng et al. 1984) .
Following the current spirit of the scientific community to integrate alternative sources of data, we investigate the utility of spectra for solar flare prediction. Our ambition for this paper is not to provide a predictive model for solar flares, but to examine the usefulness of solar spectra in distinguishing between pre-flare active regions and active regions that do not result in a flare. In particular, we look at spectral profiles associated with the once ionized magnesium (Mg II) h&k lines. Our study asks two basic questions: 1) Are spectra generated in pre-flare and non-flaring active regions distinguishable? 2) If so, does this distinction become more apparent closer to flare onset? To answer these questions, we attempt to disentangle the profiles from pre-flare and active regions by successively increasing the model complexity, beginning with a basic dimensionality reduction technique and ending with the application of a deep neural network. In addition to this, we also examine the separability of spectra from quiet Sun and sunspot regions.
The paper is organized as follows: In section 2, we introduce the spectral data, how it was parameterized and collected. In section 3, we visualize the high dimensional data using dimensionality reduction techniques. In section 4, we introduce several supervised learning models and discuss the different metrics used to judge varying aspects of their performance. In section 5, we test the utility of our model as a flare prediction tool, and finally, in section 7 and 8, we conclude our research results and offer potential future avenues for the research to unfold.
2. DATA This study uses spectral data collected by NASA's Interface Region Imaging Spectrograph (IRIS) small explorer spacecraft (De Pontieu et al. 2014) , which observes with high spectral resolution both the Mg II h&k lines seen in Figure 1 . The Mg II lines have a formation height that extends over the entire chromosphere, with extensive wings following the temperature structure of the upper photosphere, 1v and 1r minimum emerging from the lower chromosphere, 2v and 2r peaks forming in the middle chromosphere and line core photons at k3 and h3 originating from an altitude just below the transition region. The h&k resonant lines' relatively high opacity results in small geometrical thermalization lengths making them sensitive to temperature, density and velocity gradients (R. Ayres & L. Linsky 1975) . Additionally, the frequency dependent source function leads to a large variety of possible intensity profiles due to its complex interplay with the optical depth variation along the line of sight. The richness of line shapes coupled with a small thermal line width and formation height that extends over the entire chromosphere, makes the Mg II profile an invaluable diagnostic tool for a large portion of the solar atmosphere. 
Feature selection
Selecting an informative basis to represent the data, in this case spectra, is an integral part of machine learning. If we pass the entire profile to our algorithms, uninformative features such as the noisy small scale structure of the continuum will hamper the algorithm's ability to learn, since it first has to learn what information is useful and what information should be neglected. Although there are many deep learning models which automate this feature selection process, we find it more informative to describe each line profile in terms of a set of 10 parameters with known associations to observables. We list here the 10 selected features which provide us with a physical basis for describing each profile. Many of the listed features below (features, 1, 2, 3, 9 and 10), were shown by Leenaarts et al. (2013) in a forward modeling paper with a 10-level-pluscontinuum model atom, to be descriptive of temperature, velocity and density gradients within the chromosphere. To extract robust measures of the line center, line width and asymmetry, we calculate each profile's normalized cumulative distribution function (NCDF) as illustrated in Figure 2 . All features except the continuum emission and k/h ratio are taken exclusively with respect to the k-line, since both lines are highly symmetric.
1. Intensity: For temperatures in excess of 6 kK, the peak intensity is strongly correlated to the gas temperature, with a correlation that starts to decrease for lower temperatures on account of the optical depth unity forming higher up in the chromosphere where the Planck and source function decouple. We divided each profile by its exposure time and selected the intensity as the maximum DN/s value.
2. Line center : The doppler shift of the line core from its rest frame is an excellent diagnostic of the line of sight velocity in the upper chromosphere. This was selected as the 2nd quartile (q2) of each profile's cumulative distribution function (CDF).
3. Line width: Because of a small thermal width, line broadening is associated with non-thermal velocities. The line width was taken as (q3 − q1), where q1 and q3 are the 1st and 3rd quartiles respectively of each profile's CDF.
Line asymmetry:
Line asymmetry is an expression of non-thermal velocity flows and can take on values in the range ±1, with positive and negative values being associated with up and downflows respectively. The line asymmetry expressed in terms of quartiles is given by [(q3 − q2) − (q2 − q1)]/(q3 − q1).
Total continuum:
Since the local continuum radiation between the k&h line cores is formed in LTE, the total intensity is dictated by the plasma temperature through the relation I B [T (τ = 2/3)], where B is the Planck function and τ the optical depth. For solar flares, small scale heating events, and observations over sunspots, the continuum often appears flatter because of a different temperature structure. We define this feature as the sum of the hashed region in Figure 1 of a normalized profile. Therefore, larger total continuum values should be interpreted as intensity gains relative to the line core emission, and not taken in the absolute sense.
Triplet emission:
The triplet emission on the red wing of the k-line core has been associated with lower atmospheric heating in the quiet Sun (Pereira et al. 2015) . To distinguish triplet emission from continuum emission we defined it as log(I trip /I wing ), where I trip is the height at the red vertical line in Figure 1 and I wing the height of the profile at the blue vertical line. Zhu et al. (2019) showed that the triplet lines at flare ribbons have a formation height similar to that of the h&k cores, and therefore may not always be descriptive of the lower atmosphere.
7. k/h ratio: The k/h ratio can be used as a measure of opacity, with ratios of 1:1 indicating a more opaque atmosphere and ratios of 2:1 indicate optically thin line formation, see Panos et al. (2018) . We calculated the k/h ratio as the ratio of the integrated unhashed areas in Figure 1 .
8. k3-height: Rubio da Costa & Kleint (2017) showed that the central reversal can go into emission if large densities or temperatures are introduced at the core formation height. In the former case, the increased densities recouple the Planck and source functions, while in the later case the temperature increase compensates for the decoupling allowing the source function to increase with height. Additionally, introducing layered velocity fields could fill in the reversal to create a single peak. The k3-height is taken to be the height of the k3 central minimum of a normalized profile. In the case of single peaked profiles, k3 = 1.
9. Peak ratios: The peak intensity ratios are correlated with upper chromospheric velocities, with large peak ratios indicating the existence of large velocity flows, and moderate ratios being linked to the difference between the average upper chromospheric velocity and the velocity at the peak formation height. We measure this as k2v/k2r. Carlsson & Stein (1997) showed relative intensity gains in the violet peaks of Ca II to be correlated with downwards moving atmospheres in a region just above the peak formation height, an attribute shared by the Mg II line as shown by Leenaarts et al. (2013) . Therefore, values in excess of one, correspond to larger 2v peaks, and consequently indicate downflows that shift the peak opacity to longer wavelengths. Conversely, values smaller than one are associated with upflows above the peak formation height.
Peak separation:
The separation in wavelength between the 2v and 2r peaks are well correlated with the difference between the minimum and maximum velocities in the region of atmosphere just above the peak formation height. We define this separation as the number of wavelength grid points between k2v and k2r.
An evolution of these features leading up to and during an X1.6-class flare can be seen in Figure 3 . Before implementing any machine learning techniques, all features x i have been standardized by
This standardization allows the algorithms to converge faster and removes biases based on the specific ranges of each feature. 
Data mining of classes
This study is concerned with the distinguishability of spectra collected from different solar regions. The spectral data were therefore divided into four subclasses collected from 25 minute full field of view (FOV) observation windows over four solar regions: Quiet Sun (QS), sunspot (SS), non-flaring active regions (AR) and active regions resulting in flares, referred to as pre-flare regions (PF). For the details of each observation we refer the reader to Tables 1 and 2 . Each spectrum was labeled according to the region they were extracted from. For instance, all spectra from a SS observation carry a label of 0, while all PF spectra carry a label of 1. These four different labeled data sets are referred to as classes in the standard machine learning vernacular. The PF 25 minute observation windows were positioned such that the end of each window coincided precisely with the 1 minute mark to flare onset, as defined by the Geostationary Operational Environmental Satellite (GOES). Only observations leading to X-or M-class flares were considered for the PF data set, while the AR data set is a composite of active regions that never resulted in a major flare within the full IRIS observation time window. The small time interval of 25 minutes for each observation is a limitation imposed by the PF data set, as IRIS on average only observed 25 minutes before each major flare. As a consequence of using the full FOV, the data sets are expected to carry an intrinsic number of shared profiles.
The IRIS observations were chosen in a way that minimized the possibility of introducing unwanted biases. If the observations from the four target regions are not evenly distributed in time and on the solar disk, machine learning algorithms could artificially distinguish between them based on some gross underlying temporal and geometric features not inherent to the physics of the Sun. For instance, if all AR observations are collected at the limb and all PF observations at disk centre, then one might distinguish AR profiles from PF profiles based on the sum of the continuum emission, since center to limb variations result in a systematic decrease of the continuum (at least for plane parallel models). We note that this limb darkening effect was not directly observed by us, possibly because the contribution to the Mg II line shapes from local atmospheric conditions far exceeds the effects introduced by the observation angle. Nevertheless, to avoid introducing "artifacts", we attempted to match the distributions of each regions observations in time and on the solar disk as closely as possible. Additionally, we ensured that AR and PF region activity was similarly represented by carefully monitoring SJI animations and keeping only those IRIS observations for which the GOES soft X-ray flux remained below the 10 −5 W/m 2 mark. The distributions of each of the four data sets in terms of the unstandardized 10 descriptive features can be seen in Figure 4 . The data has been fitted with kernel density estimators (KDEs). A KDE can be viewed as the continuous counterpart of a histogram. For the case of a histogram, the height of each bar is determined by the number of points falling within the sharp boundaries of each bin. Histograms therefore do not make any assumptions about the underlying distribution of the data, and have a single free parameter (number of bins), which can only be used to degrade the resolution of the data. In contrast, a KDE uses a subtler weighting function with smooth edges, called a kernel. The height or kernel density estimatef h , at a particular point x is determined by the number of contributing points falling within the kernel:
where K is the kernel function (in our case Gaussian) and h the so called bandwidth. The bandwidth determines the shape of the kernel function, and therefore affects how each point within the kernel is weighted. An alternative but equivalent interpretation is to imagine that kernels are centered at each data point and then summed together to produce a smooth continuous function. The denominator in Eq.(2) divides out the area of the kernel, ensuring that the integral of the KDE equals unity. Note that the density function of a continuous variable at a single point need not be less than 1. Unlike histograms, KDEs do not degrade the data, but generate missing data in a controlled manner, and are therefore used to estimate probability density functions of unknown distributions.
The separation between each distribution in Figure 4 can be quantified with the use of a univariate F-score, or Fisher ranking score, which considers all variables to be separate. We have displayed the F-scores of each feature in Figure 5 for the case of PF/AR distributions. Higher F-scores imply larger dissimilarities between a feature's classes. In this first approximation, one can guess which feature is most or least important in distinguishing PF from AR spectra.
LOW-DIMENSIONAL REPRESENTATIONS
In this section, we take spectra from all four regions, encode each profile in terms of our 10 features, and then use two different dimensionality reduction techniques: Principal component analysis (PCA), and Stochastic neighborhood embedding (t-SNE), to visualize the 10-dimensional data, by finding faithful low-dimensional representations referred to as embeddings. Because t-SNE has a computational and memory complexity that is quadratic in the number of data points, modeling all 9 million spectra is not feasible. We therefore selected a subsample of 10,000 spectra from each region, as opposed to the 50,000 points used for the PCA plots. This subsampling adversely affects the representation of the underlying manifold. In addition to subsampling, all features were scaled by x i = (x i − x i )/σ i to avoid placing unwarranted precedence on features such as intensity, which cover a range of 0-800 as opposed to the subtler range of 0.8-1.4 covered by the k/h ratios. -t-SNE plot of QS vs QS spectra. Because each spectrum belongs to the same region/class, t-SNE generates a noisy embedding. This image serves as a baseline representation of how t-SNE would represent two data sets that are maximally inseparable.
PCA
In the PCA scheme (Hotelling 1933) , high-dimensional data is projected onto a surface that best preserves the spread or variance of the data. As way of explanation, Figure 6 shows a bivariate Gaussian distribution with points living in a 2-dimensional space. 1-dimensional representations can be obtained by projecting the data orthogonally onto lines defined by unit vectors. Two such projections are shown in the inset at the bottom of Figure 6 . The low-dimensional representation resulting from projecting the data onto the cyan line is superior to that of the red representation, since it captures more of the data's variance and is therefore more descriptive of the original data set. The eigenvectors of the covariance matrix, commonly referred to as principal components, form a convenient linearly independent basis for describing the data's variance, and eigenvectors with larger eigenvalues describe more of this variance. Instead of projecting our data onto a line, we constructed surfaces from the first two eigenvectors of the correlation matrix derived from the conjoined data sets (PF + QS), (PF + SS) and (PF + AR) separately. We then projected the spectra from 10-dimensions into 2-dimensions as seen in Figure  8 , and compared the sample distributions of QS, SS and AR spectra with spectra derived from the PF data set (orange). The first panel on the left is for illustrative purposes, with the abstract data points being replaced by the spectra that they represent. Note that the two principal components appear to be descriptive of continuum emission and red wing enhancements, with large downflow profiles being found in the upper extremities of the plot. This clean correlation with single physical attributes is in no way guaranteed with PCA, and often the basis is composed of a complicated mixture of features. All remaining low-dimensional plots show only the abstract data points, since generating plots with 20,000 plus subplotted spectra is not feasible.
The plots indicate that PF and QS spectra are clearly different, however, the distinction between the first two principal components of PF and AR spectra is less obvious, with a large degree of overlap between their distributions. This does not mean that the PF and AR data sets are inseparable from one another, it may simply be that the PCA technique is not sophisticated enough to visualize a distinction that exists.
t-SNE
In contrast to PCA, t-SNE is a non-linear map that adapts to the underlying structure of the data (van der Maaten & Hinton 2008). For a mathematical description of the algorithm, we refer the reader to the appendix. What sets t-SNE apart from other dimensionality reduction algorithms is its ability to probe data at different length scales. A parameter called the perplexity α, balances the importance between local and global structure representation. For instance, a large α penalizes the algorithm for representing the relationship between distant points poorly, whereas a small α only incurs a cost when nearby points are incorrectly represented. t-SNE is a complex dimensionality reduction algorithm that can lead to some unintuitive results. To better understand the output from t-SNE, we refer the reader to the excellent real-time simulations of Wattenberg et al. (2016) . The separation of two classes can be judged with reference to Figure 7 , which shows the results of a maximally inseparable prob- (orange) profiles. For clarity, we have replaced the data points by the profiles that they represent. The remaining panels show projections of 50,000 PF profiles (orange) along with profiles from the other three data sets. Note that before performing the dimensionality reduction, all profiles were converted into the 10-dimensional feature space and standardized. -t-SNE plots of spectral data. Complexity increases from left to right, with each row comparing PF profiles (orange) to QS (cyan), SS (black) and AR profiles (green). Lower perplexities reflect the local structure of the data, while higher perplexities include more global features. It is custom to leave the axes of t-SNE plots blank since they have no physical interpretation. The PF profiles have been plotted first with the other profile types overplotted so that the degree to which the PF profiles are eclipsed can be used as an indicator of separability. The plots indicate that QS profiles are easily distinguishable from PF profiles, whereas SS and especially AR spectra are less distinct, however, profiles from these regions appear on average to occupy distinct subspaces.
lem, where the two groups of spectra have been sourced from the same data set (QS/QS). The reader can judge the degree of separation between two classes with reference to this baseline. To gain insight into the topology of the data set, multiple runs at a variety of perplexity settings are required. We took the same combination of data sets used to generate Figure 8 , and constructed low-dimensional representations at a variety of perplexity settings. The results complement that of PCA, where one can clearly separate QS from PF profiles, with a distinction that becomes more faded for SS and especially AR profiles. It is important to note that the sense of distance between clusters as well as relative cluster size lose all meaning in the t-SNE framework. Topological concepts such as containment however are preserved. Additionally, the algorithm is not guaranteed to converge to the same results, with multiple t-SNE runs at a fixed perplexity leading to different representations. Although different runs produce slightly different representations, we found no additional insight between these differences, and therefore only display the results from a single t-SNE run in Figure 9 .
The magnitude of each profile's features have been plotted in Figure 10 for the (AR+PF) data set at a perplexity setting of 450. Each panel corresponds to one of the 10 standardized descriptive features, with the upper panel indicating which points belong to PF (orange) and AR (green) spectra. The figures indicate that triplet emission is the most descriptive feature when trying to separate AR from PF spectra.
A technique called Uniform Manifold Approximation and Projection (UMAP), introduced by McInnes et al. (2018) , is a scalable non-linear manifold learning technique which uses concepts from Riemannian geometry and algebraic topology to produces results competitive to those of t-SNE, while arguably retaining more of the global structure. However, we found little discrepancy between the two methods on our data set, and preferenced the t-SNE algorithm based on its simpler and more comprehendible mathematical formalism.
4. SUPERVISED LEARNING So far, we have taken Mg II spectra from four different solar regions and visualized the high-dimensional data by finding faithful 2-dimensional embeddings, with the hope of observing distinct clusters corresponding to each region. Even if the data naturally separate into four subgroups, a low-dimensional embedding with the limited representative resources of just two-degrees of freedom, may not be capable of adequately displaying this separation. Additionally, all our techniques have used a single data set X, containing all of the spectra as input. Although each profile x i (we use superscripts to indicate examples and subscripts to indicate features) has had an accompanying label y i , indicating from which region (QS, SS, AR, PF) the spectrum originated from, this label has only been used to color code the results, and therefore has had no bearing on the process. We now transition to a set of more powerful machine learning methods that utilize both the labels actively within the algorithm, as well as the full 10-dimensional space.
Neural networks
Neural networks are what we call supervised learning techniques that require a labeled data set {X, y}. In our case, x i of X is a single Mg II spectrum, with a corresponding label y i of y indicating which solar region the spectrum originated from. From now on, we are only concerned with distinguishing PF spectra from non-PF spectra, therefore, our problem becomes a binary classification problem where y i can take on the value 0 or 1. The goal of supervised machine learning is to use a fraction of the labeled data, called the training set {X train , y train }, to learn what is referred to as a model. This model can then be used to predict whether a profile is a PF profile 1 or not 0, from a never seen before test set {X test , y test }. The model that the algorithm learns is analogous to the human idea of a concept. In much the same way as a human can identify an apple with slightly different features from any apple they have seen before, so too can a trained NN make informed decisions about an unseen data set. This "mental agility" is what separates machine learning from other forms of artificial intelligence.
The upper image in Figure 11 shows a schematic of the simplest type of NN called a perceptron. This NN takes the 10 descriptive features associated with a single profile, and forms a linear combination assigning relative importance to each feature through a set of pre-factors called weights w i . This linear combination is then passed to an activation function, in this case a sigmoid function σ(z) = 1/(1 − e −z ), which outputs aŷ i value between 0 and 1. The linear combination plus activation function is called a node, and in NN diagrams is commonly represented by a circle. If a profile x i belonging to the PF data set is fed into the NN, and the NN predicts that the profile comes from one of the other three data sets, i.e., produces an incorrect output close to 0, then the NN makes corrections to the weights w i through a process known as back propagation, which allows the network to perform gradient descent across some cost function L(ŷ i , y i ) sensitive to the severity of the mismatch between the guessed labelŷ i and the actual label y i . Profiles from the training set are fed through the network and the weights are continually adjusted until the model starts understanding the difference between PF/non-PF profiles. If there is no difference between these two classes, then the NN will converge to a model which always outputs a value of 0.5.
The perceptron forms the basis of more complicated NNs in the same way that a biological neuron represents the building block for an organic brain. For more complicated NNs, the input features could connect to multiple nodes, each with their own associated system of weights such as those in the lower two panels of Figure 11 . NNs that have two or more hidden layers (layers not including the input and output layer) are commonly referred to as Deep Neural Networks, with each layer learning a more abstract internal representation of the data. The number of layers in a network, number of nodes per layer and particular activation functions define what is called the network's architecture. It is difficult to know what architecture best suits a particular problem, and therefore the architecture is chosen based on trial and error. For a more comprehensive review about the general mathematics behind NNs, we direct the reader to the solar image whether a spectrum belongs to the PF (orange) or AR (green) data set. The feature plots have been ordered in terms of their predictive capacity, with the upper left plot being most descriptive of the division between PF and AR spectra, and the bottom plot being least descriptive. Triplet emission seems to be strongly correlated to the spectrum's class, which is in agreement with Figure 4 . In the text, we refer to a feature plot such as triplet intensity, as having a horizontal symmetry, and plots such as line center as having a symmetry along the vertical axis. Architecture A has no hidden layers and simply runs a linear combination of the input features through an activation function. Such a network is called a perceptron, and is the simplest possible NN. Architectures B and C include multiple hidden layers with additional bias terms (nodes on top). These terms are not connected to the input and introduce an additional set of parameters used to regulate the baseline sensitivity of nodes in each successive layer. All nodes use a rectified linear activation function f (x) = x + = max(0, x), except for the last node of each network, which uses a sigmoid function σ(z) = 1/(1 − e −z ) to convert the inputs into a probability between 0 and 1: 1 for PF, 0 for other. The thickness of the lines are randomly selected to illustrate weights w ij of different magnitude connecting each node. For instance, imagine model A has been trained and converges to a set of weights whose magnitudes are proportional to the thickness of the lines, in this case, intensity would be more important than peak ratio when identifying PF profiles.
classification work of Armstrong & Fletcher (2019) .
We tested three NN architectures: architectures A, a simple perceptron with 0-hidden layers, architecture B with 2-hidden layers and architecture C with 4-hidden layers, as seen in Figure 11 . We also included an SVM with a non-linear kernel. SVMs are linear classifiers used for binary classification problems, which can be made to fit non-linear decision boundaries by mapping the data into a higher dimensional space via the use of an appropriate kernel function. An SVM of this type should be comparable with a 2-hidden layer NN, where the first layer projects the data into a more abstract space, while the second layer classifies the data. For a detailed description of an SVM applied to solar flare prediction, see for example Bobra & Couvidat (2015) . The three models in Figure 11 are what we call fully connected NNs, on account that every node between adjacent layers is connected.
Performance metrics
Each model is trained on a fraction of the data, and the model's performance is measured on the test set. Several different performance metrics can be obtained by comparing the actual set of labels y test = (0, 1, 1, · · · , 1, 0, 1) to the model's output guessesŷ = (.1, .8, .6, · · · , .7, .2, .9). The results of a binary classification problem can be characterized by a confusion matrix, where the number of true positives TP (y i = 1ŷ i = 1), false negatives FN (y i = 1ŷ i = 0), true negatives T N (y i = 0ŷ i = 0) and false positives FP (y i = 0ŷ i = 1) are used in different combinations to express different aspects of the model's performance. We list all of the metrics used in this study, starting with
which is a measure of reliability when the model predicts that a profile comes from the PF data set.
on the other hand is a measure of how many PF profiles were correctly labeled. Looking at just one of the above two metrics could be misleading, since it is possible to have a high precision and a low recall at the same time. The harmonic mean of both measures addresses this ambiguity by rolling both metrics into the so called F1 score, given by
Notice that this formulation gives an interpretation of performance based on the coupled behavior of both quantities, i.e., favorable performance is assigned to classifiers/models who have both high precision and recall scores. Another useful metric is the ratio of correct predictions over the total number of predictions, called the accuracy:
where P and N are the number of observations in the positive and negative class respectively. These measures are susceptible to misinterpretation due to the ambiguity introduced by the relative size of each class, called the class imbalance. For instance, say we have a high class imbalance with only a single PF profile in comparison to 99 non-PF profiles. Labeling every profile as non-PF results in a deceptively positive accuracy of 99%. To address the problem of class imbalance, Bloomfield et al. (2012) suggest the use of a ratio invariant skill score (Woodcock 1976), known as the true skill statistic (TSS). This measure uses all of the confusion matrix elements and promotes a standard for the comparison of studies with different flare/no-flare ratios. The TSS is defined as the difference between the recall and false alarm rate:
with a TSS score of 1, 0 and -1 indicating a model with perfect, random and adverse labeling respectively. The problem of class imbalance is not directly applicable to our case, since we ensured that the number of spectral profiles in the PF/non-PF classes were held equal at all times, however, for completeness we have included as many measures as possible.
The model performances over all metrics can be seen in Figure 12 , with each column corresponding to one of the four models. The first four columns show the binary classification results with (QS, SS, AR) spectra forming the negative class, and PF spectra forming the positive class. The test set was randomly split, meaning both the training and test set contain spectra from the same IRIS observation. In contrast, the fifth column of metric scores, to the right of the vertical black line, shows the results from NN architecture B, applied to the binary PF/AR classification problem. These results are based on an observationally split test set, meaning none of the spectra from the same IRIS observations are shared between the training and test sets. The plot shows that architecture B, with two hidden layers, has the strongest performance across all metrics, and that this performance is minimally affected when considering the harder PF/AR classification problem on an observationally split data set.
Each of the above metrics are sensitive to the so called threshold value δ, which defines the "watershed" between a PF/non-PF decision. In general, the threshold is set to δ = .5, so that output valuesŷ < .5 are classified as non-PF, while valuesŷ ≥ .5 are classified as PF profiles. Choosing a threshold value turns a model into a binary classifier. Adjusting the threshold has a direct effect on the confusion matrix elements, which in turn cascade into all of the performance metrics. For this reason, an additional metric which integrates over the threshold value is preferable. This is commonly achieved by monitoring the relationship between the true and false positive rates given by
where f 1 and f 0 are the probability distributions assigned by the model to the positive and negative classes respectively. Both of these distributions can be seen in the left panel of Figure 13 , with f 0 (grey) corresponding to the probabilities associated with AR spectra, and f 1 (orange) to the PF spectra of a never seen before observationally split test set. As the threshold value changes, so too does the true positive and false negative rate, giving rise to the so called receiver operating characteristic curve, or (ROC) curve seen in the right hand panel of Figure 13 . Each point on the ROC curve represents a trade off between a high number of false positives and a high number of false negatives, with the dashed meridian line representing a random guess. A perfect score is represented by a point in the upper left hand corner of the parameter space, and the area under the curve
is commonly used as a threshold integrated meta statistic to judge the performance of a model on a binary classification problem. In this way, the AUC can be used to quantify the overlap between the two probability distributions, with larger areas corresponding to less overlap and therefore stronger model performance. Because we integrate out the threshold, the AUC score can be interpreted as the probability that the model will rank a randomly chosen PF spectrum higher than a randomly chosen non-PF spectrum. Therefore, the AUC is a metric that is both scale and threshold invariant. For this reason, the AUC scores have been computed and included in Figure 12 . -Performance of models A-C (shown in Fig. 11 ), and D (an SVM) based on 6 binary classification metrics. Each metric has a favorable maximum score of 1, and a random guess value of .5, except for the TSS which has a floor of -1. The 2-hidden layer NN corresponding to model B has a superior performance across all metrics. The scores were derived from a binary classification problem (QS, SS, AR) vs PF over a randomly split data set. Consequently, spectra from the same IRIS observation appear in both training and test sets. The metric scores to the right of the vertical black line show model B's performance on a binary classification AR vs PF problem over an observationally split test set. The decrease in performance between model B and model "B: Unseen" can be attributed to two reasons. Firstly, the model is not afforded the opportunity to learn spectral peculiarities unique to any particular observation, and secondly, the distinction between AR an PF classes is arguably the most subtle distinction. Fig. 13 .-The left panel shows the probability distributions assigned by model B to the AR/PF classification problem with respect to an unseen observationally split test set. The vertical dashed lines labeled p, q and r, indicate the effect a shift of the threshold value has on the true positive and false negative rates as seen on the ROC curve to the right. Selecting the threshold value at vertical line p, results in the majority of PF spectra being correctly labeled along with a large amount of AR spectra being incorrectly labeled, this in turn resulting in a high true and false positive rate. The overlap between the two distributions can be used as an inverse measure for the separability of the AR and PF data sets, and is characterized by the area under the ROC curve.
5. SPACE AND TIME DEPENDENT PERFORMANCE We have trained a model that can distinguish PF from AR spectra, with the majority of AR spectra scoring less than their PF counterparts as shown in Figure 13 . However, all PF spectra up until this point have been sourced from 25 minute observation windows just before flare onset. Arguably, spectra produced closer to flare onset should be easier to identify by the model as PF than those produced over the same active region earlier in time. It is also reasonable to assume that the model will assign higher probabilities to spectra coming from solar regions that display more activity within either the 1400 or 2796 SJI passbands. To test these two hypotheses, we analyze a single PF observation leading up to a two-ribbon X1.6-class flare observed by IRIS on September 10, 2014 in a sit-and-stare observational mode. A snippet of the evolution of each feature for this observation has already been shown in Figure 3 . Since we are only looking at a PF observation, all of the spectra are by definition labeled as PF. Consequently, we only have a single probability distribution f 1 , pertaining to the positive class. The lack of a negative class imposes a symmetry on the confusion matrix elements, resulting in a degeneracy of F1, recall, accuracy and precision metrics. If PF spectra become easier to identify, either by sampling profiles closer to flare onset or from visibly more active regions, then the distribution f 1 will shift successively closer to 1, resulting in larger metric scores. SJIs of the PF observation in the 1400 passband can be seen in Figure 14 .
For the spatial analysis, we sourced spectra from eight 10 arcsec bins at a fixed time (17 minutes) before flare onset, as seen in panel B of Figure 14 . The metric scores and ROC curves associated with a movement from 80" towards a brightening in the SJI can be seen in the first panels of Figures 15 and 16 . For the temporal analysis, we sourced spectra from a window from pixels 400-700 along the slit over 10 minute intervals, starting from 80 minutes before flare onset. This range of pixels was selected on account of the heightened activity observed in the 1400 SJI passband in this region. The temporal evolution of the metric scores and ROC curves associated with the movement forward in time towards flare onset can be seen in the second panels of Figures 15 and 16 .
It is evident that the f 1 probability distributions shift towards higher values for both the spatial and temporal experiment. The latter case implies that our model can be used as a rudimentary flare prediction technique. Unlike previous flare prediction algorithms, this approach affords us the opportunity to continually monitor the probability of a flare with every spectral readout, providing the first (to our knowledge) real-time approach to flare prediction.
We also performed a negative test on AR 1 in Table  2 . Despite showing large intensity enhancements in the 1400 passband, this observation never lead to a flare. The models performance can be seen in the last panels of Figures 15 and 16 . In this case, we expect the f 0 probability distribution associated with the negative AR class to be shifted closer to 0. The metric scores and ROC curves indicate that this is indeed the case, implying that the model has managed to correctly label active region spectra for the entire observation.
6. DISCUSSION We set out to discover whether Mg II spectra generated in QS, SS, AR and PF observations are distinguishable from one another, with a special emphasis on the last two regions as they may pertain to flare prediction. We now examine the supporting evidence in favor of separability.
Feature distributions
The first clue to support the notion of separability can be found in Figure 4 . Many of the feature distributions show distinct differences between the four data sets. The QS profiles for instance have on average, higher continuum emission, lower triplet emission, deeper central reversals and appear to be formed under comparatively optically thicker conditions as suggested by their reduced k/h ratios. On the other hand, the distinguishing features of PF profiles appear to be enhanced intensities, triplet emission and decreased continuum emission. We caution the reader when making literal inferences from these distributions, as they are subject to both the performance of our feature finding algorithm, as well as the particular definition of each feature, which in the case of triplet emission can be quite obscure.
6.2. Low-dimensional embeddings low-dimensional representations of the data provide an alternative but complementary approach to viewing the possible separability of the four data sets, with both PCA and t-SNE supporting the premise that PF profiles can be distinguished from QS, SS and AR profiles. The t-SNE representations in Figure 9 appear to display more dissimilarity than their PCA counterparts, while at the same time maintaining richer structures that may be indicative of the original data set. There is a clear distinction between QS and PF profiles for perplexities in excess of 2. The distinction between SS, AR and PF profiles is slightly more strained, with a greater overlap between profiles from different data sets, however, profiles from different regions tend on average to occupy distinct subspace, especially for higher perplexities.
Increasing the perplexity from left to right results in an evolution from noisy circular representations with the two relevant classes being largely indistinguishably distributed (first column), to more ordered and complex structures. One can understand this evolution as follows: The perplexity defines the volume of space that a particular data point is aware of. The larger the perplexity, the more neighbors are included in each point's reference frame. t-SNE then embeds the data into a low-dimensional space, such that each point's frame of reference is minimally augmented. In this way, the data points can be distorted on a global scale, while still maintaining the same local structure. The first column in Figure 9 has the lowest perplexity, meaning each point is surrounded by a small volume containing only its nearest neighbors. Consequently, the global structures such as the data's border are of no significance to the map, and the representation only captures local clusters. In contrast, large perplexities have to preserve large scale structures, leading to more elaborate borders.
Beyond their immediate aesthetic appeal, lowdimensional embeddings often serve no purpose other than to display the separability of classes or speed up the training of certain models by removing superfluous features. Projecting feature values onto the final embeddings, like we have done in Figure 10 , allow us to gain traction back into the world of physics. We find it best to analyze Figure 10 in terms of symmetries. For instance, triplet emission has a rough symmetry about the horizontal axis, corresponding to the maximum direction of change of the triplet emission variable. In contrast, the line center divides the plot in such a way that it has an approximate symmetry about the vertical axis. Since the reference image in the upper middle plot indicates a symmetry about the horizontal axis, any feature with horizontal symmetry is more useful for class prediction, because the direction of change of said feature overlaps maximally with how the PF and AR profiles are distributed. Following this line of reasoning, in order of predictive capacity we have: triplet emission, followed by intensity, total continuum, line width, k/h ratio, peak separation, k3-height, peak ratios, line asymmetry, and finally, line center position. Conversely, those features displaying symmetry about the vertical axis are leased valuable as class predictors, since profiles from either the PF or AR class can be found anywhere along their range. This is the case for all velocity features, which clearly divide the upper and lower hemispheres of the plot into down and upflows. For instance, assuming that a mean of 0 (grey) corresponds to an unshifted spectral profile, the feature associated with line centre, (bottom right feature plot), divides the upper and lower hemispheres of the maps into down and upflows respectively. A similar division is made in the line asymmetry map, with red negative values associated with downflows and blue positive values with upflows. The peak ratios divide the map in a similar way, but indicate a reversal of velocities with the lower region being associated with downflows and the upper region with upflows. We are not sure how to resolve this discrepancy, and are hesitant to dismiss it as an oddity arising from our particular methods of measurement. What we can conclude however, is that on average, velocity features seem indistinguishably distributed between PF and AR profiles. All these observations are consistent pictorial realization of the F-scores displayed in Figure 5 .
The t-SNE feature projection plots allow us to examine the coupled behavior of features, something that cannot be directly obtained from the univariate Fisher scores. Features corresponding to opposite symmetry groups represent loosely uncoupled variables. For instance, a profile can be highly symmetric or antisymmetric regardless of how much triplet emission it has. The uncoupled sets of variables are horizontal:(triplet emission, intensity, total continuum, line width, k/h ratio), middle:(peak separation, k3-height), vertical:(line center, line asymmetry, peak ratios). Each feature has been ordered such that the leading features of each group have the highest degree of freedom. In contrast, features which fall into the same symmetry groups are coupled to some degree. An interpretation of the coupling from the horizontal group is as follows: More intense profiles are often accompanied by triplet emission and decreased continuum emission, and have a tendency to form under optically thinner conditions (higher k/h ratios), with a weak propensity towards closer possibly single peaked spectra. Additionally, peak separation and k3-height are strongly anti-correlated, with deeper reversals being associated with broader profiles.
The strong coupling between total continuum and line width should be dismissed as artificial, since it is clear that some continuum is included within the line windows of Figure 1 . Therefore, an increase in total continuum results in an increase in line width. Once again, these interpretations are based on the performance of our feature finding algorithm, and the statements we have made are statistical in nature, and only capture general trends.
Model performance
From figure 12 , it is clear that model B is superior on all fronts when it comes to distinguishing PF/non-PF profiles, with the 4-hidden layer NN performing below expectations. This may be due to overfitting, since the network has many more free parameters which could be used to form extremely complex decision boundaries that do not generalize well. However, no such overfitting was apparent from the learning curves and subsequent trials involving the insertion of dropout layers returned little to no improvement. We can conclude that the division between PF/non-PF profiles is relatively simple, requiring only a light weight NN to produce satisfying results. The success of model B may also indicate the relevance of our choice of basis, since additional feature learning layers do not seem to be required. We expect that the intrinsic number of dimensions necessary to represent the data is no more than 10. Our basis was selected on the grounds that each feature can be used as a diagnostic for some observable. If a feature cannot be linked unambiguously to some statement about the solar atmosphere, then it is by definition random and non-descriptive.
All results in Figure 12 were taken from a randomly split data set, so that profiles from the same IRIS observation appear both in the training and test sets, however, the last column labeled "B: Unseen" displays the results of model B applied to the binary classification problem PF/AR on an observationally split data set.
Since we are applying model B to an arguably more difficult binary classification problem (PF/AR instead of PF/non-PF) as suggested by the above dimensionality reduction results, and since the algorithm has not been afforded the opportunity to learn spectral peculiarities unique to any particular observation, a lower performance is to be expected. However, the performance decrease is unexpectedly marginal, and still competitive with the other model performances under simpler settings. The small difference in performance between model B and B: unseen, as well as high metric scores warrants the conclusion that there is a great deal of continuity between IRIS observations of the same type. That is, different IRIS PF observation produce similar looking spectra.
It appears that there is a persistent overlap in Figure  13 between the classification distributions of PF/non-PF scores. We postulate that this overlap has two distinct sources. The overlap in the middle of the distribution is likely due to the inclusion of QS profiles within both the PF and AR data sets. This is understandable since the IRIS spectrogram can cover a FOV of 130 × 175 arcsec 2 , while an ordinary active region only occupies at most half that FOV, so that all three data sets (AR, SS, PF) are not entirely clean, but rather contain a certain number of mislabeled profiles that cannot be untangled. The overlap towards the tails of the distributions however, indicate the degree to which a non-PF region can produce a PF like profile, and visa versa. For the PF/AR case in Figure  13 , we see that the probability of producing successively more convincing profiles from the opposite class steadily decreases.
Spatial and temporal experiments
The metric scores and ROC curves for the spatial experiment indicate that the model has learned to correlate PF spectra with higher levels of activity, as seen in the corresponding 1400 SJIs. This activity can be seen towards the top of the SJI in panel B of Figure 14 . At 80" away from these visible brightenings, the model does not know if the spectra are from PF or AR datasets, however, the scores and AUCs drastically increase when we present the model with spectra from successively closer regions. This equates to an f 1 distribution that starts out centered at 0, and migrates towards 1. Since the metric scores and curves go from random guess performance to perfect classification, fears related to possible biases introduced by yearly varying baseline UV emissions can be dispelled. Furthermore, these results fortify the assumption that mislabeled QS profiles are responsible for the central overlap seen in the probability distribution plot in Figure 13 . This conclusion comes from the fact that at 80 arcseconds off of an active region (where one would expect QS spectra), the model produces metric scores that are entirely consistent with a random guess. This is precisely the score given in the center of the probability distribution plot. With this in mind, the entire enterprise of the spectral flare prediction would greatly benefit from a careful pruning of QS profiles, in a non-full FOV/targeted implementation.
The scores for the spatial experiment do not predict the future location of the flare ribbon which propagates directly over the slit at flare maximum, as seen in Panel D of Figure 14 . This leads us to believe that the model is simply keeping track of the number of energetic events per time sample.
The metric scores for the temporal experiment do not vary as extensively, however, the scores and ROC curves indicate that the f 1 distribution shifts closer to 1 at about 35 minutes before flare onset, and continues to do so for successive future time steps. One can see a significant increase in metric scores in Figure 15 between t=-60 and t=-50. This increase occurs in conjunction with the first signs of intensity enhancements over the slit, displayed in panel A of Figure 14 . Each successive step forward in time after the 30 minute mark produces higher metric scores and larger areas under the curve. In other words, the spectra become more PF like in nature the closer we move to flare onset, and thus easier for the model to correctly label. There are a number of reasons why long range temporal tests like these are rare. Firstly, there are a limited number of large flare observations with the IRIS slit positioned directly over the active region that is about to flare. Secondly, this set of observations contains only a small subset where IRIS was recording well in advance of flare onset. Thirdly, the remaining long range PF observations have to be split into training and test sets, which further diminishes this rarefied pool. Lastly, energetic events occurring sufficiently before a flare spoil certain observations. This is indeed the case for this particular flare, although IRIS was recording for a long time prior to flare onset, a C1.0-class flare spoils the possibility of extending the test further back in time. This may also account for the high metric scores observed even 80 minutes before flare onset.
For consistency we performed a temporal test on a non-flaring active region. The results in the last panels of Figures 15 and 16 demonstrate how the model consistently labels the region as non-flaring, with metric scores below 0.5 indicating the prediction of AR profiles. ROC curves forming on the opposite side of the dividing random choice line indicate the prediction of non-flare profiles, with larger areas under the curve being associated with larger confidences. The scores deviate only slightly with time, in spite of visible small scale energy releases.
7. CONCLUSION We set out to discover whether spectral profiles collected from QS, SS, AR and PF regions could be distinguished from one another. Each profile was described in terms of 10 features connected to known observables. The distributions of each feature over each of the four solar regions show noticeable differences. These differences can be efficiently leveraged by NNs to build non-linear models that can tell with a high degree of accuracy, whether a profile came from a PF or non-PF region. We exploit the assumption that profiles become increasingly PF like the closer we are to flare onset. Under this reasonable assumption, the models confidence in its classifications can be used as a pre-flare signal, allowing us to build a rudimentary real-time flare forecaster which provides a continual flare probability with each spectral readout. Our findings are as follows:
1. Results harmoniously confirm the separation be-tween spectra from different solar regions, whether we consider each region's feature distributions, lowdimensional embeddings, or utilize different nonlinear classifiers. PF profiles can easily be distinguished from QS profiles, however, this distinction becomes increasingly faded when considering SS and especially AR spectra.
2. The most important features, to a first order approximation, for distinguishing PF from AR spectra are: triplet emission, followed by intensity, total continuum, line width, k/h ratio, peak separation, k3-height, peak ratios, line asymmetry, and finally, line center position.
3. More intense spectra are often accompanied by triplet emission and decreased total continuum, and have a tendency to form under optically thinner conditions than their QS counterparts. Additionally, deeper reversals are often associated with broader profiles and velocity descriptive features are weak discriminants for the binary PF/AR problem.
4. A light weight 2-hidden layer NN manages to convincingly distinguish between unseen PF and AR spectra, with a TSS score of .63, precision of .78, F1 score of .79, recall of .80, accuracy of .81 and an AUC of .89. This degree of success warrants the conclusion that the same solar regions generate similar spectra, which is consistent with our previous findings (Panos et al. 2018 ).
5. Our trained model can locate the position of preflare active regions on the solar disk with a high degree of precision, while the model's temporal performance indicates the utility of Mg II solar spectra for flare prediction, with TSS scores monotonically increasing from .50 to .78 within a 30 minute margin of flare onset.
This paper demonstrates that spectral data should be considered as an additional source of information for the flare prediction problem, alongside photospheric magnetograms. The importance of incorporating UV data into our predictive algorithms has been eluded to by Nishizuka et al. (2017) and further substantiated by us on a finer scale. We have identified particular line features (not all necessarily related to intensity), which carry the capacity for flare prediction on a time scale in accordance with the current research expectations.
8. OUTLOOK We offer several ways in which these results could be improved and extended: Removing QS spectra from AR and PF region observations by means of a data count threshold or manually restricting the FOV on a per-observation basis. Additional observations would improve the reliability of predictive claims. Repeating the experiment without the intensity feature would be an informative exercise, since this feature may be responsible for overfitting. The interpretability and perhaps the performance of the results could be improved by taking a tighter integration bound around the line cores seen in Figure 1 . The current broad integration range of 2Å may result in a degeneracy and mixing of features such as total continuum and line width. We encourage the exploration of spectra based sequence modeling, incorporating the successes of Liu et al. (2019) by folding in the temporal domain via the application of either simple Markov models, Recurrent Neural Networks or LSTMs. We have attempted an application of the latter without success. The highly heterogeneous nature of IRIS data, with its multiple operational modes, leads to a large spread in cadence which must be reconciled by either incorporating a masking layer or by manual interpolation onto a uniform time grid. We intend to examine the atmospheric properties associated with high scoring PF spectra using the IRIS 2 database. This could possibly lead to a deeper understanding of the flare triggering mechanism. We envision that flare prediction models of the future will incorporate multiple streams of diverse time ordered data sets in order to improve on current benchmarks. We hope that the community begins to work towards real-time flare predictions before the next solar maximum. measures how dissimilar two distributions are. The goal is to minimize the KL-divergence so that the two similarity matrices P and P † are as close to one another as possible. To this end, we can take the gradient of the KL-divergence δ(KL) δy i = 4
and perform gradient descent by nudging each point in the low-dimensional representation such that we approach the minima of the above function. Notice that in order to perform gradient descent, we need a continuously differentiable function. This is in part why the concept of information entropy was introduced, since it can be interpreted as a smooth measure of the effective number of neighbors, that is ∂σ i /∂P i exists for each point and over the entire domain. Since the space is not ordinarily convex, the algorithm is not guaranteed to converge to a global minimum, however t-SNE employs a number of caveats to speed up gradient descent and circumvent local minima. 
