In this paper we study the asymptotic behavior of the normalized cadlag functions generated by the discrete Fourier transforms of a stationary square-integrable process, started at a point.
Introduction
A recent result by Barrera and Peligrad ([3] , Theorem 1) shows that the quenched Central Limit Theorem holds for the normalized components of the Fourier transforms of a stationary process in L 2 orthogonal to the subspace of functions that are measurable with respect to the initial sigma algebra. This quenched limit theorem corresponds to previous, annealed limit theorems developed first by Wu in [23] and improved later by Peligrad and Wu in [20] .
The paper [20] contains also an invariance principle ( [20] , Proposition 2.1) for the Fourier Transforms. In [3] , on the other side, the problem of quenched convergence for the sample paths generated by the discrete Fourier transforms is not studied, which in particular leaves untouched the problem of extending to the quenched setting the invariance principle by Peligrad and Wu. In this paper we will address this problem. We will prove an "averaged frequency" quenched limit theorem (Theorem 2) corresponding, after the random centering introduced already in [3] , to the invariance principle by Peligrad and Wu. We will also see that the asymptotic behavior of the normalized sample paths started at a point can be described for almost every fixed frequency under a certain "weak form" of the Hannan condition (see (33)) and under a certain "fixed frequency form" of the Maxwell and Woodroofe condition (see (35) ).
More specifically, we will see that, under the weakened Hannan condition (33), martingale approximations are possible for every frequency other than (perhaps) zero, and we will prove and describe asymptotic distributions for the normalized sample paths at every frequency other than those corresponding to the "square root" of the point spectrum of the Koopman operator associated to the process. We will also see that the same conclusion holds for a fixed frequency in this set provided that (35) holds, with the additional conclusion that, in this case, the random centering is not needed.
We emphasize that no assumption of regularity (see (29) ) is needed for this, though some of the proofs are reached by first reducing to the regular case. We also emphasize that our proofs take advantage of some recent techniques in the realm of the calculus of asymptotic distributions: see for instance Lemma 2 and its proof, and the results by Cuny and Volný in [9] . We point out as well that the forthcoming results are valid for complex-valued processes: the estimates needed for the martingale approximations do not require the special properties (for instance, total ordering) of the real numbers in an essential way 1 , and the martingale limit theorems are valid as far as the square root of the point spectrum is avoided for the rotations.
Our presentation is organized as follows: in Section 2, we will introduce some general facts and notions related to the quenched convergence of stochastic processes . Then we will introduce, in Section 3, the setting in which our discussions will take place. Section 4 presents briefly the essentials of convergence in distribution for complex-valued cadlag functions. In Section 5, we will present without proof our main results, theorems 2 and 3, preceded by a brief series of martingale approximation lemmas needed for their proofs. Section 6 is devoted to the martingale case, and sections 7 and 8 are devoted, respectively, to the proofs of theorems 2 and 3. Finally, Section 9 presents some results that are used along the previous proofs and that deserve special mention due to their general or classical nature.
Notation. Throughout this paper, N = {0, 1, 2, . . .} denotes the natural numbers starting at zero, we also use the notation N * := N \ {0}.
Quenched Convergence
Let (Y n ) n be a measurable sequence on some metric space (S, d). This is, for every n (n ∈ N or N * or Z), Y n : (Ω, F ) → (S, S) is an F /S−measurable function where (Ω, F ) is a (fixed) measure space and S is the Borel sigma algebra of S. Let P be a given probability measure on (Ω, F ), so that (Ω, F , P) is a probability space, and denote by "⇒ P " the convergence in distribution with respect to P.
The Portmanteau theorem ([4], Theorem 2.2) states, among other equivalences, that if
is a random element of S, then Y n ⇒ P Y if and only if for every continuous and bounded function f :
or, in the usual probabilistic notation, if and only if
where E is the expectation (Lebesgue integral) with respect to the corresponding probability measures 2 .
A stronger kind of convergence, quenched convergence, can be defined in the following way: fix a sub-sigma algebra F 0 ⊂ F representing, in a heuristic language, the "initial information" about (or the "initial conditions" of) the process (Y n ) n , and denote by E 0 the conditional expectation with respect to F 0 . Then we will say that Y n converges to Y in the quenched sense with respect to F 0 if for every continuous and bounded function f :
P−a.s. Note that since this is pointwise convergence of uniformly bounded functions (to a constant value), the dominated convergence theorem guarantees that lim n Ef (Y n ) = Ef (Y ), thus quenched convergence implies convergence in distribution.
Remark 1. The same argument, in combination with Theorem 34. 2 (v) in [5] , shows that if G 0 ⊂ F 0 is any sigma algebra, then the assumption of quenched convergence with respect to F 0 implies that lim n E[f (Y n )|G 0 ] = Ef (Y ), P-a.s. In other words, quenched convergence with respect to a given sigma algebra F 0 implies quenched convergence with respect to any sub-sigma algebra of F 0 . In particular one can interpret convergence in distribution (or annealed convergence) as quenched convergence with respect to the trivial sigma algebra {∅, Ω}.
An example showing that the notion of quenched convergence is strictly stronger than convergence in distribution can be constructed by starting from any sequence (Y n ) n of F 0 −measurable functions and noticing that quenched convergence of Y n to Y in this case is the same as f (Y n ) → Ef (Y ), P−a.s., for all continuous and bounded functions f , which is not possible if, for instance, (Y n ) n takes the values 1 and 0 infinitely often, P−a.s 3 .
More specifically, consider a sequence (Y n ) n that converges in distribution but gives P-a.s. a sequence with infinitely many 0's and 1's, and define F 0 := σ({Y n } n ). For another example, closely related to the content of this paper, the reader is referred to [1] .
Now assume that E 0 is a regular conditional expectation: there exists a family of probability measures {P ω } ω∈Ω such that for every integrable X : (Ω,
defines an F 0 −measurable version of E 0 X. 4 The existence of such a family is guaranteed if, for instance, (Ω, F ) is a Borel space, regardless of what F 0 is, see Theorem 5.14 in [15] .
From now on, we will just say that Y n converges to Y in the quenched sense to mean that the quenched convergence is with respect to a fixed sigma algebra F 0 , returning to the full description only if necessary to avoid ambiguity. Our first result on quenched convergence is the following. Proposition 1. Assume that S is separable. If E 0 is regular and Y n converges to Y in the quenched (Y is defined on some probability space (Ω ′ , F ′ , P ′ )), there exists a set Ω 0 ⊂ Ω with PΩ 0 = 1 such that for all f : S → R continuous and bounded and all
In particular, Y n converges to Y in the quenched sense if and only if for P−a.e ω, Y n ⇒ Pω Y .
3 Notice that, in this case (f (Yn))n has no limit whatsoever, P-a.s, for any f with f (0) = f (1). 4 More precisely we require, for a fixed version of X, the existence of an F 0 −measurable set Ω X with P Ω X = 1 such that (4) makes sense for every ω ∈ Ω X , and such that the function given by (4) if ω ∈ Ω X , and zero otherwise, defines an F 0 −measurable version of E 0 X, i.e., an
for every A ∈ F 0 . It is possible to prove the existence of such Ω X just by requiring that the function defined by (4) 
Pω and by zero otherwise defines an F 0 −measurable version of E 0 X for every X ∈ L 1 P , see for instance [2] , Remark 11.2. The approximation argument for this statement, which is similar to the one used to prove Lemma 15 in the Appendix, actually shows that it is enough to require that for every A ∈ F , ω → Pω(A) defines an F 0 −measurable version of P(A|F 0 ).
Thus we can choose the set of a.s. convergence in the definition of quenched convergence uniform over C b (S): the space of bounded, continuous functions S → R. The set Ω 0 depends, nonetheless, on (Y n ) n .
Proof of Proposition 1: Consider functions U k,ǫ as in the statement 2. of Lemma 8 in the Appendix. By the definition of regularity there exists, for all k ∈ N and all ǫ ∈ Q ∩ (0, ∞), a set Ω k,ǫ ⊂ Ω with PΩ k,ǫ = 1 such that
Now take Ω 0 := k,ǫ Ω k,ǫ and use Lemma 8.
The importance of Proposition 1 resides, for us, in the following fact: to prove results on quenched convergence we will apply some classical theorems to the processes involved in our arguments, seen as stochastic processes under the measures P ω . Without this result the uniformity of Ω 0 , which is eventually necessary, would require a case-by-case approach, making the proofs much longer and less transparent.
Remark 2. We also point out the following: a set has A ∈ F satisfies PA = 1 if and only if P ω A = 1 for P−a.e ω. To see this use the equality
General Setting
Our general setting, fixed from now on along this paper, will be the following: first, denote by λ the normalized Lebesgue measure in the Borel sigma algebra B of [0, 2π). This is,
for every A ∈ B, where L is the Lebesgue measure on B.
Unless otherwise specified, by a random variable we will mean a complex-valued measurable function Y : Ω → C defined on some probability space (Ω, F , P).
Next, let (X k ) k∈Z be a strictly stationary, ergodic sequence of random variables defined on a probability space (Ω, F , P). This is: X k = X 0 • T k , where T : Ω → Ω is an ergodic, invertible, and bimeasurable transformation.
, and we define F n := T −n F 0 for all n ∈ Z, F −∞ := ∩ n∈Z F n , and
For any n ∈ Z ∪ {−∞, ∞}, denote by E n the conditional expectation with respect to F n , so E n Z := E[Z|F n ] for every P−integrable Z, and let the projection P n be given by
. This is, P n Y is F n measurable and E n−1 P n Y = 0.
Assume also that E 0 is regular: as explained in Section 2, there exists a family of probability measures {P ω } ω∈Ω such that for every integrable function X,
defines an F 0 −measurable version of E 0 X (see also the footnote following (4)).
We will assume that F 0 and F are countably generated.
If we also denote by T :
n X 0 for all n, and it is not hard to see, using stationarity, that
for all integers r, s. Similarly, an application of the reverse martingale convergence theorem (see for instance Theorem 5.6.1 and Exercise 5.6.1 in [12] ) shows that, for every n ∈ Z,
It is important to point out also that, again by the reverse martingale convergence theorem, the following holds: for every X ∈ L p P (p ≥ 1)
P−a.s and in L p P . We recall the following fact about the Koopman operator T : under ergodicity, the eigenvalues of T form a subgroup of T, the unit circle seen as a (Lie) group under the operation of multiplication of complex numbers (see [14] , Proposition 7.17). We will denote this group by Spec p (T ), the point spectrum of T . Note that since L 2 P admits a countable orthonormal basis (F is countably generated) and the eigenspaces of T are mutually orthogonal (T is measure preserving), Spec p (T ) is countable. In particular,
Let us finally introduce the notion of discrete Fourier transforms. Definition 1. Let Q : Ω → Ω be an invertible, bimeasurable, measure-preserving transformation on a probability space (Ω, F , P) (Q is not necessarily assumed ergodic), and let
When Y 0 and Q are fixed and θ ∈ (0, 2π) is given, we will denote by S n (θ) (or S n (θ, ·)) the random variable S n (Y 0 , Q, θ, ·). If in addition θ = 0 we denote by S n the random
Quenched Convergence in the Product Space
There is another case that will be of interest to us: let G 0 := B 0 ⊗ F 0 ⊂ B ⊗ F where B 0 ⊂ B is a given sigma algebra. In this case, and assuming that E[ · |B 0 ] (conditional expectation with respect to λ) is regular with regular measures {λ θ } θ∈[0,2π) , an application of Corollary 9 in the Appendix shows that, for any
given by (7) . From now on, we will denote byẼ 0 this version of
Remark 3. Note that if B 0 = {∅, [0, 2π)} is the trivial sigma algebra, then λ θ := λ for all θ ∈ [0, 2π) defines a family of regular measures for E[ · |B 0 ] andẼ 0 Y , being constant in θ (for a fixed ω), defines an F 0 −measurable function. In particular,Ẽ 0 Y can be regarded, in this case, as a random variable defined on (Ω, F , P).
We will address the problem of quenched convergence for the cadlag random functions generated by the Fourier transforms of (X k ) k . Let us start by recalling the following theorem, proved in [3] . The setting is the one introduced at the beginning of this section (page 5).
Theorem 1.
There exists a set I ⊂ (0, 2π) with λ(I) = 1 such that, for all θ ∈ I, the random variables
converge in the quenched sense, as n → ∞, to a complex Gaussian random variable with independent real and imaginary parts, each with mean zero and variance σ 2 (θ)/2, where
(the limit exists with probability one, and it is nonrandom).
We will refer to this as the quenched Central Limit Theorem for the discrete Fourier transforms of a stationary process. Our main goal in this paper is to explore possible extensions of this theorem to corresponding quenched invariance principles. This space is an algebra with the operation of multiplication and addition given by the usual pointwise operations between complex-valued functions, and it is a (C or R-)vector space with the usual operation of multiplication by constants regarded as constant functions.
If we denote by (Re(f ), Im(f )) the vector of real and imaginary parts of a function
allows us to regard D[[0, ∞), C] as a topological space whose topology is the topology generated by the product Skorohod topology of D[0, ∞). 5 In particular D[[0, ∞), C] is separable and metrizable. If we use the product metric
where d (at the right) is the Skorohod distance defined by [4] , ( The following observations will suffice to clarify the proofs of convergence in distribution as given here:
is a random function (this is, an F /D ∞,C measurable function, where (Ω, F , P) is a probability space), then the inequalities
show that a sequence of random elements
2. By an adaptation of the arguments in [4] , it is possible to show that the finite dimensional distributions are a separating class in D[[0, ∞), C]: if for every t we denote by π t the coordinate function π t (x) := x(t), then two probability measures P 1 and
are the same. In particular one can prove that P n ⇒ P ("⇒" denotes weak convergence of measures) by proving tightness and convergence of the finite-dimensional distributions, and if m > 0 is such that
and r m : (m k ) k is a sequence increasing to infinity such that (16) holds for all m = m k , then 
Results and Comments
In this section we will present the main results to be proved along the paper. Some of the proofs are not difficult and can be given after the statements. More technically demanding facts will be deferred to later sections.
In order to discuss the issue of quenched functional convergence let us define, keeping the notation and conventions introduced in Section 3, the following random variables, which will appear again later along the proofs:
and
Where 0 ≤ r < ∞ and we allow the value r = ∞ when D ∞,0 (θ) makes sense as the limit (r → ∞) P−a.s and in L 2 P of D r,0 (θ). Denote also by V r,n (θ) the random function
and by W n (θ) the random function
We will also consider the "noncentered" version of W n (θ)
Remark 5. When necessary, especially when discussing quenched convergence in the product space ([0, 2π) × Ω, B ⊗ F ), we will specify the dependence on θ ∈ [0, 2π) and ω ∈ Ω by seeing these random elements as processes with two parameters (see Theorem 2 for example). So for instance
Approximation Lemmas
Recall the definition of the set I specified in Theorem 1, see [3] ; p.15, 16: θ ∈ I if and only if
by the dominated convergence theorem and 2., and since
be independent standard Brownian motions defined on some probability space (Ω ′ , F ′ , P ′ ), and consider the set of frequencies θ specified by condition 1. above. Then for all such θ and all 0 ≤ r < ∞, V r,n (θ) given by (19) converges in the quenched sense, as n → ∞, to
If θ ∈ I (I is the set specified by 1.-3. above), then V ∞,n (θ) converges in the quenched sense to
Proof: This is an immediate consequence of Theorem 5 in Section 6.
Our results will make use as well of the following "hypothetical" quenched invariance principle:
Lemma 2. With the notation introduced in Lemma 1. If for a given θ ∈ [0, 2π), V r,n (θ) converges in the quenched sense (with respect to F 0 ) as n → ∞ to a random function B r (θ) for all but finitely many r's and
P−a.s, then there exists a random function B ∞ (θ) such that B r (θ) converges in distribution to B ∞ (θ) as r → ∞, and W n (θ) converges to B ∞ (θ) as n → ∞ in the quenched sense.
If, in particular, e 2iθ / ∈ Spec p (T ), then there exists a nonnegative number σ(θ) characterized by
(in distribution).
Remark 6. If we assume a priori the existence of B ∞ (θ) with B r (θ) ⇒ B ∞ (θ) as r → ∞, then the parts of the proof of this and analogous results that rely in Theorem 7 in the Appendix can still be carried over using instead [4] , Theorem 3.2.
This is possible for the values of θ that we will treat along the proofs of the results in this paper: we will be restricted to cases in which D ∞,0 (θ) is well defined, but since our statement covers an (at least formally) more general case and the proofs via the result in [4] would be just the same (with the estimates used here), we proceed via Theorem 7.
Remark 7.
It is important to remark also the following: in the context of Lemma 2, (24) implies that, necessarily,
Indeed, Lemma 11 in the Appendix implies, by orthogonality, that
and (27) follows from (25) and (28) because, under (24)
Proof of Lemma 2:
where n ′ := mn and "r m " is the restriction operator To prove the second assertion we argue as follows: first, for such θ's, B r (θ) is given by (22) , and we have seen that the (quenched) limit of W n (θ) as n → ∞ is the same as that of B r (θ) as r → ∞. Now, by convergence of Types theorems (see for instance [5] , p.193 or [1] , Proposition 4), B r (θ) admits a limit in distribution if and only if there exists
which leads us to conclude that W n (θ) converges in the quenched sense to
as claimed.
Remark 8. Note that the convergence of V r,n (θ) in the quenched sense is guaranteed for all θ ∈ I and all 0 ≤ r ≤ ∞, where I is the set specified by Theorem 1. Whether the hypothesis (24) is true as well for such θ is a question yet to be answered. Theorem 3 gives particular cases of this statement.
It is important also to point out that (X k − E −∞ X k ) is a regular process, according to the following definition
Equivalently, (X k ) k∈Z is regular if and only if for every
To prove the equivalence stated here note that, by (8) , (9), (10) and the L p P −continuity of the Koopman operator T , the following equalities hold both P−a.s and in
The following lemma is the "averaged-frequency" version of Lemma 1.
} is the trivial sigma-algebra and 0 ≤ r ≤ ∞ is fixed, the random function (θ, ω) → V r,n (θ, ω) (where V ∞,n (θ, ω) := 0 if θ / ∈ I) converges in the quenched sense with respect to B 0 ⊗ F 0 (see Section 3.1), as n → ∞, to the function
Proof: This follows at once from Corollary 6 in Section 6.
We will use Lemma 3 in order to prove Theorem 2 below. We will also need the following lemma, which is essentially the same as Lemma 2 except that, just as in Lemma 3, the processes involved are seen as random elements whose domain is the product space [0, 2π)×Ω, and the notion of quenched convergence is understood with respect to B 0 ⊗F 0 . The proof is exactly as that of Lemma 2. 
Then (θ, ω) → W n (θ, ω) converges in the quenched sense with respect to
Main Results
We will prove that the hypotheses in Lemma 4 hold under the general setting established in Section 3. Let us state the respective result in terms of the regular conditional measures associated to E 0 : Theorem 2. There exists Ω 0 ⊂ Ω with PΩ 0 = 1 such that for every ω 0 ∈ Ω 0 the random functions
specified by (20) (see also Remark 5) converge in distribution to the random function
specified by (23) (with B ∞ (θ) = 0 if θ / ∈ I).
This theorem will be proved in Section 7. It is important to point out that this is the "natural" quenched version (after the random centering "−E 0 S ⌊nt⌋ (θ)") of Proposition 2.1 in [20] .
We will now present the cases in which the estimate (24) is proved along this paper.
The notation introduced in the lemmas above is kept here. To present our results start by considering the following conditions of weak dependence (a). The generalized Hannan condition, given by
which is clearly a "weak" version of the Hannan condition
Note, on the other side, that (33) is the same as (34) for the (stationary) process (Y n ) n specified by Y n := X n − X n−1 .
(b). The Maxwell and Woodroofe Condition for a Fixed Frequency. Which states that, for θ ∈ [0, 2π),
Condition (35) is a "rotated" version of the Maxwell and Woodroofe condition
Conditions (33) and (36) are logically independent, see [13] , 7 and they imply the existence of martingale approximations allowing us to prove the following theorem:
6 To see that (33) is strictly weaker than (34) consider the process
where (x j ) j∈Z are the coordinate functions in R Z , seen as an i.i.d centered sequence in L 2 , T is the left shift, and
More precisely, the results stated in [13] give that (33) is not sufficient for (36). To prove that (33) is not necessary for (36) consider the process constructed in [13] , and strengthen the assumption "N k+1 > N k " to "N k+1 > N k + 1". Following the arguments in that paper, it is easy to see that (33) and (34) are equivalent for the process under consideration, and the proof of independence can be carried over by substituting, in the first counterexample on [13] , " N k = k" by "N k = 3k". 
Even more, if (35) holds, the noncentered cadlag functions U n (θ) (see (21)) converge in the quenched sense, as n → ∞, to (37).
It is worth to further specify a case in which the set of frequencies where the asymptotic distribution is as in (37) can be easily described. To motivate the following result recall that T is weakly mixing if and only if Spec p (T ) = {1} (see [21] , Section 8 for a review of this and other related facts). 
In other words Spec p (T ) is finite if and only it it consists of the points in the unit circle given by the rational rotations by an angle of 2π/m or, what is the same, by the m−th roots of unity.
Corollary 4.
Assume that Spec p (T ) is finite and its elements are the m−th roots of unity. Under the hypothesis and the notation in Theorem 3, W n (θ) converges in the quenched sense to (37) for all θ ∈ [0, 2π) such that e 2imθ = 1. If T is in particular weakly mixing, (37) describes the asymptotic quenched limit of W n (θ) for all θ = 0, π. The same conclusions hold for U n (θ) when (35) holds.
Proof: Immediate from (38) and Theorem 3.
Martingale Case
Since our proofs are based on martingale approximations we will study, in this section, the asymptotic distributions of (19) for the case in which D r,0 (θ) is replaced by an abstract martingale difference D 0 (θ).
The result is Theorem 5. The martingale case on the product space ("averaged frequency" case) follows from this one via some of the general results presented in this paper, and it is the content of Corollary 6. 
for every n ∈ N * , converges in the quenched sense with respect to F 0 to the random function B(θ) :
Remark 9. Before proceeding to the proof it is worth noticing the following: the conclusion of Theorem 1, specialized to this case, is a statement about the asymptotic distribution of the random variables V n (θ)(1). By Lemma 11 in the Appendix and the orthogonality under E 0 of (
so that the equality (15) is certainly verified in this case.
Proof of Theorem 5:
Let us start by sketching the argument of the proof: we will see that for θ as specified, there exists Ω θ ⊂ Ω with PΩ θ = 1 such that for every ω ∈ Ω θ the following holds:
is tight with respect to P ω . To prove this, we will actually prove the convergence in distribution of both the real and imaginary parts of (V n (θ)) n to a Brownian motion via Theorem 11.
b. The finite dimensional asymptotic distributions under P ω of (V n (θ)) n converge to those of two independent Brownian motions with the scaling
For this we will proceed via the Cramer-Wold theorem, using some of the results already presented.
We go now to the details: first, we will assume, making it explicit only when necessary, that E 0 is the version of E[ · |F 0 ] given by integration with respect to the decomposing probability measures {P ω } ω∈Ω .
Now denote, for every
Let Ω ′ θ,1 be the set of probability one guaranteed by Lemma 14 for the case Y = D 0 (θ). By Remark 2, there exists a set Ω θ,1 with PΩ θ,1 = 1 such that for every ω ∈ Ω θ,1
For such ω's the first hypothesis of Theorem 11 is verified by the triangular arrays (Re(M k (θ)/ √ n)) 1≤k≤n and (Im(M k (θ)/ √ n)) 1≤k≤n (n ∈ N * ) with respect to P ω , because they arise from the particular choices z = 1 and z = i respectively.
To verify the second hypothesis in Theorem 11 we start from the P−a.s. inequality
Now, given η > 0 there exists N ≥ 0 such that
over a set Ω θ,ǫ,η with PΩ θ,ǫ,η = 1, where we made use of Corollary 11. Without loss of generality, (43) holds for all ω ∈ Ω θ,ǫ,η .
Denote by Z ǫ n the random variable at the left-hand side of the inequality (43) and note that, if we define
where the intersection runs over rational ǫ, η, then PΩ θ,2 = 1, and for every ǫ > 0 and every ω ∈ Ω θ,2 lim
or, what is the same, for all ω ∈ Ω θ,2
Pω for all ω ∈ Ω θ,3 (Lemma 9), the hypotheses 1. and 2. in Theorem 11 are verified for all ω in the set Ω θ defined by
Since PΩ θ = 1 this finishes the proof of a.
To prove b. we will show that for any given n ∈ N, any ω ∈ Ω θ , and any 0 ≤ t 1 ≤ · · · ≤ t n , the C n = R 2n −valued process
has the same asymptotic distribution as
under P ω and therefore, by the mapping theorem ([4], Theorem 2.7), the finite dimensional asymptotic distributions of V n (θ) under P ω and those of (41) under P ′ are the same.
For simplicity we will assume n = 2. The argument generalizes easily to an arbitrary n ∈ N.
Our goal is thus to prove that for all ω ∈ Ω θ and all 0 ≤ s ≤ t the asymptotic distribution of
(a C 2 = R 4 -valued process) is the same under P ω as that of
under P ′ .
To prove the convergence in distribution of (47) to (48) we will use the Cramer-Wold theorem. This is, we will see that for any ω ∈ Ω θ , any 0 ≤ s ≤ t, and any
the asymptotic distribution under P ω of the stochastic process (U n ) n∈N * defined by
is that of a normal random variable with variance
To do so we will verify the hypotheses of Theorem 10. Fix u as above and note that
where
By the construction of Ω θ , for every 0 ≤ r, every x 1 , x 2 and every ω ∈ Ω θ , (η nk (x 1 , x 2 )) 0≤k≤⌊nr⌋ is a triangular array of (F k ) k − adapted (real-valued) martingale differences under P ω , and by Lemma 14 combined with Remark 2 we can assume that
P ω −a.s. 9 This verifies the first hypothesis in Theorem 10 under P ω for all ω ∈ Ω θ for the triangular array defining U n .
It remains to prove that if
This is, that for all
Pω . To do so we depart from the Cauchy-Schwartz inequality to get that
so that the sum in (54) is bounded by
This obviously goes to zero when a 1 = a 2 = 0. Otherwise it is the same as
which, again, goes to zero as n → ∞ for every ω ∈ Ω θ .
Corollary 6.
With the notation introduced in Theorem 5 (see also Remark 5) , assume that the function
is B⊗F −measurable. Then there exists Ω 0 ⊂ Ω with PΩ 0 = 1 such that for all ω 0 ∈ Ω 0 the asymtoptic distribution of the
Proof: The function (θ, ω) → V n (θ, ω) is measurable with respect to B ⊗ F (see Section 4), and therefore by an application of Lemma 15 in the Appendix and Proposition 1 above, the statement in Theorem 5 can be read in the following way: for any continuous and bounded function f :
More precisely: redefine Ω θ above by intersecting it with the set Ω ′ θ of elements ω for which the convergence in Lemma 14 happens Pω−a.s.
λ × P−a.s, where the expectation at the right denotes integration with respect to P ′ . This is an equality of B × F 0 measurable functions, the B−measurable function at the right being considered as constant in Ω for fixed θ. An application of Theorem 34.2 (v) in [5] gives that, for any given B 0 ⊂ B (55) is nothing but the statement of convergence V n ⇒ B under λ × P ω for P−a.e ω. This is the desired conclusion.
Proof of Theorem 2
We will present in this and the next section the proofs still pending from the results announced in Section 5. We continue working under the setting introduced in Section 3.
To begin with, let us prove the following "decomposition" lemma.
Lemma 5. For all (n, r, θ) ∈ N × N * × [0, 2π) the following equality holds :
Proof: Fix (n, r, θ) ∈ N × N * × [0, 2π). We depart from the following decomposition of X 0 (the array is intended to make visible the rearrangements):
Now, using the equality
we get, from (57), that
and that
Note that (56) follows from (58) and (59).
Let us denote by
The following lemma is a keystep for the proof of the validity of our martingale approximation.
Lemma 6. In the context of Lemma 5, and with the notation (60) and (61), there exists a constant C > 0 such that, if E 0 is given by the regular version
Proof: We will prove (62) using a truncation argument: let U α be the (non-linear) operator given by U α Y := Y I |Y |≥α , and let us use the regular version of E 0 . Thus
where we used Jensen's inequality. This clearly implies (62).
Let us now prove (63): by Theorem 12 there exists a constant C such that
The conclusion follows at once by integrating with respect to E ω over these inequalities and using Tonelli's theorem.
Proof of Theorem 2:
Consider the notation introduced in Lemma 4. By an application of this lemma and Corollary 6, it suffices to prove that
Let us do so: by Lemma 5 and the definition ofẼ 0 , it is sufficient to prove that there exists Ω 0 with
for all ω ∈ Ω 0 .
Proof of (65) with Z r,k (θ, ω) := A r,k (θ, ω): if we fix the version of E 0 given by
and it follows by an application of (62), Birkhoff's Ergodic Theorem, and Lemma 11 in the Appendix (fixing first α > 0 so that the expectation of the random variable at the right hand side in (66) is less than any fixed η > 0) that
where the (probability one) set Ω 0,1 of convergence does not depend on θ and, even more, the convergence is uniform in θ for any fixed ω ∈ Ω 0,1 . It follows that for every ω ∈ Ω 0,1 lim sup
as desired.
Proof of (65) with Z r,n (θ, ·) := B r,n (θ, ·): again, fix the version of E 0 given by E 0 X(ω) = E ω X. We depart from (63) and note that, if for every j ∈ Z, X −∞,j :
It follows from (63) and Lemma 11 that lim sup
P−a.s. over a set Ω 0,2,r independent of θ and therefore, by the regularity condition (29) (see also (30))
To conclude, take Ω 0 := Ω 0,1 ∩ Ω 0,2 .
Proof of Theorem 3
The first step towards the proof of Theorem 3 is the following martingale approximation lemma Lemma 7. In the context of Theorem 3
Proof: The first statement is a part of Theorem 2.3 in [9] . The second statement is Theorem 2.7 in [7] .
Remark 10. If (a n ) n , (b n ) n are sequences of complex numbers with |b n | increasing to ∞ and a n /b n → 0, then
This observation, applied to the inequalities
shows that, under the hypothesis
(69) and (70) are equivalent. We can actually verify (71) under (36) (see [7] , Proposition 4.9) and therefore, under the Maxwell and Woodroofe condition (36), (69) and (70) are the same.
Remark 11. It is convenient, for the sake of clarity, to describe explicitly the martingale differences stated in Lemma 7: under (36), D 0 can be described as the P−a.s. and in
and under (34) D 0 is given by the P−a.s. and in L 2 P −convergent series
Proof of Theorem 3. Start by considering the following observations: let (Ω, F , P) be the underlying probability space (the domain of X 0 ), and for every measurable function Y : Ω → C letỸ be the extension to the product spaceỸ
(T θ is the product map between the rotation by an angle of θ and T ). It is easy to see thatT θ is invertible, that it preserves the product measure λ × P, and that it is B ⊗ F −bimeasurable. It is also easy to see that for every (measurable) Y : Ω → C and Recall also the notation introduced in Definition 1, and notice now that, if θ ∈ (0, 2π) and Y ∈ L 1 P is given then
Theorem 3 consists of two statements: the convergence of W n (θ) under (33) or (35) and the convergence of U n (θ) under (35). For reasons inherent to the logic of our arguments, we will prove first the convergence of W n (θ) under (33), and then the convergence of W n (θ) and U n (θ) under (35).
Convergence of W n (θ) under (33). First note that, without loss of generality, we can assume that (X k ) k∈Z is regular (Definition 2). Indeed, with the notation introduced in Definition 1
and therefore we can study the desired asymptotics replacing the stationary process (X k ) k∈Z by the (stationary and) regular process (X k − E −∞ X k ) k∈Z . We will therefore assume in this part of the proof that (X k ) k∈Z is, indeed, regular.
Martingale Appoximations. For the sake of clarity, let us depart from the following observation: if we assume that
P−a.s. To see this apply (74) to obtain, for every r ∈ N, that
and let r → ∞ taking into account the regularity of (X k ) k∈Z .
Now note that (33) implies that
Taking Y 0 = X 0 − X −1 and noticing that,
we see by Lemma 7 that we can find∆ 0 ∈ L
λ × P−a.s. Even more, using Remark 11 we see that
This gives that if
P−a.s., which is the same, by the observation at the beginning of this argument, as
P−a.s. Where D 0 (θ) is given by (76). The result follows at once from Lemma 2 assuming that e 2iθ / ∈ Spec p (T ) (in particular e iθ = 1).
Convergence of W n (θ) and U n (θ) under (35). With the notation already introduced, note that
and it follows, by applying Lemma 7 again, that ifD 0 is defined bỹ
then lim
λ × P−a.s. By arguments similar to those preceding (82), this is the same as saying that if
P−a.s. This implies the desired conclusion by (an easy adaptation of) Lemma 2. The convergence of W n (θ) follows by a similar argument after applying Remark 10 to (85).
Appendix
In this section we provide some results used along the proofs of the statements previously given. Some of these results belong to the existing literature and are included here for the sake of clarity. The rest of them are either not visible in the mainstream literature or new, and we include them in this section due to their general scope.
We start by giving a further equivalence to the Portmanteau theorem, valid in the case of separable metric spaces, and whose relevance for our arguments lies in the fact that it reduces the "integral testing" to a countable set of functions.
To introduce this result, first remember the notion of a Urysohn function: given two closed, disjoint sets F 0 , F 1 in a perfectly normal topological space (for instance, any metric space) T ,
is called a Urysohn function if it is continuous, U −1 {0} = F 0 and U −1 {1} = F 1 .
Let us call a collection {F j } j∈J of closed sets in T a co-base if {T \ F j } j∈J is a base of T .
We will also use the following notation: if S is a metric space with metric d, then for any given x ∈ S and A ⊂ S (not necessarily in the topology of S) we define the distance Lemma 8. Let S be a separable metric space. Denote by C b (S) the space of bounded, continuous real-valued functions on S. Let {F n } n∈N be a co-base of S which is also a π−system, and let X n , X (n ∈ N) be random elements of S (not necessarily defined on the same probability space). Then the following two statements are equivalent
2. For every k ∈ N, every rational ǫ > 0, and some Urysohn function
Proof: Denote by P n the law of X n and by P the law of X. Since 1. clearly implies 2. it suffices to see, by the Portmanteau Theorem ( [4] , Theorem 2.1), that if 2. is true then for any given closed set F lim sup n P n F ≤ P F.
If for some k, F = F k , this is a consequence of the inequalities
the hypothesis in 2. and the continuity from above of finite measures.
If F is an arbitrary closed set, say F = ∩ j∈J F j for some J ⊂ N, and if we define for all
for all k. By letting k → ∞ we get the desired conclusion.
We remark that the Portmanteau theorem can be extended to the context of abstract perfectly normal spaces if one inteprets convergence in distribution as the fulfillment of the hypothesis 1. of Lemma 8, this can be seen by following the arguments in [4] and using the fact that every closed set is a G δ set. In this context Lemma 8 corresponds to the second-countable case.
Our next result, Theorem 7, is an improvement due to Dehling, Durieu and Volny, of Theorem 3.1 in [4] for the case in which the target (state) space is a complete and separable metric space. As in the previous pages, "⇒" denotes convergence in distribution here.
Theorem 7. Let (S, d) be a complete and separable metric space. Assume that for all r, n ≥ 0, X (r,n) and X n are random elements of S defined on the same probability space (Ω, F , µ), and that X (r,n) ⇒ n Z r . Then the hypothesis
implies the existence of a random element X of S such that Z r ⇒ r X and X n ⇒ n X.
Proof: This is Theorem 2 in [11] .
Corollary 8. In the context of Theorem 7 denote, for any given q > 0,
If for some q > 0 lim r lim sup n ||d(X (r,n) , X n )|| µ,q = 0 and X (r,n) ⇒ n Z r , then there exists a random element X such that X n ⇒ n X.
Proof: Apply Markov's inequality to verify the hypothesis of Theorem 7.
The following lemma is used without a proof along the references consulted by the author, thus a demonstration is given. This result allows us to pass from the study of stationary martingales to martingales under the conditional regular measures (see Section 3).
Lemma 9.
With the notation and definitions given in Section 3, and denoting further by E ω k the conditional expectation with respect to F k and P ω , the following property holds: for every k ∈ N and every P−integrable Y :
Pω for P-a.e ω.
Proof: Fix a version of Y ∈ L 1 P . We will prove that for any (F k −measurable) version of E k Y , there exists a set Ω Y ⊂ Ω with PΩ Y = 1 such that the following holds: for every ω ∈ Ω Y and every
this clearly implies the first conclusion.
Fix a (F k −measurable) version of E k Y and notice that for A fixed, a set Ω Y,A of probability one such that (90) holds for all ω ∈ Ω Y,A exists by the property defining the family {P ω } ω∈Ω and because
Pω } (the last set has P−measure one because E|Z| = EE 0 |Z| for every Z ∈ L 1 P ). Now proceed as follows: let {A n } n∈N ⊂ F k be a countable family generating F k which is also a π−system and includes Ω (such a family exists because F 0 is assumed countably generated), let Ω Y := ∩ n≥1 Ω Y,An , and let G k ⊂ F k be the family of sets A ∈ F k such that (90) holds for all ω ∈ Ω Y . It is easy to see that G k is a λ−system and therefore, since it includes {A n } n∈N , the π − λ theorem implies that G k = F k . Note that PΩ 0,Y = 1, and that for all ω ∈ Ω Y , (90) holds for all A ∈ F k . This gives the proof of the first conclusion. The second conclusion (the one about martingales) follows easily from this, together with the fact that E|X| p = EE 0 |X| p and therefore E|X| p < ∞ if and only if E ω |X| p < ∞ for P−a.e. ω.
Recall the following (Doob's) maximal inequality ( [22] , p.53): if p > 1 is given and
A combination of Doob's maximal inequality (91) with Lemma 9 gives the following lemma.
Lemma 10. With the notation of Section 3, if
We also use the following ergodic theorem, which follows from [10] , lemma 7.1.
Lemma 11.
With the notation introduced in Section 3, and assuming T is ergodic, for every
Proof: See [10] , Section 7.
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The following lemma is a classical tool in Harmonic Analysis, we give here a concrete version sufficient for our purposes.
Lemma 12.
There exists a constant C with the following property: for any given f ∈ L 2 λ with Fourier expansion
and denoting by S f,n (θ) := n−1 k=0 a k e ikθ the n−th Fourier partial Fourier sum of f :
Proof: [17] .
The next lemma is useful to compute the finite-dimensional asymptotic distributions that identify our asymptotic (quenched) limits.
Lemma 13. Let (Ω, F , P) be a probability space and let T : Ω → Ω be a measure preserving transformation and θ ∈ R. If the only integrable (complex-valued) function Y satisfying
Proof: [8] , p.20.
11
The following Lemma is a corollary of the previous one. Its proof is basically the same as that of the equality (16) in [8] 12 . Remember that Spec p (T ) denotes the set of eigenvalues of the Koopman operator associated to T (see Section 3). where the (probability one) set of pointwise convergence does not depend on x 1 , x 2 .
Proof: Notice that
and adapt the argument leading to (16) in [8] .
Remark 12. The set of probability one in Lemma 14 can be described as the set where the pointwise convergence The following lemma has a very classical flavor but it is not visible in the literature. We use it in Section 3 to understand systematically the nature of the quenched results obtained in the paper, and for the proof of Corollary 6.
11 Actually, as proved for instance in [2] , Theorem 3.2, if X ∈ L p P for some p ≥ 1 and θ is arbitrary, the random variables at the left in (94) converge P−a.s. and in L p P , as n → ∞, to the orthogonal projection of X on the (at most, one-dimensional) space of functions Y ∈ L p P with T Y = e −iθ Y . 12 There is a typo in [8] : according to the notation there (avoid confusion with our notation) the correct statement is the following: if e −2it is not an eigenvalue of θ, (16) is valid P−a.s (notP-a.s) for every fixed u. An analysis of the proof shows that the convergence is valid also in the L 1 P − sense, which is not explicitly stated there.
Lemma 15. Let (Θ, B, λ) and (Ω, F , P) be probability spaces and let F 0 ⊂ F be a sigmaalgebra such that E[ · |F 0 ] admits a regular version in the sense explained in Section 3: there exists a family of probability measures {P ω } ω∈Ω such that for every (version of ) Y ∈ L and we can create a (measurable) formula for an arbitrary f ∈ L 1 λ×P by applying this to its real and imaginary parts.
Thus it suffices to assume that f is nonnegative. We will do so for the rest of the proof.
It is well known that every nonnegative function f can be approximated by simple functions f n with f n increasing to f ( Thus it suffices to see that for each simple function f ,f is B ⊗ F 0 −measurable, and therefore it suffices (by linearity) to prove this if f = I E for any E ∈ B ⊗ F .
Let us do it: if E = A × B is a rectangular set, theñ I E (θ, ω) = I A (θ)P ω (B), which is clearly B ⊗ F 0 measurable. It follows thatĨ E is B ⊗ F 0 −measurable if E is any finite union of disjoint rectangles in B ⊗ F . Now consider the familyF ′ of sets E ∈ B ⊗ F such thatĨ E is B ⊗ F 0 -measurable. Since for any family {E n } n ⊂F ′ of mutually disjoint sets
(apply the monotone convergence theorem) andF ′ includes Θ × Ω,F ′ is a λ−system. SinceF ′ includes the finite unions of disjoint rectangles it follows, by the π − λ theorem, thatF ′ = B ⊗ F . We finish this section by stating two widely known limit theorems, which are building blocks of the results presented in this paper.
Theorem 10 (The Lindeberg-Lévy Theorem for Martingales). For each n ∈ N * , let ∆ n1 , . . . , ∆ nk , . . . be a sequence of real-valued martingale differences with respect to some increasing filtration F 
2.
k≥0 E[∆ then Z n := k≥0 ∆ nk ⇒ σN where N is a standard normal random variable.
