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Em sistemas multimídia distribuídos existe uma diversidade de dispositivos de hardware, 
sistemas operacionais e tecnologias de comunicação. Para tratar os requisitos destas aplicações, os 
componentes do sistema precisam interagir entre eles considerando os aspectos de QoS de cada um dos 
elementos envolvidos. Neste contexto, esta tese apresenta o Cosmos – um IUDPHZRUN baseado em 
componentes proposto para dar suporte à configuração e gerenciamento de recursos em sistemas 
multimídia. Como prova de conceito do Cosmos, o IUDPHZRUN definido foi usado no projeto do 
PLGGOHZDUH AdapTV – um PLGGOHZDUH para sistemas de televisão digital interativa. O projeto do 
AdapTV explora os principais componentes dos modelos que foram definidos no Cosmos: o modelo de 
descrição de aplicações de forma independente de linguagens; o modelo de interconexão, que trata as 
questões de comunicação entre componentes heterogêneos usando diferentes tecnologias de 
comunicação; e o modelo de gerenciamento de QoS, que permite o monitoramento e a adaptação do 
sistema. Estes modelos foram explorados na implementação de um protótipo do PLGGOHZDUH AdapTV e 
de uma aplicação distribuída que realiza a captura, transmissão e apresentação de um fluxo de vídeo. 
Para dar suporte à reusabilidade, o modelo explora o conceito de propriedades para estabelecer acordos 
de configuração (estáticos e dinâmicos) envolvendo negociações entre os requisitos dos componentes e 
as características da plataforma. 
3DODYUDVFKDYH: Componentes de VRIWZDUH, sistemas multimídia distribuídos, PLGGOHZDUH 
adaptativo, televisão digital interativa. 
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Distributed multimedia applications involve a diversity of hardware devices, operating systems 
and communication technologies. In order to fulfill the requirements of such applications, their 
constituting components need to interact with each other, as well as to consider QoS issues related to 
devices and transmission media. In such a context, this thesis presents the Cosmos component-based 
framework for configuration and management of resources of open, distributed multimedia systems. As 
a proof of concept, the framework was used in the design of the AdapTV middleware – a middleware 
for interactive television which explores the major components of the Cosmos, including: the model to 
describe and represent applications independently of language aspects; the interconnection model that 
allows communication between components in heterogeneous and distributed multimedia 
environments; and the QoS management model that provides support for adaptation in the middleware 
layer, triggered by QoS and user requirements changes. These models have been explored in the 
implementation of a prototype, which includes the AdapTV middleware and a distributed application 
example that captures, transmits and presents a video flow. In order to provide a generic and reusable 
approach, and to establish configuration agreements among component requirements and platform 
features, the framework explores the concept of properties. 
.H\ZRUGV: Software components, multimedia distribute systems, adaptive  middleware, 
interactive digital television. 
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Este capítulo apresenta uma visão geral da presente tese onde são abordados vários aspectos 
relacionados às tecnologias atuais para desenvolvimento e suporte à execução de sistemas multimídia 
distribuídos. O trabalho analisa e propõe soluções adaptáveis e configuráveis baseadas nos conceitos de 
componentes de VRIWZDUH e computação reflexiva no escopo da camada de PLGGOHZDUH. O objetivo é 
gerar uma proposta inovadora que atenda os requisitos de novas aplicações, como por exemplo, 
sistemas de televisão digital interativa. 
 6LVWHPDV0XOWLPtGLD'LVWULEXtGRV
 
A integração das telecomunicações com a computação e a multimídia transformou o 
computador em um veículo de comunicação. Neste panorama de convergência digital, que tem 
ocorrido principalmente devido à popularidade da Internet, o caráter distribuído das aplicações foi 
fortemente impulsionado, permitindo o desenvolvimento de soluções nos mais variados domínios, tais 
como: televisão interativa, tele-medicina, educação à distância e videoconferência.  
Uma aplicação multimídia pode manipular diversas mídias com requisitos temporais críticos, 
tais como áudio e vídeo [1]. A complexidade destas aplicações é incrementada, uma vez que poderão 
ser executadas em dispositivos com capacidades variadas de processamento, armazenamento, qualidade 
de serviço (QoS - 4XDOLW\RI6HUYLFH) e diferentes interfaces com o usuário. Em particular, o desafio de 
explorar a tecnologia multimídia no contexto da ,QWHUQHW se torna ainda maior, pois há uma enorme 
diversidade de requisitos associados e uma variação imprevisível de QoS devido às características de 
conectividade à rede. Por outro lado, as aplicações possuem diferentes estilos de interfaces de interação 
tornando a implementação dependente dos tipos de dispositivos e das tecnologias de acesso 
empregadas. 
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Muito esforço tem sido empreendido para prover facilidades, serviços e plataformas de suporte 
para estes sistemas. O conceito de PLGGOHZDUH[2]está presente, tanto em abordagens para suportar o 
desenvolvimento de sistemas distribuídos [3] [4] [5] [6], como para sistemas multimídia [1] [7] [8]. 
Entretanto, as características inerentes destes sistemas são extremamente variáveis, implicando em 
novos requisitos à medida que novas tecnologias de KDUGZDUH e VRIWZDUH são disponibilizadas. Dessa 
forma, é importante criar condições para que o PLGGOHZDUH realize, automaticamente, o ajuste e a 
adaptação entre as interfaces de programação disponibilizadas pelo PLGGOHZDUH e as possíveis 
plataformas de KDUGZDUH e sistemas operacionais, de maneira a não comprometer a portabilidade e a 
reusabilidade da aplicação. 
Vários trabalhos têm discutido a questão da adaptação focada em aspectos relacionados com a 
variação da QoS [7] [8] [9]. A maioria dessas soluções foram definidas na camada de PLGGOHZDUH 
através do paradigma de objetos [10] e baseadas em tecnologias como CORBA [4], DCOM [5] e Java-
RMI [6]. Entretanto, estas soluções ainda incorporam a visão de um sistema centralizado onde o 
processamento se concentra no servidor e a rede tem o seu papel limitado a transmitir dados [11] [12]. 
Paralelamente ao esforço da indústria na busca de novas soluções, a ISO (,QWHUQDWLRQDO
2UJDQL]DWLRQIRU6WDQGDUGL]DWLRQ) e a ITU-T ,QWHUQDWLRQDO7HOHFRPXQLFDWLRQ8QLRQ7HOHFRPXQLFDWLRQ
6WDQGDUGL]DWLRQ 6HFWRU) definiram um padrão para uniformizar o processo de desenvolvimento de 
sistemas distribuídos. Como resultado deste esforço, foi definido o Modelo de Referência para 
Processamento Distribuído Aberto (RM-ODP) [13]. Este modelo pode ser considerado um metamodelo 
para processamento distribuído aberto, cujos conceitos podem ser aplicados em diferentes domínios, 
fornecendo assim a base conceitual para a realização de diferentes instanciações. Várias soluções 
atualmente apresentadas na literatura exploram os conceitos definidos nesse modelo. Entre outras, 
podemos citar: TINA-C (7HOHFRPXQLFDWLRQ ,QIRUPDWLRQ 1HWZRUN $UFKLWHFWXUH &RQVRUWLXP) [14], 
CORBA [4], ACE  ($GDSWLYH&RRPXQLFDWLRQ(QYLURQPHQW[16] [17], PREMO [7] e A/V 6WUHDPV[8]. 
Em especial, os IUDPHZRUNV  PREMO e A/V 6WUHDPV são fundamentalmente importantes no contexto 
desta tese, uma vez que muitas das idéias exploradas são baseadas em conceitos definidos nessas 
propostas. Vale a pena destacar que estes IUDPHZRUNV apresentam componentes com elevados níveis de 
flexibilidade. Propostas mais recentes envolvendo conceitos de metamodelos [18] [19] e reflexividade 
[20] também adotaram em suas definições o modelo de referência RM-ODP. 
Concomitantemente, tem-se observado uma grande evolução na tecnologia de desenvolvimento 
de sistemas de VRIWZDUH através da introdução do conceito de componentes. O princípio de uma 
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arquitetura baseada em componentes é flexibilizar a inclusão ou troca de componentes a partir dos 
requisitos e funcionalidade do sistema. Entretanto, esta tecnologia ainda não atingiu um nível de 
maturidade com relação aos aspectos inovadores demandados pelos sistemas multimídia baseados na 
,QWHUQHW e, em especial, os sistemas de televisão digital interativa. Pode-se afirmar, porém, que o 
caminho a ser trilhado na busca de novas soluções inclui o modelo de desenvolvimento baseado em 
componentes. Esta tendência deve-se, entre outros fatores, aos níveis elevados de abstração do modelo, 
o que torna a programação menos complicada, e à possibilidade de reutilizar soluções configuráveis 
para tratar aspectos funcionais e não funcionais relacionados, por exemplo, a características 
tecnológicas específicas das plataformas, ou mesmo gerar automaticamente algumas partes da solução 
usando servidores de aplicações [21]. 
 &RPSRQHQWHVGH6RIWZDUHH$GDSWDomR
 
O interesse por mecanismos de suporte ao desenvolvimento de VRIWZDUHadaptativo tem crescido 
muito nos últimos anos devido aos requisitos das aplicações atuais. Grande parte das abordagens 
publicadas nesse contexto usa a tecnologia de componentes [10] [22]. O tratamento da adaptação 
nessas abordagens normalmente está associado aos conceitos de configuração e reconfiguração. A 
configuração trata aspectos relacionados com a estrutura inicial e o controle dos elementos do sistema e 
dos componentes da aplicação. A reconfiguração está associada com as mudanças ocorridas durante a 
execução. 
Um processo de adaptação, segundo McKinley [10], pode ser tratado usando duas possíveis 
abordagens de reconfiguração: 
1) a primeira abordagem consiste em alterar o comportamento interno de componentes através de 
atualizações de valores de suas variáveis. Um exemplo deste tipo de adaptação freqüentemente 
citado na literatura é o protocolo TCP [23]. O protocolo ajusta seu comportamento trocando valores 
que controlam o gerenciamento de janelas de tempo para retransmissão em resposta a situações de 
aparente congestionamento da rede. Embora este tipo de adaptação não permita a troca dinâmica de 
algoritmos, nem a introdução de novos componentes após a construção da aplicação inicial, a 
definição de componentes configuráveis, associada ao uso de padrões de configuração, permite a 
realização de adaptações com níveis razoáveis de flexibilidade; 
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2) a segunda forma ocorre no nível da aplicação, introduzindo ou removendo componentes da 
configuração inicial. Este tipo de adaptação é mais flexível à medida que permite a utilização de 
componentes que podem ser montados e instalados dinamicamente, aumentando assim as 
funcionalidades do sistema implantado. Entretanto, o nível de complexidade associado à esta 
técnica é bastante elevado, principalmente no que se relaciona à definição do momento apropriado 
para realizar a troca dos componentes sem comprometer o andamento e a consistência do sistema. 
Assim, o componente que está sendo substituído não deve se encontrar no meio de uma operação. 
Em geral, para passar as responsabilidades do processamento de um componente original para um 
alternativo, deve-se transferir junto as variáveis de estado do ambiente. 
O conceito de adaptação (auto-ajuste de código) é bastante antigo. Esta idéia já estava presente 
no projeto do Computador ENIAC ao explorar o conceito de programa armazenado de Von Neuman 
[24]. No modelo de Neuman, tanto instruções quanto dados podiam ser armazenados em memória. Isto 
permitia que instruções pudessem ser trocadas rapidamente de forma que novos programas pudessem 
ser executados, e mais ainda, que programas pudessem gerar novos programas. 
A maioria dos trabalhos envolvendo adaptação com base em reconfiguração trata o processo 
através do uso de indireção. Através desta técnica, interações podem ser interceptadas para, 
dependendo do estado presente do sistema, realizar um eventual redirecionamento para um novo 
componente. Dependendo do estado, o suporte pode decidir, por exemplo, mudar o comportamento de 
alguns componentes, ou até mesmo trocá-los. Segundo McKinley [10] [25], as principais tecnologias 
exploradas atualmente para dar suporte a adaptação, são as seguintes:  
• Separação de aspectos da computação por interesses (FRQFHUQV); 
• Computação reflexiva; 
• Projeto baseado em componentes. 
A técnica de separação da computação por interesses (FRQFHUQV) tem sido tratada e explorada 
por inúmeros trabalhos, consistindo num importante princípio da Engenharia de 6RIWZDUH. Esta técnica 
permite separar o desenvolvimento da aplicação com foco, por exemplo, em aspectos funcionais, e 
concentrando a análise no modelo de negócios e em códigos para interesse transversal (FURVVFXWWLQJ
FRQFHUQV) tais como QoS e segurança. A separação de interesses transversais em relação aos aspectos 
funcionais da aplicação, além de simplificar o desenvolvimento e manutenção da aplicação, aumenta o 
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nível de reusabilidade. Atualmente, estas questões são suportadas e tratadas por abstrações 
incorporadas no modelo de Programação Orientada a Aspectos [26].  
O conceito de computação reflexiva refere-se à habilidade de permitir que a aplicação possa 
consultar e eventualmente alterar o seu próprio comportamento. Estas idéias são abordadas por 
Szypersky [27] juntamente com os conceitos de reificação e metaprogramação. O conceito de 
reificação está associado à preservação de informações de compilação do componente de modo a 
permitir o seu uso dinamicamente pelo sistema. A técnica de suporte ao uso e modificação destas 
informações é chamada por Szypersky de metaprogramação. 
A Fig. 1.1 mostra um modelo que explora o conceito de reflexividade. No plano inferior, a 
figura representa componentes de nível básico, enquanto que no plano superior, a figura mostra 
metacomponentes onde são descritas as propriedades dos respectivos componentes de nível básico.  
 
Fig. 1.1: Uma visão de sistemas reflexivos 
 
Um modelo reflexivo normalmente envolve dois tipos de operação: introspecção, onde o 
sistema ou a própria aplicação inspecionam o seu comportamento, e reificação, onde alterações nos 
componentes básicos do sistema podem ser realizadas de acordo com as descrições nos respectivos 
metacomponentes. 
O conceito de protocolo de metaobjetos (MOP - sigla oriunda do termo 0HWDREMHFW3URWRFRO em 
inglês) [29], consiste na definição de interfaces que permitem a realização de operações para 
introspecção e atualização de propriedades de metacomponentes. 
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Estas operações normalmente podem tratar aspectos estruturais, como por exemplo relação de 
dependência, hierarquia de classes e localização de componentes, assim como aspectos  
comportamentais, como o conjunto de interfaces providas por um componente e os protocolos de 
comunicação suportados. 
Por fim, McKinley [10] destaca a técnica de Desenvolvimento Baseado em Componentes. O 
modelo de Desenvolvimento Baseado em Componentes de 6RIWZDUH, apesar de ainda ser considerado 
como uma tecnologia recente da área de Engenharia de 6RIWZDUH, tem se encaminhado para níveis de 
amadurecimento que viabilizam o seu uso em diversas áreas. A idéia consiste em usar esta tecnologia 
para construir programas adaptativos obedecendo a um modelo que dê suporte e consistência às 
operações de adaptação. 
O nível de flexibilidade de um sistema poderá ser incrementado se o processo de montagem de 
componentes requeridos for retardado de modo a ser realizado em tempo de execução, sob demanda, à 
medida que as necessidades forem identificadas. Esta forma de abordagem incremental permite por 
exemplo, a inclusão de novas características e funcionalidades eventualmente não identificadas em 
tempo de projeto. Por outro lado, apesar desta abordagem proporcionar níveis altos de flexibilidade, 
retardar o processo poderá introduzir problemas relacionados ao gerenciamento da consistência da 
aplicação.  
Na análise apresentada por Emmerich [30] são exploradas algumas idéias envolvendo a 
introdução de novos componentes ao modelo em tempo de execução. Nessa análise são mencionadas 
várias preocupações relacionadas com o nível de estabilidade da arquitetura para o tratamento 
consistente dos requisitos não-funcionais. Por exemplo, quando a composição utilizada na montagem 
do componente ocorre na fase de desenvolvimento, ou seja, em tempo de compilação, ou mesmo em 
tempo de implantação do componente, o dinamismo, apesar de limitado, é seguro, no sentido de que 
permite o sistema analisar a consistência da aplicação observando as características e restrições dos 
modelos de componentes e de configuração definidos previamente. Desta forma, uma solução de 
compromisso que oferece bons níveis de flexibilidade consiste em definir componentes com 
características configuráveis, onde os níveis de variabilidade dessas características são estabelecidos 
em tempo de projeto, com possibilidades de escolha de propriedades para estas características no 
momento da implantação ou da instanciação dos componentes, bem como dinamicamente, de acordo 
com as necessidades da aplicação. 
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Com o objetivo de facilitar o desenvolvimento de sistemas adaptativos, as plataformas de 
suporte precisam fornecer mecanismos e construções de alto-nível para especificar a programação de 
adaptações nesses sistemas. Assim, considerando uma análise envolvendo algumas propostas recentes, 
as seções seguintes discutem algumas questões que devem ser tratadas no suporte à adaptação, como 
por exemplo, onde colocar o código de adaptação, quando definir a programação da adaptação, quando 
realizar a adaptação e como programar a adaptação. 
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Um aspecto importante para o processo de adaptação consiste em definir onde deve ser 
introduzido o código de adaptação. Dependendo do local, pode-se comprometer o nível de 
flexibilidade. A análise apresentada por McKinley considera as seguintes possibilidades [10]: 
introduzir o código no PLGGOHZDUH ou na própria aplicação. As vantagens e desvantagens associadas a 
cada uma delas são brevemente discutidas a seguir. 
&yGLJRGHDGDSWDomRQRPLGGOHZDUH
O mecanismo de gerenciamento de adaptação na camada de PLGGOHZDUH geralmente envolve 
duas grandes abordagens: 
• A primeira abordagem consiste em definir uma camada de serviços de comunicação adaptáveis. 
Esta técnica é usada na sub-camada de nível superior do PLGGOHZDUH AdapTV [31], definido no 
escopo da presente tese, provendo funcionalidades para introspecção e modificação. Como outro 
exemplo, o PLGGOHZDUH ACE [16] define uma camada ZUDSSHU que embute código para 
realização de ELQGLQJV e dá suporte à realização de comunicação entre processos remotos. 
Ensemble [32] é outra proposta que também explora uma arquitetura em camadas e que permite 
a seleção de protocolos de comunicação específicos; 
• A segunda abordagem consiste em prover uma máquina virtual com facilidades para interceptar 
e redirecionar interações envolvendo chamadas de funções. Por exemplo, JVM e CLR (&RPPRQ
/DQJXDJH5XQWLPH) facilitam o processo de reconfiguração dinâmica através dos mecanismos de 
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reflexão fornecidos, respectivamente, pelas plataformas Java e .NET [33]. R-Java suporta 
metaobjetos através da adição de uma nova instrução ao interpretador Java. Uma abordagem 
desta natureza é muito flexível em relação à reconfiguração uma vez que permite a introdução de 
novo código, dinamicamente. No entanto, ela requer a especialização da máquina virtual de 
forma a prover transparência para a aplicação, o que reduz a portabilidade [10]. 
Ao introduzir funcionalidades de adaptação em sub-camadas de nível superior ao PLGGOHZDUH, 
como por exemplo serviços de suporte à comunicação distribuída, provê-se suporte para portabilidade 
entre diferentes máquinas virtuais. Esta técnica envolve tipicamente componentes do PLGGOHZDUH para 
interceptar chamadas a métodos remotos, redirecionando ou modificando o comportamento de acordo 
com as condições atuais [19]. Em alguns IUDPHZRUNV, o desenvolvedor estabelece explicitamente 
chamadas para serviços adaptativos do PLGGOHZDUH [34] [35] [36]. QuO [9] usa ZUDSSHUV para VWXEV e 
VNHOHWRQV de CORBA de modo a obter o controle na chamada da operação, enquanto IRL [37] e ACT 
[38] usam interceptadores, os quais desempenham o papel de um gancho genérico (KRRN que pode ser 
usado em tempo de execução para carregar outros tipos de interceptadores.  
 
&yGLJRGH$GDSWDomRQD$SOLFDomR

O tratamento da adaptação no PLGGOHZDUH provê níveis elevados de transparência, porém a 
abordagem se aplica somente aos programas desenvolvidos para aquela plataforma específica. Uma 
abordagem mais geral consiste em deixar que a aplicação realize a sua própria adaptação. McKinley 
considera duas possíveis técnicas [10] [25]: 
• A primeira consiste em programar toda a aplicação, ou parte dela, usando uma linguagem que 
suporta diretamente o mecanismo de reconfiguração dinâmica. Algumas linguagens provêem 
mecanismos de reconfiguração dinâmica diretamente, como por exemplo, CLOS [39] e Python 
[40]; outras linguagens como Open Java [41], R-Java [42], PCL [43] e Adaptive Java[44], 
definidas como extensões da linguagem Java, incluem novas palavras reservadas e construções 
com o objetivo de prover capacidades para expressar código de adaptação. Entretanto, esta 
abordagem requer, por parte do desenvolvedor, o uso explícito destas construções para definição 
de seus programas; 
• A segunda técnica consiste em combinar os aspectos funcionais e de adaptação no mesmo 
escopo. AspectJ [45] e Composition Filters [46] inserem, em tempo de compilação, código para 
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adaptação nos código das aplicações. Diferentemente, TRAP/J [47] usa uma abordagem em dois 
passos. No primeiro passo, um processo de combinação de aspectos insere, em tempo de 
compilação, ganchos de interceptação genéricos implementados como aspectos no código da 
aplicação. No segundo passo, realizado em tempo de execução, um processo de reconfiguração 
dinâmica pode introduzir novos componentes adaptativos na aplicação. Neste caso, um 
protocolo de metaobjetos usa operações de reflexividade para direcionar as operações 
interceptadas para os correspondentes componentes de adaptação. Esta estratégia permite 
adicionar novos comportamentos às aplicações existentes de forma totalmente transparente ao 
código original. Esta possibilidade é importante para permitir aplicações legadas executarem em 
infra-estruturas diversificadas. 
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Conforme foi mencionado na Seção 1.2, a possibilidade de introduzir ou remover 
dinamicamente componentes da configuração inicial aumenta o nível de flexibilidade do sistema. No 
entanto, a análise apresentada mostrou que retardar a programação, de modo a permitir a inclusão de 
componentes não conhecidos antecipadamente, requer muito esforço dinâmico para manutenção da 
consistência. Desta forma, uma boa alternativa para gerenciamento de consistência é permitir a 
realização de montagem e instalação dinâmica de novos componentes usando mecanismos de pré-
programação dinâmica. Um esquema deste tipo, denominado adaptação antecipada, foi explorado por 
Cerqueira [48] onde são indicadas, entre outras informações, os componentes comuns e suas 
respectivas propriedades, assim como as condições de adaptação. Uma adaptação não-antecipada, 
denominada no presente texto como não-programada, supõe que a programação não conhece 
antecipadamente todos os componentes, ou seja, a questão da garantia da consistência neste caso se 
torna bastante crítica. 
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Um dos elementos básicos utilizados pelos modelos de desenvolvimento baseados em 
componentes que dá suporte à adaptação é o conceito de composição. A maioria das abordagens 
analisadas consideram dois tipos de composição: estática e dinâmica [10] [17] [29] [30] [48] [49]. 
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Na composição estática, um desenvolvedor pode combinar em tempo de compilação vários 
componentes para gerar uma aplicação. Na composição dinâmica, o desenvolvedor ou a própria 
aplicação pode adicionar, remover ou reconfigurar componentes em tempo de execução. Neste caso, é 
necessário que o ambiente suporte mecanismos de ligação tardia (ODWHELQGLQJ), permitindo assim, em 
tempo de execução, a realização de acoplamento de componentes compatíveis. As interfaces dos 
componentes funcionam como cláusulas de um contrato que especificam as responsabilidades das 
mesmas. A possibilidade de explorar a técnica de composição usando componentes desenvolvidos por 
terceiros, juntamente com o suporte à ligação tardia, aumenta o nível de reusabilidade e facilita o 
emprego da técnica de adaptação baseada no modelo composicional. 
Layaida [50], Issarny [51] e  Blair [52] apresentamabordagens de composição e configuração 
usando uma combinação das técnicas introduzidas, consistindo em: 
• &RQILJXUDomR HVWiWLFD VHP UHFRQILJXUDomR Exemplos típicos desta abordagem definem 
elementos intermediadores dos tipos conversores e transcodificadores de fluxos multimídia [53] 
[54] [55] [56]. Embora estas propostas tenham tratado questões de heterogeneidade, elas empregam 
uma visão monolítica para projetos de aplicações. Ou seja, esta solução não suporta todas as 
possíveis situações geradas em decorrência da heterogeneidade do ambiente. 
• &RQILJXUDomR HVWiWLFD FRP UHFRQILJXUDomR HVWiWLFD Esta abordagem foi explorada nas 
ferramentas MBONE para suportar sistemas de conferência multimídia na ,QWHUQHW [57] [58] com 
base no protocolo RTCP [59]. A limitação desta proposta está relacionada com as políticas de 
reconfiguração, as quais são determinadas internamente no código da aplicação, ou seja, alterações 
envolvem um esforço considerável. 
• &RQILJXUDomR HVWiWLFD FRP UHFRQILJXUDomR GLQkPLFD. Nesta abordagem, as políticas de 
reconfiguração não são definidas no código da aplicação; elas são declaradas separadamente usando 
linguagens de configuração ou VFULSWV [60]. Assim, VFULSWV de reconfiguração são traduzidos em 
tempo de execução, no momento de ativação da aplicação. Nesta abordagem, o SDUVHU associado 
precisa ter conhecimento da arquitetura da aplicação – ou seja, os mecanismos de reconfiguração 
são dependentes da aplicação. O uso do mecanismo em outras classes de aplicações requer o 
desenvolvimento de um novo SDUVHU. 
• &RQILJXUDomR GLQkPLFD VHP UHFRQILJXUDomR. Esta abordagem está presente em muitas 
arquiteturas de adaptação envolvendo propriedades de componentes de redes com o objetivo de 
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suportar diferentes requisitos. Por exemplo, Amir [61] descreve um IUDPHZRUN usando arquiteturas 
baseadas em agentes onde uma aplicação cliente pode iniciar explicitamente um processo de 
adaptação em um dado JDWHZD\. Com objetivos similares, o IUDPHZRUN Infopipes [62] permite 
configurar um processo de adaptação no nível da aplicação compondo separadamente os elementos 
definidos. Estas abordagens provêem muito mais flexibilidade para a configuração de aplicações, 
entretanto elas não tratam aspectos de reconfiguração. 
• &RQILJXUDomR GLQkPLFD FRP UHFRQILJXUDomR HVWiWLFD. Modelo usado pelo IUDPHZRUN CANS 
(&RPSRVDEOH$GDSWLYH1HWZRUN 6HUYLFHV) [63] para a definição de uma arquitetura de adaptação 
envolvendo elementos da rede. Atividades de reconfiguração são usadas através de um conjunto de 
gerentes responsáveis por monitorar recursos e disparar reconfigurações quando for necessário. No 
entanto, as políticas de reconfiguração são amarradas ao código dos gerentes. Esta abordagem é 
limitada, uma vez que não permite a especialização das políticas em função dos requisitos da 
aplicação. Uma abordagem semelhante foi realizada por Morley [64] para adaptação de fluxos em 
aplicações multimídia móveis. 
• &RQILJXUDomRGLQkPLFDFRPUHFRQILJXUDomRGLQkPLFDUma solução que explora este modelo 
foi apresentada por Rodriguez [65]. Este trabalho apresenta uma extensão da linguagem Lua [66] 
para dar suporte a configuração de aplicações baseadas em CORBA. Esta extensão inclui a 
definição de um ELQGLQJ baseado na interface DII do CORBA ('LQDPLF ,QYRFDWLRQ ,WHUIDFH), 
permitindo componentes CORBA serem dinamicamente incorporados em aplicações. Devido ao 
fato de Lua ser uma linguagem interpretada, ela provê flexibilidade para a criação de código 
dinamicamente. 
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Esta seção discute questões relacionadas com programação, configuração e adaptação de 
sistemas considerando requisitos e características de linguagens. Nesse contexto, a literatura apresenta 
algumas categorias de linguagens com estas finalidades, consistindo basicamente nas seguintes 
categorias: 
• /LQJXDJHQVSDUDLQWHUFRQH[mRGHPyGXORV (0RGXOH,QWHUFRQQHFWLRQ/DQJXDJHV - MILS) têm 
como objetivo descrever a estrutura de um sistema a partir de componentes previamente 
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implementados. MILS podem ser consideradas como linguagens para programação de 
granularidade grossa (SURJUDPPLQJ LQ WKH ODUJH), cujo papel consiste basicamente em integrar 
componentes que foram previamente programados seguindo a técnica denominada SURJUDPPLQJ
LQWKHVPDOO. MILS devem fornecer construções para identificar módulos de sistemas de VRIWZDUH 
e para definir especificações para montagens de programas. O objetivo é prover características 
de flexibilidade, legibilidade e manutenibilidade. Especificações em linguagens MILS não estão 
preocupadas com questões relacionadas com as funcionalidades do sistema, ou seja, como as 
principais partes do sistema estão embutidas dentro da organização, ou mesmo como os módulos 
individuais implementam suas funções. Experiências relacionadas com esta visão de 
programação no contexto de sistemas distribuídos foram desenvolvidas no escopo do Sistema 
STER [67] e nas linguagens de programação LPM e LCM [68]. 
• /LQJXDJHQVGH'HVFULomR$UTXLWHWXUDO$'/V são usadas para definir e modelar a arquitetura 
do sistema antes da implementação dos seus componentes. ADLs podem ser consideradas como 
ferramentas que dão suporte à programação de granularidade grossa (SURJUDPPLQJLQWKHODUJH), 
onde são descritos os elementos arquiteturais do sistema, como componentes, conexões, 
composição, propriedades não-funcionais, restrições e paradigmas de comunicação, entre outros. 
As ADLs normalmente apresentam construções e conceitos comuns em relação à maioria dos 
conceitos explorados nos modelos de desenvolvimento baseados em componentes [69].  
• /LQJXDJHQV GH &RQILJXUDomR apresentam construções para definição de especificações 
envolvendo aspectos da estrutura e controle do sistema. A configuração de uma aplicação deve 
permitir a utilização de componentes que são potencialmente desenvolvidos por terceiros e de 
forma totalmente independente. Linguagens de configuração não se constituem numa nova 
abordagem; por exemplo, a linguagem Darwin [70] foi definida com esse propósito no contexto 
do ambiente Regis [71], provendo o conceito de composição e de relações do tipo requisição e 
provisão de serviços. 
Uma técnica normalmente adotada para especificação de negociação em linguagens de 
configuração é definir contratos onde são indicadas obrigações e requisitos de componentes [72]. 
Devido à possibilidade de ocorrer incompatibilidades em uma composição entre componentes 
arquiteturais [73], a configuração deve tornar explícita certas características dos componentes, 
relacionadas por exemplo com o tipo do componente, o tipo da conexão, a arquitetura global, o 
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processo de construção e os requisitos não funcionais. Estes aspectos são tratados através de 
mecanismos de descrição de restrições (FRQVWUDLQWV). O uso de metaprogramação [27] permite a 
realização de consultas e inclusão dinâmica de novas informações estruturais do sistema, mecanismos 
fundamentais para a realização de negociações.  
Com o objetivo de facilitar o desenvolvimento de sistemas grandes e complexos a arquitetura de 
VRIWZDUH também define técnicas para descrição de sistemas de VRIWZDUH. A arquitetura define o sistema 
como um conjunto de componentes claramente separados e as respectivas regras e restrições de 
interação. A definição de uma arquitetura de VRIWZDUH é geralmente realizada nas primeiras etapas de 
um projeto, cujo objetivo consiste em conceber uma estrutura que atenda os requisitos funcionais e 
não-funcionais do sistema. Por outro lado, a tecnologia de componentes está mais preocupada com o 
processo de composição e configuração, envolvendo, entre outros aspectos, a seleção, a montagem e a 
distribuição de componentes em tempo de execução. A arquitetura constitui-se num meio para manter o 
conhecimento da estrutura da aplicação e do sistema durante a execução.  
Linguagens de programação orientadas ao desenvolvimento baseado em componentes devem 
fornecer abstrações para tratar os conceitos relacionados com componentes de VRIWZDUH e suporte para 
gerar e compor componentes. Prover suporte à programação de componentes no nível da linguagem 
facilita o gerenciamento estático da consistência em relação ao estabelecimento de restrições e 
negociações, desde que a linguagem seja aderente a um determinado modelo de referência.  
Para prover os requisitos de um sistema, os componentes definidos podem ser considerados 
como de propósito específico - definidos especialmente para um sistema, componentes reusáveis - 
desenvolvidos para uso em vários sistemas da organização, ou componentes de uso comercial (COTS).  
Para serem integrados, componentes pré-existentes eventualmente precisam de um “ código de 
cola” , ou algum nível de ajuste de comportamento do mesmo. Esta é uma abordagem WRSGRZQ 
normalmente utilizada para ajustar o componente de forma a atender os requisitos da aplicação. 
Naturalmente que esta abordagem não estimula o uso de componentes pré-existentes, em especial 
quando se trata de componentes não-comerciais, pois existe uma grande probabilidade de que estes 
componentes não se adaptem ao contexto do sistema. 
Outra abordagem consiste em iniciar analisando os requisitos do sistema para identificar os 
possíveis componentes candidatos que provêem suporte para estes requisitos. A especificação e seleção 
de componentes têm impactos nos requisitos finais e na arquitetura do sistema. Numa situação ideal, 
bastaria para o projetista de VRIWZDUH identificar os componentes adequados ao sistema e descrever uma 
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especificação com a configuração dos mesmos. Desde que os artefatos usados pelas abordagens da 
Arquitetura de 6RIWZDUH e da tecnologia de componentes envolvem os conceitos de componentes e 
composição, é natural que haja uma integração no uso de técnicas, ferramentas e métodos comuns. 
Assim, por exemplo, uma linguagem de descrição arquitetural pode ser usada como base para o projeto 
de um modelo de suporte à programação de sistemas baseados em componentes.  
Nesta linha, Crnkovic [74] sugere considerar, para efeito de seleção de componentes, 
propriedades associadas às funcionalidades e a aspectos não-funcionais dos componentes. Assim, a 
escolha de um componente pré-existente envolve um processo de análise e negociação. Por exemplo, 
uma propriedade não-funcional identificada para um componente candidato poderia se enquadrar numa 
classificação que o considera como componente com alto-nível de reusabilidade; outro candidato à 
seleção poderia ser um componente que tem uma propriedade associada representando um nível baixo 
de eficiência. A seleção de componentes é desta forma um processo complexo devido a incertezas e ao 
não-determinismo inerente do ambiente. A seleção deve ser baseada nas propriedades definidas no 
modelo arquitetural considerando a compatibilidade com a arquitetura definida, a qual descreve as 
propriedades não- funcionais do sistema. 
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Conforme foi introduzido nas seções anteriores, o desenvolvimento de sistemas multimídia 
distribuídos envolve muitos problemas. Recentemente, vários grupos de pesquisa e de desenvolvimento 
têm trabalhado e gerado propostas de novos modelos e plataformas de suporte para estes sistemas, 
porém, a cada dia surgem tipos diferentes de aplicações que apresentam novos requisitos. 
O suporte à adaptação tem um papel fundamental neste contexto. A análise e o estudo 
realizados indicam que as soluções caminham na direção do uso de plataformas de PLGGOHZDUH 
adaptativos e configuráveis explorando os conceitos de componentes e arquitetura de VRIWZDUH. A 
abordagem de tratar os componentes do sistema com uma visão arquitetural simplifica o processo de 
desenvolvimento, uma vez que o foco fica delimitado para a descrição das propriedades e 
relacionamentos associados com a arquitetura. Entretanto, o desenvolvimento baseado em componentes 
e o conceito de modelos arquiteturais ainda são abordagens novas no contexto da Engenharia de 
6RIWZDUH. Algumas questões ainda precisam ser pesquisadas no sentido de construir plataformas de 
suporte ao uso dessas tecnologias. Em particular, os aspectos de configuração de componentes e 
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aplicações precisam ser aprimorados para facilitar a geração de aplicações envolvendo muitos 
componentes, os quais, por sua vez, podem ser construídos usando outros componentes.  
A adaptação em sistemas distribuídos precisa preservar as características de cada componente 
individualmente, e ao mesmo tempo, tratar os requisitos gerais da aplicação considerando os 
relacionamentos e propriedades dos componentes distribuídos nas plataformas. Como componentes 
podem ser adquiridos de diferentes fornecedores, os quais certamente terão diferentes capacidades, é 
necessário prover mecanismos para dar suporte a negociações de propriedades e adaptações, de forma a 
atender os requisitos da aplicação. O problema é extremamente complicado devido à diversidade de 
abordagens envolvidas nas diversas camadas do VRIWZDUH. Há incompatibilidades até mesmo para 
mecanismos definidos na mesma camada. Desta forma, há uma necessidade evidente de soluções que 
ofereçam facilidades para integração de componentes adaptativos num universo complexo que é 
constituído pelos sistemas multimídia distribuídos. 
Sistemas adaptativos devem responder a esta dinamicidade de requisitos. Eles devem atuar de 
forma autônoma, negociando e modificando a composição do VRIWZDUH para atender, da melhor forma 
possível, às necessidades impostas pelas aplicações, sem colocá-las em situações de risco ou 
interrupção. Várias pesquisas tratam estas questões; no entanto, a maioria das experiências relatadas 
foram desenvolvidas em domínios específicos [10]. A dinamicidade dos ambientes e a complexidade 
do VRIWZDUH são elementos que dificultam o reuso das soluções em diferentes domínios.  
Apesar dos grandes avanços ocorridos em relação às tecnologias de suporte à adaptação 
composicional, explorar estas potencialidades envolve inúmeros desafios. Por exemplo, o projeto de 
reconfiguração requer, por parte do paradigma de programação, o suporte automático à verificação das 
propriedades funcionais e não-funcionais do sistema. 
Para prover consistência na realização de adaptação, o ambiente deve primeiramente certificar 
se todos os componentes apresentam as propriedades requeridas na especificação. Isto pode ser obtido 
selecionando componentes que tenham sido verificados e validados anteriormente através de técnicas 
tradicionais da engenharia de VRIWZDUH.  
Outra forma, pode ser através do uso de ambientes que geram automaticamente parte dos 
componentes a partir de especificações [21]. Esta abordagem foi explorada por Guimarães [19] no 
contexto de aplicações telemáticas. 
Deve-se destacar, entretanto, que ambas abordagens têm limitações. Pode ser difícil encontrar 
componentes que atendam plenamente os requisitos da aplicação; por outro lado, tratar a geração de 
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novos componentes durante a execução pode levar a situações de instabilidade da arquitetura [30]. A 
presente tese optou por explorar a primeira abordagem. Apesar da limitação indicada, esta abordagem 
foi escolhida devido ao potencial que ela oferece para realização de adaptações dinâmicas seguras 
através de mecanismos do tipo adaptação pré-programada. Nesta abordagem, a negociação e seleção de 
potenciais componentes podem ser realizadas antecipadamente com base na especificação da aplicação; 
considera-se portanto que componentes podem ser especializados e ajustados por processo de 
configuração, de modo a atender às necessidades do sistema. Nesta direção, um modelo de 
gerenciamento e negociação de propriedades [31] [75] [76] [77] foi definido como uma evolução das 
propostas PREMO [7] e $96WUHDPV [8]. Paralelamente, considerando as experiências envolvidas no 
desenvolvimento desta tese, Borelli [78] avançou com novas contribuições na linha de negociação de 
propriedades propondo o BRICKS, que é um modelo de componentes com suporte à composição 
baseada em negociação de propriedades de interfaces. 
 2EMHWLYR
 
Diante das motivações apresentadas, esta tese tem como objetivo conceber e desenvolver um 
IUDPHZRUN de PLGGOHZDUH (Cosmos) para configuração e gerenciamento de recursos e componentes da 
camada de PLGGOHZDUH de sistemas multimídia distribuídos abertos. O conceito de IUDPHZRUN 
normalmente está associado a técnicas de reuso no processo de desenvolvimento de VRIWZDUH [79] [80]. 
Johnson [79] define um IUDPHZRUN como um projeto reusável para todos, ou parte dos elementos de um 
sistema, sendo representado como um conjunto de classes abstratas e um conjunto de regras que 
descrevem as interações entre as instâncias destas classes. Outra definição explorada por Johnson 
considera um IUDPHZRUN como um arcabouço de uma aplicação que pode ser configurado pelo 
desenvolvedor da aplicação. As duas visões são complementares onde a primeira define a estrutura de 
um IUDPHZRUN e a segunda a sua função. Nos modelos de desenvolvimento baseados em componentes, 
o termo IUDPHZRUN de componentes está associado também à definição de uma infra-estrutura de 
suporte à execução de componentes [27]. Estas visões estão contempladas na tese e, de acordo com o 
modelo definido, Cosmos pode ser considerado como um IUDPHZRUN do tipo caixa-cinza [80]. 
Considerando o estado da arte em desenvolvimento de sistemas multimídia distribuídos, o 
projeto de um IUDPHZRUN para este tipo de aplicação deve tratar o problema na camada de PLGGOHZDUH. 
Atualmente, as plataformas de PLGGOHZDUH para sistemas multimídia distribuídos gerenciam a 
complexidade destes sistemas usando os conceitos de objetos e componentes.  Estas abordagens 
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fornecem várias facilidades, porém, ainda são limitadas em relação a alguns requisitos dos sistemas 
multimídia, como suporte para gerenciamento de fluxos e QoS (Seção 2.2). Assim, com o objetivo de 
superar estas limitações, o projeto do IUDPHZRUN Cosmos identifica e considera os seguintes requisitos 
relacionados com plataformas de PLGGOHZDUH para sistemas multimídia distribuídos [13] [16] [27][69], 
entre outros: 
• conectividade; 
• abordagem arquitetural; 
• QoS; 
• adaptação;  
• reconfiguração dinâmica; 
• reflexividade. 
Para tratar estas questões, os seguintes objetivos específicos foram definidos no contexto da 
tese: 
• Incorporar ao IUDPHZRUN funcionalidades inovadoras e mecanismos de suporte à 
adaptação compatíveis com os requisitos das aplicações multimídia baseadas na 
,QWHUQHW e dos Sistemas de Televisão Digital Interativa (TVDI). O processo de 
adequação e especialização do IUDPHZRUN deverá ocorrer através da especificação de 
uma configuração;  
• Implementar um protótipo do IUDPHZRUN e realizar uma instanciação do mesmo em um 
PLGGOHZDUH para sistemas de televisão digital interativa envolvendo os principais 
componentes da arquitetura. O objetivo da implementação consiste em analisar a 
arquitetura sob as capacidades relacionadas com a adaptação dinâmica da QoS em 
fluxos envolvendo a interconexão de componentes remotos, monitoramento e 
adaptação, ficando fora do escopo, as questões funcionais de sistemas de TVDI. 
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Um IUDPHZRUN de VRIWZDUH permite a construção de modelos extensíveis e adaptáveis [79] [80]. 
A adoção desta técnica para a definição do Cosmos deve-se ao fato dela favorecer a construção de 
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sistemas flexíveis, os quais podem ser adaptados para atender aos requisitos de novos tipos de 
aplicações, com rapidez e facilidade, reduzindo assim o esforço para construção de novos sistemas.  
O IUDPHZRUN Cosmos [75] [81] [82] explora o modelo de desenvolvimento baseado em 
componentes, provendo assim facilidades para reuso e adaptação. A abordagem consiste em reduzir a 
complexidade de desenvolvimento ao tratar elementos complexos como unidades que têm altos níveis 
de reusabilidade, ao mesmo tempo que esconde os aspectos de controle interno. O IUDPHZRUN 
contempla os principais elementos do modelo definido no Cosmos, como por exemplo, a representação 
e gerenciamento de recursos, propriedades, QoS e configuração. O IUDPHZRUN define  uma arquitetura 
geral de VRIWZDUH para projeto e desenvolvimento de sistemas de PLGGOHZDUH a partir da integração 
destes elementos, permitindo, inclusive, a extensão dos mesmos. Com base no modelo definido no 
Cosmos, o projeto de um sistema desvincula as várias visões relacionadas a aspectos funcionais, não-
funcionais, estruturais, de tecnologias e de especificação de aplicações, entre outros.  
Esta abordagem de desacoplar diferentes aspectos das aplicações contribui também para a 
provisão de características de flexibilidade, permitindo que a instanciação do IUDPHZRUN em 
plataformas específicas de PLGGOHZDUH trate e especialize cada aspecto individualmente. Por outro 
lado, o IUDPHZRUN permite reusar componentes que tratam aspectos básicos relacionados, por exemplo, 
com a representação e gerenciamento de recursos, propriedades, QoS e configuração. Devido ao uso 
da tecnologia de componentes, o IUDPHZRUN permite introduzir, trocar ou reconectar componentes do 
sistema, simplesmente analisando as propriedades dos componentes. 
A arquitetura definida estabelece que uma aplicação pode ser criada através de um processo de 
configuração, onde componentes são buscados, criados, customizados e eventualmente conectados a 
outros componentes. A adaptação ocorre através da configuração, reconfiguração e ajuste de 
propriedades dos componentes do PLGGOHZDUH e da aplicação. 
O IUDPHZRUN define um modelo básico de componentes e um modelo de metacomponentes que 
serve de base para especificação de configuração e para descrição de componentes do PLGGOHZDUH e de 
aplicações. Este modelo de metacomponentes contempla os elementos arquiteturais do IUDPHZRUN, de 
forma que uma linguagem de especificação para o Cosmos tem em sua essência as características de 
uma ADL ($UFKLWHFWXUDO 'HVFULSWLRQ /DQJXDJH). Neste modelo de especificação, aplicações e 
componentes podem ser especificados, construídos e configurados a partir do uso de outros 
componentes previamente desenvolvidos, através de técnicas de composição. 
&DStWXOR±,QWURGXomR
 
Os processos de gerenciamento de configuração e adaptação do PLGGOHZDUH e das aplicações 
envolvem tanto aspectos definidos estaticamente, como aspectos que somente serão conhecidos 
dinamicamente, ou seja, durante a execução da aplicação. A reconfiguração dinâmica leva em 
considera mecanismos de pré-programação, quando são estabelecidas as diretrizes para a verificação da 
consistência em um processo de adaptação, assim como análises dinâmicas envolvendo inspeção dos 
estados da plataforma e dos componentes da aplicação. 
Os conceitos de reflexividade e de ciclo de vida estão também presentes no Cosmos, 
constituindo-se em elementos fundamentais para o suporte ao gerenciamento de componentes da 
aplicação e dos recursos do sistema.  
No Cosmos, a reflexividade é baseada na definição de metacomponentes utilizados para 
descrever e representar os requisitos dos componentes da aplicação e do PLGGOHZDUH. 
Metacomponentes são suportados e gerenciados usando o conceito de propriedades [75]. O principal 
propósito dos metacomponentes consiste em prover metainformações para estabelecimento de acordos 
dinâmicos considerando as capacidades das plataformas, as propriedades dos recursos, os formatos de 
dados manipulados pelos recursos e as questões de QoS envolvidas em processos de captura, 
processamento, transmissão e exibição de mídia num conjunto diversificado de elementos. Para 
resolver conflitos (idealmente, de forma automática) e para gerenciar o processo, Cosmos define um 
componente central denominado Configurador. 
Como prova de conceito, o trabalho fez uma validação experimental do IUDPHZRUN Cosmos 
explorando os modelos de QoS [83] [84] e interconexão de componentes [85] [86] [87]. Esta validação 
foi realizada no contexto de um protótipo de um PLGGOHZDUH para sistemas de televisão digital 
interativa [31] [77] desenvolvido explorando os aspectos de configuração e gerenciamento de recursos 
definidos no Cosmos. Adicionalmente, o trabalho desenvolveu também uma aplicação exemplo 
envolvendo a captura, transmissão e apresentação de fluxo multimídia em uma plataforma distribuída. 
Nesta implementação foram especificados requisitos de QoS com o objetivo de testar os mecanismos 
de adaptação pró-ativa e reativa do Cosmos. 
Deve-se destacar que as plataformas de PLGGOHZDUH atuais para sistemas de televisão digital 
interativa não abordam questões de adaptação [88]. Entre outros requisitos para sistema TVDI, a 
análise apresentada em [88] destaca como essenciais os seguintes: reconfigurabilidade, adaptabilidade, 
reflexibilidade, ubiqüidade e mobilidade. Neste sentido, o presente trabalho foca o seu esforço no 
tratamento da adaptação, onde são considerados conceitos de PLGGOHZDUH adaptativos [11] [89]. Em 
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adição, sistemas de TVDI provêem um ambiente adequado para validar a proposta, pois nestes 
sistemas a complexidade é ampliada em relação aos sistemas multimídia tradicionais em razão das 
novas tecnologias que serão incorporadas.  
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A literatura apresenta uma diversidade de abordagens flexíveis e interessantes que exploram 
modelos de desenvolvimento baseados em componentes, principalmente em aplicações direcionadas 
para sistemas de informações corporativos. Nestas abordagens, o uso de servidores de aplicação tem 
sido vastamente explorado. No entanto, na área de sistemas multimídia distribuídos, onde requisitos 
temporais e de QoS, além de rígidos, apresentam variações intensas, a maioria das soluções foram 
experimentadas em sub-áreas específicas. Nesse sentido, características relacionadas à adaptação e QoS 
ainda precisam ser melhor investigadas, de forma a permitir a utilização delas adequadamente neste 
novo contexto de aplicações. Como princípio, novas soluções devem preservar requisitos essenciais 
como abstração e reusabilidade. Este trabalho se agrega ao esforço da comunidade, gerando as 
seguintes contribuições: 
• O IUDPHZRUN Cosmos, que provê uma arquitetura genérica da camada de PLGGOHZDUH para 
gerenciamento e configuração de recursos e componentes de sistemas multimídia distribuídos 
abertos. O IUDPHZRUN explora intensamente o conceito de propriedades na definição de 
metacomponentes, os quais dão suporte às características de reflexividade e adaptação 
dinâmica, tanto para componentes do PLGGOHZDUH, como para componentes da aplicação; 
• Um modelo de metacomponentes que dá suporte à adaptação, interoperabilidade e 
conectividade entre componentes desenvolvidos de forma independente de tecnologia. Este 
modelo funciona como base para definição de linguagens para descrição e configuração de 
aplicações e componentes; 
• Um modelo de gerenciamento de QoS que dá suporte à especificação e gerenciamento de uma 
variabilidade de parâmetros de QoS, no nível de configuração de aplicações; 
•  Um modelo genérico de interconexão de componentes que permite tratar, de forma totalmente 
transparente para a aplicação, questões relacionadas com distribuição, tecnologias, topologias e 
tipos de protocolos; 
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• Validação experimental da camada de gerenciamento e configuração de um PLGGOHZDUH para 
sistemas TVDI que foi projetado com base no IUDPHZRUN Cosmos. Esta validação foi realizada 
como prova de conceito, correspondendo às implementações de um protótipo do PLGGOHZDUH no 
contexto de um sistema específico e de uma aplicação exemplo.  
• Definição de um modelo de configuração e reconfiguração de aplicações independente de 
tecnologia. A abordagem consistiu em definir um modelo de metacomponentes para descrição 
de componentes do IUDPHZRUN e da aplicação. Uma instanciação do modelo foi realizada 
usando a tecnologia XML e utilizada para descrever a aplicação exemplo desenvolvida. 
• Uma linguagem de especificação de configuração de aplicações para uma plataforma de 
PLGGOHZDUH de TVDI baseada no Cosmos. 
Para produzir estes resultados, o presente trabalho realizou atividades relacionadas com 
pesquisa, estudo, análise e desenvolvimento, gerando  as seguintes publicações: 
• Um ciclo de vida estendido para o Modelo ISO/PREMO e sua implementação em ambiente 
CORBA [90]; 
• Um modelo para especificação formal da configuração de aplicações baseadas no PREMO 
[91]; 
• Especificação Formal de um Modelo de Sincronização Baseado no PREMO[92]; 
• Uma plataforma para programação multimídia baseada no modelo ISO/PREMO e sua 
Implementação [93]. 
• COSMOS: Um )UDPHZRUN para Configuração e Gerenciamento de Sistemas Distribuídos 
Abertos [81]; 
• “ Exploring an Open, Distributed Multimedia Framework to Design and Develop an Adaptive 
Middleware for Interactive Digital Television Systems”  [31]; 
• “ A Component-Based Configuration Framework for Open, Distributed Multimedia Systems”  
[75]; 
• “ A XML-Based Component Specification Model for an Adaptive Middleware of Interactive 
Digital Television Systems”  [76]; 
• Projeto e Implementação de um 0LGGOHZDUH para sistemas de Televisão Digital Interativa [77]; 
• Uma Arquitetura para Configuração e Gerenciamento de Recursos em um 0LGGOHZDUH para 
Sistemas de Televisão Digital Interativa [82]; 
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• Especificação e Gerenciamento de QoS em um 0LGGOHZDUH para Sistemas de Televisão Digital 
Interativa [83]; 
• “ QoS Specification and Management in a Middleware for Distributed Multimedia Systems”  
[84]; 
• Uma Arquitetura de Interconexão de Componentes para Sistemas Multimídia Distribuídos 
[85]; 
• Um Modelo de Interconexão de Componentes e sua Implementação em um 0LGGOHZDUH para 
Sistemas de Televisão Digital Interativa [86]; 
• “ A Component Interconnection Model for Interactive Digital Television”  [87]. 
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A presente tese está organizada na forma descrita a seguir. O Capítulo 2 aborda os principais 
aspectos relacionados com a tecnologia atual de PLGGOHZDUH e estabelece os principais requisitos no 
contexto dos sistemas multimídia distribuídos. Em seguida, o Capítulo 3 faz uma análise sobre o estado 
da arte onde são apresentados e discutidos alguns trabalhos e soluções relacionadas aos requisitos 
identificados no Capítulo 2. O Capítulo 4 apresenta o IUDPHZRUN Cosmos e descreve os modelos 
arquitetural e funcional do mesmo, bem como a arquitetura para suportar o gerenciamento de QoS e de 
interconexão entre componentes do IUDPHZRUN. Neste capítulo, são estabelecidas associações entre as 
interfaces funcionais definidas no Cosmos e o suporte aos requisitos indicados no Capítulo 2. Em 
seguida, o Capítulo 5 apresenta o PLGGOHZDUH AdapTV – um PLGGOHZDUH para sistemas de televisão 
digital interativa, baseado no Cosmos -, e uma descrição da implementação desse PLGGOHZDUH realizada 
como prova de conceito. Por fim, o Capítulo 6 apresenta algumas considerações finais envolvendo uma 
avaliação qualitativa do IUDPHZRUN proposto e uma análise comparativa com os principais trabalhos 
relacionados, concluindo com as perspectivas futuras. 
Na apresentação do IUDPHZRUN Cosmos, o texto destaca os principais conceitos relacionados. 
Para isto, no desenvolvimento do texto são apresentadas várias especificações envolvendo as APIs dos 
principais componentes, bem como a descrição de algumas classes que foram implementadas no 
protótipo do PLGGOHZDUH AdapTV. A representação adotada para os conceitos de componentes e as 
respectivas dependências foi a notação definida em [94]. Para representação dos elementos das 
arquiteturas, uma notação baseada em UML foi explorada intensivamente. A nomenclatura adotada 
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nestas APIs e, por conseguinte, também no texto, utiliza em grande parte termos na língua inglesa. Isto 
foi adotado com o objetivo de uniformizar as linguagens utilizadas para a especificação e 
implementação. 
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O presente capítulo discute a importância das tecnologias de PLGGOHZDUH no contexto de 
desenvolvimento de sistemas multimídia distribuídos. O capítulo inicia apresentando uma visão geral 
com as características de um sistema multimídia distribuído destacando que as soluções para estes 
sistemas envolvem níveis elevados de complexidade. Apesar do texto indicar que o uso de tecnologia 
de PLGGOHZDUH pode reduzir o nível de complexidade associado ao desenvolvimento desses sistemas, a 
análise apresentada mostra algumas limitações das arquiteturas de PLGGOHZDUH atuais com relação ao 
suporte à adaptação. Para finalizar, o capítulo apresenta alguns requisitos que foram identificados com 
o objetivo de dar suporte ao projeto e construção de plataformas de PLGGOHZDUH adaptativas. 
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Uma das principais características das aplicações multimídia que as diferenciam das aplicações 
tradicionais é o processamento integrado de múltiplas mídias. Em sistemas multimídia, além de texto, 
a informação pode ser representada através de áudio, vídeo, imagem, gráficos e animações [95]. 
Sistemas multimídia distribuídos são caracterizados por utilizarem computadores distribuídos 
ao longo de uma rede, implicando dessa forma em tráfego de informações multimídia. Esses sistemas 
envolvem tipicamente recursos específicos de KDUGZDUH (placas de captura de áudio e vídeo, por 
exemplo), bem como VRIWZDUH para codificação, processamento, transmissão, decodificação e 
apresentação de dados de mídia.  
Estes sistemas são complexos porque, além dos aspectos temporais envolvidos com as mídias 
áudio e vídeo das aplicações, deve-se considerar que elas poderão ser executadas em diversos tipos de 
dispositivos, com capacidades variadas de processamento e armazenamento, e diferentes interfaces 
com o usuário. Este fato impõe a adoção de diferentes interfaces de interação, dependendo do tipo de 
dispositivo e da tecnologia de acesso empregada. Como exemplo, podem-se citar os VHWWRSER[HV, que 
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são dispositivos atualmente utilizados para receber e decodificar sinais de TV. Estes dispositivos 
incorporam conceitos e mecanismos dos sistemas operacionais modernos, provendo assim interfaces 
para uso de serviços comuns como acesso à memória, discos rígidos e interfaces de rede. Desta forma, 
em adição aos serviços de televisão convencional, estes dispositivos permitem a exibição de conteúdos 
de mídia armazenada localmente, ou a execução de programas distribuídos juntamente com o fluxo 
multimídia. Com estas facilidades, um telespectador pode, por exemplo, realizar interações com a 
estação produtora / transmissora de conteúdo de TV, de forma a estabelecer um canal de 
interatividade.  
Outro fato que merece destaque é a atual evolução da computação ubíqua com o crescimento 
no uso de dispositivos móveis, como PDAs e telefones celulares. Estes dispositivos atualmente têm 
capacidade de processamento e resolução que suportam o processamento de aplicações multimídia. E 
mais ainda, eles também oferecerem interfaces que provêem suporte para conectividade à rede. 
Apesar deste cenário heterogêneo e diversificado, pode-se constatar que as atuais aplicações 
multimídia ainda são construídas para serem executadas em plataformas e arquiteturas específicas 
[11]. Neste contexto, o princípio da reusabilidade se limita à construção de aplicações que manipulam 
dispositivos e formatos de dados específicos. Muitas das soluções ainda são construídas usando uma 
abordagem centralizada, onde o processamento se restringe ao escopo da plataforma e do sistema. A 
rede normalmente é utilizada apenas para transmissão de dados, sem obviamente explorar o grande 
potencial que ela oferece como fonte de recursos e componentes que proliferam rapidamente.  
Mídias digitais normalmente requerem recursos computacionais mais poderosos com relação à 
capacidade de processamento, armazenamento e transmissão. Mesmo utilizando dispositivos para 
compressão de dados, ainda assim a demanda de banda passante em um sistema multimídia não é 
atendida por grande parte das tecnologias de rede atuais. Por outro lado, dispositivos móveis com 
pouca capacidade de processamento poderiam ser beneficiados através da utilização de recursos 
distribuídos na rede, que poderiam fazer a conversão do fluxo original para um formato compatível 
com as suas capacidades utilizando técnicas de adaptação executadas no servidor [96]. 
A indisponibilidade de alguns recursos no sistema, temporária ou não, em função do 
compartilhamento ou sobrecarga da rede, pode causar dificuldades em manter a qualidade de serviço 
exigida pela aplicação. Este problema é agravado na ,QWHUQHW devido, principalmente, ao não-
determinismo intrínseco da rede. Há várias tentativas para tratar estas questões [97], porém o que se 
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percebe na prática é que muitas das soluções manipulam estes problemas olhando e atuando nas 
extremidades dos fluxos [98] [99]. 
A qualidade de serviço está portanto fortemente relacionada com políticas de gerenciamento de 
recursos [7] [100]. Os recursos necessários à execução de serviços multimídia envolvem tipicamente 
dispositivos de captura e exibição, bem como recursos de sistema (memória, CPU, rede, etc.) que 
normalmente são interconectados adotando um estilo arquitetural do tipo SLSHILOWHU [7] [101]. É 
possível que estes recursos sejam compartilhados, o que pode ocasionar situações de conflito. Cabe à 
política de gerenciamento de recursos antecipar-se e solucionar essas situações. É tarefa do sistema 
operacional fornecer mecanismos para gerenciamento de recursos, porém esta abordagem pode ser 
considerada de baixo nível. A gerência sobre esses recursos pode, no entanto, ser tratada em um nível 
mais alto de abstração através de serviços de PLGGOHZDUH (camada de VRIWZDUH entre o sistema 
operacional e a aplicação) [102]. Tais serviços propiciam à aplicação simplicidade e transparência no 
uso e compartilhamento de recursos. A representação lógica de um recurso do sistema é 
freqüentemente denominada no PLGGOHZDUH como recurso virtual [7] [8] [100], ao passo que a 
interconexão entre recursos, por conexão virtual [7]. 
A caracterização dos requisitos de QoS de uma aplicação depende das características das 
mídias envolvidas e dos requisitos dos usuários. É natural que exista uma variação inerente à 
sensibilidade de cada indivíduo. No entanto, para a execução de um serviço de qualidade, existe um 
limite mínimo de requisitos de apresentação cuja não obediência causa desconforto a qualquer 
indivíduo, bem como um limite superior a partir do qual é indiferente [103]. Desta forma, o 
gerenciamento de QoS deve levar em conta esses dois critérios. Além disso, ele precisa verificar se há 
disponibilidade dos recursos necessários à execução dentro desses limites, o que nem sempre é 
possível, uma vez que os sistemas multimídia distribuídos estão sujeitos a sobrecargas, falhas na rede e 
à própria capacidade dos recursos no local de destino. 
Dessa forma, para prover flexibilidade, é comum oferecer um grau de liberdade na seleção de 
QoS nos sistemas multimídia distribuídos [9], cujo nível de negociação está entre os requisitos do 
cliente, as restrições impostas pela aplicação e a disponibilidade de recursos da plataforma. 
Políticas para gerenciamento de recursos envolvem aspectos estáticos, como especificação de 
QoS, negociação para escolha de formatos para codificação/decodificação de mídia e controle de 
admissão, bem como aspectos dinâmicos relacionados com monitoramento, manutenção e 
renegociação de QoS, para fins de adaptação.
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A especificação de QoS tem como função descrever os requisitos de QoS da aplicação, ou seja, 
uma descrição tem um papel análogo ao de um contrato que rege as normas de configuração e 
operação da aplicação. 
A negociação tem como objetivo selecionar valores apropriados para os parâmetros de QoS 
que possam cumprir os requisitos da especificação. 
O controle de admissão tem a finalidade de determinar se o sistema pode atender uma 
requisição de recursos em um determinado tempo. Logo após a verificação da viabilidade de uma 
requisição, o sistema deve realizar a reserva e aquisição efetiva do correspondente recurso. 
O monitoramento de QoS consiste em verificar, em tempo de execução, se os recursos alocados 
à aplicação estão compatíveis com o contrato, ou seja, se os valores dos parâmetros de QoS estão 
dentro dos requisitos estabelecidos na especificação, relatando eventuais violações. Caso ocorram 
violações, as discrepâncias em relação ao contrato especificado devem ser consideradas pelo processo 
responsável por realizar a adaptação. 
 
 
 
Outra questão que gera complexidade no desenvolvimento de sistemas multimídia é a 
sincronização de fluxos [95]. O problema consiste em assegurar que os dados de cada fluxo trafeguem 
numa cadência tal que possam ser exibidos no tempo esperado (sincronização LQWUDVWUHDP), e mais 
ainda, que sejam sincronizados fluxos inter-relacionados (sincronização LQWHUVWUHDP). Desta forma, a 
sincronização neste contexto envolve relações temporais entre dados de mídia contínua. Na 
sincronização LQWUDVWUHDP, a relação temporal está associada com os elementos do próprio fluxo, como 
por exemplo, os quadros de um fluxo de vídeo. Normalmente, esta relação é expressa em número de 
quadros por segundo, implicando em manter a taxa e reduzir o MLWWHU (variação estatística do retardo). 
Na sincronização LQWHUVWUHDP a relação temporal estabelece uma vinculação entre elementos de 
diferentes fluxos com o objetivo de minimizar o deslocamento entre referências temporais associadas. 
Um exemplo clássico consiste na sincronização labial envolvendo fluxos de áudio e vídeo. Blakowsky 
[95] apresenta uma tabela com parâmetros indicando níveis de discrepâncias aceitáveis para 
sincronização LQWHUVWUHDPV envolvendo elementos das principais mídias.  
A sincronização em geral envolve duas fases: a primeira normalmente é estabelecida de forma 
natural, no processo de captura, ou explicitamente quando os dados de mídia forem produzidos em um 
processo de edição. Na segunda fase, as relações temporais são usadas para restaurar a sincronização 
durante a apresentação dos dados da mídia. Desta forma, para realizar a sincronização, há necessidade 
de introduzir o conceito de relógio para gerar marcas de tempo (WLPHVWDPSV) associados aos dados de 
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mídia. O gerenciamento da sincronização consiste em observar os respectivos WLPHVWDPSV e tentar 
manter as relações originais, podendo ser realizado em várias camadas, envolvendo diferentes graus de 
precisão. Tanto na sincronização LQWUDVWUHDP, quanto na LQWHUVWUHDP, os respectivos WLPHVWDPSV 
denotarão a correção e a QoS do fluxo. Para ajustar a sincronização, técnicas como descartar quadros 
podem ser aplicadas [93], porém alguns cuidados especiais devem ser tomados; por exemplo, em 
quadros de um GOP (*URXSRI3LFWXUHV) de um fluxo de vídeo MPEG [104], o descarte de um quadro 
I faria com que os quadros P e B não fossem decodificados corretamente. 
Visando diminuir a complexidade dos problemas discutidos, várias soluções têm sido propostas 
na literatura definindo plataformas na camada do PLGGOHZDUH. As seções seguintes apresentam uma 
análise envolvendo as tecnologias empregadas nas arquiteturas de PLGGOHZDUH atuais. 
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Para tratar a complexidade envolvida no processo de desenvolvimento, gerenciamento e 
adaptação de sistemas multimídia distribuídos, vários esforços têm sido empreendidos nos últimos 
anos na camada de PLGGOHZDUH. Inicialmente, as preocupações de projetos de PLGGOHZDUH estavam 
relacionadas com o suporte à distribuição. Entretanto, as tecnologias atuais de KDUGZDUH e VRIWZDUH 
têm evoluído muito rapidamente, de modo que novos requisitos de sistemas e aplicações precisam ser 
considerados também na camada de PLGGOHZDUH. Assim, o desafio consiste em conceber soluções de 
PLGGOHZDUH flexíveis e adaptativas que possam incorporar novos requisitos. Nessa direção, a literatura 
tem mostrado uma tendência para definições de arquiteturas baseadas em componentes de VRIWZDUH 
associadas aos conceitos de reflexividade, conforme pode ser observado nas discussões seguintes.  
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Um conceito fundamental presente na maioria das plataformas de PLGGOHZDUH iniciais é o de 
orientação a objetos. As abordagens baseadas nos conceitos de objetos surgiram no contexto de 
plataformas distribuídas, com os seguintes objetivos: 
• Facilitar o processo de desenvolvimento de sistemas distribuídos através da definição de 
abstrações de níveis mais altos que embutem consistência e ocultam detalhes específicos, 
como por exemplo, interfaces de acesso a redes e a serviços de sistemas operacionais, 
simplificando desta forma os requisitos da aplicação. 
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• Estabelecer diretrizes para o processo de desenvolvimento envolvendo aspectos de 
interoperabilidade e interconexão entre componentes do sistema. 
• Permitir e simplificar o processo de integração de componentes desenvolvidos por 
diferentes fornecedores de tecnologias de KDUGZDUH e VRIWZDUH. 
• Coordenar o processo de criação e execução de aplicações. 
Nesse contexto, as abordagens CORBA[8], DCOM[5], Java RMI [6] e ACE [16] merecem 
destaque pelo papel que desempenham em relação à maioria dos fundamentos que são explorados nas 
soluções atuais. A preocupação dessas abordagens em ocultar detalhes específicos de arquitetura 
permite tratar, de maneira simplificada e uniforme, a heterogeneidade dos possíveis ambientes 
(dispositivos, sistemas operacionais e redes). Esta foi uma das principais preocupações que motivou o 
desenvolvimento do mecanismo de chamadas remotas de procedimentos (RPC) [105] – a tecnologia 
precursora do conceito de PLGGOHZDUH. Vale a pena destacar que esta preocupação está presente em 
várias propostas como o PREMO [7], $96WUHDPV [8] e 'LUHFWVKRZ [106]. 
O uso dos conceitos de objetos na construção de aplicações multimídia distribuídas incorpora 
as características do modelo cliente-servidor. No entanto, o desenvolvimento de aplicações para 
manipulação de fluxos de mídia usando o modelo cliente-servidor tem limitações uma vez que o 
controle ocorre em  um nível muito alto [107]; clientes e servidores são aplicações monolíticas, 
geralmente desenvolvidas para um único cenário, não podendo ser facilmente modificadas. Usando 
esta abordagem, haveria uma certa dificuldade, por exemplo, para distribuir um processo de produção 
de conteúdo de TV de um servidor centralizado para diferentes estações geradoras e transmissoras de 
conteúdo, especialmente se cada estação utilizar em seus estúdios tecnologias e formatos de 
codificação diversificados. Assim, mecanismos de adaptação dinâmica são elementos essenciais para 
plataformas de PLGGOHZDUH darem suporte ao desenvolvimento e execução destes sistemas [107] [108]. 
Outras limitações citadas na literatura são listadas a seguir: 
• 0HFDQLVPRVGH LQWHUDomR LQDGHTXDGRVSDUD WUDQVPLVVmRGH IOX[RVGHPtGLDFRQWtQXD: o 
estilo básico de interação do modelo de objetos consiste em operações do tipo UHTXHVWUHSO\, 
não sendo semanticamente adequado para lidar com os requisitos de QoS relacionados com o 
gerenciamento de transmissão de fluxo de mídia contínua [12]. 
• $XVrQFLD GH XP PHFDQLVPR GH HVWUXWXUDomR FODUD GRV DVSHFWRV IXQFLRQDLV: segundo a 
análise de Wang [107], plataformas de PLGGOHZDUH baseadas em objetos tratam as interfaces no 
contexto de contratos em que objetos desempenham papéis como cliente ou servidor. Nestas 
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abordagens, não há mecanismos para desacoplar as dependências relacionadas entre os objetos 
que colaboram nas implementações de outros objetos. Ou seja, se houver a necessidade de usar 
uma implementação provida por outro objeto, requer-se por parte da implementação a 
explicitação desta conexão, criando um vínculo de acoplamento forte. Assim, na programação 
de uma aplicação distribuída complexa, os desenvolvedores da aplicação devem identificar e 
interconectar todos os serviços e suas respectivas dependências, o que pode provocar um baixo 
nível de reusabilidade. 
• $XVrQFLD GR FRQFHLWR GH VHUYLGRUHV GH FRPSRQHQWHV JHQpULFRV segundo Wang [107], 
sistemas de PLGGOHZDUH baseados em objetos não provêem IUDPHZRUNV para realização de 
tarefas gerais como incializar o servidor e as políticas de QoS, nem tampouco mecanismos de 
gerenciamento em tempo de execução para cada componente. Este fato conduz a 
implementação DGKRF de servidores com altos níveis de dependência com a plataforma e a 
aplicação, levando ao aumento da complexidade da evolução. 
• 'LILFXOGDGHV SDUD PDQWHU D FRQVLVWrQFLD HP XP SURFHVVR GH GHFRPSRVLomR WRSGRZQ: 
segundo Zhang [109], a abordagem de decomposição WRSGRZQ, tradicional em plataformas de 
PLGGOHZDUH que precisam mudar dinamicamente a estrutura de sua arquitetura, é inadequada. 
Como normalmente a modularização de um projeto neste contexto envolve o tratamento de 
requisitos ortogonais, o nível de complexidade associado se torna muito elevado, uma vez que 
a lógica de tratamento de um requisito pode afetar as lógicas de tratamento dos demais. Desta 
forma, usando modelos tradicionais, seria difícil manter a arquitetura consistente em relação a 
abstração inicial de alto nível. Assim, fica praticamente impossível desacoplar as várias 
abordagens, principalmente quando os requisitos associados ao domínio do PLGGOHZDUH podem 
mudar freqüentemente.  
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Uma abordagem empregada recentemente para superar as limitações citadas em relação à 
tecnologia de orientação a objetos é a adoção do modelo de desenvolvimento baseado em 
componentes. O modelo de componentes permite a criação de uma fronteira virtual envolvendo os 
componentes da aplicação; componentes interagem com outros componentes através de interfaces bem 
definidas e relacionadas por critérios de dependência. Em adição, existem atualmente várias 
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abordagens que definem mecanismos e padrões para composição e execução de componentes em 
servidores de componentes genéricos, como, por exemplo o modelo CCM [21] [110]. 
Componentes são entidades de implementação que exportam um conjunto de interfaces para 
que outros componentes possam usar suas funcionalidades. Componentes podem também indicar que 
precisam (requisitam) de funcionalidades que serão providas por outros componentes, definidos e 
implementados fora de seu escopo. 
Tecnologias de suporte ao conceito de componentes, como por exemplo o CCM [110], definem 
um mecanismo denominado &RQWrLQHU para prover um ambiente de suporte em tempo de execução 
para os componentes, contemplando por exemplo, mecanismos para notificação e tratamento de 
eventos, transação e segurança, entre outros. 
A popularização da tecnologia de componentes através da definição de alguns modelos como 
CCM [21] [110], .NET [111] e EJB [112], tem permitido aumentar a escala de aplicações distribuídas 
através das facilidades de uso de componentes prontos, tipo COTS. Estes componentes são 
distribuídos em módulos que podem ser implantados em diferentes plataformas computacionais. 
)UDPHZRUNV geradores de aplicação como o J2EE [113] e JBoss [114] podem ser adquiridos para dar 
suporte ao gerenciamento de componentes. 
Embora o reuso de componentes básicos seja importante, o maior benefício do modelo está na 
possibilidade de construir componentes de nível mais alto utilizando outros componentes através de 
mecanismos de composição, e em última instância, na composição de aplicações. 
As técnicas de composição ainda não estão maduras como nos sistemas de produção e 
montagem de componentes de KDUGZDUH. Entretanto, a meta idealizada consiste em buscar uma 
aproximação em que o processo de desenvolvimento de sistemas de VRIWZDUH complexos possa ser 
realizado através de técnicas de composição utilizando e configurando componentes pré-existentes 
[115]. 
Os principais papéis relacionados com as etapas que compõem o ciclo de vida de 
desenvolvimento baseado no uso de componentes, resumem-se nos seguintes: 
• 3URMHWLVWDV GH FRPSRQHQWHV - entidades responsáveis por definir as características dos 
componentes; seu papel de atuação está voltado para o nível de descrição das interfaces dos 
componentes. 
• ,PSOHPHQWDGRUHV GH FRPSRQHQWHV - entidades responsáveis pelas implementações dos 
componentes. 
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• (PSDFRWDGRUHVGHFRPSRQHQWHV - entidades responsáveis por empacotar implementações de 
componentes observando suas respectivas propriedades. 
• 0RQWDGRUHV GH FRPSRQHQWHV - elementos responsáveis pela seleção das implementações e 
composição dos mesmos em aplicações. 
• &RQILJXUDGRUHV ('HSOR\HUV): correspondem às entidades responsáveis pela distribuição, 
instalação e configuração de montagens de componentes em servidores de componentes. 
Sistemas distribuídos de larga abrangência requerem a integração de muitos componentes de 
KDUGZDUH e de VRIWZDUH, normalmente desenvolvidos de forma independente. Apesar da tecnologia de 
componentes ter atingido um bom nível de maturidade para uso em larga escala em sistemas 
comerciais, a tecnologia não está suficientemente madura para suportar o desenvolvimento de sistemas 
em domínios que envolvem a interconexão de componentes distribuídos com restrições temporais 
críticas e de QoS [115]. Nestes domínios, o desenvolvimento constitui-se ainda numa tarefa complexa. 
Cabe então ao PLGGOHZDUH reduzir o esforço de desenvolvimento do VRIWZDUH através da utilização de 
técnicas de composição que favoreçam a reusabilidade nestes domínios. As plataformas atuais de 
PLGGOHZDUH convencionais falham ao proverem abstrações para suporte de QoS que forçam os 
desenvolvedores controlarem e assegurarem a QoS através de mecanismos imperativos nas respectivas 
implementações [107].  
Deve-se observar que muitas das questões relacionadas com o gerenciamento de QoS não 
podem ser implementadas isoladamente, dentro das fronteiras de um componente, devido as seguintes 
limitações: 
• A provisão de QoS deve ser feita levando em consideração uma abordagem fim-a-fim. Ou seja, 
todos os elementos envolvidos numa interação podem ser afetados. A introdução de lógica de 
gerenciamento de QoS para dentro do componente pode afetar inclusive a própria reusabilidade 
do mesmo. 
• Alguns aspectos relacionados com recursos específicos de baixo nível, como por exemplo, 
gerenciamento de WKUHDGV, só podem ser suportados no contexto de um componente servidor de 
WKUHDGV. Uma vez que desenvolvedores de componentes freqüentemente não têm 
conhecimento, a priori, sobre a forma como outros componentes devem operar, não parece 
correto deixar sob sua responsabilidade a tarefa de gerenciar a provisão de QoS. 
• Certos mecanismos de garantia de QoS, tais como configurações de conexões não-
multiplexadas entre componentes afetam a capacidade de interconexão. Como implementações 
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reusáveis de componentes não sabem antecipadamente como os componentes serão 
configurados numa composição, não é possível que uma implementação de componente trate 
todos os possíveis tipos de aprovisionamento de QoS isoladamente.  
• Muitas políticas e mecanismos de suporte a QoS requerem a instalação de ferramentas que 
precisam de adaptações e configurações específicas. Entretanto, algumas políticas que 
requeiram, por exemplo, baixa latência de um canal e alta vazão, podem ser incompatíveis com 
as capacidades da plataforma. Assim, seria difícil prover suporte para QoS nos componentes 
sem conhecer os requisitos de todos os elementos envolvidos no contexto fim-a-fim. 
Ou seja, trazer o gerenciamento de QoS para dentro do componente de forma prematura, 
requereria uma implementação para cada cenário. Este acoplamento afetaria e neutralizaria um 
beneficio básico do modelo de componentes: separação da funcionalidade do gerenciamento. 
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As pesquisas relacionadas com arquiteturas e serviços de PLGGHZDUH têm evoluído bastante. O 
objetivo estabelecido consiste em suprir as necessidades que vão sendo impostas pelas novas 
aplicações. Assim, é importante que uma solução atual dê suporte à adaptação e inclusão de novas 
tecnologias; infelizmente isto ainda não ocorre na maioria das plataformas de PLGGHZDUH, uma vez que 
eles definem seus componentes como “ caixas-pretas” . Alguns IUDPHZRUNV como o OpenORB [20] e 
QuO [9] têm procurado dar suporte à adaptação em plataformas de PLGGOHZDUH com abrangência mais 
genérica. Outros focam a adaptação no contexto de domínios específicos de aplicações, como os 
IUDPHZRUNVSyngo [116], TINA [14], RT-CORBA [117], TAO [118] e CM-TEL [19].  
A abordagem do presente trabalho consiste em identificar requisitos gerais de projeto que dêem 
ao PLGGOHZDUH características de generalidade e ao mesmo tempo, capacidades de adaptação para ser 
instanciado em ambientes específicos de suporte a aplicações multimídia. Os principais requisitos 
identificados são listados nas seções seguintes. 
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Atualmente, existe uma variedade de tecnologias na área de telecomunicações que dão suporte à 
conectividade de vários tipos de dispositivos e plataformas, envolvendo desde supercomputadores e 
GHVNWRSV até dispositivos como PDAs e 6HWWRSER[HV. Há também uma diversidade de tipos de 
aplicações; algumas delas, como as aplicações multimídia distribuídas precisam transmitir dados de 
fluxos de áudio e vídeo. Neste universo onde a conectividade envolve a integração de uma diversidade 
de elementos, pode-se constatar que muitos sistemas ainda não oferecem suporte adequado para 
realizar esta integração [97]. Neste contexto, este trabalho faz uma análise destes requisitos 
considerando como base os modelos para processamento distribuído aberto definidos nas arquiteturas 
de comunicação apresentadas nas propostas NMM[11] e RM-ODP[13].  
O Modelo de Referência RM-ODP descreve uma arquitetura de comunicação que trata vários 
aspectos e conceitos relacionados com processamento distribuído. O PLGGOHZDUH NMM – um 
PLGGOHZDUH que incorpora muitos conceitos do modelo de referência ODP -, permite controlar e 
conectar dispositivos multimídia que utilizam diferentes tecnologias.  
Para dar suporte às aplicações distribuídas, os conceitos de grupo e comunicação PXOWLFDVW são 
fundamentais. No entanto, tratar aspectos não-funcionais associados a parâmetros de QoS, GHOD\, MLWWHU 
e confiabilidade em canais PXOWLFDVW, onde poderão estar interconectados elementos de diferentes 
tecnologias, envolve muita complexidade; neste caso, o PLGGOHZDUH deve tratar simultaneamente e de 
forma integrada, questões relacionadas com configuração, topologia de comunicação, semântica de 
comunicação, funcionalidade distribuída e orquestração (sincronização envolvendo relacionamentos 
entre diferentes fluxos). 
Assim, considerando as análises apresentadas na literatura [7] [11] [13] [119], os seguintes 
requisitos foram identificados como base para dar suporte à conectividade: 
• $FHVVR DRV FRPSRQHQWHV GH IRUPD WUDQVSDUHQWH j GLVWULEXLomR: para facilitar o 
desenvolvimento e a construção de uma aplicação distribuída, o PLGGOHZDUH deve oferecer 
mecanismos para a aplicação acessar e controlar, de forma transparente à localização, os 
componentes da aplicação. 
• ,QWHUFRQH[mR GH FRPSRQHQWHV GH IRUPD LQGHSHQGHQWH GH GLVWULEXLomR antes de ativar a 
aplicação (transmissão do fluxo), é preciso realizar as conexões entre os componentes 
envolvidos no fluxo. Para prover flexibilidade, o PLGGOHZDUH deve dar suporte ao 
estabelecimento de ELQGLQJV flexíveis e configuráveis. A definição de ELQGLQJV deve permitir a 
construção e gerenciamento de fluxos de forma transparente em relação aos conceitos de grupos, 
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tecnologias de comunicação, topologias e QoS. Como a maioria das soluções atuais tratam os 
componentes como “ caixas-pretas” , as definições de ELQGLQJV nessas abordagens não permitem 
a realização de inspeções, nem tampouco alterações de comportamentos. Nestas abordagens, há 
dificuldades para introduzir mecanismos de monitoração e adaptação de parâmetros de QoS 
relacionados com, por exemplo, MLWWHU e GHOD\. 
•  7UDQVSDUrQFLDHPUHODomRjVLQFURQL]DomRGLVWULEXtGD: como os componentes de um fluxo 
distribuído estão potencialmente espalhados em diferentes computadores, o PLGGOHZDUH precisa 
prover facilidades para a realização da sincronização distribuída. Neste caso, o processo de 
sincronização deve ser abstraído da aplicação, que deve se preocupar apenas com a 
especificação dos parâmetros de QoS associados. 
• 6XSRUWH j FRQILJXUDomR H UHFRQILJXUDomRGH IOX[RV HP VLVWHPDVGLVWULEXtGRVPara prover 
flexibilidade, o PLGGOHZDUH deve suportar a realização dinâmica de ELQGLQJV, de modo a 
introduzir ou remover elementos associados a um fluxo.
Nos modelos ODP e NMM, as questões relacionadas com a realização de ELQGLQJV são tratadas 
através de um componente denominado canal. 
 $ERUGDJHP$UTXLWHWXUDO
 
Sistemas multimídia distribuídos abertos devem ter capacidades para serem ajustados 
dinamicamente em função das características e estado da plataforma. Considerando que o nível de 
complexidade para tratar a adaptação no contexto das aplicações multimídia distribuídas é elevado, 
uma forma indicada para gerenciar estas questões é usar técnicas baseadas na arquitetura de VRIWZDUH. 
Segundo Shaw [120], definir uma arquitetura de VRIWZDUH consiste em descrever em alto-nível, os 
elementos arquiteturais envolvidos - “ elementos visíveis externamente”  -, os relacionamentos, as 
interações entre eles, os padrões de composição e as principais propriedades dos elementos da 
arquitetura. 
Analisando os modelos definidos em CORBA [8], ODP [13] e a diversidade de requisitos e 
estilos arquiteturais [121] [122], foram identificadas e destacadas as seguintes características 
fundamentais para plataformas de suporte às aplicações multimídia distribuídas: 
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• *HQHUDOLGDGHo PLGGOHZDUH deve identificar funcionalidades comuns para serem encapsuladas 
em componentes gerais, como por exemplo, componentes com funcionalidades de 
gerenciamento.  
• ([WHQVLELOLGDGH: O PLGGOHZDUH deve permitir a definição e incorporação de novos 
componentes, assim como a introdução de novas funcionalidades.  
• &RQILJXUDELOLGDGH: o PLGGOHZDUH deve permitir que usuários controlem ou ajustem as 
funcionalidade e propriedades dos componentes de acordo com os propósitos da aplicação. Ou 
seja, o PLGGOHZDUH deve permitir a seleção de protocolos adequados ao tipo da aplicação, ou por 
exemplo, em plataformas mais restritas como a de sistemas embutidos, permitir que se defina 
uma versão reduzida de funcionalidades. Aspectos não-funcionais também devem ser indicados. 
• ,QWHURSHUDELOLGDGH: o PLGGOHZDUH deve permitir que elementos de uma plataforma distribuída 
sejam capazes de interagir com outros elementos na plataforma, independentemente das 
tecnologias ou linguagens que eles tenham sido implementados.  
• (YROXomR: o PLGGOHZDUH deve considerar que poderão ocorrer evoluções de forma que possa 
incorporar novas tecnologias como, por exemplo, diferentes tipos de mídia e novos algoritmos 
de compressão. 
• 6XSRUWH SDUD FRPSRQHQWHV GH JUDQXODULGDGH ILQD H JURVVD. O PLGGOHZDUH deve prover 
suporte para gerenciar componentes de granularidade grossa, como por exemplo, sistemas e 
aplicações, bem como componentes com granularidade fina através dos quais são realizadas as 
construções dos sistemas e das aplicações. 
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Para dar suporte à adaptação dinâmica, o sistema deve permitir a realização de ajustes no seu 
comportamento em resposta, por exemplo, a mudanças dos requisitos da aplicação ou do ambiente. 
Existem várias situações em que adaptações poderão ocorrer, incluindo, entre outras: mudanças nos 
parâmetros de QoS da aplicação, mudanças nos parâmetros de QoS da rede, inclusão de novos 
componentes, detecção de desvios da QoS estabelecida e solicitação de adaptação originada por 
iniciativa da própria aplicação 
Mudanças originadas por decisão do sistema (PLGGOHZDUH) estão normalmente relacionadas a 
variações de QoS, ou à indisponibilidade temporária de recursos ou a adaptações pré-programadas. Em 
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particular, as questões de QoS são críticas no contexto dos sistemas multimídia distribuídos. Em razão 
disso, elas são vastamente discutidas na literatura; entretanto, o suporte ao gerenciamento desses 
aspectos ainda se constituem em desafios no contexto dos modelos de desenvolvimento baseados em 
componentes. A seguir, considerando algumas discussões levantadas na literatura [10] [123] [124], o 
texto destaca os seguintes requisitos para o gerenciamento de QoS: 
• *HUHQFLDPHQWRGLQkPLFRGH4R6: aplicações devem ser capazes de especificar os requisitos 
de QoS desejados, assim como alterá-los dinamicamente. Cabe então ao PLGGOHZDUH prover a 
QoS requisitada e suportar eventuais adaptações mediante mudanças de requisitos e 
disponibilidade de recursos. 
• (YROXomRGRVUHTXLVLWRVGH4R6 como novos tipos de mídia e aplicações poderão surgir, o 
PLGGOHZDUH deve ser capaz de incorporar novas características e algoritmos de gerenciamento 
de QoS. 
• 3ROtWLFD GH FRQWUROH GH 4R6 com o objetivo de prover características de simplicidade, o 
PLGGOHZDUH deve ter condições para decidir automaticamente entre este ou aquele formato de 
mídia. No entanto, considerando o largo espaço que existe entre a visão do usuário e os 
parâmetros de QoS dos recursos de uma plataforma, muitas das decisões e escolhas precisam de 
diretrizes para condução do processo de mapeamento da visão do usuário, bem como da 
adaptação. Neste sentido, usuários devem ter a opção de especificar políticas de mapeamento, 
negociação, escolha de propriedades, monitoramento e adaptação. Por exemplo, deve-se 
permitir que a aplicação indique possíveis estados de degradação, bem como políticas a serem 
utilizadas pelo PLGGOHZDUH para realizar a adaptação. Assim, para estabelecer que a QoS de um 
vídeo precisa ser monitorada, o desenvolvedor deve indicar as situações de degradação que 
requeiram ações por parte do PLGGOHZDUH, bem como, a vinculação destas situações com 
possíveis políticas de adaptação, como por exemplo, a redução da taxa de quadros por segundo 
no processo de codificação do fluxo. 
• $QiOLVH H VXSRUWH DXWRPiWLFR GD FRQVLVWrQFLD GD 4R6: o PLGGOHZDUH deve analisar as 
capacidades dos recursos da plataforma e detectar possíveis inconsistências em relação aos 
requisitos da aplicação. Neste caso, se possível, o PLGGOHZDUH pode inserir transcodificadores, 
provendo assim requisitos de consistência. 
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• 6XSRUWHjDGDSWDomRUHDWLYD: o PLGGOHZDUH deve permitir a realização de ajustes originados 
por interação com usuários da aplicação que eventualmente desejarem selecionar determinadas 
propriedades no decorrer da execução da aplicação. 
• 6XSRUWHjDGDSWDomRSUyDWLYD: o PLGGOHZDUH pode tomar a iniciativa de mudar determinadas 
propriedades de componentes do sistema, ou mesmo trocar componentes quando perceber, por 
exemplo, que novos componentes que consomem menos recursos estão disponíveis.  
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Para permitir a realização de ajustes provocados por mudanças na plataforma, ou nos requisitos 
da aplicação, um PLGGOHZDUH precisa ser dinamicamente configurado (processo de instanciação), ou 
reconfigurado (adaptação por mudanças dinâmicas no estado do sistema). 
Um exemplo muito comum em que o PLGGOHZDUH precisa se ajustar está relacionado à contínua 
flutuação da carga no uso dos recursos da rede. Para dar suporte à reconfiguração, deve-se preservar o 
nível de consistência envolvendo o estado interno do PLGGOHZDUH, as necessidades impostas pelas 
possíveis mudanças e as disponibilidades da plataforma. O grande desafio é realizar a transição 
mantendo o estado do sistema consistente. Os mecanismos de reconfiguração devem ser genéricos, de 
modo a admitir um conjunto extenso de algoritmos de adaptação. A execução de uma operação de 
reconfiguração requer cuidados especiais no tratamento de interações durante a fase de transição de 
estado. A concretização de uma transação pode envolver atividades como a alocação e liberação de 
recursos, a troca de formatos e propriedades dos componentes, ou até mesmo a substituição de 
algoritmos e componentes. 
Deve-se destacar portanto que configuração e reconfiguração dinâmicas se constituem em 
pontos importantes para serem tratados pelas atuais tecnologias de PLGGOHZDUH Assim, segundo as 
análises realizadas por  McKinley [10] e Blair [125], os seguintes requisitos devem ser observados em 
um projeto de PLGGOHZDUH adaptativo para sistemas multimídia distribuídos: 
• 3HUPLWLU DFHVVR D IXQFLRQDOLGDGHV GR PLGGOHZDUH VLVWHPD RSHUDFLRQDO H GD UHGH o 
princípio consiste em usar os conceitos de reflexividade e reificação apresentados por 
Szypersky [27] para definir operações de introspecção e ajuste de valores de propriedades, de 
forma a realizar o gerenciamento de propriedades dinâmicas do sistema. 
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• 6XSRUWDURGHVHQYROYLPHQWRGHDSOLFDo}HVXVDQGRXPPRGHORGHFRQILJXUDomRQHXWURHP
UHODomRDWHFQRORJLDV: o princípio consiste que a configuração dos componentes da aplicação e 
do PLGGOHZDUH não seja vinculada a uma linguagem específica; deve-se no entanto manter a 
aderência a um modelo de desenvolvimento baseado em componentes. 
• $FRPRGDU VLVWHPDV OHJDGRV: o PLGGOHZDUH deve prover mecanismos que permitam a 
integração e utilização de sistemas legados, como sistemas operacionais, protocolos, serviços e 
ORBS, como por exemplo CORBA e COM. 
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Neste capítulo, foram abordadas as principais características das aplicações e sistemas 
multimídia distribuídos. O texto destacou que as tecnologias de PLGGOHZDUH constituem-se em 
alternativas interessantes para tratar a complexidade do processo de desenvolvimento desses sistemas. 
No entanto, algumas limitações foram identificadas em relação às arquiteturas das plataformas de 
PLGGOHZDUH atuais. Com o objetivo de superar estas limitações, foram identificados alguns requisitos 
que devem ser observados nos projetos de PLGGOHZDUH, de modo a prover suporte à adaptação nos 
atuais e futuros sistemas. Estes requisitos servem de base também para realizar, no próximo capítulo, 
uma análise envolvendo o estado da arte, onde alguns trabalhos relacionados são discutidos. 
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A definição de uma arquitetura para desenvolvimento e configuração de sistemas multimídia 
distribuídos envolve uma diversidade de requisitos, conforme foi abordado no capítulo anterior. Vários 
IUDPHZRUNV e plataformas de PLGGOHZDUH foram propostos nos últimos anos com o objetivo de dar 
suporte a estes requisitos. Dentre estes, o presente capítulo discute alguns devido à relevância dos 
mesmos em relação aos requisitos identificados no capítulo anterior.  
Considerando o fato do Cosmos ter sido implementado no contexto de um protótipo de um 
PLGGOHZDUH adaptativo para sistemas de Televisão Digital Interativa, o AdapTV, o capítulo analisa 
também algumas questões relacionadas com plataformas de PLGGOHZDUH para sistemas de televisão 
digital interativa. 
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Nesta seção são discutidas algumas arquiteturas de PLGGOHZDUH que tratam questões gerais 
relacionadas a desenvolvimento e suporte de sistemas multimídia distribuídos. Estes trabalhos são 
importantes à medida que foram utilizados como base para a análise de requisitos dos modelos 
arquitetural e de interconexão de componentes definidos para o IUDPHZRUN Cosmos. 
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O IUDPHZRUN PREMO (3UHVHQWDWLRQ(QYLURQPHQWIRU0XOWLPHGLD2EMHFWV [7] [128], proposto 
pela ISO, leva em consideração um extenso conjunto de requisitos para aplicações multimídia 
distribuídas. O PREMO define um modelo de objetos e de sincronização, assim como um conjunto de 
serviços multimídia. Os principais elementos da arquitetura de PREMO são as abstrações para 
dispositivos (9LUWXDO'HYLFHs), portas (SRUW) e conexões virtuais (9LUWXDO&RQQHFWLRQV). Estas entidades 
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estão associadas às noções de interfaces de fluxo e aos conceitos de ELQGLQJV do modelo RM-ODP [13], 
suportando conexões SRQWRSRQWR e SRQWRPXOWLSRQWR. Esta seção discute brevemente estes elementos 
do PREMO. 
Um recurso virtual encapsula uma unidade de processamento de mídia, podendo ser uma 
entidade de VRIWZDUH, como um CODEC, ou uma entidade de KDUGZDUH, como uma placa de captura de 
áudio ou vídeo. A idéia é que a abstração trate diferentes tipos de dispositivos e tecnologias, como por 
exemplo, uma placa PCI e um sintonizador de TV de forma uniforme. 
Para realizar uma interconexão entre recursos virtuais, PREMO introduz o conceito de portas. 
Uma porta tem um papel similar ao de uma interface de fluxo do RM-ODP. Uma porta pode ter um ou 
mais formatos de mídia, podendo ser consultados e configurados. Para realização de controle e 
sincronização, recursos virtuais têm associado uma interface de controle de fluxo. 
Uma conexão virtual é um objeto que abstrai a questão de gerenciamento e transferência de 
dados de mídia entre recursos virtuais. A conexão virtual na verdade não realiza a transferência. Ela é 
responsável por separar a conexão em diferentes elementos, permitindo assim, a realização de controle 
e negociações sobre as propriedades do fluxo e o suporte adequado em termos de quais tecnologias 
utilizar para realizar a transferência.  
O estabelecimento de uma conexão no PREMO envolve a definição de um tipo (local ou 
remota), a negociação de formatos do fluxo, a QoS e as capacidades dos elementos envolvidos. 
Uma limitação do modelo para conexão virtual definido no PREMO é não permitir que a 
aplicação se envolva na definição de propriedades do processamento e transporte do fluxo, o que 
inviabiliza a realização de adaptação. Cabe ao programador o papel restrito de apenas definir os 
dispositivos e conectá-los. PREMO não permite acessar propriedades que ficam escondidas dentro do 
adaptador de conexão. 
Os conceitos de propriedades e portas no PREMO são usados, respectivamente, com a 
finalidade  de descrever as características dos recursos virtuais, para fins de configuração, e de 
estabelecer elementos de interação envolvendo fluxos. No PREMO, as portas aparecem inclusas nos 
Recursos, – na verdade, em dispositivos virtuais -, que na arquitetura correspondem a classes concretas 
associadas a recursos virtuais (classes abstratas). O tratamento da variabilidade de opções de 
dispositivos no PREMO se concentra na implementação do recurso virtual através do uso da técnica de 
herança. Assim, pode-se considerar PREMO como um IUDPHZRUN do tipo caixa-branca.  
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O IUDPHZRUN PREMO possui um grande nível de complexidade, o que inviabiliza a sua 
aplicação no contexto de desenvolvimento de sistemas multimídia atuais, como por exemplo, Sistemas 
de Televisão Digital Interativa, onde dispositivos possuem normalmente limitações de KDUGZDUH. 
Talvez, devido a esta complexidade, é incomum encontrar referências para sua implementação na 
literatura. Cabe no entanto destacar que os conceitos do PREMO influenciaram outras propostas como 
o IUDPHZRUN $96WUHDPV[8] e a própria definição do Cosmos. 
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O IUDPHZRUN $96WUHDPV da OMG [8] é um padrão aberto aderente à arquitetura CORBA. A 
especificação define componentes e serviços com uma abordagem arquitetural para implementação e 
controle de aplicações envolvendo fluxos multimídia. $96WUHDPV trata configurações de fluxo ponto-
ponto e ponto-multiponto. Conforme esta especificação, todas as operações de controle são realizadas 
utilizando o ORB. No entanto, os dados de fluxo de mídia são transportados por fora do ORB, através 
de protocolos adequados (por exemplo, TCP, UDP, RTP/UDP, etc.).  
A representação, gerenciamento e configuração de recursos ocorre através dos conceitos de IORZ
HQGSRLQWV - pontos terminais de fluxo -, podendo ser especializados para se comportarem como 
produtores de fluxo ()ORZ3URGXFHU), ou consumidores de fluxo ()ORZ&RQVXPHU). Uma configuração 
pode realizar conexões (IORZ FRQQHFWLRQ) envolvendo, por exemplo, um produtor e um ou mais 
consumidores. Uma interface denominada )ORZ&RQQHFWLRQ abstrai o conceito de conexão de fluxo. 
Com relação ao gerenciamento de QoS, fica a cargo da aplicação mapear os parâmetros de QoS, tais 
como taxa de transmissão, como por exemplo, IUDPHUDWH em parâmetros do tipo E\WHUDWH.  
A arquitetura do IUDPHZRUN A/V 6WUHDPV teve como base o modelo PREMO, cobrindo assim 
vários aspectos dos sistemas multimídia distribuídos. Adicionalmente, devido ao fato do A/V 6WUHDPV 
herdar as características do modelo arquitetural do CORBA, ele incorpora as várias facilidades do 
CORBA além do suporte a processamento distribuído aberto. O IUDPHZRUN A/V 6WUHDPV também usa o 
conceito de propriedades para dar suporte à configuração e reconfiguração. Como a estrutura da 
arquitetura do A/V 6WUHDPV é semelhante à definida no PREMO, as limitações do PREMO também 
ocorrem no contexto do A/V 6WUHDPV. Outra observação a ser destacada em relação ao PREMO e ao 
A/V 6WUHDPVé que nestas abordagens a reconfiguração se restringe ao modelo de atuação reativa, não 
suportando adaptação pró-ativa. 
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O PLGGOHZDUH NMM (1HWZRUN,QWHJUDWHG 0XOWLPHGLD 0LGGOHZDUH) [11] [12] oferece uma 
arquitetura para a construção de aplicações multimídia distribuídas em ambientes heterogêneos. Como 
elemento principal desta arquitetura destaca-se o conceito de nó que encapsula processamento e 
funcionalidades. Os nós se conectam com outros nós através dos MDFNV. Os MDFNV são responsáveis por 
transportar os dados dos EXIIHUV de um nó para o outro, representando a entrada e saída de um nó. O 
NMM explora o conceito de portas através do uso de MDFNVpossibilitando conexões ponto-ponto e 
ponto-multiponto de forma transparente para o componente que está enviando os dados. 
Construir uma aplicação no NMM consiste em definir um grafo envolvendo os elementos 
arquiteturais. Este grafo deve ser criado de acordo com os recursos disponíveis no sistema. Assim, a 
arquitetura do NMM trata os aspectos de reconfiguração dinâmica e QoS focando a abordagem nos 
grafos de fluxos ativos. Para criar grafos envolvendo conexões entre elementos da arquitetura, o NMM 
define um IUDPHZRUN para realização de ELQGV, criando canais de comunicação (elementos responsáveis 
por realizar as interações). O tratamento de QoS e adaptação dinâmica são limitados, aparecendo na 
arquitetura no escopo da sincronização, em canais paralelos [129]. Canais paralelos são utilizados para 
definição de diferentes QoS onde cada canal pode usar uma tecnologia diferente. O modelo provê 
abstrações para que aplicações, ou o próprio PLGGOHZDUH possam realizar reconfigurações dinâmicas. 
Entretanto, Lohse [12] afirma que o suporte para gerenciamento de QoS no NMM ainda se encontra em 
desenvolvimento e devido a isso não fornece maiores detalhes. 
As propostas NMM, PREMO e A/V 6WUHDPV representam aplicações multimídia como grafos, 
onde os elementos são relacionados num estilo arquitetural do tipo SLSHILOWHU. O conceito de canal 
nestas abordagens é originado da proposta ODP [13] e a visão de reconfiguração de QoS no NMM se 
dá através do uso de canais paralelos. Entretanto, este mecanismo usado no NMM no processo de 
adaptação é bastante complexo. 
 0RGHORGH&RPSRQHQWHV&0WHO
 
CM-tel foi definido por Guimarães [19] com o objetivo de dar suporte ao desenvolvimento e 
execução de aplicações telemáticas e ubíquas. CM-tel propõe um modelo neutro em termos de 
tecnologia, sendo especificado por meio da linguagem UML (8QLILHG 0RGHOLQJ /DQJXDJH). Os 
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componentes do CM-tel podem ser executados tanto em plataformas tradicionais quanto em 
dispositivos com limitações computacionais, tais como dispositivos móveis. CM-tel apresenta os três 
tipos de interfaces definidas no modelo RM-ODP, ou seja, as interfaces operacional, de sinal e de fluxo 
contínuo. Para o contexto das aplicações telemáticas, as quais geralmente envolvem requisitos de 
aplicações multimídia, as interfaces de fluxo contínuo são fundamentais. 
A arquitetura de gerenciamento definida no contêiner CM-tel integra componentes e agentes 
móveis em um único ambiente computacional. Esta integração permite que aplicações implementem 
suas funcionalidades combinando componentes e agentes móveis. O trabalho também propõe uma 
arquitetura para plataformas de desenvolvimento de VRIWZDUH aderentes ao modelo CM-tel. Esta 
arquitetura utiliza XSLT (;0/6W\OHVKHHW/DQJXDJH7UDQVIRUPDWLRQ) para transformação de modelos e 
geração de código. Esta proposta foi validada experimentalmente através do desenvolvimento de uma 
plataforma baseada na tecnologia CORBA. 
 $GDSWDomRH4R6
 
Nesta seção são discutidas algumas abordagens empregadas atualmente para dar suporte à 
adaptação. Na discussão são considerados aspectos relacionados a gerenciamento de recursos, QoS e 
computação reflexiva. 
 2SHQ25%
 
OpenORB [20] apresenta uma arquitetura de PLGGOHZDUH reflexivo. A arquitetura foi definida e 
estruturada usando o conceito de IUDPHZRN de componentes [100]. O IUDPHZRUN inclui modelos para 
representação e gerenciamento de recursos e modelos para gerenciamento de tarefas.  
No OpenORB, os metamodelos que descrevem a interface e a arquitetura (aspectos 
arquiteturais) são tratados separadamente dos metamodelos de recursos e de interceptação (aspectos 
comportamentais). Os metamodelos comportamentais são utilizados para observar e controlar as 
atividades dos componentes (por exemplo, mensagens e WKUHDGV) para efeito de gerenciamento de 
recursos [49] [100]. 
O modelo de recursos oferece vários níveis de abstração com o objetivo de representar os 
subsistemas de recursos, ao passo que o modelo de tarefas tem como função prover mecanismos de 
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alto-nível para realização de consultas, análises e projetos de gerenciadores de recursos de sistema. O 
modelo de tarefas permite realizar gerenciamento de recursos envolvendo interações com nível de 
granularidade grossa e fina. 
O desenvolvimento de plataformas de PLGGOHZDUH reflexivo, conforme esta arquitetura, provê 
potencialidades para suportar mecanismos de configuração e reconfiguração dinâmicas. A 
reconfiguração corresponde à realização de ELQGLQJV através da navegação nos grafos de metadados 
que mantêm a descrição da arquitetura do sistema. 
No que se relaciona aos mecanismos definidos para suportar adaptação, o OpenORB utiliza 
metacomponentes que descrevem os elementos estruturais da arquitetura. Porém, na análise realizada, 
observou-se que os IUDPHZRUNV arquiteturais para gerenciamento de recursos e tarefas no OpenORB 
[100] [130] apresentam abordagens com níveis elevados de complexidade. Estes IUDPHZRUNV definem 
hierarquias para recursos e tarefas com uma visão em que os componentes do PLGGOHZDUH fornecem 
funcionalidades com níveis de granularidade similares a de um sistema operacional convencional, 
envolvendo operações de baixo nível para escalonamento de tarefas e para alocação de recursos.  
Outro aspecto em relação ao OpenORB diz respeito à estratégia adotada para suportar 
diferentes tipos de conexões (ELQGLQJV). De acordo com Guimarães [19], para adicionar novas funções 
para cada tipo de conexão que a aplicação venha a requerer, o OpenORB requer que a API básica seja 
estendida pelo desenvolvedor da aplicação. Esta estratégia requer do desenvolvedor o fornecimento de 
todo o código para a realização da conexão. 
 7$2
 
O projeto TAO [131] teve como preocupação prover suporte em tempo-real para ORBs 
baseados no CORBA com objetivo de tratar requisitos de QoS nestas plataformas. O TAO foi 
implementado sobre o ACE [16] de acordo com as especificações da OMG para POA (3RUWDEOH2EMHFW
$GDSWHU), fornecendo uma infra-estrutura eficiente em tempo de execução para comunicações 
unidirecionais ou bidirecionais, de forma síncrona ou assíncrona entre objetos distribuídos de 
aplicações. O ORB gerencia conexões de transporte, envio de requisições cliente e retorno das 
respectivas respostas.  
TAO usa o padrão de projeto 6WUDWHJ\ [127] para separar os diferentes aspectos do ORB. Um 
arquivo de configuração é usado para especificar as estratégias usadas pelo ORB para implementar 
aspectos como concorrência, demultiplexação de requisições, escalonamento e gerenciamento de 
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conexões. Na iniciação do sistema, o arquivo de configuração é processado e as estratégias 
selecionadas carregadas. 
TAO foi definido no contexto de aplicações de tempo real crítico. Uma vez configuradas, as 
estratégias permanecem até o fim da execução, ou seja, praticamente esta abordagem não suporta 
reconfiguração dinâmica. 
O TAO provê suporte para implementação de ligações explícitas (H[SOLFLWELQGLQJV) definidas 
pelo RT-CORBA. As conexões de FDFKH do TAO são estendidas para garantir propriedades de QoS das 
conexões, as quais incluem prioridade de banda e atributos privados. 
Para dar algum nível de suporte à adaptação dinâmica, foi definido o PLGGOHZDUH G\QDPLF7$2 
[132], uma extensão ao TAO. '\QDPLF7$2exporta uma interface para carga e descarga de módulos 
no ORB em tempo de execução e para inspeção do estado do ORB. A arquitetura definida também 
pode ser usada para reconfiguração dinâmica de VHUYDQWV. 
Cada processo em execução contém uma instância de um componente 
&RPSRQHQWH&RQILJXUDWRU, denominada Configurador de domínio. Esta instância mantém as referências 
para as instâncias do ORB e dos VHUYDQWV daquele processo. Em adição, cada instância do ORB contém 
uma subclasse especializada de &RPSRQHQW&RQILJXUDWRU, chamada 7$2&RQILJXUDWRU. 
O 7$2&RQILJXUDWRU define “ ganchos”  para as estratégias suportadas pelo ORB G\QDPLF7$2. 
Um EURNHU de comunicação (1HWZRUN%URNHU) implementa um protocolo baseado em TCP para conexão 
de entidades remotas com o objetivo de realizar inspeções e mudanças no configurador G\QDPLF7$2, 
carregando, por exemplo, novas estratégias. 6HUYDQWV locais e clientes CORBA remotos também podem 
acessar objetos &RQILJXUDWRUV através de interfaces CORBA. 
 4X2
 
O QuO (4R6 IRU &25%$ 2EMHFWV) [9] foi projetado para dar suporte a QoS na camada de 
objetos CORBA. O objetivo é permitir o ajuste do comportamento do sistema de acordo com as 
variações de QoS ocorridas durante a execução. Os principais elementos de QuO são: 
• &RQWUDFWV objetos que representam regiões associadas a requisitos de QoS da aplicação e as 
ações relacionadas com a adaptação; 
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• 'HOHJDWH: objetos que se comportam como representantes dos clientes (SUR[\) oferecendo a 
mesma interface, porém acrescentando código para verificar o estado da QoS da região, podendo 
introduzir adaptação. 
• 6\VWHP&RQGLWLRQ: objetos que provêem a interface para os recursos, mecanismos e serviços do 
sistema.
QuO define uma linguagem para descrição dos requisitos; na verdade ele estende a 
funcionalidade da IDL (,QWHUIDFH'HILQLWLRQ /DQJXDJH) com um grupo de descrições separadas para 
tratar aspectos de requisitos de QoS (QDL). Por ser uma extensão da IDL, uma especificação de QoS 
em QDL pode ser mapeada para várias linguagens. A linguagem QDL oferece facilidades para 
especificar contratos (CDL - &RQWUDFW'HVFULSWLRQ/DQJXDJH), recursos (RDL - 5HVRXUFH'HVFULSWLRQ
/DQJXDJH) e adaptação no comportamento de objetos GHOHJDWHV (SDL- 6WUXFWXUH 'HVFULSWLRQ
/DQJXDJH).  
Recursos são acessados por elementos V\VWHP FRQGLWLRQV; dessa forma, o suporte para 
manipulação e consulta ao estado de um recurso fica restrito a determinadas circunstâncias, uma vez 
que no IUDPHZRUN QuO a questão da QoS é tratada através de mecanismos associados a interações 
originadas em objetos clientes, as quais são interceptadas por elementos GHOHJDWH.  
QuO permite especificar faixas de aceitação e associar ações que devem ser tomadas caso os 
requisitos de QoS não sejam atendidos. Quando o sistema passa para uma região de menor QoS que a 
região atual, depois de um determinado tempo (definido na especificação), ele tenta subir para uma 
região de melhor QoS. Uma limitação de QuO nesse processo consiste em tentar melhorar a QoS sem 
verificar a consistência da ação. Ou seja, o processo verifica apenas se o componente servidor pode 
oferecer um nível melhor de QoS e, sem analisar se a plataforma do cliente suporta esta QoS, o suporte 
dá início ao processo de adaptação [83] [84]. Assim, uma aplicação que estiver na região de maior QoS 
suportada pela plataforma ficará tentando ir para uma região de melhor QoS, embora não exista tal 
região. 
 $JLORV
 
Agilos [133] define um IUDPHZRUN no nível do PLGGOHZDUH que provê suporte para adaptação de 
QoS. O IUDPHZRUN foca a adaptação na visão da aplicação. O modelo definido pelo IUDPHZRUN consiste 
de três camadas: 
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• Primeira camada: inclui REVHUYHUV e DGDSWRUV, que são elementos independentes da aplicação. 
2EVHUYHUV são responsáveis por monitorar os recursos disponíveis e inspecionar os valores de 
QoS específicos da aplicação. Cada tipo de recurso tem um tipo específico de REVHUYHU. $GDSWRUV 
são também específicos para cada tipo de recurso e são responsáveis por sinalizar quando houver 
variações na QoS indicadas por REVHUYHUV. 
• Segunda camada: inclui objetos FRQILJXUDWRUV e TXDO3UREHV. &RQILJXUDWRUV são responsáveis 
pela coordenação e controle das ações a serem executadas, dependendo dos sinais gerados pelos 
DGDSWRUV e dos requisitos de QoS estabelecidos pela aplicação. &RQILJXUDWRUV desempenham um 
papel fundamental inspirado na teoria de controle baseada na Lógica )X]]\. 4XDO3UREHV são 
regras interpretadas pela máquina de inferência, gerando ações que controlam a aplicação. Uma 
das principais finalidades do 4XDO3UREHV é permitir que as aplicações especifiquem os requisitos 
de QoS. 
• Terceira camada: inclui objetos JDWHZD\ e QHJRWLDWRUV. Existem vários QHJRWLDWRUV e um JDWHZD\ 
centralizado. O modelo permite um cliente se conectar em diferentes servidores de acordo com 
as necessidades de adaptação do cliente. 1HJRWLDWRUV podem estar tanto em clientes quanto em 
servidores. Um QHJRWLDWRU num cliente interage com o &RQILJXUDWRU e com o JDWHZD\ para 
realizar uma mudança de comportamento. 1HJRWLDWRUV em servidores somente interagem com 
observadores e com o JDWHZD\. Como FRQILJXUDWRUV são passivos no lado do servidor, 
QHJRWLDWRUV nos servidores não precisam interagir com eles. &RQILJXUDWRUV nos servidores são 
passivos porque em Agilos as decisões e estratégias de adaptação são definidas apenas pelos 
clientes. O JDWHZD\ é responsável por manter as informações consistentes nos clientes e 
servidores e por escolher o servidor mais adequado para atender a requisição do cliente. Para 
isso, o JDWHZD\ considera as informações enviadas pelo QHJRWLDWRU do cliente. 
Agilos define um PLGGOHZDUH baseado na Teoria de Controle )X]]\ para decisão de que ações 
tomar. Neste caso, o gerenciador funciona como um “ controlador”  que é realimentado com 
informações sobre os comportamentos dos recursos que são monitorados por observadores específicos. 
No entanto, no Agilos não há uma representação explícita para manipular recursos; o foco do Agilos 
está concentrado nos aspectos da adaptação no nível da aplicação, onde são definidas as semânticas das 
estratégias de adaptação. Desta forma, Agilos não dá suporte à configuração, nem reconfiguração de 
recursos. 
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 &RQILJXUDomRH5HFRQILJXUDomR'LQkPLFDV
 
Várias abordagens têm sido exploradas para dar suporte à programação de configuração e 
reconfiguração. Em geral, uma configuração envolve descrições de parâmetros para implantação 
(GHSOR\PHQW) e instanciação de componentes, assim como para configuração e reconfiguação dinâmica 
do PLGGOHZDUH e da aplicação. As abordagens que tratam a configuração com requisitos de adaptação 
dinâmica geralmente utilizam os princípios da computação reflexiva, onde normalmente são explorados 
conceitos de metadados e metacomponentes. Nestes casos, o gerenciamento da adaptação requer a 
manutenção atualizada das informações representadas nos metadados. Assim, a programação da 
adaptação pode ser tratada com diferentes visões, descritas através da definição de metacomponentes, 
ou da especificação através de linguagens para  metaprogramação, conforme discutido na introdução da 
presente tese. As seções seguintes analisam algumas soluções usadas em propostas relacionadas. 
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Uma proposta interessante e flexível para gerenciamento de metadados foi apresentada no 
contexto do projeto OpenORB [134]. Nesta proposta, os conceitos de metadados e reflexão foram 
definidos em um metaespaço estruturado, mas não restrito, em um conjunto de quatro metamodelos 
ortogonais: interface, arquitetura, interceptação e recursos. 
O metamodelo para descrição de interfaces permite a introspecção nas interfaces fornecidas por 
um dado componente. O metamodelo que descreve a arquitetura representa componentes compostos 
através de grafos de componentes, onde conexões (ELQGLQJV) são mapeadas em arestas. O metamodelo 
de interceptação é responsável por introduzir novos comportamentos para uma interface de 
componente. Por último, o metamodelo de recursos preocupa-se com os recursos e gerentes de recursos 
da plataforma. Esta abordagem é interessante no sentido de que permite a reusabilidade de 
configurações que estejam armazenadas em um determinado repositório de metadados.  
Para programar a adaptação no OpenORB foram definidas duas linguagens [100]: uma 
linguagem de descrição arquitetural, denominada Xelha, e uma linguagem de descrição da 
configuração dos recursos, denominada RCDL (5HVRXUFH&RQILJXUDWLRQ'HVFULSWLRQ/DQJXDJH). 
A primeira consiste em uma linguagem de alto-nível usada para programar atividades de 
gerenciamento de QoS, enquanto que a segunda fornece suporte de baixo-nível para a especificação de 
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recursos e de políticas de gerenciamento. Dessa forma, os requisitos descritos em Xelha devem ser 
mapeados em RCDL. 
O modelo de recursos tem como elementos mais importantes os recursos abstratos, a fábrica de 
recursos e os gerentes de recursos.  
Os recursos abstratos representam explicitamente os recursos de sistema. Em adição, existem 
vários níveis de abstração, onde recursos de mais alto nível são construídos a partir dos de nível mais 
baixo. Os gerentes de recursos podem ser especializados para gerenciar, por exemplo, a carga do 
processamento associada aos recursos, assim como às WKUHDGV ou processadores virtuais. Componentes 
fábricas de recursos têm a responsabilidade de criar recursos abstratos. 
O modelo utiliza uma hierarquia de classes envolvendo os recursos no IUDPHZRUN. A hierarquia 
de classes pode ser utilizada para uma instanciação em particular. A interface provê uma maneira 
transversal de se navegar na hierarquia de maneira recursiva; assim, pode-se aplicar operações em 
recursos de mais baixo nível ou em recursos de alto nível. 
A hierarquia de fábricas provê uma interface que expõe operações para criar recursos de baixo 
nível, tendo também operações para fazer associações entre esses recursos e seus gerenciadores. Um 
recurso somente é criado se suas dependências estiverem disponíveis. 
Processos de introspecção e reconfiguração utilizam essa hierarquia para localizar um recurso 
específico; para isso, eles navegam nos respectivos componentes utilizando a interface até chegar ao 
recurso procurado, onde é feita a configuração do recurso. 
Xelha engloba definições de estruturas arquiteturais e de propriedades de QoS. Em comum com 
a maioria das ADLs, Xelha é usada para descrever os componentes, conectores, as interfaces e as 
definições estruturais envolvendo as tarefas que compõem um grafo estrutural. A linguagem também 
suporta a especificação de arquiteturas dinâmicas, ou seja, arquiteturas que podem ser ajustadas 
dinamicamente. Assim, pode-se introduzir o conceito de reuso de definições de configurações de 
componentes. 
A RCDL é usada para especificar o gerenciamento de recursos. Esta linguagem adota o 
princípio da Programação Orientada a Aspectos; assim, uma definição Xelha é mapeada em diferentes 
aspectos. Seguindo a orientação de separação de interesses, uma especificação de serviços é mapeada 
para uma linguagem SDL (6WUXFWXUH'HVFULSWLRQ/DQJXDJH), a qual fornece informações sobre o nível 
de QoS, a WDVN e as classes de objetos que estão associadas com o serviço. O grafo de tarefas em Xelha 
é traduzido para as linguagens TSDL (7DVN6ZLWFK'HVFULSWLRQ/DQJXDJH) e TDL (7DVN'HVFULSWLRQ
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/DQJXDJH). Propriedades de QoS das WDVNV são especializadas através de descrições RDL (5HVRXUFH
'HVFULSWLRQ/DQJXDJH), que definem requisitos específicos da instância de acordo com as propriedades 
da plataforma. Por fim, a estrutura de gerenciamento de QoS é descrita na linguagem QMGDL (4R6
0DQDJHPHQW*UDSK'HVFULSWLRQ/DQJXDJH). 
Além dos problemas anteriormente citados na Seção 3.2.1 com relação a aspectos de baixo-
nível relacionados com as funcionalidades de sistema operacional, a diversidade de modelos associados 
ao OpenORB tornam a programação no IUDPHZRUN muito complexa. 
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O modelo de componentes CM-tel trata a configuração de uma aplicação em dois níveis de 
abstração: 
• Primeiro nível: consiste de um modelo neutro em termos de tecnologias (independente de 
plataformas, linguagens de programação, sistemas operacionais, protocolos de rede, etc). Neste 
nível, o componente é especificado em UML ou XML, podendo ser mapeado para diferentes 
tecnologias.  
• Segundo nível: requer o uso de plataformas de suporte ao modelo. Estas plataformas são 
construídas de acordo com o modelo de implementação física através de transformações de 
documentos XML. Entretanto, para que isto ocorra, é necessária a definição de mapeamentos do 
modelo para cada tecnologia. Estes mapeamentos acrescentam certas particularidades da 
tecnologia. Guimarães [19] descreve uma experiência de implementação de um protótipo da 
plataforma usando a tecnologia CORBA e a linguagem de programação Java.  
No mapeamento do modelo CM-tel, as especificidades relacionadas às tecnologias ficam 
restritas aos FRQWrLQHUV e aos descritores de distribuição. &RQWrLQHUV são elementos que fornecem o 
suporte necessário em tempo de execução aos componentes, bem como à infra-estrutura necessária para 
que estes componentes interajam com outros. Os descritores de distribuição especificam as 
características e os atributos necessários para personalizar o FRQWrLQHU e seus componentes durante a 
sua instalação. 
No caso dos FRQWrLQHUV, as especificidades são geradas automaticamente pela plataforma, 
enquanto que para descritores de distribuição alguns elementos novos precisam ser definidos, 
necessitando ser especificados de forma declarativa em XML. 
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A QoS para os fluxos de mídia é descrita inicialmente no nível da aplicação. Estas informações 
são usadas na configuração inicial do FRQWrLQHU, durante a sua instalação e no monitoramento e controle 
de QoS. O CM-tel provê facilidades para que a aplicação ou o usuário escolha certos parâmetros de 
QoS, ou selecione os mesmos com base, por exemplo, no desempenho da rede. O monitoramento e 
controle de QoS consiste em monitorar os valores dos parâmetros de QoS da rede e corrigir 
discrepâncias.  
Os parâmetros de instalação presentes no descritor de distribuição são armazenados como 
propriedades de configuração do FRQWrLQHU. Por meio destas propriedades e após a instalação do 
FRQWrLQHU, os parâmetros de instalação iniciais podem ser inspecionados e alterados. 
O gerenciamento e controle de QoS é realizado empregando agentes móveis utilizando duas 
formas de adaptação dinâmica, onde as propriedades de QoS são mantidas e gerenciadas pelo FRQWrLQHU 
e por agentes móveis. No exemplo explorado por Guimarães [19], o monitor foi implementado por 
código móvel. Este monitor utiliza um agente móvel que monitora certos parâmetros de QoS. Com 
base em um conjunto de regras de decisão, este agente atua no sentido de aprimorar a qualidade do 
vídeo estabelecida entre um componente produtor e um componente apresentador de vídeo, em função 
do desempenho da rede. 
Um Monitor de QoS recebe como entrada um conjunto de fluxos de vídeo para fins de 
monitoramento e controle de QoS e obtém os parâmetros que foram utilizados na instalação do 
FRQWrLQHU, como por exemplo, a taxa de bits (banda) ideal para o fluxo. Para cada fluxo, a tarefa de 
monitoramento e controle de QoS é delegada para uma instância do Agente de QoS. Este agente 
reporta-se periodicamente ao monitor de QoS que, de posse das informações obtidas pode notificar o 
usuário, renegociar a qualidade de serviço, ou ainda restabelecer o fluxo com novos parâmetros de QoS 
(por exemplo, tamanho da janela e taxa de quadros). 
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Como o Cosmos foi instanciado no contexto de um PLGGOHZDUH para sistemas de Televisão 
Digital Interativa, o PLGGOHZDUH AdapTV [31] [76] [77], esta seção apresenta uma breve discussão 
sobre as tecnologias adotadas pelos atuais modelos e padrões para TVDI. 
De acordo com a análise feita por Leite [88], todas as propostas de sistemas de Televisão 
Digital especificam plataformas de PLGGOHZDUH sobre as quais as aplicações de TV Interativa podem ser 
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executadas. Na verdade, o que estas propostas definem não corresponde exatamente ao conceito de 
PLGGOHZDUH adaptativo explorado na presente tese. As propostas apresentam descrições de camadas 
com definições de APIs que têm como objetivo facilitar o uso das tecnologias associadas. As APIs 
definem operações e serviços para: 
• gerência de aplicações e recursos do PLGGOHZDUH; 
• comunicação entre aplicações e processos;  
• processamento (decodificação e exibição) de mídias; 
• sincronismo; 
• seleção, acesso e interpretação de fluxos elementares e informações de serviço; 
• rastreamento de eventos e elementos áudio visuais de interface com o usuário;  
• armazenamento, localização e recuperação de dados locais; e 
• controle do ciclo de vida das aplicações. 
Dentre as principais propostas de PLGGOHZDUH para TVDI, podem ser citados: o MHP [135] 
para o sistema DVB; o DASE [136] e o ACAP [137] para o sistema ATSC; o ARIB-STD 24 [138] 
para o sistema ISDB e o OCAP [139], para o sistema de TV a cabo norte-americano. Estas soluções 
utilizam a tecnologia Java da Sun Microsystems, explorando as seguintes APIs: 
• JavaTV [140], que viabiliza o desenvolvimento de aplicações interativas portáteis, de forma 
independente da tecnologia do KDUGZDUH e da rede de difusão utilizados. Ela estende o pacote 
J2ME (Java 3ODWIRUP0LFUR(GLWLRQ) e adiciona funcionalidades específicas para o contexto de 
TVD; 
• JMF [141], que define o comportamento e a interação de objetos de mídia contínua. A JMF é 
utilizada para capturar, processar e apresentar alguns tipos de mídia contínuas;  
• DAVIC [142], que define requisitos de sistemas audiovisuais para prover interoperabilidade fim-
a-fim; e  
• HAVi [143], que estende o pacote gráfico padrão do Java (AWT) e adiciona funcionalidades 
para prover suporte gráfico para controle remoto, específico para TVD, entre outros. 
Como forma de prover uma padronização única para PLGGOHZDUH de TV digital, está sendo 
desenvolvido o padrão GEM (*OREDOO\ ([HFXWDEOH MHP) [144], contendo um conjunto de 
funcionalidades básicas (por exemplo, a compatibilidade com a tecnologia Java e utilização de APIs 
comuns) a todos os outros padrões de PLGGOHZDUH. Nota-se, portanto, que é desejável que qualquer 
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PLGGOHZDUH a ser desenvolvido para TV digital seja compatível com o modelo GEM, de forma a 
possibilitar a execução de um maior número de aplicações disponíveis e a serem desenvolvidas.  
Apesar da grande quantidade de serviços e funcionalidades oferecidas pelas plataformas de 
PLGGOHZDUH definidas pelos principais Sistemas de Televisão Digital existentes, inclusive o próprio 
GEM, a grande maioria deles não oferece os serviços inerentes aos sistemas de PLGGOHZDUHde nova 
geração, tais como sensibilidade ao contexto, reconfigurabilidade, adaptabilidade, reflexibilidade, 
ubiqüidade, mobilidade etc., ou mesmo alguns serviços comumente encontrados nas plataformas de 
PLGGOHZDUHde propósito geral, como provisão de QoS e tolerância a falhas [88]. Por este motivo, há 
espaço para novas propostas de PLGGOHZDUH no domínio de sistemas de TVDI. Nesse sentido, o 
presente trabalho decidiu explorar este espaço no contexto do PLGGOHZDUH AdapTV [31]. Este 
PLGGOHZDUH foi desenvolvido como prova de conceito para o IUDPHZRUN Cosmos. 
3.5 Considerações Finais 
 
Este capítulo apresentou algumas análises sobre o estado da arte envolvendo os principais 
trabalhos relacionados a plataformas de PLGGHZDUH para sistemas multimídia distribuídos. Apesar do 
texto apontar algumas limitações destas soluções relacionadas à totalidade dos requisitos enumerados 
no Capítulo 2 e à complexidade, vale destacar que as idéias discutidas são interessantes, sendo a 
maioria delas consideradas na proposta do IUDPHZRUN Cosmos. As principais diferenças desses 
trabalhos  em relação ao Cosmos estão relacionadas à abordagem para construção de aplicações. 
Segundo o modelo definido no Cosmos (apresentado no Capítulo 4), idealmente uma aplicação é 
construída utilizando componentes pré-existentes, usando por exemplo, modelos de distribuição como 
o do sistema SOS definido por Elias [147]. Esta visão assume que o processo envolve uma diversidade 
de elementos, e que estes elementos são desenvolvidos usando modelos e metodologias diferentes. 
Nesta linha, o Capítulo 4 apresenta o IUDPHZRUN Cosmos, ressaltando que o mesmo foi definido para 
tratar estas questões buscando dar suporte aos requisitos de adaptação estabelecidos no capítulo 
anterior. 
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Os capítulos anteriores apresentaram os principais requisitos e o estado da arte relacionados a 
plataformas de PLGGOHZDUH para desenvolvimento e execução de aplicações multimídia distribuídas. 
Vários aspectos foram considerados e destacados devido ao nível de importância dos mesmos para a 
formulação da proposta do IUDPHZRUN Cosmos. 
A análise mostrou que as soluções atuais, mesmo utilizando os conceitos de PLGGOHZDUH ainda 
são limitadas em relação a alguns aspectos, como por exemplo:  
• Implementações restritivas para a abordagem cliente-servidor; 
• Tratamento de QoS localizado; 
• Nível de complexidade para tratar a adaptação dinâmica. 
Nesse sentido, com o objetivo de contribuir com uma proposta de arquitetura inovadora, o 
IUDPHZRUN Cosmos define uma nova abordagem para o processo de desenvolvimento de sistemas 
multimídia distribuídos, onde são considerados os requisitos apresentados na Seção 2.3. 
A discussão sobre o primeiro requisito enumerado, conectividade em plataformas distribuídas 
heterogêneas, está presente nos principais sistemas de PLGGOHZDUH atuais, uma vez que a maioria deles 
considera o modelo de referência RM-ODP. As recomendações do modelo RM-ODP foram observadas 
em todas as etapas do processo de desenvolvimento da proposta do Cosmos, sobretudo, no modelo de 
interconexão de componentes, que trata interconexões envolvendo componentes locais e remotos, e que 
podem potencialmente usar diferentes tecnologias de forma transparente.  
O presente capítulo inicia introduzindo o modelo arquitetural do Cosmos e, em seqüência, 
apresenta uma visão funcional com as interfaces dos componentes da arquitetura e os relacionamentos 
entre os mesmos. O modelo arquitetural descreve a estrutura global do sistema envolvendo os 
principais componentes, suas responsabilidades e respectivos relacionamentos. Adicionalmente, a 
abordagem procura relacionar as interfaces com o suporte aos requisitos identificados na Seção 2.3. 
Uma visão do processo de integração destes elementos é apresentada no capítulo através da descrição 
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de alguns diagramas de seqüência UML. No capítulo são discutidas as arquiteturas definidas para 
gerenciamento de QoS e de interconexão de componentes. No Cosmos,  questões relacionadas com os 
aspectos não-funcionais são tratadas no nível da configuração da aplicação, fora dos componentes que 
compõem a lógica da aplicação, como ocorre no IUDPHZRUN EJB [112].  Para tratar estas questões, o 
Cosmos explora os conceitos de metadados e metacomponentes de forma semelhante a outros trabalhos 
como, por exemplo, o OpenORB [20] [130] [134]. 
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Como mencionado nos capítulos anteriores, o IUDPHZRUN Cosmos foi proposto para dar suporte 
à configuração e gerenciamento de recursos e componentes de aplicações na camada de PLGGOHZDUH de 
uma variedade de sistemas multimídia distribuídos. Para isso, Cosmos define um modelo de 
componentes abstrato (&RVPRV&RPSRQHQW) que incorpora as funcionalidades básicas dos elementos 
arquiteturais do sistema, podendo ser estendido, instanciado e especializado para contextos particulares. 
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Como o desenvolvimento baseado em componentes ainda é uma tecnologia nova para a 
engenharia de VRIWZDUH, é comum encontrar várias abordagens conceituais para definições de 
componentes, IUDPHZRUNV, modelo arquitetural e modelo funcional. Assim, para evitar ambigüidade na 
apresentação do modelo, este trabalho decidiu utilizar os conceitos definidos por Szypersky [27] [28]. 
Desta forma, componentes no Cosmos são unidades de composição com interfaces especificadas 
contratualmente num contexto de dependências explícito. Assim, um componente de VRIWZDUH pode ser 
implantado independentemente das partes que o compõem. O IUDPHZRUN define um conjunto de 
interfaces e regras para gerenciamento e interação entre os diversos componentes do sistema. 
Como base para a abordagem arquitetural, o Cosmos define um componente abstrato, 
denominado &RVPRV&RPSRQHQW, com as interfaces básicas que devem ser providas obrigatoriamente 
por qualquer componente concreto do IUDPHZRUN. A Fig. 4.1 apresenta um modelo simplificado que 
descreve os principais elementos arquiteturais do Cosmos e seus relacionamentos.  
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Fig. 4.1 Principais elementos arquiteturais do Cosmos 
 
O conceito de recurso lógico [7] [8] [148] está presente no Cosmos com a denominação de
9LUWXDO5HVRXUFH. 9LUWXDO5HVRXUFHV são componentes concretos, definidos no Cosmos para representar 
recursos da plataforma (KDUGZDUH ou VRIWZDUH), estando normalmente associados a processamento de 
fluxos de mídia. 9LUWXDO5HVRXUFHV são portanto componentes específicos da plataforma; no entanto, 
deve-se observar que eles devem implementar todas as interfaces definidas para o componente abstrato 
&RVPRV&RPSRQHQW. Além destas interfaces, eles podem definir outras, de modo a especializá-los de 
acordo com as funcionalidades específicas que cada recurso representa. Por exemplo, um 
9LUWXDO5HVRXUFH pode definir novas interfaces para controlar a sincronização, levando em consideração 
o comportamento do tipo do recurso.  
O Cosmos explora o conceito de portas para tratamento de fluxos multimídia. Portas são pontos 
por onde elementos de um fluxo podem entrar ou sair de um componente. Cada porta estabelece um 
ponto de conexão que pode ser usado para conectar um componenteassociado com o seu ambiente de 
execução (um ou mais componentes).  
Um componente concreto (9LUWXDO5HVRXUFH) pode ter várias portas associadas, onde cada porta 
é caracterizada por um tipo que denota as características dos dados que por ela fluem. De forma a 
suportar o tratamento de vários estilos de interconexão (topologias), Cosmos define diferentes tipos de 
interfaces providas pelas portas, cada uma suportando operações com semânticas distintas, como por 
exemplo, interface com operações para portas do tipo 2XWSXW3RUW (porta de saída) e interface com 
operações para portas do tipo ,QSXW3RUW (porta de entrada). Desta forma, uma porta RXWSXW3RUW deve 
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implementar uma interface que provê suporte para comunicações que fluem do componente em direção 
ao ambiente (com comportamento XQLFDVW ou PXOWLFDVW), enquanto portas LQSXW3RUW devem receber 
fluxos do ambiente, em direção ao componente. No modelo simplificado da Fig. 4.1 foi introduzido um 
componente 3RUW para tratar os conceitos e comportamentos comuns a portas. No Cosmos, portas 
também são componentes, ou seja, portas possuem uma interface de configuração que pode ser usada 
para definir, monitorar e/ou alterar dinamicamente propriedades associadas às mesmas (como, por 
exemplo, os parâmetros de QoS). Os tipos concretos de componentes 2XWSXW3RUW e ,QSXW3RUW  definem 
respectivamente comportamentos para portas de saída e de entrada.  
Na Fig. 4.1 foram exemplificados os papéis de portas de entrada e saída sem considerar 
aspectos de topologias de conexão. No modelo definido pelo Cosmos, componentes locais ou remotos 
podem ser interconectados através de ligações entre portas através de um componente denominado 
conexão virtual (9LUWXDO&RQQHFWLRQ). Um componente 9LUWXDO&RQQHFWLRQabstrai o conceito de fluxo de 
dados multimídia entre portas, provendo uma interface bem definida para configuração e 
gerenciamento das respectivas ligações. Na verdade, a transferência dos dados do fluxo não é realizada 
por componentes 9LUWXDO&RQQHFWLRQV; cabe à conexão virtual apenas criar e configurar os recursos e 
componentes do PLGGOHZDUH que efetivamente realizam a comunicação adequada. Conexões devem 
envolver pares de portas de entrada e saída e, conforme está descrito na Fig. 4.1, o modelo suporta 
conexões do tipo várias portas de saída para várias portas de entrada. Os aspectos relacionados com o 
modelo para gerenciamento de conexões são tratados na Seção 4.2.4. 
Considerando que reusabilidade é um princípio fundamental, a construção de componentes 
Cosmos (aplicações, ou mesmo recursos virtuais comuns) permite o uso de técnicas de composição, ou 
seja, o uso de uma coleção de outros recursos virtuais pré-fabricados, ou mesmo de aplicações 
previamente desenvolvidas. Para prover condições que propiciem o incremento no nível de 
reusabilidade, deve-se preservar a manutenção das funcionalidades definidas nas interfaces do 
componente abstrato &RVPRV&RPSRQHQW
Outro aspecto importante do IUDPHZRUN é o suporte ao gerenciamento de QoS. Neste contexto, 
o IUDPHZRUN define um modelo de QoS que permite realizar o monitoramento e eventual ajuste de 
comportamento dos componentes, bem como de conexões entre componentes.  
No decorrer do capítulo, os elementos que compõem os vários componentes e modelos do 
Cosmos são descritos. 
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A tecnologia atual tem oferecido várias soluções de suporte ao uso de componentes de VRIWZDUH. 
Para prover flexibilidade aos desenvolvedores, de forma que eles possam desenvolver suas aplicações 
usando a integração de soluções oriundas de diferentes tecnologias, é necessário definir um modelo de 
componentes neutro que trate esta diversidade de forma independente. Com este objetivo, foi definido 
um modelo de componentes próprio no Cosmos. O uso deste modelo permite desenvolver componentes 
de uso geral, provendo assim níveis elevados de reusabilidade. Com esta finalidade, foram definidas 
algumas interfaces, chamadas no Cosmos de interfaces básicas, que devem ser providas, em caráter 
obrigatório, por qualquer componente do IUDPHZRUN. Estas interfaces foram definidas no escopo do 
componente abstrato &RVPRV&RPSRQHQW. Dentre as interfaces básicas definidas, dá-se especial 
destaque para as interfaces de propriedades (SURSHUWLHV). Vale a pena lembrar que o conceito de 
propriedades está presente em outras abordagens, como por exemplo, no PREMO [7], $96WUHDPV [8] 
e no CM-tel [19]. 
Uma propriedade pode ser definida dinamicamente como um par de elementos (chave, valor), 
onde a chave corresponde a uma cadeia de caracteres (VWULQJ), usada por exemplo, para identificar uma 
característica do componente, e valor pode ser uma instância de qualquer tipo de dados, utilizada para 
descrever a característica. Uma simplificação adotada nas interfaces definidas para propriedades no 
Cosmos, foi a de tratar valores do tipo VWULQJ e listas de VWULQJV. Usando o conceito de propriedades, 
dispositivos heterogêneos podem ser configurados e especializados de forma uniforme através da 
definição de valores específicos de propriedades.  
A abordagem de prover interfaces básicas para gerenciamento de recursos também está presente 
em outros trabalhos recentes [20] [100]; no entanto, no modelo de componentes de Cosmos, não existe 
a idéia de herança explorada nestes trabalhos. 
Como mencionado, o componente abstrato &RVPRV&RPSRQHQW trata as interfaces e conceitos 
básicos que devem ser providos por quaisquer componentes do IUDPHZRUN. Esta abordagem de 
organizar e separar os elementos do modelo em diferentes estruturas (elementos básicos e elementos 
específicos), além de facilitar a apresentação e a compreensão do IUDPHZRUN, ajuda na elaboração de 
projetos e implementações de sistemas de PLGGOHZDUH baseados no Cosmos. As interfaces básicas do 
IUDPHZRUN correspondem às operações para manipulação de propriedades e gerenciamento de recursos 
e ciclo de vida. As idéias usadas nas definições de operações de gerenciamento de recursos foram 
inspiradas nas propostas PREMO [7] e OpenORB [100] [130]. 
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A capacidade de extensão do Cosmos está associada principalmente com a facilidade de 
definição de recursos virtuais com APIs especializadas. Esta facilidade dá ao Cosmos a caracterização 
de ser um IUDPHZRUN genérico, podendo assim ser instanciado para diferentes tipos de aplicações 
multimídia. Estas APIs podem ser usadas por desenvolvedores ou por ambientes de suporte em uma 
variedade de dispositivos  para controle, gerenciamento, distribuição e apresentação de uma 
diversidade de artefatos multimídia. 
O conceito de propriedades provê também a base para configuração e negociação de QoS, 
constituindo-se num mecanismo que permite o PLGGOHZDUH, por exemplo, guardar os valores dos 
parâmetros de configuração obtidos durante a fase de processamento da especificação da aplicação, 
bem como controlar a QoS na fase de execução. 
As interfaces de propriedades provêem também suporte para realização de consultas e definição 
de características de componentes, constituindo-se em um mecanismo de suporte ao conceito de 
reflexividade. Assim, os componentes da aplicação podem eventualmente consultar e definir mudanças 
no comportamento do componente, através de operações das interfaces de propriedades. 
Por exemplo, o configurador, ou a própria aplicação podem usar operações de consulta para 
obter um parâmetro com a indicação da QoS atualizada correspondente à operação do sistema 
(propriedade), para fins de negociação, ou para obter valores comuns de operação entre diferentes 
dispositivos.  
As operações básicas definidas para manipulação de propriedades foram agrupadas em 
diferentes interfaces do componente abstrato &RVPRV&RPSRQHQW, conforme ilustrado na Fig. 4.2. Na 
seqüência, o texto faz algumas discussões acerca destas operações. 
 
Fig. 4.2: Interfaces do Componente &RVPRV&RPSRQHQW 
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A interface ,%DVLF6HUYLFH fornece operações para obtenção de informações básicas do 
componente, como por exemplo, as interfaces por ele providas. A Fig. 4.3 descreve as operações que 
foram definidas para a interface ,%DVLF6HUYLFH. 
 
Fig. 4.3: Interface ,%DVLF6HUYLFH 
 
A operação JHW1DPH fornece a identificação do componente e JHW5HOHDVH'DWH a data de 
distribuição do mesmo; já a operação JHW,QWHUIDFHV fornece como resultado a lista com a identificação 
de todas as interfaces do componente. 
A interface ,3URSHUW\,QTXLU\ é definida para consultas de valores de propriedades. Uma 
descrição desta interface envolvendo suas operações é apresentada na Fig. 4.4. 
 
Fig. 4.4: Interface ,3URSHUW\,QTXLU\ 
 
Uma propriedade pode ter um conjunto de valores possíveis. A operação JHW3URSHUWLHV retorna 
uma lista contendo todas as propriedades do componente, enquanto a operação JHW3URSHUW\ retorna a 
lista de valores correspondente à propriedade indicada no parâmetro SURSHUW\1DPH. A operação 
YHULI\3URSHUW\9DOXH é usada para verificar se a propriedade indicada suporta o valor passado como 
argumento. 
A interface ,3URSHUW\&RQVWUDLQW, apresentada na Fig. 4.5, fornece a operação VHW&RQVWUDLQW que 
indica uma restrição de valor para efeito da configuração de uma determinada propriedade em uma 
instância do componente. Por exemplo, uma instância do componente pode restringir determinados 
valores de propriedades, indicando desta forma que estes valores não sejam considerados na operação 
do componente.  
&DStWXOR±2)UDPHZRUN&RVPRV
 
 
Fig. 4.5: Interface ,3URSHUW\&RQVWUDLQW 
 
O projetista de um componente, que é o elemento responsável por descrever as características 
do seu comportamento, pode definir uma operação na interface funcional específica do mesmo que 
permita a manipulação simplificada de possíveis valores de propriedades; as interfaces funcionais 
específicas de um componente são as que apresentam maior interesse para a aplicação, pois elas 
determinam o comportamento “ visível”  da operação do componente. 
As interfaces de propriedades que foram introduzidas no componente básico 
&RVPRV&RPSRQHQW são caracterizadas por definirem operações com semântica simplificada. Para 
permitir mudanças consistentes de configuração, o PLGGOHZDUH deve supervisionar as mudanças 
verificando se a mudança é coerente com estado atual da plataforma. Adiante, nas Seções 4.2 e 4.3 são 
apresentados os modelos funcionais e de gerenciamento de recursos que dão suporte à realização de 
adaptação e reconfiguração dinâmicas com tratamento de consistência. 
A interface ,6WDWXV&RQWURO, descrita na Fig. 4.6, oferece uma operação para gerenciamento e 
controle de mudança de estado do componente. Deve-se destacar que cada componente tem uma 
máquina de estados associada que determina os possíveis comportamentos e transições de estado 
válidas.  
 
Fig. 4.6: Interface ,6WDWXV&RQWURO 
 
A interface ,3URSHUW\8SGDWH, apresentada na Fig. 4.7, é utilizada para a atualização de valores 
selecionados de propriedades dos componentes quando houver eventuais alterações em decorrência, 
por exemplo, de negociações dinâmicas. Para isto, ela define a operação FKDQJH3URSHUW\9DOXH onde 
são passados como parâmetros, o nome da propriedade e o novo valor. Também foram definidas nesta 
interface as operações DFWLYDWH e GHDFWLYDWH, que são utilizadas para ativação e desativação do recurso, 
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respectivamente. A operação DFWLYDWH é usada para informar que os recursos necessários à operação do 
componente foram obtidos e a operação GHDFWLYDWH informa que os mesmos devem ser liberados. 
 
Fig. 4.7: Interface ,SURSHUW\8SGDWH 
 
A interface ,0RQLWRUHG é utilizada para fins de gerenciamento de QoS. Neste sentido, ela é 
discutida adiante, na Seção 4.2.3, no contexto da arquitetura de gerenciamento de QoS. 
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Para dar suporte à configuração e gerenciamento de componentes, Cosmos define o IUDPHZRUN 
arquitetural introduzido na Fig. 4.8, onde são destacados os seguintes elementos: 
• $SSOLFDWLRQ6SHFLILFDWLRQ descrição da aplicação envolvendo os componentes e respectivas 
conexões; 
• &RQILJXUDWRU componente responsável por iniciar, configurar e coordenar o processo de 
gerenciamento dos componentes do PLGGOHZDUH e das aplicações; 
• $SSOLFDWLRQ3UR[\ mantém na camada de PLGGOHZDUH uma descrição dos componentes básicos 
de uma aplicação em execução, sendo responsável pelas operações de manipulação de 
propriedades desses componentes. Cada operação do componente $SSOLFDWLRQ3UR[\ chamada é 
analisada com relação à coerência, e em seqüência, uma ação associada é acionada no 
correspondente componente básico da aplicação; 
• )DFWRULHV responsáveis pela criação de componentes (portas, serviços, recursos e demais 
componentes do IUDPHZRUN); 
• 5HVRXUFHV representação de recursos (KDUGZDUH e VRIWZDUH); e 
• 6HUYLFHV permite incluir novas funcionalidades, como por exemplo, serviço de repositório para 
obtenção de fábricas e componentes.  
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Fig. 4.8:Arquitetura do Cosmos 
 
Como elemento central do IUDPHZRUN, o &RQILJXUDWRU é um componente crítico, responsável 
pela iniciação, configuração e gerenciamento dos recursos do sistema, dos componentes do PLGGOHZDUH 
e da aplicação.  
Cada aplicação deve ser definida através de uma especificação ($SSOLFDWLRQ 6SHFLILFDWLRQ) – 
descrição envolvendo os recursos e os elementos da arquitetura -, bem como os vários requisitos de 
QoS necessários para a sua execução. Desta forma, uma linguagem de especificação deve prover as 
características de uma ADL ($UFKLWHFWXUH'HVFULSWLRQ/DQJXDJH) [149]. Fazendo uma analogia com os 
modelos de servidores de componentes comerciais atuais, esta especificação corresponde aos 
descritores de implantação (GHSOR\PHQW GHVFULSWLRQV) [21]. 
Para prover suporte a aspectos de reusabilidade e interoperabilidade, configurações devem 
suportar a composição de aplicações envolvendo componentes com uma variabilidade de 
características, tecnologias, propriedades e dependências. A distribuição das aplicações e componentes 
envolve níveis de complexidade elevados com relação a implantação e configuração dos componentes 
em dispositivos heterogêneos da plataforma. Devido a isso, a implantação, configuração e ativação de 
uma aplicação é uma atividade sujeita a erros decorrentes de potenciais incompatibilidades de 
integração. Para tratar estas questões, muito esforço tem sido feito na busca de um modelo padronizado 
para empacotamento de componentes e descrição de parâmetros de configuração, implantação e 
instanciação dos mesmos. As soluções atualmente utilizadas para descrever estes elementos são 
baseadas em XML e empregam intensamente os conceitos de metadados para a descrição do processo. 
Como resultado de um esforço para resolver este problema, a OMG apresenta uma recomendação 
denominada RAS (5HXVDEOH $VVHW 6SHFLILFDWLRQ) [150]. Esta recomendação define uma coleção de 
modelos e padrões para a descrição de diferentes tipos de componentes de VRIWZDUH reusáveis. Assim, 
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plataformas com suporte a IUDPHZRUNV de componentes precisam fornecer ferramentas para interpretar 
estas especificações de forma a proceder a instanciação e a configuração da aplicação.  
No Cosmos, o &RQILJXUDWRU é responsável pelo gerenciamento do ciclo de vida dos diversos 
componentes. Ele realiza operações de configuração, inspeção, negociações e ajustes dinâmicos de 
propriedades associadas a recursos virtuais e fluxos multimídia envolvidos na especificação. 
A descrição de cada aplicação, conforme o modelo definido no Cosmos, é representada no 
PLGGOHZDUH por um componente denominado $SSOLFDWLRQ3UR[\. O principal papel deste componente 
consiste em construir e manter atualizados os metacomponentes que representam os componentes do 
sistema e da aplicação. Metacomponentes descrevem as propriedades e os estados dos componentes 
associados durante o ciclo de vida da aplicação. As interfaces definidas no componente 
$SSOLFDWLRQ3UR[\ dão suporte ao conceito de reflexividade, conceito este tratado de forma semelhante à 
abordagem utilizada em [100].  
A denominação $SSOLFDWLRQ3UR[\ é um neologismo criado no Cosmos para designar um 
componente de VRIWZDUH que não constitui-se diretamente na aplicação, mas que facilita o suporte à 
consistência em processos de adaptação envolvendo sistemas com níveis diversificados de requisitos, 
plataformas, tecnologias e propriedades. Cada operação associada a uma mudança dinâmica de 
propriedades de um componente precisa ser encaminhada ao componente $SSOLFDWLRQ3UR[\. Este 
componente verifica a coerência da operação, atualiza a descrição da arquitetura e repassa a alteração 
(mudança de valores de propriedades) para os respectivos componentes afetados. Uma solução que 
também usa a denominação SUR[\ no contexto de um PLGGOHZDUH adaptativo foi descrita por Moreira 
[151] [152]. No contexto da tecnologia de componentes, a denominação 3UR[\ é usada por Völter [21] 
para denotar referências a componentes virtuais. Na abordagem de Völter, clientes fazem chamadas a 
operações de componentes virtuais e o suporte provido pelo FRQWrLQHU se encarrega de resolver a 
ativação do componente físico associado e repassar para ele a chamada da operação. 
O IUDPHZRUN Cosmos representa os recursos requeridos da aplicação no componente 
$SSOLFDWLRQ3UR[\ usando um grafo com os metacomponentes que descrevem os recursos. No Cosmos, 
metacomponentes são basicamente repositórios de metadados (propriedades) associados aos recursos, 
dando suporte para identificação, localização e endereçamento dos correspondentes componentes e 
respectivas interfaces, entre outros mecanismos disponibilizados. Metadados são usados principalmente 
para fins de configuração e adaptação. Os conceitos de metacomponente e metadado têm sido 
explorados em vários trabalhos relacionados à adaptação dinâmica [89] [100]. Porém, grande parte 
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destes trabalhos define interfaces de baixo nível, como por exemplo, a especificação de operações para 
manipulação de escalonamento e gerenciamento de WKUHDGV [15]. 
De acordo com o modelo arquitetural do Cosmos, aplicações e componentes são descritos 
usando uma linguagem de especificação, conforme mencionado. O objetivo desta linguagem consiste 
em gerar metacomponentes que descrevem a configuração dos componentes da arquitetura. Para isto, 
são usadas informações definidas estaticamente, obtidas da própria especificação, ou informações 
definidas dinamicamente, obtidas através de consultas à API de reflexividade, ou de processos de 
interação com a própria a aplicação. A especificação da sintaxe para esta linguagem, bem como a sua 
implementação é responsabilidade do PLGGOHZDUH. Poderá ocorrer inclusive que um PLGGOHZDUH defina 
mais de uma sintaxe. Entre outros elementos, a especificação deve indicar os componentes envolvidos 
na aplicação, as dependências para efeito de composição, as propriedades dos componentes e das 
portas, as conexões entre componentes e os parâmetros de QoS associados aos componentes e às 
conexões. 
Para a construção de uma aplicação, a especificação indica os componentes, suas dependências 
e as propriedades providas e requeridas dos mesmos. Usando estas informações, o PLGGOHZDUH localiza 
os componentes em serviços de diretórios de modo a poder instanciá-los. Os elementos do PLGGOHZDUH 
e da aplicação podem obter as interfaces disponibilizadas por eles, realizando chamadas à operação 
JHW,QWHUIDFHV da interface ,%DVLF6HUYLFH, conseguindo assim as referências para as interfaces por ele 
providas.  
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Conforme mencionado, em plataformas Cosmos o &RQILJXUDWRU é o componente responsável 
por interpretar especificações, ou seja, por obter os dados (metadados) que descrevem as aplicações. 
Estes metadados devem ser mantidos durante o ciclo de vida das aplicações para serem usados 
dinamicamente em eventuais reconfigurações. Neste contexto, levando em consideração algumas 
experiências desenvolvidas anteriormente [31] [77] [154], foi definido um modelo para descrição dos 
conceitos e elementos do IUDPHZRUN arquitetural apresentados na Seção 4.1.3. Um metamodelo em 
UML que descreve os elementos deste modelo é apresentado na Fig. 4.9. Considerando este modelo, 
uma linguagem de especificação de aplicações e componentes Cosmos é apresentada no Apêndice A.1 
usando uma notação baseada em EBNF [155]. 
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Fig. 4.9: Modelo para definição dos metacomponentes de uma especificação 
 
Como pode ser observado, os elementos descritos na Fig. 4.9 contemplam os componentes do 
modelo arquitetural introduzido na Seção 4.1.3. Adicionalmente, a figura apresenta novos elementos 
arquiteturais para tratar requisitos relacionados a gerenciamento de QoS. O objetivo de uma 
especificação (descrição de uma aplicação) consiste em definir uma hierarquia de metadados a ser 
reconhecida e processada pelo &RQILJXUDWRU. O princípio estabelecido no Cosmos é que, para cada 
componente arquitetural do IUDPHZRUN definido, deve existir um metacomponente que descreve as 
características do respectivo componente.  
Para instanciar uma aplicação, o SDUVHU da linguagem de especificação obtém os metadados da 
especificação de acordo com o esquema de processamento descrito na Fig. 4.10. Neste esquema, o 
papel do SDUVHU consiste em mapear a descrição (metaprograma) em propriedades de metacomponentes 
que descrevem as características dos componentes da aplicação e da própria plataforma. A definição de 
propriedades no contexto da especificação está associada aos conceitos explorados nas definições das 
interfaces de propriedades do Cosmos apresentadas na Seção 4.1.2. O conceito de propriedades 
freqüentemente é usado na literatura para tratar aspectos não-funcionais do sistema, diferentemente do 
conceito tradicional de atributos, que normalmente está associado a definições de parâmetros 
funcionais, tipicamente utilizados na instalação e instanciação de componentes. O uso de propriedades 
está associado a intormações para configuração e ajuste dinâmicos de componentes e de instâncias de 
componentes. 
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Fig. 4.10Esquema de processamento de uma especificação 
 
Como pode ser observado na Fig. 4.10, o SDUVHU instanciado está separado do &RQILJXUDWRU. Isto 
permite incorporar diferentes linguagens e ferramentas de apoio à especificação de aplicações. O 
elemento que dá a base para esta diversidade é o modelo de metacomponentes (Fig. 4.9), que funciona 
como uma linguagem intermediária padrão para os SDUVHUV se comunicarem com o &RQILJXUDWRU.  
Os metadados de uma aplicação, de acordo com a Fig. 4.9, contêm listas de componentes e 
conexões, sendo compostos por um ou mais &RVPRV&RPSRQHQW0HWDGDWD - elemento que descreve um 
componente da aplicação -, e por nenhum ou muitos &RQQHFWLRQ0HWDGDWD, elemento que descreve uma 
conexão. 
A descrição de um componente Cosmos (&RVPRV&RPSRQHQW0HWDGDWD) pode definir uma ou 
mais propriedades (3URSHUW\0HWDGDWD) e uma ou várias portas (3RUW0HWDGDWD). A descrição da 
aplicação pode também conter restrições (&RQVWUDLQW0HWDGDWD) associadas a propriedades dos 
respectivos componentes. No diagrama da Fig. 4.9 mostra-se também que um Componente Cosmos 
pode estar relacionado com outros, indicando por exemplo relações de dependência.  
Restrições são representadas e manipuladas de forma semelhante a propriedades. Com o 
objetivo de não sobrecarregar a Fig. 4.9, foram omitidas algumas relações envolvendo os componentes 
arquiteturais com 3URSHUW\ e &RQVWUDLQW. Deve-se lembrar que o relacionamento explicitado entre estes 
componentes e &RVPRV&RPSRQHQW também se repete com os demais metacomponentes. 
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Um componente 3RUW contém as propriedades que descrevem a respectiva porta Na 
especificação de uma aplicação, a descrição de uma porta (3RUW0HWDGDWD) também pode ter restrições 
associadas às suas propriedades. Uma abordagem detalhada sobre o modelo de portas é apresentada 
adiante, no modelo de interconexão descrito na Seção 4.2.4. 
Conexões (&RQQHFWLRQ) são descritas em uma especificação por componentes 
&RQQHFWLRQ0HWDGDWD; uma conexão envolve relacionamentos entre portas, devendo existir pelo menos 
uma porta de origem e uma de destino, conforme o modelo introduzido na Fig. 4.1.  
Uma conexão também pode conter componentes que descrevem requisitos de QoS – 
representados na Fig. 4.9 por componentes 4R6. Estes componentes poderão ser usados para 
gerenciamento de parâmetros de QoS associados à conexão [83] [84]. Para o modelo de QoS descrito 
adiante, elementos 4R60HWDGDWD contêm as regiões de adaptação (faixas de valores de propriedades), 
consideradas em função dos valores de propriedades observados dinamicamente. Uma abordagem 
sobre o modelo de QoS definido para o Cosmos é apresentada e detalhada na Seção 4.2.3. Problemas 
relacionados com a QoS estão freqüentemente presentes na realização de comunicação distribuída. Em 
função disso, a arquitetura atual do Cosmos aborda esta questão no contexto de conexões entre 
componentes. Embora Cosmos não tenha realizado experiências usando o modelo de QoS em outros 
componentes do IUDPHZRUN, a abordagem é aplicável em adaptações envolvendo outros aspectos, como 
por exemplo, a carga de CPU. 
A abordagem definida na Fig. 4.10 provê mais flexibilidade em relação ao modelo baseado em 
XML proposto anteriormente [76] [77]; esta flexibilidade decorre da abstração da escolha de uma 
linguagem de descrição específica, permitindo introduzir novas linguagens além de XML, sem que isto 
venha a trazer impactos na implementação do componente &RQILJXUDWRU. Assim, o desenvolvedor tem a 
possibilidade de utilizar a linguagem de descrição que ele escolher ou projetar, devendo para isso 
definir os seus respectivos SDUVHUV, os quais deverão mapear as estruturas da linguagem para o modelo 
de metacomponentes do Cosmos. Metadados são obtidos pelo &RQILJXUDWRU e introduzidos nos 
correspondentes metacomponentes.  
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O Cosmos estabelece que a tarefa de criação de componentes deve ser realizada por 
componentes denominados )DFWRULHV. Conforme a descrição da Fig. 4.11, um componente )DFWRU\ 
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tem, além das interfaces definidas no componente &RVPRV&RPSRQHQW, a interface ,)DFWRU\ com uma 
operação para criar componentes.  
 
Fig. 4.11: Interfaces do componente )DFWRU\ 
 
A Fig. 4.12 apresenta a interface ,)DFWRU\ com a descrição da operação FUHDWH; esta operação é 
responsável por criar componentes de acordo com os metadados do componente passados como 
parâmetro. 
 
Fig. 4.12: Interface ,)DFWRU\ 
 
No exemplo da Fig. 4.13, apresenta-se um modelo básico de um processo para criação de um 
componente. Neste processo, o &RQILJXUDWRU obtém os metadados que descrevem o respectivo 
componente no $SSOLFDWLRQ3UR[\ (operação JHW0HWDGDWD) e identifica a fábrica adequada de acordo 
com estes metadados. Para dar características de generalidade à fábrica, o parâmetro passado é de um 
tipo básico. A fábrica indicada recebe então a solicitação para criação do componente (mensagem 
FUHDWH) e os respectivos metadados passados no parâmetro. Após a instanciação do componente, o 
mesmo é registrado no $SSOLFDWLRQ3UR[\, de forma que o &RQILJXUDWRU tenha acesso às informações do 
componente. As operações JHW0HWDGDWD e UHJLVWHU&RPSRQHQW são denominações que têm como 
objetivo simplificar a descrição que envolveria várias chamadas associadas ao processo. Este diagrama 
apresenta, de maneira simplificada, um processo genérico de criação de um componente no IUDPHZRUN 
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Cosmos; no processo não são considerados, por exemplo, aspectos como localização do componente. O 
foco da Fig. 4.13 está concentrado na descrição das ações realizadas pelo &RQILJXUDWRU no instante da 
criação de um componente. 
 
Fig. 4.13 Processo básico para criação de um componente no Cosmos  
 0RGHOR)XQFLRQDO
 
Os modelos arquitetural e de metacomponentes definidos nas seções anteriores constituem-se 
em elementos importantes para o suporte aos requisitos de sistemas multimídia distribuídos abertos. A 
seguir, a Fig. 4.14 apresenta uma visão funcional integrada dos elementos destes modelos. Na 
seqüência, o texto descreve as principais interfaces do modelo funcional estabelecendo uma associação 
entre elas e os requisitos relacionados no Capítulo 2: 
• Suporte à configuração e reconfiguração; 
• Suporte à adaptação; 
• Suporte à QoS; 
• Suporte à conectividade em plataformas distribuídas heterogêneas. 
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Fig. 4.14Modelo com aArquitetura Funcional do Cosmos
 
 6XSRUWHSDUD&RQILJXUDomRH5HFRQILJXUDomR
 
Como descrito na Seção 4.1.4, o SDUVHU deve gerar os metacomponentes que descrevem os 
componentes da aplicação a partir da especificação fornecida. Navegando na estrutura destes 
metacomponentes, o &RQILJXUDWRU pode executar as operações correspondentes à configuração do 
PLGGOHZDUH e da aplicação.  
O processo de configuração consiste em consultar e processar os metadados inseridos nos 
metacomponentes, de modo a saber quais recursos virtuais devem ser instanciados e suas respectivas 
propriedades. Metacomponentes no Cosmos são manipulados por operações definidas no componente 
$SSOLFDWLRQ3UR[\.  
Como o Cosmos dá suporte ao desenvolvimento e execução de aplicações distribuídas, 
componentes de uma aplicação poderão ser instanciados em diferentes domínios (espaços de 
endereçamento). Assim, considerando que uma determinada fábrica de recursos virtuais com 
capacidade para instanciar um recurso virtual requerido na especificação tenha sido selecionada e 
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localizada, cabe ao &RQILJXUDWRU acionar esta fábrica para instanciar o referido recurso virtual, 
localmente ou remotamente, de forma que posteriormente possa realizar operações de configuração e 
eventuais reconfigurações. 
Caso o recurso em questão precise ser instanciado em outro domínio, o &RQILJXUDWRU se 
reportará ao &RQILJXUDWRU remoto responsável por gerenciar os recursos daquele domínio através da 
interface ,5HPRWH&RQILJXUDWLRQ (Fig. 4.14), que comandará o processo de instanciação do referido 
recurso virtual a partir dos metadados definidos. Deve-se ressaltar, no entanto, que os metadados do 
recurso virtual a ser instanciado remotamente residirão no componente $SSOLFDWLRQ3UR[\ da aplicação; 
o componente $SSOLFDWLRQ3UR[\ reside no mesmo domínio em que se encontra o &RQILJXUDWRU 
responsável por processar a especificação. O &RQILJXUDWRU que tem esta responsabilidade é denominado 
no Cosmos como &RQILJXUDWRU mestre da correspondente aplicação. Os demais &RQILJXUDWRUV 
envolvidos com o gerenciamento de recursos virtuais remotos de uma aplicação são denominados 
&RQILJXUDWRUV escravos. 
&RQILJXUDWRUV são portanto elementos que gerenciam em cada domínio os componentes das 
várias aplicações ali instanciados, existindo um &RQILJXUDWRU por domínio. Um &RQILJXUDWRU pode 
gerenciar várias aplicações, porém cada aplicação possui apenas um &RQILJXUDWRU mestre que é 
responsável por comandar o gerenciamento desta aplicação. Cada aplicação tem um grupo de 
metacomponentes  representado e manipulado por um componente $SSOLFDWLRQ3UR[\, sob o controle e 
supervisão do respectivo &RQILJXUDWRU mestre. Cabe ao &RQILJXUDWRU mestre de uma aplicação manter 
a consistência dos recursos do sistema alocados à aplicação.  
No componente $SSOLFDWLRQ3UR[\ da aplicação são mantidas referências simbólicas para os 
recursos virtuais remotos, de forma a prover suporte para realização de ELQGV que permitam o 
&RQILJXUDWRU mestre acessar os correspondentes recursos virtuais para atualizar, por exemplo, valores 
de propriedades decorrentes de uma adaptação ocorrida durante a execução da aplicação. 
Uma vez que o &RQILJXUDWRU é o elemento responsável pela negociação e instanciação de 
componentes, deve existir em um sistema distribuído uma interação entre os &RQILJXUDWRUV envolvidos. 
Esta interação envolve questões sobre a alocação de recursos, negociação de propriedades e 
instanciação dos componentes remotos. Uma vez que o &RQILJXUDWRU é quem controla seu espaço de 
endereçamento, somente ele pode validar uma determinada configuração. A validação neste contexto, 
refere-se a análise da viabilidade da instanciação. 
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O nível de interação entre &RQILJXUDWRUV remotos se limita a pedidos para criação e remoção de 
componentes, bem como para validação de requisição de recursos (verificação se o pedido é coerente 
com a disponibilidade de recursos da plataforma). Neste caso, o &RQILJXUDWRU “ escravo”  gerencia os 
componentes locais de uma aplicação em que o &RQILJXUDWRU mestre estiver remoto, acessando 
remotamente o $SSOLFDWLRQ3UR[\ (através de um ELQG para a interface ,,QWURVSHFWLRQ).  
A seguir, a Fig. 4.15 descreve as operações da interface ,5HPRWH&RQILJXUDWLRQ. A operação 
FUHDWH5HPRWH&RPSRQHQW é usada para solicitar a criação de um componente remoto; para isto, devem 
ser passados para o &RQILJXUDWRU escravo os metadados do componente a ser criado e uma referência 
simbólica do $SSOLFDWLRQ3UR[\ que mantém estes metadados. De forma complementar, a operação 
GHVWUR\&RPSRQHQW é usada para solicitar a remoção de um componente remoto, sendo portanto 
necessário passar uma referência simbólica do referido componente. 
 
Fig. 4.15: Interface ,5HPRWH&RQILJXUDWLRQ 
 
A configuração de propriedades, mesmo em componentes remotos, é tarefa do &RQILJXUDWRU 
mestre. No entanto, apesar do &RQILJXUDWRU mestre ter a responsabilidade de gerenciar todos os 
recursos da aplicação, ele não pode, a priori, assegurar os recursos de um componente remoto, cujo 
gerenciamento é de responsabilidade do correspondente &RQILJXUDWRU remoto. Assim, o &RQILJXUDWRU 
mestre precisa se reportar a este &RQILJXUDWRU remoto através da operação YDOLGDWH da interface 
,5HPRWH&RQILJXUDWLRQ, de modo que ele possa verificar se a configuração indicada (correspondente aos 
metadados configurados no $SSOLFDWLRQ3UR[\) é coerente com a disponibilidade de recursos da 
plataforma local. Como mencionado, a validação é limitada a análise de viabilidade da configuração. 
Caso a configuração seja considerada viável, o &RQILJXUDWRU escravo já deixa o recurso alocado. Caso 
contrário, o &RQILJXUDWRU mestre muda a configuração da aplicação e tenta validar novamente, assim 
continuando até concretizar o processo ou esgotar as possíveis alternativas de configuração. 
A decisão de usar a operação de validação apenas em requisições remotas, deve-se ao fato que 
localmente a definição de um valor de propriedade significa que o &RQILJXUDWRU assegura o recurso 
relacionado com propriedade que ele mesmo negociou, ao passo que para um componente remoto, uma 
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atribuição de valor de propriedade no $SSOLFDWLRQ3UR[\ significa apenas uma proposição a ser validada 
pelo &RQILJXUDWRU remoto. Para dar início a uma aplicação, é então necessário que todos os 
componentes remotos tenham suas indicações de recursos validadas.  
Um $SSOLFDWLRQ3UR[\ também é um componente Cosmos, portanto deve também prover as 
interfaces básicas. Assim, ele também possui as operações DFWLYDWH e GHDFWLYDWH definidas na interface 
,3URSHUW\8SGDWH (Fig. 4.7). O papel da operação DFWLYDWH no $SSOLFDWLRQ3UR[\ consiste em propagar, 
para todo o grupo de componentes da aplicação, a indicação de que os recursos foram negociados e 
estão passíveis de serem utilizados, colocando então em execução a aplicação. De forma 
complementar, a operação GHDFWLYDWH tem o papel de desativar os mesmos. 
Como o modelo de componentes do Cosmos aceita a construção de componentes a partir de 
outros, o conceito de composição também é válido para $SSOLFDWLRQ3UR[LHV; ou seja, pelo modelo do 
IUDPHZRUN Cosmos, uma aplicação pode ser considerada como um componente reusável em outras 
aplicações. Para isto, deve-se disponibilizar serviços de persistência para os metacomponentes do 
$SSOLFDWLRQ3UR[\. 
Para consultar valores de propriedades de recursos virtuais para fins de alocação de recursos, 
um &RQILJXUDWRU escravo usa as operações da interface ,,QWURVSHFWLRQ do componente 
$SSOLFDWLRQ3UR[\. &RQILJXUDWRUV escravos normalmente realizam estas consultas quando forem 
chamados para validar requisições de alocação de recursos. Conforme mencionado, se uma requisição 
não resultar em sucesso, cabe ao &RQILJXUDWRU mestre mudar os valores de propriedades no 
correspondente $SSOLFDWLLRQ3UR[\ e fazer uma nova chamada tentando realizar a alocação novamente, 
até conseguir a alocação ou esgotar as opções de configuração.  
As interfaces que dão suporte à configuração (definição e alteração de valores de propriedades) 
são a ,6WUXFWXUDO6HWV e a ,&RQILJXUDWLRQ6HWV. Como a reconfiguração dinâmica está associada com 
ações de adaptação, as operações destas interfaces são descritas na próxima seção, de forma integrada 
com as interfaces de suporte à adaptação. 
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A presente seção discute e apresenta as interfaces do Cosmos relacionadas com os requisitos de 
adaptação enumerados na Seção 2.3.3. 
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No modelo funcional, as características de reflexividade e adaptação são tratadas pelas 
interfaces ,6WUXFWXUDO6HWV ,&RQILJXUDWLRQ6HWV H ,,QWURVSHFWLRQ Deve-se destacar que no modelo 
definido, as adaptações são realizadas de forma automática pelo &RQILJXUDWRU O modelo suporta a 
realização de adaptações originadas por necessidades de evolução do sistema, por eventos da aplicação, 
denominada no contexto da tese como adaptação reativa, ou por decisão interna do próprio PLGGOHZDUH 
ao detectar, por exemplo, uma situação de sobrecarga temporária que venha a provocar uma eventual 
baixa de QoS. Este tipo de adaptação é denominado no texto como adaptação pró-ativa.  
Para que a adaptação possa ser feita de forma consistente em ambos os casos, o PLGGOHZDUH ou 
aplicação precisa realizar consultas sobre o estado atual do sistema. Para isso, utiliza-se a interface 
,,QWURVSHFWLRQ. Após a obtenção de dados atuais sobre o comportamento do sistema, o processo deve 
realizar operações de PDWFKLQJV para identificar valores comuns possíveis de propriedades. Por fim, a 
alteração de valores de propriedades - realizadas sob o controle do &RQILJXUDWRU -, ocorre através das 
interfaces ,6WUXFWXUDO6HWV e ,&RQILJXUDWLRQ6HWV; a escolha de um valor adequado para alteração de uma 
propriedade deve ser realizada considerando valores coerentes entre os requisitos do sistema e o estado 
da plataforma, possivelmente identificados através da realização de operações de PDWFKLQJV.  
Para facilitar a navegação da aplicação no grafo de metacomponentes definido no 
$SSOLFDWLRQ3UR[\ e manter o nível de consistência do sistema, cada componente 9LUWXDO5HVRXUFH pode 
prover interfaces específicas, como a interface ,8VHU&RQILJXUDWLRQ. Esta interface está representada na 
Fig. 4.14 adotando um ícone tracejado como convenção para indicar que ela é específica. Portanto, não 
é preocupação do IUDPHZRUN definir estas interfaces. Interfaces específicas devem definir operações de 
manipulação de propriedades limitadas, de forma que a aplicação só tenha acesso a operações de 
manipulação das propriedades que sejam relevantes ao seu interesse. Neste caso, as operações de 
consulta de propriedades originadas pela aplicação são repassadas para a interface ,,QWURVSHFWLRQ, e as 
chamadas de operações para modificação de valores de propriedades, para a interface ,8VHU6HWV. 
Assim, fica com o &RQILJXUDWRU a responsabilidade de manter a consistência das modificações, bem 
como da sincronização da ativação da adaptação. Deve-se destacar que a aplicação pode acessar 
diretamente a interface ,,QWURVSHFWLRQ de forma a obter uma visão global do estado do sistema. Esta 
permissão não oferece risco à manutenção da consistência, uma vez que a interface ,,QWURVSHFWLRQ 
define apenas operações para consultas. De forma semelhante, a aplicação pode acessar diretamente a 
interface ,8VHU6HWV. 
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A facilidade de estabelecer limites para a visibilidade do componente é uma tarefa do projetista 
do componente, pois presume-se que ele conhece o comportamento do mesmo e dos possíveis impactos 
decorrentes de mudanças de propriedades.  
As operações definidas na interface ,6WUXFWXUDO6HWV, descritas na Fig. 4.16, são usadas pelo 
&RQILJXUDWRU, ou indiretamente, pela aplicação, para modificar a estrutura dos metacomponentes que 
representam a aplicação. As operações desta interface são as seguintes: 
 
 
Fig. 4.16:Interface ,6WUXFWXUDO6HWV
 
 
• DGG5HVRXUFH: adiciona ao $SSOLFDWLRQ3UR[\ o componente cuja identificação é passada no 
parâmetro. 
• DGG'HSHQGHQFH usada para informar que o componente referente ao primeiro parâmetro 
depende do componente indicado no segundo. 
• UHPRYH5HVRXUFH: remove o componente indicado no parâmetro, caso ele não dê suporte a outros 
componentes e não exista nenhuma dependência a ele associada. Para realizar remoções 
envolvendo grafos ou subgrafos de recursos, devem ser usadas as operações 
UHPRYH*UDSK5HVRXUFH, ou UHPRYH$OO*UDSKV5HVRXUFHV. 
• UHPRYH'HSHQGHQFHusada para remover a dependência do componente referente ao primeiro 
parâmetro em relação ao indicado no segundo 
• DSSOLFDWLRQ3UR[\&ORQH: cria um $SSOLFDWLRQ3UR[\ auxiliar; esta operação é ativada pelo 
&RQILJXUDWRU na fase de negociações para preparar a configuração de uma adaptação, sem afetar 
a configuração corrente. Desta forma, mantém-se a aplicação em execução utilizando os 
metadados do $SSOLFDWLRQ3UR[\ original. Paralelamente, o $SSOLFDWLRQ3UR[\ recém-criado é 
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utilizado para definição de configurações temporárias, até que seja obtida uma configuração 
estável adequada à aplicação. 
• DFWLYDWH5HVRXUFHV: operação requisitada pelo &RQILJXUDWRU  com o objetivo de ativar os 
componentes da aplicação. O $SSOLFDWLRQ3UR[\, que tem as referências de todos os 
componentes da aplicação, repassa para eles a solicitação, definindo uma ativação em bloco. 
Antes de executar a operação, o $SSOLFDWLRQ3UR[\ atualiza cada propriedade envolvida nos 
respectivos componentes da aplicação, através da interface ,$FWXDOL]DWLRQV, de modo que eles 
possam operar corretamente. Este procedimento também deve ocorrer, durante a execução de 
uma reconfiguração, para então ele chamar a operação FKDQJH6WDWH7R da  interface 
,6WDWXV&RQWURO (Fig. 4.6). 
• UHOHDVH5HVRXUFHV: operação requisitada pelo &RQILJXUDWRU com o objetivo de desativar os 
componentes da aplicação,  constituindo-se no procedimento inverso ao descrito na ativação. 
A seguir, a Fig. 4.17 apresenta as operações da Interface ,&RQILJXUDWLRQ6HWV, as quais dão 
suporte à realização de configuração e reconfiguração, consistindo nas operações de manipulação de 
valores de propriedades.  
 
 
Fig. 4.17 Interface ,&RQILJXUDWLRQ6HWV
 
A interface ,&RQILJXUDWLRQ6HWV do componente $SSOLFDWLRQ3UR[\ contempla e dá suporte às 
operações para definição e alteração de propriedades. Uma breve discussão sobre as principais 
operações é apresentada nos parágrafos seguintes: 
• A operação VHW$SSOLFDWLRQ1DPH identifica o nome da aplicação e a operação VHW5HOHDVH'DWH a 
data relativa à versão de distribuição do componente cujo nome é indicado. 
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• A operação GHILQH3URSHUW\ simplesmente identifica e cria uma propriedade, sem no entanto 
colocar valor. Isto tem como efeito apenas registrar que o componente está preparado para 
trabalhar com aquela propriedade. Já a operação XQGHILQH3URSHUW\ torna indefinida a 
propriedade. 
• A operação VHW3URSHUW\ define um valor para a propriedade identificada pela chave denominada 
SURSHUW\1DPH. Se uma propriedade com este nome ainda não estiver definida, uma nova 
propriedade é criada e assinalada com o valor passado no parâmetro. 
• A operação DGG9DOXH adiciona o valor correspondente ao parâmetro YDOXH à propriedade 
identificada. Desta forma, assume-se que propriedades podem ter valores como sendo lista de 
valores.  
• A operação FRS\9DOXHV copia os valores de uma propriedade para outra com o objetivo de 
guardar valores temporários de propriedades durante um processo de renegociação; a operação 
UHPRYH9DOXH retira o valor indicado do conjunto de valores da propriedade. Já a operação 
VHOHFW9DOXH seleciona um valor (indicado no parâmetro YDOXH) para a referida propriedade. 
Conforme discutido, mudanças de valores de propriedades originadas pela aplicação requerem 
um cuidado especial. Trocas de valores de propriedades podem afetar a aplicação e o próprio 
PLGGOHZDUH, uma vez que podem implicar em novos requisitos relacionados aos recursos da 
plataforma; e mais ainda: podem alterar inclusive o comportamento de outros componentes da 
aplicação. Diante disto, o IUDPHZRUN designou para o &RQILJXUDWRU a tarefa de verificar a viabilidade da 
mudança de valores de propriedades e a decisão de eventualmente mudar. Devido ao fato do 
&RQILJXUDWRU ser o elemento que comanda todas as fases do ciclo de vida do sistema, ele sabe o 
momento conveniente para mudar a configuração. Neste contexto, definiu-se a interface ,8VHU6HWV para 
controlar estas operações no escopo do &RQILJXUDWRU. 
O &RQILJXUDWRU usa o $SSOLFDWLRQ3UR[\ para manter e gerenciar as operações de manipulação 
de propriedades. Uma definição ou alteração de valor de propriedade somente se concretiza após a 
verificação da consistência, por parte do &RQILJXUDWRU; cabe ao $SSOLFDWLRQ3UR[\ apenas atualizar as 
mudanças nos componentes que tiverem valores de propriedades alterados. Para fazer esta atualização, 
o $SSOLFDWLRQ3UR[\ utiliza a interface ,3URSHUW\8SGDWHde cada componente envolvido, sinalizando aos 
respectivos recursos virtuais as mudanças de estado no ciclo de vida através da operação 
FKDQJH6WDWH7R. A partir deste momento, cada componente pode realizar a sua alteração 
comportamental observando os novos valores de propriedade configurados.  
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A Fig. 4.18 descreve a interface ,8VHU6HWV do componente &RQILJXUDWRU. As operações que 
compõem esta interface são de fato implementadas pelo $SSOLFDWLRQ3UR[\; este nível de 
indirecionamento foi definido para preservar a consistência da configuração da aplicação, ou seja, 
apenas as operações que deixem o sistema em estado coerente com a plataforma são repassadas para o 
$SSOLFDWLRQ3UR[\correspondente. A cada operação desta interface, existe uma operação com mesmo 
nome, assinatura e finalidade na interface ,&RQILJXUDWLRQ6HWs do componente $SSOLFDWLRQ3UR[\. De 
forma semelhante, algumas operações da interface ,6WUXFWXUDO6HWV poderiam ser incorporadas pela 
interface ,8VHU6HWV, o que permitiria suportar adaptações estruturais no modelo oriundas de interação 
dinâmica da aplicação; no entanto, considerando que os impactos desta permissão poderiam levar a 
situações imprevistas, decidiu-se que este tipo de adaptação requer uma análise mais ampla. 
 
Fig. 4.18:Interface ,8VHU6HWV
 
Para definir e ajustar configurações no sistema, muitas vezes é necessário realizar negociações 
complexas; um processo de negociação geralmente intercala entre ações de restrição e expansão nos 
valores de determinadas propriedades. Desta forma, para assegurar a recuperação de configurações 
anteriores, os seguintes conceitos podem ser explorados para este fim, utilizando as operações da 
interface ,&RQILJXUDWLRQ6HWV do $SSOLFDWLRQ3UR[\ 
• FDSDFLWDomR GH XPD SURSULHGDGH GR FRPSRQHQWH: indica, em relação à propriedade, o 
universo de possibilidades de valores (capacidades) suportados; 
• YDORUHVQDWLYRV: denotam para uma instância do componente, o conjunto de possíveis valores 
de uma determinada propriedade; ou seja, o conjunto de valores nativos deve ser 
necessariamente um subconjunto da capacitação; 
• YDORUHV SUHIHULGRV correspondem a uma faixa que indica um subconjunto resultante das 
preferências definidas pela aplicação em relação a uma determinada propriedade do 
componente;  
• YDORUVHOHFLRQDGR: valor escolhido para a propriedade indicada em determinado componente. 
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Estes conceitos foram definidos originalmente no IUDPHZRUN PREMO [7]; na abordagem do 
corrente trabalho há no entanto uma diferença em relação ao conceito de valor selecionado. Em nossa 
abordagem, um valor selecionado denota uma única instância de valor; já em PREMO, o conceito 
incorpora uma faixa de valores. Nosso entendimento é de que o valor selecionado corresponde à 
propriedade atual relacionada com a operação do sistema, a qual rege o comportamento do 
correspondente componente associado. Uma descrição visual destes conceitos é apresentada na Fig. 
4.19. 
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Fig. 4.19 Faixas de valores de propriedades
 
Com o objetivo de prover capacidade de introspecção e navegação na hierarquia de 
metacomponentes, tanto para fins de navegação por parte do &RQILJXUDWRU, quanto para adaptação, a ser 
realizada pela própria aplicação, definiu-se a interface ,,QWURVSHFWLRQ, apresentada na Fig. 4.20. 
 
Fig. 4.20: Interface ,,QWURVSHFWLRQ 
 
A operação JHW5HOHDVH fornece a data de distribuição do componente, cujo nome é fornecido 
como parâmetro. A forma adotada para identificar componentes foi definir um modelo estruturado de 
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nomes, consistindo de quatro campos: nome do componente, nome da instância, nome da aplicação e o 
endereço IP do KRVW onde ele reside. 
De modo a prover facilidades para a realização de negociações envolvendo propriedades dos 
componentes, a interface ,,QWURVSHFWLRQ define operações similares às apresentadas na interface 
,3URSHUW\,QTXLU\(Fig. 4.4 ) para obter, por exemplo a lista de chaves(nomes) de propriedades e valores 
de uma determinada propriedade. Adicionalmente, foram definidas duas operações úteis para o 
estabelecimento de casamentos envolvendo valores comuns de propriedades (PDWFKLQJV). Assim, caso 
se queira descobrir entre todas as propriedades de dois componentes quais são as comuns, utiliza-se a 
operação PDWFK3URSHUWLHV; por outro lado, caso se queira obter, entre as propriedades comuns, quais 
são os valores presentes simultaneamente nas duas, utiliza-se a operação PDWFK3URSHUW\ indicando o 
nome da propriedade e os nomes dos respectivos componentes. 
Para dar subsídios à realização de reconfiguração envolvendo mudanças dinâmicas na estrutura 
da aplicação, foram definidas as operações JHW5HVRXUFH'HSHQGHQF\*UDSKH JHW$OO5HVRXUFHV*UDSK. A 
primeira retorna uma lista com os componentes, dos quais, o componente indicado no parâmetro 
depende, e a segunda operação, JHW$OO5HVRXUFHV*UDSK, retorna a lista com todo o grafo de 
dependência. 
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Na presente seção são discutidas e apresentadas as interfaces do Cosmos relacionadas com os 
requisitos de QoS enumerados na Seção 2.3.3. 
Para gerenciar os requisitos de QoS, o Cosmos define componentes arquiteturais ativos para 
verificar dinamicamente se os parâmetros de QoS do sistema se comportam de acordo com os 
requisitos da aplicação. Face à grande flutuação dos fatores associados à aplicação, plataforma e infra-
estrutura de comunicação, o modelo utiliza o conceito de intervalos de QoS, no qual a definição dos 
requisitos ocorre por faixas de valores. Se durante a execução da aplicação for detectada alguma 
situação de não cumprimento da QoS negociada, um processo de adaptação é iniciado observando os 
requisitos estabelecidos na descrição da aplicação. Os componentes que fornecem as funcionalidades 
para provisão de QoS foram introduzidos na Fig. 4.14, no contexto da visão geral do modelo funcional 
do Cosmos. Adiante, a Fig. 4.21 apresenta uma visão destes componentes focada na descrição 
funcional do modelo de QoS, onde são abstraídas as interfaces que não estão relacionadas com a QoS. 
Os parágrafos seguintes discutem o papel de cada elemento do modelo destacado na figura. 
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Fig. 4.21: Visão geral do modelo de QoS 
Os gerentes de QoS (componentes 4R60DQDJHU) são responsáveis pela instanciação e 
gerenciamento de monitores (4R60RQLWRU). Quando algum requisito de QoS estiver incoerente em 
relação aos parâmetros especificados pela aplicação, um monitor designado para observar este 
parâmetro notifica o fato ao respectivo gerente através de um mecanismo de chamada do tipo FDOOEDFN. 
O gerente associado deve notificar o &RQILJXUDWRU para realizar um processo de adaptação. 
4R60DQDJHUV são informados pelo &RQILJXUDWRU sobre o resultado do processo de adaptação através da 
operação FKDQJH6WDWH7R da interface ,6WDWXV&RQWURO (descrita na Fig. 4.6). O &RQILJXUDWRU também usa 
a interface ,6DWXV&RQWURO de cada recurso virtual para disparar transições de estados, informando-os 
assim sobre o novo estágio dos mesmos no ciclo de vida.  
Para comandar o processo de gerenciamento, o &RQILJXUDWRU utiliza a interface 
,0DQDJHU&RQWUROdo componente 4R60DQDJHU. A Fig. 4.22 descreve esta interface, consistindo nas 
seguintes operações:  
 
Fig. 4.22: Interface ,0DQDJHU&RQWURO 
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• FRQILJ: Configura o 4R60DQDJHU de acordo com os metadados passados como parâmetro. 
Estes metadados determinam os parâmetros que devem ser monitorados. O modelo de 
metacomponentes que foi descrito na Fig. 4.9 mostra apenas associações de metadados de QoS 
com conexões virtuais. 
• VWDUW0RQLWRUV: ativa os monitores instanciados para iniciarem a monitoração dos parâmetros de 
QoS especificados. 
• VWRS0RQLWRUV: suspende temporariamente a monitoração dos parâmetros de QoS especificados 
até a concretização da adaptação. 
A interface ,0DQDJHU, representada na Fig. 4.23, apresenta a operação FDOOEDFN do componente 
4R60DQDJHU. Esta operação é usada por monitores para informar ao gerente que um parâmetro do 
recurso monitorado está fora da faixa de valores de QoS especificada. Os parâmetros da operação 
informam o valor obtido na observação (YDOXH) e a identificação do monitor (WDJ). 
 
Fig. 4.23: Interface ,0DQDJHU 
 
Um monitor de recursos, representado pelo componente 4R60RQLWRU, obtém os dados do 
recurso virtual usando a interface ,0RQLWRUHG do mesmo (Fig. 4.24). Esta interface define as seguintes 
operações para o recurso virtual monitorado retornar informações de gerenciamento de QoS: 
 
Fig. 4.24: Interface ,0RQLWRUHG 
 
• JHW9DOXH: retorna o valor de QoS do recurso monitorado;  
• JHW4R63DUDPHWHUV: retorna uma lista com os possíveis parâmetros de QoS monitoráveis 
pelo 9LUWXDO5HVRXUFH.  
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Após a instanciação de um gerente de QoS, o &RQILJXUDWRU define os metadados que descrevem 
os parâmetros de QoS a serem observados, cujos valores correspondem aos parâmetros contidos na 
especificação da aplicação. Para gerenciar cada parâmetro de QoS definido, o 4R60DQDJHU cria um 
monitor para observar o recurso associado. Na criação de um monitor, o 4R60DQDJHU responsável 
define os metadados relacionados com os requisitos de QoS do recurso que o monitor observa (cada 
monitor observa apenas um parâmetro de um recurso), bem como a freqüência da observação. 
Ao ser notificado sobre uma violação de QoS, o gerente analisa e processa a notificação 
consultando e atualizando os metacomponentes do $SSOLFDWLRQ3UR[\. Feita a análise, o 4R60DQDJHU 
repassa a notificação ao &RQILJXUDWRU, que coordena o processo de adaptação. 
Para controlar e configurar monitores, 4R60DQDJHUV utilizam a interface ,0RQLWRU&RQWURO (Fig. 
4.25), que define as seguintes operações: 
 
Fig. 4.25: Interface ,0RQLWRU&RQWURO 
 
o DWWDFK2EVHUYHG: indica ao monitor o recurso a ser monitorado (interface ,0RQLWRUHG); 
o JHW2EVHUYHG: retorna a referência para o recurso monitorado (interface ,0RQLWRUHG); 
o UHPRYH2EVHUYHG: remove a referência para o recurso monitorado (interface ,0RQLWRUHG); 
o VHW4R63DUDPHWHU: indica ao monitor qual parâmetro de QoS ele deve monitorar; 
o JHW4R63DUDPHWHU: retorna qual parâmetro de QoS está sendo monitorado; 
o VWDUW0RQLWRU: inicia o processo de monitoramento; 
o VWRS&DOOEDFN: suspende o mecanismo de FDOOEDFN (o mecanismo de FDOOEDFN é usado 
para informar o gerente que o recurso está operando numa faixa de QoS diferente da 
negociada); 
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o VWRS0RQLWRU: suspende o processo de monitoramento; 
o JHW+LJKHVW9DOXH2I5DQJH: retorna o limite superior da faixa de observação; 
o JHW/RZHVW9DOXH2I5DQJH: retorna o limite inferior da faixa de observação;  
o JHW)UHTXHQF\: retorna a freqüência de observação; 
o JHW9DOXH: retorna o valor atual do parâmetro de QoS monitorado; 
o VHW+LJKHVW9DOXH2I5DQJH: configura o limite superior da faixa de observação; 
o VHW/RZHVW9DOXH2I5DQJH: configura o limite inferior da faixa de observação;  
o VHW)UHTXHQF\: configura a freqüência de observação. 
A Fig. 4.26 apresenta um diagrama de seqüência UML com uma descrição do processo de 
instanciação de gerentes e monitores de QoS..  
 
Fig. 4.26: Instanciação de gerentes e monitores de QoS 
 
O processo começa com o &RQILJXUDWRU solicitando os metadados relacionados aos respectivos 
parâmetros de QoS descritos no componente $SSOLFDWLRQ3UR[\. Em seguida, o componente 
&RQILJXUDWRU cria um gerenciador de QoS (4R60DQDJHU). Após o processo de instanciação do gerente, 
este é configurado de acordo com os metadados extraídos da especificação da aplicação, mediante 
processo de negociação. Um gerenciador é responsável por um grupo de componentes relacionados, 
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como por exemplo, os componentes envolvidos numa conexão virtual. Naturalmente, diferentes 
conexões terão diferentes gerenciadores. Em seqüência, o 4R60DQDJHU cria os monitores e indica para 
os mesmos os recursos que serão monitorados (DWWDFK2EVHUYHG), suas referências para fins de 
chamadas FDOOEDFN, bem como os parâmetros de QoS e as respectivas faixas que cada um deverá 
observar. 
De acordo com o modelo apresentado para descrição de aplicações (Seção 4.1.4), o modelo de 
suporte à QoS define mecanismos para especificar e identificar regiões de QoS. A Fig. 4.26 apresenta 
uma ilustração com as principais operações definidas pelo Cosmos relacionadas com a configuração da 
QoS. As regiões têm suas faixas de valores de QoS associadas através de chamadas às operações 
6HW/RZHU5DQJH e VHW+LJK5DQJH. Embora não estejam descritos na figura, valores GHIDXOW para 
propriedades podem ser definidos, servindo como referências para dar início à operação dos recursos 
nas respectivas regiões. As faixas associadas às regiões podem ser modificadas dinamicamente em 
função das políticas de gerenciamento especificadas pela aplicação. A definição envolvendo a seleção 
da região de QoS adotada também pode mudar dinamicamente, por exemplo, quando um monitor 
observar uma violação em relação à faixa associada à região corrente. Neste caso, o gerente de QoS, 
em conjunto com o &RQILJXUDWRU, escolhem uma nova região, iniciando a operação nesta região com o 
respectivo valor de propriedade GHIDXOW definido para esta região. O modelo também permite a 
retomada automática para regiões de QoS melhores, a partir de tentativas a serem realizadas 
periodicamente, onde a periodicidade definida para realizar estas tentativas é especificada na descrição 
da aplicação. Após serem instanciados e configurados, os monitores aguardam o início da operação do 
recurso. 
A Fig. 4.27 descreve um cenário envolvendo as operações relacionadas com o processo de 
adaptação na QoS. Ao dar início à execução da aplicação, o &RQILJXUDWRU ordena o gerente 
(4R60DQDJHU) para iniciar a operação dos monitores através de uma chamada do método 
VWDUW0RQLWRUV. Por sua vez, o 4R60DQJHU repassa as ordens para cada um dos monitores associados 
através de chamadas à operação VWDUW0RQLWRU. O gerente de QoS aguarda notificações de seus 
monitores, indicando possíveis violações de QoS (chamadas FDOOEDFN). Como parâmetros de uma 
chamada FDOOEDFN são passados ao correspondente gerente, o identificador do monitor (WDJ) e o 
respectivo valor detectado. Assim, conhecendo estas informações, o 4R60DQDJHU seleciona dentre as 
possíveis regiões descritas na especificação, qual delas deverá ser a nova região escolhida para o 
recurso operar, indicando-a em seus metadados. Cabe ao &RQILJXUDWRU, mediante consulta aos 
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metadados do gerente, avaliar a viabilidade e decidir pela realização desta adaptação. O &RQILJXUDWRU, 
por sua vez, informa ao gerente o resultado do processo de configuração através da operação 
FKDQJH6WDWH7R na interface ,6WDWXV&RQWURO. Enquanto aguarda a notificação, o gerente continua a operar 
normalmente para os demais parâmetros de QoS monitorados. 
 
Fig. 4.27Processo de Adaptação 
 
A adaptação pode envolver diversos tipos de ações, como por exemplo: alteração na faixa de 
valores associada à região; alteração da freqüência de observação e mudança de QoS para execução em 
outra região de operação. Após o 4R60DQDJHU receber do &RQILJXUDWRU o estado resultante da 
adaptação (operação FKDQJH6WDWH7R), o gerente de QoS pode eventualmente notificar o configurador 
para ele realizar uma nova adaptação, selecionando uma nova região a ser tentada. 
Podem ocorrer situações em que um único monitor não seja capaz de verificar se um recurso 
está atendendo às expectativas de QoS, como por exemplo, na monitoração dos níveis de perda de 
pacotes numa rede. Neste caso, pode-se atribuir à conexão virtual uma responsabilidade adicional, de 
modo que ela também gerencie os parâmetros de QoS associados à rede usando uma hierarquia de 
componentes monitores. Desta forma, valores monitorados separadamente podem ser obtidos 
sistematicamente pela conexão virtual através de chamadas explícitas a métodos JHW9DOXH das 
interfaces ,0RQLWRU&RQWURO dos monitores internos. Nesse caso, cabe à conexão virtual processar estes 
valores e disponibilizá-los em sua interface ,0RQLWRUHG. Assim, um monitor designado para observar se 
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este parâmetro de QoS da rede está, ou não, dentro da faixa de operação especificada, deve notificar o 
seu gerente respectivo,  no caso de não cumprimento dos requisitos. 
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Esta seção apresenta e discute as funcionalidades dos componentes do modelo de interconexão 
definido no Cosmos, direcionando o foco para o suporte aos requisitos indicados na Seção 2.3.1. A Fig. 
4.28 apresenta uma visão simplificada do modelo de interconexão com os componentes do modelo e os 
relacionamentos entre eles.  
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Fig. 4.28: Visão simplificada do modelo de interconexão de componentes.  
 
No Cosmos, os componentes 9LUWXDO5HVRXUFHV podem interagir com outros, como fonte ou 
destino de dados multimídia. Entretanto, para realizar uma interconexão entre componentes em 
sistemas distribuídos, muitas vezes é necessário construir um SLSH envolvendo vários elementos 
internos, como filtros, redes, VZLWFKHV e sistemas operacionais. 
De forma a reduzir a complexidade envolvida na conexão de componentes, o IUDPHZRUN 
Cosmos explora os conceitos de portas e conexões virtuais, os quais provêem abstrações para tratar 
aspectos relacionados com formatos de mídia, topologias, sincronização, QoS e protocolos de 
comunicação. 
No modelo de interconexão, portas (de entrada e saída) definem interfaces padrão, que são 
independentes dos tipos de tecnologia de comunicação suportadas nas plataformas onde os 
componentes serão instanciados. 
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O modelo introduz o conceito de canal de comunicação, cuja representação na arquitetura é 
suportada por um componente denominado FKDQQHO. O objetivo deste componente é ocultar detalhes 
relacionados com tecnologias de comunicação que poderão vir a ser usadas para implementar conexões 
entre portas de componentes. Ou seja, os aspectos e especificidades de tecnologias envolvidas com o 
suporte à comunicação são encapsulados em canais, que se encarregam de prover interfaces padrões. 
A separação explícita das portas e do respectivo canal de comunicação envolvidos numa 
conexão permite que plataformas aderentes ao modelo suportem diferentes abordagens e protocolos de 
comunicação. Assim, canais podem ser configurados para levar em consideração os tipos de dados do 
fluxo, os parâmetros de carga da rede e a localização dos componentes envolvidos (9LUWXUDO5HVRXUFHV). 
Devido à flexibilidade do modelo, que permite vários tipos de ajustes, é necessário que plataformas 
aderentes assegurem a compatibilidade entre portas ligadas.  
O modelo suporta várias topologias de interconexão, permitindo realizar conexões um-para-um, 
um-para-muitos, muitos-para-um e muitos-para-muitos. O modelo define dois tipos de direção de 
fluxo: entrada e saída. Assim, por exemplo, uma conexão entre uma porta de saída e várias portas de 
entrada constrói uma topologia do tipo um-para-muitos. 
As portas são registradas em componentes 9LUWXDO&RQQHFWLRQV, os quais são responsáveis pelo 
gerenciamento das operações envolvidas. Um componente 9LUWXDO&RQQHFWLRQ representa uma conexão 
entre duas ou mais portas; a definição do número de portas (entrada e saída) depende das ligações 
descritas na especificação da aplicação. Portas se comunicam através de canais de comunicação. Um 
canal realiza uma ligação entre um par de portas, devendo assim existir um canal para cada par de 
portas. 
O diagrama da Fig. 4.29 apresenta as interfaces funcionais relacionadas com o modelo de 
interconexão. No modelo, a configuração dos componentes envolvidos é realizada pelo componente 
&RQILJXUDWRU. O &RQILJXUDWRU é responsável por realizar acordos e negociações entre os componentes 
envolvidos de forma a cumprir os requisitos da aplicação. Para isto, ele deve verificar se há 
compatibilidade entre as capacidades da plataforma e os requisitos da aplicação.  
Na Fig. 4.29 são mostradas duas interfaces operacionais usadas por recursos virtuais para enviar 
e receber dados, que são respectivamente, as interfaces ,,QSXW3RUW2SHUDWLRQ e ,2XWSXW3RUW2SHUDWLRQ. 
Assim, os recursos virtuais envolvidos numa conexão não precisam conhecer os tipos de comunicação 
suportados nas plataformas locais onde serão instanciados, nem tampouco controlar a operação da 
transmissão dos dados entre as respectivas portas que compõem o fluxo. O tratamento da sincronização 
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nos fluxos de dados é realizado, de forma transparente, pelas portas. As portas definidas no modelo 
adotam dois tipos de semânticas de operação: mensagens seqüenciais e fluxos contínuos. 
 
Fig. 4.29Visão funcional do modelo de interconexão
 
Na abordagem orientada para mensagens seqüenciais, as portas de saída e entrada organizam o 
fluxo em uma seqüência de mensagens individuais. No lado da porta de entrada, o componente 
associado pode ler mensagens individuais num dado momento, preservando a seqüência 
correspondente à geração das mesmas. Já na abordagem orientada a fluxo, as portas de saída e entrada 
tratam o fluxo como uma seqüência de octetos individuais. No lado da porta de entrada, o componente 
pode obter todos os octetos disponíveis, sendo preservada também a ordem em que os mesmos foram 
gerados. 
Adicionalmente, o modelo estabelece dois tipos de semânticas para interação entre 
componentes e portas: síncrona e assíncrona. Uma operação com semântica envolvendo uma chamada 
síncrona adota uma abordagem bloqueante, ao passo que a operação assíncrona adota uma semântica 
de chamada não-bloqueante. Assim, na semântica síncrona, um componente que chama a 
correspondente operação fica bloqueado até que a porta de entrada associada receba o dado. 
Contrariamente, na semântica assíncrona o componente não fica bloqueado, mesmo que, por exemplo, 
faça uma chamada de leitura em uma porta de entrada com EXIIHU vazio usando uma operação 
associada (obviamente não receberia dado algum), ou tentasse enviar um dado numa porta de saída 
com EXIIHU cheio.  
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A Fig. 4.30 descreve os métodos relacionados com as interfaces ,2XWSXW3RUW2SHUDWLRQ e 
,,QSXW3RUW2SHUDWLRQ e as semânticas associadas com os métodos destas interfaces. Portas que provêem 
a interface ,2XWSXW3RUW2SHUDWLRQ são caracterizadas como portas de saída. Elas oferecem métodos para 
envio de dados, usando tanto primitivas bloqueantes (operação EORFNHG6HQG), como não-bloqueantes 
(operação VHQG). Quando recursos virtuais usam a operação VHQG não-bloqueante, eles precisam analisar 
o resultado retornado de maneira a decidir o que fazer, se por exemplo, não tiver espaço no EXIIHU da 
porta associada. De forma similar, portas que provêem a interface ,,QSXW3RUW2SHUDWLRQ são 
caracterizadas como portas de entrada. Como pode ser observado na Fig. 4.30, a interface 
,,QSXW3RUW2SHUDWLRQ define operações com semântica bloqueante (operações ZDLW0HVVDJH, na 
abordagem orientada a mensagens e ZDLW%XIIHUna abordagem orientada a fluxos) e operações com 
semântica não-bloqueante (operações JHW0HVVDJHna abordagem orientada a mensagens e JHW%XIIHUna 
abordagem orientada a fluxo), de forma a dar suporte às duas abordagens semânticas de operação das 
portas. 
A operação UHFRQILJ, definida na interface ,2XWSXW3RUW2SHUDWLRQ, é utilizada por um 
componente emissor, no momento da adaptação, para notificar à porta de saída associada que, a partir 
deste momento,  ela deverá enviar os dados do fluxo correspondente utilizando o novo canal.  
 
Fig. 4.30:Interfaces operacionais das portas 
 
O &RQILJXUDWRU usa a interface ,9LUWXDO&RQQHFWLRQ (Fig. 4. 31) para interagir com o componente 
9LUWXDO&RQQHFWLRQ. Esta interface define os métodos usados para gerenciamento da conexão, incluindo 
métodos para adicionar portas (operações DWWDFK,QSXW3RUW e DWWDFK2XWSXW3RUW). Portas são identificadas 
no &RQILJXUDWRU através de nomes simbólicos (WDJV) utilizados nos métodos para listar as portas 
associadas (operações JHW,QSXW3RUWV e JHW2XWSXW3RUWV), para recuperação de uma porta (operações 
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JHW,QSXW3RUW e JHW2XWSXW3RUW) e para remover uma porta de uma conexão (operações UHPRYH,QSXW3RUW 
e UHPRYH2XWSXW3RUW). O método FRQQHFW é usado para iniciar um processo de conexão e o método FORVH 
para encerrar e liberar os recursos associados. O método UHFRQILJ é usado pelo &RQILJXUDWRU para 
iniciar um processo de adaptação. O método JHW0HWDGDWD é utilizado para fornecer as informações da 
conexão. 
 
Fig. 4. 31: Interface ,9LUWXDO&RQQHFWLRQ 
 O componente 9LUWXDO&RQQHFWLRQ realiza as operações de configuração das portas utilizando a 
interface ,3RUW&RQI. A Fig. 4.32 descreve as operações desta interface. 
 
Fig. 4.32: Interface ,3RUW&RQI 
 
Uma porta pode ter vários canais associados. Portanto, é necessário que se forneçam operações 
para gerenciamento de associações entre portas e os respectivos canais. A interface ,3RUW&RQI fornece o 
método DWWDFK&KDQQHO para adicionar um novo canal de comunicação à porta. A interface ,3RUW&RQI 
também é usada para a realização de adaptação dinâmica através de associações de canais de 
comunicação secundários (operação DWWDFK6HF&KDQQHO). Canais secundários são usados por uma porta 
&DStWXOR±2)UDPHZRUN&RVPRV
 
de saída para enviar dados em um novo formato durante um processo de adaptação. A interface 
também fornece métodos para recuperar a lista de canais associados (operação JHW&KDQQHOV), ou apenas 
um canal (operação JHW&KDQQHO) e para remover um canal (operação UHPRYH&KDQQHO). O método 
JHW0HWDGDWD é utilizado para obter os metadados que descrevem a porta, e o método UHFRQILJ, para 
realizar ações de suporte ao ajuste das propriedades da porta, como por exemplo, criar um novo EXIIHU.  
A interface ,&KDQQHO (Fig. 4.33) é usada pela conexão virtual para gerenciar canais de 
comunicação; ela oferece operações para: abrir o canal – ou seja, ativá-lo, colocando o mesmo em 
operação (operação RSHQ); para fechar, desativando a operação do mesmo (operação FORVH); para 
associar uma porta de entrada aonde o canal deverá colocar os dados do fluxo associado (operação 
DWWDFK7DUJHW); e para recuperar esta porta(operação JHW7DUJHW). A operação FORQH é usada durante o 
processo de adaptação para duplicar um canal de comunicação, construindo assim um canal secundário. 
Um canal secundário deverá ser usado em um processo de adaptação para iniciar a transmissão de um 
novo fluxo de dados, cujo formato tenha sido previamente negociado. Ao final da fase de adaptação, o 
canal secundário se torna principal. 
 
Fig. 4.33: Interface ,&KDQQHO  

,&KDQQHO define a operação VHW&RQQHFWLRQ&DOOEDFN para indicar uma interface de FDOOEDFN a ser 
utilizada após a adaptação, para informar à conexão virtual que um determinado canal não é mais 
necessário. 
Canais de comunicação e suas portas associadas interagem entre si para trocarem dados usando 
as seguintes interfaces: ,3RUW&KDQQHO, ,2XWSXW3RUW&KDQQHO e ,&KDQQHO,QSXW3RUW. A Fig. 4.34 
descreve estas interfaces.  
A interface ,2XWSXW3RUW&KDQQHO é usada por portas de saída para enviar dados através do 
canal. Na outra extremidade, o canal de comunicação usa a interface ,&KDQQHO,QSXW3RUW para repassar 
os dados para a correspondente porta de entrada. O parâmetro WDJ é usado para determinar durante a 
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fase de adaptação se o canal em questão é o canal principal, ou se é um canal secundário. A interface 
,3RUW&KDQQHO fornece o método UHOHDVH, que poderá ser usado pelas portas para indicar quando o 
canal associado não for mais necessário. 
 
Fig. 4.34: Interfaces para comunicação entre canais e portas 
 
A definição do número de canais em uma 9LUWXDO&RQQHFWLRQ depende da topologia de 
interconexão estabelecida na especificação da aplicação. Seguindo o modelo proposto, podemos ter 
tanto conexões XQLFDVW (cardinalidade 1:1 no relacionamento 9LUWXDO&RQQHFWLRQ-&KDQQHO), quanto 
PXOWLFDVW (cardinalidade 1:N no relacionamento 9LUWXDO&RQQHFWLRQ-&KDQQHO). Ou seja, para realizar 
uma conexão PXOWLFDVW, eventualmente o sistema criará diversos canais de comunicação, podendo 
assim envolver diversas tecnologias de comunicação simultaneamente. 
É através da configuração de uma aplicação, onde conexões são estabelecidas, que uma 
determinada topologia de interconexão será definida. O processo de escolha de uma determinada 
tecnologia depende de fatores dinâmicos, tais como a localização dos componentes envolvidos (por 
exemplo, se estão instanciados no mesmo espaço de endereçamento ou em computadores distribuídos). 
O processo para conectar dois ou mais componentes consiste em verificar se existe compatibilidade 
entre os tipos de dados das portas, cujos formatos associados são descritos na especificação dos 
componentes, as capacidades de cada componente envolvido e a topologia requerida. Para isto ele 
estabelece valores de propriedades que satisfaçam os requisitos descritos na especificação. 
Para a construção de uma aplicação, componentes precisam ser interconectados. A Fig. 4.35 
descreve a fase de estabelecimento de uma conexão. No exemplo da figura, estão envolvidas questões 
de negociação de propriedades, criação de componentes e configuração. Para não sobrecarregar a 
figura, alguns métodos e parâmetros foram omitidos.  
Durante o processamento da especificação, o Configurator solicita a criação das portas a um 
componente do tipo fábrica (PortFactory), conforme definido pelo Cosmos, e negocia as propriedades 
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com o objetivo de definir valores compatíveis entre os requisitos especificados e as capacidades da 
plataforma. Este processo produz os metadados para as operações que irão efetivamente realizar a 
conexão das portas. 
 
Fig. 4.35: Estabelecimento de uma conexão 
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Em seguida, o &RQILJXUDWRU cria uma instância do componente 9LUWXDO&RQQHFWLRQ para 
representar a conexão em questão, configurando-a com os metadados referentes à conexão. As portas 
criadas anteriormente são anexadas ao 9LUWXDO&RQQHFWLRQ. As ações relacionadas aos registros das 
portas junto ao componente 9LUWXDO&RQQHFWLRQ correspondem à realização da ligação entre as mesmas. 
Após a configuração do componente 9LUWXDO&RQQHFWLRQ o &RQILJXUDWRU realiza uma chamada para o 
método FRQQHFW que efetivamente dispara o processo de alocação dos canais de comunicação 
necessários. 
O componente 9LUWXDO&RQQHFWLRQ realiza a instanciação dos canais de comunicação passando 
para cada um deles seus respectivos pares de portas. Em seqüência, ele passa para a porta de saída uma 
referência do canal e, a seguir, passa para o canal, uma referência para a porta de entrada 
correspondente. 
O modelo fornece suporte para as políticas de adaptação reativa e pró-ativa definidas no 
IUDPHZRUN Cosmos. Conforme mencionado anteriormente, na adaptação reativa a aplicação é quem 
indica as operações necessárias; em uma adaptação pró-ativa, cabe à aplicação apenas definir na 
especificação os requisitos e as políticas. Assim, o PLGGOHZDUH define o tipo de adaptação considerando 
as informações passadas. 
De maneira a facilitar a compreensão do processo de adaptação em conexões, a abordagem no 
texto está dividida em duas fases: uma fase de preparação, onde o &RQILJXUDWRU notifica os 
componentes envolvidos indicando que um processo de adaptação foi iniciado, e uma fase de 
realização, onde os componentes efetivamente ativam as mudanças, alterando o seu comportamento. A 
Fig. 4.36 mostra um exemplo de um diagrama de seqüência com as ações correspondentes à fase de 
preparação de uma adaptação pró-ativa.  
Uma adaptação pró-ativa é originada por solicitação de um componente gerente de QoS; o 
&RQILJXUDWRU recebe uma sugestão de indicação de novos valores e valida esta indicação (operação 
YDOLGDWH), de modo a não deixar o sistema em um estado inconsistente. Para isso, o &RQILJXUDWRU 
identifica os componentes que potencialmente podem ser afetados pela mudança, iniciando um novo 
processo de negociação para verificar se estes componentes suportam a alteração indicada. Caso a 
verificação resulte em sucesso, é iniciado então o processo de adaptação, onde o &RQILJXUDWRU 
comunica os componentes envolvidos (recursos virtuais VHQGHU e UHFHLYHU) para que se preparem para a 
reconfiguração através de uma chamada da operação FKDQJH6WDWH7R (interface ,6WDWXV&RQWURO, descrita 
na Fig. 4.6), indicando 5HFRQILJXULQJ (estado descrito na Seção 4.3) como sendo o novo estado. O 
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&RQILJXUDWRU solicita então à conexão virtual para realizar a tarefa de reconfiguração dos componentes 
associados (portas e canais), através da operação UHFRQILJ no diagrama da Fig. 4.36. Em seqüência, o 
componente 9LUWXDO&RQQHFWLRQ se prepara para criar um novo canal de comunicação e realizar a troca 
do antigo para o novo, com o sistema em operação. Para isto, 9LUWXDO&RQQHFWLRQ chama a operação 
UHFRQILJ nas portas envolvidas para que elas se prepararem, criando por exemplo, novos EXIIHUV para 
receber o novo fluxo de dados; em seguida, o canal de comunicação associado é clonado e configurado 
de maneira a dar suporte a comunicação entre as portas existentes considerando os novos requisitos. As 
portas envolvidas sabem como gerenciar o canal clonado de forma a garantir a sincronização. Quando 
as portas e o canal estiverem prontos para a troca, o componente 9LUWXDO&RQQFWLRQ notifica o 
&RQILJXUDWRU de forma que ele dê início à segunda parte do processo de adaptação. 
 
Fig. 4.36: Fase de preparação de uma adaptação pró-ativa  
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A segunda fase do processo de adaptação corresponde à ativação das mudanças. A Fig. 4.37 
apresenta um exemplo com um diagrama de seqüência envolvendo as ações da fase de ativação do 
processo de adaptação. 
 
Fig. 4.37: Ativação de uma adaptação  
 
Após a notificação ser enviada pelo componente 9LUWXDO&RQQHFWLRQ, indicando que o ambiente 
está pronto para mudança, o &RQILJXUDWRU autoriza os componentes para mudarem as suas propriedades 
através da operação DFWLYDWH$GDSWDWLRQ. Esta operação representa, de forma simplificada, as ações do 
&RQILJXUDWRU, correspondendo a mudança do estado e a mudança de valores de propriedades. No 
entanto, cabe ao componente transmissor esperar o momento em que a mudança do formato do fluxo 
possa ocorrer de forma consistente, como por exemplo, no término da transmissão de um quadro de 
vídeo. Desta forma,  antes do iniciar a transmissão do quadro seguinte no novo formato, o transmissor 
indica a troca de formatos para a porta de saída associada através da operação UHFRQILJ. Esta chamada 
sinaliza a mudança, ou seja, a ação correspondente consiste em ativar o novo canal de comunicação. A 
porta indica então que não precisa mais do antigo canal, solicitando a sua liberação (operação UHOHDVH) 
e começa a enviar dados pelo novo canal alocado. Dados do novo fluxo são colocados em um novo 
EXIIHU do canal secundário recentemente ativado. A porta de entrada espera até esvaziar o antigo EXIIHU 
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notificando o correspondente recurso que a contém, quando ele estiver vazio; neste momento, o recurso 
UHFHLYHU ativa a adaptação trocando as propriedades de forma a processar corretamente o novo fluxo de 
acordo com o novo formato. A porta de entrada então libera o antigo canal (operação UHOHDVH), 
indicando que ele não é mais necessário e muda a indicação para que o novo EXIIHU seja utilizado na 
condição de execução em estado normal, ao passo de que o antigo EXIIHU será desativado. 
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O modelo definido para o desenvolvimento de uma aplicação no Cosmos (Fig. 4.38)  tem uma 
estrutura similar à proposta pelo ambiente Aster [156], consistindo nas seguintes fases: 
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Fig. 4.38. Construção de uma Aplicação 
 
• Fase de especificação da aplicação, onde a configuração dos componentes da aplicação é 
descrita de acordo com a linguagem de especificação disponível na plataforma PLGGOHZDUH. 
Caso a plataforma PLGGOHZDUH não tenha em seus serviços de repositório componentes 
capazes de atender os requisitos da aplicação, cabe à aplicação a tarefa de desenvolver 
novos componentes. Para isso, ela pode utilizar as facilidades de reuso incorporadas no 
IUDPHZRUN Cosmos, estendendo as funcionalidades dos componentes básicos definidos 
originalmente. De maneira a serem reutilizados por outras aplicações, estes novos 
componentes precisam ser descritos na linguagem de especificação adotada pelo 
PLGGOHZDUH. 
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• A segunda fase corresponde à Configuração do sistema. É nesta fase que o componente 
&RQILJXUDWRU realiza as negociações de propriedades verificando se há compatibilidade entre 
a especificação, os tipos dos componentes envolvidos nas interconexões definidas e as 
capacidades da plataforma. 
• A terceira etapa corresponde à fase de execução e monitoramento da QoS.  
A arquitetura para gerenciamento de recursos definida no Cosmos envolve vários componentes. 
Considerando que o &RQILJXUDWRU é o componente que tem a responsabilidade de coordenar todo o 
processo, o PLGGOHZDUH precisa então instanciá-lo primeiramente. A partir dele, serão processados, 
configurados e executados os demais componentes do PLGGOHZDUH e da aplicação. 
Uma vez instanciado, o componente precisa ser configurado. Uma abordagem preliminar sobre 
a configuração de recursos virtuais no Cosmos foi apresentada em [31] [75]. Essa abordagem definiu 
um conjunto de etapas para o processo de configuração. Esse conjunto foi ampliado para contemplar a 
fase de adaptação dinâmica [83] [84], conforme mostrado na Fig. 4.39, consistindo nas seguintes 
etapas: negociação de propriedades suportadas, alocação de recursos requeridos, execução do 
componente, reconfiguração (denotando ajustes com o sistema parado) e adaptação (denotando ajustes 
com o sistema em execução).  
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Fig. 4.39: Configuração de Recursos Virtuais.
 
De acordo com a arquitetura, os recursos requeridos associados à uma instância de um recurso 
virtual só serão efetivamente alocados quando todos os componentes descritos na especificação da 
&DStWXOR±2)UDPHZRUN&RVPRV
 
aplicação forem instanciados, as conexões correspondentes realizadas e a QoS negociada. Neste 
momento, a validação efetiva dos recursos necessários poderá se realizar de forma consistente, uma vez 
que todo o grafo da aplicação estará montado, fornecendo assim uma visão global dos recursos 
requeridos. Caso os componentes da aplicação tenham disponíveis os recursos que precisam, eles são 
alocados segundo um acordo previamente estabelecido pelo &RQILJXUDWRU, cujas informações são 
mantidas no $SSOLFDWLRQ3UR[\. 
Analisando o diagrama de estados da Fig. 4.39, observa-se que o estado LQVWDQWLDWHG define a 
fase inicial do ciclo de vida, imediatamente após a criação de um componente YLUWXDO5HVRXUFH. Após 
serem criados, componentes são descritos em metacomponentes associados (atribuição de valores de 
propriedades), os quais são armazenados e gerenciados pelo respectivo componente $SSOLFDWLRQ3UR[\. 
Ressalta-se que a transição do estado de LQVWDQWLDWHG para FRQILJXULQJ corresponde à atribuição dos 
valores de propriedades nativas da instância. 
O processo prossegue de forma similar, instanciando e negociando propriedades, até que todos 
os componentes da aplicação sejam instanciados. Uma vez que o &RQILJXUDWRU tenha concluído o 
processo de negociação envolvendo os recursos locais e analisado a configuração de recursos remotos, 
ele solicita ao $SSOLFDWLRQ3UR[\ através da operação DFWLYDWH, para ele indicar e repassar para cada 
componente da aplicação a informação de ativação do respectivo componente, ou seja, do início da sua 
execução.  
A Fig. 4.40 mostra a arquitetura definida pelo IUDPHZRUN Cosmos para dar suporte à execução 
de várias aplicações em um mesmo domínio. De acordo com a arquitetura, o &RQILJXUDWRU cria um 
componente $SSOLFDWLRQ3UR[\ para cada aplicação. O exemplo da figura descreve uma situação 
envolvendo diferentes aplicações: A, B, até uma enésima. Durante o processo de configuração, o 
&RQILJXUDWRU interage com o $SSOLFDWLRQ3UR[\ de cada aplicação para incluir, ou recuperar, 
informações ou propriedades de recursos virtuais, construindo os correspondentes grafos de 
metacomponentes associados. De acordo com o modelo definido no Cosmos, uma adaptação originada 
pela aplicação deve ocorrer através de operações na API do usuário (Interfaces ,8VHU&RQILJXUDWLRQ e 
,8VHU6HWV). Assim, a eventual mudança na configuração precisa ser realizada sob controle do 
&RQILJXUDWRU; cuja concretização ocorre através da atualização de propriedades nos metacomponentes 
do $SSOLFDWLRQ3UR[\ Para modificar uma configuração, a aplicação pode realizar consultas sobre o 
estado atual da plataforma e da própria aplicação usando a API de reflexividade (interface 
,,QWURVFSHFWLRQ). Por sua vez, o &RQILJXUDWRU pode tomar a iniciativa de realizar a adaptação acessando 
&DStWXOR±2)UDPHZRUN&RVPRV
 
diretamente as interfaces ,6WUXWXFWXUDO6HWV e ,&RQILJXUDWLRQ6HWV do componente $SSOLFDWLRQ3UR[\. Esta 
última abordagem é chamada na tese como adaptação pró-ativa, onde o PLGGOHZDUH realiza a adaptação 
segundo a orientação estabelecida na especificação da aplicação. 
 
M u lt im e d ia  Ap p l ica t io n s
Use r  APIRe f le ct iv i t y  API
A pp l ica t ion Pr ox y A
A pp l ica t ion Pr ox y B Co n f ig u r a t o r
A pp l ica t ion Pr ox y N
 
Fig. 4.40:Configuração de Aplicações
 
Durante a fase de execução, possíveis interações do usuário podem alterar os requisitos da 
aplicação ou do sistema; uma alteração no ambiente de execução de uma aplicação eventualmente pode 
provocar modificações no ambiente das outras aplicações. Uma situação exemplo é explorada e 
ilustrada no Capítulo 5. 
Para atender aos requisitos de reconfiguração dinâmica, o IUDPHZRUN provê os conceitos de 
reflexividade, cujos mecanismos de suporte são providos pelas interfaces de configuração definidas no 
contexto do componente $SSOLFDWLRQ3UR[\ e gerenciadas pelo &RQILJXUDWRU. Uma adaptação que ocorre 
em resposta a uma ação direta da aplicação, através da API ,8VHU6HWV, é denominada, conforme 
mencionado anteriormente, como adaptação reativa; operações desta interface têm acesso indireto às 
operações do $SSOLFDWLRQ3UR[\. Na adaptação pró-ativa, o PLGGOHZDUH usa diretamente a API de 
reflexividade. 
Um processo de adaptação pró-ativa envolve o modelo de QoS definido pelo Cosmos, 
consistindo então na manipulação dos metadados associados. Estes metadados descrevem as 
possibilidades indicadas na especificação.  
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Este capítulo apresentou e discutiu os principais conceitos e características do IUDPHZRUN 
Cosmos. A abordagem arquitetural do IUDPHZRUN definido oferece níveis elevados de flexibilidade, 
provendo suporte a características de interoperabilidade, QoS e adaptabilidade. Como elementos 
chaves para suportar estas características, destacam-se os modelos de metacomponentes, QoS, 
interconexão e configuração. 
A arquitetura do Cosmos provê um mecanismo de interconexão genérico, possibilitando a 
integração de uma variedade de tipos de componentes em ambientes heterogêneos e distribuídos como 
a ,QWHUQHW e os sistemas de TVDI. A API proposta para o modelo é relativamente simples e bastante 
flexível, cujas operações definidas dão suporte aos principais componentes definidos no PLGGOHZDUH 
AdapTV. 
Uma característica do Cosmos que não está presente nos modelos convencionais de 
Componentes é a abordagem para gerenciamento de QoS. No modelo, o tratamento de QoS se dá por 
faixas de valores de QoS, o que permite flexibilizar os níveis de tolerância a variações em função do 
tipo da aplicação e do estado da plataforma. 
Utilizando o IUDPHZRUN proposto, o capítulo seguinte descreve um protótipo de uma plataforma 
de PLGGOZDUH baseada no Cosmos, que foi implementado usando os conceitos e componentes básicos 
definidos. Dentre os componentes  definidos no IUDPHZRUN utilizados no desenvolvimento do protótipo, 
destacam-se como principais os modelos para representação e gerenciamento de recursos, 
propriedades, configuração, QoS, interconexão e adaptação dinâmica.  
O modelo de interconexão constitui-se numa importante contribuição, pois, com a convergência 
das várias mídias e tecnologias associadas, como por exemplo a ,QWHUQHW e a TVDI, novas aplicações 
poderão ser construídas explorando estilos arquiteturais do tipo SLSHV envolvendo elementos 
intermediadores. Neste contexto, o componente 9LUWXDO&RQHFWLRQ, associado com as facilidades de 
configuração dinâmica do Cosmos, provê níveis elevados de flexibilidade. O conceito clássico de 
portas, que tem sido amplamente utilizado pela engenharia de VRIWZDUH, permite tratar conexões XQLFDVW 
e PXOWLFDVW com abstrações similares. 
No escopo deste trabalho, as questões relacionadas com o modelo de eventos não foram 
discutidas. As análises realizadas no contexto do projeto concluíram que os mecanismos definidos na 
linguagem Java eram suficientes para dar suporte ao desenvolvimento da plataforma protótipo do 
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PLGGOHZDUH AdapTV, descrito no próximo capítulo. No entanto, devido as especificidades das classes 
de aplicações, um módulo de eventos deverá ser objeto de trabalhos futuros. 
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O presente capítulo descreve o PLGGOHZDUH AdapTV – um PLGGOHZDUH para Sistemas de 
Televisão Digital Interativa definido como prova de conceito para a arquitetura proposta para o 
Cosmos. Para avaliar a viabilidade de implementação deste PLGGOHZDUH, um protótipo foi 
implementado considerando os aspectos de configuração e gerenciamento de adaptação em uma 
aplicação simples, onde foram tratados requisitos de QoS no contexto de uma plataforma distribuída. 
Conforme a discussão realizada na Seção 3.4, sistemas de TVDI requerem infra-estruturas 
adaptativas e suporte à configuração e reconfiguração dinâmicas. Neste cenário, o resultado da 
experiência desta implementação é uma contribuição da tese para o processo de desenvolvimento dessa 
nova tecnologia no cenário brasileiro atual. Antes de apresentar o PLGGOHZDUH definido, o texto inicia 
mostrando o papel do PLGGOHZDUH nos Sistemas de Televisão Digital Interativa . 
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Atualmente, Sistemas de Televisão Digital Interativa (TVDI), de forma semelhante aos sistemas 
multimídia tradicionais, envolvem uma diversidade de requisitos e características. Em adição, existe 
uma heterogeneidade de plataformas e vários tipos de dispositivos, recursos de KDUGZDUH e VRIWZDUH, 
bem como usuários com diferentes necessidades. Conseqüentemente, para lidar com esta diversidade 
de situações, sistemas TVDI devem prover uma infra-estrutura altamente adaptativa que dê suporte a 
requisitos como: confiabilidade, segurança, portabilidade, sincronização, extensibilidade e 
reflexividade [88].  
Para o desenvolvimento de sistemas de televisão interativa, deve-se também levar em 
consideração o nível de interatividade que a infra-estrutura de transmissão proverá aos seus usuários. 
Este nível de interatividade pode ser classificado em duas categorias: sistemas sem canal de retorno e 
sistemas com canal de retorno [76]. 
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A Fig. 5.1 apresenta o papel do PLGGOHZDUH com uma visão simplificada de um sistema de 
televisão digital com canal de retorno. O cenário descrito contempla dois tipos básicos de entidades: 
provedores de serviços e clientes usuários. No cliente (dispositivo de exibição), o PLGGOHZDUH lida com 
a especificação, recuperação, gerenciamento, apresentação e execução de fluxos de dados multimídia e 
componentes de VRIWZDUH. Para exercer estas responsabilidades, a plataforma deve utilizar um sistema 
operacional com características de tempo real (RTOS). No provedor (estação produtora-transmissora), 
fluxos (VWUHDPV) elementares de vídeo, áudio e dados são multiplexados para compor um único fluxo de 
transporte. Este fluxo é transmitido em um canal de EURDGFDVW codificado no formato MPEG2-TS [53]. 
Para prover características de interatividade em sistemas de TVDI sem canal de retorno, um 
mecanismo denominado Carrossel pode ser utilizado para injetar periodicamente programas aplicativos 
e dados no fluxo MPEG. Estes elementos são utilizados pelo PLGGOHZDUH, por exemplo, para prover um 
pseudo-nível de interatividade, com opções de escolha limitada aos programas transmitidos juntamente 
com o fluxo. Mesmo em situações onde existe canais de retorno, o carrossel pode ser utilizado para 
transmitir os programas e dados selecionados pelas aplicações. 
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Fig. 5.1: Estrutura de um sistema de televisão interativa. 
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Para tratar as questões relacionadas com sistemas TVDI, conforme foi mencionado na seção 
anterior, um sistema de suporte deve prover uma infra-estrutura altamente adaptativa. Vários requisitos 
destes sistemas correspondem aos enumerados na Seção 2.3. Neste sentido, o sistema AdapTV 
apresentado neste capítulo foi definido usando os conceitos e componentes básicos do IUDPHZRUN 
Cosmos. A implementação do AdapTV propicia a oportunidade de avaliar o Cosmos no contexto de 
uma tecnologia emergente.  
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Nesse contexto, a definição e implementação de um protótipo do PLGGOHZDUH AdapTV e o 
desenvolvimento de uma aplicação-exemplo servem como prova de conceito da viabilidade e 
potencialidade do Cosmos para o cenário de sistemas multimídia distribuídos. 
A arquitetura do AdapTV foi estruturada em camadas [31] [77]. A próxima seção apresenta 
uma visão estrutural das camadas do PLGGOHZDUH e, na seqüência, o texto descreve os componentes da 
arquitetura explorados no protótipo. 
 $UTXLWHWXUDHP&DPDGDV
 
A arquitetura do PLGGOHZDUH AdapTV consiste das seguintes camadas: camada de configuração 
e gerenciamento e camada de manipulação de mídia. Estas camadas provêem APIs especializadas para 
a camada de aplicações, conforme observado na Fig. 5.2. 
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Fig. 5.2: Arquitetura do AdapTV em camadas  
 
Na camada superior do PLGGOHZDUH, encontram-se duas interfaces de programação (APIs): 
usuário e reflexividade. Estas APIs fornecem a base para a construção de ambientes de 
desenvolvimento e de aplicações interativas. O uso destas APIs permite acessar os recursos de 
KDUGZDUH e do sistema operacional de maneira transparente às suas especificidades.  
A API do usuário provê um conjunto de operações básicas que fornecem as funcionalidades 
tradicionais do PLGGOHZDUH, como por exemplo, acesso à rede, seleção de programas, e localização 
de componentes na rede. Por outro lado, a API de reflexividade disponibiliza um conjunto de 
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operações para obtenção de informações sobre o ambiente. Através desta API, as aplicações e o 
próprio PLGGOHZDUH podem modificar a configuração do ambiente de acordo com as duas formas de 
adaptação mencionadas anteriormente: 
• 5HDWLYD aplicações usam a API de reflexividade para obter metadados dos componentes e 
eventualmente para realizar adaptações estruturais. 
• 3UyDWLYD: componentes de monitoramento do PLGGOHZDUH reconhecem a necessidade de 
adaptação da aplicação, por exemplo quando um valor inadequado de QoS for atingido, de forma 
a requisitar ao PLGGOHZDUH para realizar a adaptação. 
A camada de configuração e gerenciamento engloba várias funcionalidades, incorporadas em 
componentes típicos, como os indicados a seguir: 
• 6HUYLoRGH&RQILJXUDomR: responsável por configurar, negociar, alocar e gerenciar componentes 
e recursos virtuais; 
• 6HUYLoR GH 'LUHWyULR: um exemplo de serviço de repositório do Cosmos para realizar a 
recuperação de componentes requeridos de forma transparente; 
• 6HUYLoRGH6HJXUDQoD: provê mecanismos para autenticação e controle de acesso; 
• 6HUYLoRGH7UDQVDo}HV: provê suporte transacional para aplicações de comércio eletrônico; 
• 6HUYLoRGH&RPXQLFDomR: suporta o desenvolvimento de aplicações distribuídas; 
A camada de configuração e gerenciamento não tem acesso direto aos dispositivos e aos 
recursos do sistema operacional. Acessos a estes componentes são feitos através da camada de 
manipulação de mídia, onde são definidos recursos virtuais especializados para tratar cada tipo básico 
de fluxo (vídeo, áudio e dados), bem como para os demais aspectos de baixo-nível da plataforma. 
Devido à existência de diferentes sistemas operacionais e à variedade de tipos de dispositivos, 
parte da implementação de um dispositivo virtual torna-se específica para cada plataforma ou 
dispositivo. Assim, estas partes de implementação apresentam baixo nível de portabilidade. Para 
amenizar o impacto desta restrição decidiu-se subdividir a camada de manipulação de mídia em duas 
subcamadas: 
• &DPDGD GH 5HFXUVRV: consiste dos recursos virtuais que definem APIs uniformes para os 
componentes de níveis mais altos, ao passo que assume a existência de APIs uniformes para 
acessar a camada de portabilidade; 
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• &DPDGD GH 3RUWDELOLGDGH: composta de componentes que definem uma API uniforme para os 
componentes específicos da camada de recursos; estes componentes isolam os aspectos de 
implementação específicos, incorporando a parte de código dependente de cada tipo de plataforma 
e de dispositivo. 
Seguindo o modelo de componentes do Cosmos, os componentes do AdapTV possuem 
interfaces funcionais e interfaces para manipulação de metadados, as quais são usadas para definição 
das suas propriedades (por exemplo, parâmetros de QoS, tipos de formatos suportados, valores de 
propriedades preferidos).  
A arquitetura em camadas proposta para o AdaptTV [31] [77] é apresentada de forma detalhada 
na Fig. 5.3: 
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Fig. 5.3: Arquitetura Detalhada do AdapTV 
 
A implementação realizada do AdapTV se limita a alguns componentes da camada de 
configuração desta arquitetura. Pode-se observar na Fig. 5.3 que a definição dos componentes desta 
camada corresponde aos componentes básicos do modelo arquitetural apresentados na Seção 4.1.3. 
Apesar do gerenciador de eventos não ser discutido no Capítulo 4, foi mencionada a sua importância 
para o modelo de configuração. No presente protótipo, onde a aplicação desenvolvida é simples, foram 
exploradas as facilidades da linguagem Java para processamento de eventos. Outra simplificação do 
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protótipo está relacionada com o serviço de diretório. Na implementação, cada &RQILJXUDWRU mantém 
um repositório com os componentes que ele pode instanciar e gerenciar. 
 Dentre os principais componentes considerados na implementação do protótipo, destacam-se os 
seguintes: &RQILJXUDWRU, $SSOLFDWLRQ3UR[\, ;0/3DUVHU, 9LUWXDO5HVRXUFH, 9LUWXDO&RQQHFWLRQ, 
,QSXW3RUW, 2XWSXW3RUW, 4R60DQDJHU, 4R60RQLWRU e )DFWRULHV. Apesar do componente 3DUVHU oferecer 
suporte para responsabilidades intrínsecas do &RQILJXUDWRU, ele é tratado de forma independente do 
Cosmos, de modo que o PLGGOHZDUH e a aplicação possam ter liberdade para definir sua própria 
linguagem. No protótipo foi definido um SDUVHU para uma linguagem baseada em XML. 
Como a presente implementação foi desenvolvida no nível de prova de conceito, não foi 
estabelecido como propósito cobrir integralmente todas as funcionalidades do Cosmos; 
especificamente, o esforço foi concentrado nos modelos de metacomponentes, interconexão e QoS 
associados. No protótipo não foram implementados serviços de diretórios, conexões PXOWLFDVW nem 
adaptações envolvendo troca de componentes. As funcionalidades típicas de sistemas de TVDI se 
limitaram à transmissão e apresentação de vídeo com adaptação dinâmica baseada em mecanismos de 
QoS. 
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Como discutido nas seções iniciais, Cosmos requer uma especificação das aplicações. No 
entanto, o IUDPHZRUN não estabelece uma linguagem específica. No protótipo do AdapTV, definiu-se 
um modelo de especificação baseado em XML para descrever aplicações e componentes. Este modelo 
foi descrito inicialmente em [77] e ajustado posteriormente para incorporar os modelos de 
metacomponentes (descrito na Seção 4.1.4), de QoS (descrito na Seção 4.2.3), e de interconexão 
(descrito na Seção 4.2.4). Apesar desta implementação usar uma linguagem específica, novos SDUVHUV 
poderão ser incorporados no futuro, um vez que o modelo de metacomponentes proposto e a arquitetura 
de implementação definida para o AdapTV oferecem níveis de flexibilidade que permitem a troca do 
SDUVHU. 
A decisão de adotar XML deve-se ao fato de existir uma grande quantidade de manipuladores e 
ferramentas XML, além de ser uma tecnologia adotada e experimentada nos padrões atuais mais 
importantes para televisão digital, como MHP [135], DASE [136] e ARIB[138]. 
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Em conformidade com o modelo de especificação descrito no Cosmos, para o AdapTV uma 
aplicação é especificada e tratada explorando o conceito de composição. Esta seção apresenta as 
principais características de uma linguagem de especificação definida para descrição dos metadados 
das aplicações e dos componentes do AdapTV com base na sintaxe XML, assim como as estratégias de 
composição suportadas pelo PLGGOHZDUH. A apresentação da linguagem é feita através de um modelo 
UML com uma estrutura similar à descrição do modelo RAS [150]. Esta abordagem tem como objetivo 
facilitar a apresentação, tornando mais clara a definição dos elementos sintáticos dos ;0/6FKHPDV 
associados. Explorando essas facilidades de descrição, ambientes baseados no PLGGOHZDUH podem criar 
facilmente novas aplicações e componentes. Para dar suporte a estas facilidades, o &RQILJXUDWRU utiliza 
um SDUVHU, conforme o modelo introduzido no esquema de processamento de uma especificação 
apresentado na Fig. 4.10.  
A Fig. 5.4 apresenta um diagrama UML com a descrição dos elementos correspondentes aos 
;0/6FKHPDV definidos para a linguagem de especificação de aplicações para o AdapTV considerando 
os modelos apresentados nas figuras Fig. 4.1 e Fig. 4.9.  
 
Fig. 5.4: Modelo UML para Descrição de Aplicações no AdapTV  
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No AdapTV, uma aplicação é descrita por uma composição de metadados estruturados de 
acordo com o modelo da Fig. 5.4. A aplicação (elemento que denota o nó raiz da hierarquia XML) é 
identificada na especificação por um nome e tem uma descrição associada, devendo ser composta por, 
no mínimo, um componente (restrição indicada na cardinalidade da associação entre 
DSSOLFDWLRQ0HWDGDWD e &RPSRQHQW0HWDGDWD). O modelo de descrição também permite a definição de 
composições de componentes indicada na figura através do relacionamento GHSHQGV.  
Os metadados associados à descrição de componentes de uma especificação correspondem ao 
nome, descrição e localização dos mesmos. Além destes, a descrição pode definir: 
• '(3(1'Ç1&,$6: relações que identificam os componentes dos quais o componente descrito 
depende. Conforme mostrado na Fig. 5.4, dependências são indicadas através da associação 
entre os componentes FRPSRQHQW0HWD'DWD.  
• 35235,('$'(6 características enumeradas em SURSHUW\0HWDGDWD, normalmente utilizadas 
para descrever requisitos não funcionais; 
• 5(675,d®(6 elementos enumerados em FRQVWUDLQ0HWDGDWD e utilizados para descrever 
eventuais restrições nos valores das propriedades dos componentes associados; o 
metacomponente FRQVWUDLQW0HWDGDWD não está ilustrado na Fig. 5.4 porque ele têm  a mesma 
estrutura do componente SURSHUW\0HWDGDWD; 
• 3257$6: elementos usados para identificar as portas de entrada (WDUJHW3RUW0HWDGDWD) e as 
portas de saída do componente descrito (VRXUFH3RUW0HWDGDWD). 
Uma propriedade define um conjunto de valores para os quais aquela propriedade poderá ser 
instanciada. A ordem de preferência (usada por exemplo, para expressar o nível de QoS que interessa à 
aplicação) dos elementos deste conjunto de valores é definida de acordo com o atributo RUGHU, que pode 
assumir os valores aVF ou GHVF, indicando ao &RQILJXUDWRU que, no processo de escolha, dê prioridade 
aos elementos do início ou fim deste conjunto, respectivamente. 
Portas são identificadas por cadeias de caracteres (QDPH), tendo listas de propriedades, 
restrições e atributos associadas. Propriedades identificam características da porta, como por exemplo, 
tamanho do EXIIHU e taxa de transmissão. 
A descrição dos metadados de uma conexão (elemento FRQQHFWLRQ0HWDGDWD) envolve a 
descrição das portas de saída (VRXUFH3RUW0HWDGDWD) e entrada (WDUJHW3RUW0HWDGDWD) relacionadas, dos 
requisitos de QoS e estratégias de adaptação e das propriedades associadas à conexão.  
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Os principais elementos envolvidos com a descrição dos metadados de QoS são os seguintes: 
•   4R6SDUDPHWHU: atributo que identifica um parâmetro de QoS monitorado.  
•   GHIDXOW5HJLRQ: atributo usado para especificar a região de QoS escolhida para iniciar a operação 
do sistema, sendo definida como padrão para o recurso monitorado. 
•   IUHTXHQF\: atributo usado para definir a freqüência de observação da QoS.  
•   WHVWWLPH: atributo utilizado para especificar, em milisegundos, a periodicidade em que o 
componente &RQILJXUDWRU deve tentar mudar da região atual de QoS para outra qualitativamente 
próxima. 
Os metadados que descrevem regiões de QoS definem o nome da região e um UDQJH que 
especifica os limites superior e inferior, determinando a região associada. 
A estrutura, conteúdo e semântica dos principais elementos da linguagem e os ;0/6FKHPDV 
definidos em [77] [83] [84] são apresentados de forma detalhada no Apêndice B.1. 
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A arquitetura de implementação definida para o AdapTV considera o modelo de 
metacomponentes descrito na Seção 4.1.2 do Capítulo 4 e explora as definições da linguagem baseada 
em XML apresentadas na seção anterior. 
No que diz respeito ao modelo para implementação de componentes, a arquitetura segue a 
tendência da maioria das abordagens atuais ao adotar a tecnologia de orientação a objetos. Desta forma, 
em termos de visão de implementação, os componentes Cosmos são mapeados em classes. 
O ambiente Eclipse foi utilizado para o desenvolvimento do protótipo e da aplicação. A 
arquitetura utiliza a tecnologia Java RMI para dar suporte ao protocolo de comunicação entre 
configuradores, o protocolo UDP para transmissão de dados de fluxo e o IUDPHZRUN JMF da Sun, para 
captura e apresentação de vídeo. A escolha da linguagem Java foi motivada pelo fato dela ser usada nas 
definições das APIs que compõem os principais padrões para os sistemas atuais de TVDI. Desta forma, 
pode-se viabilizar no futuro a portabilidade de aplicações desenvolvidas nestes modelos, consumindo 
um menor esforço para o processo de adaptação.  
Um aspecto que deve ser destacado, apesar de mencionado anteriormente, é que este trabalho 
está direcionado para as questões de configuração e gerenciamento de recursos. Desta forma, o trabalho 
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não entra em detalhes a respeito de modelos e ferramentas para projeto, desenvolvimento e 
implementação de componentes do IUDPHZRUN Cosmos e do PLGGOHZDUH AdapTV. A arquitetura 
definida para desenvolvimento e configuração de aplicaçõespressupõe que os componentes podem ser 
desenvolvidos por terceiros de forma totalmente independente, apenas observando o modelo de 
componentes Cosmos. 
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As experiências adquiridas com a implementação inicial do PLGGOHZDUH AdapTV [77] 
indicaram a necessidade de aumentar o nível de flexibilidade do modelo, tornando as definições do 
SDUVHU e da linguagem independentes da implementação do PLGGOHZDUH. Na implementação 
mencionada, o SDUVHU foi definido no escopo do &RQILJXUDWRU; assim, uma possível incorporação de um 
novo SDUVHU envolveria uma alteração no código do componente &RQILJXUDWRU. Neste sentido, a 
arquitetura atual evoluiu para o modelo de classes apresentado na Fig. 5.5. Esta arquitetura considera o 
padrão de projeto $EDVWUDFW )DFWRU\ [127], servindo de base para a construção de SDUVHUV para 
ambientes baseados no Cosmos, 
 
Fig. 5.5: Modelo para 3DUVHU
 
Um componente SDUVHU (no PLGGOHZDUH AdapTV, o SDUVHU ;0/3DUVHU) - componente que 
provê a interface ,3DUVHU - , é o elemento responsável por gerar os metacomponentes associados à 
descrição da aplicação. Normalmente, ele realiza a sua tarefa processando um arquivo contendo uma 
especificação de configuração dos componentes de uma aplicação, devendo verificar a sintaxe da 
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especificação. Entretanto, o SDUVHU pode ser projetado para processar uma especificação gerada 
interativamente, possivelmente usando ferramentas de programação visual. 
O resultado gerado por um SDUVHU em uma plataforma Cosmos é utilizado para construir uma 
estrutura composta de metadados denominada $SSOLFDWLRQ0HWDGDWD, contendo os componentes, 
conexões e as respectivas configurações relacionadas na especificação. 
Para dar início a um processo de configuração, cabe ao &RQILJXUDWRU utilizar uma interface que 
dê acesso às fábricas de componentes SDUVHUV (interface ,3DUVHU&UHDWRU) abstraindo-se, desta forma, de 
qual classe concreta o SDUVHU será instanciado. A Fig. 5.5 descreve este modelo seguindo o padrão de 
projeto $EDVWUDFW )DFWRU\ [127] que fornece uma interface para criação de famílias de objetos 
relacionados ou dependentes sem especificar suas classes concretas. 
No modelo da Fig. 5.5 o &RQILJXUDWRU utiliza a classe 3DUVHU)DFWRU\ para criar uma fábrica 
específica (;0/3DUVHU&UHDWRU) que deve prover uma implementação para a interface ,3DUVHU&UHDWRU. 
Por sua vez, classes que implementam a interface ,3DUVHU&UHDWRU devem criar componentes do tipo 
,3DUVHU, os quais serão responsáveis pelo processamento dos arquivos de configuração. O &RQILJXUDWRU 
tem acesso ao elemento $SSOLFDWLRQ0HWDGDWDatravés da interface ,3DUVHU do correspondente 3DUVHU. 
Como $SSOLFDWLRQ0HWDGDWDcontém a representação da configuração da aplicação, o &RQILJXUDWRU pode 
realizar a configuração efetiva da aplicação e do PLGGOHZDUH acessando os metadados correspondentes 
através da interface ,3DUVHU. 
A classe 3DUVHU)DFWRU\ é responsável pela criação das fábricas de SDUVHUV; para isto, na 
descrição da classe correspondente da Fig. 5.6 define-se o método estático SDUVHU&UHDWH, que recebe 
como parâmetro o tipo de fábrica a ser criada, retornando a correspondente fábrica para o configurador. 
 
Fig. 5.6: Modelo da classe 3DUVHU)DFWRU\ 
 
A interface ,3DUVHU&UHDWRU provê a funcionalidade de uma fábrica abstrata de fábricas de 
SDUVHUV. Sua descrição é mostrada na Fig. 5.7 indicando que a assinatura da operação SDUVHU&UHDWH 
deve estar presente em todas implementações de fábricas de SDUVHUV. Sua função consiste em instanciar 
o SDUVHU especificado no parâmetro SDUVHU7\SH da Fig. 5.6. 
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Fig. 5.7: Método da interface ,3DUVHU&UHDWRU 
 
Assim, para os SDUVHUV específicos poderem ser instanciados, eles devem implementar a 
interface ,3DUVHU que é utilizada pelo &RQILJXUDGRU para obter os metadados da aplicação. Essa 
interface tem o método JHW$SSOLFDWLRQ que faz a leitura do arquivo de configuração e gera a hierarquia 
de metadados disponibilizando-a para o &RQILJXUDWRU. A Fig. 5.8 mostra a especificação dessa 
interface. 
 
Fig. 5.8: Método da interface ,3DUVHU 
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Esta seção apresenta os principais componentes da arquitetura de implementação definida para 
o protótipo do PLGGOHZDUH AdapTV. No protótipo foram incorporados os componentes dos seguintes 
modelos do Cosmos: 
• JHUHQFLDPHQWR GH SURSULHGDGHV - modelo de metacomponentes descrito na Seção 
4.1.4; 
• JHUHQFLDPHQWRGH4R6 - modelo de QoS, descrito na Seção 4.2.3; 
• JHUHQFLDPHQWRGHLQWHUFRQH[mR - modelo de interconexão, descrito na Seção 4.2.4.  
• JHUHQFLDPHQWR GH UHFXUVRV – modelo de configuração e gerenciamento de recursos 
descritos na Seção 4.3. 
Os parágrafos seguintes abordam de forma abreviada as arquiteturas de implementação 
definidas para os modelos de QoS e de interconexão e, de forma mais detalhada, os modelos de 
metacomponentes e metaprogramação associados ao processo de configuração. O destaque para o 
modelo de matacomponentes deve-se à relevância do mesmo para o suporte à configuração e à 
adaptação dinâmica.  
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3URFHVVDPHQWRGHPHWDGDGRV
 
Os elementos relacionados aos modelos de metadados, metacomponentes e SDUVHU, conforme 
ilustrado no diagrama de classes da Fig. 5.9, dão a base para a implementação do modelo de 
configuração definido pelo Cosmos, e por conseqüência, para o PLGGOHZDUH AdapTV.  
 
Fig. 5.9: Arquitetura de implementação do IUDPHZRUN de configuração 
 
A arquitetura de implementação introduzida na Fig. 5.9 considera os componentes do modelo 
de metacomponentes definidos na Fig. 4.9. Desta forma, para representar os metadados foram 
utilizados os conceitos de propriedades e restrições. Propriedades e restrições são manipuladas pelo 
SDUVHU e representadas no modelo de implementação por uma mesma classe, chamada no modelo como 
3URSHUW\0HWDGDWD. Para os demais componentes, há uma classe para cada tipo de metadado, conforme 
pode ser observado no diagrama de classes da Fig. 5.9.  
Para o SDUVHU, foi definida uma linguagem de especificação de aplicações baseada em XML de 
acordo com os modelos apresentados nas Seções 5.2.2.1 e 5.2.3.1. A implementação desta linguagem 
incorpora parte do código utilizado no protótipo inicial [77]. A Fig. 5.9 mostra o diagrama de classes 
associado à implementação atual, onde a hierarquia de composição ocorre apenas no nível da aplicação. 
Para implementação de um SDUVHU específico de uma linguagem, deve-se implementar uma 
fábrica que implemente a interface ,3DUVHU&UHDWRU e o respectivo SDUVHU, o qual deverá implementar a 
interface ,3DUVHU; esses elementos correspondem, respectivamente, às classes ;0/3DUVHU&UHDWRU e 
;0/3DUVHU da Fig. 5.9. 
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A classe &RQILJXUDWRU é a classe responsável por iniciar, configurar e gerenciar os recursos e 
componentes da aplicação; ela é uma adaptação da classe utilizada na proposta inicial [77], de modo a 
introduzir os conceitos de metadados e SDUVHU. 
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A implementação do modelo de QoS utiliza intensamente a hierarquia de classes definida na 
seção anterior para processamento de metadados. Um diagrama UML com uma visão simplificada 
envolvendo as classes de implementação associadas aos componentes do modelo de QoS  [83] [84] é 
apresentado na Fig. 5.10. 
 
Fig. 5.10: Diagrama de classes simplificado para implementação do modelo de QoS 
A classe QoS 0DQDJHU implementa as interfaces ,0DQDJHU&RQWURO e ,0DQDJHU descritas na 
seção 4.2.3. A interface ,0RQLWRU&RQWURO é implementada pela classe 4R60RQLWRU; as operações desta 
interface encontram-se descritas na página 87. A interface ,6WDWXV&RQWURO foi definida no escopo do 
modelo de componentes Cosmos, ou seja, as operações desta interface devem ser implementadas em 
todos os componentes de um sistema baseado no IUDPHZRUN Cosmos. A sua descrição é apresentada na 
página 64. A interface ,0RQLWRUHG deve ser implementada apenas em componentes que são passíveis de 
realização de monitoramento de seu estado. A descrição das operações associadas a esta interface 
encontra-se descrita na página 86.  
 
,PSOHPHQWDomRGRPRGHORGHLQWHUFRQH[mR
 
Esta seção apresenta, de forma resumida, as principais classes que compõem a arquitetura de 
implementação do modelo de interconexão discutido na Seção 4.2.4. As principais classes definidas 
para implementação são apresentadas na Fig. 5.11. 
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Fig. 5.11: Diagrama de classe com as principais classes do modelo de interconexão 
A interface ,9LUWXDO&RQQHFWLRQ, utilizada pelo &RQILJXUDWRU para gerenciar uma interconexão, é 
implementada pela classe 9LUWXDO&RQQHFWLRQ. Esta classe utiliza a hierarquia de metacomponentes 
(gerenciada pelo $SSOLFDWLRQ3UR[\) para armazenar e manipular a lista de componentes associados 
(portas e canais), descrições dos correspondentes metadados e respectivas referências.  
A interface ,3RUW&RQI é utiliza pela conexão virtual para controlar as portas de comunicação, 
configurando seus canais de comunicação, ou iniciando uma adaptação. A classe abstrata %DVLF3RUW 
funciona como uma abstração para representar as portas, podendo ser especializada de acordo com o 
tipo da porta (entrada/saída); ela implementa a interface ,3RUW&RQI, definindo as operações de 
configuração comuns. 
A classe abstrata &RPPXQLFDWLRQ&KDQQHO tem o objetivo de garantir a incorporação, por parte 
de um canal de comunicação, dos métodos de gerenciamento definidos na interface ,&KDQQHO. É através 
desta interface que uma conexão virtual consegue acesso ao canal de comunicação. A classe 
&RPPXQLFDWLRQ&KDQQHO também é uma classe abstrata, possibilitando assim representar diferentes 
tecnologias de comunicação para os canais de comunicação de uma maneira transparente. 
As interfaces ,,QSXW3RUW2SHUDWLRQ e ,2XWSXW3RUW2SHUDWLRQ, assim como ,&KDQQHO,QSXW3RUW, 
,2XWSXW3RUW&KDQQHO e ,3RUW&KDQQHO, foram descritas na Seção 4.2.4, sendo apresentadas na Fig. 
5.11 apenas com o objetivo de colocar no diagrama de classes informações que refletem a 
implementação realizada. 
 O Apêndice C apresenta e discute brevemente cada uma das operações definidas nas classes 
introduzidas nas Fig. 5.9,  5.10 e  5.11. 
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Esta seção apresenta as ações típicas de um processo de configuração do PLGGOHZDUH e de 
aplicações no AdapTV. As ações são basicamente as seguintes: escolha e criação do SDUVHU a ser 
utilizado; processamento da especificação da aplicação (SDUVLQJ); negociação e configuração de 
propriedades, instanciação dos componentes e configuração dos mesmos. O processo de configuração é 
introduzido através da descrição de alguns diagramas de seqüência UML envolvendo as principais 
interações entre os componentes da arquitetura.  
A Fig. 5.12 ilustra o processo de criação do SDUVHU e o momento da aquisição, por parte do 
&RQILJXUDWRU, do $SSOLFDWLRQ0HWDGDWD que contém a especificação da aplicação, conforme definido 
pelo modelo de processamento dos metadados apresentado na Seção 5.2.3.2 e pela arquitetura de 
implementação do SDUVHU descrita na seção 5.2.3.1. Inicialmente, o &RQILJXUDWRU solicita ao elemento 
3DUVHU)DFWRU\ para criar uma fábrica capaz de processar uma das linguagens definidas para o 
PLGGOHZDUH. Seguindo o padrão $EVWUDFW)DFWRU\, o argumento da solicitação de criação é quem define 
o tipo de fábrica a ser criada. Esta fábrica implementa a interface ,3DUVHU&UHDWRU utilizada pelo 
&RQILJXUDWRU para acessar a fábrica recém instanciada. O &RQILJXUDWRU solicita então a criação do 
SDUVHU correspondente. O acesso ao SDUVHU se dá através da interface ,3DUVHU, usada pelo &RQILJXUDWRU 
para recuperar os metadados que descrevem a aplicação. Estes metadados são alimentados pelo SDUVHU 
à medida que ele processa os arquivos contendo a especificação da aplicação. 
 
Fig. 5.12: Processo de criação do SDUVHU 
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A Fig. 5.13 apresenta uma visão do processo de negociação realizado na configuração dos 
componentes. Para desempenhar o seu papel, o SDUVHU XML utiliza dois componentes: o 
;0/$SSOLFDWLRQ5HDGHU e ;0/&RPSRQHQW5HDGHU usados para fazer leituras de arquivos XML que 
contêm especificações das aplicações e dos componentes que as compõem (explicitados nas relações de 
dependências), respectivamente. Na Fig. 5.13, o &RQILJXUDWRU solicita as conexões ao SDUVHU ;0/ 
(método JHW&RQQHFWLRQ do componente ;0/$SSOLFDWLRQ5HDGHU), define valores de parâmetros e 
propriedades usando operações para verificar o casamento de valores de propriedades comuns, através 
do métodoPDWFK3URSHUWLHV[31], e cria as portas para os componentes envolvidos (método FUHDWH3RUWV 
do componente 3RUW)DFWRU\). Em seguida, o &RQILJXUDWRU cria uma instância do componente 
9LUWXDO&RQQHFWLRQ utilizada para representar a conexão. As portas previamente criadas são adicionadas 
ao componente 9LUWXDO&RQQHFWLRQ (método DWWDFK3RUWV), para então ser chamada a operação 
responsável por  efetivar a conexão (método FRQQHFW).  
 
 
Fig. 5.13: Negociação e Ajuste de Propriedades em Interconexão de Componentes 
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Após ocorrer o processo de negociação e configuração de propriedades, é necessário obter os 
recursos necessários para o estabelecimento da interconexão. Através do componente 
9LUWXDO&RQQHFWLRQ, o &RQILJXUDWRU inicia o processo de instanciação de um canal utilizando como base 
o resultado da negociação de propriedades descrito anteriormente. A Fig. 5.14 apresenta uma visão 
geral do processo de interconexão sob o ponto de vista da conexão virtual. De posse dos metadados que 
descrevem as portas e a localização dos componentes envolvidos, a conexão virtual inicia o processo de 
interconexão. Após a instanciação das portas de comunicação em seus devidos domínios de 
endereçamento (lembrar que os metadados dos componentes de uma aplicação incluídas no 
$SSOLFDWLRQ3UR[\ residem no mesmo local que o &RQILJXUDWRU mestre), a conexão virtual inicia a 
alocação do canal de comunicação adequado levando em consideração a localização dos componentes 
envolvidos. As condições utilizadas para a escolha da tecnologia de comunicação podem mudar de 
acordo com o ambiente de implementação do protótipo ou, dinamicamente, dependendo do estado da 
plataforma. Na implementação foi considerada a localização do componente com base no seu endereço 
IP. Para cada par de portas envolvidas, a conexão virtual instancia um canal de comunicação diferente, 
podendo inclusive envolver diferentes tecnologias simultaneamente. 
 
 
Fig. 5.14: Criação do canal no processo de interconexão. 
 
Uma vez que o canal tenha sido instanciado, as portas de comunicação são configuradas de 
maneira a estabelecer uma vinculação com seu respectivo canal (chamadas DWWDFK&KDQQHO). Por sua 
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vez, o canal vai estabelecer um vínculo com uma referência para a porta de entrada (método 
DWWDFK7DUJHW) na qual ele deverá colocar os dados associados. 
A Fig. 5.15 ilustra um processo de adaptação reativa destacando as principais operações 
envolvidas. Esta figura apresenta uma versão simplificada da descrição detalhada na Fig. 4.36.  
 
Fig. 5.15: Processo Simplificado de Adaptação Reativa 
 
Na Fig. 5.15, a aplicação solicita uma adaptação ao &RQILJXUDWRU, pedindo, por exemplo, para 
mudar alguma propriedade do sistema. O &RQILJXUDWRU  identifica os componentes afetados por esta 
mudança e inicia um novo processo de negociação para verificar se todos os componentes suportam a 
alteração da propriedade correspondente. Após esta verificação (operação YDOLGDWH), é iniciado o 
processo de adaptação. Nesse processo, o &RQILJXUDWRU notifica os recursos envolvidos (operação 
FKDQJH6WDWH7R) e a conexão virtual (operação UHFRQILJ) para que iniciem a reserva de recursos e se 
preparem para a reconfiguração. Estas ações ocorrem em paralelo com o funcionamento normal dos 
componentes envolvidos. A conexão virtual realiza a mesma operação nas portas envolvidas e dispara 
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uma operação para realizar uma clonagem do canal de comunicação em operação, de modo que o fluxo 
atual não seja interrompido durante a adaptação.As portas passam a possuir temporariamente dois 
canais cada uma, mas continuam a operar através do canal primário. Em seguida, o &RQILJXUDWRU 
notifica os componentes que a adaptação pode ser efetivada. Neste momento, o(s) componente(s) 
transmissor(es), notifica(m) sua(s) porta(s) de saída e troca(m) seus parâmetros de operação. A porta de 
saída realiza a troca do canal de comunicação descartando o canal primário. Este último se encarrega 
de entregar o restante do fluxo que ainda se encontra em trânsito. A porta de entrada, por sua vez, 
começa a receber dados de dois canais de comunicação diferentes, salvando-os em EXIIHUV diferentes. 
Quando o EXIIHU do canal primário se esvaziar por um pedido do componente receptor, a porta realiza a 
troca de canais, descartando o canal primário, que agora pode ser desalocado, e notifica o componente 
receptor associado para que ele altere seus parâmetros operacionais. 
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Com o objetivo de ilustrar o uso do protótipo, bem como demonstrar a viabilidade de 
implementação do Cosmos, esta seção descreve uma aplicação definida e implementada no contexto do 
PLGGOHZDUH AdapTV numa plataforma distribuída.  
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A aplicação definida envolve dois componentes recursos virtuais básicos distribuídos: o 
primeiro, responsável por capturar de um arquivo os dados de um fluxo de vídeo e enviá-los para a sua 
respectiva porta de saída, e o segundo, responsável por receber e exibir este fluxo. O componente 
produtor de fluxo, denominado 9LGHR)ORZ3URGXFHU, pode gerar o fluxo no formato MPEG-1 ou 
MPEG-2 e transmitir com uma taxa que varia de 1 a 30 quadros por segundo. O processo de escolha do 
formato e do parâmetro de QoS (taxa de transmissão em quadros por segundo) envolve atividades de 
negociação de propriedades com a finalidade de obter valores compatíveis entre os requisitos 
especificados na aplicação, as capacidades dos componentes e o estado da plataforma. Uma 
simplificação adotada no protótipo para representar a variabilidade da QoS no CODEC, para efeito de 
codificação dos quadros do fluxo, foi considerar três arquivos de um mesmo vídeo codificados 
respectivamente com níveis de QoS considerados como KLJK, QRUPDO e ORZ. 
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Concomitantemente com a execução da aplicação - processos de captura, transmissão, recepção 
e apresentação do fluxo na plataforma distribuída -, o sistema realiza o monitoramento da QoS e, 
eventualmente, dispara adaptações com base na especificação de requisitos de QoS. Um processo de 
adaptação no exemplo envolve a troca do fluxo, ou seja, a mudança do arquivo utilizado no processo de 
captura (QoS diferente). O impacto desta mudança pode ser a perda ou melhoria da QoS do vídeo, 
dependendo da adaptação correspondente estar associada a um ajuste decorrente de sobrecarga da rede, 
ou de uma tentativa de retomada da QoS escolhida pela aplicação, após o pico da sobrecarga. Como no 
protótipo o processo de codificação foi abstraído através do uso de arquivos codificados previamente, o 
monitoramento da taxa de transmissão fica limitado devido à simplificação. Assim, com o objetivo de 
tratar o processo como uma aproximação de uma situação onde existe a possibilidade de considerar a 
flutuação da QoS no CODEC, adotou-se que o recurso virtual associado ao CODEC, quando 
monitorado, estabelece randomicamente uma taxa de geração e transmissão atual, de forma a provocar 
necessidades de adaptações dinâmicas.  
O exemplo, apesar de simples, explora os principais aspectos definidos no Cosmos, como o 
desenvolvimento de recursos virtuais, especificação de aplicações, SDUVLQJ, instanciação de 
componentes, negociação de propriedades, execução em ambientes distribuídos, monitoramento de 
QoS e adaptação dinâmica através da reconfiguração reativa e pró-ativa.  
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A Fig. 5.16. apresenta um diagrama de componentes com uma visão geral da aplicação. No 
diagrama, são mostrados os dois componentes recursos virtuais, 9LGHR)ORZ3URGXFHU e 
9LGHR)ORZ&RQVXPHU e suas respectivas portas, 2XWSXW)ORZ e ,QSXW)ORZ, que são exploradas pelos 
componentes para enviar e receber dados de fluxo. Destacam-se também na Fig. 5.16 as especificações 
XML da aplicação e dos recursos virtuais 9LGHR)ORZ3URGXFHU e 9LGHR)ORZ&RQVXPHU bem como a 
descrição dos metadados correspondentes à especificação da aplicação, representada e gerenciada no 
PLGGOHZDUH pelo componente $SSOLFDWLRQ3UR[\.  
O componente $SSOLFDWLRQ3UR[\ define uma estrutura independente de tecnologia capaz de 
representar os metadados dos componentes da aplicação. Assim, a criação de uma aplicação envolve o 
processamento da especificação baseada em XML correspondente, onde o papel do SDUVHU consiste em 
gerar os respectivos metadados a serem introduzidos no $SSOLFDWLRQ3UR[\.  
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Fig. 5.16: Diagrama de componentes da aplicação-exemplo 
 
A especificação XML é processada de acordo com o modelo descrito na Seção 5.2.3.1. A partir 
das informações geradas pelo SDUVHU, o &RQILJXUDWRU realiza a instanciação dos componentes 
associados, bem como a configuração dos mesmos, onde restrições sobre o conjunto de possíveis 
valores de propriedades podem ser aplicadas, conforme a discussão sobre as ações envolvidas no 
processo de configuração no PLGGOHZDUH AdapTV (Seção 5.2.4). Para isso, cada componente 
disponibiliza sua especificação XML, que é tratada pelo &RQILJXUDWRU para realizar operações tais 
como: busca de componentes na hierarquia de dependência estabelecida; instanciação dos mesmos 
através das respectivas )DFWRULHV; ajustes de propriedades para garantir os requisitos especificados e 
realização de conexões entre portas. Uma visão geral sobre o processo de negociação e ajuste de 
propriedades de componentes foi apresentada na Fig. 4.35, onde é ilustrado o processo de interconexão 
de componentes. 
É importante frisar que as portas são alocadas e mantidas pelos &RQILJXUDWRUV em seus 
respectivos espaços de endereçamento. Desta forma, os componentes remotos têm suas portas alocadas 
nos &RQILJXUDWRUV escravos correspondentes. A alocação ocorre durante o processamento da 
especificação, após o processo de negociação. Para os componentes produtor e consumidor de fluxo 
operarem, eles precisam ter durante a fase de execução as referência de suas portas. Para ilustrar como 
ocorre este processo, as principais interações envolvidas são mostradas no diagrama de seqüência da 
Fig. 5.17. 
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Fig. 5.17Comunicação entre portas
 
Na figura são abstraídas as ações anteriores relacionadas com negociação e criação do canal de 
comunicação da operação FRQQHFW; estas ações foram ilustradas, respectivamente, na Fig. 5.13 e Fig. 
5.14. A Fig. 5.17 supõe que os recursos requeridos foram obtidos, de forma que a análise começa a 
partir da ativação dos componentes 9LGHR)ORZ3URGXFHU e 9LGHR)ORZ&RQVXPHU através das chamadas 
da operação DFWLYDWH. Esta operação é disparada pelo &RQILJXUDWRU através da indicação ao 
$SSOLFDWLRQ3UR[\ (não explicitado na figura), que se encarrega de repassar a atualização para os 
respectivos componentes.  
Para um componente utilizar uma porta, ele precisa requisitar ao &RQILJXUDWRU  do seu domínio 
uma referência à porta através do método JHW3RUW; o &RQILJXUDWRUverifica se o solicitante é o mesmo 
componente que especificou a porta através do XML, retornando-a em caso afirmativo. De posse da 
referência, considerando o exemplo explorado na Fig. 5.17, as únicas interfaces da porta que interessam 
para os componentes recursos virtuais 9LGHR)ORZ3URGXFHU e 9LGHR)ORZ&RQVXPHU são, 
respectivamente, as interfaces operacionais ,2XWSXW3RUW2SHUDWLRQ e ,,QSXW3RUW2SHUDWLRQ, cujas 
descrições são apresentadas na Fig. 4.30. 
A Fig. 5.18 mostra a especificação XML do componente 9LGHR)ORZ3URGXFHU. Na especificação 
são explicitadas as capacidades e propriedades do fluxo produzido pelo componente. O componente 
9LGHR)ORZ&RQVXPHU não é apresentado porque possui uma descrição semelhante. 
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Fig. 5.18:  Descrição XML do Componente 9LGHR)ORZ3URGXFHU 
 
A Fig. 5.19 mostra a especificação de uma configuração exemplo para a aplicação 9LGHR$SS. 
Nesta aplicação, o formato MPEG-2 do componente 9LGHR)ORZ3URGXFHU foi restringido, conforme 
indicado na WDJ CONSTRAINT associada à porta 2XWSXW)ORZ. Assim, este formato não é considerado 
pelo &RQILJXUDWRU no processo de negociação de propriedades. O exemplo também trata questões de 
gerenciamento da QoS ao associar o parâmetro de QoS 4R6%DQGZLGWK à conexão virtual; conforme o 
modelo definido no Cosmos, a conexão virtual é o componente responsável por gerenciar os elementos 
que dão suporte à comunicação, os quais estão sujeitos a constantes variações de carga e atrasos. Na 
aplicação, o modelo de suporte à adaptação proposto é usado para a realização de adaptações 
envolvendo mudança de propriedades do fluxo (IUDPHUDWH) durante a operação do sistema. 
Conforme a descrição da Fig. 5.19, o exemplo consiste de um componente produtor, cujo papel 
é distribuir vídeos, e um componente consumidor para receber e exibir os mesmos. O produtor tem 
capacidade para oferecer vídeos com diferentes níveis de QoS, onde cada vídeo pode ser transmitido 
em várias taxas (IUDPHV por segundo). Com o objetivo de facilitar o gerenciamento, a aplicação definiu 
três regiões, denominadas de acordo com os níveis das taxas de QoS (IUDPHUDWH) como ORZ, QRUPDO e 
KLJK. O cliente também pode exibir os fluxos de vídeo com diferentes taxas. A escolha da região ocorre 
no nível da configuração de alguns parâmetros internos. Cada região é caracterizada por uma faixa de 
valores (UDQJH) e um valor GHIDXOW para a propriedade IUDPHUDWH. 
Como descrito na Seção 4.2.3 e ilustrado na Fig. 4.27, quando a especificação define requisitos 
de QoS, a arquitetura utiliza, durante a execução, componentes monitores para observar se os 
parâmetros especificados se mantêm dentro das faixas estabelecidas. Baseados neste modelo, os 
parágrafos seguintes dão uma breve explicação sobre a adaptação explorada no presente exemplo. 
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<APPLICATI0N name=“VideoFlowApp">
<DEPENDS>
<COMPONENT name=“VideoFlowProducer"
instance=“videoFlowProducer"
location=comp1,services.natalnet.br:8080/enquiring,  
services.dimap.ufrn.br/enquiring">
<PROPERTIES>
<PROPERTY name="AllocatedMemory" value="5000"/>
</PROPERTIES>
<ATTRIBUTES>
<ATTRIBUTE name="Title" value=“Example1"/>
</ATTRIBUTES>
<PORTS>
<PORT name="OutputFlow">
<CONSTRAINT property=“Encoding" remove=“MPEG-2"/>
</PORT>
</PORTS>
</COMPONENT>
<COMPONENT name=“VideoFlowConsumer"
instance=“videoFlowConsumer"
location= comp2,services.natalnet.br/enquiring, 
services.dimap.ufrn.br/enquiring">
<PROPERTIES>
<PROPERTY name="AllocatedMemory" value="5000"/>
</PROPERTIES>
<ATTRIBUTES>
<ATTRIBUTE name="Title" value=“Example2 "/>
</ATTRIBUTES>
</COMPONENT>
</DEPENDS>
<CONNECTIONS>
<CONNECT from="br.natalnet.adaptv.videoFlowProducer:OutputFlow"  
to="br.natalnet.adaptv.videoFlowConsumer:InputFlow">
<QOS parameter = “QoSBandwidth“>
<DEFAULTREGION> High </DEFAULTREGION >
<FREQUENCY> 100.00</FREQUENCY>
<TESTTIME> 1000.00</TESTTIME>
<REGIONS>
<“REGION name =  “High” > 
<RANGE min =  “30”/>
<PROPERTY_DEFAULT name=“framerate” values = “30”/>
</REGION>
<REGION name =  “Normal” > 
<RANGE max = “29  min =  “10”/>
<PROPERTY_DEFAULT name=“framerate” values = “18”/>
</REGION
<REGION name =  “Low” > 
<RANGE max =  “9”/>
<PROPERTY_DEFAULT name=“framerate” values = “7”/>
</REGION
</REGIONS>
</QOS>                    
</CONNECT>
</CONNECTIONS>
</APPLICATI0N>
 
Fig. 5.19: Descrição XML da configuração da aplicaçãoVideoFlowApp 
 
De acordo com a especificação, a aplicação começa a execução na região de QoS denominada 
+LJK, configurada na especificação como a região de operação GHIDXOW através da WDJ 
DEFAULTREGION. Nesta região, o valor de referência GHIDXOW para início de operação com relação à 
propriedade IUDPHUDWH configurada corresponde a 30 quadros por segundo. Se o monitor associado 
perceber alguma degradação na taxa de transmissão, ele aciona o correspondente gerente de QoS, que 
indica uma nova região (provavelmente a região chamada como 1RUPDO), com a propriedade IUDPHUDWH 
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configurada para operar inicialmente com a taxa de 18 quadros por segundo, correspondendo ao valor 
especificado como GHIDXOW para a propriedade IUDPHUDWH nesta região. Conforme mencionado, no 
protótipo o monitor solicita as informações da taxa atualizada ao componente recurso virtual 
)ORZ3URGXFHU, que fornece um valor randômico. Feita a negociação, o PLGGOHZDUH faz a troca das 
propriedades do fluxo; na verdade, na implementação realizada, o processo produtor de vídeo começa a 
capturar os quadros do fluxo do arquivo que utiliza a codificação de vídeo em um formato diferente, 
correspondendo na aplicação à propriedade de QoS denominada como 1RUPDO. A mudança de fluxos é 
realizada de forma praticamente imperceptível, a menos do efeito visual relacionado com a diminuição 
da qualidade, conforme pode ser observado na transição da QoS +LJK para 1RUPDO mostrada na Fig. 
5.20, onde são apresentadas duas telas extraídas do fluxo correspondente à execução da aplicação-
exemplo no momento da transição da QoS . 
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Fig. 5.20: Exemplos de telas com a seqüência de imagens na transição da QoS 
 
De acordo com o parâmetro TESTTIME, o gerente de QoS deve tentar periodicamente 
recompor o nível da QoS para a região GHIDXOW, ou pelo menos, para alguma região de QoS melhor que 
a região atual, quando provavelmente o pico de sobrecarga da rede terá passado. Desta forma, o 
PLGGOHZDUH realiza de forma transparente o processo de adaptação. Para isso, ele precisa informar ao 
componente produtor que ele deve modificar a qualidade do fluxo de vídeo. Por outro lado, o 
consumidor também precisa ser notificado da mudança, de modo a poder interpretar corretamente o 
fluxo recebido. As principais partes da especificação de uma conexão, neste exemplo, são apresentadas 
na Fig. 5.19. Neste exemplo, a adaptação ocorre no nível interno, mudando os valores das propriedades 
do próprio componente, sem necessitar trocar componentes. 
No protótipo também foram realizadas reconfigurações reativas. Para controlar o momento da 
adaptação no processo de adaptação reativa, foi implementada no protótipo uma interface visual onde o 
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usuário seleciona a mudança de propriedades durante a operação da aplicação Deve-se lembrar que 
adaptações reativas somente poderão ser realizadas com a autorização (validação) do &RQILJXUDWRU 
através de chamadas a operações da interface ,8VHUV6HWV (Fig. 4.18). Desta forma, o &RQILJXUDWRU pode 
verificar se é possível realizar a adaptação considerando o estado atual dos recursos da plataforma. 
 $VSHFWRVGD,PSOHPHQWDomR'LVWULEXtGD
 
Os componentes foram implementados no protótipo como classes Java e, para comunicação 
entre configuradores remotos, foram utilizados os mecanismos de programação baseados em chamadas 
remotas de procedimentos (RMI); para transmissão de dados de fluxo de vídeo, os mecanismos 
empregados foram baseados em VRTXHWHV-UDP. 
Uma vez que o &RQILJXUDWRU é o responsável pela negociação e instanciação dos componentes, 
deve existir uma comunicação entre os &RQILJXUDWRUV envolvidos. Esta comunicação trata, por 
exemplo, aspectos relacionados com alocação de recursos, negociação de propriedades e instanciação 
dos componentes. Uma vez que o &RQILJXUDWRU é quem controla seu espaço de endereçamento, somente 
ele pode verificar se uma determinada configuração é corente no contexto do ambiente distribuído. 
Como o $SSOLFDWLRQ3UR[\ tem um papel similar ao de um repositório de metainformações, ele 
precisa ser acessado remotamente por componentes distribuídos da aplicação. Considerando então que 
há comunicações entre &RQILJXUDWRUV, precisava-se definir o comportamento do $SSOLFDWLRQ3UR[\para 
tratar esta situação. Na implementação foi mantida a nomenclatura definida no Cosmos, em que o 
&RQILJXUDWRU que realiza o processamento da especificação é denominado &RQILJXUDWRU mestre; neste 
caso, o $SSOLFDWLRQ3UR[\ da aplicação fica no espaço de endereçamento deste &RQILJXUDWRU. Durante o 
funcionamento distribuído, outros &RQILJXUDWRUV poderão estar envolvidos no ambiente; estes 
&RQILJXUDWRUV remotos são classificados como escravos. Os &RQILJXUDWRUV escravos precisam ter acesso 
ao $SSOLFDWLRQ3UR[\, de forma que possam realizar consultas sobre as metainformações dos 
componentes correspondentes que estão em seus espaços de endereçamento, bem como de 
propriedades que possam alterar o funcionamento dos componentes sob sua responsabilidade. 
Um componente remoto (YLUWXDO5HVRXUFH), isto é, aquele que é executado sob o espaço de 
endereçamento de um &RQILJXUDWRU escravo, precisa estar registrado junto ao $SSOLFDWLRQ3UR[\ que 
fica sob o controle do &RQILJXUDWRU mestre. Isso acontece porque o $SSOLFDWLRQ3UR[\ mantém uma 
referência para todos os componentes (recursos virtuais) da aplicação. A troca de uma propriedade em 
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um componente precisa passar pelo $SSOLFDWLRQ3UR[\ para que se possa validar esta mudança através 
de uma negociação de propriedades com os componentes envolvidos. 
Da mesma maneira que um recurso remoto funciona sob o espaço de endereçamento de um 
&RQILJXUDWRU escravo, as portas de comunicação associadas a este componente também o fazem. Uma 
conexão virtual, por sua vez, precisa ter acesso às referências das portas de comunicação envolvidas, 
fazendo-se necessário ter também acesso remoto para as portas de comunicação, de modo a estabelecer 
o controle sobre as mesmas.  
Considerando os aspectos acima, percebe-se a necessidade da definição de uma espécie de 
protocolo de comunicação entre os &RQILJXUDWRUV envolvidos para que se possa alcançar o 
funcionamento distribuído de forma consistente. A comunicação entre &RQILJXUDWRUV se dá através da 
interface ,5HPRWH&RQILJXUDWLRQ (definida na Fig. 4.15). Esta interface contempla todas as operações de 
comunicação entre os &RQILJXUDWRUV envolvendo, por exemplo, a criação de componentes, a validação 
de configurações através de metadados e a notificação de sucesso ou falha em determinada operação. 
O acesso ao $SSOLFDWLRQ3UR[\ por parte do &RQILJXUDWRU escravo se dá através da interface 
,,QWURVSHFWLRQ (descrita na Fig. 4.20), bastando para isso fazer com que o componente que implementa 
esta interface utilize as facilidades disponibilizadas pela tecnologia java RMI. 
Para mudar o comportamento de um componente remoto, o &RQILJXUDWRU mestre indica a 
mudança acessando e atualizando o componente $SSOLFDWLRQ3UR[\; a mudança  da propriedade 
associada é acionada usando uma referência de acesso à interface ,3URSHUW\8SGDWH (Fig. 4.7) do 
respectivo componente, observando o suporte aos requisitos de funcionamento distribuído. 
O acesso a uma porta de comunicação (para fins de gerenciamento) só é realizado através de 
uma conexão virtual; para isso, ela utiliza a interface ,3RUW&RQI (descrição na Fig. 4.32).  
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A implementação do protótipo do PLGGOHZDUH e de um exemplo de aplicação mostram o 
potencial da arquitetura de configuração definida pelo IUDPHZRUN proposto. Os testes realizados 
envolvendo adaptação demonstraram a viabilidade do modelo. Adicionalmente, eles contribuíram, 
através da experiência adquirida, para conceber uma visão integrada de todo o sistema, ficando assim 
estabelecidas claramente as etapas do processo de desenvolvimento.  
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Para o desenvolvimento do protótipo e da aplicação foi utilizada a ferramenta Eclipse. O 
desenvolvimento envolveu um esforço de programação de cinco colaboradores durante um ano, sendo 
quatro deles no nível de graduação e um no nível de mestrado. Atualmente, o protótipo conta com 
aproximadamente 100 classes, tendo cerca de 10000 linhas de código Java.  
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Vários trabalhos têm sido apresentados na literatura com o objetivo de solucionar problemas 
relacionados com desenvolvimento, disponibilização e execução de sistemas multimídia em 
plataformas distribuídas. Algumas das idéias exploradas por estes trabalhos foram citadas no decorrer 
do presente texto. Uma característica comum observada é a introdução de soluções na camada de 
PLGGOHZDUH para gerenciamento de QoS e adaptação. Entretanto, o texto destaca que muitas das 
soluções ainda são limitadas. Neste contexto, a presente tese propõe o IUDPHZRUN Cosmos.  
Como atividade preliminar, o trabalho identificou os principais requisitos de suporte ao tipo de 
sistema em questão. Uma breve discussão sobre estes requisitos foi apresentada na Seção 2.3, onde 
foram abordados os seguintes aspectos: conectividade de componentes em plataformas distribuídas 
abertas; abordagens arquiteturais para gerenciamento da complexidade; suporte à adaptação e QoS e 
capacidades para realizar configuração e reconfiguração dinâmicas. 
Para tratar estes requisitos, o Cosmos explora a tecnologia de desenvolvimento baseada em 
componentes de VRIWZDUH e incorpora algumas características importantes de algumas arquiteturas 
apresentadas na literatura, identificadas e discutidas no Capítulo 3 no contexto do estado da arte [7] [8] 
[20] [29] [100]. 
A seguir, o capítulo faz uma retrospectiva resumida do trabalho destacando as principais 
contribuições e realizando uma análise qualitativa do IUDPHZRUN; ao final, algumas idéias em termos de 
trabalhos futuros são discutidas. 
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Como contribuição central do trabalho, destaca-se o IUDPHZRUN Cosmos. O Cosmos define 
componentes abstratos tais como recursos virtuais, conexões virtuais e portas, os quais fornecem uma 
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visão geral da arquitetura de um sistema multimídia distribuído abstraindo detalhes de implementação e 
especificidades de tecnologia. De acordo com o modelo definido no Cosmos, a configuração de uma 
aplicação e de seus componentes ocorre através do processamento de uma especificação; nesta 
especificação são descritas as características dos componentes e os requisitos da aplicação. Uma vez 
processada a especificação, a descrição dessas características e requisitos é mantida em componentes 
do PLGGOHZDUH (metacomponentes), podendo ser consultada e utilizada pelo PLGGOHZDUH, ou pela 
própria aplicação, para realização de adaptações dinâmicas. 
Um dos objetivos do Cosmos é atuar como um IUDPHZRUN genérico, tipo “ caixa cinza” , que 
pode ser usado para o projeto e desenvolvimento da camada de PLGGOHZDUH de uma variedade de 
sistemas multimídia distribuídos. Para atingir este objetivo, Cosmos define componentes abstratos 
correspondentes aos elementos arquiteturais do sistema. Estes componentes podem ser reutilizados e 
especializados. Adaptações evolucionais se dão internamente nos componentes através da configuração 
de propriedades. O processo de configuração e ajuste de propriedades leva em consideração a 
especificação com os requisitos da aplicação e as capacidades da plataforma onde os componentes da 
aplicação são instanciados. 
O conceito de portas, amplamente explorado pela engenharia de VRIWZDUH em vários contextos, 
foi introduzido no IUDPHZRUN para suportar interações envolvendo fluxos contínuos entre componentes 
recursos virtuais. Um recurso pode definir várias portas, cada uma tendo um tipo associado. De modo a 
suportar diferentes tipos de interação, o IUDPHZRUN definiu diferentes tipos de interface para portas, 
onde cada tipo provê uma semântica de operação distinta. Recursos locais ou remotos podem ser 
interconectados através de ligações entre portas, que são gerenciadas por componentes denominados 
YLUWXDOFRQQHFWLRQV (conexão virtual). 
O IUDPHZRUN definiu um componente central, denominado &RQILJXUDWRU, que tem a 
responsabildiade de iniciar, configurar e gerenciar os recursos e componentes do sistema (camadas de 
PLGGOHZDUHe aplicação).  
De acordo com o modelo definido pelo Cosmos, cada aplicação e componente precisa ser 
especificado utilizando uma linguagem de descrição arquitetural. Esta linguagem tem um papel similar 
à ADL. Assim, esta linguagem é usada para descrever a especificação de aplicações indicando os 
componentes requeridos, as conexões, os parâmetros e as propriedades associadas, assim como os 
requisitos de QoS necessários à sua execução. Baseado nesta especificação, o &RQILJXUDWRU localiza e 
aciona fábricas capazes de instanciar os respectivos componentes. Na verdade, o IUDPHZRUN não define 
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uma tecnologia, nem tampouco uma linguagem específica para descrição de aplicações e componentes. 
Ele apresenta um modelo de descrição independente de tecnologias, com regras e relacionamentos 
comuns para definição de aplicações e componentes. Este modelo apresenta uma estrutura similar à 
definida pela OMG para descrever a recomendação RAS  [150]. 
Sob a visão de um projetista e desenvolvedor de componentes, é preciso seguir as prescrições 
(descrições das interfaces) dos componentes associados ao modelo básico de componentes Cosmos e 
conhecer os relacionamentos entre os elementos arquiteturais do IUDPHZRUN. Para distribuir um 
componente desenvolvido, é preciso também disponibilizar uma metadescrição do mesmo – 
especificação com as características e propriedades do componente. A tarefa de usar este componente 
para realizar a composição da aplicação e, eventualmente, a interconexão dele com outros componentes 
do sistema, é de total responsabilidade do PLGGHZDUH através de seu componente central – o 
&RQILJXUDWRU, observando a descrição da aplicação fornecida. 
O modelo de metacomponentes definido no IUDPHZRUN estabelece um mecanismo que permite 
tratar separadamente as propriedades dos componentes em relação à implementação dos mesmos. Esta 
abordagem provê flexibilidade para integração de componentes desenvolvidos em diferentes 
linguagens de programação e em diferentes tecnologias. Para isto, uma  camada de portabilidade pode 
ser construída introduzindo código de adaptação durante o processo de configuração de acordo com as 
propriedades definidas nos metacomponentes. Este tipo de abordagem dá suporte à adaptação 
evolucional no Cosmos. Outra forma de adaptação tratada no Cosmos consiste em trocar 
dinamicamente os formatos de componentes de mídia através de reconfigurações baseadas nos 
metadados.. No Cosmos, metacomponentes são componentes associados aos componentes da 
arquitetura, onde são mantidas as características e especificidades descritas nas suas correspondentes 
especificações. O &RQILJXUDWRU, em tempo de instanciação e de execução da aplicação, consegue 
descobrir as características de cada componente do sistema através de consultas a estes 
metacomponentes. Desta forma, o &RQILJXUDWRU obtém os metadados que ele vai utilizar para realizar 
possíveis adaptações, de modo que os componentes possam ser executados na plataforma de acordo 
com os requisitos especificados na aplicação. Uma adaptação no IUDPHZRUN é realizada explorando os 
conceitos de reflexividade. Operações da API definida para reflexividade dão suporte à realização de 
consultas e atualizações de metacomponentes. Os metacomponentes são mantidos num componente 
denominado $SSOLFDWLRQ3UR[\ cujo papel consiste em preservar o conhecimento e a consistência da 
aplicação no contexto do PLGGOHZDUH. 
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Além do IUDPHZRUN Cosmos, pode-se destacar como contribuições desta tese, as definições da 
linguagem de especificação e dos modelos de matacomponentes, de QoS e de interconexão de 
componentes. 
Por fim, outra contribuição a ser destacada é o PLGGOHZDUH AdapTV. O desenvolvimento deste 
PLGGOHZDUH foi realizado utilizando os componentes arquiteturais básicos definidos no IUDPHZRUN 
Cosmos. O esforço associado ao desenvolvimento teve como objetivo mostrar a viabilidade de 
implementação do IUDPHZRUN Cosmos. Adicionalmente, a arquitetura definida pelo AdapTV apresenta 
uma visão inovadora para plataformas de PLGGOHZDUH de sistemas de TVDI; nesta visão, aspectos de 
adaptação dinâmica reativa e pró-ativa podem ser tratados usando componentes monitores de QoS para 
realizar a observação do comportamento do canal de comunicação.  
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O IUDPHZRUN Cosmos incorpora muitos dos conceitos relacionados a plataformas de 
PLGGOHZDUH adaptativos. Entretanto, considerando a comparação do Cosmos com algumas abordagens 
relacionadas na Seção 6.2.1, o Cosmos apresenta uma inovação em relação a suporte de configuração e 
gerenciamento de aplicações em sistemas multimídia distribuídos. Para prover suporte à reusabilidade, 
o Cosmos define componentes básicos com funcionalidades gerais comuns a plataformas de 
PLGGOHZDUH para sistemas multimídia distribuídos e um modelo de suporte a adaptações evolucionais, 
permitindo a construção de novos componentes e serviços com uma abordagem arquitetural. Estes 
componentes podem ser configurados para domínios específicos ajustando valores de propriedades de 
acordo com os requisitos da aplicação e as características  do KDUGZDUH e VRIWZDUHV básicos da 
plataforma. O protótipo de uma plataforma de PLGGOHZDUH para sistemas de TVDI,  o PLGGOHZDUH 
AdapTV, foi desenvolvido a partir dos componentes básicos do Cosmos. O reuso dos elementos do 
Cosmos na construção do PLGGOHZDUH AdapTV está associado aos seguintes componentes: 
• Componente abstrato &RVPRV&RPSRQHQW, envolvendo as implementações das operações  para 
gerenciamento de propriedades e ciclo de vida; 
• Componente &RQILJXUDWRU, envolvendo as funcionalidades para gerenciamento de configuração; 
• Componentes associados ao modelo de metacomponentes; 
• Componentes  associados ao modelo de QoS; 
• Funcionalidades dos componentes do modelo de  interconexão independentes de tecnologia. 
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Assim, analisando o processo de desenvolvimento e implementação do PLGGOHZDUH AdapTV, 
pode-se considerar como bom o nível de reuso em relação aos componentes do IUDPHZRUN Cosmos. 
 Em relação ao suporte dos requisitos enumerados na Seção 2.3, os parágrafos seguintes 
apresentam uma breve a avaliação do IUDPHZRUN: 
• &RQHFWLYLGDGHHPSODWDIRUPDVKHWHURJrQHDVAs atuais tecnologias de PLGGHZDUH apresentam 
muitas soluções interessantes para conectividade. Em relação a estas soluções, esta tese 
apresenta abordagens diferentes relacionadas a flexibilidade e simplicidade para interconexão 
de componentes e para a sincronização envolvendo adaptações dos mecanismos de suporte a 
interações.
• $ERUGDJHPDUTXLWHWXUDODe uma forma geral, o comentário que merece destaque com relação 
à abordagem arquitetural do Cosmos está relacionado ao modelo de metacomponentes definido 
para dar suporte aos mecanismos de descrição de aplicações e de reflexividade.
• $GDSWDomR H 4R6 Com relação ao requisito de adaptação, a maioria dos IUDPHZRUNV de 
componentes abordam a questão da adaptação no domínio de aplicações corporativas, onde 
praticamente não existe restrições rígidas com relação à QoS.  Neste contexto,  a abordagem do 
Cosmos oferece soluções interessantes para gerenciamento de  adaptação e QoS de 
componentes na camada do PLGGOHZDUH.
• &RQILJXUDomR H UHFRQILJXUDomRO Cosmos apresenta níveis elevados de flexibilidade para 
tratamento de configuração e reconfiguração dinâmicas. Este fato deve-se à abordagem definida 
para configuração com base no modelo de metacomponentes. 
 
 $QiOLVH&RPSDUDWLYD
 
Um fator de diferença do Cosmos em relação ao PREMO [7], A/V 6WUHDPV [8] e o NMM [11] é 
a adoção do conceito de componentes, o que provoca uma mudança em relação às visões de 
desenvolvimento de sistemas e gerenciamento de configuração. Ao incorporar o modelo de 
desenvolvimento baseado em componentes, pode-se realizar com relativa facilidade ajustes 
evolucionais no próprio PLGGOHZDUH, trocando,  por exemplo, alguns dos seus componentes. 
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O IUDPHZRUN Cosmos utiliza o conceito de propriedades tomando como base as propostas 
PREMO [7] e A/V 6WUHDPV [8]; no entanto, o uso do conceito de propriedades no Cosmos é bem mais 
simples devido também à adoção do conceito de componentes. Componentes limitam a visibilidade de 
seus comportamentos internos, de modo que no Cosmos as propriedades são usadas muito mais 
intensamente para fins de negociação e seleção de componentes. Para a definição do comportamento de 
uma aplicação, a noção de propriedades se resume à seleção de parâmetros de operação do 
componente.  
Outro ponto que merece destaque é o modelo de componentes do Cosmos. Este modelo provê a 
base do IUDPHZRUN para a construção de componentes arquiteturais genéricos (componentes com níveis 
elevados de abstração) e configuráveis. Estes componentes são definidos no Cosmos como abstratos, 
podendo posteriormente serem estendidos e configurados de acordo com os requisitos estabelecidos 
pela plataforma onde o PLGGOHZDUH será instalado e instanciado. O modelo de configuração definido no 
Cosmos é neutro em relação ao uso de linguagens específicas, podendo ser utilizado junto com técnicas 
de computação reflexiva para dar suporte à integração de uma diversidade de componentes. Desta 
forma, componentes poderão potencialmente vir a ser desenvolvidos usando diferentes tecnologias, 
desde que obedeçam as regras prescritas pelo modelo de componentes Cosmos. Um aspecto importante 
do Cosmos em relação à maioria das soluções baseadas em componentes é a abordagem para 
gerenciamento de QoS. 
A abordagem de manter as definições de metadados em um único domínio – o domínio onde 
reside o componente &RQILJXUDWRU mestre, é uma simplificação do modelo em relação às abordagens 
citadas no Capítulo 3. Deve-se destacar que esta definição não implica em perda de generalidade e 
flexibilidade. Adicionalmente, esta definição tem uma forte motivação que justifica a decisão. 
Conforme mencionado na introdução, um dos objetivos deste trabalho foi desenvolver soluções para o 
domínio de sistemas de TVDI. Deve-se destacar que a maioria das aplicações para estes sistemas é 
executada em contextos locais em VHWWRSER[HV, provavelmente sem canal de interação. Outra questão 
que também contribuiu para esta opção decorre do fato de que o elemento determinante que vai 
caracterizar o nível de suporte à execução de aplicações e à respectiva QoS, é a capacidade da 
plataforma correspondente ao terminal de acesso ao sistema. Ou seja, este sistema conhece 
profundamente suas capacidades. Desta forma, esta plataforma é o lugar ideal para manter as 
descrições dos componentes da aplicação, de onde serão comandadas as negociações para realizar a 
configuração da aplicação. Este modelo também é relevante para alguns tipos de aplicações no 
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contexto Web, onde parte das condições de negociação poderá estar limitada pela capacidade da 
plataforma local onde a aplicação será executada. Adicionalmente, mantendo as descrições e alterações 
concentradas sob a coordenação do &RQILJXUDWRU mestre, tem-se a garantia da manutenção da 
consistência do sistema. Esta simplificação tem como implicação tornar o &RQILJXUDWRU num ponto 
central de falha. Para o cenário de sistemas de TVDI sem canal de interação esta limitação não tem 
impactos. 
Considerando o modelo de gerenciamento de QoS definido para o Cosmos, outros fatores de 
diferenciação em relação às propostas relacionadas no Capítulo 3 correspondem ao conceito de faixas 
de valores de QoS e ao gerenciamento de mudança de faixa de acordo com as limitações e condições 
temporárias dos recursos da plataforma. O modelo foi incorporado no PLGGOHZDUH AdapTV e utilizado 
para especificação de requisitos de QoS e definição de políticas de adaptação na aplicação exemplo. Na 
implementação foram usados monitores de QoS para observar as condições de operação do canal de 
comunicação. Vale lembrar o que foi anteriormente mencionado: no Cosmos, um monitor de QoS tem 
um papel estritamente limitado, consistindo em observar e notificar possíveis ocorrências de violações 
de QoS. A adaptação é sugerida por um componente denominado gerente de QoS, cabendo ao 
&RQILJXUDWRU acatar ou não a sugestão de adaptação. 
No que se relaciona ao modelo de interconexão de componentes, a idéia inicial foi definir um 
componente inspirado no conceito de conexão virtual do modelo PREMO. Embora este conceito tenha 
sido herdado, a abordagem definida no Cosmos simplifica a integração, uso e gerenciamento dos 
componentes envolvidos no modelo.  
O conceito de portas, sob a visão do componente recurso virtual é bem mais simples no 
Cosmos. A simplicidade deve-se ao fato de que, para o componente basta que ele conheça a interface 
operacional das portas que ele precisa utilizar. Questões de configuração e negociação de propriedades 
são totalmente abstraídas do componente e da aplicação, uma vez que as mesmas são realizadas no 
contexto do PLGGOHZDUH através do componente &RQILJXUDWRU. 
O modelo dá suporte a várias topologias de interconexão envolvendo, inclusive, a possibilidade 
de suportar simultaneamente o uso de diferentes tecnologias; adicionalmente, deve-se destacar a 
capacidade do modelo para realizar adaptações dinâmicas, onde são definidas técnicas como clonagem 
e uso simultâneo e temporário de canais durante a realização e transição de estados em uma adaptação. 
Este modelo é bem mais simples do que a técnica denominada SDUDOHOELQGLQJ [12] que foi adotada no 
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PLGGOHZDUH NMM [11] [12]. O PLGGOHZDUH NMM também usa em sua concepção os conceitos de 
conexão virtual do PREMO.  
A arquitetura de interconexão é genérica, possibilitando a integração de uma variedade de tipos 
de componentes em ambientes heterogêneos e distribuídos. A API proposta é relativamente simples e 
bastante flexível, cujas operações definidas dão suporte aos principais componentes definidos no 
PLGGOHZDUH AdapTV e aos conceitos apresentados pelo IUDPHZRUN Cosmos.  
O modelo de interconexão proposto e a arquitetura de implementação definida se constituem, na 
nossa visão, em contribuições importantes. Usando este modelo, novas aplicações poderão ser 
construídas integrando, por exemplo, tecnologias como ,QWHUQHW e TVDI através da composição de 
SLSHV envolvendo componentes intermediadores que poderão ser interconectados através de 
componentes 9LUWXDO&RQQHFWLRQ. A avaliação deste modelo ocorreu de forma integrada com a 
implementação do  protótipo do PLGGOHZDUH AdapTV realizada, envolvendo além do modelo de 
interconexão, os modelos de metacomponentes, configuração e suporte à adaptação dinâmica baseada 
em QoS. Esta implementação produziu bons resultados, criando expectativas positivas em relação à 
evolução das idéias propostas. 
O escopo da implementação se limitou aos componentes da camada de configuração e 
gerenciamento de recursos do PLGGOHZDUH AdapTV e a uma aplicação-exemplo que foi executada no 
protótipo. Para o desenvolvimento da aplicação foram utilizados os modelos de especificação, 
configuração, gerenciamento de QoS e de interconexão de componentes definidos, ficando assim 
demonstrada experimentalmente a potencialidade e a viabilidade de implementação do Cosmos. Deve-
se destacar que o resultado deste esforço se constitui, na nossa visão, numa contribuição importante e 
inovadora, fornecendo uma nova visão em relação ao gerenciamento de configuração para sistemas 
distribuídos multimídia. Explorando esta visão, o gerenciamento da diversidade de recursos, sistemas 
operacionais e dispositivos fica bem mais simples nestes sistemas. 
 7UDEDOKRV)XWXURV
 
 
Considerando a abrangência do IUDPHZRUN, várias questões não puderam ser tratadas na tese. 
Neste sentido, são enumeradas a seguir algumas proposições que darão maior visibilidade ao 
IUDPHZRUN, as quais esperamos tratar no contexto de projetos futuros.  
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'HILQLomRGHIHUUDPHQWDVGHFRQILJXUDomRYLVXDLV
 
 Uma idéia interessante consiste em definir uma ferramenta de configuração interativa, com uso 
de componentes visuais para identificação de componentes, relacionamento de dependências, 
configuração de propriedades, ligação de portas, composição de grupos e requisitos de reconfiguração 
dinâmica pré-programada e não-programada. Esta ferramenta pode manter um repositório envolvendo 
várias configurações previamente construídas (representadas como grafos de metacomponentes). O 
reuso de configurações poderia ser incorporado no modelo também de forma interativa. O desafio neste 
caso é tratar a consistência das operações. Uma possível delimitação para tornar viável uma 
implementação simplificada seria eleger alguns casos de uso e explorar estes cenários. 
 
'HILQLomRGHXPPRGHORGHHYHQWRVHVLQFURQL]DomR
 
O suporte ao tratamento de eventos e à sincronização são de suma importância para aplicações 
multimídia, em especial quando estão envolvidos componentes distribuídos. Estas questões foram 
pouco trabalhadas na tese uma vez que para as necessidades do protótipo desenvolvido como prova de 
conceito, as APIs de Java foram suficientes. No entanto, estas questões merecem uma atenção especial, 
devendo portanto ser tratadas no escopo de futuros projetos.  
Outra questão que deve ser tratada é a validação do modelo de adaptação envolvendo troca 
dinâmica de componentes. O modelo de adaptação implementado envolveu a troca de propriedades e a 
questão da sincronização foi resolvida com a clonagem de canais. Adaptações envolvendo a troca de 
componentes ampliam a complexidade, o que pode levar a necessidade de novas técnicas, como por 
exemplo, a clonagem do componente $SSOLFDWLRQ3UR[\.  
 
$YDOLDomRHGHILQLomRGHSROtWLFDVGHDGDSWDomRHQYROYHQGRPXGDQoDVGHFDQDLV. 
 
As experiências realizadas na implementação do protótipo foram direcionadas para o trabalho 
de integração dos vários modelos. A aplicação definida foi bastante simples e teve como objetivo 
mostrar o potencial do modelo de adaptação. Um trabalho que pode ser desenvolvido consiste em 
identificar padrões de comportamento que estabeleçam condições preliminares de adaptação. Para isto, 
seria necessário fazer muitas observações de modo a analisar os dados resultantes e montar um 
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conjunto de estratégias a serem adotadas. Ainda relacionado com o componente 9LUWXDO&RQQHFWLRQ, 
deve-se realizar testes envolvendo comunicação PXOWLFDVW integrando inclusive diferentes tecnologias 
simultaneamente.  
 
9DOLGDURVFRPSRQHQWHVGR$GDS79HPXPDSODWDIRUPDUHDOGH79',
 
As experiências envolvidas com mudança dinâmica de propriedades de fluxos no AdapTV 
sinalizaram que o modelo é eficaz no gerenciamento de variações de QoS. Desta forma, uma 
experiência interessante é migrar os componentes do AdapTV para uma plataforma real de TVDI. 
 
$YDOLDomRGHGHVHPSHQKRGDDUTXLWHWXUD 
 
Outro trabalho futuro proposto é a avaliação de desempenho da arquitetura e dos componentes 
associados à implementação do IUDPHZRUN. Nesta avaliação, devem ser considerados os retardos 
associados por exemplo a tempo de troca de formato, tempo de troca de canal, ou mesmo de 
componentes no contexto de uma implementação do IUDPHZRUN. 
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$ /LQJXDJHPGH0HWDSURJUDPDomR
 
Para apresentar a estrutura da linguagem de metaprogramação de aplicações definida para o 
Cosmos, este apêndice descreve em notação EBNF [155] os elementos do modelo de metacomponentes 
introduzido na seção 4.1.4. A estrutura da linguagem de metaprogramação contempla os conceitos 
definidos no protótipo original [76] [77]; adicionalmente, a linguagem é estendida com novas 
construções com o objetivo de dar suporte à especificação de requisitos de QoS.  A linguagem é 
apresentada através de regras de produção que descrevem as sintaxes para declarações e diretivas de 
configuração dos elementos passíveis de configuração. Antes porém, são discutidos alguns conceitos 
fundamentais que serão usados nas definições das regras. 
$ 2V(OHPHQWRV%iVLFRV
 
Esta subseção descreve as definições dos elementos básicos da linguagem, os quais são 
apresentados nas regras da  Fig. A.1 de acordo com a linguagem descrita em [76] [77].  
<DWWULEXWHV>   ::= [<DWWULEXWH>]+
<SURSHUWLHV>   ::= [<SURSHUW\>]+
<FRQVWUDLQWV>  ::= [<constraint>]+
<DWWULEXWH>    ::= DWWULEXWH QDPH=<QDPH> YDOXH=<QDPH>
<SURSHUW\>     ::= SURSHUW\ QDPH=<QDPH> YDOXH=<OVWQDPH> 
GHIDXOW=<QDPH> RUGHU <RUGHU>
<FRQVWUDLQW>   ::= FRQVWUDLQW QDPH=<QDPH> YDOXH=<OVWQDPH>
<OVWQDPH>      ::= <QDPH>[,<QDPH>]*
<QDPH>         ::= [a-z0-9]+
<QXPEHU>       ::= [0-9]+.[0-9]{1-2}
 
Fig. A.1Regras que definem os elementos básicos da linguagem
As regras apresentadas na Fig. A.1 descrevem os seguintes símbolos definidos como WDJV  em 
[76], [77]:
• DWWULEXWHV: símbolo que indica a definição de uma lista de atributos. 
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• SURSHUWLHV: símbolo que indica a definição de uma lista de propriedades. 
• FRQVWUDLQWV: símbolo que indica a definição de uma lista de restrições. 
• DWWULEXWH: especifica um atributo
o QDPH: nome do atributo. 
o YDOXH: valor associado ao atributo. 
• SURSHUW\: especifica uma propriedade
o QDPH: nome da propriedade. 
o YDOXH: valor associado à propriedade, podendo ser uma lista. 
o GHIDXOW: valor padrão da propriedade. 
o RUGHU: ordem a ser tentada na seleção dos possíveis valores de uma propriedade. Seu 
valor poderá ser: DVF e GHVF, denotando respectivamente o conceito de percurso na 
ordem ascendente e descendente, respectivamente.
• FRQVWUDLQW: especifica uma restrição que está associada à uma determinada propriedade da 
aplicação; ou seja, no momento em que se define os componentes integrantes da aplicação, 
pode-se aplicar restrições às propriedades desses componentes. 
o QDPH: nome da propriedade que esta sendo restringida. 
o YDOXH: valor a ser restringido, esse podendo ser uma lista de valores; 
• QDPH: especificação do padrão de nomes utilizado; 
• QXPEHU: especificação de números; 
 
$ (VSHFLILFDomRGD$SOLFDomR
 
A definição de um componente denominado DSSOLFDWLRQ é utilizada para descrição de 
aplicações. De acordo com o modelo definido no Cosmos, uma aplicação é construída  através de um 
processo de composição. Para isto, uma especificação deve indicar os componentes dos quais a 
aplicação depende e as conexões envolvidas entre as respectivas portas. O componente DSSOLFDWLRQ é o 
elemento chave no processo de configuração, pois, a partir dele pode-se obter os demais elementos. A 
Fig. A.2 apresenta a sintaxe associada à descrição de uma aplicação. 
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<DSSOLFDWLRQ>   ::= DSSOLFDWLRQ QDPH=<QDPH> <GHSHQGV> <FRQQHFWLRQV>
<GHSHQGV>       ::= [<FRPSRQHQW>]*
<component>     ::= component name=<name> description=<name> 
location=<name> Instance = <name>
[<properties>]+ [<attributes>]+ 
[<ports>]* [<constraints>]* 
<FRQQHFWLRQV>   ::= [<FRQQHFW>]+
<FRQQHFW>       ::= FRQQHFW IURP=<lstport> WR=<lstport> <lstTRV>
<lstport>       ::= <instanceName><port>[,<instanceName><port>]*
<lstqos>        ::= <qos>[,<qos>]*
<componentName> ::=  <name>
 
Fig. A.2:Regras para construção de aplicações 
 
As regras apresentadas na Fig. A.2 descrevem os seguintes símbolos:
• DSSOLFDWLRQ: símbolo inicial da configuração da aplicação; 
o QDPH: especifica o nome da aplicação; 
o SURSHUWLHV: tratamento da lista de propriedades; 
o GHSHQGV: descreve a lista de componentes que faz parte da aplicação; 
o FRPSRQHQW: indica um componente na lista de dependência.  
o FRQQHFWLRQV: descreve a lista de conexões de componentes da aplicação; 
• FRQQHFWLRQ: define ligações entre portas; 
• IURP: descreve a lista de portas origem dos fluxos;  
• WR: descreve a lista de portas destino do fluxo; 
• LQVWDQFH1DPH: nome da instância que contém a porta referenciada na conexão; 
• OVWTRV: descreve a lista de elementos qos que tratam a questão de qualidade de serviço; 
• TRV: mostra como é tratada a questão de qualidade de serviço na conexão.  A descrição 
deste símbolo pode ser melhor entendida através das ilustrações do exemplo apresentado 
na Seção 5.3.  
 
Na descrição de uma aplicação, o atributo QDPH define o nome da aplicação a ser executada no 
PLGGOHZDUH. A especificação de uma aplicação contém duas partes fundamentais: dependências e 
conexões. 
B$3Ç1',&($
 
Na descrição das dependências, os componentes necessários à aplicação têm seus nomes e 
instâncias indicadas, bem como suas respectivas localizações, podendo ter restrições e substituição de 
valores de propriedades associadas. 
Na parte de conexões encontra-se a descrição da forma como as portas se conectam. Na 
descrição de conexão indicam-se os atributos WRe IURP. O atributo IURP informa que a porta associada é 
uma porta de saída – ou seja, porta que coloca dados na conexão. O atributo WR indica que a porta 
associada é uma porta de entrada, ou seja, que recebe  informações. É também na conexão onde são 
definidos os elementos para tratar as questões de qualidade de serviço, conforme ilustrado adiante. 
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Aplicações são compostas de componentes que são efetivamente os elementos responsáveis 
pelo funcionamento da aplicação. Os componentes têm como atributos seu nome, descrição e 
localização, consistindo a especificação de três partes: propriedades, restrições e portas. 
As propriedades são armazenadas como pares (chave, valor), podendo o valor corresponder a 
uma lista de possibilidades. As portas são elementos que descrevem os componentes responsáveis por 
transmitir e receber fluxo de dados. A sintaxe para descrição do elemento componente é apresentada na 
Fig. A.3 a seguir: 
<FRPSRQHQW>   ::= FRPSRQHQW QDPH=<QDPH> description=<name> 
location=<namelocation> [<properties>]+ [<attributes>]+ 
[<ports>]* [<constraints>]* 
 
 Fig. A.3Especificação do componente
 
A regra apresentada na Fig. A.3 descreve os seguintes símbolos: 
• FRPSRQHQW - símbolo que indica o início da seção destinada a descrever o componente 
o QDPH - indica o nome do componente. Cada componente deve ter um nome único dentro 
do sistema. 
o GHVFULSWLRQ - descreve o funcionamento do componente. 
o ORFDWLRQ – indica a localização do componente. 
o SURSHUWLHV - seção usada para descrever as propriedades do componente. 
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o SRUWV – seção usada para descrever a lista de portas; a sintaxe para descrição de uma 
porta é descritoa adiante, na Seção A.1.4 
o FRQVWUDLQWV - descreve as restrições relacionadas com as propriedades associadas a um 
fluxo gerado pelo componente. 
 
$ (VSHFLILFDomRGH3RUWD
 
No PLGGOHZDUH, os componentes recursos virtuais podem ter portas. Eventualmente podem 
existir componentes que não precisem de portas para seu funcionamento; no entanto, para que haja 
fluxos de comunicação multimídia entre os componentes devem-se agregar portas, as quais serão 
vinculadas às conexões na aplicação. 
Uma porta tem associado um nome, um tipo e uma lista de propriedades. Sua descrição é 
mostrada a seguir, na Fig. A.4: 
<SRUW>   ::= SRUW QDPH=<QDPH> 
W\SH <porttype>
<properties>
 
Fig. A.4: Especificação da porta. 
 
A regra apresentada na Fig. A.4 descreve os seguintes símbolos:
• SRUW: símbolo que indica o início da configuração da porta 
o QDPH: nome associado à porta. 
o SRUWW\SH: uma indicação do tipo da porta (LQSXW3RUW ou RXWSXW3RUW). 
o SURSHUWLHV: lista de propriedades ligadas à porta. 
 
$ (VSHFLILFDomRGH4R6
 
O modelo de gerenciamento e controle de QoS proposto para o Cosmos [83] [84], cujos 
aspectos principais são detalhados no Capítulo 4, faz menção ao processo de configuração de 
parâmetros de QoS associados às conexões. Para suportar adaptação dinâmica, este modelo define 
componentes arquiteturais ativos para verificar se os parâmetros de QoS do sistema estão de acordo 
com os requisitos. Face à grande flutuação causada por fatores inerentes à aplicação, plataforma e 
B$3Ç1',&($
 
infra-estrutura de comunicação, o modelo utiliza o conceito de intervalos de QoS, no qual a definição 
dos requisitos é feita especificando  faixas de valores. Caso seja detectada durante a execução alguma 
situação de não cumprimento de QoS negociada, um processo de adaptação é iniciado observando os 
requisitos estabelecidos na descrição da aplicação. De acordo com o modelo definido, o controle da 
QoS se concentra no monitoramento das conexões observando os parâmetros de QoS indicados na 
especificação;  o controle consiste em verificar se os parâmetros estão fora das faixas especificadas. 
Para tal, é necessário indicar quais os parâmetros que precisam ser monitorados, definir as regiões 
aceitáveis de QoS, estabelecer uma região padrão, bem como  a taxa de observação e o tempo 
(freqüência) em que deve se tentar mudar de região.  
A sintaxe básica para descrever os requisitos de QoS é apresentada  na Fig. A.5, a seguir: 
<TRV>           ::= TRV SDUDPHWHU=<QDPH> <GHIDXOWUHJLRQ> <IUHTXHQF\> <WHVWWLPH> <UHJLRQV>
<GHIDXOWUHJLRQ> ::= GHIDXOWUHJLRQ=<QDPH>
<IUHTXHQF\>     ::= IUHTXHQF\=<QXPEHU>
<WHVWWLPH>      ::= WHVWWLPH=<QXPEHU>
<UHJLRQV>       ::= [<UHJLRQ>]+
<UHJLRQ>        ::= UHJLRQ QDPH=<QDPH> <range> <default_Property>[<FRQVWUDLQW>]*
<range>         ::= UDQJHPLQ <number> PD[ <number>
<default_Property>::= QDPH = <nome-property> YDOXHV = <number>
 
Fig. A.5: Especificação de QoS 
 
As regras apresentadas na  Fig. A.5 descrevem os seguintes símbolos:
• TRV: símbolo que indica o início da configuração de um parâmetro de qualidade de serviço 
o SDUDPHWHU: indica qual será o parâmetro de QoS a ser monitorado. 
o GHIDXOWUHJLRQ: especifica a região default. 
o IUHTXHQF\: diz qual será a freqüência de observação. 
o WHVWWLPH: indica o período a ser tentado mudar de região. 
o UHJLRQV: denota as regiões definidas; 
• UHJLRQ: descreve uma região 
o QDPH: define o nome da região. 
o UDQJH: define os valores limites da região 
 PLQ - valor que indica o limite inferior da região; se omitido denota que a região 
contempla todos os valores abaixo do limite superior. 
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 PD[ - valor que indica o limite superior da região; se omitido, denota que a 
região contempla todos os valores acima do limite inferior. 
o GHIDXOWBSURSHUW\: define um valor GHIDXOW para a propriedade indicada na região. 
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A Fig. A.6 apresenta uma visão geral da linguagem de descrição de aplicações envolvendo os 
elementos e definições discutidos anteriormente. A partir desta linguagem, novos SDUVHUV podem ser 
desenvolvidos, desde que sejam mantidos os conceitos incorporados na linguagem, bem como seus 
respectivos mapeamentos para a hierarquia de metadados.  
<DSSOLFDWLRQ>   ::= DSSOLFDWLRQ QDPH=<QDPH> <GHSHQGV> <FRQQHFWLRQV>
<GHSHQGV>       ::= [<FRPSRQHQW>]*
<FRPSRQHQW>     ::= FRPSRQHQW QDPH=<QDPH> GHVFULSWLRQ=<QDPH> 
ORFDWLRQ=<QDPH> ,QVWDQFH  QDPH!
[<SURSHUWLHV>]+ [<DWWULEXWHV>]+ 
[<FRQVWUDLQWV>]* [<SRUWV>]*
<SRUWV>         ::= [<SRUW>]+
<SRUW>          ::= SRUW QDPH=<QDPH> W\SH = <porttype> <SURSHUWLHV>
<porttype>      ::= RXWSXWSRUW | LQSXWSRUW
<FRQQHFWLRQV>   ::= [<FRQQHFW>]+
<FRQQHFW>       ::= FRQQHFW IURP=<lstport> WR=<lstport> <lstTRV>
<lstport>       ::= <instanceName><port>[,<instanceName><port>]*
<lstqos>        ::= <qos>[,<qos>]*
<componentName> ::=<name>
<TRV>           ::= TRV SDUDPHWHU=<QDPH> <GHIDXOWUHJLRQ> <IUHTXHQF\> <WHVWWLPH> <UHJLRQV>
<GHIDXOWUHJLRQ> ::= GHIDXOWUHJLRQ=<QDPH>
<IUHTXHQF\>     ::= IUHTXHQF\=<QXPEHU>
<WHVWWLPH>      ::= WHVWWLPH=<QXPEHU>
<UHJLRQV>       ::= [<UHJLRQ>]+
<UHJLRQ>        ::= UHJLRQ QDPH=<QDPH> ,<range> <default_Property>[<FRQVWUDLQW>]*
<range>         ::= UDQJHPLQ <number> PD[ <number>
<DWWULEXWHV>    ::= [<DWWULEXWH>]+
<SURSHUWLHV>    ::= [<SURSHUW\>]+
<FRQVWUDLQWV>   ::= [<FRQVWUDLQW>]+
<default_Property>::= name = <nome-property> values = <number>
<DWWULEXWH>     ::= DWWULEXWH QDPH=<QDPH> YDOXH=<OVWQDPH> GHIDXOW=<QDPH> 
RUGHU=<RUGHU>
<SURSHUW\>      ::= SURSHUW\ QDPH=<QDPH> YDOXH=<OVWQDPH> GHIDXOW=<QDPH> 
RUGHU=<RUGHU>
<FRQVWUDLQW>    ::= FRQVWUDLQW QDPH=<QDPH> YDOXH=<OVWQDPH!
<OVWQDPH>       ::= <QDPH>[, <QDPH>]*
<QDPH>          ::= [a-z0-9_]+
<QXPEHU>        ::= [0-9]+.[0-9]{1-2}
<RUGHU>         ::= DVF | GHVF
 
Fig. A.6Visão Geral da linguagem de metaprogramação 
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% ;0/6FKHPDVSDUDD/LQJXDJHPGH(VSHFLILFDomRGRPLGGOHZDUH$GDS79
 
Para o AdapTV, uma aplicação é descrita e tratada explorando o conceito de composição de 
acordo com o modelo de especificação definido no Cosmos. A seguir, este apêndice apresenta o 
modelo de especificação que foi definido para o AdapTV com base na linguagem XML. Os ;0/
6FKHPDV  apresentados adiante correspondem aos elementos descritos no modelo UML ilustrados na 
Fig. 5.4 . 
% %ORFRGH(VSHFLILFDomRGHXP&RPSRQHQWH
 
Como elemento base do ;0/6FKHPD a Fig. B.1 descreve o bloco FRPSRQHQW, definindo a WDJ 
raiz FRPSRQHQW. 
...
<xs:element name=“Component”>
<xs:complexType>
<xs:sequence>
<xs:element ref=“attributes”/>
<xs:element ref=“depends”/>
<xs:element ref=“properties”/>
<xs:element ref=“ports”/>
</xs:sequence>
</xs:complexType>
<xs:attribute ref=“name”/>
<xs:attribute ref=“description”/>
</xs:element>
 
Fig. B.1:Bloco FRPSRQHQW
 
Como pode ser visto na Fig. B.1 um componente pode ter os seguintes elementos: 
• $775,%87(6: enumera os atributos do componente descrito. 
• '(3(1'6: identifica os componentes dos quais o componente descrito depende. 
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• 3523(57,(6: identifica os atributos não funcionais (ou propriedades). 
• 32576: identifica as portas de entrada e saída do componente descrito; 
A descrição dos atributos de um componente tem uma estrutura similar à descrição de 
propriedades. Uma propriedade é descrita através de um conjunto de valores para os quais aquela 
propriedade poderá ser instanciada. Para um conjunto de possíveis valores v1, v2, v3, ... , vn, as formas 
possíveis para especificá-lo são: 
• v1 .. vn : conjunto de valores desde v1 até vn. 
• v1, v2,  vn : conjunto contendo apenas v1, v2 e vn 
• v1 .. v2,  vm .. vn : conjunto contendo de v1 a v2, e vm a vn, sendo vm < vn  
Desta forma, estabelece-se um conjunto finito de valores para os quais aquela propriedade 
poderá ser instanciada. A ordem de preferência (usada por exemplo, para expressar o nível de QoS que 
interessa à aplicação) dos elementos deste conjunto de valores é definida de acordo com a WDJ RUGHU, 
que pode assumir os valores aVF ou GHVF, indicando ao &RQILJXUDWRU, que no processo de escolha, dê 
prioridade aos elementos do início ou fim deste conjunto, respectivamente. 
% %ORFRGH(VSHFLILFDomRGH3RUWDV
 
O bloco SRUWV, descrito na Fig. B.2 define a sintaxe para especificação de portas. 
<xs:element ref=“port”>
<xs:complexType> 
<xs:element ref=“property”
maxOccurs =”unbounded”/>
</xs:complexType>
<xs:attribute ref=“name” use=“required”/>
<xs:attribute ref=“type” use=“required”/>
</xs:element>
<xs:element name=“ports”>
<xs:complexType> 
<xs:element ref=“port”
maxOccurs =”unbounded”/>
</xs:complexType>
</xs:element>
 
Fig. B.2:Bloco SRUWV
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Cada porta é identificada por uma cadeia de caracteres (QDPH), tendo um conjunto de 
propriedades. Propriedades identificam características da porta associada, como por exemplo, tamanho 
do buffer e taxa de transmissão. 
 
% %ORFRGH(VSHFLILFDomRGH&RQH[}HV
 
O bloco FRQQHFWLRQV (Fig. B.3) define a sintaxe para especificar conexões onde estão envolvidas 
as indicações das portas relacionadas, os requisitos de QoS e as estratégias de adaptação. A descrição 
do bloco de conexão é apresentado em duas etapas. Inicialmente, a Fig. B.3 apresenta a estrutura básica 
de uma conexão, onde devem ser identificadas a origem (atributo IURP) e o destino (atributo WR) da 
conexão; os nomes dos componentes indicados e das portas devem ser separados por vírgulas. 
<xs:simpleType name="location">
<xs:restriction base="xs:string">
<xs:pattern value=
“([a-z]|[0-9])*:[a-z]|[0-9])*”/>
</xs:restriction>
</xs:simpleType>
<xs:element name="from" type="location"/>
<xs:element name="to" type="location"/>
<xs:element name="connect">
<xs:complexType>
<xs:attribute ref="from" use="required"/>
<xs:attribute ref="to" use="required"/>
</xs:complexType>
</xs:element
<xs:element name="connections">
<complexType>
<xs:element ref="connect"
<xs:element name="QoS">
•••
maxOccurs="unbounded"/>
</complexType>
</xs:element>
 
Fig. B.3: Bloco básico de conexão 
 
A Fig. B.4 consiste basicamente em uma extensão do bloco de conexão introduzido na figura 
anterior onde são apresentados os elementos definidos para especificação de requisitos de QoS e 
adaptação dinâmica em conexões virtuais. A separação do bloco em duas figuras tem como objetivo 
simplificar a apresentação e ao mesmo tempo destacar os mecanismos de especificação de QoS. 
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Os principais elementos introduzidos no esquema da relacionados com gerenciamento de QoS 
em conexões virtuais, são os seguintes: 
• 3523(57<: freqüentemente usado para descrição de requisitos não funcionais, como 
parâmetros de QoS associados a MLWWHU e retardo da rede. 
•   SDUDPHWHU: atributo que identifica um parâmetro de QoS a ser monitorado.  
 
...
<xs:element name=“ UWVX ”>
<xs:attribute ref=“ YflZ[ Zff\^]	_ ][ ” use=“required”/>
<xs:complexType>
<xs:element name=“ `abffcedgfffh$iajek lm$n type o “xs:string”
use=“required” />
<xs:element name=“ bigaUWdam$pqn type= “xs:decimal”
use=“required” />
<xs:element name=“ haXhhk rWan type o “xs:decimal”
use=“required” />
<xs:element name=“ iajk lmX ”>
<xs:complexType>
<xs:element name=“ iajk lmn maxOccurs=“unbound” s
<xs: attribute name=“ tflZff\u]	n type=“xs:string”
use=“required/>
<xs:complexType>
<xs:element name=“ vilvaihq$n maxOcurs =“unbound” w s
<xs:element name=“ i$cemjWan%s
<xs:attribute name=“ \uZ#x ” type o “xs:string” />
<xs:attribute name=“ \ffiy t ” type o “xs:string” />           
</xs:element>
<xs:element name=“ vilWvaihqz`gabffcedgfffh ”>
<xs:attribute name=“ tffZff\^] ” type o “xs:string” />
<xs:attribute name=“{flZ| }ff] ” type o “xs:string” />           
</xs:element>
...
 
Fig. B.4:XML-Schema para descrição de QoS no bloco de conexão 
 
•   '()$8/75(*,21: atributo requerido para especificar a região de QoS para  a operação 
inicial, sendo definida como padrão para o recurso monitorado. 
•   )5(48(1&<: Atributo usado para especificar a freqüência de observação da QoS.  
•   7(677,0(: atributo utilizado para especificar, em milisegundos, a periodicidade em que o 
componente &RQILJXUDWRU deve tentar mudar da região atual de QoS para outra qualitativamente 
melhor, ou para à região padrão (definida através do atributo 'HIDXOW5HJLRQ). 
•   5(*,216: denotam as regiões de QoS para efeito de operação, as quais são definidas por 
elementos que especificam seus limites superior e inferior. 
•   5$1*(: determina uma faixa de QoS associada a uma região. 
• 3523(57<B'()$8/7:  determina um valor GHIDXOW de propriedade assocido à região.
173 
 
 
 
$SrQGLFH&
 
& 'HVFULomRGDV&ODVVHVGH,PSOHPHQWDomRGRPLGGOHZDUH$GDS79
 
Neste apêndice são discutidas as classes apresentadas na Fig. 5.9 relacionadas a processamento 
de metadados e aos modelos de QoS e de Interconexão de Componentes. 
 
& 3URFHVVDPHQWRGHPHWDGDGRV
 
A classe $SSOLFDWLRQ0HWDGDWD é responsável por manter e disponibilizar as informações de 
configuração dos componentes e conexões da aplicação. A Fig. C.1 descreve as assinaturas das 
operações definidas nesta classe, cujas descrições são brevemente discutidas a seguir: 
 
Fig. C.1: Classe $SSOLFDWLRQ0HWDGDWD 
 
• $SSOLFDWLRQ0HWDGDWD: inicia as listas associadas a componentes e conexões; 
• VHW1DPH: define o nome do elemento que está sendo processado, colocando o identificador 
definido no atributo QDPH; 
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• DGG&RPSRQHQW: adiciona um componente à aplicação. Esse componente é incluído no 
atributo FRPSRQHQWV; 
• DGG&RQQHFWLRQ: adiciona uma conexão à aplicação. Essa conexão é incluída no atributo 
FRQQHFWLRQV; 
• JHW1DPH: retorna o nome da aplicação que está no atributo QDPH; 
• JHW&RPSRQHQW: dado o nome do componente, verifica se ela está presente, retornando o 
FRPSRQHQW0HWDGDWD caso este tenha sido incluído, ou nulo se não for encontrado; 
• JHW&RPSRQHQWV: retorna um LWHUDWRU do tipo (QXPHUDWLRQ que acessa a listade componentes 
da aplicação; 
• JHW&RQQHFWLRQVretorna um LWHUDWRU do tipo (QXPHUDWLRQ que acessa a lista de conexões da 
aplicação; 
• JHW3RUW dado o nome da porta, é feita uma pesquisa nos componentes, retornando o 
componente SRUW0HWDGDWD; caso não tenha sido descrita esta porta, é retornado QXOO. 
• UHPRYH&RPSRQHQW a partir do nome do componente é feita a tentativa para remover o 
componente da aplicação, caso seja possível, é retornado o valor WUXH, caso contrario, IDOVH. 
No momento de remover o componente, deve-se verificar se existe algum componente que 
dependa dele; 
• UHPRYH&RQQHFWLRQ dado o nome da conexão, é realizada a remoção da mesma. 
 
A classe &RPSRQHQW0HWDGDWD é responsável por guardar e disponibilizar as características dos 
componentes envolvendo a lista de portas, propriedades e localização, entre outros. A Fig. C.2 mostra 
os métodos definidos para esta classe:  
• &RPSRQHQW0HWDGDWD: cria as listas responsáveis por armazenar os atributos, propriedades, 
restrições, portas e componentes do quais ele depende; 
• VHW1DPH: faz a associação do nome do componente ao atributo QDPH; 
• VHW'HVFULSWLRQ: faz a associação da descrição do componente ao atributo GHVFULSWLRQ; 
• VHW,QVWDQFH: faz a associação do nome da instância do componente, ao atributo LQVWDQFH; 
• DGG/RFDWLRQ: adiciona à lista de localizações um possível local onde o componente pode ser 
encontrado; 
• DGG3URSHUW\: adiciona uma nova propriedade ao componente, incluído-a na lista SURSHUW\; 
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• DGG3RUW: adiciona uma nova porta ao componente, incluindo-a  na lista SRUWV; 
• JHW1DPH: retorna o nome do componente; 
 
Fig. C.2 : Classe &RPSRQHQW0HWDGDWD
• JHW'HVFULSWLRQ: retorna a descrição do componente; 
• JHW,QVWDQFH: retorna o nome definido e guardado no atributo LQVWDQFH; esse nome é utilizado 
para identificar a instância do componente a ser realizada; 
• JHW/RFDWLRQ: retorna uma enumeração que pode ser utilizada para acesso à lista de 
localizações do componente descrito; 
• JHW3URSHUW\: retorna a propriedade solicitada, caso não exista, esse valor será nulo; 
• JHW3URSHUWLHV: retorna uma enumeração que dá acesso aos elementos da lista de 
propriedades do componente; 
• JHW3RUW: dado o nome de uma porta, é feita uma pesquisa na lista e retorna a porta; caso a 
porta não exista, é retornado o valor nulo. 
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• JHW3RUWV: retorna uma enumeração que dá acesso aos elementos da lista de portas que estão 
associadas ao componente; 
• UHPRYH/RFDWLRQ: dado uma localização, é feita a remoção da mesma; 
• UHPRYH3URSHUW\ dado o nome da propriedade, é feita a remoção; 
• UHPRYH3RUWdado o nome da porta, essa é excluída do componente; 
A classe &RQQHFWLRQ0HWDGDWD é responsável por guardar os metadados de uma conexão. Nela 
existem três listas que guardam as portas de origem, de destino e a QoS associada. A Fig. C.3 mostra a 
assinatura com operações desta classe e, em seguida, o texto apresenta uma descrição de cada 
operação: 
 
Fig. C.3: Classe &RQQHFWLRQ0HWD'DWD 
• &RQQHFWLRQ0HWDGDWD: faz a iniciação das listas VRXUFHV e WDUJHWV; 
• VHW1DPH: associa um nome à conexão; 
• VHW6RXUFHV: faz a associação de uma lista já existente de portas de origem; 
• VHW7DUJHWV: faz a associação de uma lista já existente de portas de destino; 
• VHW4R6: adiciona um parâmetro de QoS à lista de QoS; 
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• DWWDFK,QSXW3RUW: adiciona uma porta à lista de portas de origem; 
• DWWDFK2XWSXW3RUW: adiciona uma porta à lista de portas de destino; 
• JHW1DPH: retorna o nome que está associado à conexão; 
• JHW6RXUFHV: retorna a lista de portas de origem da conexão; 
• JHW7DUJHWV: retorna a lista de portas de destino da conexão; 
• JHW,QSXW3RUW: dado o nome de uma porta, é feita uma pesquisa e retornada a porta solicitada, 
caso não exista, é retornado o valor nulo; 
• JHW,QSXW3RUWV: retorna uma enumeração para acesso à lista de portas de origem; 
• JHW2XWSXW3RUW: dado o nome de uma porta é feita uma pesquisa e retornada a porta 
solicitada, caso não exista, é retornado o valor nulo; 
• JHW2XWSXW3RUWV: retorna uma enumeração para acesso à lista de portas de destino. 
• JHW4R6: retorna uma enumeração para acesso à lista de QoS da conexão; caso a chamada 
especifique um parâmetro, a operação retorna o elemento de QoS correspondente; 
• UHPRYH,QSXW3RUW: remove a porta especificada da lista de portas de origem; 
• UHPRYH2XWSXW3RUW: remove a porta especificada da lista de portas de destino; 
A classe 3RUW0HWDGDWD é responsável por armazenar os nomes, as propriedades e as restrições 
associadas às portas. Essas propriedades e restrições são armazenadas em listas. A seguir, a Fig. C.4 
mostra as assinaturas das operações definidas na classe:  
 
Fig. C.4: Classe 3RUW0HWDGDWD 
B$3Ç1',&(&
 
• 3RUW0HWDGDWD: cria as listas que armazenarão as propriedades e restrições da porta; 
• VHW1DPH: associa o nome do componente ao atributo QDPH; 
• DGG3URSHUW\: adiciona uma nova propriedade à lista SURSHUWLHV da porta; 
• DGG&RQVWUDLQW: adiciona uma nova restrição à  lista FRQVWUDLQWV da porta; 
• JHW1DPH: retorna o nome da porta; 
• JHW3URSHUWLHV: retorna uma enumeração que dá acesso às propriedades contidas na lista de 
propriedades; 
• JHW3URSHUW\: dado o nome de uma propriedade, retorna os metadados associados à 
propriedade; 
• JHW&RQVWUDLQWV: retorna uma enumeração que dá acesso às restrições contidas na lista de 
restrições. 
• UHPRYH3URSHUW\: dado o nome da propriedade, é feita a sua remoção da lista de 
propriedades; 
• UHPRYH&RQVWUDLQWdado o nome da restrição, é feita a sua remoção da lista de restrições; 
A classe 3URSHUW\0HWDGDWD define uma estrutura a ser utilizada para guardar propriedades e 
restrições. A Fig. C.5 mostra as assinaturas dos métodos da classe e, em seguida, uma breve descrição 
dos métodos: 
 
Fig. C.5: Classe 3URSHUW\0HWDGDWD 
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• 3URSHUW\0HWDGDWD: cria a lista que contém os valores associados ao metadado; 
• VHW1DPH: faz a associação do nome do metadado ao atributo QDPH; 
• DGG9DOXH: adiciona um possível valor à lista de valores; 
• VHW'HIDXOW: faz a associação do valor GHIDXOW; 
• VHW2UGHU: diz que ordem deve ser seguida na escolha dos valores; 
• JHW1DPH: retorna o nome do metadado; 
• JHW9DOXHV: retorna uma enumeração para acesso à lista de valores; 
• JHW'HIDXOW: retorna o valor GHIDXOW; 
• JHW2UGHU: retorna a ordem de pesquisa dos valores associados ao metadado; 
• UHPRYH9DOXH: remove o valor indicado no parâmetro dos valores associados à propriedade. 
A classe 4R60HWDGDWD é responsável por manter os elementos que descrevem como o 
gerenciador de QoS deve atuar. Estes elementos no protótipo estão associados à conexão. A Fig. C.6. 
mostra as assinaturas das operações definidas para esta classe:  
 
Fig. C.6: Classe 4R60HWDGDWD 
 
• 4R60HWDGDWD: cria a lista a lista de restrições; 
• VHW3DUDPHWHU: faz a associação do parâmetro ao QoS; 
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• VHW'HIDXOW5HJLRQ: dado o nome da região, essa é associada como GHIDXOW; 
• VHW)UHTXHQF\: diz qual é a freqüência de amostragens; 
• VHW7HVW7LPHdiz qual é o tempo para se fazer uma amostragem; 
• DGG5HJLRQ adiciona uma região ao QoS; 
• JHW3DUDPHWHU retorna o parâmetro de QoS; 
• JHW'HIDXOW5HJLRQ retorna a região GHIDXOW; 
• JHW)UHTXHQF\ retorna a freqüência de amostragem; 
• JHW7HVW7LPH retorna o tempo (período) em que devem ser feitas tentativas de mudança de 
regiões;  
• JHW5HJLRQV retorna uma enumeração para acesso à lista de regiões; 
• JHW5HJLRQ retorna os metadados associados à região indicada no parâmetro; 
• removeRegion: dado o nome de uma região, é realizado a sua remoção; 
A classe 5HJLRQ0HWDGDWD é responsável por manter as descrições que definem regiões de 
operação, correspondendo aos valores de limite inferior e limite superior de QoS. Na implementação, 
estes dados são gerenciados pela classe definida na Fig. C.7 cujas operações são descritas a seguir: 
 
Fig. C.7: Classe 5HJLRQ0HWDGDWD 
 
• 5HJLRQ0HWDGDWD: cria a lista que contém as restrições; 
• VHW1DPH: faz a associação do nome do metadado à região; 
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• VHW0LQ9DOXH: especifica o valor mínimo da região; 
• VHW0D[9DOXH: especifica o valor máximo da região; 
• DGG&RQVWUDLQW: adiciona uma restrição à lista; 
• JHW1DPH: retorna o nome da região; 
• JHW0LQ9DOXH: retorna o valor mínimo da região; 
• JHW0D[9DOXH: retorna o valor máximo da região; 
• JHW&RQVWUDLQWV: retorna uma enumeração para acesso à lista de restrições; 
• UHPRYH&RQVWUDLQW: dado o nome de uma restrição é realizado a sua remoção. 
De acordo com a discussão apresentada na Seção 5.2.3.1, a implementação de um SDUVHU deverá 
prover as interfaces ,3DUVHU&UHDWRU o construtor real, e ,3DUVHU, o componente instanciado pelo 
construtor.  
A classe ;0/3DUVHU&UHDWRU é responsável por criar o SDUVHU específico que foi definido para 
XML. Seu papel na implementação é o de uma fábrica concreta para o SDUVHU e sua assinatura é 
apresentada na Fig. C.8:  
 
Fig. C.8: Fábrica de SDUVHU XML 
 
• FUHDWH3DUVHU: cria um objeto do tipo XMLParser, o qual implementa a interface IParser, 
retornando-o. 
A assinatura do SDUVHU concreto definido para implementação do protótipo, o XMLParser, está 
descrita na Fig. C.9. Seu papel é processar uma especificação baseada na sintaxe XML e gerar os 
metadados para a aplicação. Essa classe implementa a interface ,3DUVHU que é conhecida pelo 
&RQILJXUDGRU 
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Fig. C.9: Classe  ;0/3DUVHU 
• JHW$SSOLFDWLRQ: implementação do método da interface IParser que é responsável por 
processar os arquivos de descrição e gerar os metadados para ApplicationMetadata, 
descrevendo assim todos os elementos envolvidos. 
O processamento dos arquivos que descrevem uma aplicação é feito pela classe 
;0/$SSOLFDWLRQ5HDGHU. Ele é responsável por criar e retornar o metadado da aplicação. Sua assinatura 
é descrita na Fig. C.10, consistindo nos seguintes métodos: 
 
Fig. C.10: Classe ;0/$SSOLFDWLRQ5HDGHU 
• JHW$SSOLFDWLRQ: retorna o componente e a estrutura com os metadados da aplicação; 
• JHW$WWULEXWHV: método que faz o processamento de um elemento associado à WDJ raiz de uma 
especificação XML obtendo os atributos de um componente. Esses atributos são 
encontrados no arquivo de configuração da aplicação; 
• JHW3URSHUWLHV: método que faz o processamento de um elemento associado à WDJ raiz de uma 
especificação XML obtendo as propriedades de um componente. Esses elementos são 
encontrados no arquivo de configuração da aplicação; 
• JHW&RQVWUDLQWV: método responsável por processar as restrições pertencentes a um 
componente; 
• JHW3RUWV: método que faz o processamento das portas dos componentes; 
• JHW&RQQHFWLRQV: método que monta as conexões entre os componentes e faz a configuração 
dos parâmetros para o QoS. 
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Como o ;0/$SSOLFDWLRQ5HDGHU, o ;0/&RPSRQHQW5HDGHU faz a leitura dos arquivos que 
descrevem os componentes da aplicação. A descrição da classe ;0/&RPSRQHQW5HDGHU é apresentada 
na Fig. C.11, consistindo nos seguintes métodos: 
• JHW&RPSRQHQW: retorna a estrutura com os metadados do componente; 
• JHW$WWULEXWHV: faz o processamento dos atributos do componente que estão no arquivo de 
descrição do componente; 
• getProperties: as propriedades são processadas e incluídas no componente; 
• getPorts: adquire as portas dos componentes; 
 
Fig. C.11: Classe ;0/&RPSRQHQW5HDGHU 
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A implementação do modelo de QoS utiliza intensamente a hierarquia de classes definida para 
processamento de metadados discutida na seção anterior. As classes definidas para implementação do 
modelo correspondem aos componentes do modelo descrito em [83] [84]. Um diagrama UML com as 
classes e operações das interfaces definidas no modelo de QoS é apresentado na Fig. C.12.   
A classe QoS 0DQDJHU implementa as interfaces ,0DQDJHU&RQWURO e ,0DQDJHU descritas na 
Seção 4.2.3.  A interface ,0RQLWRU&RQWURO é implementada pela classe 4R60RQLWRU; as operações desta 
interface encontram-se descritas na Fig. 4.25. A interface ,6WDWXV&RQWURO foi definida no escopo do 
modelo de componentes Cosmos, ou seja, as operações desta interface devem ser implementadas em 
todos os componentes de um sistema baseado no IUDPHZRUN Cosmos. A sua descrição é apresentada na 
página 64. A interface ,0RQLWRUHG deve ser implementada apenas em componentes passíveis de 
realização de monitoramento de seu estado. A descrição das operações associadas a esta interface 
encontra-se descrita na Fig. 4.24. 
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Fig. C.12: Diagrama de classes do modelo de QoS com as operações das interfaces associadas 
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As principais classes que compõem a arquitetura de implementação do modelo de interconexão 
foi discutida na Seção 4.2.4.  
 
 
