Abstract-In this paper we discuss the use of self-organizing architectures for traffic management systems. We introduce Soteria, a multi-layered, integrated, super-infrastructure for traffic safety enhancement and congestion reduction. We highlight Soteria's use of micro-and macro-level models and its hybrid top-down/bottom-up strategy for traffic management. We then present a generic architecture that can be used to develop simulation systems for real world self-organizing systems. Lastly, we describe how this generic architecture can be instantiated to create the architecture of Matisse, a tailor made distributed simulation system for Soteria.
I. INTRODUCTION
Traffic congestion is a major problem in most large cities throughout the world and several strategies have been defined to address this problem [1] . Transportation technologies known as Intelligent Transportation Systems (ITS) have been considered as possible solutions. ITS are defined as "the application of advanced sensor, computer, electronics, and communication technologies and management strategies in an integrated manner to increase the safety and efficiency of the surface transportation system" [2] .
In this paper we discuss Soteria, an ITS based multilayered, integrated, super-infrastructure for safety enhancement and congestion reduction. Soteria's architecture was recently developed by a team of researchers at the University of Texas at Dallas [3] . At this stage, the architecture has been baselined, and several components are in the process of being implemented. Soteria is based on the following premises a) the traffic model consists of micro-and macrolevel components; b) traffic is a bottom-up phenomenon that is the result of individual decisions at the micro-level (vehicles, traffic control devices, etc); c) traffic management is a top-down activity that is the result of decisions taken at the macro-level.
In this paper, we also discuss the architecture of Matisse (Multi-Agent based TraffIc Safety Simulation systEm), a tailor-made large scale distributed multi-agent based simulation system designed to support Soteria. In Matisse,
The MAVs Lab is supported by Rockwell Collins under grant number micro-level entities are modeled as software agents that continuously self-organize. The macro-level components are special types of agents called controllers that inform, monitor, and guide micro-level agents to ensure that, at some level, micro-level behaviors and interactions are consistent with the global system behavior.
The rest of this paper is organized as follows: in Section II, we give an overview of Soteria. In Section III, we describe a generic architecture for simulation systems designed to model self-organizing systems. In Section IV, we discuss Matisse's high level architecture. In Section V, we discuss a model execution using a case study, and in Section VI we describe some related works.
II. COMPONENTS OF A SELF-ORGANIZING CYBER-PHYSICAL SYSTEM: THE SOTERIA SUPER-INFRASTRUCTURE
Soteria is a novel, large-scale, decentralized cyberphysical infrastructure [4] , [3] for improving safety and reducing congestion on roads and highways. This infrastructure aims at enforcing communication, interaction, and collaboration between all the stakeholders at the micro-and macro-levels.
The proposed super-infrastructure is based upon two underlying concepts.
• In order to manage the traffic environment efficiently, it is necessary to partition the physical space into smaller defined areas called cells.
• Each cell is assigned a physical entity called a controller. A cell controller is responsible for 1) autonomously managing and controlling a portion of the physical environment (i.e., cell) including vehicles and traffic lights, and 2) notifying other controllers of changes that may affect their cells. As shown in Figure 1 , our proposed super-infrastructure consists of three components.
The purpose of the Cell Controller Infrastructure is to keep the Vehicle Infrastructure and the Traffic Flow Infrastructure up to date with respect to traffic and safety information. It consists of cell controllers, i.e., interactive devices responsible for keeping the vehicles and selected traffic devices aware of local traffic information. As such, a cell controller is required to be: 1) autonomous; 2) aware of the vehicles and the traffic devices located in its defined physical area; 3) able to communicate with the vehicles and the traffic devices; 4) able to communicate with other cell controllers to inform them of external events and their effect.
In order to manage traffic information efficiently, it is necessary to organize the cell controller infrastructure as a hierarchy (see Figure 2 ). This approach is particularly important for congestion caused by an accident, when microlevel information is insufficient for vehicles to determine the best exit route. In this case, a cell controller (e.g., C11) will communicate with a higher level controller (e.g., C1) to obtain a broader image of the traffic situation, determine the best vehicle routing scheme, and pass the information on to its local vehicles.
The Context-Aware Intelligent (CAI) Vehicle Infrastructure consists of vehicles equipped with devices that allow them to 1) monitor the driver's behavior in order to prevent possible accidents, 2) communicate with other vehicles, and 3) interact with cell controllers to obtain traffic information and guidance in real time.
The purpose of the Traffic Flow Infrastructure is to improve safety and traffic flow on roads and highways by providing information about the physical traffic infrastructure and congestion condition. This infrastructure consists of three types of stationary traffic devices: traffic lights, traffic collection devices, and relay units.
Traffic lights are equipped with systems that allow them to 1) interact with cell controllers to obtain traffic information in real time, and 2) communicate with other traffic light controllers to improve traffic flow when necessary. They are also equipped with autonomous adaptive systems that allow them to independently determine the best course of action when unexpected events occur. Traffic collection devices are used on highways (e.g., toll units) to collect information about traffic, and communicate the information to cell controllers for further analysis (e.g., identification of a drunk driver on the highway).
Relay units are used to pass on information between the various communicating entities when the physical distance is too great.
III. COMPONENTS OF A GENERIC ARCHITECTURE FOR SIMULATING SELF-ORGANIZING SYSTEMS
Software architectures for simulating self-organizing systems, such as those used for traffic management, must accommodate bottom-up and top-down objectives, and should therefore incorporate the concepts of micro-and macro-level components. We recommend that micro-level components be modeled as agents, and macro-level components as cell controllers. We have identified several architectural patterns that can be applied to model and integrate these micro-and macro-level concerns. These patterns are discussed in the rest of this section.
A. The Agent Pattern
The agent pattern [5] , [6] is used to design and implement autonomous entities that have individual goals, perceive and have knowledge of their environment, exhibit organizational behavior through collaboration with other agents, and influence their environment as a result of their decisions. The agent pattern establishes the general software architecture of an agent and consists of interaction modules, information module, a task module, and a planning and control module (see Figure 3) .
Interaction Modules. The interaction module handles an agent's interaction with external entities and separates environment interaction from agent interaction. An agent is able to interact with cell controllers through the environment perception module and communicates with other agents through the agent communication module.
Information Module. This is partitioned into the External Information Module (EIM) and Internal Information Module (IIM).
• The EIM serves as the portion of the agent's memory that is dedicated to maintaining knowledge about entities external to the agent. It consists of the Environment Model and the Acquaintance Model. The Environment Model is maintained according to the agent's perception of its surroundings while the Acquaintance Model is maintained according to the agent's collaboration with other agents.
• The IIM serves as the portion of the agent's memory that is dedicated for keeping information that the agent knows about itself. This module consists of the agent's Self Model and the Constraint Model. The Self Model maintains the essential properties of the agent while the Constraint Model maintains the agent's physical and collaborative limitations. Task Module. This module manages the specification of atomic tasks that the agent can perform in the domain in which it is being deployed.
Planning and Control Module. This serves as the brain of the agent. It uses information provided by the other agent modules to plan, execute tasks, and make decisions.
B. The Cell Controller Pattern
The cell controller pattern [5] , [6] applies to autonomous entities that manage and store information about a dedicated region of the environment, participate in satisfying global system goals, inform local agents about changes in their surroundings, and exhibit organizational behavior through interaction with neighboring cell controllers. These characteristics reveal a strong correlation between the cell controller and the agent architectures; thus, it is clear that a cell controller can be modeled as a special type of agent, as depicted in Figure 4 .
Similar to the agent pattern, the cell controller pattern consists of interaction modules, information module, a task module, and the planning and control module.
Interaction Modules. These modules handle asynchronous communication among cell controllers as well as synchronous communication between cell controllers and agents.
Information Module. This module contains the data a controller needs to function. It is composed of the 
C. Homogeneous Agent Platform Pattern
Agents of a self-organizing software system can typically be classified into types or species based on similarities in perception, behavior, knowledge, abilities, and constraints. Since agents of the same type often interact differently with other agents of their own type than with agents of another type, separating homogeneous and heterogeneous interaction at an architectural level allows greater control over intraagent collaborative behavior. Hence, software architectures for self-organizing systems should exploit this characteristic by managing agents of the same type with a single homogeneous agent platform.
The homogeneous agent platform pattern is applied for each type of agent in the system and manages only that type of agent. The homogeneous agent platform pattern consists of an Agent Management System and an AgentAgent Message Transport Service. The Agent Management System is responsible for creating and managing agents of a specific type. The Agent-Agent Message Transport Service provides a dedicated communication medium between agents of the same type, allowing intra-species collaboration. The Agent-Agent Message Transport Service is exclusively limited to agents of the same type, therefore no outside communications are sent via this service.
D. Cell Platform
Recalling from Section III-B that cell controllers can be modeled as specialized agents, we are able to classify them as their own type and manage them with a single, specialized, homogeneous agent platform. The cell platform is similar to the agent platform except it uses a Cell Management System instead of an Agent Management System. The Cell Management System (CMS) not only creates and manages cell controllers, but organizes them into a hierarchy. The CMS dynamically assigns cell controllers to manage corresponding regions of the environment. In large environments it becomes difficult to maintain the level of integrity necessary to achieve macro-level objectives due to the increased amount of required collaboration between cell controllers. In this case, the CMS creates several parent cell controllers to coordinate the efforts of the lower-level controllers. As the environment scales, the CMS maintains a hierarchy suitable for achieving global system goals. The hierarchy, which is conceptually a tree, allows decomposition of global objectives, distributing the responsibility of achieving those objectives to cell controllers in a divideand-conquer fashion.
E. Communication Between Heterogeneous Platforms
A software architecture for self-organizing systems should allow communication between the various platforms to accommodate interaction and collaboration among different types of agents and cell controllers. A dedicated Message Transport Service (MTS) exists for each pair of platforms that have the need to communicate directly. Since the means of communication between platforms may be specialized, they are separated according to the platforms they service.
IV. MATISSE
As mentioned in Section I, Matisse (Multi-Agent based TraffIc Safety Simulation systEm) is a "tailor made" simulation framework 1 designed to specify and execute simulation models for Soteria. More precisely, it allows the simulation of various traffic safety improvement and congestion reduction scenarios under nominal and hypothetical conditions. The rest of this section describes how the Matisse architecture implements the self-organizing architecture concepts described in Section III.
A. Matisse's Agents
Matisse identifies two types of agents: Vehicle Agents and Traffic Device Agents. Both types of agents exhibit the essential characteristics of autonomy and micro-scale behavior that is best modeled using the agent pattern.
Vehicle Agents. These agents, which simulate the behavior of human drivers, have individual goals (e.g. arriving at some destination in a reasonably short time), influence other agents (e.g. turn signals and changing lanes), are governed by environmental norms and constraints (e.g. speed limits and traffic signals), and may not be directly aware of global objectives. 1 The term framework refers to a system of systems Traffic Device Agents. These agents are aware of and influence nearby vehicles, are able to perceive and adapt to changing conditions, and collaboratively work to achieve certain objectives. Section V contains an example of this organizational cooperation.
B. Matisse's Agent Platforms
The two types of agents identified by Matisse are natural candidates for the agent platform pattern.
Context-Aware Intelligent Vehicle (CAI) Platform. This application of the homogeneous agent platform pattern manages mobile agents that represent vehicles. Within this simulation system, vehicle agents are created by the Vehicle Agent Management System. The CAI Vehicle Platform also provides and manages the Vehicle-Vehicle Message Transport Service which handles communication between vehicle agents.
Traffic Device Platform. This homogeneous agent platform manages stationary agents that represent traffic lights and information collection devices. The Traffic Device Agent Management System creates traffic device agents within the simulation while the Device-Device Message Transport Service handles communication between traffic lights, collection devices, and other stationary traffic agents.
C. Matisse's Cell Platform
The Environment Platform uses the Cell Platform described in Section III-D to create and manage cell controllers. The Environment Agent Management System creates cell controllers, assigns them to a dedicated region of the environment, and additionally maintains the cell controller hierarchy for the simulation. The Controller-Controller Message Transport Service handles communication between cell controllers.
D. Matisse's Agent-Environment System
The agent platforms and cell platform described above are connected by several heterogeneous Message Transport Services which handle communication among the various types of agents. Collectively, these components make up the Matisse Agent Environment System (AES) as shown in Figure 5 . The AES is responsible for creating the simulation using the components described above.
E. Matisse's High Level Architecture
In order to increase the effectiveness of Matisse, several other subsystems are used to provide visualization and data analysis (see Figure 5) . The Data Management System (DMS) stores and processes information collected from the AES; and the Visualization Framework receives information from the DMS to create 2D or 3D images of the simulation. broader traffic information. This information is used to determine general directions as to the best exit routes for vehicles (to avoid creating congestion on secondary streets, and maintain the global system stability).
All vehicles in the cell make use of the broader traffic information and directions to avoid the accident. Traffic Lights communicate with other traffic lights to optimize traffic flow (e.g., approaching cars are not allowed to enter the cell) and may decide to turn green to allow traffic to flow. The adjacent cell controllers, upon receipt of the accident notification, act in a similar manner as C12 to notify vehicles, traffic light controllers, and adjacent cell controllers of the accident. 
A. Cyber-Physical Infrastructures
There have been several ITS initiatives and large-scale projects to address the congestion problem. MIT Intelligent Transportation Systems Program has developed a real-time computer system, DynaMIT [7] , to effectively support Advanced Traveler Information System and Advanced Traffic Management Systems. DynaMIT is able to estimate network conditions and generate traveler information to guide drivers. DynaSMART-X [8] offers the same capabilities as well as interactions with multiple sources of real-time information (e.g., vehicle probes, roadside sensors). Although very successful, neither DynaMIT nor DynaSMART-X are able to handle non-recurrent congestion, i.e., congestion due to an unpredicted accident. Both systems approach traffic management in a top-down fashion although traffic information is collected bottom-up. Research and Innovative Technology Administration (RITA) has several major initiatives, including the Cooperative Intersection Collision Avoidance Systems (CICAS), the Integrated Corridor Management Systems (ICMS), and IntelliDrive [9] . CICAS includes autonomous vehicles and cooperative communication systems aimed at intersection collision problem. ICMS targets underused parallel routes (train, metro, bus) for corridor management rather than intra-network optimization. IntelliDrive combines advanced wireless communications, on-board computer processing, advanced vehicle sensors, and GPS to provide the capability for vehicles to identify threats. Each of these systems addresses a particular aspect of the traffic management problem, and follow a bottom-up approach. The unique features of Soteria are its integrated, multilayered structure as well as its hybrid top-down/bottom-up strategy for traffic management.
B. Traffic Simulation Systems
Two models have emerged to simulate traffic scenarios. Macroscopic models [10] , [11] , [12] , [13] , [14] use a topdown approach, focusing on the overall behavior of the system. The systems are seeded with initial conditions where traffic entities follow predefined behavioral models. In order to simulate traffic congestion, these models use metrics such as: average speed, traffic density, probability distributions, traffic light frequency, and ramp-merge messages. By varying the models, the overall behavior can be analyzed and optimal traffic control can be implemented.
Microscopic models [15] , [16] , [17] , [18] , [19] use a bottom-up approach where every entity in the simulation is modeled as an agent and given a set of behavioral characteristics. This includes vehicles, roads, traffic signals, and signs which all interact. Agents control their own destiny thereby giving a realistic behavior to the simulation.
Our research enhances the conventional traffic simulation as we present the design of a hybrid system that implements both a macroscopic and microscopic approach. From a macroscopic view point, the cell controllers define initial conditions, monitor and guide the global system behavior in a decentralized fashion. At a microscopic level, each autonomous agent influences and adapts to changes while interacting, cooperating, and coordinating actions with other agents. This results in a simulation where micro-level agent behaviors are connected with the macro-level system behavior.
VII. CONCLUSION
In this paper we discussed Soteria, a multi-layered, integrated, super-infrastructure for safety enhancement and congestion reduction. Soteria's unique features are its use of micro-and macro-level models, and its hybrid topdown/bottom-up strategy for traffic management. We presented a generic architecture that can be used to develop simulation systems for real world self-organizing systems, and finally described how this generic architecture can be instantiated to create the architecture of Matisse, a tailor made distributed simulation system for Soteria.
Matisse is in its early stage of development. Distributed versions of AES components have been implemented with basic functionality, including all message transport services. Working prototypes for the distributed Visualization Framework and Data Management Systems have been developed and integrated with the AES. Future efforts will include development of a distributed cell controller hierarchy, enhancement of the Visualization Framework, and further definition of agent behavior.
