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Abstract
The lattice definition of a two-dimensional topological field theory (TFT) is
given generically, and the exact solution is obtained explicitly. In particular, the set
of all lattice topological field theories is shown to be in one-to-one correspondence
with the set of all associative algebras R, and the physical Hilbert space is identified
with the center Z(R) of the associative algebra R. Perturbations of TFT’s are also
considered in this approach, showing that the form of topological perturbations is
automatically determined, and that all TFT’s are obtained from one TFT by such
perturbations. Several examples are presented, including twisted N = 2 minimal
topological matter and the case where R is a group ring.
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1 Introduction
Any consistent quantum field theory is expected to be realized as a con-
tinuum limit of a lattice model. Furthermore, the lattice definition is the only
known method to investigate the non-perturbative structure of quantum field
theories.
In this paper, we show that 2D topological field theories (TFT’s), es-
pecially topological matter systems, can also be realized as lattice models,
which will be called lattice topological field theories (LTFT’s). The advantage
of this approach to TFT over the conventional continuum field theoretic one
[1] is in that this lattice definition makes much easier the understanding of
geometric and algebraic structure of TFT. Moreover, since there should not
be any dimensionful parameters in TFT or in LTFT, we do not need to take
a continuum limit in our lattice model. This fact allows easy calculation of
various quantities.
We first recall the basic axiom of TFT. Let gˆµν be a background metric on
a surface, on which matter field Xmatter lives. The partition function Z[gˆµν ]
is defined by
Z[gˆ] ≡
∫
DgˆXmatter exp (−S[Xmatter, gˆ]) , (1.1)
with S[Xmatter, gˆ] the action. We also assume the existence of fermionic
conserved quantity QBRST which generates all the symmetry of the theory
and satisfies the nilpotency condition; Q2BRST = 0. The theory is called a
TFT if the energy-momentum tensor Tµν is BRST-exact:
Tµν = {QBRST, ∗ } . (1.2)
Recall here that the energy-momentum tensor is defined by
Tµν(x) ≡ −4π√
gˆ(x)
δ
δgˆµν(x)
(− lnZ[gˆ]) . (1.3)
Therefore, the condition (1.2) implies that our partition function Z[gˆ] is
invariant under local changes of background metric if we restrict ourselves to
the “physical” Hilbert space Hphys ≡ { |phys 〉 | QBRST |phys 〉 = 0 };
δZ[gˆ]
δgˆµν(x)
∼ 0, (1.4)
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and thus any BRST-invariant quantity calculated over this physical space is
topological.
How do we translate this property of TFT into lattice language? Intuitive
consideration tells us that each background metric gµν in continuous theory
should correspond to a triangulation T in our lattice framework. In fact, in
2D quantum gravity, the summation over all quantum fluctuations of metric
can be replaced by the summation over all triangulations [2][3][4][5][6]:∫
Dgµν ↔
∑
T : triangulation
. (1.5)
Thus, we might wish to characterize our LTFT by the condition that the par-
tition function of the lattice model is independent of triangulations. However,
since the condition (1.4) is local, we should further require our LTFT to have
the following property:
Ansatz 1 The partition function of LTFT, which is first constructed with
a given triangulation, should be invariant under any local changes of the
triangulation.
The present paper is organized as follows. In section 2, we rewrite the
above ansatz for LTFT into more concrete form by introducing 2D version of
Matveev move. The general solutions to this ansatz are obtained explicitly in
section 3, where we find that there is a one-to-one correspondence between
the set of all TFT’s and the set of all associative algebras R. In section
4, we then define physical operators and investigate the structure of their
correlation functions. There we see that each physical operator in a given
TFT has a one-to-one correspondence to an element of the center Z(R) of the
associative algebra R associated with the LTFT. We further show that these
operators actually satisfy all the properties known in conventional TFT. The
results of these two sections can be summarized schematically as follows:
LTFT −→ TFT
m m
R −→ Z(R)
(1.6)
In section 5, as an example, we consider the LTFT that corresponds to a
group ring R = C[G] with G a group. The physical operators in this case
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have one-to-one correspondence to the conjugacy classes of G, and their
correlation functions are calculated explicitly, showing the coincidence with
Witten’s result obtained in continnum approach [7]. In section 6, we also
study the perturbation of TFT’s with introducing the concept of the moduli
of TFT’s. We there show that the form of perturbation is automatically
determined in our lattice formulation upon requiring its locality and topo-
logical property to be preserved under the perturbation. We further show
that every TFT can be obtained by perturbation from what will be called the
standard topological field theory (STFT). As a simple example, the twisted
N = 2 minimal topological matters [8] are considered, and shown to live
on the boundary of the moduli space of TFT’s. Section 7 is devoted to the
discussion about how to incorporate gravity into our lattice formulation.
This paper was inspired by the work by Turaev and Viro [10] who con-
structed a series of three-dimensional topological invariants by using lattice
approach (see also [11]).
2 Definition of LTFT
Let Σg be a closed oriented surface of genus g, Tg a triangulation of
Σg. Then, the partition function of the lattice model associated with Tg is
defined as follows: First, for an oriented triangle in Tg we make a coloring
as preserving its orientation. That is, we give a set of color indices running
from 0 through A to three edges of the triangle (see fig. 1). We then assign
a complex value Cijk to a triangle with ordered color indices i, j, k. We here
assume that Cijk is symmetric under cyclic permutations of the indices:
Cijk = Cjki = Ckij. (2.1)
Note, however, that Cijk is not necessarily totally symmetric. Next, we
glue these triangles by contracting their indices with gij = gji (see fig. 2).
We further assume that gij has its inverse gij; gikg
kj = δji , and raise or
lower indices with these matrices. Thus, we have a complex-valued function
of Cijk and g
ij for each triangulation Tg, and we will interprete it as the
partition function of our lattice model, denoting it by Z(Tg). For example,
the partition function for the triangulation of Σ0 = S
2 depicted in fig. 3 is
expressed as
Z(T0) = g
ii′gjj
′
gkk
′
gll
′
gmm
′
gnn
′
CijkCk′lmCm′ni′Cj′n′l′. (2.2)
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Note that in dual diagrams, gij, Cijk and gij are interpreted as propagator,
3-point vertex and 2-point vertex, respectively (see fig. 4 and fig. 5).
Now we consider LTFT and, by following the argument given in the pre-
vious section, we require that the partition function is invariant under local
changes of triangulation, which will set some conditions on Cijk and g
ij.
There have been known several systematic methods to deal with these lo-
cal moves, which can also generate all the triangulations with fixed topol-
ogy. Among the best known are the so-called bond-flip method and the
Alexander-move method, but it is difficult to find solutions when we require
the invariance of our partition function Z(Tg) under these moves. In this
paper, we adopt instead the other one, 2D version of Matveev-move method,
which can be expressed only in dual diagrams and consists of a sequence of
two fundamental local moves; fusion transformation and bubble transforma-
tion, as shown in fig. 6.1 The reason why we adopt this is that we can easily
find the general solutions when we require the invariance of the partition
function under these 2D Matveev moves.
We conclude this section by summarizing our ansatz for the partition
function of LTFT:
Ansatz 2 Let Z(Tg) be the partition function of LTFT associated with a
triangulation Tg of genus-g closed surface. Then it should be invariant under
any 2D Matveev moves acting on the triangulation Tg.
3 General solutions
In this section, we obtain general solutions of our ansatz, and show that
our LTFT has a one-to-one correspondence to a (generally noncommutative)
associative algebra.
First, the invariance of the partition function Z under fusion transforma-
tions is expressed in terms of gij and Cijk as (see fig. 7)
C pij C
l
pk = C
p
jk C
l
ip . (3.1)
1 Although, as can be easily proven, 2D Matveev moves actually generate other kinds of
local moves such as bond-flips or Alexander moves, 2D Matveev move cannot be obtained
from these moves since 2D Matveev move can only be represented in dual diagrams.
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This equation allows us to introduce an associative algebra R with a basis
{φi} (i = 0, 1, 2, . . . , A) and the structure constant C kij ; φiφj = C kij φk.
It is easy to see that eq. (3.1) ensures the associativity of our algebra R :
(φiφj)φk = φi(φjφk). Then the invariance of the partition function Z under
bubble transformations is now expressed as (see fig. 8)
gij = C
l
ik C
k
jl . (3.2)
We thus have obtained the map from LTFT to an associative algebra R =⊕A
i=0Cφi with the product φiφj = C
k
ij φk and the metric gij = C
l
ik C
k
jl . We
can further show that this map is bijective. In fact, by introducing a metric
by eq. (3.2), we can define 3-point vertex Cijk ≡ C lij glk and propagator
(gij) = (gij)
−1, which both satisfy the invariance conditions. Therefore, we
have proven the following theorem:
Theorem 3 The set of all LTFT’s defined above has a one-to-one corre-
spondence to the set of semi-simple associative algebras R.
A few remarks are now in order :
(1) The condition that the metric gij in (3.2) has its inverse is stated in the
word semi-simple above. In fact, the necessary and sufficient condition for
the metric to have its inverse turns out that the algebra is semi-simple. The
sufficiency of the condition follows simply from Wedderburn’s theorem [12],
applied to the algebra R over C, which says that the algebra is isomorphic
to direct products of matrix rings over C. On the other hand, to prove the
necessity of the condition we note that Maschke’s theorem [12] for finite
group G extends naturally to our case of R. Mashke’s theorem says that if
an arbitrary finite dimensional G-module V over C contains W as its sub-
module then V decomposes into a direct sum as G-module; V = W ⊕W ′
where W ′ is complement to W . The proof is essentially based on taking
average of the projection map PW : V →W over G:
P¯W =
1
|G|
∑
g∈G
πW (g
−1)PW πV (g). (3.3)
The avarage (3.3) naturally extends to our case of R as
P¯W =
∑
i,j
πW (φi) g
ij PW πV (φj), (3.4)
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if the metric has its inverse. Taking V = R as left R-module we can con-
clude that the ring R is semi-simple. We, however, show in section 6 that we
can still define LTFT’s which do not necessarily correspond to semi-simple
associative algebras by using topological perturbations.
(2) It is easy to show that Cijk is totally symmetric if and only if R is com-
mutative. In such a case, however, the partition function Z has a value which
is independent of topology, so that the model only has trivial structure.2
(3) If we introduce the regular representation (π, V ) of algebraR by (π(φi))
k
j =
C kij , then gij and Cijk can be simply expressed as follows:
gij = tr V π(φi)π(φj) (3.5)
Cijk = tr V π(φi)π(φj)π(φk). (3.6)
This representation is useful in constructing LTFT directly from a given
algebra (see section 5).
(4) If we set φ0 = 1 (unit element of R), then we have
C j0i = C
j
i0 = δ
j
i , (3.7)
since φ0φi = φiφ0 = φi.
4 Physical observables and their correlation
functions
In the previous section, we found that our LTFT has a one-to-one corre-
spondence with an associative algebra R. In this section, we investigate the
structure of physical observables, and show that all information we need can
be reduced to the center Z(R) of the algebra R, and further show that our
method actually reproduces the well-known results of continuous TFT.
We first define operators Oi (i = 0, 1, 2, . . . , A) by interpreting the inser-
tion of Oi into correlation functions as creating a loop boundary with color
index i, and we deonote the correlation function of Oi1 , . . . ,Oin on genus-g
closed surface by 〈Oi1 . . .Oin 〉g.
2 We, however, can construct nontrivial theories by perturbation from such a trivial
LTFT that corresponds to a commutative algebra.
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Let us consider 2-point function of Oi and Oj on sphere; ηij ≡ 〈OiOj 〉0,
and investigate the property of physical operators. The simplest triangula-
tion for ηij is depicted in fig. 9, and written as
ηij = C
l
ik C
k
lj . (4.1)
Furthermore, due to its independence of triangulation, ηij can also be calcu-
lated from another graph shown in fig. 10, which yields an important identity;
ηij = η
k
i ηkj, or
η ji = η
k
i η
j
k . (4.2)
Thus, we know that the operator η = (η ji ) acting on R is idempotent; η
2 = η,
and so expect that η is a kind of projection map. In fact, we can prove the
following theorem:
Theorem 4 η = (η ji ) is the surjective projector from R to its center Z(R) =
{φ˜ ∈ R | φφ˜ = φ˜φ for ∀φ ∈ R}.
To prove this, we first show that η is a map from R into its center Z(R).
We only have to show that φ˜iφk = φkφ˜i (∀ i, k) with φ˜i ≡ η ji φj, and this is
easily seen from the relation η ji C
l
jk = η
j
i C
l
kj as depicted in fig. 11. More-
over, we can also show that
ηφ˜ = φ˜ for ∀ φ˜ ∈ Z(R), (4.3)
which asserts that this map η : R→ Z(R) is surjective. We thus proved that
η = (η ji ) is the surjective projector from R to its center Z(R).
proof of eq. (4.3)
For φ˜ = ciφi ∈ Z(R), we have a relation ciC lik = ciC lki since φ˜φk = φkφ˜.
Thus, we have
ηφ˜ = η ji c
iφj
= C lik C
jk
lc
iφj
= C lki C
jk
lc
iφj (4.4)
= cjφj
= φ˜. [ Q.E.D. ]
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Next, we study 3-point function on sphere, Nijk ≡ 〈OiOjOk 〉0. The
simplest triangulation is shown in fig. 12, and evaluated as
Nijk ≡ η i′i η j
′
j η
k′
k Ci′j′k′. (4.5)
Note that the indices i, j and k in Cijk are subject to the projection of η,
and so we know that Nijk is now totally symmetric even though Cijk is not
so.
Such a graphical consideration can be easily generalized to the case of
other multi-point functions and of higher genuses, and we see that every
insertion of operator Oi is necessarily subject to the projection of η. Thus,
we obtain the following theorem:
Theorem 5 The set of physical operators is in one-to-one correspondence
with the center Z(R) of the associative algebra R associated with the LTFT
we consider. In particular, the number of independent physical operators is
equal to the dimension of Z(R).
To get correlation functions, we only have to combine Nijk’s by contract-
ing their indices with ηij , as exemplified in fig. 13. In the following, we relabel
the indices of basis {φi} (i = 0, 1, . . . , A) of R in such a way that the first
(K + 1) indices represent a basis of Z(R):
R =
A⊕
i=0
Cφi
= Z(R)
⊕
ZC(R) (4.6)
=
(
K⊕
α=0
Cφα
)⊕ A⊕
p=K+1
Cφp
 .
Since η = (η ji ) (i, j = 0, 1, . . . , A) is the projector onto Z(R) and the relation
(4.3) holds, η has the following form under the above decomposition (4.6):
ηij =
[
ηαβ = gαβ 0
0 0
]
η ji =
[
η βα = δ
β
α 0
0 0
]
(4.7)
ηij =
[
ηαβ = gαβ 0
0 0
]
,
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and the relation ηikη
kj = η ji implies that (η
αβ) is the inverse to (ηαβ) if we
restrict their defining region to Z(R):
ηαγη
γβ = δ βα . (4.8)
Note also that
Nαβγ = Cαβγ. (4.9)
Equations (4.7)-(4.9) simplify the calculation of correlation functions since
we only have to sum over indices α = 0, 1, . . . , K of Z(R) in glueing. In
summary,
Theorem 6 All correlation functions are obtained by connecting cylinder
ηαβ and diaper Nαβγ (see fig. 14).
In the rest of this section, we show that our LTFT actually satisfies all the
known properties in continuous TFT. Recall that due to our redefinition of
indices (4.6), physical operators Oα (α = 0, 1, . . . , K) correspond to a basis
φα of the center Z(R).
Let A(O) be a function of physical operators (e.g. A(O) = Oα1Oα2 . . .Oαn).
Then we have the following theorem:
Theorem 7 Calculation of correlation functions with genus g can always be
reduced to that with genus 0 by using the handle operator H :
〈A(O) 〉g = 〈A(O)Hg 〉0 (4.10)
with
H ≡ wαOα, wα ≡ Nαββ . (4.11)
proof
Correlation function with genus g is calculated
〈A(O) 〉g =
〈
A(O)Oα1Oα2 . . .Oαg
〉
0
wα1wα2 . . . wαg (4.12)
as shown in fig. 15. Thus, if we introduce H as in eq. (4.11), then we have
〈A(O) 〉g = 〈A(O)Hg 〉0. [Q.E.D.]
Furthermore, we can show
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Theorem 8 Operators Oα satisfy the following OPE:
OαOβ = N γαβ Oγ , (N γαβ ≡ Nαβγ′ηγ
′γ) (4.13)
as an identity in any correlation functions.
proof
If we introduce the regular representation (ρ,W ) of commutative alge-
bra Z(R) as ρ(φα)
γ
β ≡ N γαβ = C γαβ , then ρ(φα) satisfies the product law:
ρ(φα)ρ(φβ) = N
γ
αβ ρ(φγ). On the other hand, as can be seen graphically, the
expectation value of A(O) with g = 1 (torus) is represented as a trace over
this representation space W : 〈A(O) 〉g=1 = trW A(ρ(φ)). We thus have the
following relation:
〈OαOβA(O) 〉g =
〈
OαOβA(O)Hg−1
〉
1
= trW ρ(φα)ρ(φβ)A(ρ(φ))ρ(H)
g−1 (4.14)
= N γαβ trW ρ(φγ)A(ρ(φ))ρ(H)
g−1
= N γαβ 〈OγA(O) 〉g. [Q.E.D.]
By using this OPE, we can further show that our model has a strong factor-
ization property 3 (see fig. 16) :
〈A(O) 〉g = ηαβ〈A(O)OαOβ 〉g−1 (4.15)
since H = wαOα = ηαβOαOβ.
5 Example: R = C[G]
In this section, we deal with the special case where R is a group ring:
R = C[G] =
⊕
x∈G
Cφx, (5.1)
with the product induced from the group multiplication; φxφy = φxy. Here
we assume that G = {x, y, z, . . . , g, h, . . .} is a finite group, for simplicity.
3 For the reason why we call eq. (4.14) strong factorization, see section 7.
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Extension to continuous group is straightforward, but yields more fruitful
structure in the obtained theory, as will be reported elsewhere.
In order to calculate 2- and 3-point vertices, it is useful to use the regular
representation (π, V ) of R = C[G] :
π(φx)
z
y = C
z
xy = δ(xy, z), (5.2)
where
δ(x, y) ≡
{
1 (x = y)
0 (otherwise).
(5.3)
Thus, if we use eqs. (3.5) and (3.6) together with the following formula:
tr V π(φx) = |G| δ(x, 1), (5.4)
we have
gxy = |G| δ(xy, 1)
Cxyz = |G| δ(xyz, 1). (5.5)
By using these equations, we easily obtain
ηxy = 〈OxOy 〉0 =
|G|
h[x]
δ [x], [y−1]. (5.6)
Here [x] denotes the conjugacy class of x; [x] ≡ {y ∈ G | y = gxg−1, ∃g ∈ G},
and h[x] is the number of the elements of [x]; h[x] = #([x]). In the following,
we denote [x−1] by [̂x], and label conjugacy classes by Greek letters. Note
that hαˆ = hα.
Let us investigate the property of the projection operator η = (η yx );
η yx = ηxzg
zy =
1
h[x]
δ
[y]
[x] . (5.7)
By operating η on R, we obtain
φ˜x =
∑
y∈G
η yx φy =
1
h[x]
∑
y∈[x]
φy, (5.8)
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and thus know that Z(R = C[G]) is spanned by the orbits of conjugacy
classes:4
Z(R) =
⊕
α
CCα, Cα ≡ 1√
hα
∑
x∈α
φx. (5.9)
We here normalize the basis {Cα} by the factor
√
hα for later convenience.
In this basis, ηαβ is represented by
ηαβ =
1√
hαhβ
∑
x∈α
∑
y∈β
|G|
h[x]
δ[x],[y−1]
= |G| δβˆα = |G| δαˆβ . (5.10)
N γαβ is now easily read out from the following relation:
CαCβ = N
γ
αβ Cγ, (5.11)
and found to be
N γαβ =
1√
hαhβhγ
∑
x∈α
∑
y∈β
δγ[xy]. (5.12)
This expression in turn gives us 3-point function on sphere:
Nαβγ = 〈OαOβOγ 〉0
= N γ
′
αβ ηγ′γ
=
|G|√
hαhβhγ
∑
x∈α
∑
y∈β
δγˆ[xy]. (5.13)
These forms of ηαβ and Nαβγ , however, are not so useful for direct calcu-
lation, and so in the following we rewrite them into more convenient form.
Since ηαβ and Nαβγ both are functions of conjugacy classes, these must be
expanded with respect to irreducible characters. In fact, short algebraic cal-
culation shows that
ηαβ =
∑
j
χj(Cα)χj(Cβ)
Nαβγ =
∑
j
χj(Cα)χj(Cβ)χj(Cγ)
dj
. (5.14)
4 In the previous section, Cα was written as φα. We, however, use different symbol
here in order to avoid confusion.
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Here χj is the character of an irreducible representation j, and its defin-
ing region is extended to C[G] by linearity. Furthermore, dj stands for the
dimension of the representation j. Recall that dj = χj(1).
It is further convenient to introduce the following symbol:
χj ↔ 〈χj |
Cα ↔ |α 〉 . (5.15)
Then, the first, and the second orthogonality relation of irreducible characters
are expressed in the following form:
〈α | β 〉 = |G| δαβ , 〈χj | χk 〉 = δjk
1
|G|
∑
α
|α 〉 〈α| = 1, ∑
j
|χj 〉 〈χj| = 1. (5.16)
Note that
〈χj | αˆ 〉 = 〈α | χj 〉 , (5.17)
since 〈χj | αˆ 〉 = χj(Cαˆ) = χj(Cα)∗ = 〈α | χj 〉. Thus, we have the following
expression for ηαβ, Nαβγ and N
γ
αβ :
ηαβ =
∑
j
〈χj | α 〉 〈χj | β 〉
=
〈
βˆ | α
〉
= 〈 αˆ | β 〉
Nαβγ =
∑
j
〈χj | α 〉 〈χj | β 〉 〈χj | γ 〉
〈χj | 0 〉 (5.18)
N γαβ =
1
|G|
∑
j
〈χj | α 〉 〈 γ | χj 〉 〈χj | β 〉
〈χj | 0 〉 .
Here we denote the conjugacy class of identity by 0; C0 = 1, and so we have
dj = 〈χj | 0 〉.
We now can calculate all correlation functions explicitly. Following the
prescription given in the previous section, we first introduce the regular rep-
resentation (ρ,W ) of Z(R) =
⊕K
α=0CCα;
5
ρ(Cα)
γ
β ≡ N γαβ . (5.19)
5 (K+1) is the dimension of center, and equal to the number of conjugacy classes, which
is also equal to the number of irreducible representations, as is clear from the orthogonality
relations of irreducible characters (5.16).
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We then get the following formula:
〈Oα1 . . .Oαn 〉g =
〈
Oα1 . . .OαnHg−1
〉
1
= trW ρ(Cα1) . . . ρ(Cαn)ρ(H)
g−1. (5.20)
Here, ρ(H) = wαρ(Cα) is calculated as
ρ(H)γβ = N
αδ
δN
γ
αβ
=
1
|G|
∑
j
〈 γ | χj 〉 〈χj | β 〉
〈χj | 0 〉2
, (5.21)
and, by substituting this equation into eq. (5.20) and using eq. (5.16), we
finally obtain
〈Oα1 . . .Oαn 〉g =
∑
j
〈χj | α1 〉 . . . 〈χj | αn 〉
〈χj | 0 〉2g−2+n
=
∑
j
χj(Cα1) . . . χj(Cαn)
dj
2g−2+n . (5.22)
This has the same form as Witten’s result calculated by using continuous
TFT [7].
6 Moduli of TFT’s and their perturbation
In this section, we investigate the moduli space of TFT’s. In particular,
we show that every TFT can be obtained by perturbation from the standard
topological field theory (STFT) to be defined below. The following discussions
are inspired by ref. [13].
6.1 Standard basis and standard topological field the-
ory
As has been shown in preceding sections, a TFT with (K+1) independent
physical operators has a one-to-one correspondence to a commutative algebra
R˜ of dimension (K+1), which can be regarded as the center of an associative
algebra R in our lattice language; R˜ = Z(R). In particular, the physical
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operators Oα correspond to a basis φα of R˜. In the following, we further
investigate these correspondences in order to introduce the concept of the
moduli of TFT’s.
We again consider the regular representation (ρ,W ) of R˜ ; ρ(φα)
γ
β = N
γ
αβ
with ρ(φα)ρ(φβ) = N
γ
αβ ρ(φγ). Since R˜ is commutative, the following relation
holds:
ρ(φα)ρ(φβ) = ρ(φβ)ρ(φα), (6.1)
from which we know that the ρ(φα)’s (α = 0, 1, . . . , K) are simultaneously
diagonalizable;
ρ(φα) =

λ
(α)
0 0
. . .
0 λ
(α)
K
 , (6.2)
that is, N γαβ = λ
(α)
β δ
γ
β . Moreover, since N
γ
αβ = N
γ
βα , we can further make a
transformation of the basis in such a way that N γαβ has the following form:
N γαβ = λα δ
γ
α δ
γ
β . (6.3)
Thus, the physical operators {Oα} now have the following OPE [13]:
OαOβ = λα δαβ Oα. (6.4)
Let MTFT be the moduli space of TFT’s, which is nothing but the set of
all commutative algebras. For the physical operators of almost all TFT’s in
MTFT, all the λα’s in eq. (6.4) have nonvanishing values. Thus, by properly
normalizing Oα, we have the following OPE;
OαOβ = δαβ Oα. (6.5)
We will call {Oα} with this OPE the standard basis of the TFT we consider.
Since this form of OPE completely determines the basis {φα} up to their
permutation, and any correlation functions are uniquely calculated from their
one-point functions on sphere;
vα ≡ 〈Oα 〉0, (6.6)
16
we now know [13] thatMTFT is parametrized by the number (K+1) of phys-
ical operators (the dimension of the algebra R˜) and their one-point functions
{vα} (α = 0, 1, . . . , K). Note that for this standard basis, the handle operator
H [eq. (4.11)] is expressed as
H =
∑
α
Oα
vα
. (6.7)
We, in particular, call the TFT where vα ≡ 1 (α = 0, 1, . . . , K) the K-th
standard topological field theory (STFT).
Example. R = C[G]
We follow the notation in section 5: G is a finite group, and α (resp.
j) labels conjugacy classes (resp. irreducible representations) of G. We can
always construct the standard basis in the LTFT corresponding to R = C[G],
group ring of G. In fact, if we make a transformation of basis as
O¯j ≡ dj|G|
∑
α
〈α | χj 〉 Oα
=
dj
|G|
∑
α
χj(Cα)
∗Oα, (6.8)
then {O¯j} satisfies the following OPE:
O¯j O¯k = δjk O¯j. (6.9)
The one-point functions are easily calculated to be found
vj ≡
〈
O¯j
〉
0
= d2j . (6.10)
Recall here that dj ≡ 1 (∀j) for commutative groups. Thus, K-th STFT
can be realized by the LTFT that corresponds to a group ring R = C[G] of
commutative group G with order |G| = K + 1.
6.2 Perturbation of TFT
In this and the next subsections, we show that every TFT can be obtained
form STFT by perturbation. In particular, we see that the TFT’s which have
vanishing λα for some α can also be expressed by this perturbation.
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Suppose that we have chosen a TFT, and let us perturb it by adding
δS to the original action. Perturbed correlation functions to be denoted
with prime are thus calculated by inserting the operator exp(−δS) into the
original correlation function:
〈 . . . 〉′ ≡
〈
. . . e−δS
〉
. (6.11)
In the following, we show that the possible form of δS can be determined
automatically if we require its locality and topological property. We first fix
a triangulation Tg. Then locality condition leads to the following form of δS :
δS =
∑
α
∑
x
fα(nx)Oα, (6.12)
where x parametrizes vertices in the triangulation, and nx stands for the
number of triangles around the vertex x (see fig. 17).6 Then, by the invari-
ance of exp(−δS) under the fusion and bubble transformations, fα(nx) is
determined to have the form
fα(nx) = Aα (nx − 6) (Aα : constant), (6.13)
which implies that fα(nx) is proportional to the deficit angle around the
vertex x.
proof
First, the invariance under the fusion transformation (fig. 18) yields the
following identity:
fα(nx) + fα(ny) + fα(nz) + fα(nw)
= fα(nx − 1) + fα(ny + 1) + fα(nz − 1) + fα(nw + 1), (6.14)
from which fα(nx) is known to be a linear function of nx; fα(nx) = Aαnx+Bα.
Next, from the invariance under the bubble transformation, we have the
relation (see fig. 19)
fα(nx) + fα(ny) = fα(nx + 2) + fα(ny + 2) + fα(2), (6.15)
6 In the language of continuum theory, this ansatz corresponds to requiring that δS
has the following form: ∑
α
∫
d2x
√
g fα(R)Oα(x)
with R scalar curvature.
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which gives Bα = −6Aα. [Q.E.D.]
Thus, by setting Aα = (1/12)µα, we have
7
e−δS = exp
(
− 1
12
∑
α
µα
∑
x
(nx − 6)Oα
)
. (6.16)
If we insert this operator into genus-g correlation function 〈 . . . 〉g, we then
obtain
e−δS = exp
{
(1− g)∑
α
µαOα
}
, (6.17)
since Oα, which corresponds to an element of commutative algebra, is in-
dependent of its location. We here also used the Gauss-Bonnet theorem:∑
x(nx − 6) = −12(1− g). In particular, if {Oα} is the standard basis of the
TFT we consider, then we have
e−δS = 1 +
∑
α
(
e(1−g)µα − 1
)
Oα (6.18)
in genus-g correlation functions.
Now we have the general form of the perturbation operator exp(−δS), it
is easy to see that every TFT can be obtained from STFT by perturbation.
In fact, we have the following formula for the standard basis of STFT [13]:
v′α ≡ 〈Oα 〉′0
=
〈
Oαe−δS
〉
0
= eµα〈Oα 〉0
= eµαvα. (6.19)
Thus, if we, in particular, start from STFT where vα ≡ 1, we then have v′α =
eµα , and so can obtain all values of v′α by adjusting the parameters µα. On
the other hand, the form of OPE is preserved under perturbation. Therefore,
7 This corresponds to
δS = − 1
2
∑
α
µα
∫
d2x
√
g ROα(x),
the form of which is the same with the one given in ref. [13].
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we know that every TFT which can have standard basis is obtained from
STFT by perturbation. Moreover, as will be shown in the following examples,
TFT’s which do not have the standard basis are also obtained from STFT
by perturbations in a suitable limit of the perturbation parameters µα and
with infinite renormalization of physical operators. In this sense, such TFT’s
live on the boundary of MTFT.
6.3 Examples
In the following, we consider some examples, and explain how to obtain
those TFT’s by perturbations which do not necessarily have the standard
basis.
Example 1. TFT associated with A
(1)
K WZW of level 1
Let ω be the primitive (K+1)-th root of unity, and {Oα} the standard ba-
sis of K-th STFT. If we make a transformation of the basis into the following
form:
Aj ≡
K∑
α=0
ωjαOα (j = 0, 1, . . . , K), (6.20)
then it is easy to see that the following OPE holds:
Aj Ak = A[j+k] (6.21)
with the one-point function
〈Aj 〉0 =
K∑
α=0
ωjα = (K + 1) δj, 0. (6.22)
Here [ l ] stands for l modulo (K + 1). Thus, we now know that the K-th
STFT is nothing but the TFT associated with A
(1)
K WZW of level 1.
Example 2. twisted N = 2 minimal topological matter of level K
This theory is characterized by the following OPE and the vacuum ex-
pectation value of physical operators σj (j = 0, 1, . . . , K) [8][9]:
σj σk = θ (j + k ≤ K) σj+k (6.23)
〈σj 〉0 = δj,K . (6.24)
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What is special in this case is that we cannot introduce the standard basis
in the commutative algebra corresponding to this theory, since eq. (6.23)
means that the matrix ρ(σj) in the regular representation has some vanishing
eigenvalues. However, we can realize the theory as a limit of perturbed theory.
In fact, if we define the operators σ
(ǫ)
j from the operators Aj in example 1 as
σ
(ǫ)
j ≡ ǫj Aj = ǫj
K∑
α=0
ωjαOα, (6.25)
and set the perturbation parameters µα as
eµα = ǫ−K
1
K + 1
ωα, (6.26)
then we have the desired form of OPE and vacuum expectation values in the
limit of ǫ→ 0:
σ
(ǫ)
j σ
(ǫ)
k = θ (j + k ≤ K) σ(ǫ)j+k + O(ǫ) (6.27)〈
σ
(ǫ)
j
〉
′
0
= δj,K . (6.28)
We thus know that the twisted N = 2 minimal topological matter is obtained
at the boundary of the moduli space MTFT.
7 Discussion
In this paper, we give the lattice definition of topological matter system,
find its explicit solution and investigate physical consequenses, with emphasis
on the algebraic structure of lattice topological field theory.
What still remains to be investigated is how to incorporate gravity, espe-
cially topological gravity, in our formalism. There seem to be the following
two possibilities:
(1) “Topological gravity can also be treated within our framework without
any essential modification.” In fact, gravity can also be regarded as a matter
field if we expand metric gµν around a background metric gˆµν :
gµν = gˆµν + δgµν , (7.1)
under some proper gauge condition on δgµν . For example, in the conformal
gauge gravitational quantum fluctuations are represented by the Liouville
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field, which is in turn regarded as a conformal matter on a Riemann surface
with fixed background metric gˆµν [4]. However, to go ahead in this direction,
we need more machinery than we now have. In fact, we should set the
dimension of Z(R) to infinity (K → ∞), since there are infinitely many
physical observables in topological gravity [5]. Moreover, the Schwinger-
Dyson equation of gravity [6] shows that its quantum theory only has the
weak factorization property. That is, factorization of a surface along trivial
cycles is necessarily accompanied by factorization along nontrivial cycles,
while the topological matter system has the strong factorization property in
the sense that the geometry can be factorized along any cycles independently.
However, the limiting procedure of K → ∞ requires some regularization,
which might reduce the strong factorization property to the weak one.
(2) “Quantum fluctuations of gravity can only be described by summing
over different geometries.” If this is the case, the results obtained in this
paper will not work directly for any quantum gravity. However, it will then
be interesting to incorporate our lattice model in the Kontsevich model [14],
and to investigate whether the resulting model is equivalent to the so-called
generalized Kontsevich model given in ref. [15] (see also [16]).
Investigations along these two lines would be interesting.
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Figure Captions
fig. 1
Colored triangle with a complex value Cijk.
fig. 2
Gluing two triangles Cijm and Cnkl with a propagator g
mn.
fig. 3
A triangulation T0 of sphere Σ0 = S
2.
fig. 4
Propagator gij and three-point vertex Cijk in dual diagrams. Cutting lines
represent the truncation of external lines.
fig. 5
Two-point vertex gij. Crossed lines represent that two external lines are
truncated.
fig. 6
Fusion transformation and bubble transformation in dual diagrams.
fig. 7
Diagramatic representation of the invariance under fusion transformation [eq.
(3.1)].
fig. 8
Diagramatic representation of the invariance under bubble transformation
[eq. (3.2)].
fig. 9
A triangulation of ηij .
fig. 10
Another triangulation of ηij .
fig. 11
Graphical proof of η ji C
l
jk = η
j
i C
l
kj .
fig. 12
A triangulation of the three-point function Nijk.
fig. 13
One-point function 〈Oi 〉g=1 on torus.
fig. 14
(a) Cylinder ηαβ and (b) diaper Nαβγ .
fig. 15
Calculation of correlation functions with genus g is reduced to that with
genus 0.
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fig. 16
Strong factorization property.
fig. 17
There are five triangles around a vertex x, nx = 5.
fig. 18
Invariance under fusion transformation.
fig. 19
Invariance under bubble transformation.
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