Abstract. In this note we prove that Kalton's interlaced graphs do not equi-coarsely embed into the James space J . This allows us to exhibit a coarse invariant for Banach spaces, namely the non equi-coarse embeddability of this family of graphs, which is very close but different from the celebrated property Q of Kalton.
Introduction
In [4] , Kalton introduced a property of metric spaces that he named property Q. In particular, its absence served as an obstruction to coarse embeddability into reflexive Banach spaces. This property is related to the behavior of Lipschitz maps defined on a particular family of graphs that we shall denote (G k (N)) k∈N . We will recall the precise definitions of the G k (N)'s and of property Q in Section 1.2. Let us just say, vaguely speaking for the moment, that a Banach space X has property Q if for every Lipschitz map f from G k (N) to X, there exists a full subgraph G k (M) of G k (N), with M infinite subset of N, on which f satisfies a strong concentration phenomenon. It is then easy to see that if a Banach space X has property Q, then the family of graphs (G k (N)) k∈N does not equi-coarsely embed into X (see the definition in Section 1.1). One of the main results in [4] is that any reflexive Banach space has property Q. It then readily follows that a reflexive Banach space cannot contain a coarse copy of all separable metric spaces, or equivalently does not contain a coarse copy of the Banach space c 0 . In fact, with a sophistication of this argument, Kalton proved an even stronger result in [4] : if a separable Banach space contains a coarse copy of c 0 , then there is an integer n such that the dual of order n of X is non separable. In particular, every quasi-reflexive space does not contain a coarse copy of c 0 . However, Kalton proved that the most famous example of a quasi-reflexive space, namely the James space J , as well as its dual J * , fail property Q.
The main purpose of this paper is to show that, although J does not obey the concentration phenomenon described by property Q, the family of graphs (G k (N)) k∈N does not equi-coarsely embed into J (Theorem 2.1). This provides a coarse invariant, namely "not containing equi-coarsely the G k (N)'s", that is very close to but different from property Q. This could allow to find obstructions to coarse embeddability between seemingly close Banach spaces. On the other hand, we do not know whether all quasireflexive Banach spaces do satisfy such property. Before we proceed with the proof, let us give a few definitions and fix the notation.
1.1. Coarse embeddings. Let M , N be two metric spaces and f : M → N be a map. We define the compression modulus ρ f and the expansion modulus ω f as follows:
We adopt the convention sup(∅) = 0 and inf(∅) = ∞. Note that for every
. We say that f is a coarse embedding if ω f (t) < ∞ for every t ∈ (0, +∞) and lim t→∞ ρ f (t) = ∞.
Next, let (M i ) i∈I be a family of metric spaces. We say that the family (M i ) i∈I equi-coarsely embeds into a metric space N if there exist two maps ρ, ω : [0, +∞) → [0, +∞) and maps f i :
and ω f i (t) ≤ ω(t) for every i ∈ I and t ∈ (0, ∞).
The following obvious lemma will be of great help for our argument (twice). Lemma 1.1. Let X be a Banach space and let f i : M i → X, i ∈ I, be an equi-coarse family of embeddings. Let ψ i : M i → X, i ∈ I, be a uniformly bounded family of mappings. Then {f i + ψ i : i ∈ I} is an equi-coarse family of embeddings.
Proof. We assume that ψ i (x) ≤ K for some K > 0, every i ∈ I and every x ∈ M i . Then we have for every i ∈ I and every x, y ∈ M i that
Since lim t→∞ ρ(t) = ∞, it is evident that {f i + ψ i } is an equi-coarse family of embeddings with moduli (ρ − 2K) + and ω + 2K.
1.2. Property Q and Kalton's graphs. For an infinite subset M of N, we denote G k (M) the set of all subsets of M of size k. we shall need a classical version of Ramsey's theorem that we state it here for future reference.
Let us now recall the definition of two key notions of our paper: Kalton's interlaced graphs and Kalton's property Q. Let M be an infinite subset of N. We will always write an element n of G k (M) as follows: n = (n 1 , . . . , n k ) with n 1 < . . . < n k . Next we equip G k (M) with the graph metric d satisfying d(n, m) = 1 whenever n = m and
In particular, when n ∩ m = ∅, we have d(n, m) = k 0 ≤ k if the following is satisfied: in the increasing enumeration of n ∪ m all blocks of consecutive n i 's or consecutive m i 's are of size at most k 0 and there is at least one of these blocks which is of size k 0 . Remark 1.3. Let X be a Banach space and let f : G k (N) → X be a map with finite expansion modulus ω f . Since d is a graph distance on G k (N), f is actually ω f (1)-Lipschitz.
In [4] the property Q is defined in the setting of metric spaces. For homogeneity reasons, its definition can be simplified for Banach spaces. Let us recall it here. Definition 1.4. Let X be a Banach space. We say that X has property Q if there exists C ≥ 1 such that for every k ∈ N and every Lipschitz map f : G k (N) → X, there exists an infinite subset M of N such that:
The following proposition should be clear from the definitions. We shall however include its short proof.
Proof. Let C ≥ 1 be given by the definition of property Q. Aiming for a contradiction, assume that the family (G k (N)) k∈N equi-coarsely embeds into X. That is, there are maps
Thus, for every k ∈ N, there exists an infinite subset
is the canonical basis of c 0 . It is easily checked that for any k ∈ N, the map f k :
On the other hand, Kalton proved in [4] that any reflexive Banach space has property Q. As an immediate consequence he could answer a long-standing open question by deducing that c 0 does not coarsely embed into any reflexive Banach space. Remark 1.6. In fact, Kalton even showed with additional arguments that if c 0 coarsely embeds into a separable Banach space X, then one of the iterated duals of X has to be non separable. An inspection of his proof shows that, denoting 1 A : N → {0, 1} the indicator function of a set A ⊂ N, the uniformly discrete bounded (countable!) metric spaces
do not equi-coarsely embed into any Banach space X such that X (2r) is separable for all r.
Studying further the property Q Kalton exhibited non reflexive quasireflexive spaces with the property Q but showed that J and J * fail property Q. It is worth noticing that a classical theorem of Schoenberg implies that ℓ 1 coarsely embeds into ℓ 2 , and therefore ℓ 1 provides a simple example of a non-reflexive Banach space with property Q.
1.3. The James space. We now recall the definition and some basic properties of the James space J . We refer the reader to [1] (Section 3.4) for more details. The James space J is the real Banach space of all sequences x = (x(n)) n∈N of real numbers with finite square variation and verifying lim n→∞ x(n) = 0. The space J is endowed with the following norm
The standard unit vector basis (e n ) ∞ n=1 (e n (i) = 1 if i = n and e n (i) = 0 otherwise) is a monotone shrinking basis for J . Hence, the sequence (e * n ) ∞ n=1 of the associated coordinate functionals is a basis of J * . As usual, we denote P n the basis projection onto span{e 1 , . . . , e n } and supp x = {i ∈ N : x(i) = 0} for x ∈ J . For x, y ∈ J , we denote: (N1) x ≺ y whenever max supp x < min supp y, (N2) x Î y whenever max supp x + 1 < min supp y. Furthermore, the summing basis (s n ) ∞ n=1 (s n (i) = 1 if i ≤ n and s n (i) = 0 otherwise) is a monotone and boundedly complete basis for J . Thus, J is naturally isometric to a dual Banach space J = X * with X being the closed linear span of the biorthogonal functionals (e * n − e * n+1 ) ∞ n=1 in J * associated with (s n ) ∞ n=1 . Thus, a bounded sequence (x n ) ∞ n=1 in J converges to 0 in the ω * = σ(J , X) topology if and only if lim n→∞ x n (i) − x n (j) = 0 for every i = j ∈ N. Consequently, we can state the following.
Proof. Since the sequence (x n ) ∞ n=1 is weak * -null, it is bounded in J . So there is C in R and a subsequence (x ′ n ) ∞ n=1 of (x n ) ∞ n=1 such that the sequence ((x ′ n )(1)) ∞ n=1 converges to C. Then the conclusion follows from our description of weak * -null sequences in J .
We will need two more basic properties of the norm of J . We state them now and will use them freely in the next section.
Proof. See for instance Proposition 3.4.3 in [1] for a proof of property (P1). Property (P2) is elementary and based on the fact that, thanks to the "holes" between the supports of the x i 's, we can find a single sequence of integers (p j ) j which maximizes the quadratic variation of each of the x i 's.
Kalton's graphs do not embed into the James space
In this section we state and prove our main result which is the following.
Therefore the converse of Proposition 1.5 does not hold. First we are going to show that the graphs G k (N) do not equi-coarsely embed into J through a special kind of maps that we define below. The point of the proof of the main theorem is that the existence of any family of equi-coarse embeddings of G k (N) into J implies the existence of an equi-coarse family of this special kind of embeddings. This reduction is essentially achieved in Proposition 2.4.
where (C i ) k i=1 ⊂ R and u(n, i) + 2 ≤ u(m, j) whenever i ≤ j, n ≤ m and (n, i) = (m, j). In particular, a family (S k ) k∈N of maps such that
is of type (S) for all k cannot be a family of equi-coarse embeddings.
Proof. Let us fix N ∈ N. Pick ε > 0 such that 2N 3 ε 2 < 1 and define k(N, C) = max N + 1, C 2 + 1 ε 2 + 1 N . Consider now k ≥ k(N, C) and a C-Lipschitz map S : G k (N) → J of type (S). Keeping the notation from our definition of type (S) maps, we begin with an easy observation. Let n, m ∈ G k (N) be such that
Using Lemma 1.8 we get the following estimate:
Since d(n, m) = 1, we deduce that 2
This implies that there is j ∈ {iN : 0 ≤ i ≤ k N −1} such that for every i ∈ {j +1, . . . , j +N }, |C i | ≤ ε. Indeed, otherwise the cardinality of {i : |C i | > ε} would be at least
Let us now consider n, m ∈ G k (N) satisfying:
It is clear that d(n, m) = N . Our next aim is to estimate the norm of x = S(n) − S(m) ∈ J . Let us collect the values x(i) for i ∈ N. Note first that supp x ⊆ [u(n j+1 , j + 1) + 1, . . . , u(m j+N , j + N )]. Moreover, the value x(i) possibly changes at most 2N times and the possible values are of the form
Thus, by the definition of the norm of J we may pick an increasing sequence of
In the above expression, each of the terms (x(p i+1 )−x(p i )) 2 is at most (N ε) 2 and at most 2N of them are non zero. So we obtain that
The next proposition is the key ingredient for the reduction to the type (S) case. Although the graphs considered in [2] were different, it can be seen as an adaptation of Proposition 4.1 in [2] . Proposition 2.4. Let f : G k (N) → J be a Lipschitz map. Then, for every ε > 0 there exist λ : N → N increasing and y ∈ J satisfying the following: for every n = (n 1 , . . . , n k ) ∈ G k (N) there exist y 1 (n 1 ), y 2 (n 1 , n 2 ), . . . , y k (n) ∈ J of finite supports and for all i ∈ {1, . . . , k} there exists a map u(., i) : {n ∈ N, n ≥ i} → N such that for every n ∈ G k (N) and every i ≤ k we have:
We postpone the proof until the next section and we continue with the proof of our main theorem.
Proof of Theorem 2.1. Assume that f k : G k (N) → J for k ∈ N is a family of equi-coarse embeddings. By Proposition 2.4 (with ε = 1 for example) and Lemma 1.1 we get that the maps
form an equi-coarse family of embeddings (say with an expansion modulus ω). Proposition 2.4 further provides functions u(·, i), v i and constants C i (depending on k which we do not see necessary to indicate) such that
Our first goal is to show that the family V k is uniformly bounded when restricted to the subgraphs G k (2N) . Indeed, fix k ∈ N and let n ∈ G k (2N). We define m ∈ G k (N) by setting m i = n i + 1 for every i ≤ k. We have d(n, m) = 1 and, moreover, the properties (2-i) and (2-ii) of Proposition 2.4 ensure that
. . , n i+1 ) for all i < k. Therefore, by property (P2) of Lemma 1.8:
In fact, this comes from the fact that the former term can be exactly normed at indices which do not "see" the vector
for i ≤ k (with the convention that u(m 0 , 0) = 0). Thus, we may choose a finite sequence of integers (p j ) l j=1 so that:
Denoting y = ϕ k (n)−ϕ k (m), it follows from property (2-i) in Proposition 2.4 that for any p ∈ A, x(p) = y(p), which proves the claim.
Considering (2.1), we thus obtain the following:
Now (P1) of Lemma 1.8 together with the previous inequality yield
which shows that the family V k is uniformly bounded on the subgraphs G k (2N) as desired. Another application of Lemma 1.1 gives that S k ↾ G k (2N) is an equicoarse family of embeddings. We thus arrive at contradiction with Lemma 2.3.
Gliding paradise aka proof of Proposition 2.4
Proof of Proposition 2.4. We shall prove the statement by induction on k. Let us write M 0 ∈ P ∞ (N) to mean that M 0 is an infinite subset of N. In the entire proof, we use the weak * topology described in Section 1.3. We recall that we denote P n the basis projection onto span{e 1 , . . . , e n }.
So assume first that k = 1 and fix ε > 0. Since f is Lipschitz, f (G 1 (N)) is bounded in J . Thus, using weak * compactness and Lemma 1.7 there exist M 1 ∈ P ∞ (N) such that (f (n)) n∈M 1 converges to some y in the weak * topology and C 1 ∈ R such that for any N ∈ N:
Therefore the weak * lower-semi-continuity of the norm and the monotonicity of the basis yield |C 1 | = C 1 s N ≤ Lip(f ) for every N ∈ N. Without any loss of generality, we may assume that M 1 = N. By a gliding hump argument, using the above property and the fact that (e n ) ∞ n=1 is a basis of J , we construct λ : N → N and u(·, 1) : N → N increasing such that u(1, 1) = 1, and such that for every j ∈ N:
• u(j, 1) + 2 ≤ u(j + 1, 1)
Next, for j ∈ N, we define:
Note that, by weak * lower-semi-continuity of the norm, we have that f (λ(j))− y ≤ Lip(f ) for every j ∈ N. Using the monotonicity of (e n ) ∞ n=1 we obtain that v 1 (j) ≤ 2Lip(f ) for all j in N. To conclude the case k = 1, a direct application of the triangle inequality yields the desired estimate:
Assume now that the statement holds for some k ∈ N. Let us consider a Lipschitz map f : G k+1 (N) → J and fix ε > 0. Then f (G k+1 (N)) is bounded in J since diam (G k+1 (N)) = k + 1. Thus, by the weak * compactness and a diagonal argument we can find M 1 ∈ P ∞ (N) such that for every n ∈ G k (M 1 ), the sequence (f (n, n k+1 )) n k+1 ∈M 1 weak * converges to some g(n) ∈ J . Lemma 1.7 then yields that for every n ∈ G k (M 1 ), there exists C n ∈ R such that:
Since |C n | ≤ Lip(f ) for all n ∈ G k (M 1 ), using Ramsey's theorem (see Theorem 1.2) we can find M 2 ∈ P ∞ (M 1 ) and C k+1 ∈ [−Lip(f ), Lip(f )] (which does not depend on n) such that:
Moreover, by the weak * lower-semi-continuity of the norm it is readily seen that g :
Thus, we may apply our induction hypothesis to g in order to find ϕ : M 2 → M 2 increasing and y ∈ J such that, for every n ∈ G k (M 2 ), there exist elements y 1 (n 1 ), y 2 (n 1 , n 2 ), . . . , y k (n) ∈ J of finite supports, constants C 1 , . . . , C k in R and maps u(., i) for i ≤ k which satisfy all the conditions given by our proposition for ε 2 . In order to simplify the notation, let us assume, as we may, that M 2 = N and ϕ is the identity on N. We are going to construct λ : N → N increasing, maps u(·, k + 1) : {k + 1, k + 2, . . .} → N, and the desired elements y k+1 (n 1 , . . . , n k+1 ) by induction. Let us start the construction by setting λ(j) = j for j ≤ k and u(k
Let k ′ ≥ k. Assume that λ(j) has been defined for every j ≤ k ′ as well as u(j, k + 1) for every j ≤ k ′ + 1. We also assume that the required elements y k+1 (n 1 , . . . , n k+1 ) with n k+1 ≤ k ′ have been defined. Note that for k ′ = k there are no such elements. We continue the construction with the aim of defining λ(k ′ + 1), u(k ′ + 2, k + 1) and y k+1 (n 1 , . . . , n k+1 ) for any n 1 < . . . < n k in {λ(1), . . . , λ(k ′ )} and n k+1 = λ(k ′ + 1). Let us denote:
S := (n 1 , . . . , n k ) ∈ G k (N) : {n 1 , . . . , n k } ⊂ {λ(1), . . . , λ(k ′ )} .
Since S is finite, we can pick N ∈ N > λ(k ′ ) such that:
We then define λ(k ′ + 1) = N . Next, there exists an integer that we denote u(k ′ + 2, k + 1) which satisfies:
∀n ∈ S I − P u(k ′ +2,k+1)−2 f n, λ(k ′ + 1) − g(n) ≤ ε 4 .
Now we define the following elements for every n ∈ S: v k+1 (n, k ′ + 1) = P u(k ′ +2,k+1)−2 − P u(k ′ +1,k+1) f n, λ(k ′ + 1) − g(n) , y k+1 (n, k ′ + 1) = C k+1 s u(k ′ +1,k+1) + v k+1 (n, k ′ + 1).
Gathering the above estimates, we obtain that for every n ∈ S: f (n, λ(k ′ + 1)) − (y + y 1 (n 1 ) + · · · + y k+1 (n, k ′ + 1)) ≤ f (n, λ(k ′ + 1)) − g(n) − y k+1 (n, k ′ + 1)) + g(n) − (y + y 1 (n 1 ) + . . . + y k (n)) ≤ I − P u(k ′ +2,k+1)−2 f n, λ(k ′ + 1) − g(n)
+ P u(k ′ +2,k+1)−2 f (n, λ(k ′ + 1)) − g(n) − y k+1 (n, k ′ + 1) + ε 2
This establishes condition (1) . Finally, by the weak * lower-semi-continuity of the norm and by the nature of our graph metric, we have:
∀n ∈ S, f n, λ(k ′ + 1) − g(n) ≤ Lip(f ).
Therefore v k+1 (n, k ′ + 1) ≤ 2Lip (f ) which together with the fact that |C k+1 | ≤ Lip(f ) establishes condition (3).
