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Zusammenfassung 
Silizium bildet seit Jahrzehnten das wirtschaftlichste Ausgangsmaterial für eine umweltschonende 
Energiegewinnung durch Solarzellen. Insbesondere multikristallines Silizium lässt sich mit geeigneten 
Kristallisationsverfahren kostengünstig herstellen, weist im Vergleich zu monokristallinem Silizium 
allerdings eine höhere Dichte an Kristalldefekten auf, was eine verminderte Effizienz in der 
Energiekonversion zur Folge hat. Hierbei gelten Versetzungen und Korngrenzen als besonders schädlich, 
da diese Defekte eine energetisch günstige Position für Verunreinigungselemente darstellen können. 
Damit verbundene Segregationseffekte setzen lokal die elektrischen Eigenschaften herab und können im 
Fall von Ausscheidungsbildung sogar zu Kurzschlüssen führen. Die vorliegende Arbeit befasst sich mit der 
Quantifizierung und Lokalisierung von Verunreinigungselementen an Korngrenzen mit höchstmöglicher 
Genauigkeit und setzt diese in Korrelation zur kristallographischen Struktur und den elektrischen 
Eigenschaften der Grenzfläche. Hierfür wurden verschiedene Korngrenzen zunächst mittels Electron 
Backscatter Diffraction (EBSD) und Electron Beam Induced Current (EBIC) charakterisiert und 
anschließend mittels Atomsondentomographie (APT) und hochauflösender  
Rastertransmissionselektronenmikroskopie (HR-STEM) analysiert.  
Die Korrelation von EBIC und EBSD auf mikroskopischer/mesoskopischer Skala zeigt zunächst einen Trend 
zu einer gesteigerten Rekombinationsaktivität an Coincidence Site Lattice (CSL) Korngrenzen höherer 
Ordnung (steigendes Σ). Die Analyse der chemischen Zusammensetzung mittels APT an den zugehörigen 
Korngrenzen bildet eine der ersten direkten quantitativen Messungen der Korngrenzsegregation in 
multikristallinem Silizium und weist einen Trend zu höheren Verunreinigungen mit steigendem Σ auf, 
insbesondere in Form von Kohlenstoff. 
Die genauere Betrachtung der Rekombinationsaktivität der Korngrenzen hat jedoch zahlreiche 
Ausnahmen und Abweichungen von diesem Trend gezeigt. So besitzen insbesondere asymmetrische CSL 
Korngrenzen und solche Korngrenzen, bei denen die mesoskopisch beobachtete Korngrenzspur nicht 
direkt zu einer der bekannten energetisch günstigen Korngrenzorientierung passt, eine besonders 
ausgeprägte Rekombinationsaktivität. Durch HR-STEM Analysen konnte die komplexe atomare Struktur 
dieser Grenzflächen aufgelöst werden. So konnte beispielsweise die bisher unbekannte Struktur einer 
asymmetrischen Σ9{111|115} Korngrenze aufgelöst werden, die trotz ihrer Komplexität eine deutliche 
Periodizität und eine überraschende Stabilität aufweist. Bei Korngrenzen mit einer nicht eindeutigen 
Korngrenzorientierung auf mesoskopischer Skala konnte hingegen eine Nano-Facettierung der 
Korngrenzebene mittels HR-STEM nachgewiesen werden. In korrelativen APT Analysen der chemischen 
Zusammensetzung dieser facettierten Korngrenzen hat sich gezeigt, dass Verunreinigungsatome nicht wie 
zuvor homogen über die gesamte Korngrenzfläche verteilt sind, sondern eine bevorzugte Segregation an 
bestimmten Facetten bzw. sogar nur an bestimmten Schnittlinien von Facetten stattfindet. Diese 
topologische Segregation stellt ein neues Segregationsphänomen dar und konnte durch die direkte 
Korrelation von HR-STEM und APT Daten mit einer bisher einzigartigen Präzision genauer untersucht 
werden. Diese Experimente deuten darauf hin, dass die atomare Anordnung und die Koordination der 
Atome an der Korngrenze die chemische Zusammensetzung der Grenzfläche in erheblichem Maße 
beeinflussen, was im Einklang mit existierenden theoretischen Kalkulationen steht. Die bevorzugte 
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Segregation an komplexen Korngrenzen, insbesondere auch mit metallischen Verunreinigungen, erklärt 
wiederum deren elektrisch verminderte Performance. 
Die experimentellen Ergebnisse zeigen insgesamt einen konsistenten hohen Einfluss der 
Korngrenzstruktur auf die lokale Segregation von Verunreinigungen und somit die elektrische 
Performance des Materials. Die beobachteten Strukturen und chemischen Zusammensetzungen können, 
wie zum Teil bereits geschehen, als Ausgangspunkt für theoretische Kalkulationen genutzt werden, um 
das theoretische Verständnis der beobachteten Phänomene weiter zu vertiefen.  
v 
Abstract 
Silicon represents the most economic feedstock for an environmentally friendly energy generation by 
photovoltaic and dominates the global solar cell market since decades. The vast majority of installed 
photovoltaic modules is based on multicrystalline Silicon (mc-Si) due to its low productions costs. 
However, the energy conversion efficiency of mc-Si based solar cells is significantly lower compared to 
monocrystalline Silicon, since it contains a much higher defect density. Crystallographic defects like 
dislocations and grain boundaries (GBs) are known to be particularly harmful to the cell efficiency as they 
can serve as energetically favorable traps for impurity atoms, which in turn can significantly increase the 
recombination activity of charge carriers. The present study quantifies and localizes impurity species at 
different types of GBs at highest spatial resolution with highest sensitivity and correlates this information 
to the crystallographic structure and the electrical performance of the interfaces. To this aim, GBs were 
characterized by electron backscatter diffraction (EBSD) and electron beam induced current (EBIC) and 
were subsequently analyzed by high resolution scanning transmission electron microscopy (HR-STEM) and 
atom probe tomography (APT). 
The correlation of EBIC and EBSD at a mesoscopic scale showed a trend towards higher recombination 
activity at higher order coincidence site lattice (CSL) GBs (higher Σ values). The chemical compositions 
measured by APT at the corresponding GBs represents one of the first direct quantification of GB 
segregation in mc-Si and show a similar trend towards higher impurity decoration with growing Σ of the 
CSL GBs. 
However, a more careful look on the recombination activity revealed that several exceptions from these 
trends exist and that these trends are no longer valid when the GBs planes are deviating from known low-
energy configurations. Complex atomic structures of these interfaces could be resolved by HR-STEM, for 
example the previously unknown atomic configuration of an asymmetrical Σ9{111|115} interface, which 
despite its complexity, showed a clear periodicity and a surprisingly high stability. Furthermore, in case of 
GBs with ambiguous habit planes at the mesoscale, a faceting of the GB at the nanoscale could be resolved 
by HR-STEM. The correlative APT analysis revealed that the impurity atoms are no longer distributed 
homogenously over the GB plane, but showed clear evidence for preferential segregation towards specific 
facets and specific linear facet junctions. This novel type of segregation, referred to as topological 
segregation, was analyzed by a unique 1:1 correlation of atomically resolved STEM and APT data obtained 
from the same specimen. These experimental results suggest a direct influence of the atomic 
configuration and coordination at the GB on its chemical composition. These observations are in 
agreement with recent theoretical calculations found in the literature. In turn, the preferential 
segregation, in particular with transition metal impurities, explains the increased recombination activity 
at these interfaces. 
The experimental results of this work show a consistently high impact of the GB orientation on its atomic 
structure, and thus on its local chemical composition and electrical performance. The observed GB 
structures and compositions can serve as an ideal starting point for further computational simulations, 
which have been initiated already to some extent, to better understand the theoretical background of the 
observed phenomena.  
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1. Motivation 
One of the biggest challenges currently facing humankind is to bring in line the hunger for energy with an 
environmentally friendly energy production. Established techniques have been optimized in the past 
decades and a variety of new concepts has been developed. One piece of the puzzle in the energy 
production is the photovoltaic. Here, a whole zoo of materials and concepts exists with a veritable 
competition for the highest efficiency rates at the lowest costs [1]. Despite the diversity in materials 
choice, the majority (93%) of installed photovoltaic modules is still based on silicon (Si), where 69% are 
based on monocrystalline Si and 24% is based on multicrystalline Si (mc-Si), see Figure 1.1.  
Although most research in this field is done empirically, the key for developing new processes and 
concepts is to understand the interplay between material properties and electrical performance. Non-
uncommonly, the origin of local and global phenomena lies in the material properties at the smallest 
scales. The present work represents fundamental experimental research on structure-chemistry-
performance interdependencies in solar cell material. In more detail, the aim of this study is to derive a 
deeper understanding of the influence of grain boundary (GB) structure on its chemical composition and 
their combined influence on the charge carrier recombination activity in mc-Si. As Si is a key material not 
only in the photovoltaic industry, but also in the microelectronic industry, it has been studied extensively 
in the past decades, see Figure 1.2 (a). However, the number of Si-related publications seems to be in the 
free-fall since 2008 which might give the wrong impression that all problems have been solved and no 
open questions remain in that field. Especially the knowledge on the structure-chemistry-performance 
interdependencies is comparatively low and it is precisely this type of problems which request for high 
resolution microscopy techniques. However, suitable hardware like aberration corrected electron 
microscopes, which allow for atomic resolution at voltages below the damage-threshold, only became 
widely available at the time when silicon got out of the main focus of materials science, see Figure 1.2 (b). 
 
Figure 1.1. Global annual photovoltaic production by technology. Taken from [2]. 
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Figure 1.2. (a) Number of Silicon-related publications, based on the results given by https://scholar.google.de/ for the term 
“Silicon”. (b) Advances in the hardware of imaging microscopy taken from [3]. Conventional light microscopes are limited by the 
diffraction limit (blue). The resolution of electron microscopes was increased by reduction of the electron wavelengths via 
increased acceleration voltages (green). Recent advances in hardware aberration correction enables higher resolutions at lower 
voltages (red). 
As illustrated in Figure 1.3, the present study correlates state-of-the-art microscopic techniques in order 
to gain a more fundamental understanding of the underlying structure-chemistry-performance 
interaction. High-resolution scanning transmission electron microscopy (HR-STEM) enables the analysis of 
structure and chemistry of GBs at the atomic scale. Atom probe tomography (APT) is used to identify and 
quantify segregation of impurity elements at GBs with high sensitivity and to map their distribution in 3D. 
Together with correlated electron beam induced current (EBIC) and electron backscatter diffraction 
(EBSD) experiments, the phenomena taking place at the GBs appear in new light. Moreover, the 
correlation of atomic resolved HR-STEM imaging with the outstanding impurity sensitivity of APT leads to 
a new understanding of the GB segregation in Si. 
The main achievements of this work can be summarized as follows: 1) for the first time the segregated 
impurities at different GBs were quantified together with the local crystallographic structure and electrical 
performance. 2) The complex atomic substructure of a Σ9(111|115) interface was resolved. 3) The atomic 
structure of faceted GBs was resolved together with their chemical composition. 4) For the first time a 
true 1:1 correlation of APT data and atomic resolved STEM data was achieved. 5) A novel GB segregation 
phenomenon was discovered, which might be of general impact not only to the photovoltaic and 
semiconductor business. 
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Figure 1.3. The main experimental techniques used in the present study to correlate performance, structure, and chemistry of 
grain boundaries (GBs): the electrical performance was characterized by means of electron beam induced current (EBIC); structural 
analyses on the macroscopic and mesoscopic scale were performed by electron backscatter diffraction (EBSD), whereas the atomic 
structure was resolved by high resolution scanning transmission electron microscopy (HR-STEM); local chemical compositions were 
analyzed by HR-STEM and atom probe tomography (APT). 
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2. Silicon for photovoltaic applications 
This chapter summarizes the main material properties of Si for photovoltaic applications. Section 2.1 gives 
an overview of general properties and the solidification of mc-Si, whereas 2.2 describes the main 
impurities and their characteristics.Equation Section 2 
2.1 Crystalline silicon 
2.1.1 General properties 
Silicon is the second most abundant element in the earth crust and represents the most prominent 
semiconductor. It has an atomic mass of 28.085 amu and three stable isotopes exist: 28Si (92.23%), 29Si 
(4.67%), and 30Si (3.1%). Si crystallizes in the diamond cubic structure and has a melting point of 
Tm=1414°C. In nature, Si mainly appears in the form of silicate minerals. For use in photovoltaic 
applications, mono- or multicrystalline material with a purity of 99.999% (5N) is required, whereas 
electronic-grade Si with 99.9999999% (9N) purity is commercial available for high-performance 
applications. However, in terms of solar cell efficiency, not only the presence of impurities might be 
detrimental, but also the presence of lattice defects such as dislocations and GBs. Therefore many 
attempts have been made in the past decades to improve the solidification techniques so as to lower 
defect and impurity densities. Details on the different methods used in industry can be found in [4]. A 
short description of the directional solidification technique used for crystallization of the material studied 
here can be found in 2.1.3. 
2.1.2 Electrical properties 
All electrical applications of Si are based on its main material properties as a semiconductor. In contrast 
to metals, where a partial occupied energy band exist, the conduction band in semiconductors and 
insulators is empty at T=0 K, as illustrated in Figure 2.1. A relatively small band gap (1.1 eV for Si @room 
temperature) enables thermal activation of electrons into the conduction band in semiconductors, leading 
to temperature dependent conductivity. In the case of insulators the band gap is too large for thermal 
activation leading to an insulating behavior. 
 
Figure 2.1. Band model (schematic) for metal, semiconductor, and insulator at T=0 K. In metals the partial occupied energy band 
is filled up to the Fermi level EF. In semiconductors the valence band (VB) is fully occupied and a relatively small band-gap exists 
between the VB and the conduction band (CB), leading to a temperature dependent resistivity. In insulators the band gap is much 
larger, preventing thermal activation of electrons into the conduction band at T>0 K. 
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The electrical properties of semiconductors can be tuned by doping the material with impurities. If atoms 
in a period IV semiconductor are substituted by a period V element, additional electrons will be present 
in the conduction band, leading to an increased conductivity (n-type doping). Doping with elements from 
period III will lead to the presence of additional holes, respectively (p-type doping). Bringing p-type and 
n-type doped material in contact, leads to a diffusion of charge carriers and the formation of a space-
charge region at the pn-junction. The gradient in the electrical potential enables the separation of photo-
generated electron-hole pairs; this is the principle that underpins solar cells, as presented in Figure 2.2 
(a). If electron-hole pairs are generated inside the absorber, they can be separated in the presence of the 
space-charge region and subsequently diffuse to the corresponding contacts. An electron-hole pair can 
only contribute to the induced current if its lifetime τ is high enough to reach the contacts by diffusion. 
The charge carrier diffusion length Ld is given by 
 ,dL D  (2.1) 
where D is the charge carrier diffusion coefficient. The continuous generation and recombination of 
charge carriers is described by the continuity equation for electrons, 
 div ,e e e
n
G U j
t

  

 (2.2) 
with Ge being the electron generation rate and Ue being the recombination rate. If no other electron 
sources are present in the material, divje equals 0 and Ge=Ue in equilibrium  0n t   . The 
recombination rate is simply given as the quotient of excess carrier density Δn and lifetime τ, whereas the 
effective recombination rate Ue,eff is a sum of the different existing recombination rates depending on the 
recombination process, 
 ,eff
eff
, .e
i i
n n
U
 
 
   (2.3) 
The main processes influencing the lifetime are schematically shown in Figure 2.2 (b-d): the radiative 
recombination is the direct reverse of the photon absorption - an electron in the conduction band 
combines with a hole in the valence band, Figure 2.2 (b). This process requires additional phonons in 
indirect semiconductors, and thus is highly unlikely in Si. The Auger recombination in Figure 2.2 (c) involves 
a third charge carrier. The electron in the conduction band recombines with a hole in the valence band by 
transferring its energy to another electron in the conduction band. This electron subsequently thermalizes 
in several steps via phonons. This process can have stronger influence on the electron lifetimes in Si 
compared to the radiative process. However, the most important recombination channel in mc-Si is via 
deep levels in the band-gap introduced by additional defects or impurities, Figure 2.2 (d). Electrons from 
the conduction band can relax into this additional energy level by emission of photons or phonons and 
subsequently relax into the valence band. This process can be much faster than the radiative 
recombination in mc-Si and thus represents the most detrimental recombination channel. A statistical 
description of the latter process is given by the Shockley-Read-Hall recombination model [5,6], where the 
2.1 Crystalline silicon 
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recombination rate for a single defect level is proportional to a product of electron and hole 
concentration, 
 
   
2
0 1 0 1
.iSRH
p n
np n
U
n n p p 


  
 (2.4) 
n1 and p1 denote the densities of electrons and holes when the Fermi level coincides with the defect level. 
The capture time constants of electrons and holes τn0 and τp0 are inversely proportional to their capture 
cross sections σn0 and σp0, the density of defects NT and the thermal velocity of charge carriers νth: 
 0 0
1 1
, .p n
T p th T n thN N
 
   
   (2.5) 
Thus, the Shockley-Read-Hall recombination rate (2.4) is directly proportional to the density of defects 
and strongly depends on the impurity specific capture cross sections for electron and holes. The Shockley-
Read-Hall theory has been experimentally verified [7] and an overview of recombination parameters for 
point-like metal impurities in Si can be found in [8]. For interstitial Fe in Si the capture cross section for 
electrons is much larger than for holes, which results in much lower carrier lifetimes at low injection levels 
in p-type Si compared to n-type Si.  
 
Figure 2.2. (a) Solar cell principle: a photo-generated electron-hole pair is separated under presence of a space charge region at 
the pn-junction. (b) Radiative recombination being inverse to the photon-absorption. (c) Auger recombination with energy transfer 
to a third charge-carrier. (d) Shockley-Read-Hall (SRH) recombination via defect levels in the band-gap. 
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2.1.3 Solidification process 
One of the key technologies for producing mc-Si solar cells with high conversion efficiency is the 
directional solidification method [4]. There are several different variants of this technique to influence the 
crystal growth and thus increase the cell efficiency. Typically, mc-Si solar cells grown industrial reach cell 
efficiencies ≥16%, whereas by advanced directional solidification technologies average efficiencies of up 
to 17.8% can be achieved [9]. This section describes the basic principle of directional solidification, as the 
material analyzed in the present study was grown by this technique.  
The basic principle is sketched up in Figure 2.3. First, the silicon feedstock is melted in a quartz crucible, 
which is typically coated with a Si3N4 lining. The solidification is then initiated by applying a nonlinear 
temperature gradient along the vertical axis with the lowest temperature at the bottom of the crucible. 
Accordingly, the solidification starts at the bottom and the solidification front moves slowly towards the 
top of the ingot with a velocity of a few cm/h.  
The quality of the produced crystal is influenced by several parameters like feedstock purity, crucible 
lining, solidification velocity, and morphology of the crucible bottom [4]. One approach to increase the 
crystal quality is the so-called mono-like casting, where the grain size is increased to reduce the 
detrimental influence of GBs [10]. However, this method is prone to dislocation multiplication, which is 
also known to have a very detrimental effect on the cell efficiency [11]. Therefore, more recent studies 
point to the other direction of smaller grain size. The concept behind this high performance mc-Si growth 
is based on a smaller, but uniform grain structure, which is advantageous in terms of stress relaxation and 
thus has a lower amount of detrimental dislocations [9]. This brings the influence of GBs into focus again 
and demands a fundamental understanding of the GB recombination processes. 
 
Figure 2.3. Directional solidification of multicrystalline silicon induced by a non-linear temperature gradient along the vertical axis 
of the quartz crucible with the lowest temperature at the bottom. The solidification front is moving upwards with a few cm/h. 
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2.2 Impurities 
Impurities in mc-Si are known to profoundly influence the electrical performance of the material [4,12] 
and can be categorized as: 
 Dopants: Intended impurities to tune the resistivity of the material. Most prominent examples 
are B (p-type doping) and P (n-type doping); 
 Light elements: undesired impurities like C, O, and N forming inclusions above the solubility limit; 
 Metal impurities: undesired impurities like Fe, Cu, and Cr that are assumed to highly increase the 
recombination activity via deep levels in the band gap. 
The present study focuses on the latter two types of impurities. Typically, the impurity solubility is much 
higher in the liquid phase, compared to the solid. This leads to an integral purification of the Si during the 
solidification process. The larger the impurity atoms, the more difficult it is to incorporate them in the Si 
crystal leading to a trend of lower impurity solubility for larger species. The situation at equilibrium for a 
given impurity species is described by the equilibrium segregation coefficient keq, which is defined as the 
ratio between the impurity concentration in the crystal Cs and the impurity concentration in the melt CL, 
 .Seq
L
C
k
C
  (2.6) 
During directional solidification, as described in 2.1.3, this leads to a constant increase of the impurity 
concentrations inside the remaining melt. Accordingly, the impurity concentration profile inside a single 
ingot possess a clear gradient with higher concentrations at the top part. The impurity concentration 
profile along the axis of the ingot can be estimated according to Scheil equation [13],  
   0
1
0 0 1 ,
k
SC k C X

   (2.7) 
where C0 denotes the initial melt concentration and X the fraction of melt solidified. Due to a reaction of 
Si with the crucible walls at elevated temperatures, O shows a concentration gradient in the opposite 
direction and thus constitutes an exception here. The most relevant impurity species are listed in Table 
2.1 together with their segregation coefficients in monocrystalline Si (where available) [14].  
Table 2.1. Most relevant impurity species together with their segregation-related properties. The segregation coefficients keq were 
taken from [14]. 
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2.2.1 Solubility 
The solid solubility of the most relevant light impurities and transition metal impurities at elevated 
temperatures is shown in Figure 2.4 and Figure 2.5 respectively. From an experimental point of view it is 
relatively complicated to measure the exact amount of the light impurities at these low concentrations. 
Most commonly fourier transform infrared spectroscopy (FTIR) is used to measure the average 
concentrations on rather large scales [15-17]. If the light impurities are present in the form of precipitates 
they can also be detected via electron dispersive X-ray spectroscopy (EDX) in TEM, which enable a spatial 
detection at high resolutions [18-21]. C typically forms elongated SiC precipitates which are preferentially 
located at GBs [19]. O is precipitating in the form of SiO2 and N as Si3N4 [22].  
 
Figure 2.4. Solid solubility of C and O in Si, recalculated after [23-25]. 
In contrast to the light impurities, transition metal impurities have been studied extensively and a vast 
literature exists on experimental and theoretical investigations [26-29]. Bulk concentrations at the larger 
scale and low spatial selectivity are typically measured by neutron activation analysis [17,30]. Metal-rich 
precipitates can be resolved at higher spatial resolution by synchrotron-based X-ray fluorescence [31,32]. 
The equilibrium metal silicide phases of Cu and Fe are FeSi2 and Cu3Si respectively [31,33]. Fe has been 
the focus of extensive impurity-related research, since it is known to be highly detrimental to solar cell 
efficiencies. Fe is not only present in the form of FeSi2 and Fe2O3 precipitates [31] or as interstitial point 
defect (Fei), but it is also known to form more than 30 complexes, like FeB-pairs, and there are almost 20 
energy levels in the band gap related with Fe [26]. According to the Shockley-Read-Hall recombination 
model, these additional energy levels can create fast recombination paths and thus act as recombination 
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centers, see 2.1.2. By deep-level transient spectroscopy (DLTS) it is possible to analyze the concentration 
of electrical active defects and to draw conclusions on their chemical natures [34-36]. Furthermore, 
Kveder proposed a model to indirectly quantify the amount of transition metal impurities decorating 
dislocations via temperature-dependent EBIC measurements [37]. However, due to the experimental 
limitations mentioned above, the knowledge of impurities in Si is mainly limited to bulk concentrations or 
spatial resolved distribution of precipitates. Hence, quantitative data of impurity segregation at GBs is 
scarce, see also 3.2. 
 
Figure 2.5. Solid solubility of Fe, Au, and Cu in Si. Taken from [38]. 
2.2.2 Diffusivity 
An overview of the temperature dependent diffusivity D of the most common impurities in Si is shown in 
Figure 2.6. Elements with a diffusivity close to the Si self-diffusion are commonly categorized as slow 
diffusors, whereas the diffusivity of fast diffusors like Cu is orders of magnitudes higher. This difference 
can be mainly attributed to the different diffusion mechanisms: Group-III and Group-IV elements mainly 
diffuse on substitutional sites and thus require the presence of vacancies, which slows down the diffusion. 
On the other hand, interstitially dissolved elements like Cu can jump much faster from one interstitial site 
to the next. Furthermore, the bonding strength of an impurity can influence the diffusion to a certain 
extent, e.g. in the case of O, which is interstitially dissolved but diffuses relatively slow due to strong bonds 
with the neighboring Si atoms [39]. 
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Figure 2.6. Temperature dependency of the diffusion coefficient of several impurity species in Si, taken from [39]. 
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3. Grain boundaries and segregation phenomena 
This chapter contains the main principles for the theoretical description of GBs and the related impurity 
segregation. Section 3.1 summarizes the basic geometrical description of GBs and in 3.2 the most 
important aspects of GB segregation are considered.Equation Section 3 
3.1 Geometrical description of grain boundaries 
3.1.1 Basic description of grain boundary structure 
GBs are known to have substantial influence on the material properties like mechanical stability [40] or 
minority carrier lifetime in mc-Si solar cells [41]. They are the longest known type of lattice defects, but 
also the ones which are the least understood [42,43]. This is mainly due to their complex structure, which 
requires a high-dimensional description. A GB is defined as the interface between two crystals of the same 
nature, but of different crystallographic orientation, see Figure 3.1. For a macroscopic description of a GB 
5 independent degrees of freedom (DOF) are needed: 2 DOFs are needed to describe the rotation axis 
(?⃑?), 1 DOF describes the rotation angle (θ), and 2 more DOFs define the GB plane (?⃑?). 2 more microscopic 
DOFs are needed to account for the mutual rigid-body translation of the two grains, and 3N-6 microscopic 
DOFs are needed to describe local atomic relaxations for N interface atoms. 
 
Figure 3.1. Illustration of grain boundary (GB) plane ?⃑? and rotation axis ?⃑? for the case of a pure tilt GB (?⃑? ⊥ ?⃑?). 
A very simple way to classify different types of GBs is based on the misorientation θ. For small angles, 
θ<15°, GBs are referred to as small angle grain boundaries (SAGBs), and for larger angles, θ>15°, they are 
denoted as high angle grain boundaries (HAGBs). Furthermore, GBs are categorized by means of their 
boundary plane orientation: if the GB plane normal ?⃑? is oriented perpendicular to the tilt axis ?⃑? the GB is 
denoted as tilt boundary, in case of parallel orientation (?⃑? ∥ ?⃑?) as twist boundary, combinations of the 
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two are denoted as mixed boundaries. If the GB plane corresponds to the symmetry plane of the interface, 
the GB is called symmetrical. In this case the GB can be described with the same miller indices {hkl} in both 
crystals. In case of an asymmetrical interface, the GB plane is defined in both coordinate systems of the 
two crystals: {hkl}|{h’k’l’}. All these descriptions assume that the GB plane is straight to a certain extend 
at the macroscopic or mesoscopic scale. However, in reality the GB can also be curved or faceted. The 
latter comes into focus, when GBs are analyzed at the atomic scale, see 3.1.3. 
3.1.2 Displacement shift complete and coincidence site lattice 
A simple concept has been established for characterizing HAGBs by means of the fraction of coincident 
sites (CS) in the superposition of the crystal lattices of two abutting grains [44]. This concept is based on 
the idea that the atoms in a relaxed lattice occupy sites of minimum energy and every displacement from 
their relaxed positions leads to an increase of the energy. At specific rotation angles, depending on the 
relative orientation of two abutting grains, a high amount of CS in the superposition of both crystal lattices 
can be observed. This concept is shown in Figure 3.2 for a cubic lattice rotated 36.9° around the [100] 
direction. At this specific rotation angle, every 5th lattice site in the superposition of both crystals is a CS. 
The lattice consisting of these sites is the so called Coincident Site Lattice (CSL) and the GB is characterized 
by the proportion of the unit cell volumes of the CSL and the primitive unit cell: 
 Coincidence unit cell volume
Crystal primitive unit cell volume
   (3.1) 
Σ is always an odd integer and is used as a measure for the order of a GB (Σ=5 in the shown example). 
 
Figure 3.2. Generation of coincidence site lattice (CSL) and displacement shift complete (DSC) lattice for a Σ5 misorientation 
(36.87°) of the two grains plotted grey and red. The DSC lattice represents the coarsest grid containing all sites of the two grains 
and the CSL consists of all coincident sites of both grains. 
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The lower Σ, the higher is the coincidence of the two grains. The definition (3.1) depends only on the 
misorientation of the two crystals and does not describe the orientation of the GB plane. Consequently, 
the Σ value does not describe the coherency or symmetry of a GB and thus the properties of two GBs with 
the same Σ can be profoundly different depending on their GB plane. Therefore the GB plane is always 
added (if known) in brackets {hkl} to the CSL type in the present study. In case of symmetrical GBs, a single 
set of {hkl} is sufficient to describe the GB plane in both crystals. For asymmetric interfaces the GB plane 
is given individually for both grains {hkl}|{h’k’l’}. Energetically favored GB planes are oriented in the 
direction of highest CS density. Twinning planes and angle-axis pairs for the most prominent CSL GBs in Si 
can be found in Table 3.1. 
CSL GBs in real material can deviate from the optimum theoretical configurations. Depending on the type 
and extend of the deviation, this can lead to strain and/or additional “secondary” defects like GB 
dislocations or interface steps. Brandon imposed a well-accepted criterion to estimate how large a 
deviation θ from the optimum CSL misorientation (see Table 3.1) might be without losing the special CSL 
character [45], 
 
1
2
0 , 

   (3.2) 
where θ0 is a constant, θ0≈15°(all GBs with a misorientation <15° are considered as SAGBs). Following 
this criterion the tolerable deviations for Σ3, Σ9, and Σ27 are 8.7°, 5.0°, and 2.9°. HAGBs which are not 
considered as CSL GBs, are denoted as random high angle grain boundaries (RHAGBs). 
The coherency of a GB is not always defined uniformly in literature, and often the Σ3{111} TB is defined 
as the only coherent GB. In the present thesis, the prevalent definition is applied, where a GB is coherent, 
if two sets of lattice planes can be drawn without discontinuities across the GB [46,47]. Following this 
definition, not only the Σ3{111}TB is coherent, but also the Σ9{122} with similar properties is considered 
as coherent GB.  
Table 3.1. Twinning planes and angle-axis pairs of the most prominent coincidence site lattice GBs in Si [48]. 
 
3.1.3 Faceting 
Wulff, Herring and Frank discussed faceting phenomena at free surfaces of crystals [49-51]. Due to the 
anisotropy of surface energy, crystals form equilibrium shapes with flats instead of a sphere, which has 
the minimum surface area. If the surface energies are known, the equilibrium shape of a crystal can be 
determined via the so-called Wulff diagram or Wulff construction, as illustrated in Figure 3.3.  
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Figure 3.3. (a) 2D surface energy plot for Si showing strong anisotropy, taken from [52]. (b) Schematic Wulff construction for a fcc 
crystal, where the free energy in the γ plot is given by the length OA and the equilibrium shape of the crystal is given by the inner 
envelope of the γ plot. (c) Wulff diagram for Si taken from [53]. 
The normalized surface free energy for Si is shown in (a), where the minima correspond to {111} planes. 
In (b) the Wulff construction is shown schematically for a fcc crystal. The surface free energy γ is plotted 
into a polar diagram, where the length OA corresponds to the free energy of the plane perpendicular to 
it in A. The equilibrium shape is then given by the inner envelop. The Wulff diagram for Si is shown in (c), 
which nicely corresponds to experimental observed shapes of Si crystals [52]. 
Due to the anisotropy of GB energy, the situation at GBs is very similar and can be described in analogy 
[54,55]. This results in the situation, that a GB can be constituted of a series of facts at the nanoscale, 
although it appears to be rather flat  at the macroscopic scale [56], as illustrated in Figure 3.4. 
 
Figure 3.4. Illustration of faceting phenomenon: a macroscopic or mesoscopic flat interface can consist of a series of facets at the 
nanoscale. 
3.2 Grain boundary segregation 
Segregation was already discussed in 2.2 to describe the different impurity concentrations in the solid and 
crystal phase during solidification of Si. Accordingly, GB segregation denotes the phenomenon leading to 
a local enrichment of impurities at the GB plane. The relevance of GB segregation can be deduced from 
Figure 3.5: the length scales (x-axis) for this type of segregation is in the range of the GB thickness, which 
is typically <1 nm, whereas the extend of segregation (y-axis) is orders of magnitudes higher compared to 
micro- and macrosegregation. This explains the high potential of GB segregation for tailoring materials 
properties, being the subject of many studies in materials science [57-62]. In semiconductor and 
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photovoltaic applications, GB segregation can have detrimental and beneficial impact on the electrical 
performance; e.g. the passivation of GB defects in CIGS solar cells by Na impurities leads to an increased 
cell efficiency [63]. In mc-Si based solar cells, GB segregation is usually an undesired process which leads 
to degradation of the electrical performance, but it can also be used to “getter” detrimental bulk 
impurities at the locally confined GB volume to improve the overall electrical performance of a whole 
device [64,65]. 
 
Figure 3.5. Extend of segregation of two compared regions 𝑋𝐼
(1)
 𝑎𝑛𝑑 𝑋𝐼
(2)
 plotted versus the length scale L of segregation 
(logarithmic). GB segregation, referred to as nanosegregation, can possess much larger concentration differences compared to 
micro- or macrosegregation. Image taken from [66]. 
The grain boundary segregation coefficient β is defined as the ratio between the atomic fractions of the 
impurity species i at the GB and in the bulk respectively, 
 .
GB
i
B
i
X
X
   (3.3) 
The reversible equilibrium segregation is driven by the minimization of the total Gibbs energy of the 
system and the level of segregation is only depending on system parameters. A widely accepted 
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description is the Gibbs Adsorption Isotherm [67], where the solute excess of the impurity species i per 
unit GB area follows  
 
,
1
.
ln
i B
i T V
RT X
 
    
 
 (3.4) 
Here, R denotes the ideal gas constant, T the temperature, and γ the interfacial energy. The practical use 
of the Gibbs adsorption isotherm is not straightforward, as it is rather complicated to experimentally 
measure the interfacial energy. Therefore further descriptions of the interfacial segregation have been 
developed. Another prominent description is the Langmuir-McLean isotherm [68], 
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exp .
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 (3.5) 
Here 
,0GB
iX  denotes the atom fraction of the impurity at the GB in saturation and 
GB
iG  the free molar 
energy of segregation. For a dilute binary solution the GB segregation coefficient is then given by  
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GB GB
i i
B
i
X G
X RT

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 
 (3.6) 
Accordingly, the GB segregation occurs only for 0
GB
iG   and the GB segregation is less pronounced at 
elevated temperatures. This description of the GB segregation showed good agreement in many cases 
with experimental data [69,70]. However, it does not account for the high complexity of GBs in real 
materials and thus cannot explain special segregation phenomena like a variation of the segregation with 
the misorientation of the two crystals [60] or with the GB plane direction [57]. The majority of existing 
studies relating the GB segregation to macroscopic observables like misorientation, CSL type, or GB plane 
is based on metals and alloys [57,60,71]. Although a general trend is observed in these studies towards 
higher segregation with increasing misorientation angle, the literature shows that no simple correlation 
between macroscopic GB parameters and the GB segregation exists. 
In the particular case of mc-Si, few groups were studying intensively the impurity segregation at GBs: 
Buonassisi and coworkers are mainly focusing transition metal precipitation at GBs with the main focus 
on Fe and Cu [28,30-33,72-74]. They used X-ray fluorescence microscopy to quantify the amount of metal 
precipitates at the GBs and correlate this e.g. with the GB character [32]. Chen and Sekiguchi are using 
EBIC, CL, EBSD and TEM to correlate the GB character (CSL GB, SAGB, RHAGB) indirectly to the segregation 
level via the electrical performance of the interfaces [64,75-79]. These studies reveal complex 
dependencies of the GB recombination activity on the macroscopic GB parameters like GB plane [78] or Σ 
value [64]. However, the actual segregated amount of impurities is estimated only indirectly on basis of 
the global contamination level. More advanced analyses of GB segregation via direct APT analysis are 
performed by Ohno and coworkers [80-83]. Their work proved the absence of impurities at Σ3{111} 
interfaces [82] and revealed a preferential segregation of O, Cu, and Ni at GB dislocations in SAGBs [83]. 
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4. Experimental techniques & material 
As illustrated in Figure 1.3, different experimental techniques were used in this study to analyze the 
different aspects of the structure-chemistry-performance interdependencies at the GBs in a correlative 
manner. First, EBIC was used to characterize the electrical performance of the mc-Si samples. This 
information was correlated with the structural information obtained by EBSD. Detailed structural and 
chemical investigation of single GB portions were performed as a final step, as these methods require a 
special sample preparation and were performed by destructive analysis techniques. HR-STEM provides 
chemical information of the GBs together with two dimensional atomic-resolved structural information, 
whereas APT detects impurities with highest sensitivity and provides 3D information of the spatial 
distribution of the different atomic species. This chapter contains the main principles of the used methods 
including sample preparation and a description of the analyzed material. Detailed information on the 
experimental methods can be found in textbooks [41,84-90].Equation Section 4 
4.1 Sample preparation 
4.1.1 Etching of silicon 
Small pieces of mc-Si wafers were provided by Dr. Winfried Seifert from BTU Cottbus. Two different 
etching routines have been applied to account for the different surface requirements of scanning electron 
microscopy (SEM), EBSD, and EBIC. For EBSD analysis it is essential to have a clean and smooth sample 
surface to achieve highest quality of the Kikuchi pattern. However, GBs are not visible in SEM on a 
perfectly smooth mc-Si sample, making navigation on the sample surface in SEM very difficult. Therefore 
a short etching of the mc-Si wafer with a mixture of nitric acid (HNO3) : hydrofluoric acid (HF) : acetic acid 
(CH3COOH) 2:1:1 was applied for a few seconds prior to SEM/EBSD analysis. This preferential etching 
creates a slight topology on the sample surface depending on the grain orientation and thus renders GBs 
visible in the SEM.  
EBIC analysis requires a thin Al film on top of the mc-Si sample, as described later in 4.2.2. In order to 
improve the quality of this Schottky contact, it is essential to have a clean Si surface with a homogenous 
SiO interlayer on top prior to the Al deposition. This is achieved by alternating etching the sample in HF 
and piranha solution (1:1 mixture of sulfuric acid (H2SO4) and hydrogen peroxide (H2O2)): 5 min piranha 
solution -> 30 s HF -> 5 min piranha solution. The sample is rinsed with deionized water subsequently and 
coated with a thin Al layer <20 nm by thermal evaporation or electron beam evaporation. 
4.1.2 Focused ion beam 
As described before, analyzing GBs with highest accuracy at atomic resolution places high demands on 
the sample preparation for APT and HR-STEM. APT specimens are prepared as needle-shaped specimens 
with a radius of curvature of ~50 nm and TEM specimens are generally prepared as a thin foil with a final 
thickness of 10-100 nm. In both cases, the sample preparation has to be site specific, to study a specific 
GB portion or a set of specific GB portions. At the moment, these requirements can only be met by FIB 
milling. In order to correlate the atomic structure of a GB with the 3D atomic distribution of impurities, it 
would be desirable to analyze the same specimen in HR-STEM and APT. Due to the different geometric 
Experimental techniques & material 
20 
 
dimensions and requirements, this approach is not reasonable. Therefore, an advanced site-specific lift-
out technique was developed in the scope of this work, which enables the sample preparation of APT and 
TEM specimens from the same GB with a minimum lateral distance to each other. The developed method 
is a combination of the plan-view FIB lift-out for TEM sample preparation [91] with the site-specific lift-
out technique for APT specimens [92,93]. This idea is illustrated in Figure 4.1, where 3 different grains and 
thus 3 different GB interfaces are drawn. By preparing a TEM lamella from the middle part of the volume 
around the triple junction (TJ), it is possible to study the GB structure of all 3 present interfaces. In 
addition, the adjacent volumes at the right and the left side can be used to study the chemistry by APT. 
Depending on the number of APT specimens and the size of the TEM lamella, the volume lifted out in the 
experiment for sample preparation has the dimension of ~30x3x3 µm³. The surface of the final TEM 
lamella is parallel to the mc-Si sample surface and the GBs are oriented perpendicular to the analysis 
direction in the APT specimen. This has two main advantages: due to the parallelism of TEM lamella and 
sample surface, the same plane is analyzed in EBSD, EBIC, and TEM, enabling a correlation of the different 
results. Second, having the GB plane perpendicular to the analysis direction in APT reduces the influence 
of possible artefacts like local magnification effect [94,95]. 
 
Figure 4.1: Combined sample preparation of TEM and APT specimens (schematic). The sample volume in the vicinity of a triple 
junction is used to prepare a TEM lamella from the triple junction and 2x3 APT specimens from the abutting GBs.  
All positions selected for APT and HR-STEM analysis were pre-characterized by EBIC and EBSD. The latter 
is especially important in case of HR-STEM specimens, because all present grains have to be aligned along 
a common zone axis at a later stage in the STEM to achieve atomic resolution across the GB. Therefore it 
is indispensable to carefully investigate the orientation of the present grains in the EBSD data prior to the 
FIB preparation. In the present study the areas for HR-STEM investigations were selected on the basis of 
the EBSD maps, where all involved grains can be aligned along a common <110> zone axis by a rotation 
<15° to avoid handling problems at a later stage in the STEM. 
All samples for the present study were prepared using FEI Helios NanoLab 600/600i dual-beam FIB. The 
single steps of the sample preparation can be summarized as follows: 
(1) To reduce the damage by Ga+ ions, the region of interest (~30x3 µm²) is protected by deposition 
of a thin layer of Pt on the surface by the gas injection system utilizing the electron beam (Figure 
4.2 (a)). 
(2) Markers are added by Pt deposition to visually separate volumes designated for APT and TEM 
analysis (only necessary if special features like TJs are present, see Figure 4.2 (b)). 
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(3) A “U-shaped” trench with a depth of ≥8 µm is milled around the ROI using 30 kV FIB at a stage tilt 
of 52°. Subsequently the FIB is used at 0° stage tilt to perform a thin cut below the surface of the 
ROI resulting in a thick bar, which is only attached at one side to the bulk material (Figure 4.2 (b)). 
(4) The micromanipulator is welded to the free side of this bar using Pt deposition at 0° stage tilt. 
(5) The bar is cut free using the FIB and lifted out with the micromanipulator. 
(6) The bar is welded to a suitable supporting post (halved and electropolished Mo grid, which is in a 
horizontal orientation parallel to the stage) using Pt deposition and a small part of 2 µm length is 
extracted by FIB milling. This step is repeated usually 3 times to create 3 individual wedges for 
shaping 3 individual APT specimens (Figure 4.2 (c)). 
(7) In the same way a longer part of 5 µm length is extracted to a standard omniprobe TEM grid, 
which is oriented horizontally (parallel to the stage) in the SEM. 
(8) Step (5) is repeated again 3 times for the second GB. 
(9) The system is vented and the APT specimens are flipped manually upside down to weld the 
samples from the back side by Pt deposition using electron beam and/or FIB. 
(10) The system is vented again and both grids are flipped manually from horizontal to vertical 
orientation (Figure 4.2 (d)). 
(11) The TEM lamella is now milled following the procedure described in [91]. Final milling of the 
lamella is performed at low kV (usually 2 kV in the present study) to reduce damage by the Ga+ 
ions. 
(12) Needle-shaped specimens for APT analysis are prepared individually using the annular milling at 
reduced voltages (Figure 4.2 (d)). Final milling is performed at 5 kV or 2 kV to reduce beam 
damage. 
(13) TKD is used in between the milling steps to ensure that the desired GBs are contained in the single 
specimens and to control the distance of the GB to the apex of the APT specimens (Figure 4.2 (e-
f)). A large step-size is used to speed up the process and to avoid contamination induced by the 
electron beam. 
(14) Final imaging in SEM is performed to capture the exact tip geometry for APT reconstruction 
(Figure 4.2 (g-h)). 
(15) Final tip shape and exact GB position are imaged for later correlation using the Jeol 2200 FS TEM 
operated at 200 kV (GB position and GB shape can be determined with much higher accuracy in 
TEM). 
(16) In case of extensive TEM investigations the APT specimens should be cleaned once again at low-
kV in the FIB to remove surface contamination prior to the APT analysis. 
This advanced sample preparation is more time-consuming in comparison to the standard techniques, but 
a lot of additional information can be extracted from the measurements which is essential for a deeper 
understanding of the structure-chemistry relationship at the GBs.  
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Figure 4.2. Overview of the lift-out process by focused ion beam (FIB): (a) Pt protection layer, (b) trenches around the lift-out 
volume and Pt markers separating GB area and triple junction area, (c) extraction of small volumes to support grid using a micro 
manipulator, (d) APT lift-out before annular milling, (e) Transmission Kikuchi diffraction (TKD) on APT specimen during annular 
milling, (f) TKD on TEM specimen during FIB milling, (g) final APT specimen (h) side-view of final TEM specimen. 
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4.2 Structural, electrical, and chemical investigation 
4.2.1 Electron backscatter diffraction / transmission Kikuchi diffraction 
The structural characterization by EBSD is essential to identify the different types of GBs present in the 
material. EBSD allows to distinguish between different crystal phases and orientations within a material 
by analyzing the pattern of diffracted electrons. The principle of EBSD is shown in Figure 4.3. To achieve 
the best compromise of contrast of the electron backscatter pattern and the amount of diffracted 
electrons, the sample surface normal is oriented with an inclination of 70° relative to the incident electron 
beam in the SEM. The primary electrons are scattered incoherently by the atoms of the crystal, producing 
a dot-like electron source close to the sample surface. These electrons are then scattered coherently 
around small angles by the present lattice planes inside the crystal fulfilling the Bragg condition 
 2 sin ,n d   (4.1) 
where n is the diffraction order, λ the wavelength of the electrons, d the interplanar distance and θ the 
scattering angle. 
 
Figure 4.3. Schematic principle of conventional electron backscatter diffraction (EBSD). The specimen is mounted with an 
inclination of 70° relative to the electron beam in a scanning electron microscope. The pattern of the scattered electron beam is 
recorded in dependence of the beam position by the EBSD detector. 
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For a single set of lattice planes the diffracted electrons lie on two cones with an opening angle of 180°-
2θ and the cone axis is perpendicular to the corresponding lattice planes, see Figure 4.4. The Bragg angle 
is in the range of 0.5°, resulting in two almost parallel lines on the detector for a single set of lattice planes. 
The distance between the two lines depends on the lattice plane distance of the scattering planes. By this 
process, the typical Kikuchi diffraction patterns with several sets of Kikuchi bands are generated and can 
be visualized on a phosphor screen. The screen is recorded by a camera and the diffraction patterns are 
then automatically analyzed by a software, which assigns to every scanned point the phase and 
orientation with the highest confidence index. These datasets can be used to export several types of useful 
crystallographic information, like grain sizes, texture, GB fractions, or misorientations within a single grain. 
When working with very thin samples (electron transparent), the same process can be used in 
transmission, referred to as transmission EBSD (t-EBSD) or transmission Kikuchi diffraction (TKD) [96,97]. 
In the present study, TKD was used during sample preparation to monitor the GB positon within the APT 
and TEM specimens during the FIB milling. This was necessary, because GBs do not show any observable 
contrast in the SEM/FIB during the sample preparation, which increases the risk of milling away the GB 
during FIB polishing. In this work, TKD experiments were performed in the FIB milling position at the 
eucentric height z=4 mm with a stage tilt of 52°. This enables a very fast switch between FIB milling and 
TKD analysis, because it only requires the insertion of the EBSD camera to start a TKD measurement. EBSD 
and TKD measurements were performed with a FEI Helios NanoLab 600i dual beam FIB, typically at an 
acceleration voltage of 20 kV and an electron current of 1.4 nA. TSL OIM Data Collection 6.2 and TSL OIM 
Analysis 6.2 were utilized for data collection and evaluation. 
 
 
Figure 4.4. Geometry of generated Kikuchi cones (red) for a single set of lattice planes in electron backscatter diffraction. 
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4.2.2 Electron beam induced current 
Two different applications of EBIC exist: cross-sectional EBIC (pn-junction oriented parallel to the electron 
beam) is mainly used to locate the position of pn-junctions inside the material and plan-view EBIC (pn-
junction oriented perpendicular to the electron beam) is a very powerful tool to study the local 
recombination activity in solar cell materials [41]. The latter was used in the present work to study the 
electrical properties of the GBs and the main principle of this technique is described in the following. 
The principle of EBIC can be understood best in analogy to a regular solar cell. Instead of the sunlight 
illuminating the whole surface, the electron beam of an SEM is used to generate electron-hole pairs locally 
in a small volume at the beam position. The induced current is measured by a micro ammeter and its drop 
in defective areas serves as a measure for the recombination activity. By scanning the sample surface with 
the electron beam, the measured current can be mapped in dependence of the beam position, Figure 4.5. 
 
Figure 4.5. Principle of electron beam induced current (EBIC) in plan-view configuration. The electron beam of a scanning electron 
microscope is scanned across the sample surface to locally create electron-hole-pairs near the Schottky contact. The induced 
current is measured by a micro ammeter in dependence of the beam position and serves as a measure for the local recombination 
activity. 
As the sample acts like a solar cell during the measurement, it must already contain a pn-junction or a 
charge collecting contact must be added to the sample surface to create a diode-like sample. In the 
present case, all mc-Si samples were coated with an electron transparent Al layer <20 nm on the front 
side by thermal evaporation or electron beam evaporation. An ohmic contact on the rear side of the 
sample is created onto the EBIC holder by rubbing InGa alloy with a tweezer (scratching the native oxide 
layer). The sample is then mounted in the SEM, where the back contact and the front contact are 
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electrically connected to an amplifier. By scanning the sample with the electron beam, electron-hole-pairs 
are created and are subsequently separated in the presence of an internal electrical field (pn-junction or 
metal-semiconductor-junction); this induces an electrical current, which strongly depends on the local 
recombination activity (and thus on the defect density) in the vicinity of the electron beam. The EBIC 
contrast is defined as 
 
0
0
,
xyI I
C
I

  (4.2) 
where Ixy is the measured current at the position xy and I0 is the current far away from this position in the 
bulk. By performing a 2D scan with the electron beam, it is possible to visualize the recombination activity 
in a map, where regions of high contrast typically can be attributed to structural defects like GBs. An 
example of a quantitative EBIC measurement is shown in Figure 4.6. In (a) the 2D EBIC map is shown, 
clearly resolving two GBs with different contrast. The quantitative values of the measured current along 
the red line is shown in (b), where the contrast of the two GB can be calculated according to (4.2). A careful 
look on the GB on the right-hand side reveals a slight asymmetry of the measured current profile with a 
diffuse tail on the right side. This indicates an inclination of the GB plane with the incident electron beam. 
 
Figure 4.6. (a) Experimental EBIC map of two GBs in the vicinity of a triple junction. (b) Measured induced current for the indicated 
line scan. The 2 drops in the induced current can be assigned to the present GBs and the quantitative EBIC contrast can be 
calculated according to (4.2). 
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The EBIC contrast of dislocations strongly depends on the temperature. A famous model was developed 
by Kveder et al. which correlates this temperature dependency to the interaction between metal 
impurities and dislocation energy bands, enabling a quantitative access to segregation of metallic 
impurities [37]. A similar temperature dependency is not observed at GBs and hence no such model exists 
for the GB recombination activity. Therefore all measurements of the present study were performed at 
room temperature. Unless otherwise stated EBIC measurements have been performed together with Dr. 
Winfried Seifert at the BTU Cottbus on a Zeiss EVO 40 SEM at 20 kV and 100 pA in combination with a 
commercial Gatan EBIC system. Data collection and data evaluation was performed using the Gatan 
DigitalMicrograph software package. 
4.2.3 Scanning transmission electron microscopy  
The differences in electrical performance and impurity segregation of the diverse types of GBs can only 
be interpreted if their atomic structure is known. A lot of theoretical calculations for the atomic structure 
of ideal GBs exist [98-102], but atomic resolved experimental data of higher order and asymmetric CSL 
GBs is rare, especially for Si [103-105]. Therefore, HR-STEM was used in this work to resolve the atomic 
structure of the most prominent GB types. State-of-the art microscopes like the FEI Titan Themis 60-300 
or FEI Titan 80-200 [106] used in this work are able to resolve individual atomic column positions with 
projected distances even below one Ångström [107,108]. All HR-STEM experiments before May 2015 have 
been performed at the Ernst Ruska-Centre (ER-C) for Microscopy and Spectroscopy with Electrons together 
with Dr. Juri Barthel and all experiments after May 2015 have been performed at the Max-Planck-Institut 
für Eisenforschung GmbH in Düsseldorf together with Dr. Christian Liebscher. 
Both, the hardware of the microscopes and the theoretical treatment of STEM imaging has been advanced 
in the past decades. All details concerning theory and hardware can be found in textbooks [89,90] or 
review papers [3]. Therefore, only the basic aspects of STEM imaging are discussed in this section, which 
are relevant for the interpretation of the results of this work. 
A simplistic principle of STEM is shown in Figure 4.7 (a). A convergent electron beam is focused to a small 
spot, or probe, by the lens system onto the electron transparent sample. In modern microscopes, this lens 
system typically consists of three electromagnetic lenses termed condenser lens system. The achievable 
probe size, and hence resolution, is mainly limited by the spherical aberration of the probe forming lens. 
Therefore, an aberration corrector is installed after the condenser system to measure and compensate 
for higher order lens aberrations including the spherical aberration of the probe forming lens to obtain 
atomic resolution. In STEM, the forward scattered electrons are collected by annular detectors placed in 
the diffraction plane to form the image. Either by selecting different annular detector geometries, as 
illustrated in Figure 4.7 (a) where different regimes are highlighted by their color, or by changing the 
camera length a specific angular range of scattered electrons can be selected. Conventionally, they are 
denoted as bright field (BF) ~0-10 mrad, annular bright field (ABF) ~10-25 mrad, low-angle annular dark 
field (LAADF) ~25-50 mrad, and high-angle annular dark field (HAADF) ~50-300 mrad. 
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Figure 4.7. (a) Simplistic principle of scanning transmission electron microscopy: the lens system is forming an electron probe on 
the electron-transparent specimen. The annular detector regimes are denoted as bright field (BF), annular bright field (ABF), low 
angle annular dark field (LAADF), and high angle annular dark field (HAADF). (b) Lens and deflection system, taken from [89]. 
Under HAADF conditions, the imaging process can be approximated by Rutherford scattering and hence 
the image intensity is proportional to the atomic number Z of the specimen. Thus, HAADF imaging 
provides chemical contrast and is also termed Z-contrast imaging. On the other hand, the presence of 
strain fields inside the specimen can lead to dechanneling of the electron probe and when low index 
reflexions are collected an increase in intensity is observed using LAADF imaging conditions (strain 
contrast) [109]. By selecting suitable detector geometries, it is possible to optimize the image quality or 
to render specific features such as strain fields or defects visible. In modern microscopes, it is even 
possible to use two or three different detectors at the same time to obtain a chemically sensitive HAADF 
image together with a LAADF image that is providing enhanced defect contrast. Two pairs of deflection 
coils are used to scan the convergent probe across the sample without changing its incident direction 
(parallel to the optic axis), see Figure 4.7 (b).  
The microscopes used in this study for high resolution imaging are equipped with a hexapole corrector to 
compensate for the spherical aberration of the probe forming lens system. Residual aberrations were 
compensated up to 4th order with a 3rd order spherical aberration coefficient of <500 nm. Semi-
convergence angles of 17 and 23 mrad were used. The microscopes were operated at acceleration 
voltages between 120 and 300 kV with electron currents between 50 and 100 pA. The mainly used semi-
collecting angles for ABF, LAADF, and HAADF at different camera lengths can be found in Table 4.1. All 
samples analyzed in this work are lamellas with a thickness <100 nm prepared by FIB milling, see section 
4.1.2.  
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Table 4.1. Angular detector regimes for annular bright field (ABF), low angle annular dark field (LAADF) and high angle annular 
dark field (HAADF) at the used camera lengths. 
 
4.2.4 Energy dispersive X-ray spectroscopy 
In EDX the emitted x-rays of a sample are used to analyze the chemical composition of a material. The 
basic principle is shown in Figure 4.8 (a). Electrons of an inner electron shell are knocked out via irradiation 
of the sample with the electron beam in the SEM or TEM (works also with x-ray excitation in X-ray 
fluorescence). The missing electron within the inner shell leads to an instable configuration and the hole 
is instantly filled by an electron from one of the outer shells causing X-ray emission in a specific energy 
range. The emitted energy is given by the difference of the electron energies before and after the 
relaxation. The different possible combinations are denoted by the name of the final shell (K, L, M) 
together with a suffix (α, β, γ) describing the difference of final shell and initial shell before and after 
relaxation. 
In the experiment, the sample is scanned with the electron beam and energy spectra of the detected X-
rays are recorded in dependence of the beam position. Depending on the chemical composition, different 
peaks and peak intensities can be observed, as can be seen in the example in Figure 4.8 (b). This spectrum 
corresponds to an area scan of a Fe precipitate located at a Si GB, where only the main peaks are labeled. 
Data evaluation is half-automated in modern software packages and in many cases the stoichiometry of 
the sample can be calculated via the peak intensity relationships. The detection limit of EDX is in the range 
of 1 wt.%, whereas for state of the art detector systems it can be even below this value in case of heavy 
elements [110]. 
 
Figure 4.8. (a) Schematic principle of electron dispersive X-ray spectroscopy (EDX). Electrons from an inner shell are knocked out 
by irradiation with the electron beam and the hole is subsequently filled with an electron from an outer shell. The energy of emitted 
X-rays is element-specific and depends on the involved shells (K,L,M). (b) Experimental EDX spectra of Fe precipitate in Si. 
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4.2.5 Atom probe tomography 
Investigations of the chemical GB composition were performed by APT in the present study. This section 
contains an introduction to the main principles of this technique; more detailed information can be found 
in text books [84-86]. 
APT was originally invented in 1968 by Müller et al. [111] for direct analysis of chemical natures in metals 
and alloys. The original method was based on field evaporation by high electric field and thus was limited 
to electrical conductive materials. The main principle is shown in Figure 4.9. Under high electric fields the 
surface atoms of a metal can be ionized and evaporated, if they overcome the energy barrier Qn, as 
indicated by the schematic atomic and ionic potential energy in (a). To achieve electric fields high enough 
for field evaporation, the sample is prepared as a sharp needle with a radius of curvature below 100 nm. 
The sample is mounted in an ultra-high vacuum (UHV) chamber opposite to a position-sensitive detector 
system. A high static voltage of up to 16 kV is applied between the specimen and the local electrode, 
Figure 4.9 (b). Under the assumption of a spherical apex, the electrical field at apex is given by 
 ,
f
U
F
k R


 (4.3) 
where U is the applied voltage, R the radius of curvature and kf is a correction factor, referred to as field 
factor. At a material specific voltage, a critical field is reached and single atoms at the apex of the tip are 
ionized and get evaporated subsequently. 
  
Figure 4.9. (a) Schematic 1D plot of potential energy E(x) of an atom and ion in dependence of the distance from the surface under 
presence of an electrostatic field. (b) Schematic principle of APT consisting of an ultra-high vacuum (UHV) chamber, a needle 
shaped specimen with a radius of curvature R~50 nm, a local electrode (LE), and a position sensitive detector system. A high static 
voltage is applied and additional voltage pulses (metals) or laser pulses (semiconductors) are used to control the field evaporation 
process in order to measure the time-of-flight. 
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During the measurement, the static voltage Ubase is kept 10-25% below the critical value and additional 
voltage pulses Upulse are applied to control the field evaporation. Therefore it is possible to measure the 
time 
flightt
 necessary for the ions to reach the detector system. Under simplification of a direct flightpath 
with a constant velocity the mass-to-charge ration is now given by 
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 (4.4) 
where e denotes the elementary charge, Ubase the base voltage, Upulse the pulse voltage, α a correction 
factor, L0 the flight length and px and py the coordinates of the detected ion. This enables the chemical 
identification of the detected ions via their mass-to-charge ratio. The position of the ion impact on the 
detector is typically recorded by a combination of a microchannel plate and a delay-line detector. The 
coordinates of the impact are used for back projection of the ions onto a virtual tip surface. As the atoms 
are field-emitted atom by atom and layer by layer, the sequence of detected events can be used to 
determine the z-coordinate of the emitted atom. Under consideration of the tip geometry (shank angle, 
radius of curvature) and its blunting with progress of the APT measurement, the whole evaporated volume 
can be reconstructed with appropriate software tools. In the present work Cameca IVASTM 3.6.8 – 3.6.12 
have been used for reconstruction and data treatment. Two different methods were used for an 
optimization of the reconstruction parameters in this work, either by tuning the reconstruction towards 
correct lattice plane distances, or by imposing the tip geometry observed in SEM (the evolution of sample 
thickness is measured at several points along the tip axis in an SEM image).  
With the availability of pulsed lasers, APT also became applicable to semiconducting materials in the 
eighties [112,113]. Here, the electrical pulses are replaced by ultrashort laser pulses. Absorption of a laser 
pulse leads to a very short heating of the sample, where the temperature difference strongly depends on 
the pulse energy and the wavelength-dependent absorption of the material [114,115]. In the short period 
of increased sample temperature, the critical voltage for field evaporation is reduced. This effect enables 
a controlled field evaporation analogous to the electrical pulsing. One disadvantage of the laser-assisted 
APT is the appearance of thermal tails in the time-of-flight mass spectra. The specimen is heated up almost 
instantly, but the time necessary to cool-down the specimen is much higher and depends strongly on the 
tip shape and the thermal conductivity of the material. This enables late evaporation and leads to the 
detection of a longer time of flight. The result is an asymmetric peak shape with a tail at higher mass-to-
charge ratios, see Figure 4.10. 
For the present study, two different local electrode atom probe systems from Cameca were used: LEAPTM 
3000X HR and LEAPTM 5000 XS. Most experiments were performed on the 3000X HR system, applying 
12 ps laser pulses with an energy of 0.35 nJ at a repetition rate of 160 kHz and a wavelength of 532 nm. 
After the installation of the world’s first LEAP 5000 system in July 2015 in Düsseldorf, all further APT 
experiments were carried out on this UV-laser based system with a wavelength of 355 nm. Due to the 
smaller spot size and higher absorption coefficient of Si in the UV regime, a smaller laser pulse energy of 
30 pJ could be used in the experiments, which led to a significant reduction of the thermal tails in the 
time-of-flight mass spectra, see Figure 4.10. Here, the repetition rate was set to 250 kHz and the base 
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temperature was kept at 60 K. Another advantage of the LEAP 5000 XS system is the highly improved 
detector system. Due to an improved geometry of the microchannel plate, the detection efficiency of the 
LEAP 5000 XS could be increased to 80% compared to 37% of the LEAP 3000 HR system. The reducion of 
thermal tails and the improved detector system of the LEAP 5000 XS are particulary advantagous in the 
present study, where lowest amounts of trace impurites are in focus.  
 
Figure 4.10. Superimposed mass spectra obtained by LEAP 3000X HR (T=60K, 300 pJ pulse energy) and LEAP 5000 XS (T=60K, 30 
pJ pulse energy) in bulk Si for a fixed sample volume demonstrating the influence of laser wavelength/energy on the spectrum 
quality. Due to the fixed analysis volume, the total number of detected atoms is much higher for the LEAP 5000 XS system (higher 
detection efficiency), but nevertheless the thermal tails are below the LEAP 3000X HR data in this overlay spectrum. 
 
4.2.6 Extracting Gibbs interfacial excess from atom probe data 
As already discussed in the previous section, APT is a very powerful tool for detecting low amounts of 
impurities within a small volume. The quantity of impurities is commonly given as a concentration in units 
of at.% or ppm. This is meaningful when discussing the impurity content in bulk material, for example in 
a whole ingot. When the focus is on GB segregation, the concentration is no longer the optimum measure 
for a quantitative comparison, as it depends on the considered volume. A more reasonable measure for 
comparison is the Gibbs interfacial excess Γ, which quantifies the impurity segregation with respect to the 
GB area in units of atoms/nm². This value does not depend on the considered volume and can be easily 
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extracted from the APT data. The method was already applied in the 1990s by Krakauer and Seidman 
[116,117] and the principle is summarized as follows. 
The main idea behind this method is to plot the cumulative ion count of a selected impurity species versus 
the cumulative total ion count of the APT measurement, as shown in the example in Figure 4.11. The GB 
plane should preferably be perpendicular to the measurement direction or rather the counting direction. 
If the impurity species is distributed homogenously within the measured volume, its cumulative ion count 
increases linearly with the total ion count. In case of segregation, the impurity ion count increases faster, 
leading to an increased slope of the impurity ion count curve. As soon as the whole decorated GB volume 
is evaporated, the slope of the impurity ion count curve decreases and becomes linear again. This results 
in the typical shape of these curves, which are often referred to as “ladder diagram”. 
 
Figure 4.11. Example of “ladder diagram” for extracting the Gibbs Interfacial Excess Γ. The cumulative ion count of a selected 
impurity species (C in the shown case) is plotted versus the cumulative total ion count of the measurement. The number of excess 
atoms Nexcess is determined at the Gibbs dividing surface as indicated. This number is divided by the known interface area AGB to 
calculate Γ. 
In order to extract the number of excess atoms Nexcess at the analyzed interface, both linear parts of the 
curve are fitted and extended to the so called “Gibbs dividing surface”. This plane approximates the 
position of the interface within the ladder diagram and can be determined in different ways. In this work 
the Gibbs dividing surface was determined by calculating the point of inflexion xGDS of the ion count curve 
by finding the maximum of its 1st derivation. Nexcess is then simply given by the difference 
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where 𝑁𝑎
𝐺𝐷𝑆 and 𝑁𝑏
𝐺𝐷𝑆 are the extrapolated impurity counts at the Gibbs dividing surface (xGDS), see Figure 
4.11. The number of detected impurity atoms is reduced by the limited detection efficiency ηD of the APT 
system, which is corrected by multiplication with the reciprocal of the detection efficiency. Dividing this 
number by the GB area directly results in the Gibbs’ interfacial excess 
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N
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   (4.6) 
The excess values in the present study were calculated by analyzing small cylinders having the GB plane 
parallel to the base of the cylinder. In this case the GB area equates the base area of the cylinder. 
4.3 Material 
The mc-Si samples analyzed in this study originate from a former research cluster called SolarFocus [118] 
and were provided by Dr. Winfried Seifert from BTU Cottbus. Part of that project was to study the 
influence of transition metals, such as Cu and Fe, on the solar cell efficiency. Ingots were grown by 
directional solidification in 200 mm crucibles with Si3N4 lining, see also 2.1.3. The material was 
intentionally contaminated during melting of the feedstock by 20 ppm Fe and 20 ppm Cu. Wafers from 
different ingot heights have been analyzed as part of that project with respect to their cell efficiency and 
bulk composition in comparison to a clean reference ingot grown in an identical crucible [17,118]. Samples 
from the contaminated ingot are referred to as sample type A in the following, and samples from the 
reference ingot as type B, respectively. Figure 4.12 shows the solar cell efficiencies and the bulk impurity 
concentrations in dependence of the ingot height, taken from [17,119]. As can be seen in Figure 4.12 (a) 
the cell efficiency drops significantly in the bottom and top part of the contaminated ingot. As expected 
from 2.1.3, the bulk concentration of the contaminants Cu and Fe measured by neutron activation analysis 
is highest in the top part, whereas the O concentration measured by fourier transform infrared 
spectroscopy decreases from bottom to top, Figure 4.12 (b). The majority of the analyses presented in the 
following chapter were performed on samples from the capping area of the contaminated sample type A, 
as the expected impurity concentration was expected to be highest there. Furthermore, Chapters 5.1 and 
5.2 contain a comparison of some structural and electrical properties of sample type A and B with industry 
clean material (sample type C). 
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Figure 4.12. (a) Measured solar cell efficiencies with respect to the ingot height for contaminated sample type A (black) and clean 
reference material (red). (b) Measured impurity concentrations in dependence of ingot height for sample type A (exp) and B (ref). 
Most analyses in this study were performed on samples from the capping area of the sample type A (grey area around 190 mm). 
Data was taken from [17,119]. 
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5. Experimental findings 
This chapter contains the main experimental findings and is subdivided into 5 sections. First, in section 
5.1, the macroscopic GB properties like grain size and CSL distributions are discussed for samples with 
different impurity content. The influence of the mesoscopic GB structure on the recombination activity is 
analyzed in 5.2, whereas findings on the atomic structure of the GBs are presented in 5.3. Finally, the link 
between atomic structure and chemical composition can be found in 5.4, where APT analyses from 
different type of GBs are discussed, and in 5.5, where a unique 1:1 correlation of atomically resolved HR-
STEM imaging and 3D APT analysis sheds new light on the GB segregation process. 
5.1 Macroscopic influence of impurities 
As already discussed in 2.1.2, there are different factors influencing the crystallographic structure and the 
performance of mc-Si, i.e. the purity of the Si feedstock, the lining of the crucible walls and the relative 
height within the crystal ingot. In all cases, where a higher amount of impurities is expected, both, the 
grain size and the material performance in terms of energy conversion efficiency decrease. In the present 
study equivalent observations were made. Figure 5.1 shows photographs of the 3 different sample types 
mentioned in 4.3 together with the related inverse pole figures (IPFs) obtained by EBSD. Sample type A 
typically shows the smallest grain size and a wide range of crystallographic misorientation between the 
different grains. Sample types B and C show much larger grain sizes, whereas type B has typically a high 
amount of straight and nearly parallel GBs. 
 
Figure 5.1. Photographs (a-c) and corresponding inverse pole figures (d-f) of different sample types. A was taken from the capping 
area of an intentionally contaminated ingot, B from an ingot grown in a particular clean reference crucible and C from the middle 
part an industrial clean ingot. 
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The GB character distribution is shown in Figure 5.2 for the individual sample types. These values are 
calculated based on the total length of the different GB types extracted from the EBSD data. The fraction 
of SAGBs is ≤2% in all sample types and the CSL GBs are the dominant interface with ≥70%. The grain sizes 
and the distribution of CSL type of the discussed sample types are shown in Figure 5.3. The contaminated 
sample A typically has small grains with a diameter <3 mm. In case of the clean samples B and C bigger 
grain sizes >3 mm are observed. The predominant CSL type is Σ3 with a number fraction of >50% in all 3 
samples, followed by Σ9 and Σ27. Consequently, the main focus of this work was put on these 3 GB types. 
 
Figure 5.2. GB character distribution for sample type A-C based on the total length of the different GB types. 
 
 
Figure 5.3. Grain diameter and coincidence site lattice (CSL) type distribution for the analyzed samples. Please note the y-break at 
the CSL type diagram. 
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5.2 Grain boundary recombination activity 
The GB recombination is believed to depend strongly on the GB character, structure, and chemical 
composition. The EBIC contrast was reported to increase with Σ value of CSL GBs and with the GB impurity 
level, as reported by Chen et al [64]. In Figure 5.4 large-area EBIC maps for the different sample types A, 
B, C are presented. These quantitative maps confirm that the recombination activity is higher for the 
contaminated sample compared to the clean ones, as can be seen from the indicated EBIC contrast values. 
Not only the number and intensity of recombination active GBs is higher, but also the recombination 
activity inside the bulk. Furthermore, large dots can be observed at the GBs in the EBIC map of sample A 
(see red arrow), which most likely indicate the presence of precipitates. To better understand the 
structure-impurity-recombination relationship, a systematic analysis of the contaminated sample type A 
was conducted. 
 
Figure 5.4. Large-area electron beam induced current (EBIC) maps of sample type A, B, and C showing the strongest recombination 
activity at the contaminated sample. Large black dots at the GBs in sample type A (see red arrow) might indicate the presence of 
precipitates. 
Another large-area EBIC investigation of the contaminated material is shown in Figure 5.5. The EBIC map 
shows several GBs with pronounced recombination activity, whereas the GB character can be extracted 
from the GB color code in the IPF. In the present study Σ3 is continuously colored red, whereas Σ9 and Σ27 
are green and blue respectively. RHAGBs (non-CSL) are drawn black. In agreement with Chen et al. [64] 
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most of the recombination active GBs can be identified as RHAGBs or higher ordered CSL GBs. Accordingly, 
most of the Σ3 GBs visible in the IPF possess no increased contrast in the EBIC map. 
 
Figure 5.5. Large-area EBIC map (a) and correlated large area inverse pole figure map (b). The numbers - indicate positions, 
where high resolution data on the atomic structure (STEM) and/or chemical composition (APT) exist.  
The indicated areas I and II in Figure 5.5 (a) were investigated carefully to study the influence of the GB 
crystallography on the recombination activity. A magnified EBIC map of area I is shown in Figure 5.6 (a) 
together with the most relevant EBSD information (b-c). As can be seen in Figure 5.6 (b), all GBs present 
in this area are either RHAGBs or Σ3 interfaces. All RHAGBs show a strong contrast in the EBIC map, 
whereas the EBIC signal of the present Σ3 GBs shows a stronger variation. The 3 highlighted positions ①-
③ indicate the GB portions selected for further analysis of the GB chemistry by APT. The corresponding 
experimental results are discussed in 5.4.2. The EBIC map of the relatively small sample area in Figure 5.6 
(a) shows already some interesting characteristics of the GB recombination activity: i) the contrast of Σ3 
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GBs can vary strongly. A short Σ3 interface near position  has a very strong EBIC contrast (40%), the Σ3 
interface running to the upper right corner (red arrow in Figure 5.6 (b)) has a strong discontinuity switching 
nearly instantaneously from 0% to 23%, and the Σ3 interface running to the bottom (blue arrow in Figure 
5.6 (b)) shows no contrast at all. ii) RHAGBs are typically not straight and have a relatively high EBIC 
contrast. The contrast seems to change with the local GB orientation, as can be seen for the RHAGB on 
the left-hand side, where the contrast is increasing continuously from 13% to 21%. A detailed discussion 
of these phenomena in correlation with the GB structure follows below. 
In addition to the GB character, the angular deviation from the average grain orientation for every grain 
is shown from 0-1.8° (blue) in Figure 5.6 (b). Notable at this point is the significant orientation deviation 
in the right hand side grain, especially in the vicinity of the TJ. This may be an indicator for imperfect 
twinning resulting in the formation of dislocations for strain accommodation or/and steps at the GBs. 
Figure 5.6 (c) visualizes the angular deviation in misorientation of the present Σ3 GBs from the ideal Σ3 
definition. The highest deviation is observed at the short Σ3 GB with the strong EBIC contrast of 40%. 
 
Figure 5.6. (a) EBIC map of sample area I with quantitative contrast values for selected positions (±1%). The red arrows indicate 
the three positions chosen for detailed APT analysis later in section 5.4.2. (b) SEM image of sample area I overlaid with EBSD 
information on the GB crystallography. The deviation in orientation from 0˚ to 1.8˚ inside the grains is plotted in this map. (c) GB 
map indicating the deviation from ideal Σ3 definition. 
For a meaningful correlation of electrical and structural properties of the GBs, it is essential to characterize 
a GB not only by the global misorientation of the two grains, but also to analyze local deviations in 
orientation/misorientation and the GB habit plane. The latter cannot be extracted directly from a 
conventional 2D EBSD scan, but an additional trace analysis can verify if the measured data fits to one of 
the most prominent (low-energy) GB habit planes (see also Table 3.1). An example for the trace analysis 
is shown in Figure 5.7, where 3 different GB positions from area I were investigated. The red line in the 
IPF in Figure 5.7 (a) represents the trace of the underlying Σ3 GB. In Figure 5.7 (b), the (111) poles of both 
corresponding grains are plotted into the same projection. All possible GB normal vectors are represented 
here by the red line, which is perpendicular to the red boundary trace line in Figure 5.7 (a). The trajectory 
of possible normal vectors passes exactly through the common (111) pole of the two abutting grains. 
Therefore, the here analyzed GB most likely corresponds to a coherent Σ3{111} TB. The neighboring Σ3 GB 
can also be identified as Σ3{111} TB by trace analysis (not shown here). Both GBs were completely inactive 
with an EBIC contrast of 0% in the EBIC map, Figure 5.6 (a). This is consistent with the literature, where 
Σ3{111} TBs are known to be electrically inactive [41,75]. 
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Figure 5.7. (a) Inverse pole figure map of sample area I with colored plane traces and the corresponding pole figures for (b) Σ3 
{111} (red), and (c) incoherent Σ3 (orange and blue). Colored lines in the pole figures represent all possible grain boundary normal 
vectors of the boundary. 
The same trace analysis was carried out for the slightly bended Σ3 interface at the upper right side of area 
I. Because of the slightly changing GB direction, the trace analysis was conducted for two different GB 
fractions here, represented by the orange and blue trace. The combined (111)/(112) pole figure in Figure 
5.7 (c) does not show an overlap of the common (111) pole with the two GB trajectories. However, the 
lower part of the GB is close to a {112} interface plane with nearly perfect overlap of the orange trajectory 
and the common (112) pole. The slight curvature of the GB plane results in an angular deviation of the 
upper part of nearly 10°. This indicates that this GB section is consisting of an asymmetric or faceted 
interface, as discussed later in 5.3. This in turn explains the strong recombination activity observed for the 
upper GB section in Figure 5.6 (a). 
A magnified EBIC map of area II is presented in Figure 5.8, together with the CSL character of the present 
GBs extracted from EBSD measurement. This area contains numerous Σ3, Σ9 and Σ27 GBs. The vertical 
elongated parallel GBs can be identified as Σ3{111} TBs by trace analysis. Consistent with the previous 
paragraph, all of them are electrically inactive. These elongated grains are terminated by rather short Σ3, 
Σ9, and Σ27 GBs, which all show an increased EBIC contrast here. Remarkable at this point is that the 
contrast is much higher for the small Σ3 interfaces (GB plane ≠ {111}) compared to the higher ordered Σ9 
and Σ27. A detailed view on the crystallography and composition of these Σ3 interfaces can be found in 
5.3.3 and 5.4.3. Even more remarkable is the high comparability of similar GBs: interfaces with identical Σ 
value and a parallel habit plane show nearly the exact EBIC contrast. This indicates that specific structural 
features and/or a preferential impurity segregation exists, which influence the electrical performance in 
a predictable manner. Both aspects are analyzed with highest accuracy in the following chapters: the 
atomic structure and the chemistry of the present GBs are discussed in 5.3 and in 5.4 and 5.5, respectively. 
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Figure 5.8. EBIC map of area II overlaid with coincidence site lattice type extracted from EBSD data. Numbers indicate the positions, 
where further APT and HR-STEM investigations have been performed. 
 
5.3 Atomic structure of grain boundaries 
This section summarizes the main experimental findings concerning the atomic GB structure. The sample 
preparation of thin foils for HR-STEM analysis is challenging and time-consuming, as already described in 
section 4.1.2. Therefore the TEM foils in this study were primarily prepared from TJ areas, allowing to 
study the structure of three different GBs within a single specimen. The majority of TJs existing in the 
analyzed samples are a combination of either Σ3-Σ3-Σ9 or Σ3-Σ9-Σ27 CSL GBs. Both types were studied in 
this work and will be described in this section. Another commonly observed type of TJ contains at least 
one RHAGB. This type of TJ was not analyzed by HR-STEM, because in this case it is typically impossible to 
align all three grains with a common zone axis parallel to the electron beam at the same time. 
Nevertheless, STEM data of a TJ with a RHAGB at lower magnification can be found in 5.3.5. 
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The main findings on the complex Σ9 structure in the following section 5.3.1 have already been published 
in [120]. 
5.3.1 Complex Σ9 substructure at Σ3-Σ3-Σ9 triple junction 
Already in the case of a regular Σ3-Σ3-Σ9 TJ, the HR-STEM analysis reveals the complexity of the atomic 
structure at non-Σ3{111} GBs. A TEM lamella was prepared from the TJ  marked by the white arrow in 
Figure 5.9 (a). During specimen preparation, as well as in the pre-characterization by EBIC/EBSD, the Σ9 
GB appeared to be completely straight and was expected to follow the same GB plane direction as the 
neighboring Σ3 GB ({111} with respect to the right-hand grain). However, already in the STEM overview 
image displayed in Figure 5.9 (b) it can be seen that the Σ9 consists of at least two segments. The smaller 
segments has a length of ~200 nm and lies in the direct vicinity of the TJ. The atomic structure of this 
segment can be seen in the HAADF STEM image in Figure 5.9 (c); it consists of the well-known symmetrical 
and coherent Σ9{122} interface [105,121,122]. The distortions of the atomic arrangements are very small. 
For example, every single Si dumbbell in the HAADF image can be assigned to one of the two grains 
according to its orientation. Only a little distortion of the GB symmetry can be observed in the direct 
vicinity of the TJ, where the contrast of the HAADF image drops in Figure 5.9 (c). A careful look on the 
atomic configuration reveals that the trace of the Σ9 interface contains a small step exactly at the position 
of reduced contrast, see Figure 9.2 in the Appendix. This kind of additional defect can most likely be 
attributed to geometrical constrains at the TJ. 
However, the adjacent Σ3{111} TBs have an almost perfectly symmetrical and coherent structure in the 
HAADF HR-STEM image in Figure 5.9 (c). In view of this high symmetry it is not surprising that both Σ3 GBs 
appear to be electrical inactive in terms of the EBIC signal observed in Figure 5.9 (a). The same atomic 
structure was experimentally observed for several other Σ3{111} TBs. Thus, it can be assumed that all 
electrical inactive Σ3{111} TBs with a straight GB plane on the meso-scale have the same atomic structure 
with minimum additional distortions. 
 
Figure 5.9. (a) EBIC map (b/w) of the studied sample area in correlation with the coincidence site lattice character obtained by 
EBSD (RGB). The arrow indicates the analyzed triple junction (TJ) . (b) Overview of the TEM specimen containing the TJ of two 
Σ3 and one Σ9. The GB plane direction of the Σ9 interface is rotated by 57° at a distance of approximately 200 nm away from the 
TJ. (c) High-resolution HAADF STEM image of the TJ. All three GBs meeting at the TJ have a symmetric structure. STEM images 
were recorded on a FEI Titan 80-200 [106] at the ER-C Jülich. Image taken from [120]. 
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In contrast to the electrically inactive Σ3 TBs, the Σ9 GB shows a strong EBIC signal of 18% (see Figure 5.8), 
at least for the longer and asymmetrical portion. This longer portion consist of an asymmetrical and 
incoherent {111}|{115} interface (corresponding trace analysis for this interface can be found in the 
appendix 9.2, Figure 9.3), and its atomic arrangement differs from the structure observed at {111}|{115} 
interfaces in diamond [123]. Contrary to the symmetric Σ9{122} segment, it shows strong distortions of 
the atomic arrangements; but nevertheless the atomic structure repeats periodically with almost perfect 
accuracy over a range of several 100s nm, see Figure 9.4 in the Appendix. The observed period length is 
2 nm, as illustrated by the dashed lines in Figure 5.10. Every periodic unit contains 10 Si dumbbells, which 
cannot be assigned to one of the two grains, as they have a completely different orientation (blue ellipses). 
Furthermore, 4 single-atomic columns per period are observed (yellow circles). The distorted dumbbells 
are oriented such that they locally resemble the structure of several short stacking faults or “nano-Σ3 
TBs”, consisting of only 4-8 atomic columns. 
Within each period of the complex GB structure, the HAADF signal drops significantly. However, the 
intensity peaks due to the projected atomic columns can still be recognized in the image. The reduction 
of the HAADF intensity can be due to geometrical distortions of the crystal lattice as discussed by Couillard 
et. al. [105], as well as due to chemical defects such as vacancies or the presence of impurity atoms at the 
GB. STEM image simulations based on the data presented here were performed by Dr. Juri Barthel from 
the ER-C Jülich and can be found in [120] and in the appendix (Figure 9.8). The simulations were conducted 
for the case of partial site occupancies (simulating vacancies) and static atomic displacements (simulating 
local strain) and reproduce in both cases a contrast breakdown similar to the experimental images. 
Therefore no clear statement can be made, how far these two effects apply here. Further related 
computational simulations by Benedikt Ziebarth on the observed atomic configuration revealed a 
surprisingly low GB energy, which explains the high stability of the interface, see also appendix 9.2 and 
reference [120]. 
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Figure 5.10. High-resolution HAADF STEM image of the asymmetric Σ9(111|115) GB segment in [110] projection. The period of 
the complex GB structure is indicated by white dashed lines. Dumbbell columns belonging to the left grain are marked by red 
ellipses, while those belonging to the right grain are marked orange. The dumbbells marked by blue ellipses deviate in their 
orientation and cannot be assigned to one of the grains. Four single Si atom columns are marked by yellow circles (FEI Titan 80-
200 [106]). Image taken from [120]. 
5.3.2 Structure at Σ3-Σ9-Σ27 triple junction 
The atomic structure at a Σ3-Σ9-Σ27 TJ is shown in Figure 5.11. The specimen was prepared from position 
 marked by the white arrow in Figure 5.11 (a). The observed atomic arrangements in the HAADF image 
in Figure 5.11 (b) show again the highly symmetric and coherent structure of the Σ3{111} TB. The 
measured misorientation of the corresponding grains in the HAADF image is 69° (around <110> zone axis), 
which is close to the theoretical value of 70.53° (see Table 3.1). In contrast, the Σ9 shows a larger 
deviations from the theoretical expected misorientations: The measured misorientation for the Σ9 GB is 
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36°, whereas the theoretical value is 38.94°. For the Σ27a GB the misorientation is measured to be 33°, 
whereas the expected value is 31.58°. However, these small deviations fall well below the Brandon 
criterion [45]. Nevertheless, both GBs have a complex atomic structure.  
The atomic structure of the Σ9 interface contains Si dumbbells, which cannot be assigned to one of the 
two adjacent grains by means of their orientation, similar to the asymmetric Σ9{111}|{115} interface in 
the previous section. Likewise, the complex atomic structure has a clear periodicity with a period length 
of 1.5 nm in the present case. One structural unit consists of 4 single atomic columns and 3 Si dumbbells 
with rotated orientation, drawn as yellow circles and blue ellipses in Figure 5.11 (b). 2 of these blue 
dumbbells are oriented such, that they built a misorientation of 71°±2° with respect to both neighboring 
grains. Locally, this results in atomic arrangements building small “nano-TBs” or stacking faults consisting 
of only 4-8 atomic columns, similar to the structure observed in 5.3.1. It can be expected, that this 
mechanism leads to minimization of the global GB energy. From a theoretical point of view, it might be 
useful to treat the yellow+blue atoms as a third grain and thus to break this interface down into 3 Σ3 GBs. 
Nevertheless, the distorted interface region has a thickness of only one monolayer and consists of a 
mixture of single atomic columns and dumbbells of two different orientations here. Therefore the term 
“distorted interface” is maintained for this type of atomic arrangement. 
 
Figure 5.11. (a) EBIC map (b/w) of the studied sample area in correlation with the coincidence site lattice character obtained by 
EBSD (RGB). The arrow indicates the analyzed triple junction (TJ) . (b) High-resolution HAADF STEM image resolving the atomic 
structure in the vicinity of a TJ. STEM experiments were performed on a FEI Tecnai G2 F20 at the ER-C Jülich [124]. 
A similar observation is made at the Σ27 interface above the TJ in Figure 5.11 (b). Here, both grains have 
a misorientation of 33° in the HAADF STEM image, which is close to the theoretical expected value of 
31.58° for a Σ27a GB. The distorted interface region consists of 9 dumbbells (blue) and 2 monoatomic 
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columns (yellow). The transition dumbbells have a uniform orientation, forming again a 71°±2° 
misorientation with the grain on the left-hand side (orange) and a misorientation of 39°±2° with the grain 
on the right-hand side (red). This results in a periodic dissociation of the Σ27a GB into 2 Σ3 and 1 Σ9 GBs. 
Again, the third grain (blue) consists only of two atomic layers, but in this case it is reasonable to treat the 
blue atoms as individual grains. The observed mechanism increases the total GB area, but it introduces 
large portions of energetically favorable Σ3 TBs and thus reduces the total fraction of distorted non-Σ3 
interfaces. Accordingly, a reduction of the total GB energy can be expected. A similar structure was 
recently described by Hähnel et al. [103] and was also reported for other interfaces, such as Σ9 [125]. True 
Σ27a segments without dissociation were not observed in this study and could also not be found in the 
literature [126].  
5.3.3 Faceting of Σ3 interface 
GB faceting was observed at interfaces, where multiple low-energy GB orientations exist and where the 
global GB plane (a) is curved and/or (b) does not fit to one of the possible low-energy GB plane 
orientations. An example of a slightly bent Σ3 GB (position ) is discussed in this section. The trace analysis 
in Figure 5.12 reveals one possible {111} GB plane orientation (overlap of empty circles) and 3 possible 
{112} orientations (overlap of filled circles) based on the crystal orientations. One of the latter is 
overlapping with possible GB normal directions deduced from the mean direction of the curved GB trace 
(red line). Most probably this specific {112} plane can be found along the GB interface, but due to its 
curvature not the entire interface can be realized along this specific habit plane. However, the HR-STEM 
analysis shown in Figure 5.13 reveals that main parts of this interface are composed of a sequence of 
alternating orthographic Σ3{111} and Σ3{112} facets. This corresponds well to the highlighted directions 
in Figure 5.12. For better visibility dashed lines (blue and yellow) have been added to the projection and 
the corresponding traces have been added to the HAADF image in Figure 5.13 (a), where the angular 
relationship of all three directions match nearly perfectly to the observed angles between facets and the 
mean GB direction. 
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Figure 5.12. Combined (111)/(112) pole figure for trace analysis of the slightly bended Σ3 interface at position . 
A representative section of the faceted interface is shown in the HAADF STEM micrograph in Figure 5.13 
(a), where a series of {111} and {112} facets can be observed. The atomic arrangement is resolved at higher 
resolution in Figure 5.13 (b). The highlighted structural motifs of both interfaces are well known, and can 
be found in the literature [104,127-129]. Note at this point that two different atomic arrangements are 
observed at the junction of both facet types: the structural motif I is observed at convex junctions. In this 
case the {112} motif is retained nearly completely up to the facet junction. Only one of the transition Si 
dumbbells (blue) is replaced by a single atomic column. The structural motif II is observed at concave 
junctions, where the {112} motif is not retained and the atoms seem to be packed much more densely. 
Here, a special configuration of three single atomic columns (yellow) can be observed forming a “triple-
column”. This special arrangement was already observed in HRTEM by Sakaguchi at an equivalent facet 
junction [104]. Ab initio calculations on these structures revealed that during relaxation, all atoms in the 
single atomic columns reconstruct by displacement along the [110] direction to avoid undercoordination 
(dangling bonds), except for the Si atom in the center of the triple column. In this case the relaxation leads 
to a fivefold coordinated atom (floating bond), which in turn can attract impurities like Fe as recently 
shown by Ziebarth [129]. The chemical composition of faceted interfaces is discussed in 5.4.3, see also 
Figure 5.25. 
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Figure 5.13. STEM images of a faceted Σ3{111}/Σ3{112} structure (position ) in <110> projection: (a) HAADF STEM overview; the 
indicated directions correspond to the lines in Figure 5.12. (b) Magnified HAADF view of facet structure with structural motifs. (c-
f) Strain sensitive LAADF STEM micrographs of different GB segments. Yellow arrows indicate areas of increased strain. Images 
were recorded on a FEI Titan Themis 60-300.  
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The STEM micrographs in Figure 5.12 (c-f) were taken in LAADF imaging conditions, enabling a qualitative 
strain mapping as described in 4.2.2. Figure 5.12 (c-d) correspond to the same area as observed in (a-b); 
strikingly and rather unexpectedly, an asymmetrical strain state is observed with qualitatively higher 
strain at the convex facet junctions, marked by yellow arrows in (c) and (d). This phenomenon is observed 
independently from the facet length, which indeed shows some fluctuation: the Σ3{112} facet in (e) has a 
length of 40 nm, whereas the GB section in (f) consists of a series of 2x53 facets. This can be translated 
into a mean length of 9.5 nm for Σ3{112} interfaces and 4 nm for Σ3{111} interfaces at this section. It might 
be expected, that additional GB defects like DSC dislocations are present at the facet junctions. A careful 
look on the CSL in Figure 5.14 reveals that the GB plane sticks to the planes of high CS density and no 
translation of the CSL is observed in the GB region, as it would be expected in case of present DSC 
dislocations. The CSL sites are plotted in yellow and pink to account for the different planes in the <110> 
direction (the construction of the CSL can be found in the Appendix, Figure 9.10 and Figure 9.11). 
 
Figure 5.14. HAADF STEM image of faceted Σ3{111}/Σ3{112} structure with superimposed coincidence site lattice for different 
planes in <110> direction (FEI Titan Themis 60-300). 
In a second TEM lamella, consisting of nearly the same crystallographic arrangement (position ), a very 
similar faceted structure was observed, see Figure 5.15. This interface contains symmetrical and slightly 
Experimental findings 
52 
 
asymmetrical Σ3{112} interface portions. The atomic arrangement in the symmetrical case is identical to 
the previously discussed interface, see Figure 5.15 (a). However, some segments along the interface have 
a slightly deviating GB plane, resulting in an asymmetrical interface with highly distorted atomic structure. 
Due to the distorted interface structure, it is not possible to precisely assign the GB plane in this case. The 
mean GB plane of the facet is approximated by the red line in Figure 5.15 (b), which is deviating 7° from 
the symmetrical {112} plane. Due to this deviation the periodicity of the atomic structure is lost and 
additional defects like stacking faults (SF) are incorporated into the interface structure. 
 
Figure 5.15. (a) HAADF STEM micrograph showing symmetrical Σ3{112} facet and (b) asymmetrical Σ3 GB close to Σ3{112}, where 
the GB plane is deviating 7° from the {112} orientation (position ). STEM images were recorded on a FEI Titan Themis 60-300. 
5.3.4 Faceting of Σ9 interface 
The same faceting phenomenon as in 5.3.3 was observed at curved or non-ideal Σ9 interfaces. The 
predominant interface consists of coherent Σ9{122} and incoherent Σ9{114} facets, as can be seen in 
Figure 5.16. The structural motifs are highlighted in Figure 5.16 (a), both were already observed in Figure 
5.9 and Figure 5.11, respectively. As can be seen in the HAADF micrograph in Figure 5.16 (b), the coherent 
Σ9{122} facets appear to be highly periodic and straight, whereas the incoherent Σ9{114} segments are 
curved and seem to be unstable. This can be seen in parallel to the previously discussed Σ3 facets, where 
the coherent Σ3{111} facets showed nearly perfect periodicity and stability and the incoherent Σ3{112} 
facets were observed to deviate from their regular structure in some cases, e.g. Figure 5.15. The instability 
of the incoherent interfaces can be explained by means of GB energy. If a specific GB plane direction is 
imposed by the crystal growth process or due to geometrical constraints, the system realizes the 
configuration of lowest energy. If the GB plane does not correspond to one of the low energy habit planes, 
additional GB defects will be introduced. In case of faceted interfaces this will predominantly occur at the 
facet with the higher energy. The GB energy of the Σ3{111} is negligible compared to the Σ3{112} interface 
and the energy of Σ9{122} is lower by a factor of 2 compared to Σ9{114} [129,130], see also Table 9.1 in 
the appendix. 
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Similar to the previous section, two different atomic arrangements were observed for the facet junction 
{122}/{114}. Both are highlighted in Figure 5.16 (a) by the yellow circles. The structural motif III is realized 
at the concave junction and motif IV at the convex junction. The atomic motifs of the facets {122} and 
{114} are retained nearly completely up to the junction in both cases. The main difference of the two 
present junctions is a slightly higher atomic density for the convex motif IV, caused by fusion of three 
atomic columns to a “triple-column”, similar to motif II in Figure 5.13. More details including strain and 
chemical composition can be found in 5.5, where HR-STEM and APT were performed on the same 
specimen. A summary of the observed structural motifs is given in Figure 6.1 in the Discussion. 
 
Figure 5.16. HAADF STEM micrographs of Σ9 interface consisting of {122} and incoherent {114} facets (position ): (a) 
Identification of structural motifs. (b) Overview of larger facets showing instability of the {114} facet on the right-hand side (FEI 
Titan Themis 60-300). 
5.3.5 Random high angle grain boundary 
The nanostructure of a RHAGB with 39.5° misorientation was analyzed by conventional STEM imaging. 
The specimen was prepared from the TJ at position  and contains a Σ13b and a Σ27b GB in addition to 
the RHAGB itself. The 2 CSL GBs have a strong and homogenous EBIC contrast, as can be seen in Figure 
5.5 and Figure 9.12 in the appendix 9.4. The EBIC contrast of the RHAGB in direct vicinity of the TJ is 
comparatively low (7% at 40µm distance), but increases continuously with the distance from the TJ (18% 
at 1 mm distance). 
The STEM analysis of the TJ and the corresponding GBs is shown in Figure 5.17. The GB planes are straight 
for all 3 GBs in the direct vicinity of the TJ, but the plane of the RHAGB changes its direction at a distance 
of a few µm from the TJ. This change in GB plane direction is accompanied by the appearance of nano-
steps or facets inside the GB structure, marked by red arrows in Figure 5.17 (a). Unfortunately it was not 
possible to resolve the atomic arrangement of this interface due to a lack of a common zone axis of the 
abutting grains. However, the distance of these steps is in the range of 100-1000 nm and their step size is 
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~15 nm, as can be seen in the BF STEM image and the weak beam dark field image in Figure 5.17 (b) and 
(c). The step appears bright in two beam conditions in (c), which indicates the presence of a dislocation 
[89]. From the arrow density in Figure 5.17 (a) one might get the impression that the step-density is linked 
to the local curvature of the interface, but in fact the step density is rather linked to the local GB plane 
direction, as was observed in further STEM analysis (not shown here). Unfortunately the scale of EBIC data 
and STEM data is highly different here, but the continuous increase in recombination activity might be 
induced by a continuous increase in step density and dislocation density along the interface.  
 
Figure 5.17. STEM analysis of a random high angle grain boundary (RHAGB). (a) Large-area bright field STEM image of Σ13- Σ27-
R triple junction (position ).(b) Bright field STEM image in <110> zone axis of left grain resolving stepped interface structure of 
RHAGB. (c) Weak beam dark field image of single step appearing bright in two beam conditions g=(202). Images were recorded 
on a JEOL 2200 FS TEM. (b) and (c) were taken from [119]. 
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5.4 Grain boundary chemistry 
This section summarizes the main experimental findings concerning the GB chemistry. In 5.4.1 the limited 
possibilities of EDX analysis are presented. Numerous APT analyses were performed, probing different GB 
types from the previously discussed areas I and II, but also from other areas and wafers. The experimental 
results showing a homogenous decoration of the whole GB plane are discussed in 5.4.2, whereas results 
with an inhomogeneous impurity distribution are discussed in 5.4.3. The main findings of 5.4.2 have 
already been published in [119]. 
5.4.1 Electron dispersive X-ray spectroscopy measurements 
In the course of STEM investigations a small number of EDX analyses have been performed on sample 
type A. Two examples are presented in this section to demonstrate the applicability of this technique to 
the problem of GB segregation in Si. The first example is shown in Figure 5.18, where an EDX scan was 
performed in high resolution at the junction of a Σ3{111} facet and a Σ3{112} facet. As can be seen in 
Figure 5.18 (a), atomic resolution was achieved in the LAADF micrograph. The increased contrast along 
the {112} facet indicates a qualitatively higher strain nearly along the hole segment. In the corresponding 
Si EDX map in Figure 5.18 (b), lattice planes can be resolved. There is a slight drop of the EDX signal in the 
region of the Σ3{112} interface. This might indicate a partial occupancy of the Si columns, caused by 
vacancies or impurities. However, the EDX maps of the most prominent impurity species in Figure 5.18 (c-
f) do not show any impurity segregation. Several EDX analyses have been performed at different types of 
interfaces, but the impurity concentration was below the detection limit in all measurements, except for 
the case of precipitation. 
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Figure 5.18. Electron dispersive X-ray spectroscopy (EDX) measurement at a Σ3{111}|{112} facet junction (FEI Titan Themis 60-
300). The LAADF STEM image resolves the atomic structure and indicates an increased strain along the {112} facet (a). Lattice 
planes can be resolved in the corresponding Si EDX map (b). Corresponding EDX maps do not indicate a detectable impurity 
segregation at the GB (c-f). 
An example of FeSi2 precipitation at a Σ9{111}|{115} interface is presented in Figure 5.19. Due to the Z-
contrast imaging conditions the Fe precipitate appears much brighter in the HAADF images in Figure 5.19 
(a-b) compared to the Si bulk. The particle was observed close to the edge of a thin lamella and a part of 
it was milled during sample preparation. The residual part has a cross section of 18x12 nm² and is 
bordered by Si {111} planes from 3 sides (1 free surface). The corresponding EDX maps clearly resolve a 
high concentration of Fe inside the precipitate. The quantitative analysis of the EDX data reveals a 
composition of CSi=71 at.% and CFe=29 at.%, which is close to the expected FeSi2 phase. The signal of C and 
Cu seem to be slightly increased in the same area, which might indicate minor contamination of the 
precipitate, but the Cu signal might also originate from the Cu grid. A slightly increased O signal can be 
observed at the surface of the precipitate, which is most likely due to surface oxidation.  
However, the presence of such precipitates in the contaminated material is not surprising, especially in 
the top part of the ingot. It was reported in literature that these kind of precipitates can form needles 
with a length of several µm [103]. The number of Fe atoms within the limited volume of the precipitate 
inside the here analyzed TEM specimen can be estimated via the known atomic density of Fe in FeSi2 
compound (1.3x1022 at./cm³). For an estimated lamella thickness of 10 nm ~28,000 Fe atoms are gathered 
inside the particle. Based on an estimated specimen volume of 5 µm x 5 µm x 10 nm this can be translated 
into an averaged impurity content of ~2 ppm, which corresponds to 1/10 of the intended Fe 
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contamination level. However, the discussed precipitate was the only one observed in this study, 
suggesting that large amounts of impurities can still be expected in a non-precipitated form inside the 
bulk and especially at the GBs. 
 
Figure 5.19. HAADF STEM image of a FeSi2 precipitate at a Σ9 GB (a,b) together with the corresponding EDX measurements (c-g). 
Measurements were performed on a FEI Titan 80-200 [106] at the ER-C Jülich. 
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5.4.2 Homogenous grain boundary segregation 
In 5.2 the electrical activity of the GBs in area I were already discussed in correlation with the GB structure 
observed by EBSD measurements. In order to elucidate the role of impurities, additional APT 
measurements were performed from different GB segments in this area. 3 positions are highlighted in 
Figure 5.6 (a), where APT analyses have been performed: one coherent Σ3{111} TB () and two RHAGBs 
with 55.4° () and 32.1° () misorientation, both having a strong EBIC contrast. 
Figure 5.20 gives an overview of the results obtained for these 3 GB segments. In Figure 5.20 (a-b) the 
complete reconstructed volume of the specimen containing the Σ3{111} TB is presented together with a 
TEM micrograph showing the final shape of the specimen before the APT measurement was performed. 
As described in 4.1.2, TEM imaging of the APT specimen prior to the APT measurement is an integral part 
of the sample preparation. Here, the TEM micrograph clearly resolves the GB position at a distance of 
67 nm from the apex of the tip. The corresponding APT measurement was performed up to a depth of 
180 nm, as can be seen in the 3D elemental map in Figure 5.20 (b). Beside some surface oxidation due to 
the sample preparation, no segregation of impurities was observed; neither at the GB position, nor inside 
the bulk of the grains. The same result was observed in an additional measurement from the same GB 
segment, but also for Σ3{111} segments from other sample areas. The absence of impurities is not 
unexpected at this point, since the HR-STEM investigations in 5.3.1 and 5.3.2 revealed the highest 
coherency and symmetry of the atomic structure for this type of interfaces. Together with a negligible 
density of additional GB defects this leads to a minimum free volume und thus to a negligible impurity 
solubility. Similar observations were recently made by Ohno et al. [82]. 
An increased impurity solubility can be expected from the complex atomic structures observed in 5.3 for 
non-Σ3{111} GBs. In Figure 5.20 (b-f) the 3D elemental maps of small cylindrical ROIs containing GB 
segments from position  and  are shown together with the corresponding 1D concentration profiles 
across the GB plane. Homogenous segregation of C and O impurities is observed at the position of the GB 
in Figure 5.20 (c). Locally the concentration is in the range of 0.3 at.%, as can be seen in the concentration 
profile in Figure 5.20 (d). Although the material was intentionally contaminated with Fe and Cu, no metal 
impurities were observed in this analysis. In the particular case of Fe the time-of-flight mass spectra hold 
a certain uncertainty due to a peak overlap of Fe++ and Si+. This is described in detail in the appendix 9.1 
and the resulting uncertainty should be remembered in all following quantitative considerations. 
However, one of the few measurement in this study where a homogenous decoration with metal 
impurities was observed is presented in Figure 5.20 (e-f). Here, the segregation is more diffuse compared 
to the previously discussed measurements. The local C and Cu concentration is in the range of 0.1 at.% in 
this case and no O segregation was observed. This specific specimen was taken from the very short GB 
segment , located between two TJs, having the highest EBIC contrast within area I.  
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Figure 5.20. LEAP 3000X HR results of 3 different GBs: (a) TEM image of the APT specimen taken from Σ3{111} TB showing the 
position of the boundary 67 nm away from the apex of the tip. (b) Correlative 3D elemental map with Si atoms in grey, C in green, 
and O in red. The symbols relative to impurity species are displayed larger in order to aid impurity visualization. (c) 3D elemental 
map of a small cylinder (R=13 nm, h=23 nm) taken from an APT analysis of a R 55.4° GB. (d) Corresponding 1D concentration 
profile along the cylinder axis normal to the GB plane (0.3 nm sampling box). (e) 3D elemental map of a small cylinder (R=13 nm, 
h=23 nm) taken from APT analysis of a R 32.1° GB. (f) Corresponding 1D concentration profile along the cylinder axis normal to 
the GB plane (0.5 nm sampling box). 
For a quantitative comparison of the different measurements, the Gibbs’ interfacial excess Γ was extracted 
following the method described in 4.2.6. Γ is the ideal measure for GB segregation, as it gives the number 
of segregated atoms with respect to the GB area, and thus is independent of the considered volume. This 
method can only be applied if the impurity atoms are distributed homogenously over the considered GB 
plane. Inhomogeneous segregation, e.g. with the impurities distributed along a 1D line, is discussed in the 
following section 5.4.3. A summary of the quantitative results for the homogenous segregation can be 
found in Table 5.1 together with the EBIC contrast. In some cases, only qualitative EBIC data with a distinct 
contrast >>1 is available. The measurements are categorized by their GB character; the measurement IDs 
correspond to the lift-out positions - as labeled above in Figure 5.5 and Figure 5.6. Measurements 
without an ID were taken from the same ingot (sample type A) but from another area. The table lists the 
Gibbs’ interfacial excess of the observed impurity species C, O, and Cu, and the total impurity excess Γtotal 
as the sum of the 3. Great caution is required when deriving general statements from a statistically low 
number of measurements, especially when the probed volume is as low as in APT experiments. 
Nevertheless, the trend of increasing impurity segregation towards the higher ordered CSL GBs Γtotal,Σ3< 
Γtotal,Σ9< Γtotal,Σ27< Γtotal,R can be confirmed at this point. The main impurity species found in nearly all non-
Σ3{111} specimens is C, appearing with no big variance in the Gibbs’ excess values. In case of the 
homogenous segregation discussed here, C was even the only impurity species observed at the Σ9 
interfaces. Remarkable at this point is the fact that the GB segment with the highest EBIC contrast  does 
not show the highest detected impurity excess Γtotal. However, this specific segment was the only one 
where a homogenous segregation of Cu was detected. This could explain the strong EBIC contrast, if the 
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recombination activity was mainly impurity-driven. Several publications claim an increased impurity 
influence in this context, in particular for transition metals [15,32,64,131]. 
Table 5.1. EBIC contrast and Gibbs’ interfacial excess values for different GB types. In some cases only qualitative EBIC data with 
a distinct contrast >>1% is available. 
GB ID Misorientation 
[°] 
EBIC 
contrast [%] 
ΓC 
[nm-2] 
ΓO 
[nm-2] 
ΓCu 
[nm-2] 
Γtotal 
[nm-2] 
Σ3 {111}  59.9±0.1 <1 - - - - 
Σ3 {111}  59.9±0.1 <1 - - - - 
Σ3 {111}  59.7±0.1 <1 - - - - 
Σ9  38.4±0.1 >>1* 0,13±0.01 - - 0.13±0.01 
Σ9  38.4±0.1 >>1* 0.15±0.01 - - 0.15±0.01 
Σ9  38.4±0.1 >>1* 0,23±0.01 - - 0.23±0.01 
Σ27b  35.0±0.1 29±1 0.15±0.01 0.17±0.01 - 0.32±0.02 
R  32.1±0.1 53±1 0.15±0.01 - 0.12±0.01 0.27±0.02 
R  55.4±0.1 25±1 0.21±0.01 0.19±0.01 - 0.40±0.02 
*only qualitative data available 
5.4.3 Inhomogeneous grain boundary segregation 
In contrast to the above discussed homogenous GB segregation, another type of segregation was 
observed, where the impurities are distributed inhomogenously over the GB area. This phenomenon was 
exclusively observed at faceted GBs. A fist example is presented in Figure 5.21 and Figure 5.22. This 
measurement corresponds to the same Σ9 interface analyzed in 5.3.4. The 3D atom map of the whole APT 
volume is plotted for Si and C in Figure 5.21 (a) with the projection direction being parallel to the GB plane. 
The wide field-of-view and the high detection efficiency of the LEAP 5000 XS system enables the 
identification of crystallographic poles in the field desorption maps of both grains (represented by blue 
and red plane in Figure 5.21 (a)), see Figure 5.21 (b) and (c). The indicated (113) pole for the upper grain 
and (111) pole for the lower grain were used for optimization of the reconstruction parameters. Small 
volumes corresponding to the dashed circles in Figure 5.21 (b) and (c) were reconstructed to confirm 
correct lattice plane distances in Figure 5.21 (d) and (e). The C distribution in (a) clearly resolves impurity 
segregation along two different plane directions. This is in agreement with the structural HR-STEM 
analysis discussed in 5.3.4, showing that the whole GB consists on numerous small and mid-sized facets. 
The two facets observed here in the APT measurement have a length of ~50 nm. However, the plane of 
the present facets cannot be identified unambiguously at this point. Most likely, at least one of the facets 
corresponds to the symmetrical {122} or {114} facets described in 5.3.4, but the angle between the two 
facets is >90° in the APT data. Therefore the configuration cannot be exactly the same as described in 
5.3.4. However, the distribution of other impurity species along these two facets renders some interesting 
site-specific segregation behavior visible, as described in the following. 
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Figure 5.21. (a) 3D atom map plotted for Si and C, showing preferential segregation along two different plane directions of a 
faceted Σ9 GB (position , LEAP 5000 XS). (b-c) Field desorption images of upper grain (blue plane in (a)) and lower grain (red 
plane in (a)). (d-e) Spatial distribution maps for the volumes corresponding to (113) and (111) pole (see dashed circles in (b) and 
(c)) proving correct lattice plane distances d113, d111. 
The impurity segregation of further impurity species along these two facets can be seen clearer in the 3D 
atom maps presented in Figure 5.22. The reconstructed volume is identical in all 4 cases, only the plotted 
impurity species are varied. FeN is detected as FeN2+ ion at 35 Da and is observed to segregate at both 
facets; only a slight increase at the facet junction can be expected from the 3D map. Contrary, Cu 
segregates only at facet B, whereas O is observed at facet A and at the facet junction. To quantify this 
visual impression, three different ROI cylinders were introduced to quantify the Gibbs’ interfacial excess 
Γ for both facets and their junction respectively. The results are summarized in Figure 5.23 and document 
the extraordinary high impurity solubility at the facet junction. Quantitative results on Fe- and N-related 
impurities have to be enjoyed with great care, as there are some peak overlaps in the time-of-flight mass 
spectra (details can be found in the Appendix 9.1). The quantitative numbers should be seen as a lower 
bound of the actually segregated amount of impurities, although there is still some uncertainty in the case 
of Fe. 
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Figure 5.22. 3D atom maps showing preferential segregation at different facet types (position , LEAP 5000 XS). 
The outstanding role of facet junctions in GB segregation was observed at further Σ9 and Σ3 interfaces as 
well. Figure 5.24 shows the 3D atom map of a faceted Σ3 interface. The volume is projected along the 
common <110> direction of both grains and the GB is viewed “edge on”. Several sets of lattice planes can 
be identified in the reconstructed APT volume, as shown for {113} and {111} planes in the magnified sub-
volumes of the upper (red) and lower (blue) grain. The {111} planes of the lower grain can be observed up 
to the GB interface (green), where the lattice planes disappear. The envelope of the {111} planes (dashed 
yellow line) resembles the zigzag topology of this faceted Σ3 interface, as it was observed by HR-STEM in 
5.3.3, see also Figure 5.13. 
 
Figure 5.23. Gibbs’ interfacial excess values in units of at./nm² for faceted Σ9 corresponding to the APT data shown in Figure 5.21 
and Figure 5.22. 
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Figure 5.24. 3D atom map of a faceted Σ3{111}/{112} GB viewed in <110> projection (LEAP 5000 XS). Lattice planes are 
reconstructed in both grains (red, blue) as well as in the GB region (green). 
However, within the GB region 9 clouds of preferential C and FeN impurity segregation can be identified. 
These clouds built a set of 9 almost parallel tubes in the 3D volume, as can be seen in Figure 5.25 (a). For 
better visibility isodensity surfaces for C+FeN=0.15 at/nm³ (blue) have been added to the 3D map. These 
tubes are penetrating the whole sample volume and have a distance of ~10 nm to each other. The trace 
of the tubes in (b) describes a slight curvature, corresponding well to the curved mean GB plane observed 
in 5.3.3. The 2D density map can be used to estimate the spatial expansion of the impurities within a single 
tube. The central spot is magnified in Figure 5.25 (c). It has a slightly asymmetric shape, most probably 
due to the different resolutions in z and x/y direction of the APT. Accordingly, the full width half maximum 
(FWHM) were fitted to ω1=1.3 nm and ω2=1.6 nm. Thus, the majority of the segregated impurities is 
located within a volume of 80 x 1.3 x 1.6 nm³, which can be interpreted as a linear type of segregation 
rather than a planar one. Quantification of the segregated impurities in units of at/nm² is no longer 
meaningful in this case. The detected impurities within the tubes can be counted easily and is divided by 
the tube lengths to calculate a linear impurity density. Accounting for the detection efficiency of 80%, a 
linear density of 0.45 and 0.42 at./nm can be estimated for the two observed impurity species 
respectively, which translates into an average of one impurity atom every 1.2 nm. If the impurities were 
substituting for Si atoms within a single atomic column, then every third atom along the <110> direction 
would be C, N or Fe. 
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Figure 5.25. (a) 3D impurity map showing penetration of the impurity clouds through the whole volume (data was extracted from 
the same measurement as presented in Figure 5.24). (b) 2D density map clearly resolves 9 spots describing a slight curvature. (c) 
Magnification of the central spot with ωFWHM≤1.5 nm.  
A quantitative comparison can be made at this point with thermodynamic calculations of the GB 
segregation coefficient for C impurities at Σ3 GBs to estimate the influence of the presence of facet 
junctions on the total impurity uptake of an interface. Käshammer calculated the segregation coefficient 
β for C at different interfaces in dependence of the impurity fraction inside the bulk XBulk [132]. XBulk was 
measured to be in the range of 10 ppm by fourier transform infrared spectroscopy (see Figure 4.12) for 
this material and the C concentration measured by APT inside the bulk is in the range of 6 ppm. At these 
concentrations the expected segregation coefficients according to Käshammer are in the range of 
βΣ3{112}=100.1=1.26 for the incoherent Σ3{112}, and βΣ3{111}=100=1 for the coherent twin Σ3{111}. These small 
coefficients explain the low impurity concentration in-between the facet junctions. To estimate the 
segregation coefficient of a faceted interface, a small volume was used to analyze the local concentration 
around a single facet junction. The dimensions of the considered volume are 1.5x9x80 nm³. This enables 
a direct comparison to the values calculated by Käshammer, as the considered GB volume has the same 
thickness as used by Käshammer (1.5 nm) and the width of the volume corresponds to the period length 
of the faceted interface. The corresponding impurity fraction around the central facet junction is 
determined by dividing the number of C atoms by the number Si atoms 
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The segregation coefficient is increased by a factor of 34 compared to the incoherent Σ3{112} interface 
(under consideration of the lower XBulk concentration of 6 ppm this difference would be even higher). This 
example demonstrates the huge impact of the facet junctions on the impurity solubility. 
The presence of linear facet junctions within the GB structure makes it most likely, that the linear 
segregation is linked to these 1D features. A careful look at the APT data presented in Figure 5.24 reveals 
that not all facet junctions of the reconstructed zigzag structure are decorated with impurities. In fact, 
only the lower facet junctions are decorated, whereas the upper junctions are free from impurities. 
Careful correlation of the APT and STEM data from Figure 5.24 and Figure 5.13 with parallel alignment of 
the {111} planes reveals that the segregation can be associated to the convex facet junctions (structural 
unit II), see Figure 5.26.  
 
Figure 5.26. 5 nm thin slice of APT reconstruction of faceted Σ3{111}/{112} interface (a) together with atomic structure observed 
in the corresponding TEM specimen (b). The Impurity segregation can be assigned to the convex facet junctions (structural unit II) 
by a parallel alignment of the observed {111} lattice planes in both images. 
Another example of inhomogeneous GB segregation is presented in Figure 5.27. This specimen is a direct 
neighbour of the previously discussed one (same APT lift-out) and thus corresponds to the same interface. 
In this case a similar type of linear segregation was observed. However, the linear co-segregation of C and 
FeN along the <110> direction stops within the sample volume and is terminated by a short O-rich tube 
with a perpendicular orientation, as highlighted by the isodensity surfaces in Figure 5.27 (a-b). The grey 
isodensity surface for Si was plotted to visualize the position of the GB interface. The detailed atomic 
distributions are plotted in Figure 5.27 (c-e) for a thin volume in two perpendicular projections. The main 
impurity segregation consists of these two perpendicular lines forming a “T-shape”. C and FeN are co-
segregating in the line pointing downwards in Figure 5.27, whereas SiO and FeN are co-segregating in the 
horizontal line at the top. At the intersection of both lines, the highest concentration of impurities is 
observed, and additional O is detected as O+ ions in the time-of-flight mass spectrum at 16 Da. This special 
feature is most probably connected to the presence of secondary GB defects like a dislocations or might 
be caused by the unlikely case of simultaneous faceting in two directions at the same time (e.g. two facet 
junctions cutting each other).  
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Figure 5.27. 3D atom maps showing preferential segregation along two perpendicular lines (LEAP 5000 XS). (a-b) The top surface 
of the Si isodensity surface (grey) roughly reconstructs the shape of the GB within the volume. Isodensity surfaces of the detected 
impurity species show the linear character of the segregation. (c-e) Detailed atomic distribution within a thin volume containing 
2 perpendicular tubes plotted in 2 perpendicular projections. 
The TEM image of this specific APT specimen in Figure 5.28 resolves at least one facet step of the GB 
interface (see yellow arrow); a faceting in the orthogonal direction cannot be observed. However, the 
discussed volume was close to the surface of the APT specimen and might also be influenced by the 
sample preparation. Therefore these results have to be considered with care. 
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Figure 5.28. Bright field TEM image of the faceted GB feature corresponding to the APT analysis in Figure 5.27 (JEOL 2200 FS TEM). 
 
5.5 1:1 correlation of atomically resolved STEM and APT data 
The unique but indirect correlation of APT and HR-STEM data used in the previous section to understand 
the impurity segregation at faceted GBs does not yet unambiguously confirm segregation at a specific 
type of junction. Furthermore, segregation phenomena as observed in Figure 5.27 can still not be 
understood completely without knowledge of the local atomic structure and without the sensitivity for 
secondary GB defects. Therefore, a further approach was realized to correlate HR-STEM and APT where 
both experiments were conducted on the same specimen. To my knowledge there are only two 
publications in the literature where atomically resolved STEM and APT were successfully correlated, 
although aiming a completely different goal [133,134]. 
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Figure 5.29 illustrates the correlative STEM-APT analysis of a faceted Σ9 interface () performed on a 
single specimen. The projection of the APT dataset is superimposed on the STEM ADF image of the needle 
shaped specimen in Figure 5.29 (a). For a proper correlation, APT and STEM data are projected along the 
common <110> direction of both grains. As can be seen in the overlay image, the position of the blue 
isodensity surfaces for the detected impurities corresponds nearly perfectly with two of the present facet 
junctions visible in the HAADF image. A detailed view on chemistry, structure, and strain is presented for 
the right-hand facet junction in the extended magnification. The 3D atom map of the volume along the 
facet junction resolves topological segregation of C and FeN analogous to the previously discussed Σ3 GB 
in Figure 5.25. The spot in the 2D density plot corresponds well to the position of the convex facet junction 
with the qualitatively higher strain in the LAADF STEM micrograph. 
 
Figure 5.29. Correlation of HR-STEM and APT (FEI Titan Themis 60-300 + LEAP 5000 XS). (a) HAADF STEM image superimposed 
with projected 3D atom map (Si atoms in yellow, isodensity surface in blue). The extended magnification shows the LAADF STEM 
image of the indicated area together with the corresponding 2D density map and the 3D atom map. (b) Thin slice of APT 
reconstruction resolving lattice planes in the vicinity of the indicated GB area (18x18 nm²). (c) Corresponding HAADF STEM image 
resolving the atomic structure. 
The APT reconstruction resolves a set of lattice planes in the vicinity of the GB for both grains and 
reproduces the shape of the faceted interface, see Figure 5.29 (b). However, the exact atomic 
arrangement at the GB can only be resolved by HR-STEM imaging, Figure 5.29 (c). In this case the shorter 
segments consist of coherent Σ9{122} interfaces, whereas the longer segments correspond to incoherent 
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Σ9{114} interfaces, see Figure 5.30. The accordance of the lattice plane directions observed in HR-STEM 
and APT illustrates the high conformity and quality of this truly correlative dataset. The atomic motifs of 
the facets are retained nearly completely up to the facet junction in both cases. The main difference 
between the two junctions (III and IV) is again a slightly higher atomic density at the lower interface IV, 
caused by the fusion of three atomic columns into a “triple-column”, similar to the type II interface in 
Figure 5.13. Likewise, this is accompanied by qualitatively higher strain and impurity segregation of C and 
FeN. A simple explanation for the different impurity solubility might be given by the different atomic sizes 
in hard sphere model. The Si atoms in the triple-columns might be substituted by smaller C atoms, 
releasing stress and reducing the energy. A more thorough discussion follows in the next chapter. 
 
Figure 5.30. LAADF STEM image resolving the atomic structure of the faceted Σ9 interface inside the needle-shaped APT specimen 
(FEI Titan Themis 60-300). A slightly higher strain contrast is visible at the lower facet junction IV. 
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6. Discussion 
The previous chapter contains numerous experimental results on GB segregation in mc-Si. A concluding 
discussion of the most important findings is given in this chapter. 
The macroscopic and mesoscopic material properties of mc-Si observed in this study did not reveal any 
unexpected findings: the grain size of the contaminated samples (type A) is relatively small compared to 
the clean reference samples B and C. As described in 4.3 the contaminated sample was taken from the 
capping area of the ingot, where the grain sizes of directional solidification grown crystals are typically 
larger compared to the bottom part [9,135]. Therefore the smaller grain sizes can be attributed to the 
higher concentration of impurities in the capping area (see Figure 4.12 (b)).  
However, the smaller grain size in the contaminated material implies an increased GB density. The vast 
majority of the present interfaces are CSL GBs. In all 3 sample types the most prominent CSL GB is Σ3, 
followed by Σ9 and Σ27, see Figure 5.3. As expected, the EBIC scans presented in 5.2 clearly show that the 
recombination activity is highly increased in the contaminated sample type A compared to the clean 
references. Not only is the number of active GBs increased, but their intensity and the contrast variation 
within the bulk as well. Furthermore, additional star-shaped dots at the GBs were observed in the EBIC 
map of the contaminated sample, see red arrow in Figure 5.4. These dots are frequently observed in the 
literature and are most likely caused by precipitates [17].  
Although a clear degradation of solar cell efficiency and an increase in recombination activity was 
observed in the contaminated material, this does not automatically imply a direct influence of the impurity 
elements on the GB recombination process. The contaminants might also influence the GB recombination 
in an indirect way, e.g. by increasing the number of detrimental GB structures in the solidification process. 
On the other hand, further mechanisms exist for a direct influence of Fe and Cu on the solar cell efficiency, 
e.g. via decoration of dislocations [37] or by an isotropic increase of the recombination activity inside the 
bulk of the material. In order to clearly distinguish between these indirect and direct processes, a well-
defined contamination would be necessary, e.g. via a controlled implantation and diffusion of impurities. 
First attempts towards this direction have been made as part of this study (not shown). However, the 
implantation experiments could not be performed in house and appeared to be extremely time-
consuming. Furthermore, beam damage caused by the implantation induced further issues in the 
discrimination of impurity-driven and defect-driven influences. 
The correlation of macroscopic and mesoscopic GB properties, like CSL type or GB plane direction, with 
the electrical performance in 5.2 and with the chemical composition in 5.4.2 can already provide a more 
detailed view on the interdependencies. The data presented in Table 5.1 represents the first direct 
quantification of impurities at Si GBs, while so far impurities were only detected indirectly [75] or in the 
form of precipitates [73]. A general trend towards higher recombination activity for higher ordered CSL 
GBs and RHAGB was observed, which is consistent with the literature [64,136]. However, a general 
statement can only be made for Σ3{111} interfaces, which consistently appear to have no EBIC contrast 
and no detectable impurity solubility throughout all analyses performed. This can be attributed to their 
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extremely low GB energy (Figure 9.7) and to their unique atomic arrangement as described in 5.3.1, which 
is known to influence the electronic band structure not significantly [137].  
RHAGBs appear to be another important type of interface, as they continuously show an increased EBIC 
contrast in the contaminated material. These GBs are rarely straight over a larger distance and seem to 
form smooth curvatures at the mesoscale without sticking to a preferred GB plane direction. However, 
the atomic structure of these interfaces could not be resolved in this study, due to the lack of a common 
zone axis in the adjacent grains, which made the HR-STEM imaging of these interfaces with atomic 
resolution impossible. Nevertheless, conventional STEM imaging at lower magnification revealed the 
presence of relatively large steps (15 nm). The step density and the local EBIC contrast seem to be 
connected to the local plane direction of the interface (see 5.3.5). These steps are connected to additional 
GB dislocations as shown in Figure 5.17 (c) and are expected to influence the local impurity solubility and 
recombination activity. Consistently, the APT analyses of RHAGBs in 5.4.2 revealed a high impurity excess 
for C, O and Cu at these interfaces. The impurities were found to be distributed homogenously over a 
relatively sharp interface plane in the 3D atom maps. Note at this point that no indication for a preferential 
segregation towards linear GB defects was found for the analyzed RHAGBs. 
The trend towards higher EBIC contrast at higher ordered CSL GBs was found to be broken in the case of 
Σ3 GBs, which do not have a {111} GB plane. This can be seen very clearly in the EBIC map of sample area 
II in Figure 5.9, where numerous Σ3, Σ9, and Σ27 GBs exist. Here, GBs of the same CSL type and with parallel 
GB planes show a similar EBIC contrast. The highest EBIC contrast in this area is observed for the faceted 
Σ3 interfaces (CΣ3, faceted=36%, CΣ3, faceted>30% in most cases), followed by faceted Σ9 (CΣ9, faceted = 33%) and 
asymmetrical Σ9 (CΣ9{111}|{115}=15-27%) interfaces. The contrast at Σ27 GBs was significantly below the 
values of the faceted interfaces (CΣ27 = 12-27%). This example shows that the orientation of the mean GB 
plane has a much higher influence on the recombination activity than the CSL character of an interface. 
The influence of the GB plane on the recombination activity was expected to be connected to the atomic 
structure of the interface; either directly by the “clean structure”, e.g. via additional defect states in the 
band structure [138], or indirectly via special atomic arrangements offering preferential sites for impurity 
segregation [139]. As shown for the Σ3 interface in Figure 5.15, the slight deviation of 7° from the {112} 
GB plane can already lead to incorporation of stacking faults into the atomic arrangement. 
The massive influence of the GB plane orientation on the local atomic arrangement was observed in 5.3.1 
for a Σ9 interface in the vicinity of a TJ, switching from a symmetrical Σ9{122} interface to an asymmetrical 
Σ9{111}|{115} interface. The misorientation between the two crystals is identical in the two cases, as both 
structures were observed at the same interface, only the direction of the GB plane is changed by 57° 
around <110>. The {122} interface is known to be the low energy configuration for Σ9 in Si [140] and was 
observed before by several authors [103,141]. Rather surprisingly, the longer segment of the Σ9 interface 
consists of the complex Σ9{111}|{115} interface. The presence of this interface and its pronounced 
recombination activity was already reported in the early 80s [142], but to my knowledge its exact atomic 
structure was unknown so far (HR-TEM studies in Si and Ge exist, but these do not resolve all details like 
single atomic columns [143,144]). However, the structure observed in Figure 5.10 was used to extract a 
3D model of the interface for computational relaxation and energy calculations [120]. As can be seen in 
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the Appendix 9.2, static density functional theory (DFT) and molecular dynamics calculations performed 
by Benedikt Ziebarth revealed that the GB energy of that complex interface is in the range of other stable 
low ordered Σ GBs, such as Σ3{112} [120]. This surprising low energy, which most probably is due to the 
formation of “nano-twins” within the structure, explains the stability over such a large distance. However, 
a single structural unit of the interface contains 4 single atomic columns. Their presence might lead to 
undercoordination of Si atoms (dangling bonds), which in turn could attract impurities. Yet, the 
computational relaxation of the structure revealed a reconstruction of the Si atoms inside the single 
atomic columns along the <110> direction leading to a fourfold coordination of all atoms [120], see Figure 
9.6 in the appendix 9.2. Unfortunately, the APT analysis of this specific interface was not successful. 
However, segregation of heavy elements such as Fe or Cu in higher concentrations can be excluded from 
EDX measurements and from the Z-contrast in the HAADF images. Therefore, no clear statement can be 
made at this point, if the strong EBIC contrast observed at this interface is due to a small amount of 
segregated impurities or due to the “clean” but complex interface structure. 
Highly valuable data on the interplay between atomic structure and local chemical composition was 
achieved on faceted GBs. These interfaces appeared to have a consistently high recombination activity in 
the EBIC map (region II), with nearly identical contrast values for similar interfaces, Figure 5.8. This 
suggests that a systematic process influences the recombination activity at GBs in a predictable manner. 
HR-STEM revealed that major parts of these interfaces consist of small facets corresponding to the 
symmetrical low-energy configurations. An overview of the 4 structural motifs observed for Σ3 and Σ9 can 
be found in Figure 6.1 together with the 4 motifs observed at their junctions. These motifs have not only 
been observed at Σ3 and Σ9 interfaces, but also at the dissociated Σ27 interface (Σ27-> Σ3 + Σ3 + Σ9) in 
Figure 5.11. Most of these structural motifs have already been described in the literature, but the 
structure of the Σ9 facet junctions and the Σ9{114} interface had not been reported so far. 
The correlated APT-STEM experiments in 5.4.3 and 5.5 have shown that preferential impurity segregation 
for different facets exist (Figure 5.22) and revealed that the impurity solubility is highest at individual facet 
junctions. Furthermore, it could be shown that the impurity solubility at the facet junctions is profoundly 
influenced by their atomic arrangements. The limitation of the impurity segregation to linear segregation 
tubes as observed in Figure 5.24, Figure 5.25, and Figure 5.29 reminds of the impurity segregation towards 
dislocation lines at SAGBs [80,81]. However, no translations in the CSL were observed in the vicinity of 
facets and facet junctions (see Figure 5.14), proving that no DSC dislocations are present at the analyzed 
interfaces. Therefore the process observed here, referred to as topological segregation, represents a new 
type of segregation phenomenon. The structures I and III in Figure 6.1 did not show any detectable 
impurity segregation, whereas the structures II and IV were highly decorated by C and (Fe+N). This is in 
agreement with existing literature, where asymmetries in the atomic structure have been observed for 
different Σ3 facet junctions and correlated EELS experiments suggested differences in their impurity 
decoration [145]. This difference can be attributed to the merging of 3 Si atoms within these structures, 
leading locally to a slightly higher atomic density and to an overcoordination of the central Si atom in the 
case of structure II, as reported by Ziebarth et al. [129]. Furthermore, they report about an attractive 
interaction of this special atomic configuration with interstitial Fe impurities in their DFT calculations, 
which is highly consistent with the observation of (Fe+N) segregation at these facet junctions in the 
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presented APT data. The higher solubility for C and N on the other hand can be explained by the hard 
sphere model: small impurities substituting for larger Si atoms in the “triple column” lead to a local stress 
relaxation and a reduction of the elastic term in the GB energy. This is in agreement with recent studies 
by Käshammer showing a preferential segregation of substitutional C at GBs with a net compressive 
hydrostatic pressure, whereas O impurities were found to segregate at GBs with a net tensile hydrostatic 
pressure [132,140]. However, the topological segregation observed here sheds a new light on the impurity 
segregation and might also raise further questions, e.g. on impurity induced faceting as sometimes 
observed in metals [146].  
 
 
Figure 6.1. Overview of the identified structural motifs at the symmetrical GB facets and their junctions. 
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7. Summary 
The aim of this work was to generate a deeper understanding of the interdependencies of structure and 
chemical composition at Si GBs and their influence on the electrical performance. The focus of this work 
was put on GB segregation phenomena at the nanoscale and lowest impurity concentrations. High 
valuable data could be generated by the unique correlation of the high resolving power of modern STEM 
with the 3D chemical probing at highest detection efficiency by APT. The main findings can be summarized 
as follows: 
 The present study represents the first direct quantification of impurity segregation at Si GBs. 
 C is the main impurity species, decorating nearly all electrically active GBs. O, Fe, and Cu were 
observed at GBs with strong recombination activity.  
 A general trend was reported in the literature, where the recombination activity at GBs increases 
with decreasing symmetry (increasing Σ) and with higher impurity concentrations [64]. This trend 
could be confirmed with the strong limitation to regular low-energy type of CSL GBs. Σ3{111} GBs 
were found to be electrically inactive and free from any impurity decoration. Higher ordered CSL 
GBs and RHAGB showed increased recombination activity and higher impurity excess.  
 The GB plane has the strongest influence on the recombination activity. Asymmetric and faceted 
interfaces appeared to have the highest EBIC contrasts, which could be assigned to their complex 
atomic arrangements. The GB energy of these complex atomic structures is in the range of other 
CSL GBs, explaining their stability. 
 A novel segregation phenomenon could be revealed, where the GB segregation depends on the 
topology of the interface. Segregation was observed to be locally confined to the linear 
intersections of GB facets. This phenomenon was observed individually at Σ3 and Σ9 interfaces by 
direct and indirect correlation of APT and HR-STEM. The atomic structure at the facet junctions 
was found to determine if a junction is decorated or not. Most likely this preferential segregation 
can be attributed to the presence of “triple columns”, leading to higher atomic density and 
attraction of impurities, possibly induced by overcoordination of Si atoms. 
 Homogenous GB segregation forming sharp mono- or multilayers at the interface as sometimes 
postulated in the literature could not be confirmed. The impurities are segregating either 
homogenously over the GB interface in numbers of 0.1-0.4 at./nm², or inhomogenously along 
linear facet junctions in numbers of 0.5 at./nm. 
 RHAGBs contain steps and dislocations, which explains their high impurity solubility. 
 One nano-precipitate of FeSi2 has been observed at a GB by conventional STEM. The presence of 
these transition metal precipitates in considerable density can explain the surprising low amount 
of detected Fe/Cu at the GBs.  
 One experimental highlight of this work is the 1:1 correlation of atomic resolved HR-STEM and 
APT of the same specimen. This unique experiment combines the sub-Å resolution of the STEM 
with the ppm sensitivity of the APT, which has not previously been reported in the literature.
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8. Outlook 
GBs in general represent a highly complex research topic and the process of GB segregation is far from 
being fully understood. It is not only the high-dimensional parameter space needed to describe these 
interfaces which makes this topic so complicated. It is much more the lack of detailed and quantitative 
information, e.g. on the atomic reconstructions or on the number of segregated atoms of a certain 
species. In the particular case of Si this is due to the fact that most of the research was performed at a 
time, where the microscopic techniques were simply not able to resolve all these details. With the 
development of more advanced experimental techniques the focus was shifted towards more and more 
complicated material systems, leaving unanswered open questions in comparatively simple material 
systems.  
The present work provides directly measured quantities of impurity segregation together with directly 
measured atomic structures, in most cases even together with additional information on the (mesoscopic) 
electrical activity. This information can serve as an optimum starting point for computational simulations 
of the GB segregation. These calculations are frequently based on assumptions on how the relaxed 
interface structure might look like, or which impurity species are present at the same time. The present 
work already initiated computational calculations on the GB energy (see 9.2), but a lot of more starting 
points for these calculations are thinkable. Open questions could be: 
 What is the energy of dissociated Σ27 interface and what are the factors influencing the 
dissociation lengths? 
 Does the observed “triple-column” at the Σ9 facet junction lead to overcoordination of the central 
Si atom in analogy to the Σ3 facet junction? 
 How does the topology of faceted interfaces evolve during solidification (faceting kinetics)? 
 Is it possible to predict the recombination activity in dependence of the GB structure and its 
chemical composition (in analogy to the Kveder model [37])? 
 Is the observed 1-dimensional topological segregation the onset of 2-dimensional segregation and 
only visible for low impurity concentrations or would a higher impurity content lead only to a 
higher decoration of the facet junctions? 
 From the experimental point of view: is it possible to distinguish between interstitial and 
substitutional impurity segregation by the presented method of true 1:1 correlation of APT and 
HR-STEM? This question might be answered in combination with STEM image simulations similar 
to Figure 9.8. 
All these open questions demonstrate that there is still a strong need for basic research on such simple 
material systems to better understand the fundamentals of GB segregation. These challenging questions 
require the correlation of state of the art microscopy with computational calculations. The powerful tools 
available today should therefore not only be used to study material systems with higher complexity, but 
also to study materials of lower complexity with higher accuracy.  
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9. Appendix 
This chapter contains supplementary information which is either not necessarily mandatory for the 
understanding of the present study or which is not directly related to the authors original work.  
9.1 Peak overlaps and multiples in the time-of-flight mass spectra 
The identification of mass peaks in the time-of-flight mass spectra of APT measurements is not always 
unambiguous, as the field-evaporated ions can appear in different charge states. Depending on the 
analyzed material this can lead to peak overlaps for some of the detected atomic species or complexes. 
In the present study there are two critical peak overlaps of the main Si peaks with possible impurity peaks: 
The strong Si+ peak of the main Si isotope coincidences with a possible peak of the double charged Fe++ 
peak of the main Fe isotope at 28 Da. Furthermore the strong Si++ peak of the main Si isotope coincidences 
with the possible elemental N+ peak at 14 Da. Due to the strong Si peaks and the extremely low amount 
of impurities in the analyzed material, a peak deconvolution cannot be performed in the present case. 
However, the only peak assigned to these two impurity species in the mass spectra is FeN++ at 35 Da. This 
peak might also correspond to the complex Si2N++ ion and therefore also holds a certain uncertainty. 
However, a careful analysis of the single-hit and multiple-hit events in the APT data revealed that the peak 
at 35 Da is exclusively detected as a single-hit event, see Figure 9.1. This proves that this peak is not a 
product of a dissociation, as it could be expected for a complex Si2N+ ion [147]. Nevertheless, the chemical 
nature of this peak still cannot be stated unambiguously, but it is assigned to as FeN++ in this study, as 
FeN++ was also observed in other material systems before [148]. Equation Chapter (Next) Section 9 
Appendix 
80 
 
 
Figure 9.1. Mass spectrum of a small volume (80x10x10 nm³) around the central decorated facet junction in the Σ3 GB shown in 
Figure 5.24, separated for single (black) and multiple (red) hits. 
 
9.2 Structural details of complex Σ9 interface 
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9.2 Structural details of complex Σ9 interface 
This section contains some supplementary information about the complex structure of the Σ9 GB 
discussed in 5.3.1. As already discussed, the GB consists of at least two sections: a short section in the 
direct vicinity of the TJ and a longer section consisting of the described asymmetrical Σ9{111|115} 
structure. Figure 9.2 provides a closer look on the GB traces in the vicinity of the TJ. The traces (yellow 
lines) are determined according to the Si dumbbell orientations, which enable a sharp separation of the 3 
present grains. Both Σ3{111} TB traces are perfectly straight without any observable deviations. The major 
part of the Σ9 section also aligns to well to a symmetrical {122} GB trace. However, in a distance of 1-2 nm 
from the TJ a step can be observed leading to the impression of an imperfect TJ. This step is most likely 
caused by geometrical constrains at the TJ and the drop in HAADF contrast is most likely due to 
displacement of atomic columns in the vicinity of the step.  
The trace analysis of the mean GB direction observed in the SEM/EBSD is shown in Figure 9.3 (a). It can 
be seen that the trace of the longer segment fits very well to the asymmetrical Σ9{111|115} interface. A 
symmetrical solution can be observed for the {122} plane in the corresponding pole figure in (b) after 
rotation of the GB trace by 56°. This fits very well to the experimentally observed angle between the two 
GB segments in 5.3.1 and is consistent with the HR-STEM observations.  
Following the trace of the longer Σ9{111|115} interface, the atomic structure shows a surprisingly high 
stability and periodicity. The HAADF HR-STEM images in Figure 9.4 provide evidence that the asymmetric 
GB segment described in 5.3.1 is stable over a distance >140 nm with almost perfect periodicity of the 
atomic structure. As already described in 5.3.1, the present work initiated the collaboration with further 
research groups. In case of the asymmetric Σ9{111|115} GB, the HR-STEM images have been used to 
extract an atomistic 3D model of the analyzed interface for energetic calculations. The results are 
summarized in [120]. However, Figure 9.5 shows the <110> projection of the structural model after 
relaxation. The simulations have shown that different reconstructions along the <110> direction are 
possible, which all lead to a similar reduction in energy, see corresponding <112> projections in Figure 
9.6. The GB energies of these relaxed structures have been calculated according to 
 
Si Si
GB
GB
,
2
GBE N
A



  (9.1) 
where EGB is the total energy of the GB supercell, NSi the number of Si atoms, and µSi the chemical potential 
of Si. The calculated GB energies are in the range of other known low-energy CSL GBs, as can be seen in 
Table 9.1, what explains the high stability of the interface. 
Furthermore, HR-STEM image simulations have been performed by Juri Barthel for the relaxed GB 
structure model and for models with partial site occupancies and atomic displacements of the interface 
atoms. Both modifications show a similar contrast drop as observed in the experimental HR-STEM image, 
see Figure 9.8. Therefore no clear statement can be made at this point wheather the contrast drop is 
induced by atomic shifts at the GB region or by the presence of vacancies. However, correlated STEM-EDX 
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measurements do not show a drop of the Si signal at the GB, as can be seen in Figure 9.9. Furthermore no 
indication for impurity segregation can be observed by STEM-EDX at this interface. 
 
 
Figure 9.2. HAADF STEM image of the atomic structure at the triple junction discussed in 5.3.1. The yellow line indicates the trace 
of the present GBs. A careful look on the traces reveals that the Σ9 GB has an additional step in direct vicinity of the triple junction, 
which most probably is the reason for the drop in contrast. 
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Figure 9.3. Trace analysis for Σ9 interface from triple junction . The solid line corresponds to the mean GB trace. The symmetrical 
(122) solution corresponds to the small GB segment in direct vicinity of the triple junction described in 5.3.1. The rotation angle of 
56° between both planes fits very well to the experimentally observed GB plane rotation in the HAADF image, Figure 5.9 (b). 
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Figure 9.4. HAADF STEM image showing the high stability of the Σ9(111|115) interface structure(FEI Titan 80-200 [106]). The 
shown lengths are 140 nm (left) and 50 nm (right), knowing that the total length of the interface is even longer, see Figure 5.9 (b). 
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Figure 9.5. <110> projection of the relaxed structural model of the Σ9(111|115) interface discussed in 5.3.1, taken from [120]. 
 
Figure 9.6. Reconstruction of Si atoms in the single atomic column along the [110] direction after relaxation, taken from [120]. 
Several possible reconstructions exist, only 2 of them are shown here. 
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Figure 9.7. GB energy calculated for relaxed Σ9(111|115) interface discussed in 5.3.1 compared to GB energies of other stable GB 
structures in Si. Image taken from [120]. 
 
Table 9.1. Comparison of GB energies calculated by DFT, Stillinger potential, and Erhart-Albe (EA) potential taken from Refs 
[120,129,132]. 
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Figure 9.8. (a) STEM HAADF image of Σ9(111|115) GB in <110> projection superimposed by the projection of a single structural 
unit of the relaxed GB structure. (b) Simulated STEM HAADF image of proposed structure at 12 nm thickness without any 
modifications. (c) Simulated STEM HAADF image with additional partial site occupancies at the interface. (d) Simulated STEM 
HAADF image with additional atomic displacement at the interface. Image taken from [120]. 
 
Figure 9.9. STEM EDX analysis of asymmetric Σ9 interface showing no detectable impurity segregation. 
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9.3 Construction of coincidence site lattice at faceted Σ3 interface 
The presence of GB dislocations can be revealed on closer inspection of the CSL in the vicinity of the GB 
plane. The definition of the CSL in 3.1.2 is independent from the arrangement of CSL sites as long as their 
density is not changed. The presence of a GB dislocation leads to a shift of the CSL on one side of the GB 
and a Burgers vector can be assigned analogous to regular dislocations inside the grain. In order to check 
for potential GB dislocations at the faceted interfaces described in sections 5.3.3-5.3.5, the HR-STEM 
HAADF images were used to generate the CSL from the observed atomic column positions. Therefore, the 
atomic lattice was reproduced on both side of the GB and extended across the GB, as shown in Figure 
9.10 and Figure 9.11 for two different z-layers. The resulting CSL is highlighted in vicinity of the GB by thick 
yellow and magenta circles, whereas the GB plane is drawn as yellow line. No shift of the CSL is observed, 
proving that no GB dislocations are present.  
 
Figure 9.10. CSL construction for z=0. The atomic lattices were reproduced and extended across the GB. Atomic sites corresponding 
to the upper grain are marked by blue circles (grain A), atomic sites of the lower grain by orange circles respectively. The CSL is 
highlighted yellow and magenta. 
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Figure 9.11. CSL construction for z=-1. The atomic lattices were reproduced and extended across the GB. Atomic sites 
corresponding to the upper grain are marked by green circles (grain A), atomic sites of the lower grain by red circles respectively. 
The CSL is highlighted yellow and magenta. 
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9.4 EBSD and EBIC data of Σ13b-Σ27b-RHAGB triple junction  
 
Figure 9.12. Inverse pole figure and quantitative EBIC map for the triple junction region  showing a homogenously increasing 
EBIC contrast at the random high angle GB (R). 
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