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A fundamental approach for the characterization and quantification of all kinds of resources is to
study the conversion between different resource objects under certain constraints. Here we analyze,
from a resource-non-specific standpoint, the optimal efficiency of resource formation and distillation
tasks with only a single copy of the given quantum state, thereby establishing a unified framework of
one-shot quantum resource manipulation. We find general bounds on the optimal rates characterized
by resource measures based on the smooth max/min-relative entropies and hypothesis testing relative
entropy, as well as the free robustness measure, providing them with general operational meanings
in terms of optimal state conversion. Our results encompass a wide class of resource theories
via the theory-dependent coefficients we introduce, and the discussions are solidified by important
examples, such as entanglement, coherence, superposition, magic states, asymmetry, and thermal
non-equilibrium.
I. INTRODUCTION
The manipulation and characterization of resources are
ubiquitous subjects of concern. In recent years, sub-
stantial research effort originated from the quantum in-
formation community has been devoted to a framework
known as resource theory, which significantly advances
the study of quantum physics and quantum technologies
(see Ref. [1] for a recent overview). The framework cen-
ters around the task of quantifying the value of certain
resource features (e.g. quantum entanglement) in various
scenarios, in order to rigorously understand the essence
of these resources and how to best utilize them. Resource
theory is particularly interesting and powerful because of
its versatility — similar methodologies are successfully
applied to a plethora of important resource entities, such
as entanglement [2, 3], coherence [4–6], superposition [7],
magic states [8, 9], asymmetry [10, 11], purity [12, 13],
thermal non-equilibrium [14–16], non-Gaussianity [17–
19]. Therefore, a research line of fundamental impor-
tance is to investigate the unified, non-resource-specific
aspects of resource theory and how they fit into different
contexts [20–38].
In this work, we establish such a general scheme for
operationally quantifying the resource content of quan-
tum states through their value in fundamental “resource
trading” tasks. More specifically, we are interested in
the optimal rate of forming a quantum state using some
standard resource states that serve as the “currency”,
and conversely that of using the given state to distill
standard states, under typical free operations. Many
∗ zliu1@perimeterinstitute.ca
† kfbu@fas.harvard.edu
‡ rtakagi@mit.edu
specific forms of such tasks are of independent inter-
est; for example, the task of entanglement formation
induces the entanglement cost, an important entangle-
ment measure [39, 40], and the tasks of entanglement
distillation [39, 41, 42] and magic state distillation [43]
play key roles in quantum information and computa-
tion. Here we focus on the practical scenario where
only one copy (or finite copies) of the state is avail-
able (i.e. the one-shot setting), and some amount of er-
ror is allowed. Unlike the asymptotic theory (the limit
of infinite i.i.d. copies) [21], only a few resource-specific
results about entanglement [44, 45], coherence [46–48],
and (generalized) quantum thermodynamics [14, 49–52]
(and magic states in a very recent work [53]) are known.
Here we consider two important classes of free opera-
tions easily characterized by the theory of resource de-
stroying (RD) maps [25]: the maximal free operations
(e.g. non-entangling operations for entanglement, maxi-
mal incoherent operations (MIO) for coherence, Gibbs-
preserving maps for thermodynamics), and the commut-
ing operations (e.g. dephasing-covariant incoherent oper-
ations (DIO) for coherence [54], isotropic channels for
discord when restricted to local operations and qudit
systems [55]), which induce general distance monotones
without optimization. We prove highly generic limits to
the optimal rates of standard one-shot formation and dis-
tillation tasks under the above free operations, and show
that they can be nearly achieved in many cases. These
general bounds take unified and simple forms in terms of
resource monotones based on the smoothed max-relative
entropy or the free (also called “standard”) robustness
for formation, and the smoothed min-relative entropy or
the hypothesis testing relative entropy for distillation, di-
vided by a certain modification coefficient that encodes
the resource value of the standard states. To put it an-
other way, the results endow these resource monotones
with operational meanings in terms of “normalized” one-
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2shot resource conversion tasks, providing a general op-
erational interpretation to the min-relative entropy mea-
sure and supplementing those of the max-relative entropy
and free robustness measures recently unveiled via era-
sure [30] and discrimination tasks [29, 35]. In partic-
ular, we find that taking maximum resource states as
the currency not only makes the most sense out of for-
mation/distillation tasks conceptually, but also leads to
nice mathematical structures of the results. For example,
we show that several key resource measures (and there-
fore the corresponding modification coefficients) of golden
states (a notion of max-resource states we introduce) col-
lapse to the same value in generic convex theories, which
leads to nearly tight bounds. Our results generalize the
existing resource-specific ones, and we shall also elucidate
the results by suitable new examples.
II. PRELIMINARIES
Let Hd be the Hilbert space of dimension d <∞, and
D(Hd) be the set of density operators acting on Hd.
Also let F(Hd) ⊆ D(Hd) be the set of free states in
the resource theory under consideration (the brackets are
dropped onwards when the Hilbert space is clear from the
context). We assume that the set of free states is topo-
logically closed, so that the maxima or minima over it
are well-defined.
We first formally define several information-theoretic
quantities and resource measures. Let ρ, σ be density
operators [56]. The Uhlmann fidelity of ρ and σ is given
by f(ρ, σ) :=
(
Tr
√√
σρ
√
σ
)2
=
∥∥√ρ√σ∥∥2
1
. The free
fidelity of ρ, which measures the maximum overlap with
free states, is defined as f(ρ) := maxσ∈F f(ρ, σ). The
max-relative entropy and min-relative entropy between ρ
and σ are respectively given by [57]
Dmax(ρ‖σ) := log min{λ : ρ ≤ λσ},
which is well-defined when supp(ρ) ⊆ supp(σ), and
Dmin(ρ‖σ) := − log Tr{Πρσ}
where Πρ denotes the projector onto supp(ρ), which is
well-defined when supp(ρ) ∩ supp(σ)\{0} is non-empty.
They roughly represent two ends of the spectrum of quan-
tum Re´nyi relative entropy (see Appendix A [58] for
more rigorous statements). To account for finite accu-
racy, the smoothed versions are needed. Let B(ρ) :=
{ρ′ : f(ρ′, ρ) ≥ 1 − }. The smoothed max- (min-) rela-
tive entropy between ρ and σ is then given by minimizing
(maximizing) over this -vicinity of ρ:
Dmax(ρ‖σ) := min
ρ′∈B(ρ)
Dmax(ρ
′‖σ),
Dmin(ρ‖σ) := max
ρ′∈B(ρ)
Dmin(ρ
′‖σ).
For the min-relative entropy we also consider a slightly
different type of smoothing known as the operator-
smoothing:
DH(ρ‖σ) := max
0≤P≤I,Tr{Pρ}≥1−
(− log Tr{Pσ}).
We use the notation DH since this is equivalent to the
hypothesis testing relative entropy defined in Ref. [59].
One can then define corresponding resource measures
by the minimum divergence with free states:
Dmax(min)(ρ) := min
σ∈F
Dmax(min)(ρ‖σ).
Due to the data processing inequalities for Dmax [60],
Dmin [61–63] and the purified distance P (ρ, σ) =√
1− f(ρ, σ) [64], it holds that Dmax,min are monoton-
ically non-increasing (f is non-decreasing) under all free
operations. The smoothed versions of these resource
measures are simply defined by replacing the divergences
with smoothed ones. Another important type of resource
measure is the free robustness/log-robustness:
R(ρ) := min{s ≥ 0 : ∃σ ∈ F , 1
1 + s
ρ+
s
1 + s
σ ∈ F},
LR(ρ) := log(1 +R(ρ)).
The smoothed versions are similarly given by minimizing
over B(ρ). By definition, if F is an affine set, i.e. any
state expressed by an affine combination of free states
is free (in e.g. coherence, asymmetry theories), then any
resource state ρ /∈ F does not have finite free robustness,
although infinite free robustness does not necessarily in-
dicate that F is affine (see Appendix B [58]). We formally
introduce the following condition for F for convenience
of later discussions:
Condition (FFR). All states have finite free robust-
ness, i.e. R(ρ) <∞,∀ρ.
By allowing σ to be any state (instead of a free state)
in the definition of free robustness, one obtains the so-
called generalized robustness/log-robustness, RG/LRG.
It can be easily verified that LRG(ρ) = Dmax(ρ).
We next briefly overview the theory of resource de-
stroying (RD) maps [25]. A map λ from states to states is
an RD map if it satisfies the following conditions: i) map-
ping all non-free states to free states, i.e. ∀ρ 6∈ F , λ(ρ) ∈
F ; ii) preserving free states, i.e. ∀σ ∈ F , λ(σ) = σ. Two
types of RD maps are of particular importance: i) Exact
RD maps, which output the closest free state as mea-
sured by the relative entropy. Simple forms are known in
e.g. coherence, asymmetry and non-Gaussianity theories.
(See Appendix C [58] for a detailed introduction.) ii) RD
channels. They often induce desirable features, e.g. the
output free state is continuous under variation of the in-
put state due to data processing inequalities. Examples
include the dephasing channel for coherence theory and
the twirling channel for asymmetry theory. In Appendix
D [58], we show that if any state takes finite free robust-
ness, then there does not exist an RD channel in that
theory.
3An RD map λ induces typical classes of quantum chan-
nels via a collection of simple, general conditions. This
work focuses on the following two important ones: i) the
resource non-generating operations FNG := {E |λ ◦ E ◦
λ = E ◦λ} [65], which induces the maximal set of free op-
erations in the sense that any other operation can create
resource from a free state; ii) the commuting operations
Fλ,Comm = {E |λ ◦ E = E ◦ λ}. One can then construct
simple resource measures δλ(·) = δ(·, λ(·)) where δ is
any contractive distance measure, which is monotonically
non-increasing under the commuting operations [25].
Here we shall use Dmax(min),λ(ρ) := Dmax(min)(ρ‖λ(ρ)),
with smoothed versions defined by minimizing (or max-
imizing) over B(ρ). The counterpart for free fidelity is
similarly given by fλ(ρ) := f(ρ, λ(ρ)).
We implicitly assume that the resource measures ap-
pearing throughout the paper are well-defined (the free
robustness case is highlighted since it is of crucial impor-
tance in resource theories).
III. RESOURCE CURRENCIES AND
MODIFICATION COEFFICIENTS
Resource manipulation tasks are commonly defined rel-
ative to some standard or unit resource that serve as the
“currency”: the formation task is about preparing the
target state with a supply of standard resource, while
the distillation task is about producing standard resource
from the given state. More generally, consider some
family of states {φd} consisting of a state φd ∈ D(Hd)
for each different d ∈ D where D ⊆ Z+ is a set of
valid dimensions as a definition of a resource currency
(e.g. D = {2k}, k ∈ Z+ for multi-qubit theories), and
call them reference states. Also let d↓(↑) ∈ D be some
dimension smaller (greater) than d (e.g. take d↑ = d+ 1
when D = Z+). We then introduce the following mod-
ification coefficients, which will naturally emerge in the
later discussions on one-shot rates:
mf (φd) := − log f(φd)/log d, (1)
mmax(min)(φd) := Dmax(min)(φd)/log d, (2)
mLR(φd) := LR(φd)/log d. (3)
Similarly, mf,λ and mmax(min),λ are defined by using fλ
and Dmax(min),λ for Eqs. (1) and (2).
It is common to consider certain notions of “maxi-
mum” resource states as the reference states (so that
the formation and distillation tasks essentially achieve
the effect of dilution and concentration of resource re-
spectively), although one can in principle choose more
general classes of states. The modification coefficients of
max-resource states may encode key features of the re-
source theory, such as the “size” of the set of free states.
For example, compare the qubit coherence and magic
state theories: in the Bloch representation, the incoher-
ent states only form a zero-measure axis, while the stabi-
lizer (non-magic) states form an octahedron which occu-
pies a significant chunk of the Bloch sphere [43]; Loosely
speaking, the maximum magic state is thus much “closer”
to stabilizer states, which leads to a smaller modification
coefficient, as compared with the case of coherence.
Now, we point out the remarkable fact that there is a
family of pure max-resource states such that the differ-
ent types of modification coefficients may collapse to the
same value, in a generic class of theories. To this end, we
introduce the following condition.
Condition (CH). The set of free states F is formed by
a convex hull of pure free states.
This property is quite lenient and holds for many
theories such as entanglement, coherence, superposition,
magic states. We then obtain the following:
Theorem 1. Suppose the resource theory satisfies Con-
dition (CH). Then, for any d, there exists a pure
state Φˆd ∈ D(Hd) such that mf (Φˆd) = mmin(Φˆd) =
mmax(Φˆd) := gd where Φˆd achieves the maxima of
mf ,mmin,mmax. Furthermore, if λ˜ is an exact RD map,
then mf,λ˜(Φˆd) = mmin,λ˜(Φˆd) = mmax,λ˜(Φˆd) = gd.
See Appendices E and F [58] for proofs and discussions
concerning this result. We call such Φˆd a golden state and
gd the golden coefficient for dimension d.
Now we briefly discuss a few important examples of
golden states and coefficients. The coherence theory
comes with golden states |Φˆd〉 = 1√d
∑
j |j〉, and the
complete dephasing channel is an exact RD map; The-
orem 1 fully applies, and gd = 1 for all d ∈ D = Z+.
For entanglement theory, golden states can take the form
|Φˆd〉 = 1d1/4
∑√d
j=1 |j〉|j〉 where d is the dimension of the
bipartite system with local dimension
√
d, and gd = 1/2
for all d ∈ D = {k2|k ∈ Z+}. Note that the simple
forms of one-shot entanglement/coherence manipulation
results [44, 46–48] rely heavily on this specific property
of the golden coefficients being constant for any valid
dimension. The theory of magic states has golden state
Φˆ2 =
1
2 (I+(X+Y +Z)/
√
3) with g2 = log(3−
√
3) ≈ 0.34
[31] for a single-qubit system, whereX,Y, Z are Pauli ma-
trices. Another interesting case is the theory of quantum
thermodynamics, where the only free state is the Gibbs
state and Condition (CH) is not satisfied. But it can
be shown that golden states with the same maximal re-
source and collapsing properties still exist and the gd can
be easily calculated (see Appendix E [58]). In particular,
the infinite-temperature case (i.e. the purity theory) has
gd = 1 for all d (where every pure state is a golden state).
IV. OPTIMAL RATES OF ONE-SHOT
RESOURCE MANIPULATION
Before stating the results, we define another useful con-
dition defined for the set of free states F and pure refer-
ence states {Φd}, which we call Condition (CT).
4Condition (CT). For any given d ∈ D, Tr{Φdσ} is con-
stant for any σ ∈ F (equivalently, Φd belongs to the dual
set of F as introduced in Ref. [26]).
For instance, for the theory of coherence, it can be
easily verified that Tr{Φˆdσ} = 1/d for any incoherent
state σ, so that the Condition (CT) is satisfied when the
golden states are chosen as reference states. In Appendix
G [58], we provide a new example based on a multi-qubit
superposition theory. A diagram that illustrates the clas-
sification of resource theories relevant to this work can be
found in Appendix H [58].
For state ρ, given reference states {φd}, the optimal
rate of one-shot formation task with  error tolerance
i.e. the one-shot -formation cost, under the set of oper-
ations F , is defined to be the minimum size of reference
state that achieves the task:
ΩC,F (ρ← {φd})
:= log min{d ∈ D : ∃E ∈ F , E(φd) ∈ B(ρ)}.
Below let R be some resource measure and m be some
type of modification coefficient that will be specified.
The following theorem establishes general bounds for the
one-shot -formation cost under the two aforementioned
classes of free operations (proofs in Appendices I, J [58]):
Theorem 2. For reference states {φd}, let d0 = min{d ∈
D : R(φd) ≥ R(ρ)}. Then
ΩC,F (ρ← {φd}) ≥
R(ρ)
m(φd0)
. (4)
for i) F = FNG, R = Dmax, m = mmax for any F ;
ii) F = FNG, R = LR, m = mLR for F satisfying
Condition (FFR); iii) F = Fλ,Comm, R = Dmax,λ, m =
mmax,λ for any F and λ.
On the other hand, for pure reference states {Φd}, let
d′0 = min{d ∈ D : − log f(Φd) ≥ R(ρ)}. Then
ΩC,F (ρ← {Φd}) <
R(ρ)
mf (Φd′0↓)
+ log
d′0
d′0
↓ . (5)
for i) F = FNG, R = Dmax for F satisfying Condition
(CT); ii) F = FNG, R = LR for convex F satisfying
Condition (FFR); iii) F = Fλ,Comm, R = Dmax,λ for F
satisfying Condition (CT) and any λ.
By combining the above results with Theorem 1, we
can reduce the modification coefficients to golden ones
and obtain roughly matching bounds:
Corollary 3. For golden states {Φˆd}, suppose Condi-
tions (CH) and (CT) are satisfied, and let d0 = min{d ∈
D : gd log d ≥ R(ρ)}. Then
R(ρ)
gd0
≤ ΩC,F (ρ← {Φˆd}) <
R(ρ)
gd↓0
+ log
d0
d↓0
. (6)
for i) F = FNG, R = Dmax; ii) F = Fλ˜,Comm, R =
Dmax,λ˜ for exact RD map λ˜.
The constructions used for showing the achievable for-
mation costs provide interesting implications to the exis-
tence of root states, max-resource states in the strongest
sense, from which any state defined on the same Hilbert
space can be obtained by some free operation:
Corollary 4. For any F(Hd) such that the maxima of
m ∈ {mf ,mmin,mmax} coincide at some pure (golden)
state Φˆd (e.g. F(Hd) satisfying Condition (CH)), Φˆd
serves as a root state if F(Hd) further satisfies either of
the following: i) Condition (CT), ii) Condition (FFR)
and mmax(Φd) = mLR(Φd) for any pure state Φd ∈
D(Hd).
We provide the proof, as well as an extensive discussion
on root states, in Appendix K [58]. This in particular
implies that if there exist no root states, then the free and
generalized robustness measures do not coincide at pure
states in general. (see Ref. [66] for a related discussion
for the theory of multipartite entanglement).
As for distillation, we consider the standard version
with error tolerance on the output. The optimal rate,
namely the one-shot -distillation yield, under free oper-
ationsF , is defined to be the maximum size of the target
reference state:
ΩD,F (ρ→ {φd})
:= log max{d ∈ D : ∃E ∈ F , E(ρ) ∈ B(φd)}.
We first provide the following bounds for the one-shot
-distillation yield under resource non-generating opera-
tions (proofs and additional results in Appendix L [58]):
Theorem 5. For pure reference states {Φd}, let d0 =
max{d ∈ D : − log f(Φd) ≤ DH(ρ)}. Then for any F ,
ΩD,FNG(ρ→ {Φd}) ≤
DH(ρ)
mf (Φd0)
. (7)
Suppose further that F satisfies Condition (FFR). For
reference states {φd}, let d0 = max{d ∈ D : LR(φd) ≤
DH(ρ)}. Then
ΩD,FNG(ρ→ {φd}) >
DH(ρ)
mLR(φd↑0
)
− log d
↑
0
d0
. (8)
For commuting operations, we find the following upper
bound (proof in Appendix M [58]):
Theorem 6. For pure reference states {Φd} and RD
channel Λ, let d0 = max{d ∈ D : fΛ(Φd) ≥ 2−DH,Λ(ρ) −
2
√
}. Then for any F ,
ΩD,FΛ,Comm(ρ→ {Φd}) ≤
− log(2−DH,Λ(ρ) − 2√)
mf,Λ(Φd0)
. (9)
For now we are only able to obtain lower bounds for
some special notions of commuting operations (see Ap-
pendix M [58]).
5Moreover, in Appendix N [58], we instead consider dis-
tillation with error tolerance on the input, for which a
greater collection of bounds in slightly different forms
(using e.g. state-smoothing Dmin or continuity bounds)
can be established.
These results allow us to obtain nontrivial bounds for
resource trading in specific theories by computing the
modification coefficients (which can be efficiently done in
many cases [9, 67–72]). For example, the golden coef-
ficients of coherence, entanglement and purity theories
induce bounds directly given by the smooth resource
measures without modification, which is consistent with
previous results [44, 46, 47, 73]. As a more informa-
tive example, we briefly remark on the theory of magic
states. It can be inferred from recent results in [74]
that mf (Φ) = mmin(Φ) = mmax(Φ) holds for the so-
called “Clifford magic states” Φ, and m(Φ⊗m2 ) = m(Φ2)
where m ∈ {mf ,mmin,mmax} for any qubit pure state
Φ2 [75] (meanwhile, mLR is generically larger and non-
constant). This in particular is relevant to the con-
ventional magic state distillation where the reference
states are copies of |T 〉 := (|0〉 + eipi/4|1〉)/√2. By us-
ing m(T⊗m) = log(4 − 2√2) ≈ 0.23 as can be eas-
ily verified and the known values of mLR(T
⊗m) [9, 76],
one can obtain several bounds for manipulating multiple
T -states/gates under all stabilizer-preserving operations,
which complements the recent results in Ref. [53] for a
slightly different setup. We leave extended discussions on
the implications to magic states and quantum computa-
tion for follow-up works.
We also note that the resource measures considered in
this work often admit efficient SDP formulation [9, 71] as
well as analytical expressions [9, 67–70, 72], which make
our bounds of practical use in many important circum-
stances.
V. CONCLUDING REMARKS
This work establishes general bounds that relate the
optimal rates of typical one-shot resource formation and
distillation tasks to resource monotones based on one-
shot divergences and log-robustness, without specifying
the resource theory. We introduce the modification coeffi-
cients to take into account the resourcefulness of the cur-
rency, and find that they exhibit the remarkable collaps-
ing property for a simple notion of max-resource states.
We examined two important classes of free operations,
namely the resource non-generating operations and op-
erations that commute with the RD map.
Our results not only provide nontrivial and practically
useful bounds for these tasks, but also characterize the
resourcefulness of quantum states defined in general re-
source theories in terms of direct one-shot resource con-
version, providing general operational meanings to the
resource measures discussed in this work. They are po-
tentially applicable to a large class of theories beyond the
specific ones studied earlier (e.g. entanglement, coher-
ence, thermal non-equilibrium), allowing one to obtain
nontrivial bounds for optimal resource manipulation in
specific contexts. Our results also complement the stud-
ies on the complete set of monotones [26, 35, 77, 78],
which provide the necessary and sufficient conditions for
state transformations between two states under free oper-
ations. A complete set of monotones generally consists of
infinite number of resource monotones [23], which makes
the computation impractical. Therefore, the simpler ex-
pressions obtained in this work would give clearer insights
into resource manipulation tasks.
For future work, it would be intriguing to further inves-
tigate the achievability of these fundamental limits (es-
pecially for distillation), apply this framework to specific
contexts such as magic states and superposition to gain
new insights into these theories, explore the connections
and implications to the asymptotic theory, and extend
the ideas to resource theory settings beyond quantum
states, in accordance with [22–24, 28, 33–38, 79].
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Appendix A: Max- and min-relative entropies as quantum Re´nyi relative entropies
Here we elaborate on the statement that the max- and min-relative entropies, whose close relatives emerge from
one-shot formation and distillation tasks respectively, correspond to two extremes of the quantum Re´nyi relative
entropy. (We refer interested readers to [60, 81] for more comprehensive discussions on the limits of quantum Re´nyi
entropies.) To this end, we first formally define two types of quantum Re´nyi relative entropies, which serve as the
parent quantities of many important types of divergences between quantum states:
Definition 1. Let ρ be a density operator and σ be a positive semidefinite operator. For α ∈ (0, 1) ∪ (1,∞), the
quantum Re´nyi-α relative entropy between ρ and σ is given by
Dα(ρ‖σ) := 1
1− α log Tr{ρ
ασ1−α}, (A1)
while the sandwiched quantum Re´nyi-α relative entropy (also frequently referred to as the quantum Re´nyi-α diver-
gence) between ρ and σ is given by [60, 82]
D˜α(ρ‖σ) := 1
1− α log Tr{(σ
1−α
2α ρσ
1−α
2α )α}, (A2)
which reduces to Dα(ρ‖σ) when [ρ, σ] = 0. The values are set to ∞ when they are not well-defined.
We state the following facts:
• The max-relative entropy Dmax(ρ‖σ) = log min{λ : ρ ≤ λσ} is equivalent to D˜α(ρ‖σ) in the limit α→∞;
• The min-relative entropy Dmin(ρ‖σ) = − log Tr{Πρσ} is equivalent to D0(ρ‖σ) since ρ0 = Πρ (hence it is often
called the “0-relative entropy”).
Note that the term “min-relative entropy” in some literature may refer to a different quantity which is equivalent
to D˜1/2(ρ‖σ) and also directly related to fidelity [94]: D′min(ρ‖σ) := −2 log
∥∥√ρ√σ∥∥
1
= − log f(ρ, σ).
Also note that the quantum Re´nyi relative entropies are monotonically non-decreasing in the order α. Therefore,
loosely speaking, the optimality bounds for formation and distillation, in terms of (variants of) the max- and min-
relative entropy measures respectively, are normally in their strongest forms.
9Appendix B: Non-affine theory without free robustness
It is clear from the definition of the free robustness that if the set of free states F is an affine set (σ1, σ2 ∈ F ⇒
tσ1 + (1− t)σ2 ∈ F for any t ∈ R such that tσ1 + (1− t)σ2 ≥ 0), then any resource state ρ /∈ F does not have finite
free robustness. Here, we show that the non-affinity of F does not necessarily imply that all states ρ ∈ D(H) possess
finite free robustness, which, to our knowledge, had not been explicitly presented in the literature.
For resource theories such that the set of free states is the convex hull of the set of pure free states, the condition
for all states to have finite free robustness was shown in Ref. [31]: for F = conv(S+) where S+ =
{|φ〉〈φ| ∣∣ |φ〉 ∈
V(H), V(H) is the set of pure free states}, all states ρ ∈ D(H) have finite free robustness iff D(H) ⊆ span(S+). A
corresponding result for general convex theories can be obtained in a simple manner, where we find that all states
ρ ∈ D(H) possess finite free robustness iff D(H) ⊆ span(F). To show this, first observe that if all states possess
finite free robustness, then there exists a decomposition ρ = (1 + s)τ − sσ where τ, σ ∈ F for all ρ ∈ D(H), and
thus D(H) ⊆ span(F). On the other hand, if D(H) ⊆ span(F), then any state ρ ∈ D(H) can be written as a linear
combination of free states:
ρ =
∑
j
cjσj =
∑
j∈I+
cjσj −
∑
j′∈I−
|cj′ |σj′ , (B1)
where σj ∈ F , cj ∈ R \ {0} for all j, and I± denotes the set of indices for which cj are positive and negative.
Due to the convexity of F , we have that ∑j∈I± |cj |σj ∈ cone(F), and due to the fact that Tr ρ = 1, one can write∑
j∈I+ cjσj = (1 + s) τ and
∑
j∈I− |cj |σj = s σ for some s ≥ 0, τ, σ ∈ F .
We now give an example of non-affine theories for which there exist states without finite free robustness.
Consider the resource theory defined on qubit systems such that the set of free states is the convex hull of
{|0〉〈0|, |1〉〈1|, |+〉〈+|, |−〉〈−|}. It is not affine because any state on the X-Z plane of the Bloch sphere can be
constructed by an affine combination of these four states. However, clearly D(H) 6⊆ span(F) because the span of the
free states can only involve real coefficients with respect to the computational basis. Hence, there are states (more
explicitly, the states with imaginary coefficients) which do not have finite free robustness.
Appendix C: Exact resource destroying maps
We identify a special kind of resource destroying map, which “picks out” the closest free state with respect to the
standard relative entropy of resource:
Definition 2 (Exact resource destroying map). A resource destroying map λ is called an exact resource destroying
map if it maps all states ρ to a closest free state with respect to the relative entropy, i.e.
D(ρ‖λ(ρ)) = min
σ∈F
D(ρ‖σ), (C1)
where D(ρ‖σ) := Tr{ρ log ρ− ρ log σ} denotes the relative entropy between ρ and σ.
All resource theories have an exact resource destroying map by definition. However, of particular interest are the
cases where the exact resource destroying map is “simple”—meaning that, for example, it is a quantum channel, or
can be characterized by some other natural principles. There are several good examples (in addition to the trivial
example of quantum thermodynamics, where the unique resource destroying map is the constant channel that outputs
the Gibbs state for the given Hamiltonian and temperature):
TABLE I. Notable resource theories with a natural exact resource destroying map.
Theory Exact resource destroying map
Coherence Complete dephasing channel: ∆(ρ) =
∑
i |i〉〈i|ρ|i〉〈i| where {|i〉〈i|} is the reference basis [95].
Asymmetry Uniform twirling channel (over symmetry group G): G(ρ) = ∫
G
dµ(U)UρU† where the integral is taken
over the normalized Haar measure on G (for finite groups, the integral is replaced by the average over
the action of group elements) [83].
Non-Gaussianitya λ(ρ) = τG where τG is the Gaussian state with the same mean displacement and covariance matrix as
ρ [84].
a Note that the Hilbert space of continuous-variable systems is infinite-dimensional, so the discussions in this paper do not directly
apply to the theory of non-Gaussianity. But it still serves as an interesting example where a “simple” resource destroying map is exact.
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The closest free states are not easily identified for many other resource theories. Or in other words, the exact
resource destroying map does not admit a simple description. The above theories exhibit the nice feature that the
intuitive resource destroying map turns out to be exact. However, for various other theories (such as magic states),
it is not immediately clear what a nontrivial resource destroying map is. A particularly interesting case is quantum
discord, where there is a very natural resource destroying map (namely, measurement in the local eigenbasis) [25]
that leads to physically meaningful and mathematically well-behaved discord measures [55, 85]. Unfortunately, this
resource destroying map is not exact, and furthermore, the closest free states in the theory of discord do not seem to
exhibit any generic feature (see Ref. [55] for more detailed discussions).
Appendix D: Free robustness implies nonlinearity of resource destroying maps
Proposition 7. If free robustness always exists in the resource theory, that is, for any resource state ρ 6∈ F there
exists some free states σ, τ ∈ F such that ρ+ sσ = (1 + s)τ for some s ≥ 0, then the resource destroying maps of this
theory must be nonlinear (and thus resource destroying channels do not exist).
Proof. Suppose there exists some linear resource destroying map Λ. Then
Λ(ρ) = (1 + s)Λ(τ)− sΛ(σ) = (1 + s)τ − sσ, (D1)
where the second equality follows from the fact that resource destroying maps are nonresource fixing. Therefore, we
have ρ = Λ(ρ) ∈ F , which contradicts the assumption that ρ is a resource state.
This result, which had not been explicitly pointed out in the past, is essentially a combination of the facts that the
set of free states must be non-affine for any state to possess finite free robustness (as mentioned in the main text)
and that the set of free states must be affine for a resource destroying channel to exist as shown in Ref. [26]. This
improves the basic observation in Ref. [25] that the nonconvexity of F implies nonlinearity of resource destroying
maps. Also note that the absence of finite free robustness for some states is a necessary but not sufficient condition
for the existence of resource destroying channels. The sufficient condition is also characterized in Ref. [26].
Appendix E: Collapse of the optimized modification coefficients (part of Theorem 1)
Here, we prove the first half of Theorem 1, collapse of the modification coefficients based on resource measures. We
prove the other half of the Theorem in the next section.
We first show that the minimum fidelity with respect to convex and closed sets of free states can always be realized
at a pure state.
Lemma 8. Suppose F ⊂ D(Hd) is convex and closed. Then, for any d, there exists a pure state Φˆd ∈ D(Hd) that
achieves the minimum of the free fidelity.
Proof. First we show that the square root of the free fidelity
√
f is concave. Let ρ =
∑
i piρi, pi ∈ [0, 1] be some
probabilistic decomposition of state ρ, and δ˜i be the optimal free state that achieves f(ρi) = maxδ∈F f(ρi, δ). We have√
f(ρ) = max
δ∈F
√
f(ρ, δ) ≥
√
f(ρ,
∑
i
piδ˜i) ≥
∑
i
pi
√
f(ρi, δ˜i) =
∑
i
pi
√
f(ρi), (E1)
where the first inequality follows from the fact that
∑
i piδ˜i ∈ F due to the convexity of F , and the second inequality
follows from the joint concavity of the square root of the Uhlmann fidelity
√
f [86, 87]. Suppose for some dimension,
the minimum of f(ρ) (equivalently, the minimum of
√
f(ρ)) is only achieved by mixed states. Let σ be such a mixed
state which has a pure state decomposition σ =
∑
i pi|λi〉〈λi|. Then since f(σ) < f(|λi〉〈λi|) for all i, we have√
f(σ) <
∑
i pi
√
f(|λi〉〈λi|), which contradicts the concavity of
√
f, Eq. (E1). In conclusion, the minimum-free-fidelity
state can be pure for all dimensions.
The similar proof easily applies to other max-resource states given by convex resource monotones. We are now in
a position to prove the first half of the Theorem.
Proposition 9. Suppose the resource theory satisfies Condition (CH). Then, for any d, there exists a pure state
Φˆd ∈ D(Hd) such that mf (Φˆd) = mmin(Φˆd) = mmax(Φˆd) := gd where Φˆd achieves the maxima of mf ,mmin,mmax.
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Proof. Due to Lemma 8, there always exists a pure state Φˆd which achieves the maximum of mf . It is also
straightforward to see that mf (Φˆd) = mmin(Φˆd) because they coincide at any pure state. We now prove that
mf (Φˆd) = mmax(Φˆd). Recall that 2
Dmax(ρ), which is equivalent to 1 + RG(ρ), can be computed by the following
convex optimization problem [31, 88]:
maximize Tr{ρX} (E2)
subject to X ≥ 0 (E3)
Tr{δX} ≤ 1,∀δ ∈ F (E4)
It is shown in [31] that if F satisfies Condition (CH), then the optimal witness operator X for pure state ρ always
takes a rank-one form, i.e. can be written as X = c|w〉〈w| for some c ≥ 0 and pure state |w〉. We shall show
that when ρ = Φˆd = |Φˆd〉〈Φˆd|, the optimal X is identified by c−1 = f(Φˆd) = maxδ∈F Tr{Φˆdδ} and |w〉 = |Φˆd〉.
By (E4), for all δ ∈ F , c ≤ 〈w|δ|w〉−1. So the maximal c as a function of |w〉 under this constraint is given by
c˜|w〉 = (maxδ∈F 〈w|δ|w〉)−1 = f−1(w). Then, notice that max|ψ〉 c˜|ψ〉 = c˜|Φˆd〉 simply because f achieves the minimum
at Φˆd. Therefore, the target function Tr{ΦˆdX} = c|〈Φˆd|w〉|2 achieves the maximum when |w〉 = |Φˆd〉 since c and
|〈Φˆd|w〉|2 achieve the maximum simultaneously when |w〉 = |Φˆd〉. So we have 2Dmax(Φˆd) = c˜|Φˆd〉 = f−1(Φˆd), which
implies that mf (Φˆd) = mmax(Φˆd).
Next, let us see that Φˆd achieves the maximum of mmin and mmax for the same dimension d. Since mf (Φd) =
mmin(Φd) for pure states Φd, Φˆd gives the maximum value of mmin among all pure states of dimension d. Recall
that Dmin(ρ‖σ) is jointly convex [57]. By a similar argument as we saw above, one can show that Dmin(ρ) =
minδ∈F Dmin(ρ‖δ) is convex. Therefore, the maximum of Dmin(ρ) can be achieved by some pure state. Since Φˆd is
the state that gives the maximum value among all pure states, it also maximizes Dmin(ρ) among all states. To see
that it also maximizes mmax, recall that RG(ρ) is convex [31], and so the maximum can be realized at a pure state.
Let |ψ〉 be such a pure state and X = c˜|w〉|w〉〈w| be an optimal witness realizing the generalized robustness. Then,
1 +RG(|ψ〉〈ψ|) = c˜|w〉|〈ψ|w〉|2 ≤ c˜|Φˆd〉 ·1 = 1 +RG(Φˆd), which implies that Φˆd gives the maximum RG among all pure
states, and hence all states.
We remark that the collapse can still happen for more theories which does not satisfy Condition (CH). An impor-
tant example of such a theory is quantum thermodynamics, where the only free state is the Gibbs state. One can
nevertheless show that the corresponding result still holds for the theory of quantum thermodynamics.
Proposition 10 (Quantum thermodynamics). Consider the theory with F = {τd} ⊂ D(Hd) where τd is the Gibbs state
defined on the system of dimension d with temperature T and Hamiltonian H =
∑
iEi|i〉〈i|. Then for pure minimum-
free-fidelity state Φˆd (whose existence is guaranteed by Lemma 8), we have mf (Φˆd) = mmin(Φˆd) = mmax(Φˆd). More-
over, Φˆd also achieves the maximum of mmin and mmax.
Proof. Let |imax〉 be an eigenstate corresponding to the maximum Ei. We first observe that Φˆd = |imax〉〈imax|. Let
|ψ〉 ∈ Hd be a pure state and consider the fidelity with the Gibbs state: f(|ψ〉〈ψ|, τd) = 〈ψ|τd|ψ〉 =
∑
i τd,i |〈ψ|i〉|2
where τd,i =
exp(−Ei/T )
Z and Z =
∑
i exp(−Ei/T ). It clearly takes the minimum when |ψ〉 = |imax〉 because τd,imax =
mini τd,i. So we identify Φˆd = |imax〉〈imax| and mf (Φˆd) = log(1/τd,imax )log d .
Recall that mf (Φˆd) = mmin(Φˆd) since Φˆd is pure. We now show that mf (Φˆd) = mmax(Φˆd). Recalling the definition
of max-relative entropy, we have
2Dmax(Φˆd) = min{λ ≥ 0 |λ τd − Φˆd ≥ 0}. (E5)
Since Φˆd = |imax〉〈imax|, we obtain 2Dmax(Φˆd) = 1/τd,imax , and hence mmax(Φˆd) = mf (Φˆd).
Finally, we show that Φˆd also achieves the maxima of mmin and mmax. Since the maxima of Dmin,max occur at
pure states due to their convexity, it suffices to show that Φˆd achieves the maxima among all pure states. The
mmin case follows from the same argument as in the proof of Proposition 9. To see that Φˆd achieves the maximum
of mmax, the above optimization form of the generalized robustness is useful. Let |ψ〉 ∈ Hd be a pure state, and
suppose that |ψ〉 has larger generalized robustness (equivalently, the max-relative entropy measure) than Φˆd, i.e.
1 + RG(|ψ〉〈ψ|) > 1 + RG(Φˆd) = 1/τd,imax . Let X be a positive semidefinite operator satisfying Eq. (E4) and
Tr{|ψ〉〈ψ|X} = 1 + RG(|ψ〉〈ψ|). Writing X in the spectral decomposition form X =
∑
i xi|ei〉〈ei| where xi ≥
0,∀i and {|ei〉} is some orthonormal basis, we get 1 + RG(|ψ〉〈ψ|) =
∑
j xj |〈ψ|ej〉|2. Let pj := |〈ψ|ej〉|2. Then,
{pj} is a probability distribution and thus 1 + RG(|ψ〉〈ψ|) =
∑
j xjpj ≤ xmax where xmax := maxi xi. By the
assumption that 1 + RG(|ψ〉〈ψ|) > 1/τd,imax , we have xmax > 1/τd,imax . However, by setting xJ = xmax, we also
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get Tr{τdX} =
∑
ji xjτd,i|〈i|ej〉|2 ≥
∑
i xmaxτd,i|〈i|eJ〉|2 >
∑
i |〈i|eJ〉|2 = 1 where for the second inequality we used
that xmax > 1/τd,imax and that τd,i/τd,imax ≥ 1,∀i. This means that X violates Eq. (E4), which is a contradiction.
Therefore, Φˆd achieves the maximum of RG, and hence mmax.
Appendix F: Collapse of the modification coefficients induced by exact resource destroying maps (part of
Theorem 1)
Now we prove that, for golden states such that the modification coefficients collapse, the exact resource destroying
map defined by the relative entropy also just outputs the closest free state in terms of min- and max-relative entropies,
and therefore the corresponding modification coefficients also collapse to the golden coefficient. The case of min-relative
entropy is rather straightforward:
Proposition 11. Let λ be an exact resource destroying map. Suppose the set of free states F satisfies Condition
(CH), i.e. is formed by a convex hull of pure states. Then for pure minimum-free-fidelity state Φˆd, λ(Φˆd) ∈ F is the
closest free state as measured by the min-relative entropy, i.e.
min
σ∈F
Dmin(Φˆd‖σ) = Dmin(Φˆd‖λ(Φˆd)). (F1)
That is to say,
mmin,λ(Φˆd) = mmin(Φˆd) = gd. (F2)
Proof. Due to the collapse of modification coefficients shown in Theorem 9, we have mmin(Φˆd) = mmax(Φˆd). That
is, minσ∈F Dmin(Φˆd‖σ) = minσ∈F Dmax(Φˆd‖σ). Since Dmin(ρ‖σ) ≤ D(ρ‖σ) ≤ Dmax(ρ‖σ) for any states ρ, σ [57], it
must hold that
min
σ∈F
Dmin(Φˆd‖σ) = min
σ∈F
D(Φˆd‖σ) = D(Φˆd‖λ(Φˆd)). (F3)
The last equality follows from the definition of the exact resource destroying map. Notice that minσ∈F Dmin(Φˆd‖σ) ≤
Dmin(Φˆd‖λ(Φˆd)) ≤ D(Φˆd‖λ(Φˆd)). Then due to Eq. (F3), all the inequalities become equalities, and thus the statement
follows.
To prove the case of max-relative entropy we need to make use of the specific forms of the divergences:
Proposition 12. Let λ be an exact resource destroying map. Suppose the set of free states F satisfies Condition
(CH), i.e. is formed by a convex hull of pure states. Then for pure minimum-free-fidelity state Φˆd, λ(Φˆd) ∈ F is the
closest free state as measured by the max-relative entropy if Dmax(Φˆd‖λ(Φˆd)) is well defined, i.e.
min
σ∈F
Dmax(Φˆd‖σ) = Dmax(Φˆd‖λ(Φˆd)). (F4)
That is to say,
mmax,λ(Φˆd) = mmax(Φˆd) = gd. (F5)
Proof. By Proposition 11, to prove the statement, it suffices to show that
Dmax(Φˆd‖λ(Φˆd)) ≤ Dmin(Φˆd‖λ(Φˆd)). (F6)
Due to Eqs. (F1) and (F3), for pure minimum-free-fidelity state Φˆd, we have
Dmin(Φˆd‖λ(Φˆd)) = D(Φˆd‖λ(Φˆd)), (F7)
which can be rewritten as
log Tr{Φˆdλ(Φˆd)} = Tr{Φˆd log λ(Φˆd)}. (F8)
Suppose that λ(Φˆd) has a spectral decomposition λ(Φˆd) =
∑K
i pi|ci〉〈ci| where {|ci〉}Ki=1 is the support, i.e. the subset
of orthonormal basis {|ci〉}di=1 such that
∑K
i=1 pi = 1, pi > 0 for any i ∈ {1, ..,K}. Let us denote qi = 〈ci|Φˆd|ci〉 ≥ 0.
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Since Dmax(Φˆd‖λ(Φˆd)) exists, we have
∑K
i=1 qi = 1. Otherwise, there would exist j ≥ K + 1 such that qj > 0, which
implies that
0 < qj = 〈cj |Φˆd|cj〉 ≤ 2Dmax(Φˆd‖λ(Φˆd))〈cj |λ(Φˆd)|cj〉. (F9)
This is impossible since 〈cj |λ(Φˆd)|cj〉 = 0. Therefore, we obtain
log
K∑
i=1
piqi =
K∑
i=1
qi log pi, (F10)
where
∑K
i=1 qi =
∑K
i=1 pi = 1. Due to the concavity of the logarithm function, Eq. (F10) is true iff either i) only one
qi = 1, or ii) all pi are equal for i ∈ {k|qk 6= 0}.
Case 1: Only one qi = 1. Without loss of generality, assume that q1 = 1. Then Φˆd = |c1〉〈c1|, and
Dmin(Φˆd‖λ(Φˆd)) = − log p1. Thus Dmax(Φˆd‖λ(Φˆd)) ≤ log 1p1 = Dmin(Φˆd‖λ(Φˆd)).
Case 2: All pi are equal for i ∈ {k|qk 6= 0}. Without loss of generality, assume that 1 ∈ {k|qk 6= 0}.
Then Dmin(Φˆd‖λ(Φˆd)) = − log p1 and Φˆd ≤
∑
i∈{k|qk 6=0} |ci〉〈ci|. Thus we also have Dmax(Φˆd‖λ(Φˆd)) ≤ log 1p1 =
Dmin(Φˆd‖λ(Φˆd)).
Therefore, Eq. (F6) is confirmed and the statement follows.
Proposition 12 in particular leads to roughly matching bounds for the formation cost under commuting operations
in corresponding theories. Also note that the max-relative entropy could in principle induce different orderings as
compared to the relative entropy, in the sense that there exist state (or even pure state) ρ and states σ1, σ2 such
that Dmax(ρ‖σ1) > Dmax(ρ‖σ2) but D(ρ‖σ1) < D(ρ‖σ2). The following is an example provided by Mila´n Mosonyi.
Consider a maximally entangled state |Σˆ〉 = 1√
d
∑d
j=1 |j〉|j〉 ∈ Hd ⊗Hd, and for any density operator σ ∈ D(Hd), let
σ¯ := 1dI ⊗ σ. Then
Dmax(Σˆ‖σ¯) = log ‖σ¯−1/2Σˆσ¯−1/2‖ = log Trσ−1, (F11)
D(Σˆ‖σ¯) = −Tr{Σˆ log σ¯} = log d− 1
d
Tr log σ, (F12)
where ‖ · ‖ denotes the operator norm. Now let ~λ(i) = (λ(i)1 , ..., λ(i)d ) denote the eigenvalues of σi, i = 1, 2. Then
Dmax(Σˆ‖σ¯1) > Dmax(Σˆ‖σ¯2)⇐⇒
d∑
j=1
1
λ
(1)
j
>
d∑
j=1
1
λ
(2)
j
or H(~λ(1)) < H(~λ(2)), (F13)
D(Σˆ‖σ¯1) < D(Σˆ‖σ¯2)⇐⇒
d∏
j=1
λ
(1)
j >
d∏
j=1
λ
(2)
j or G(
~λ(1)) > G(~λ(2)), (F14)
where H and G denote the harmonic mean and the geometric mean, respectively. Note that H(~λ) ≤ G(~λ). An explicit
example satisfying the above properties found with Matlab is
~λ(1) = (0.5296, 0.0228, 0.4476), ~λ(2) = (0.0368, 0.1570, 0.8062). (F15)
That is to say, the closest free state given by the relative entropy, i.e. the image of the exact resource destroying map
(even if it is unique), is not necessarily the closest in terms of the max-relative entropy (say, consider a theory where
F = {σ¯1, σ¯2}). But Proposition 12 indicates that this does not occur for the references states of most interest in this
work, namely the golden states (associated with some theory, which causes the optimized modification coefficients to
collapse).
For certain theories, Proposition 12 may also admit simpler proofs due to the specific structures of the theory.
As an example, consider the theory of coherence. Here, the golden states are the maximally coherent states |Ψˆd〉 =
1√
d
∑d
i=1 |i〉 where {|i〉〈i|} is the reference basis, the set of free states F = I consists of density matrices that are
diagonal in the reference basis (incoherent states), and the exact resource destroying map is the complete dephasing
channel ∆. Since |Ψˆd〉 is pure, we have [89]
min
σ∈I
Dmax(Ψˆd‖σ) = min
σ∈I
log(‖Ψˆd − σ‖`1 + 1) = log d = Dmax(Ψˆd‖∆(Ψˆd)). (F16)
Therefore, we have mmax,∆(Ψˆd) = mmax(Ψˆd).
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Appendix G: Resource theory of superposition and the constant trace condition
Here we provide a simple example of resource theories that satisfy the Condition (CT), in addition to the theory
of coherence, based on the recently formulated resource theory of superposition [7].
The theory of superposition is a generalization of coherence theory, where the set of free states is taken to be
F = conv{|φ〉〈φ| ∣∣ |φ〉 ∈ V} where V is a set of pure basis states, which do not have to be orthogonal to each other,
unlike the theory of coherence. We shall show that any theory of superposition defined on two-dimensional systems
with two pure basis states, with the golden state as the reference state, satisfies Condition (CT). Namely, the golden
state Φˆ2 has the same overlap with all the free states: Tr{Φˆ2δ} = constant, ∀δ ∈ F . To see this, geometrical
consideration is helpful. Let |φa〉 and |φb〉 be the basis states (so F = conv{|φa〉〈φa|, |φb〉〈φb|}) and consider the slice
of the Bloch sphere which intersects |φa〉, |φb〉 and the center (see Fig. 1). For two-dimensional systems, the fidelity
and the trace distance are equivalent for two pure states, and the trace distance is proportional to the Euclidean
distance on the Bloch sphere. Therefore, Φˆ2, the pure state that has the minimum fidelity with the closest free state
(namely the golden state, since F satisfies Condition (CH) by definition), is found to be located at the opposite
side of |φa〉 and |φb〉 on this slice, with which it forms an isosceles triangle, as depicted in Fig. 1. It is easy to
see that Tr{Φˆ2|φa〉〈φa|} = Tr{Φˆ2|φb〉〈φb|}, and this ensures Tr{Φˆ2δ} = constant, ∀δ ∈ F due to the linearity of
the trace function. To construct a scalable theory, one may, for example, consider the multi-qubit extension where
F = conv{|φa〉〈φa|⊗n, |φb〉〈φb|⊗n} and Φˆ⊗n2 is the reference state for any n ∈ Z+. It can be directly seen that
Condition (CT) is still met.
FIG. 1. The slice of the Bloch sphere which intersects |φa〉, |φb〉 and the center. The golden state Φˆ2 locates at the opposite of
|φa〉, |φb〉 and form an isosceles triangle with |φa〉, |φb〉.
Appendix H: Classification of resource theories
Here we provide a Venn diagram (Fig. 2) that illustrates the classification of quantum resource theories according
to a number of key properties that are most relevant to our work.
Appendix I: One-shot formation cost by resource non-generating operations (part of Theorem 2)
In the next two sections, we break down Theorem 2 of the main text about one-shot formation into independent
results that may rely on different assumptions, and present their proofs separately.
Here, we present proofs of the bounds on the one-shot formation cost under resource non-generating operations
FNG, which constitute the maximal set of free operations.
The first group of bounds are given by modified versions of smooth max-relative entropy of resource Dmax. The
following is a lower (optimality) bound:
Proposition 13. Given target state ρ and reference states {φd}. Let d0 = min{d ∈ D : Dmax(φd) = mmax(φd) log d ≥
Dmax(ρ)}. For  ≥ 0,
ΩC,FNG(ρ← {φd}) ≥ log d0 ≥
Dmax(ρ)
mmax(φd0)
. (I1)
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FIG. 2. Classification of resource theories according to several basic properties (convexity, affinity, existence of RD channel;
blue circles) as well as the three conditions introduced in the main text (Conditions (FFR), (CH), (CT); green circles), and
where the important examples (red code names) live. SupB and SupG refer to the specific theories of superposition discussed
in Appendix B and G respectively. Note that whether a theory of asymmetry satisfies Condition (CT) depends on further
details of the symmetry of interest, which is why we indicate it as a circle. For instance, when U(1) group is considered, a set
of free states defined on a single subsystem satisfies Condition (CT) whereas that defined on a composite system involving two
subsystems does not — It is due to the fact that free states can be entangled within a degenerate subspace.
Proof. Suppose φd is a reference state that achieves the formation task with free operation E , i.e. E(φd) = ρ ∈ B(ρ)
for some E ∈ FNG. Let σ˜ ∈ F be the optimal free state that achieves Dmax(φd). The following must hold:
Dmax(ρ) ≤Dmax(ρ) (I2)
= min
δ∈F
Dmax(ρ‖δ) (I3)
≤Dmax(ρ‖E(σ˜)) (I4)
=Dmax(E(φd)‖E(σ˜)) (I5)
≤Dmax(φd‖σ˜) = Dmax(φd) = mmax(φd) log d, (I6)
where the third line follows from E(σ) ∈ F , and the fifth line follows from the data processing inequality for the
max-relative entropy [60]. So for any d < d0 the possibility that φd achieves the formation is forbidden by the above
inequality, that is, ΩC,FNG(ρ← {φd}) ≥ log d0. Also by the definition of d0 we have mmax(φd0) log d0 ≥ Dmax(ρ). So
the claimed bound follows.
We can also obtain the following general upper (achievability) bound:
Proposition 14. Given target state ρ and pure reference states {Φd}. Suppose the resource theory satisfies Condition
(CT), i.e. for any given d ∈ D, Tr{Φdσ} is constant for any σ ∈ F . Let d0 = min{d ∈ D : − log f(Φd) = mf (Φd) log d ≥
Dmax(ρ)}. For  ≥ 0,
ΩC,FNG(ρ← {φd}) ≤ log d0 <
Dmax(ρ)
mf (Φd↓0
)
+ log
d0
d↓0
. (I7)
Proof. Let ρ be the state in B(ρ) and δ be the free state that achieves Dmax(ρ), so ρ ≤ 2D

max(ρ)δ. Define the
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following map E on input state ω:
E(ω) = 1
1− d−mf (Φd0 )0
(
Tr{Φd0ω} − d−mf (Φd0 )0
)
ρ +
1
1− d−mf (Φd0 )0
(1− Tr{Φd0ω})δ (I8)
=
1
1− d−mf (Φd0 )0
(1− Tr{Φd0ω})
(
δ − d−mf (Φd0 )0 ρ
)
+ Tr{Φd0ω}ρ. (I9)
By the definition of d0, we have δ − d−mf (Φd0 )0 ρ ≥ 0. So E is a cptp map. By Condition (CT), we have Tr{Φd0σ} =
d
−mf (Φd0 )
0 for any σ ∈ F , so it can be directly seen from Eq. (I8) that E(σ) = δ ∈ F ,∀σ ∈ F , which implies that
E ∈ FNG. Finally, it can be directly seen from Eq. (I9) that E(Φd0) = ρ, so log d0 is an achievable rate. To obtain a
bound in terms of Dmax(ρ), notice that mf (Φd↓0
) log(d↓0) < D

max(ρ) by the definition of d0, and so the claimed bound
follows.
When using the golden states {Φˆd} as the currency, some bounds can be simplified and unified due to the collapse of
mf (Φˆd),mmin(Φˆd),mmax(Φˆd) to the golden modification coefficient gd (Proposition 9). In particular, we can establish
two-way bounds which are expected to be rather tight when d↓0 is taken to be close to d0, indicating the one-shot
formation cost is rather accurately given by the modified smooth max-relative entropy of resource, for the following
case:
Corollary 15. Given target state ρ, and consider golden states {Φˆd} as the reference states. Suppose F satisfies
Condition (CH), i.e. is formed by a convex hull of pure states, and the resource theory satisfies Condition (CT),
i.e. for any given d ∈ D, Tr{Φdσ} is constant for any σ ∈ F . Let d0 = min{d ∈ D : gd log d ≥ Dmax(ρ)}. For  ≥ 0,
Dmax(ρ)
gd0
≤ ΩC,FNG(ρ← {Φˆd}) <
Dmax(ρ)
gd↓0
+ log
d0
d↓0
. (I10)
The bounds could also be given by modified versions of smooth free log-robustness when the free robustness measure
is always well-defined. The following is a lower bound:
Proposition 16. Given target state ρ and reference states {φd}. Suppose F satisfies Condition (FFR), i.e. all states
have finite free robustness. Let d0 = min{d ∈ D : LR(φd) = mLR(φd) log d ≥ LR(ρ)}. For  ≥ 0,
ΩC,FNG(ρ← {φd}) ≥ log d0 ≥
LR(ρ)
mLR(φd0)
. (I11)
Proof. Suppose φd is a reference state that achieves the formation task with free operation E , i.e. E(φd) = ρ ∈ B(ρ)
for some E ∈ FNG. Then it must hold that
LR(ρ) = LR(ρ) = LR(E(φd)) ≤ LR(φd) = mLR(φd) log d, (I12)
where the inequality follows from the monotonocity of free log-robustness [31]. So for any d < d0 the possibility that
φd achieves the formation is forbidden by the above inequality, that is, Ω

C,FNG
(ρ ← {φd}) ≥ log d0. Also by the
definition of d0 we have mLR(φd0) log d0 ≥ LR(ρ). So the claimed bound follows.
We can also use a different formation map to obtain the following upper bound:
Proposition 17. Given target state ρ and pure reference states {Φd}. Suppose F is convex, and satisfies Condition
(FFR), i.e. all states have finite free robustness. Let d0 = min{d ∈ D : − log f(Φd) = mf (Φd) log d ≥ LR(ρ)}. For
 ≥ 0,
ΩC,FNG(ρ← {φd}) ≤ log d0 <
LR(ρ)
mf (Φd↓0
)
+ log
d0
d↓0
. (I13)
Proof. Let ρ be the state in B(ρ) and δ be the free state that achieves R(ρ). Let α = 2LR(ρ) = 1 + R(ρ). Then
there exists δ ∈ F such that δ′ = 1αρ + (1− 1α )δ ∈ F . Define the following cptp map on input state ω:
E(ω) = Tr{Φd0ω}ρ + (1− Tr{Φd0ω})δ (I14)
=αTr{Φd0ω}δ′ + (1− αTr{Φd0ω})δ. (I15)
When ω ∈ F , by the definition of d0 we directly have Tr{Φd0ω} ≤ 2−LR
(ρ), so αTr{Φd0ω} ≤ 1. Since δ, δ′ ∈ F ,
we have E(ω) ∈ F when ω ∈ F due to the convexity of F , which implies that E ∈ FNG. Finally, it can be
directly verified that E(Φd0) = ρ, so log d0 is an achievable rate. To obtain a bound in terms of LR(ρ), notice that
mf (Φd↓0
) log(d↓0) < LR
(ρ) by the definition of d0, and so the claimed bound follows.
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Note again that the separate results may hold under particular assumptions on the resource theory and reference
states. In certain situations where the assumptions for different lower or upper bounds are met, one may compare
the valid bounds and take the strongest one (same for the results below).
Appendix J: One-shot formation cost by commuting operations (part of Theorem 2)
In this section, we present proofs of the bounds on the one-shot formation cost under commuting operations with
respect to resource destroying map λ, i.e. Fλ,Comm which is in general a more restricted set of free operations than
FNG. The bounds on the one-shot formation cost under Fλ,Comm are given by modified versions of the smooth
max-relative entropy between the states and its resource-destroyed version induced by λ, namely the λ-max-relative
entropy of resource Dmax,λ. We first present the most general lower bound without any restriction on λ and then
simplify the result in the case that λ is exact:
Proposition 18. Given target state ρ, resource destroying map λ, and reference states {φd}. Let d0 = min{d ∈ D :
Dmax,λ(φd) = mmax,λ(φd) log d ≥ Dmax,λ(ρ)}. For  ≥ 0,
ΩC,Fλ,Comm(ρ← {φd}) ≥ log d0 ≥
Dmax,λ(ρ)
mmax,λ(φd0)
. (J1)
Now consider golden states {Φˆd} as the reference states. Suppose the set of free states F satisfies Condition (CH),
i.e. is formed by a convex hull of pure states, and λ˜ is an exact resource destroying map. Let d′0 = min{d ∈ D :
Dmax,λ˜(Φˆd) = Dmax(Φˆd) = mmax(Φˆd) log d = gd log d ≥ Dmax,λ˜(ρ)}. For  ≥ 0,
ΩC,Fλ˜,Comm(ρ← {Φˆd}) ≥ log d
′
0 ≥
D
max,λ˜
(ρ)
mmax(Φˆd′0)
=
D
max,λ˜
(ρ)
gd′0
. (J2)
Proof. Suppose φd is a reference state that achieves the formation task with free operation E , i.e. E(φd) = ρ ∈ B(ρ)
for some E ∈ Fλ,Comm. The following must hold:
Dmax,λ(ρ) ≤Dmax,λ(ρ) (J3)
=Dmax(ρ‖λ(ρ)) (J4)
=Dmax(E(φd)‖λ(E(φd))) (J5)
=Dmax(E(φd)‖E(λ(φd))) (J6)
≤Dmax(φd‖λ(φd)) = Dmax,λ(φd) = mmax,λ(φd) log d, (J7)
where the fourth line follows from E ∈ Fλ,Comm, i.e. E commutes with λ, and the fifth line follows from the data
processing inequality for the max-relative entropy [60]. So for any d < d0 the possibility that φd achieves the formation
is forbidden by the above inequality, that is, ΩC,Fλ,Comm(ρ ← {φd}) ≥ log d0. Also by the definition of d0 we have
mmax,λ(φd0) log d0 ≥ Dmax,λ(ρ). So the first claimed bound follows.
The second bound is a direct consequence of the collapse mmax,λ˜ = mmax handled by Proposition 12.
We also obtain the following general upper bound:
Proposition 19. Given target state ρ, resource destroying map λ, and pure reference states {Φd}. Suppose the
resource theory satisfies Condition (CT), i.e. for any given d ∈ D, Tr{Φdσ} is constant for any σ ∈ F . Let d0 =
min{d ∈ D : − log f(Φd) = mf (Φd) log d ≥ Dmax,λ(ρ)}. For  ≥ 0,
ΩC,Fλ,Comm(ρ← {φd}) ≤ log d0 <
Dmax,λ(ρ)
mf (Φd↓0
)
+ log
d0
d↓0
. (J8)
Proof. Let ρ be the state in B(ρ) that achieves Dmax,λ(ρ), so ρ ≤ 2D

max,λ(ρ)λ(ρ). Define the following map on input
state ω:
E(ω) = 1
1− d−mf (Φd0 )0
(
Tr{Φd0ω} − d−mf (Φd0 )0
)
ρ +
1
1− d−mf (Φd0 )0
(1− Tr{Φd0ω})λ(ρ) (J9)
=
1
1− d−mf (Φd0 )0
(1− Tr{Φd0ω})
(
λ(ρ)− d−mf (Φd0 )0 ρ
)
+ Tr{Φd0ω}ρ (J10)
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By the definition of d0, we have λ(ρ)− d−mf (Φd0 )0 ρ ≥ 0. So E is a cptp map. Now, notice that, on the one hand,
E(λ(ω)) = 1
1− d−mf (Φd0 )0
(
Tr{Φd0λ(ω)} − d−mf (Φd0 )0
)
ρ +
1
1− d−mf (Φd0 )0
(1− Tr{Φd0λ(ω)})λ(ρ) (J11)
=λ(ρ), (J12)
where we used Tr{Φd0λ(ω)} = d−mf (Φd0 )0 due to Condition (CT). On the other hand,
λ(E(ω)) = 1
1− d−mf (Φd0 )0
(
Tr{Φd0ω} − d−mf (Φd0 )0
)
λ(ρ) +
1
1− d−mf (Φd0 )0
(1− Tr{Φd0ω})λ(ρ) (J13)
=λ(ρ), (J14)
where we used the fact that λ is idempotent. That is, E(λ(ω)) = λ(E(ω)), i.e. E ∈ Fλ,Comm. Finally, it can be directly
seen from Eq. (J10) that E(Φd0) = ρ, so log d0 is an achievable rate. To obtain a bound in terms of Dmax,λ(ρ), notice
that mf (Φd↓0
) log(d↓0) < D

max,λ(ρ) by the definition of d0, and so the claimed bound follows.
Again when considering golden states {Φˆd} as the currency and exact resource destroying map λ˜, the collapse
results mf (Φˆd) = mmax(Φˆd) = gd due to Proposition 9 and also mmax(Φˆd) = mmax,λ˜(Φˆd) = gd due to Proposition 12
allow us to establish two-way bounds which are expected to be rather tight when d↓0 is taken to be close to d0 for the
following case:
Corollary 20. Given target state ρ, and consider golden states {Φˆd} as the reference states. Suppose F satisfies
Condition (CH), i.e. is formed by a convex hull of pure states, and λ˜ is an exact resource destroying map. Let
d0 = min{d ∈ D : gd log d ≥ Dmax,λ˜(ρ)}. For  ≥ 0,
D
max,λ˜
(ρ)
gd0
≤ ΩC,Fλ˜,Comm(ρ← {Φˆd}) <
D
max,λ˜
(ρ)
gd↓0
+ log
d0
d↓0
. (J15)
Appendix K: Root states and blind resource formation (Corollary 4 and additional results)
We first formally define the notion of root states, which represent the strongest notion of maximum resource for
the corresponding Hilbert space:
Definition 3 (Root state). Let L(H) be the set of linear operators acting on the Hilbert space H, and T (H,H′) =
{Φ|Φ : L(H) → L(H′)} be the set of linear transformations that map the operators on the Hilbert space H to
the operators on the Hilbert space H′, and D(H) be the set of density operators acting on H. A quantum state
Ψd ∈ D(Hd) is called a root state, if for all states ρ ∈ D(Hd), there exist a free operation E ∈ FNG ⊂ T (Hd,Hd) such
that ρ = E(Ψd).
By definition, a root state ψd must achieve the maximum value of any resource monotone in dimension d. So strictly
speaking, the notion of root states is more restrictive than the max-resource states given by maximizing a certain set
of resource monotones. Also, the maximum of any convex resource monotone is achieved by some pure state, which
is a strong evidence that the root states can be pure in convex theories.
We now provide a proof for the following result on the existence of root states in certain cases, which was presented
as Corollary 4 in the main text:
Proposition 21. For any F(Hd) such that the maxima of m ∈ {mf ,mmin,mmax} coincide at some pure state Φˆd
(e.g. F(Hd) satisfying Condition (CH), i.e. is formed by a convex hull of pure states), Φˆd serves as a root state if
F(Hd) further satisfies either of the following: i) Condition (CT), i.e. for any given d ∈ D, Tr{Φdσ} is constant for
any σ ∈ F , ii) Condition (FFR), i.e. all states have finite free robustness, and mmax(Φd) = mLR(Φd) for any pure
state Φd ∈ D(Hd).
Proof. For the case where F(Hd) satisfies Condition (CT), the map defined by Eq. (I8) with  = 0 and Φd0 replaced
by Φˆd′ is a cptp map that gives E(Φˆd′) = ρ for any ρ ∈ D(Hd), if d′ satisfies − log f(Φˆd′) ≥ Dmax(ρ). Since
− log f(Φˆd) = Dmax(Φˆd) ≥ Dmax(ρ),∀ρ ∈ D(Hd) by assumption, one can take d′ = d, indicating that Φˆd is a valid
root state.
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When F(Hd) satisfies Condition (FFR) and mmax(Φd) = mLR(Φd) for any pure state Φd ∈ D(Hd), one can instead
consider the map defined by Eq. (I14) with  = 0 and Φd0 replaced by Φˆd′ , which gives E(Φˆd′) = ρ for any ρ ∈ D(Hd) if
− log f(Φˆd′) ≥ LR(ρ). Since − log f(Φˆd) = Dmax(Φˆd) = LR(Φˆd) ≥ LR(ρ),∀ρ ∈ D(Hd) where we used the assumption
and the fact that LR(·) achieves the maximum at a pure state due to its convexity, Φˆd again serves as a root state.
This result gives useful general conditions ensuring the existence of the strongest “maximally resourceful state”,
including the theories of bipartite (k-)entanglement [90], (k-)coherence [5, 71], purity [91], and quantum thermody-
namics. It also implies that if there does not exist a root state, the two robustness measures, generalized robustness
and free robustness, do not coincide for pure states in general. For instance, it has recently been shown that the theory
of multipartite entanglement with respect to fully separable states does not allow for a root state [66]. Our result then
immediately implies the interesting fact that the free and generalized robustnesses do not generally coincide at pure
states in contrast to the case of bipartite entanglement [68, 69], providing an alternative proof to the one presented
in Ref. [66].
The strong property of root states directly implies several simple features of resource manipulation when using
them as the currency. For example, it directly ensures that the size (dimension) of the optimal reference state is never
larger than that of the target state in one-shot formation and distillation tasks, in which case they achieve the effect
of resource “dilution” and “concentration” respectively.
Moreover, one may naturally consider the following relaxed definition of resource formation tasks without specifying
the reference states, whose optimal rates are always achieved by root states:
Definition 4 (One-shot blind resource formation). Given target state ρ. The one-shot -blind formation cost of state
ρ under the set of free operations F is defined to be the minimum possible size of resource states needed to form an
-approximation ρ by an operation in F :
ΩˆC,F (ρ) := min{log d : ∃σ ∈ D(Hd),∃E ∈ F , E(σ) ∈ B(ρ)}. (K1)
Proposition 22. The one-shot blind formation costs must be achieved by root states. In other words, the one-shot
blind formation cost is equivalent to the one-shot formation cost with respect to any family of root states {Ψd},
i.e. ΩˆC,F (ρ) = Ω

C,F (ρ← {Ψd}).
Proof. Suppose some state ξd ∈ D(Hd) achieves the minimum cost. By the definition of root states, there exists some
E ′ ∈ F such that E ′(Ψd) = ξd. Free operations should remain free under composition [38]. So Ψd also achieves the
minimum cost with free operation E ◦ E ′.
Appendix L: One-shot distillation yield by resource non-generating operations (Theorem 5 and additional
results)
In this section, we present proofs of the bounds on the one-shot distillation yield (the standard version with error
tolerance on the target state) under resource non-generating operations FNG, that constitute Theorem 5 of the main
text. Here the bounds are given by modified versions of the hypothesis testing relative entropy (operator-smoothing
of min-relative entropy) of resource DH . The following is an upper bound:
Proposition 23. Given primitive state ρ and pure reference states {Φd}. Let d0 = max{d ∈ D : − log f(Φd) =
mf (Φd) log d ≤ DH(ρ)}. For  ≥ 0,
ΩD,FNG(ρ→ {Φd}) ≤ log d0 ≤
DH(ρ)
mf (Φd0)
. (L1)
Proof. First, notice that DH is monotone under any free operation E ∈ FNG. Let δ˜ be the optimal free state that
achieves DH(ρ). The following must hold:
DH(ρ) = min
δ∈F
DH(ρ‖δ) = DH(ρ‖δ˜) ≥ DH(E(ρ)‖E(δ˜)) ≥ min
δ′∈F
DH(E(ρ)‖δ′) = DH(E(ρ)), (L2)
where the first inequality follows from the data processing inequality for the hypothesis testing relative entropy [59].
Now suppose Φd is a distillable reference state (up to  error) by free operation E , meaning that E(ρ) ∈ B(Φd),
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i.e. Tr{ΦdE(ρ)} ≥ 1− . So we have
DH(E(ρ)) = min
δ∈F
max
0≤P≤I,Tr{PE(ρ)}≥1−
(− log Tr{Pδ}) (L3)
≥ max
0≤P≤I,Tr{PE(ρ)}≥1−
min
δ∈F
(− log Tr{Pδ}) (L4)
≥min
δ∈F
(− log Tr{Φdδ}) = − log f(Φd), (L5)
where the second line follows from the max-min inequality, and the third line follows from the fact that Φd satisfies
0 ≤ Φd ≤ I and Tr{ΦdE(ρ)} ≥ 1 − . So for any d > d0 the possibility that Φd can be distilled is forbidden by the
above inequality, that is, ΩD,FNG(ρ→ {Φd}) ≤ log d0. Also by the definition of d0 we have mf (Φd0) log d0 ≤ DH(ρ).
So the claimed bound follows.
We can obtain two general lower bounds by considering two different types of distillation maps. The first one goes
as follows:
Proposition 24. Given primitive state ρ and reference states {φd}. Suppose the resource theory satisfies Condition
(FFR), i.e. all states have finite free robustness. Let d0 = max{d ∈ D : LR(φd) = mLR(φd) log d ≤ DH(ρ)}. For
 ≥ 0,
ΩD,FNG(ρ→ {φd}) ≥ log d0 >
DH(ρ)
mLR(φd↑0
)
− log d
↑
0
d0
. (L6)
Proof. Suppose ρ ∈ D(Hd). For any dimension d, According to the definition of R(φd), there exists a free state δd ∈ F
such that 11+R(φd)φd +
R(φd)
1+R(φd)
δd ∈ F . Let 0 ≤ P ≤ I be the optimal operator that achieves DH(ρ). Define cptp map
E : L(Hd)→ L(H′d0) on input state ω ∈ D(Hd) of the following form:
E(ω) = Tr{Pω}φd0 + (1− Tr{Pω})δd0 . (L7)
On the one hand, it is easy to see that E(ω) ∈ F if and only if 1−Tr{Pω}Tr{Pω} ≥ R(φd0), that is,
Tr{Pω} ≤ 1
1 +R(φd0)
= 2−LR(φd0 ). (L8)
By definition, we have DH(ρ) = minτ∈F (− log Tr{Pτ}), which implies that Tr{Pτ} ≤ 2−D

H(ρ) for any free state
τ ∈ F . By the definition of d0, we have LR(φd0) ≤ DH(ρ), so Tr{Pτ} ≤ 2−LR(φd0 ), satisfying Eq. (L8), which
indicates that E(τ) ∈ F ,∀τ ∈ F . Therefore, E ∈ FNG.
On the other hand, since Tr{Pρ} ≥ 1 − , it can be verified that f(E(ρ), φd0) ≥ 1 − . That is, E achieves the
distillation task with rate log d0. To obtain a bound in terms of D

H(ρ), notice that mLR(Φd↑0
) log d↑0 > D

H(ρ) by the
definition of d0, and so the claimed bound follows.
The second distillation method makes use of a generalized notion of “isotropic states” originally introduced in the
context of entanglement theory [92]:
Proposition 25. Given primitive state ρ and pure reference states {Φd}. Suppose F is convex and contains the
maximally mixed state. The depolarizing map with noise parameter p is defined to be Np(σ) := (1 − p)σ + pI/d
(where σ ∈ D(Hd)) [96]. Let D′ = {d ∈ D : N d
d−1
(Φd) ∈ F} (if D′ is empty then the result does not apply), and let
d0 = max{d ∈ D′ : Dmin(Φd‖Np˜d(Φd)) = mmin,(Np˜d ) log d ≤ DH(ρ)} (the brackets in the subscript of m signify thatNp˜ is not precisely a resource destroying map), where p˜d = min{p : Np(Φd) ∈ F} ∈ [0, 1]. For  ≥ 0,
ΩD,FNG(ρ→ {Φd}) ≥ log d0 >
DH(ρ)
mmin,(Np˜
d
↑
0
)(Φd↑0
)
− log d
↑
0
d0
. (L9)
Proof. Suppose ρ ∈ D(Hd). Let 0 ≤ P ≤ I be the optimal operator that achieves DH(ρ). Define cptp map
E : L(Hd)→ L(H′d0) on input state ω ∈ D(Hd) of the following form:
E(ω) = Tr{Pω}Φd0 + (1− Tr{Pω})
I − Φd0
d0 − 1 (L10)
=
(
1− d0(1− Tr{Pω})
d0 − 1
)
Φd0 +
d0(1− Tr{Pω})
d0 − 1
I
d0
(L11)
= (1− q(ω))Φd0 + q(ω)
I
d0
, (L12)
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where q(ω) = d0(1−Tr{Pω})d0−1 ∈ [0, d0d0−1 ], that is, E(ω) is a pseudomixture of Φd0 and the maximally mixed state I/d0,
and is positive semidefinite.
On the one hand, by noticing that Tr{Φd0(I − Φd0)} = 0 and plugging it into Eq. (L10), we obtain
Tr{Φd0E(ω)} = Tr{Pω}Tr Φd0 + (1− Tr{Pω})
Tr{Φd0(I − Φd0)}
d0 − 1 = Tr{Pω}. (L13)
By the definition of P we have DH(ρ) = minτ∈F (− log Tr{Pτ}), which implies that Tr{Pτ} ≤ 2−D

H(ρ) for any free
state τ ∈ F . Therefore, by Eq. (L13), Tr{Φd0E(τ)} ≤ 2−D

H(ρ),∀τ ∈ F . Now notice that Tr{Φd0Np˜d0 (Φd0)} ≥ 2−D

H(ρ)
where Np˜d0 (Φd0) ∈ F by assumption. That is,
Tr{Φd0E(τ)} = Tr{Φd0Nq(τ)(Φd0)} ≤ Tr{Φd0Np˜d0 (Φd0)}, (L14)
where the equality follows from Eq. (L12) and the definition of q. It can be easily verified that
Tr{Φd0Np(Φd0)} = 1− p+
p
d0
, (L15)
so by Eq. (L14) we have q(τ) ≥ p˜d0 . Now since p˜d0 ≤ q(τ) ≤ d0d0−1 ,∀τ ∈ F , we have the following convex decomposition
of E(τ):
E(τ) = Nq(τ)(Φd0) =
d0 − (d0 − 1)q(τ)
d0 − (d0 − 1)p˜d0
Np˜d0 (Φd0) +
(d0 − 1)(q(τ)− p˜d0)
d0 − (d0 − 1)p˜d0
N d0
d0−1
(Φd0), (L16)
where Np˜d0 (Φd0),N d0d0−1 (Φd0) ∈ F by assumption. Therefore E(τ) ∈ F ,∀τ ∈ F by the convexity of F , namelyE ∈ FNG.
On the other hand, since Tr{Pρ} ≥ 1 − , we have f(E(ρ),Φd0) ≥ 1 − . That is, E achieves the distillation task
with rate log d0. To obtain a bound in terms of D

H(ρ), notice that mmin,(Np˜
d
↑
0
) log d
↑
0 > D

H(ρ) by the definition of
d0, and so the claimed bound follows.
Appendix M: One-shot distillation yield by commuting operations (Theorem 6 and additional results)
In this section, we present proofs of the bounds on the one-shot distillation yield (the standard version with error
tolerance on the target state) under commuting operations with respect to resource destroying map λ, i.e. Fλ,Comm.
We first prove an upper bound when λ is a resource destroying channel, namely Theorem 6 of the main text:
Proposition 26. Given primitive state ρ, resource destroying channel Λ, and pure reference states {Φd}. Let d0 =
max{d ∈ D : fΛ(Φd) = d−mf,Λ(Φd) ≥ 2−DH,Λ(ρ) − 2
√
}. For  ≥ 0,
ΩD,FΛ,Comm(ρ→ {Φd}) ≤ log d0 ≤
− log(2−DH,Λ(ρ) − 2√)
mf,Λ(Φd0)
. (M1)
Proof. Suppose Φd is a distillable reference state by free operation E ∈ FΛ,Comm, meaning that E(ρ) ∈ B(Φd),
i.e. Tr{ΦdE(ρ)} ≥ 1− . So
DH,Λ(ρ) =D

H(ρ‖Λ(ρ)) (M2)
≥DH(E(ρ)‖E(Λ(ρ))) (M3)
=DH(E(ρ)‖Λ(E(ρ))) (M4)
= max
0≤P≤I,Tr{PE(ρ)}≥1−
(− log Tr{PΛ(E(ρ))}) (M5)
≥− log Tr{ΦdΛ(E(ρ))}, (M6)
where the second line follows from the data processing inequality for the hypothesis testing relative entropy [59],
the third line follows from E ∈ FΛ,Comm, and the fifth line follows from the fact that Φd satisfies 0 ≤ Φd ≤ I and
Tr{ΦdE(ρ)} ≥ 1−. If Λ is a channel, then we have Λ(E(ρ)) ∈ B(Λ(Φd)) due to the data processing inequality for the
purified distance P (ρ, σ) =
√
1− f(ρ, σ) [64]: P (Λ(ρ),Λ(σ)) ≤ P (ρ, σ), so f(Λ(Φd),Λ(E(ρ))) ≥ f(Φd, E(ρ)) ≥ 1 − .
Then we have
|Tr{Φd (Λ(E(ρ))− Λ(Φd))}| ≤ ‖Λ(E(ρ))− Λ(Φd)‖1 ≤ 2
√
1− f(Λ(Φd),Λ(E(ρ))) ≤ 2
√
, (M7)
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where the first inequality is due to the submultiplicativity of the trace norm and ‖Φd‖1 = 1, and the second inequality
follows from the Fuchs-van de Graaf inequality (relations between trace norm and fidelity) [93]. Therefore,
2−D

H,Λ(ρ) ≤ Tr{ΦdΛ(E(ρ))} ≤ Tr{ΦdΛ(Φd)}+ 2
√
 = fΛ(Φd) + 2
√
. (M8)
So for any d > d0 the possibility that Φd can be distilled is forbidden by the above inequality, that is, Ω

D,FΛ,Comm
(ρ→
{Φd}) ≤ log d0. Also by the definition of d0 we have d−mf,Λ(Φd0 )0 ≥ 2−D

H,λ(ρ)−2√. So the claimed bound follows.
To find general lower bounds, we now consider an adjusted notion of commuting operations. To this end, we
define a relaxed version of resource destroying maps which no longer enforces the nonresource-fixing property, and
the corresponding commuting operations:
Definition 5 (Pseudo-resource destroying map, pseudo-commuting operations). A map λ from states to states is a
pseudo-resource destroying map if it maps all states to free states, i.e. λ(ρ) ∈ F ,∀ρ. Then the set of pseudo-commuting
operations is defined to be F〈λ〉,Comm := {E|λ ◦ E = E ◦ λ} (the angle brackets signify that λ is a pseudo-resource
destroying map).
The importance of the compromised nonresource-fixing property is mainly two-fold: i) It guarantees that the
commuting operations are free (resource non-generating); ii) The simple distance measure induced by the resource
destroying map is directly a faithful resource monotone under commuting operations. Can these issues still be handled?
Regarding the first point, note that F〈λ〉,Comm ⊂ FNG still holds when λ is a surjection onto F (which is the case
for standard resource destroying maps, due to the nonresource-fixing property), i.e. every free state is an image of λ,
because E ◦ λ(ρ) = λ ◦ E(ρ) ∈ F and λ(ρ) covers F . However, this does not necessarily hold when the image of λ is a
proper subset of F . So in general we let the set of free operations be F¯〈λ〉,Comm = F〈λ〉,Comm ∩FNG. Regarding the
second one, the problem is that the distance measure δλ(ρ) = δ(ρ, λ(ρ)) is no longer a faithful resource measure, that
is, δλ(σ) > 0 for σ ∈ F , which is implausible. To resolve this, we define the following variant by simply setting the
value to zero for free states:
δ¯λ(ρ) :=
{
δ(ρ, λ(ρ)) if ρ /∈ F
0 if ρ ∈ F , (M9)
where δ is a contractive distance measure. It can be easily seen that δ¯λ still serves as a simple resource monotone:
Proposition 27. Let λ be a pseudo-resource destroying map. Then δ¯λ(ρ) is monotone non-increasing under pseudo-
commuting resource non-generating operations, i.e.
δ¯λ(E(ρ)) ≤ δ¯λ(ρ), ∀E ∈ F¯〈λ〉,Comm = F〈λ〉,Comm ∩FNG. (M10)
Proof. If ρ ∈ F , then E(ρ) ∈ F since E ∈ FNG, so δ¯λ(E(ρ)) = δ¯λ(ρ) = 0 by definition. Otherwise if ρ /∈ F , then
δ¯λ(E(ρ)) =
{
δ(E(ρ), E(λ(ρ))) ≤ δ(ρ, λ(ρ)) = δ¯λ(ρ) if E(ρ) /∈ F
0 ≤ δ¯λ(ρ) if E(ρ) ∈ F , (M11)
where we used λ ◦ E = E ◦ λ and data processing inequality for the first case.
Now we show that the map defined in Eq. (L12) at least commutes with the depolarizing map if TrP = 1, which
leads to the following lower bound for pseudo-commuting operations with respect to depolarizing-type pseudo-resource
destroying maps:
Proposition 28. Given primitive state ρ, a pseudo-resource destroying map λN given by depolarizing map of any
degree, and pure reference states {Φd}. Suppose F is convex and contains the maximally mixed state, and that the
optimal operator P that achieves DH(ρ) satisfies TrP = 1. Let D′ = {d ∈ D : N dd−1 (Φd) ∈ F} (if D
′ is empty then the
result does not apply), and let d0 = max{d ∈ D′ : Dmin(Φd‖Np˜d(Φd)) = mmin,(Np˜d ) log d ≤ DH(ρ)} (the brackets in the
subscript of m signify that Np˜ is not precisely a resource destroying map), where p˜d = min{p : Np(Φd) ∈ F} ∈ [0, 1].
For  ≥ 0,
ΩD,F¯〈λN〉,Comm
(ρ→ {φd}) ≥ log d0 > D

H(ρ)
mmin,(Np˜d )(Φd↑0 )
− log d
↑
0
d0
. (M12)
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Proof. Consider the distillation map E defined by Eqs. (L10)–(L12). Suppose λN is the depolarizing map of degree
p, i.e. λN = Np. Simply compare the actions of Np ◦ E and E ◦ Np on any state ω. On the one hand,
Np(E(ω)) = (1− p)E(ω) + p I
d0
(M13)
= (1− p− q(ω) + pq(ω))Φd0 + (p+ q(ω)− pq(ω))
I
d0
, (M14)
where q(ω) = d0(1−Tr{Pω})d0−1 . On the other hand, notice that
Tr{PNp(ω)} = (1− p) Tr{Pω}+ p
d0
TrP, (M15)
and thus we obtain
q(Np(ω)) = d0
d0 − 1(1− Tr{PNp(ω)}) (M16)
=
d0
d0 − 1
(
1− (1− p) Tr{Pω} − p
d0
TrP
)
(M17)
=
d0 − TrP
d0 − 1 p+ q(ω)− pq(ω). (M18)
Therefore
E(Np(ω)) = (1− q(Np(ω)))Φd0 + q(Np(ω))
I
d0
(M19)
=
(
1− d0 − TrP
d0 − 1 p− q(ω) + pq(ω)
)
Φd0 +
(
d0 − TrP
d0 − 1 p+ q(ω)− pq(ω)
)
I
d0
. (M20)
It can be seen that, when TrP = 1, E(Np(ω)) = Np(E(ω)), that is, E ∈ F〈λN 〉,Comm. It is already shown in
Proposition 25 that E ∈ FNG. Therefore, E ∈ F¯〈λN 〉,Comm. Finally, recall that E achieves the distillation task with
rate log d0, which gives rise to the same bound as in Proposition 25.
Appendix N: One-shot distillation yield with error tolerance on the input
In this section, we consider a variant of the standard one-shot distillation tasks that accounts for noise or error on
the primitive state. In this case we are able to establish a number of bounds in slightly different forms.
The formal definition of the corresponding optimal rate is defined as follows:
Definition 6 (One-shot resource distillation, error tolerance on the input). Given primitive state ρ and reference
states {φd}. The one-shot -distillation yield under the set of free operationsF is defined to be the maximum possible
size of output reference state distillable from an -approximation of ρ by an operation in F :
Ω

D,F (ρ, {φd}) := log max{d ∈ D : ∃E ∈ F ,∃ρ′ ∈ B(ρ), E(ρ′) = φd}. (N1)
First, observe that this distillation task places a stronger error constraint than the standard output error model, in
the sense that the -distillation yield is upper-bounded by the -distillation yield:
Proposition 29. Given primitive state ρ and reference states {φd}. For any free operations F and  ≥ 0, it holds
that
Ω

D,F (ρ→ {φd}) ≤ ΩD,F (ρ→ {φd}). (N2)
Proof. Suppose E ∈ F achieves the -distillation task with rate log d, i.e. E(ρ) = φd for some ρ ∈ B(ρ). Then
by the data processing inequality for the purified distance P (ρ, σ) =
√
1− f(ρ, σ) [64], we have P (φd, E(ρ)) =
P (E(ρ), E(ρ)) ≤ P (ρ, ρ) or equivalently f(φd, E(ρ)) ≥ f(ρ, ρ), so E(ρ) ∈ B(φd). In other words, the existence of a
protocol that achieves -distillation with rate log d guarantees -distillation with at least the same rate.
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A direct corollary is that all the upper bounds for ΩD,F (ρ→ {φd}) derived in Appendix M are also upper bounds
for Ω

D,F (ρ→ {φd}).
In this case, we are also able to prove general upper bounds in terms of both state- and operator-smoothing. We
note that the state-smoothed min-relative entropy Dmin exhibits the stringent property that when the non-smoothed
version is zero, it remains zero for sufficiently small .
For the resource non-generating operations FNG we obtain the following:
Proposition 30. Given primitive state ρ and reference states {φd}. Let d0 = max{d ∈ D : Dmin(φd) =
mmin(φd) log d ≤ Dmin(ρ)}, d′0 = max{d ∈ D : Dmin(φd) = mmin(φd) log d ≤ DH(ρ)}. For  ≥ 0,
Ω

D,FNG
(ρ→ {φd}) ≤ log d0 ≤ D

min(ρ)
mmin(φd0)
, (N3)
Ω

D,FNG
(ρ→ {φd}) ≤ log d′0 ≤
DH(ρ)
mmin(φd′0)
. (N4)
Proof. Suppose ρ is the state in B(ρ) that achieves the distillation with free operation E , i.e. E(ρ) = φd for some
E ∈ FNG. Let δ˜ ∈ F be the optimal free state that achieves Dmin(ρ). The following must hold:
Dmin(ρ) ≥Dmin(ρ) (N5)
=Dmin(ρ‖δ˜) (N6)
≥Dmin(φd‖E(δ˜)) (N7)
≥ min
δ′∈F
Dmin(φd‖δ′) = Dmin(φd), (N8)
where the third line follows from the data processing inequality for the non-sandwiched Re´nyi-α relative entropy in
the regime α ∈ [0, 2] which covers Dmin [61–63], and the fourth line follows from E ∈ FNG. So for any d > d0 the
possibility that φd can be distilled is forbidden by the above inequality, that is, Ω

D,FNG
(ρ→ {φd}) ≤ log d0. Also by
the definition of d0 we have mmin(Φd0) log d0 ≤ Dmin(ρ). So the claimed bound follows. The same argument applies
to operator-smoothing.
For commuting operations Fλ,Comm, we first prove the most general upper bounds without any restriction on λ,
and then simplify the result in the case that λ is exact:
Proposition 31. Given primitive state ρ, any resource destroying map λ, and reference states {φd}. Let d0 =
max{d ∈ D : Dmin,λ(φd) = mmin,λ(φd) log d ≤ Dmin,λ(ρ)}, d′0 = max{d ∈ D : Dmin,λ(φd) = mmin,λ(φd) log d ≤
DH,λ(ρ)}. For  ≥ 0,
Ω

D,Fλ,Comm
(ρ→ {φd}) ≤ log d0 ≤
Dmin,λ(ρ)
mmin,λ(φd0)
. (N9)
Ω

D,Fλ,Comm
(ρ→ {φd}) ≤ log d′0 ≤
DH,λ(ρ)
mmin,λ(φd′0)
. (N10)
Now consider golden states {Φˆd} as the reference states. Suppose the set of free states F satisfies Condition (CH),
i.e. is formed by a convex hull of pure states, and λ˜ is an exact resource destroying map. Let d′′0 = min{d ∈ D :
Dmin,λ˜(Φˆd) = Dmin(Φˆd) = mmin(Φˆd) log d = gd log d ≤ Dmin,λ˜(ρ)}, d′′′0 = min{d ∈ D : Dmin,λ˜(Φˆd) = Dmin(Φˆd) =
mmin(Φˆd) log d = gd log d ≤ DH,λ˜(ρ)}. For  ≥ 0,
Ω

D,Fλ˜,Comm
(ρ→ {Φˆd}) ≤ log d′′0 ≤
D
min,λ˜
(ρ)
mmin(Φˆd′′0 )
=
D
min,λ˜
(ρ)
gd′′0
, (N11)
Ω

D,Fλ˜,Comm
(ρ→ {Φˆd}) ≤ log d′′′0 ≤
D
H,λ˜
(ρ)
mmin(Φˆd′′′0 )
=
D
H,λ˜
(ρ)
gd′′′0
. (N12)
Proof. Suppose ρ is the state in B(ρ) that achieves the distillation with free operation E , i.e. E(ρ) = Φd for some
E ∈ FNG. The following must hold:
Dmin,λ(ρ) ≥Dmin(ρ‖λ(ρ)) (N13)
≥Dmin(E(ρ)‖E(λ(ρ))) (N14)
=Dmin(E(ρ)‖λ(E(ρ))) (N15)
=Dmin(φd‖λ(φd)) = Dmin,λ(φd), (N16)
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where the second line follows from the data processing inequality for the non-sandwiched Re´nyi-α relative entropy in
the regime α ∈ [0, 2] which covers Dmin [61–63], and the third line follows from E ∈ Fλ,Comm. So for any d > d0 the
possibility that φd can be distilled is forbidden by the above inequality, that is, Ω

D,Fλ,Comm
(ρ→ {φd}) ≤ log d0. Also
by the definition of d0 we have mmin,λ(φd0) log d0 ≤ Dmin,λ(ρ). So the claimed bound follows. The same argument
applies to operator-smoothing.
The last pair of bounds are a direct consequence of the collapse mmin,λ˜ = mmin handled by Proposition 11.
Next, we modify the two distillation methods used in Appendix M to obtain lower bounds for the input error model.
The first one goes as follows:
Proposition 32. Given pure primitive state Ψ and reference states {φd}. Suppose the resource theory satisfies
Condition (FFR), i.e. all states have finite free robustness. Let d0 = max{d ∈ D : 2−LR(φd) = d−mLR(φd) ≥ 2−Dmin(Ψ)+
2
√
}. For  ≥ 0,
Ω

D,FNG
(Ψ→ {φd}) ≥ log d0 >
− log (2−Dmin(Ψ) + 2√)
mLR(Φd↑0
)
− log d
↑
0
d0
. (N17)
Proof. Suppose Ψ ∈ D(Hd). For any dimension d, According to the definition of R(φd), there exists a free state δd ∈ F
such that 11+R(φd)φd +
R(φd)
1+R(φd)
δd ∈ F . Now let Ψ ∈ B(Ψ) be a pure state that satisfies the input error constraint
(which always exists for any  since Ψ itself is a pure state). Define cptp map E : L(Hd)→ L(H′d0) on input state ω
of the following form:
E(ω) = Tr{Ψω}φd0 + (1− Tr{Ψω})δd0 . (N18)
On the one hand, as in the proof of Proposition 24 one can verify that E(ω) ∈ F if and only if 1−Tr{Ψω}Tr{Ψω} ≥ R(φd0),
that is,
LR(φd0) ≤ − log Tr{Ψω}. (N19)
Notice the continuity property
|2−Dmin(Ψ‖ω) − 2−Dmin(Ψ‖ω)| = |Tr(Ψ −Ψ)ω| ≤ ‖(Ψ −Ψ)ω‖1 ≤ ‖Ψ −Ψ‖1 ≤ 2
√
1− f(Ψ,Ψ) ≤ 2
√
, (N20)
where the second inequality is due to the submultiplicativity of the trace norm and ‖ω‖1 = 1, and the third inequality
follows from the Fuchs-van de Graaf inequality [93]. Then, for any free state τ ∈ F , we have
2−LR(φd0 ) ≥ 2−Dmin(Ψ) + 2√ ≥ 2−Dmin(Ψ‖τ) + 2√ ≥ 2−Dmin(Ψ‖τ) = 2log Tr{Ψτ}, (N21)
where the first inequality follows from the definition of d0, and the third inequality follows from Eq. (N20). So
Eq. (N19) is satisfied, which indicates that E(τ) ∈ F ,∀τ ∈ F . Therefore, E ∈ FNG.
On the other hand, it can be directly seen that E(Ψ) = φd0 , so that E achieves the distillation task with rate log d0.
To obtain a bound in terms of Dmin(Ψ), notice that d
↑
0
−mLR(Φ
d
↑
0
)
< 2−Dmin(Ψ) + 2
√
 by the definition of d0. That is,
mLR(Φd↑0
) log d↑0 > − log
(
2−Dmin(Ψ) + 2
√

)
, from which the claimed bound follows.
The second one based on isotropic states goes as follows:
Proposition 33. Given pure primitive state Ψ and pure reference states {Φd}. Suppose F is convex and contains
the maximally state. Let D′ = {d ∈ D : N d
d−1
(Φd) ∈ F} (if D′ is empty then the result does not apply), and let
d0 = max{d ∈ D′ : 2−Dmin(Φd‖Np˜d (Φd)) = d−mmin,(Np˜d ) ≥ 2−Dmin(Ψ) + 2
√
} (the brackets in the subscript of m signify
that Np˜ is not precisely a resource destroying map), where p˜d = min{p : Np(Φd) ∈ F} ∈ [0, 1]. For  ≥ 0,
Ω

D,FNG
(Ψ→ {Φd}) ≥ log d0 >
− log (2−Dmin(Ψ) + 2√)
mmin,(Np˜
d
↑
0
)(Φd↑0
)
− log d
↑
0
d0
. (N22)
Proof. Suppose Ψ ∈ D(Hd). Let Ψ ∈ B(Ψ) be a pure state that satisfies the input error constraint (which always
exists for any  since Ψ itself is a pure state). Define cptp map E : L(Hd)→ L(H′d0) on input state ω ∈ D(Hd) of the
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following form (by simply substituting operator P by Ψ in the distillation map for Proposition 25):
E(ω) = Tr{Ψω}Φd0 + (1− Tr{Ψω})
I − Φd0
d0 − 1 (N23)
=
(
1− d0(1− Tr{Ψω})
d0 − 1
)
Φd0 +
d0(1− Tr{Ψω})
d0 − 1
I
d0
(N24)
= (1− q(ω))Φd0 + q(ω)
I
d0
, (N25)
where q(ω) = d0(1−Tr{Ψω})d0−1 ∈ [0, d0d0−1 ], that is, E(ω) is a pseudomixture of Φd0 and the maximally mixed state I/d0,
and is positive semidefinite.
On the one hand, again by noticing that Tr{Φd0(I − Φd0)} = 0 and plugging it into Eq. (N23), we obtain
Tr{Φd0E(ω)} = Tr{Ψω}Tr Φd0 + (1− Tr{Ψω})
Tr{Φd0(I − Φd0)}
d0 − 1 = Tr{Ψω}. (N26)
By the same continuity property Eq. (N20), for any free state τ ∈ F we have
2−Dmin(Ψ‖τ) ≥ 2−Dmin(Ψ‖τ) − 2√ = Tr{Ψτ} − 2
√
. (N27)
Therefore, by Eq. (N26), Tr{Φd0E(τ)} ≤ 2−Dmin(Ψ) + 2
√
, ∀τ ∈ F . Notice that Tr{Φd0Np˜d0 (Φd0)} ≥ 2−Dmin(Ψ) + 2
√

where Np˜d0 (Φd0) ∈ F by assumption, so we have
Tr{Φd0E(τ)} = Tr{Φd0Nq(τ)(Φd0)} ≤ Tr{Φd0Np˜d0 (Φd0)}, (N28)
where the equality follows from Eq. (N25) and the definition of q. The rest of the proof goes similarly as Proposition 25.
Eq. (L14) implies that p˜d0 ≤ q(τ) ≤ d0d0−1 ,∀τ ∈ F , and therefore we have the following convex decomposition of E(τ):
E(τ) = Nq(τ)(Φd0) =
d0 − (d0 − 1)q(τ)
d0 − (d0 − 1)p˜d0
Np˜d0 (Φd0) +
(d0 − 1)(q(τ)− p˜d0)
d0 − (d0 − 1)p˜d0
N d0
d0−1
(Φd0), (N29)
where Np˜d0 (Φd0),N d0d0−1 (Φd0) ∈ F by assumption. Therefore E(τ) ∈ F ,∀τ ∈ F by the convexity of F , namelyE ∈ FNG.
It can be directly seen that E(Ψ) = Φd0 , so that E achieves the distillation task with rate log d0. To obtain
a bound in terms of Dmin(Ψ), notice that d
↑
0
−mmin,(Np˜
d
↑
0
)
< 2−Dmin(Ψ) + 2
√
 by the definition of d0. That is,
mmin,(Np˜
d
↑
0
) log d
↑
0 > − log
(
2−Dmin(Ψ) + 2
√

)
, from which the claimed bound follows.
Following the same argument as in the proof of Proposition 28, we see that the distillation map defined by
Eqs. (N23)–(N25) commutes with the depolarizing map, which leads to the same bound for commuting operations.
Here, notice that Ψ is a pure state so we no longer need to further impose the unit trace assumption.
Proposition 34. Given pure primitive state Ψ, a pseudo-resource destroying map λN given by depolarizing map
of any degree, and pure reference states {Φd}. Suppose F is convex and contains the maximally mixed state. Let
D′ = {d ∈ D : N d
d−1
(Φd) ∈ F}, and let d0 = max{d ∈ D′ : 2−Dmin(Φd‖Np˜d (Φd)) = d−mmin,(Np˜d ) ≥ 2−Dmin(Ψ) + 2
√
}
(the brackets in the subscript of m signify that Np˜ is not precisely a resource destroying map), where p˜d = min{p :
Np(Φd) ∈ F} ∈ [0, 1]. For  ≥ 0,
Ω

D,F¯〈λN〉,Comm
(Ψ→ {Φd}) ≥
− log (2−Dmin(Ψ) + 2√)
mmin,(Np˜
d
↑
0
)(Φd↑0
)
− log d
↑
0
d0
. (N30)
