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Abstract
This paper considers the problem of constructing a Jacobi matrix from prescribed ordered defective eigenpairs
and the leading principal submatrix. According to the relationship between the eigenvalue ordered and the number
of variations in signs of the corresponding eigenvector, the necessary and sufﬁcient conditions for the solvability of
the problem are derived, and the numerical algorithm is developed. Numerical examples show that the algorithm is
quite efﬁcient.
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1. Introduction
An n× n matrix Jn is said to be a Jacobi matrix if it is of the form
Jn =


a1 b1
b1 a2 b2
. . .
. . .
. . .
. . .
. . . bn−1
bn−1 an

 , (1.1)
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where ai and bi are real, and all bi are positive. In other words, a Jacobi matrix is a symmetric tridiagonal
matrix with positive off-diagonal entries. We denote by Jk (1kn − 1) the k × k leading principal
submatrix of Jn in (1.1), J˜n−k the (n−k)×(n−k) lower principal submatrix obtained from Jn by deleting
the previous k rows and columns, and (A) the spectrum of the matrix A. Notice that all eigenvalues of a
Jacobi matrix Jn are real and distinct, we can arrange all i ∈ (Jn) (i= 1, 2, . . . , n) in decreasing order,
that is
1> 2> · · ·> i−1> i > i+1> · · ·> n,
then i is called the ith eigenvalue of Jn, and the eigenpair (or defective eigenpair) (i , x) is then called
the ith eigenpair (or defective eigenpair) of Jn. By a defective eigenpair of the matrix Jn, say (, x), one
mean that the scalar  is an eigenvalue of Jn, and the vector x with components be known partially is an
eigenvector associated with . For example, let = 1, x= (1,−1, 1)T and y= (∗,−1, 1)T where symbol
∗ denotes an unknown number, then (, x) and (, y) are the eigenpair and the defective eigenpair of
Jacobi matrix J3 =
(2 1 0
1 3 1
0 1 2
)
, respectively.
Jacobi inverse eigenvalue problem, roughly speaking, is how to construct a Jacobi matrix from pre-
scribed spectral data. The spectral data involvedmay consist of the complete or only partial information of
eigenvalues or eigenvectors. For important results on constructing a Jacobi matrix Jn with different given
spectral data, such as given the complete eigenvalues of Jn and Jn−1; the leading principal submatrix and
the complete eigenvalues of Jn; two eigenpairs of Jn; and the eigenpairs of Jm, J˜n−m and Jn, we refer
the reader to [1–6,8,10–15] and the references therein.
In this paper we consider the following problem of constructing a Jacobi matrix:
Problem A. Given a k × k (1kn − 1) Jacobi matrix Jk , real scalars ,  ( 	= ), and real vectors
x2 = (xk+1, xk+2, . . . , xn)T ∈ Rn−k , y2 = (yk+1, yk+1, . . . , yn)T ∈ Rn−k , ﬁnding real vectors x1 = (x1,
x2, . . . , xk)
T ∈ Rk, y1 = (y1, y2, . . . , yk)T ∈ Rk, and an n× n Jacobi matrix Jn such that Jk , (, x) and
(, y) are, respectively, the k × k leading principal submatrix, the ith and j th eigenpairs of Jn, where
x = (xT1 , xT2 )T and y= (yT1 , yT2 )T.
When k = 0, Problem A has been considered by many authors, see, for instance, [3,12,15] and the
references therein. When k = n, Problem A is transformed into the well known problem of ﬁnding
two eigenvectors x, y corresponding, respectively, to the given eigenvalues  and  of Jacobi matrix Jn.
Hence, in this paper, we only consider the case of 1kn− 1. In addition, Hu et al. [9] also considered
the problem of constructing a Jacobi matrix Jn by prescribed the leading principal submatrix and two
defective eigenpairs, but they have not considered the order of the defective eigenpairs. Our discussion
mainly based on the relationship between the eigenvalue ordered and the number of variations in signs
of the corresponding eigenvector, and the theory of linear systems.
This paper is organized as follows. In Section 2, we introduce some preliminary results which play
an importance role throughout in this paper. In Section 3, the necessary and sufﬁcient conditions for
the existence of and the expressions for the solution of Problem A are derived. The numerical algo-
rithm and example for solving Problem A are given in Section 4. Finally, in Section 5, we make some
conclusions.
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2. Preliminary results
Let  and  are real numbers, and Ii is an identity matrix of size i. Deﬁne 0()= 1,
i()= det(Ii − Ji), (i = 1, 2, . . . , n) (2.1)
and
i(, )=
∣∣∣∣i−1() i()i−1() i()
∣∣∣∣ , (i = 1, 2, . . . , n). (2.2)
The following lemma from [4] plays an important role throughout in this paper.
Lemma 2.1. Suppose that the vector x= (x1, x2, . . . , xn)T ∈ Rn is an eigenvector corresponding to the
eigenvalue  of the n× n Jacobi matrix Jn, then
(a) x1xn 	= 0,
(b) If xi = 0, then xi−1xi+1< 0 (i = 2, 3, . . . , n− 1),
(c) xi = x1i−1()b1b2···bi−1 , (i = 2, 3, . . . , n).
Using Lemma 2.1 and the theory of linear systems, we have the following lemma by straightforward
computing.
Lemma 2.2. Suppose that vector x = (xT1 , xT2 )T ∈ Rn with x1 = (x1, x2, . . . , xk)T ∈ Rk, x2 = (xk+1,
xk+2, . . . , xk)T ∈ Rn−k is an eigenvector corresponding to the eigenvalue  of Jacobi matrix Jn and Jk
be the k × k leading principal submatrix of Jn, then
(a) If  /∈ (Jk), we have xk+1 	= 0 and
x1 = bkxk+1
k()

k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()

T. (2.3)
(b) If  ∈ (Jk), we have xk+1 = 0 and
x1 = c
b1b2 · · · bk−1

k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()

T, (2.4)
where c is an arbitrary nonzero real number.
The following lemma is a direct result from Lemma 2.1 and Lemma 2 in [9].
Lemma 2.3. Suppose that (, x) and (, y) are the eigenpairs of Jacobi matrix Jn and Jk is the k × k
leading principal submatrix of Jn, then
k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()



k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()

T = k(, )
−  .
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Furthermore, let x =
(
x1
x2
)
, y=
(
y1
y2
)
with x1, y1 ∈ Rk, then
(a) If ,  /∈ (Jk), we have
xT1 y1 =
b2kxk+1yk+1k(, )
(− )k()k()
.
(b) If  ∈ (Jk) and  /∈ (Jk), we have
xT1 y1 =
c1bkyk+1k−1()
(− )b1b2 · · · bk−1 	= 0,
where c1 is arbitrary nonzero real number.
(c) If  /∈ (Jk) and  ∈ (Jk), we have
xT1 y1 =
c2bkxk+1k−1()
(− )b1b2 · · · bk−1 	= 0,
where c2 is arbitrary nonzero real number.
(d) If ,  ∈ (Jk), we have xT1 y1 = 0.
For given vector u= (u1, u2, . . . , un)T ∈ Rn, we deﬁne the number of
f (u¯1u¯2)+ f (u¯2u¯3)+ · · · + f (u¯n−1u¯n) (2.5)
as the number of variations in signs of vector u, where
u¯i =
{
ui if ui 	= 0,
arbitrary positive or negative if ui = 0 (i = 1, 2, . . . , n) (2.6)
and
f (x)=
{
1 if x < 0,
0 if x > 0. (2.7)
In general, the number of variations in signs of a given vector u, that is, the value of (2.5) differs according
to the different choice of the sign of zero components.Wedenote byS+u andS−u , respectively, themaximum
and minimum values of the number of variations in signs of the given vector u. If S+u = S−u , we say that
the number of variations in signs of the given vector u is deﬁnite, and so denotes it by Su.
Lemma 2.4 (see Gladwell [4] and Hu et al. [7]). The number of variations in signs of the given vector
u= (u1, u2, . . . , un) ∈ Rn is deﬁnite, if and only if
(a) u1un 	= 0.
(b) If ui = 0, then ui−1ui+1< 0, (i = 2, 3, . . . , n− 1).
According to Lemmas 2.1 and 2.4, the number of variations in signs of any eigenvector corresponding
to the eigenvalue of Jacobi matrix Jn is deﬁnite.
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Lemma 2.5 (see Gladwell [4] and Hu et al. [7]). The pair (, x) is the ith eigenpair of Jacobi matrix
Jn, if and only if, Jnx = x and Sx = i − 1.
Let
Vi()= (0(),1(), . . . ,i())T, (i = 1, 2, . . . , n),
we have
Lemma 2.6. Let the vector x = (xT1 , xT2 )T ∈ Rn with x1 = (x1, x2, . . . , xk)T ∈ Rk , x2 = (xk+1,
xk+2, . . . , xn)T ∈ Rn−k be an eigenvector corresponding to the eigenvalue  of Jacobi matrix Jn, and Jk
be the k × k leading principal submatrix of Jn, then
(a) If  /∈ (Jk), Sx = SVk() + Sx2 .
(b) If  ∈ (Jk), Sx = SVk−1() + Sx˜2 + 1, where x˜2 = (xk+2, xk+3, . . . , xn)T.
Proof. (a) Since x is an eigenvector corresponding to the eigenvalue  of Jacobi matrix Jn, we have by
Lemma 2.2 that xk+1 	= 0 and x1 can be expressed as (2.3). Since bi > 0 (i = 1, 2, . . . , k), x2k+1> 0 and
2k()> 0, we have
Sx=f (¯0()¯1())+ f (¯1()¯2())+ · · · + f (¯k−2()¯k−1()) (2.8)
+ f (¯k−1()¯k())+ f (x¯k+1x¯k+2)+ · · · + f (x¯n−1x¯n),
where ¯0(), ¯1(), . . . , ¯k−1(), ¯k(), x¯k+1, x¯k+2, . . . , x¯n are deﬁned as (2.6), and f (x) is deﬁned
as (2.7). Since the sequences 0(),1(), . . . ,k() and xk+1, xk+2, . . . , xn satisfy the conditions of
Lemma 2.4, the number of variations in signs of vectors Vk() and x2 are deﬁnite. Hence, we have from
(2.8) that Sx = SVk() + Sx2 .
(b) By Lemma 2.2 and x is an eigenvector corresponding to the eigenvalue  of Jacobi matrix Jn, we
have that xk+1 = 0 and x1 can be expressed as (2.4). Hence, the number of variations in signs of vector x
equal to the number of variations in signs of the sequence
c0(), c1(), . . . , ck−1(), xk+1, xk+2, . . . , xn. (2.9)
Since the sequences c0(), c1(), . . . , ck−1() and xk+2, . . . , xn satisfy the conditions of Lemma 2.4,
the number of variations in signs of vectors Vk−1() and x˜2 are deﬁnite. Since xk+1 = 0, we have from
Lemma 2.1 that the sign of ck−1() and xk+2 differs. Hence, whether zero component xk+1 changes
as positive or negative, the number of variations in signs of sequence (2.9) is deﬁnite and equal to
SVk−1() + Sx˜2 + 1. So Sx = SVk−1() + Sx˜2 + 1. 
3. The solvability conditions of ProblemA
In this section, we consider the necessary and sufﬁcient conditions for the existence of and the ex-
pressions for the solution of Problem A. Obviously, solving Problem A is equivalent to ﬁnding positive
number bk , real vectors x1 = (x1, x2, . . . , xk)T, y1 = (y1, y2, . . . , yk)T with x1y1 	= 0 and Jacobi matrix
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J˜n−k such that
(Ik − Jk)x1 = bkxk+1ek, (3.1)
(Ik − Jk)y1 = bkyk+1ek, (3.2)
J˜n−k(x2, y2)= (x2 − bkxke1, y2 − bkyke1), (3.3)
xT1 y1 + xT2 y2 = 0, (3.4)
where e1 = (1, 0, . . . , 0)T ∈ Rn−k and ek = (0, 0, . . . , 0, 1)T ∈ Rk . Let
Di =
∣∣∣∣xi xi+1yi yi+1
∣∣∣∣ , di = n∑
j=i+1
xjyj , (i = 1, 2, . . . , n− 1). (3.5)
The following theorems are the main results of this paper.
Theorem 3.1. Problem A has an unique solution, if and only if, the following conditions are satisﬁed:
(a) (− )k()k()xT2 y2/(xk+1yk+1k(, ))> 0,
(b) (− )di/Di > 0 (i = k + 1, k + 2, . . . , n− 1),
(c) SVk() + Sx2 = i − 1,
(d) SVk() + Sy2 = j − 1.
Proof. We ﬁrst prove the sufﬁciency. Since condition (a) holds, all the values of k(), k(), k(, ),
xk+1, yk+1 and xT2 y2 are not equal to zero. By (3.4) and Lemma 2.3, we have
b2kxk+1yk+1k(, )
(− )k()k()
+ xT2 y2 = 0. (3.6)
Hence, there exists a bk > 0 uniquely and it can be expressed as
bk =
(
(− )k()k()xT2 y2
xk+1yk+1k(, )
)1/2
. (3.7)
Applying Lemma 2.2 to (3.1) and (3.2), we have
x1 = bkxk+1
k()

k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()

T, (3.8)
y1 = bkyk+1
k()

k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()

T. (3.9)
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Since bk is unique, we have from (3.8) and (3.9) that x1 and y1 exist uniquely, and furthermore x1y1 	= 0
because xk+1yk+1 	= 0,k() 	= 0,k() 	= 0 and bi 	= 0 (i = 1, 2, . . . , k). Expanding (3.3), we obtain
ai+1xi+1 + bi+1xi+2 = xi+1 − bixi
ai+1yi+1 + bi+1yi+2 = yi+1 − biyi (i = k, k + 1, . . . , n− 1), (3.10)
anxn = xn − bn−1xn−1,
anyn = yn − bn−1yn−1. (3.11)
Eliminating ai (i = k + 1, k + 2, . . . , n) from (3.10) and (3.11), and according to xT1 y1 + xT2 y2 = 0 and
dk = xT2 y2, we have
biDi = (− )di, (i = k, k + 1, . . . , n− 1). (3.12)
Eq. (3.12) and condition (b) imply that bi > 0 exists uniquely and can be expressed as
bi = (− )di/Di, (i = k + 1, k ++2, . . . , n− 1). (3.13)
Since Di 	= 0 (i = k + 1, k + 2, . . . , n− 1), ai (i = k + 1, k + 2, . . . , n− 1) exists uniquely, and xi and
yi are not equal to zero simultaneously, we have from (3.10) that
ai =
{
− (bi−1xi−1 + bixi+1)/xi, xi 	= 0
− (bi−1yi−1 + biyi+1)/yi, xi = 0 (i = k + 1, k + 2, . . . , n− 1). (3.14)
From (3.11) and xnyn 	= 0, an can be expressed as
an = − bn−1xn−1/xn,
an = − bn−1yn−1/yn (3.15)
and using result (3.12) for i=n−1, the expression of an by two formulae in (3.15) are equal. Conditions
(c) and (d) hold imply that (, x) and (, y) are, respectively, the ith and j th eigenpairs of Jn because
Lemmas 2.5 and 2.6.
We now prove the necessity. Assume that Problem A has an unique solution, that is, Eqs. (3.1), (3.2),
(3.3), (3.4) have an unique solution. By Eqs. (3.1) and (3.2) have an unique solution, we have k() 	= 0
and k() 	= 0. Hence, (3.6) can be derived from (3.4) and Lemma 2.3. According to bk > 0, we have
condition (a). Condition (b) holds because (3.12) holds for i= k+1, k+2, . . . , n−1 and bi > 0 (i= k+
1, k+ 2, . . . , n− 1) exist uniquely. Since (, x) and (, y) are, respectively, the ith and j th eigenpairs of
Jn, the conditions (c) and (d) can be derived by Lemmas 2.5 and 2.6. 
Theorem 3.2. Problem A has a solution, if and only if
(a) one of the following conditions holds
(i) (− )k()k()xT2 y2/(xk+1yk+1k(, ))> 0, SVk() + Sx2 = i − 1, SVk() + Sy2 = j − 1,
(ii) k()xk+1 	= 0,k()yk+1 	= 0, k(, )= xT2 y2= 0, SVk()+ Sx2 = i − 1, SVk()+ Sy2 = j − 1,
(iii) k()xk+1 	= 0,k()= yk+1 = 0, xT2 y2 	= 0, SVk() + Sx2 = i − 1, SVk−1() + Sy¯2 = j − 2,
(iv) k()= xk+1 = 0,k()yk+1 	= 0, xT2 y2 	= 0, SVk−1() + Sx¯2 = i − 2, SVk() + Sy2 = j − 1,
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(v) k()= xk+1 = k()= yk+1 = xT2 y2 = 0, SVk−1() + Sx¯2 = i − 2, SVk−1() + Sy¯2 = j − 2,
where x¯2 = (xk+2, xk+3, . . . , xn)T, y¯2 = (yk+2, yk+3, . . . , yn)T.
(b) Dn−1 	= 0, (− )dn−1/Dn−1> 0.
(c) IfDi 	= 0, then (−)di/Di > 0. IfDi=0, then di=0, and furthermore, if xi=0, then xi−1xi+1< 0
and
∣∣∣∣xi−1 xi+1yi−1 yi+1
∣∣∣∣= 0 for i = k + 1, k + 2, . . . , n− 2.
Proof. Sufﬁciency: If the condition (i) in (a) holds, similar to the proof of the sufﬁciency of Theorem 3.1,
we can verify that bk and x1, y1 with x1y1 	= 0 exist uniquely.
If condition (ii) in (a) holds (3.6) holds byk()xk+1 	= 0 andk()yk+1 	= 0. Sincek(, )=xT2 y2=0,
bk can be choosen as any positive number. Once the bk is determined, we have fromLemma 2.2 that x1 and
y1 exist and it can be expressed as (3.8) and (3.9), respectively. While x1y1 	= 0 because bi, xk+1,k()
in (3.8) and bi, yk+1,k() in (3.9) are all nonzero.
If condition (iii) in (a) holds. By k()xk+1 	= 0,k()=yk+1=0 and Lemma 2.2, x1 can be expressed
by (3.8) and y1 can be expressed as
y1 = c1
b1b2 · · · bk−1

k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()

T, (3.16)
where c1 is an arbitrary nonzero number. By (3.4) and Lemma 2.3, we get
c1bkxk+1k−1()
(− )b1b2 · · · bk−1 + x
T
2 y2 = 0. (3.17)
We choose bk as an arbitrary positive number, then
c1 = (− )b1b2 · · · bk−1x
T
2 y2
bkxk+1k−1()
. (3.18)
Substituting (3.18) into (3.16), we get
y1 = (− )x
T
2 y2
bkxk+1k−1()

k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()

T. (3.19)
Since bk exists and bk > 0, x1, y1 with x1y1 	= 0 exist and can be expressed by (3.8) and (3.19), respec-
tively.
If condition (iv) in (a) holds. For k() = xk+1 = 0,k()yk+1 	= 0 and by Lemma 2.2, y1 can be
expressed as (3.9) and x1 can be expressed as
x1 = c2
b1b2 · · · bk−1

k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()

T, (3.20)
where c2 is an arbitrary nonzero number. By (3.4) and Lemma 2.3, we get
c2bkyk+1k−1()
(− )b1b2 · · · bk−1 + x
T
2 y2 = 0. (3.21)
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we choose bk as arbitrary positive number, then
c2 = (− )b1b2 · · · bk−1x
T
2 y2
bkxk+1k−1()
. (3.22)
Substituting (3.22) into (3.20), we get
x1 = (− )x
T
2 y2
bkxk+1k−1()

k−1∏
j=1
bj ,1()
k−1∏
j=2
bj , . . . ,k−1()

T. (3.23)
Since bk exists and is positive, x1, y1 with x1y1 	= 0 exist and can be expressed by (3.23) and (3.9),
respectively.
If condition (v) in (a) holds. For k()=xk+1=k()=yk+1=0 and by Lemma 2.2, x1 and y1 can be
expressed, respectively, by (3.20) and (3.16) with c1 and c2 are arbitrary real numbers. bk can be chosen
as an arbitrary positive number by dk = xT2 y2 = 0 and (3.12) holds for i = k.
The last two equalities of any conditions in (a) imply that, if (, x) and (, y) are the eigenpairs of Jn,
then it is, respectively, the ith and j th eigenpairs of Jn.
Since conditions (b) and (c) hold, we know that whether Di (i = k, k + 1, . . . , n − 1) is zero or not,
(3.12) holds. Hence, if Di 	= 0, we have by (3.10) and (3.12) that bi > 0, ai exist and can be expressed
by (3.13) and (3.14), respectively. If Di = 0, that is, xiyi+1 − xi+1yi = 0, we have by condition (c) that∣∣∣∣xi xi − bi−1xi−1yi yi − bi−1yi−1
∣∣∣∣=(− )xiyi + bi−1Di−1
= (− )di = 0. (3.24)
When xi 	= 0, yi+1 = xi+1yi/xi , it holds∣∣∣∣ xi − bi−1xi−1 xi+1yi − bi−1yi−1 yi+1
∣∣∣∣=xi+1xi [(− )xiyi + bi−1Di−1]
= xi+1(− )di
xi
= 0. (3.25)
Eqs. (3.24) and (3.25) imply that Eq. (3.10) for ai and bi has a solution. And bi can be chosen as an
arbitrary positive number, ai can be expressed as
ai = − (bi−1xi−1 + bixi+1)/xi. (3.26)
When xi = 0, then xi+1 	= 0 because xi−1xi+1< 0. And hence, yi = 0 by Di = xiyi+1 − xi+1yi = 0. In
this case, equation (3.10) is transformed into the following form:{
xi+1bi =−xi−1bi−1,
yi+1bi =−yi−1bi−1. (3.27)
Since condition (c) hold, Eq. (3.27) for bi has a solution, and furthermore, by bi−1> 0 and xi−1xi+1< 0,
then bi > 0 exists uniquely. In this case ai can be chosen as any real number. Similar to the proof of
the sufﬁciency of Theorem 3.1, we can prove that an in the last two equations of (3.11) are equal under
condition (b).
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Necessity: Assume Problem A has a solution, then Eqs. (3.1), (3.2), (3.3), (3.4) has a solution. For
Eqs. (3.1) and (3.2) has a solution, we have by Lemma 2.2 that one of the following four cases holds:
Case 1. k()xk+1 	= 0,k()yk+1 	= 0,
Case 2. k()xk+1 	= 0,k()= yk+1 = 0,
Case 3. k()= xk+1 = 0,k()yk+1 	= 0,
Case 4. k()= xk+1 = k()= yk+1 = 0.
From case 1, we know (3.6) holds by (3.4) and Lemma 2.3. If k(, ) 	= 0, then xT2 y2 	= 0 and
(− )k()k()xT2 y2/(xk+1yk+1k(, ))> 0 by bk > 0. If k(, )= 0, then xT2 y2 = 0. Since (, x)
and (, y) are, respectively, the ith and j th eigenpairs, we have SVk()+Sx2=i−1 and SVk()+Sy2=j−1
by Lemmas 2.5 and 2.6. The above results show that condition (i) or (ii) in (a) holds. From case 2, we
know (3.17) with c1 	= 0 holds by (3.4) and Lemma 2.3, and furthermore, xT2 y2 	= 0. Since (, x) and
(, y) are, respectively, the ith and j th eigenpairs, we have SVk()+Sx2 = i−1 and SVk−1()+Sy¯2 = j −2
by Lemmas 2.5 and 2.6. And hence, condition (iii) in (a) holds. Similarly, we can verify that conditions
(iv) and (v) in (a) holds in case 3 and 4, respectively.
Since Eq. (3.3), or equivalently, Eqs. (3.10) and (3.11) has a solution and (3.12) holds for i=k+1, k+
2, . . . , n − 1, then if Di 	= 0, we have ( − )di/Di > 0 by bk > 0, and if Di = 0, we have di = 0. In
case Di = 0 and di = 0, when xi = 0, we have xi−1 	= 0, xi+1 	= 0 and yi = 0, else, we will get xn = 0,
and so it is a contradiction to the condition xn 	= 0. Hence, Eq. (3.27) has a solution, and furthermore
xi−1xi+1< 0, xi−1yi+1−xi+1yi−1=0 because bi > 0 and bi−1> 0. The above results show that condition
(c) holds. Since dn−1=xnyn 	= 0, we have by (3.11) and bn−1> 0 thatDn−1 	= 0, (−)dn−1/Dn−1> 0,
that is, condition (b) holds. 
4. Numerical methods and examples
According to the above discussion, an algorithm to solve ProblemA is presented as follows:
Algorithm 1.
1. Input scalars , , Jacobi matrix Jk , and (n− k)-vectors x2 and y2.
2. Compute i(),i() (i = 1, 2, . . . , k) and k(, ) according to (2.1) and (2.2).
3. Compute di,Di (i = k, k + 1, . . . , n− 1) by (3.5).
4. Compute Sx2 (or Sx¯2 under xk+1=0), Sy2 (or Sy¯2 under yk+1=0), SVk() (or SVk−1() under k()=0),
and SVk() (or SVk−1() under k()= 0).
5. Finding positive number bk , and real k-vectors x1 and y1:
5.1. If (− )k()k()xT2 y2/(xk+1yk+1k(, ))> 0,SVk() + Sx2 = i − 1, SVk() + Sy2 = j − 1,
compute bk according to (3.7), compute x1, y1 according to (3.8) and (3.9).
5.2. If k()xk+1 	= 0,k()yk+1 	= 0,k(, )=xT2 y2=0, SVk()+Sx2= i−1, SVk()+Sy2=j−1,
choose bk as any positive, compute x1, y1 according to (3.8) and (3.9).
5.3. If k()xk+1 	= 0,k() = yk+1 = 0, xT2 y2 	= 0, SVk() + Sx2 = i − 1, SVk−1() + Sy¯2 = j − 2,
choose bk as any positive, compute x1, y1 according to (3.8) and(3.18).
5.4. If k() = xk+1 = 0,k()yk+1 	= 0, xT2 y2 	= 0, SVk−1() + Sx¯2 = i − 2, SVk() + Sy2 = j − 1,
choose bk as any positive, compute x1, y1 according to (3.23) and (3.9).
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5.5. If k() = xk+1 = k() = yk+1 = xT2 y2 = 0, SVk−1() + Sx¯2 = i − 2, SVk−1() + Sy¯2 = j − 2,
choose bk as any positive, compute x1, y1 according to (3.20) and (3.16).
5.6. If none of the cases 5.1–5.5 occurred, ProblemA has no solution.
6. If one of the following case occurred, Problem A has no solution: (a) Di 	= 0 and di/Di0. (b)
Di = 0 and di 	= 0. (c) Di = 0, di = 0 and xi+1 = 0, but xixi+20 or xiyi+2 − xi+2yi 	= 0 for
i = k + 1, k + 2, . . . , n− 2.
7. If Dn−1 = 0 or Dn−1 	= 0 and (− )dn−1/Dn−10, ProblemA has no solution.
8. Finding positive numbers bi for i = k + 1, k + 2, . . . , n− 1, and real numbers ai for i = k + 1, k +
2, . . . , n:
8.1 If Di 	= 0, compute bi according to (3.13), compute ai according to (3.14).
8.2 If Di = 0, di = 0, xi 	= 0, choose bi as any positive number, compute ai according to the ﬁrst
formulae of (3.26).
8.3 If Di = 0, di = 0, xi = 0, compute bi =−bi−1xi−1/xi+1, choose ai as any real number.
Using the above compute steps for solving Problem A, we give an example here to illustrate that the
results obtained in this paper are correct, and the algorithm is efﬁcient.
Example 1. Given a 3 × 3 Jacobi matrix J3 =
(3 2 0
2 3 1
0 1 2
)
, real scalars  = 3,  = 2, and real vectors
x2= (−1, 2, 1, 2, 1)T, y2= (2, 1,−1,−5, 1)T, ﬁnding real vectors x1= (x1, x2, x3)T, y1= (y1, y2, y3)T
and an 8× 8 Jacobi matrix J8 such that J3, (, x) and (, y) are, respectively, the leading 3× 3 principal
submatrix, the 3rd and the 5th eigenpairs of Jacobi matrix J8, where x= (xT1 , xT2 )T and y= (yT1 , yT2 )T.
It is easy to verify that these given data satisfy the conditions of Theorem 3.1. By applying above
algorithm 1 to obtain unique real vectors x1 ∈ R3, y1 ∈ R3 and a 8× 8 Jacobi matrix J8 as follows:
x1 = (0.5590, 0.0000,−1.1180)T, y1 = (4.4721,−2.2361,−6.7082)T
and
J8 =


3 2 0 0 0 0 0 0
2 3 1 0 0 0 0 0
0 1 2 1.1180 0 0 0 0
0 0 1.1180 4.9500 1.6000 0 0 0
0 0 0 1.6000 2.1333 3.3333 0 0
0 0 0 0 3.3333 −9.6667 3.0000 0
0 0 0 0 0 3.0000 1.4286 0.1429
0 0 0 0 0 0 0.1429 2.7143


.
From the above 8 × 8 Jacobi matrix J8 obtained by Algorithm 1, we re-computing its spectrum by
MATHLAB 6.1, and get
(J8)= {6.1081, 5.1196, 3.0000, 2.7031, 2.0000, 1.3466, 0.5024,−11.2204},
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and the eigenvectors x and y corresponding to the eigenvalues 3 and 2 are, respectively,
x = (0.5590, 0.0000,−1.1180︸ ︷︷ ︸,−1.0000, 1.9999, 1.0000, 1.9999, 1.0000)T,
y= (4.4728,−2.2364,−6.7092︸ ︷︷ ︸, 2.0003, 1.0001,−1.0001,−5.0007, 1.0001)T.
These obtained data show that the algorithm provided in this paper is quite efﬁcient.
5. Conclusions
In this paper we concerned with the problem of ﬁnding real vectors x1= (x1, x2, . . . , xk)T ∈ Rk, y1=
(y1, y2, . . . , yk)
T ∈ Rk , and an n× n Jacobi matrix Jn such that, for given integer k (1kn− 1), real
scalars  and , Jacobi matrix Jk , and real vectors x2 ∈ Rn−k and y2 ∈ Rn−k , Jk , (, x) and (, y) are,
respectively, the k×k leading principal submatrix, the ith and j th eigenpairs of Jn, where (x=(xT1 , xT2 )T
and y= (yT1 , yT2 )T.
The necessary and sufﬁcient conditions for the solvability of the problem are derived. The algorithm
for ﬁnding the solution of the problem is provided. The numerical example and many other examples
we have tested by MATLAB show that our theoretical results obtained in this paper are correct and the
algorithm is efﬁcient.
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