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Department ofMathematics, Florida Institute of Technology, Melbourne, Florida 32901
Abstract. This paper presents a full classification of the short-time behavior of the interfaces in the Cauchy problem
for the nonlinear second order degenerate parabolic PDE
ut −∆u
m+buβ = 0, x ∈ RN ,0 < t < T
with nonnegative initial function u0 such that
supp u0 = {|x| < R}, u0 ∼C(R− |x|)
α, as |x| → R−0,
where m > 1,C,α,β > 0,b ∈ R. Interface surface t = η(x) may shrink, expand or remain stationary depending on the
relative strength of the diffusion and reaction terms near the boundary of support, expressed in terms of the parameters
m,β,α, sign b and C. In all cases we prove explicit formula for the interface asymptotics, and local solution near the
interface.
1 Inrtroduction
Consider the Cauchy problem for the Reaction-Diffusion equation:
(1.1) Lu = ut −∆u
m+buβ = 0, x ∈ RN ,0 < t < T,
(1.2) u(x,0) = u0(x), x ∈ R
N ,
wherem> 1, b ∈R, β > 0. Equation (1.1) is a nonlinear degenerate parabolic equation arising in various applications in
fluid mechanics, plasma physics, population dynamics etc. as a mathematical model of nonlinear diffusion phenomena
in the presence of absorption of energy [17, 21, 29, 22]. Assume that u0 ∈C(R
N ;R+) is radially symmetric with
supp u0 = BR
where BR := {x ∈ R
N , |x| < R}, and
(1.3) u0(x) ∼C(R− |x|)
α as |x| → R−0
for some C > 0,α > 0. Typical example is
(1.4) u0(x) =C(R− |x|)
α
+, x ∈ R
N
where κ+ = max{κ;0}. Solution of the Cauchy Problem (1.1),(1.2) is understood in a weak sense (Definition 4.1,
Section 4). Furthermore, we will assume that β ≥ 1 if b < 0, which is essential to guarantee uniqueness of the solution.
Weak solution possesses a finite speed of propagation property, meaning that it is compactly supported for any t > 0
[21]. Boundary manifolds of the support of solution are called ”free boundaries” or ”interfaces”. The main goal of
this paper is to analyze short-time behavior of interfaces emerging from sphere ∂BR× {t = 0}.
For all x ∈ BR near the boundary define the interface surface as
t = η−(x)≔ sup{τ : u(x, t) > 0,0 < t < τ}.
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Figure 1: Classification of different cases in the (α,β) plane for interface development in problem (1.1), (1.2), (1.3).
If η−(x) is defined and finite for all x such that 0 << |x| < R and
(1.5) η−(x) = o(1) for |x| → R−0,
then we say that the interface initially shrinks at ∂BR. For all x ∈ B
c
R
= {|x| > R} near the boundary define interface
surface
t = η+(x)≔ inf{τ ≥ 0 : u(x, t) > 0, τ < t < τ+ ǫ for some ǫ > 0}.
If η+(x) is defined, positive and finite for all x such that R < |x| << +∞ and satisfies (1.5), then we say that the interface
initially expands at ∂BR. If
supp u(x, t) ≡ supp u0(x)
for all 0 ≤ t ≤ δ, for some δ > 0, then we say that interface remain stationary, or solution has a waiting time near the
support of the initial function.
The goal of this paper is to present full classification of the existence and short time behavior of the interfaces η±,
and local solution near η± in terms of the parameters m,β,b,C,α.
The outline of the paper is as follows. In Section (2) we formulate the main results. Theorems 2.1-2.5 of Section 2
present full classification of the short-time behavior and asymptotics of the interfaceswith respect to relative strength of
diffusion versus reaction/absorption expressed in respective four regions of the parameter space (α,β). Some essential
technical details of the main results are outlined in Section 3. In Section 4 we present brief literature review and prove
important asymptotic properties of local solutions along the special interface-type manifolds by using rescaling and
application of the general theory of nonlinear degenerate parabolic equations. Finally, in Section 5 we prove the main
results by using asymptotic estimations of Section 4 and by constructing local super- and subsolutions based on the
special comparison theorems in general non-cylindrical domains with irregular and characteristic boundary manifolds.
2 Description of main results.
Throughout this section we assume that u is a unique weak solution of the CP (1.1)-(1.2). There are four different
subcases, as shown in Figure 1. The main results are outlined below in Theorems 2.1-2.5 corresponding directly to the
cases (1), (2), (3) and (4).
Theorem 2.1. If α < 2
m−min{1,β}
, then the interface initially expands and
(2.1) η+(x) ∼
(R− |x|
ξ∗
)2+α(1−m)
as |x| → R+,
where ξ∗ = ξ∗(C,α,m) < 0. For arbitrary ξ∗ < ρ < 0, there exists a positive number f (ρ) depending on C,m,α such that
(2.2) u
∣∣∣∣
|x|=R−ρt
1
2+α(1−m)
∼ f (ρ)t
α
2+α(1−m) as t ↓ 0.
2
Theorem 2.2. Let b > 0, 0 < β < 1, α = 2
m−β
,m+β , 0 and
C∗ =
{ b(m−β)2
2m(m+β)
} 1
m−β
If C >C∗ then interface initially expands and
(2.3) η+(x) ∼
( |x| −R
ζ+
) 2(1−β)
m−β
as |x| → R+,
while if C <C∗ then interface initially shrinks and
(2.4) η−(x) ∼
(R− |x|
ζ−
) 2(1−β)
m−β
as |x| → R−,
where ζ+ ∈ [ζ1;ζ∗], ζ− ∈ [ζ2;ζ∗](see Appendix for constants ζ1, ζ2), ζ∗ = ζ∗(C,m,β,b) ≷ 0 according to as C ≶ C∗. For
arbitrary ρ > ζ∗ there exists h(ρ) > 0 such that
(2.5) u(x, t)
∣∣∣∣
|x|=R−ρt
m−β
2(1−β)
∼ h(ρ)t
1
1−β as t ↓ 0.
Corollary 2.3. If conditions of Theorem 2.2 are satisfied and m+β = 2, then claims (2.3),(2.4),(2.5) are valid with
(2.6) ζ+ = ζ− = ζ∗ = b(1−β)C
β−1
(
1−
(
C/C∗
)2(1−β))
, h(ρ) = C(ρ− ζ∗)+.
Theorem 2.4. Let b > 0,0 < β < 1,α > 2
m−β
. Then interface initially shrinks and
(2.7) η−(x) ∼
(R− |x|
l∗
)α(1−β)
as |x| → R−,
where l∗ =C
− 1α (b(1−β))
1
α(1−β) . For ∀l > l∗ we have
(2.8) u
∣∣∣∣
|x|=R−lt
1
α(1−β
∼ {C1−βlα(1−β) −b(1−β)}
1
1−β t
1
1−β as t ↓ 0.
Theorem 2.5. If β ≥ 1, α ≥ 2
m−1,
then the interface initially remains stationary.
3 Technical Details of the Main Results
In this section we outline some essential details of the main results described in Theorems 2.1-2.5 of section 2.
Technical details of Theorem 2.1: Precise values of the constant ξ∗ and the function f are associated with the one-
dimensional Cauchy Problem [2]
wt = (w
m)yy, y ∈ R, 0 < t < +∞(3.1)
w(y,0) =C(y)α+, y ∈ R(3.2)
There exists a unique solution of the problem (3.1),(3.2), which is of self-similar form
(3.3) w(y, t) = t
α
2+α(1−m) f (ξ), where ξ =
y
t
1
α(1−m)+2
,
and the shape function f solves nonlinear ODE problem
(3.4)

d2 fm
dξ2
+ 1
2+α(1−m)
ξ
d f
dξ
− α
2+α(1−m)
f = 0, ξ ∈ R
f ∼Cξα as ξ→ +∞, f (ξ) = o(|ξ|α) as ξ ↓ −∞,
with finite interface ξ∗ = ξ∗(C,α,m) < 0 such that
(3.5) f (ξ) > 0, ξ∗ < ξ < +∞; f (ξ) ≡ 0, ξ < ξ∗
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Through rescaling one can find dependence of f and ξ∗ on C [2]:
(3.6) f (ρ) =C
2
2−α(m−1) f1(C
m−1
2−α(m−1)ρ)
(3.7) f1(ρ) = w1(ρ,1), ξ
′
∗ = in f {x : f1(ρ) > 0} < 0
(3.8) ξ∗ =C
m−1
2−α(m−1) ξ
′
∗
where w1 and f1 are solutions of (3.1),(3.2), and (3.4), respectively, with the constant C = 1; ξ
′
∗ is a negative number
depending on m and α only.
Technical details of Theorem 2.2: Precise values of the constant ζ∗ and the function h are associated with the one-
dimensional Cauchy Problem
wt = w
m
yy−bw
β, y ∈ R, 0 < t < +∞(3.9)
w0(y) =C(y)
2
m−β
+ , y ∈ R(3.10)
There exists a unique solution of the problem (3.9),(3.10), which is of self-similar form
(3.11) w(y, t) = t
1
1−β h(ζ), where ζ =
y
t
m−β
2(1−β)
,
and the shape function h solves nonlinear ODE problem
(3.12)

1
1−β
h−
m−β
2(1−β)
ζh
′
− (hm)
′′
+bhβ = 0, ζ ∈ R.
h(ζ) ∼Cζ
2
m−β as ζ ↑ +∞, h(ζ) = o(|ζ |
2
m−β ) as ζ ↓ −∞.
There exists a finite interface ζ∗ such that ζ∗ = ζ∗(C,m,β,b) such that ζ∗ ≷ 0 according to as C ≶ C∗, and
(3.13) h(ζ) > 0, ζ∗ < ζ < +∞; h(ζ) ≡ 0, ζ ≤ ζ∗
In the special case m+β = 2 as in Corollary 2.3, the explicit solution of the problems (3.9)-(3.10) and (3.12) are
(3.14) w(y, t) =C(y− ζ∗t)
1
1−β
+ , h(ζ) =C(ζ − ζ∗)
1
1−β
+
with ζ∗ defined in (2.6).
Technical details of Theorem 2.5: There are four subcases.
(5a) If β = 1, α = 2
m−1
then ∀ǫ > 0 ∃Rǫ ∈ (0,R) and δǫ > 0 such that
(C− ǫ)(R− |x|)
2
m−1
+ e
−bt ≤ u ≤
(C+ ǫ)(R− |x|)
2
m−1
+ e
−bt
(
1− (C/C¯)m−1b−1(1− e−b(m−1)t)
) 1
1−m
(3.15)
for Rǫ ≤ |x| < +∞, 0 ≤ t ≤ δǫ , and
(3.16) T =

+∞, i f b ≥ (C/C¯)m−1
ln
(
1−b(C/C¯)m−1
)
b(1−m)
, i f −∞ < b < (C/C¯)m−1,
(3.17) C¯ =
[ (m−1)2
2m(m+1)
] 1
m−1
.
(5b) If β = 1, α > 2
m−1
, then ∀ǫ > 0, ∃Rǫ > 0, and δǫ > 0 such that
(C− ǫ)(R− |x|)α+e
−bt ≤ u ≤ (C+ ǫ)(R− |x|)α+e
−bt×
(
1− ǫ(b(m−1))−1(1− e−b(m−1)t)
) 1
1−m
, |x| ≥ Rǫ , 0 ≤ t ≤ δǫ .(3.18)
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(5c) If 1 < β < m, α ≥ 2
m−β
, then ∀ǫ > 0, ∃Rǫ > 0, and δǫ > 0 such that
(3.19) g−ǫ ≤ u(x, t) ≤ gǫ , |x| ≥ Rǫ , 0 ≤ t ≤ δǫ ,
(3.20) gǫ(x, t) =
 [(C+ ǫ)
1−β(R− |x|)α(1−β)+b(β−1)(1−dǫ)t]
1
1−β , Rǫ ≤ |x| ≤ R
0, |x| ≥ R,
(3.21) dǫ =

ǫ sign b, i f α > 2
m−β((
C+ ǫ/C¯
)m−β
+ ǫ
)
sign b i f α = 2
m−β
.
(5d) Let either 1< β<m, 2
m−1
≤α< 2
m−β
or β≥m. α≥ 2
m−1
. If α= 2
m−1
, then for arbitrary small ǫ > 0 ∃Rǫ > 0, and δǫ > 0
such that for |x| ≥ Rǫ , 0 ≤ t ≤ δǫ we have
(3.22) (C− ǫ)(R− |x|)α+
(
1−γ−ǫt
) 1
1−m ≤ u(x, t) ≤ (C+ ǫ)(R− |x|)
2
m−1
(
1−γǫt
) 1
1−m ,
where
(3.23) γǫ =
[2m(m+1)(C+ ǫ)m−1
m−1
]
+ ǫ
If α > 2
m−1
then for arbitrary small ǫ > 0 ∃Rǫ > 0, and δǫ > 0 such that
(3.24) (C− ǫ)(R− |x|)α+ ≤ u(x, t) ≤ (C+ ǫ)(R− |x|)
α
+
(
1− ǫt
) 1
1−m , |x| ≥ Rǫ , 0 ≤ t ≤ δǫ .
4 Preliminary results.
Solution of the Cauchy problem (1.1),(1.2) is understood in the following weak sense:
Definition 4.1. The function u(x, t) is said to be a solution (respectively, super- or subsolution) of the Cauchy Problem
(1.1),(1.2), if
• u is nonnegative and continuous in RN × [0,T ), locally Ho¨lder continuous in RN × (0,T ), satisfying (1.2) (re-
spectively, satisfying (1.2) with = replaced by ≥ or ≤),
• for any t0, t1 such that 0 < t0 < t1 < T and for any bounded domain Ω ⊂ R
N with smooth boundary ∂Ω the
following integral identity holds:
∫
Ω×{t=t1}
u f dx =
∫
Ω×{t=t0}
u f dx+
∫
Ω×{t0<t<t1}
(u ft +u
m∆ f −buβ f )dxdt
−
∫
∂Ω×(t1,t2)
um
∂ f
∂ν
dxdt,(4.1)
(respectively, (4.1) holds with = replaced by ≥ or ≤), where f ∈ C
2,1
x,t (Ω) is an arbitrary function (respectively,
nonnegative function) that equals to zero on ∂Ω× [t0, t1] and ν is the outward-directed normal vector to ∂Ω.
Prelude of the theory of second order nonlinear degenerate parabolic equations are the papers [21, 38], which
revealed the property of finite speed of propagation of weak solutions due to implicit degeneration of the PDE. Im-
portance of the analysis of the interfaces are twofold. First, this indicates more relevance for the physical applications
in comparison with linear diffusion with infinite speed of propagation property. Second, non-smoothness of the weak
solutions are concentrated primarily along to interfaces, that is to say along the zero level set of the solution where
uniform parabolicity is violated. Mathematical theory of the second order nonlinear degenerate parabolic PDEs begins
with the work [33]. Currently there is a well established theory of well-posedness of main boundary value problems,
and local regularity properties of weak solutions [19, 20, 24, 28, 27, 15, 32, 18, 31, 23, 25, 26, 37, 29, 35, 34, 16].
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Without any ambition to present full survey of outstanding contributions by many mathematicians, we refer to [28, 36]
which outline the modern well established theory and contain extensive list of references. General theory of boundary
value problems in non-cylindrical domains with non-smooth boundary manifolds under minimal regularity assump-
tions on the boundaries is developed in [5, 6, 7]. In particular general theory in non-cylindrical non-smooth domains
was motivated by the problem about the evolution of interfaces. To present complete classification of the develop-
ment of interfaces it is essential to apply general theory of boundary-value problems in non-cylindrical domains with
boundary surfaces which has the same kind of behaviour as the interface. In many cases this may be nonsmooth and
characteristic.
We now make precise the meaning of the solution to Dirichlet problem (DP) in general domains. Let Ω be an
open subset of RN+1,N ≥ 2. Let the boundary ∂Ω of Ω consist of the closure of a domain BΩ lying on t = 0, a domain
DΩ lying on t = T ∈ (0,∞) and a (not necessarily connected) manifold SΩ lying in the strip 0 < t ≤ T . Assume that
Ω(τ) := Ω∩{t = τ} , ∅ for t ∈ (0,T ).
The set PΩ = BΩ∪ SΩ is called a parabolic boundary of Ω. The class of domains with described structure is
denoted by D0,T . Let Ω ∈ D0,T be given and let ψ be an arbitrary continuous non-negative function defined on PΩ.
DP consists of finding a solution to equation(1.1) in Ω∪DΩ satisfying the initial-boundary condition
(4.2) u = ψ on PΩ
Definition 4.2 (Weak Solution of the DP). ([6, 7]) We say that a function u(x, t) is a solution (resp., super- or subso-
lution) of DP (1.1),(4.2) if
• u is nonnegative, bounded and continuous in Ω, and locally Ho¨lder continuous in Ω ∪DΩ satisfying (4.2)
(respectively satisfying (4.2) with = replaced by ≥ or ≤)
• for any t0, t1such that 0< t0 < t1 < T , and for any domainΩ1 ∈Dt0 ,t1 such thatΩ1 ⊂Ω∪DΩ and ∂BΩ1,∂DΩ1,SΩ1
being sufficiently smooth manifolds, the following integral identity holds:
(4.3)
∫
DΩ1
u f dx =
∫
BΩ1
u f dx+
∫
SΩ1
(u ft +u
m∆ f )dxdt−
∫
SΩ1
um
∂ f
∂ν
dxdt
(respectively (4.3) holds with = replaced by ≥ or≤, where f ∈C
2,1
x,t (Ω1) is an arbitrary function (respectively non-
negative function) that equals zero on SΩ1 and ν is the outward-directed normal vector to Ω1(t) at (x, t) ∈ SΩ1.
In [5, 6, 7] existence, boundary regularity, uniqueness and comparison theorems for the DP are proved under
minimal pointwise assumption on the local modulus of lower semicontinuity of the boundary manifold SΩ (see As-
sumptionA and AssumptionM in [5, 6, 7]). In particular, the following comparison theorem will be of essential use
in this paper:
Theorem 4.3. ([6, 7]). Let u be a solution of DP and let g be a supersolution (respectively subsolution) of DP. Assume
that the assumption AssumptionA and AssumptionM of [6] are satisfied. Then u ≤ (respectively ≥) g in Ω.
The initial development of interfaces and local structure of solutions near the interfaces is very well understood
in the one dimensional case. Full classification of evolution of interfaces and local behavior of solutions near the
interfaces for the problem (1.1)-(1.3) with space dimension N = 1 was presented in [2] for slow diffusion case (m > 1),
and in [4] for the fast diffusion case (m = 1). The results and methods of [2, 4] are extended to solve interface problem
for p-Laplacian type reaction-diffusion equations in [9, 10], and for the reaction-diffusion equations with double
degenerate diffusion in [8]. The method of the proof developed in [2, 4] is based on rescaling and application of the
one-dimensional theory of reaction-diffusion equations in general non-cylindrical domains with non-smooth boundary
curves developed in [1, 3]. Sharp asymptotic estimates for the interfaces and local solutions of the Dirichlet problem
for the equation (1.1) in bounded cylindrical domains domains was proved in [11]. Estimation for the interfaces via
energy methods is pursued in [16].
In the following three lemmas we establish asymptotic properties of the solution to the Cauchy problem (1.1)-(1.3)
based on the scaling laws corresponding to the PDE (1.1).
Lemma 4.4. Let u solves CP (1.1)-(1.3) with b = 0, and one of the following conditions is satisfied.
(i) b = 0, 0 < α < 2
m−1
(ii) b > 0, 0 < β < 1, 0 < α < 2
m−β
(iii) b , 0, β ≥ 1,0 < α < 2
m−1
Then u(x,t) satisfies (2.2).
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Proof. (i) First consider the global case (1.4). Change the variable y = x+ x¯ with x¯ = (R,0, ....,0). Function v(y, t) =
u(y− x¯, t) solves the problem
vt(y, t)−∆v
m(y, t) = 0, y ∈ RN , t > 0(4.4)
v(y,0) =C(R− |y− x¯|)α+, y ∈ R
N(4.5)
Since nonlinear diffusion equaton is invariant under the scaling
y→ k−
1
α y, t→ k
α(m−1)−2
α t
rescaled function
vk(y, t) = kv(k
− 1α y,k
α(m−1)−2
α t)
solves the problem {
wt(y, t)−∆w
m(y, t) = 0 y ∈ RN t > 0
w(y,0) =C(k
1
αR− |y− k
1
α x¯|)α+ y ∈ R
N .
Since
(4.6) lim
k→∞
C{k
1
αR− |y− k
1
α x¯|}α+ =C(y1)
α
+,
the limit function solves the CP (1.1),(1.2) with b = 0 and u0(x) =C(x1)
α
+. Due to uniqueness of the solution to the CP
([23]), the latter coincides with the solution of the 1D CP (3.1),(3.2), which is of self-similar form (3.3) with the shape
function f (ξ) solving nonlinear ODE problem (3.4) and having finite interface ξ∗ < 0. Therefore, we have
lim
k→∞
kv(k−
1
α y,k
α(m−1)−2
α t) = t
α
2+α(1−m) f
(
y1t
− 1
2+α(1−m)
)
.
By choosing y2 = ..... = yn = 0, k
α(m−1)−2
α t = τ, y1 = ρt
1
2+α(1−m) , ρ > ξ∗, we have
(4.7) u(x, t)|Γρ ∼ f (ρ)t
α
2+α(1−m) as t ↓ 0,
where,
Γρ = {(x, t) : x1 = −R+ρt
1
2+α(1−m) , x2 = ......... = xn = 0, t ≥ 0}
Since the initial condition is radially symmetric, the solution of the CP is radially symmetric for any fixed t > 0, and
therefore, from (4.7), (2.2) follows. Equivalently, for all ρ with ξ∗ < ρ < 0 we have
(4.8) u
∣∣∣∣
t=η(x)=
(
R−|x|
ρ
)2+α(1−m) ∼ f (ρ)t α2+α(1−m) as |x| → R+ .
If u0(x) satisfies (1.3), then for arbitrary ǫ > 0 ∃0 < Rǫ < R such that
(4.9)
(
C− ǫ/2
)
(R− |x|)α+ ≤ u0(x) ≤
(
C+ ǫ/2
)
(R− |x|)α+, |x| ≥ Rǫ
Let u±ǫ be a solution of the CP (1.1),(1.2) with initial function (C± ǫ)(R− |x|)
α
+. Since the solution of CP (1.1),(1.2) is
continuous, there exists a δǫ > 0 such that
(4.10) u−ǫ(x, t) ≤ u(x, t) ≤ u+ǫ(x, t), |x| = Rǫ ,0 ≤ t ≤ δǫ
From (4.9),(4.10) and a comparison Theorem 4.3 applied in {|x| > Rǫ ,0 < t ≤ δǫ} we have
(4.11) u−ǫ ≤ u ≤ uǫ for |x| > Rǫ ,0 < t ≤ δǫ
As we have already proved for all ρ such that ξ∗(C± ǫ) < ρ < 0, u±ǫ satisfies (2.2) with f replaced with solution fC±ǫ
of the problem (3.4) with C replaced with C± ǫ. Due to continuous dependence of f and ξ∗ on C, from (4.11), (2.2)
for u easily follows.
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(ii) & (iii) Assume that the condition of the case (ii) or (iii) with b > 0 is fulfilled. As before, from (1.3), (4.9)-(4.11)
follows. Changing the variable y = x+ x¯ with x¯ = (R,0, ....,0), the function v±ǫ(y, t) = u±ǫ(y− x¯, t) solves the problem
vt −∆v
m+bvβ = 0, y ∈ RN , t > 0(4.12)
v(y,0) = (C± ǫ)(R− |y− x¯|)α+, y ∈ R
N(4.13)
Rescaled function
(4.14) vk±ǫ(y, t) = kv±ǫ(k
− 1α y,k
α(m−1)−2
α t)
solves the problem  wt −∆w
m+ k
α(m−β)−2
α bwβ = 0, y ∈ RN , t > 0.
w(y,0) = (C± ǫ)(k
1
αR− |y− k
1
α x¯|)α+, y ∈ R
N
From the comparison Theorem 4.3 and (4.6) it follows that the sequence {vk±ǫ} is uniformly bounded by the solution
of the CP (1.1),(1.2) with b = 0 and u0(x) = C(x1)
α
+. Since α(m− β)− 2 < 0, it easily follows that the sequence {v
k
±ǫ}
converges to the solution of the CP (1.1),(1.2) with b = 0 and u0(x) =C(x1)
α
+. The rest of the proof coincides with the
one given in case (i) above.
Finally, consider the case (iii) with b < 0. Let u±ǫ be a solution of the problem
ut −∆u
m+buβ = 0, |x| < 2R, 0 < t < δ(4.15)
u(x,0) = (C± ǫ)(R− |x|)α+, |x| ≤ 2R(4.16)
u||x|=2R = 0, 0 ≤ t ≤ δ.(4.17)
Due to finite speed of propagation property, the solution of the CP (1.1),(1.2) will vanish as |x| = 2R,0 ≤ t ≤ δ for
some δ > 0. Therefore, by comparison theorem we have (4.10) for Rǫ ≤ |x| ≤ 2R,0 ≤ t ≤ δǫ . Now, the function
v±ǫ(y, t) = u∓ǫ(y− x¯, t) solves the problem
vt −∆v
m+bvβ = 0, |y− x¯| < 2R, 0 < t < δ(4.18)
v(y,0) = (C± ǫ)(R− |y− x¯|)α+, |y− x¯| < 2R(4.19)
v||y−x¯|=2R = 0, 0 ≤ t ≤ δ(4.20)
and the function w = vk±ǫ rescaled as in (4.14), solves the problem
Lkw ≡ wt −∆w
m+ k
α(m−β)−2
α bwβ = 0, |y− k
1
α x¯| < 2Rk
1
α , 0 < t < k
2−α(m−1)
α δ,(4.21)
w(y,0) = (C± ǫ)(k
1
αR− |y− k
1
α x¯|)α+, |y− k
1
α x¯| < 2Rk
1
α ,(4.22)
w|
|y−k
1
α x¯|=2Rk
1
α
= 0, 0 ≤ t ≤ k
2−α(m−1)
α δ.(4.23)
To prove the convergence of the sequence {vk±ǫ} we first prove the uniform boundedness. Consider a function
g(x, t) = (C+1)(1+ |y|2)
α
2 (1−µt)
1
1−m , y ∈ RN , 0 ≤ t ≤ t0 ≔ µ
−1/2,
with
µ = H¯ +1, H¯ =max
y∈RN
H(y),
H(y) = αm(m−1)(C+1)m−1max(1;N+2−αm)
(
1+ |y|2
) α(m−1)−2
2
.
We have
Lkg = (m−1)
−1(C+1)(1+ |y|2)
α
2 (1−µt)
m
1−m S , S ≥ 1+R
R = b(m−1)(C+1)β−1k
α(m−β)−2
α (1+ |y|2)
α(β−1)
2 (1−µt)
β−m
1−m ,
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and
R = O
(
k
α(m−1)−2
α
)
, uniformly for |y− k
1
α x¯| ≤ 2Rk
1
α , 0 ≤ t ≤ t0, as k→ +∞
We also have
(4.24) g(y,0) ≥ vk±ǫ(y,0), |y− k
1
α x¯| < 2Rk
1
α ; g|
|y−k
1
α x¯|=2Rk
1
α
≥ 0.
Therefore, for all sufficiently large k g is a supersolution of the problem (4.21)-(4.23). From the Theorem 4.3 it follows
that
(4.25) 0 ≤ vk±ǫ(y, t) ≤ g(y, t), |y− k
1
α x¯| ≤ 2Rk
1
α , 0 ≤ t ≤ t0.
Hence, the sequence {vk±ǫ} is uniformly bounded in a strip {0 ≤ t ≤ t0}. Standard regularity result for the nonlinear
degenerate parabolic equations [28] imply that the sequence is uniformly Ho¨lder continuous on compact subsets of
{0 < t ≤ t0}. Arzela-Ascoli theorem and standard diagonalization argument imply that there is a pointwise convergent
subsequence in {0 < t ≤ t0}, with uniform convergence on compact subsets. Since, α(m− β) < 2 it easily follows that
the limit function is a solution of the CP (1.1),(1.2) with b = 0 and u0(x) =C(x1)
α
+. Due to uniqueness of the latter, the
whole sequence converges to its unique limit point, and the rest of the proof is completed as in previous cases. 
Lemma 4.5. Let b > 0, 0 < β < 1,α = 2
m−β
. Then solution u of the CP (1.1)-(1.3) satisfies (2.5).
Proof. As before, from (1.3) we deduce (4.9)-(4.11) in the context of this lemma. Changing the variable y = x+ x¯
with x¯ = (R,0, ....,0), the function v±ǫ(y, t) = u±ǫ(y− x¯, t) solves the problem (4.12),(4.13) with α = 2/(m−β). Rescaled
function
(4.26) vk±ǫ(y, t) = kv±ǫ(k
β−m
2 y,kβ−1t)
solves the problem 
wt −∆w
m+bwβ = 0, y ∈ RN , t > 0.
w(y,0) = (C± ǫ)(k
m−β
2 R− |y− k
m−β
2 x¯|)
2
m−β
+ , y ∈ R
N
Since (4.6) is valid with α = 2/(m− β), the limit of the sequence {vk±ǫ} solves the CP (1.1),(1.2) with b = 0 and
u0(x) = C(x1)
2
m−β
+ . Due to uniqueness of the solution to the CP ([30]), the latter coincides with the solution of the
1D CP (3.9),(3.10), which is of self-similar form (3.11) with the shape function h(ζ) solving nonlinear ODE problem
(3.12) and having finite interface ζ∗ [2]. Therefore, we have
lim
k→∞
kv(k
β−m
2 y,kβ−1t) = t
1
1−β h
(
y1t
−
m−β
2(1−β)
)
.
The remainder of the proof of (2.5) proceeds similar to the proof of (2.2) in Lemma 4.4 (i) and (ii). In particular, if
C >C∗ we have ζ∗ < 0 and for ∀ρ ∈ (ζ∗,0)
(4.27) u(x, t) ∼ h(ρ)t
1
1−β , t = η(x) =
(R− |x|
ρ
) 2(1−β)
m−β
as |x| → R+,
while If C <C∗ we have ζ∗ > 0 and for ∀ρ > ζ∗
(4.28) u(x, t) ∼ h(ρ)t
1
1−β , t = η(x) =
(R− |x|
ρ
) 2(1−β)
m−β
as |x| → R− .

Lemma 4.6. Let b > 0, 0 < β < 1,α > 2
m−β
. Then solution u of the CP (1.1)-(1.3) satisfies (2.8).
Proof. As in the proof of Lemma 4.4, case (iii) we set (4.15)-(4.17), deduce (4.10) for Rǫ ≤ |x| ≤ 2R,0 ≤ t ≤ δǫ , and
derive the transformed problem (4.18)-(4.20) in the context of this lemma. Rescaled solution according to invariant
scale for reaction equation
(4.29) vk±ǫ(y, t) = kv±ǫ(k
− 1α y,kβ−1t)
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solves the problem
L˜kw ≡ wt − k
2−α(m−β)
α ∆wm+bwβ = 0, |y− k
1
α x¯| < 2Rk
1
α , 0 < t < k1−βδ,(4.30)
w(y,0) = (C± ǫ)(k
1
αR− |y− k
1
α x¯|)α+, |y− k
1
α x¯| < 2Rk
1
α ,(4.31)
w|
|y−k
1
α x¯|=2Rk
1
α
= 0, 0 ≤ t ≤ k1−βδ.(4.32)
To prove the uniform boundedness of {vk±ǫ} consider a function
g(x, t) = (C+1)(1+ |y|2)
α
2 et, y ∈ RN , 0 ≤ t ≤ T,
for some fixed T > 0. We have
L˜kg ≥ g(1−Γ),
Γ = (C+1)mαme(m−1)t(1+ |y|2)
α(m−1)−4
2 (N + (αm+N−2)|y|2)k
2−α(m−β)
α(4.33)
Γ = O(kγ), uniformly for |y− k
1
α x¯| ≤ 2Rk
1
α , 0 ≤ t ≤ T, as k→ +∞,
where,
γ =
{
2−α(m−β)
α
, i f α < 2
m−1
β−1, i f α ≥ 2
m−1
The estimation (4.24) is clearly satisfied. Therefore, for sufficiently large k, g is a supersolution of (4.30)-(4.32) and
(4.25) is true in this context in 0 ≤ t ≤ T . The proof of the convergence of the sequence {vk±ǫ}, and desired estimation
(2.8) is completed as in the proof case (iii) of Lemma 4.4. 
5 Proofs of the main results.
In this section we prove the main results described in section 2.
Proof of Theorem 2.1. The estimation (2.2), and its equivalent (4.8) are proved in Lemma 4.4. They imply that η+ is
defined and finite, and
(5.1) limsup
|x|→R+
η+(x)
(|x| −R)2+α(1−m)
≤ (−ξ∗)
α(m−1)−2.
As before, we deduce (4.9)-(4.11) from (1.3), and consider the problem (4.12)-(4.13) for vǫ(y, t) = uǫ(y− x¯, t). Let
wǫ(y, t) = wǫ(y1, t) be a solution of the Cauchy problem (3.1),(3.2) with C replaced by C+ ǫ. Assume that b ≥ 0. Since
(5.2) (y1)
α
+ ≥ (R− |y− x¯|)
α
+, y ∈ R
N ,
from the comparison theorem it follows that
(5.3) 0 ≤ vǫ(y, t) ≤ wǫ(y1, t), y ∈ R
N , t > 0.
From (3.3)-(3.8)it follows that
(5.4) vǫ(y, t) = 0, f or y1 ≤ (C+ ǫ)
m−1
2−α(m−1) ξ
′
∗t
1
2+α(1−m) , t ≥ 0
that is to say,
(5.5) uǫ(x, t) = 0, f or x1 ≤ −R+ (C+ ǫ)
m−1
2−α(m−1) ξ
′
∗t
1
2+α(1−m) , t ≥ 0
From (4.9)-(4.11) it follows that for arbitrary ǫ > 0 ∃0 < Rǫ < R and δǫ such that
(5.6) u(x, t) = 0, f or x1 ≤ −R+ (C+ ǫ)
m−1
2−α(m−1) ξ
′
∗t
1
2+α(1−m) , 0 ≤ t ≤ δǫ .
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Due to radial symmetricity of u we have
(5.7) u(x, t) = 0, f or |x| ≥ R− (C+ ǫ)
m−1
2−α(m−1) ξ
′
∗t
1
2+α(1−m) , 0 ≤ t ≤ δǫ .
This implies that for some γǫ > 0 we have
(5.8) η+(x) ≥
( R− |x|
(C+ ǫ)
m−1
2−α(m−1) ξ
′
∗
)2+α(1−m)
for R < |x| ≤ R+γǫ
Therefore, we have
liminf
|x|→R+
η+(x)
(|x| −R)2+α(1−m)
≥ (−(C+ ǫ)
m−1
2−α(m−1) ξ
′
∗)
α(m−1)−2.
By taking ǫ ↓ 0 we have
(5.9) liminf
|x|→R+
η+(x)
(|x| −R)2+α(1−m)
≥ (−ξ∗)
α(m−1)−2.
From (5.1) and (5.9) desired estimation (2.1) follows if b ≥ 0. If b < 0, β ≥ 1, we consider a function
u¯ǫ = exp(−bt)uǫ
(
x,
(
b(1−m)
)−1[
exp
(
b(1−m)t
)
−1
])
where uǫ is a solution of the CP (1.1), (1.4) with b = 0 and C+ ǫ. Accordingly, u¯ǫ solves the CP (1.1), (1.4) with β = 1
and C+ ǫ. By continuity of solution we can choose δǫ > 0, 0 < Rǫ < R such that
u¯ǫ < 1 f or |x| > Rǫ ,0 < t < δǫ .
Therefore, u¯ǫ is a supersolution of the PDE (1.1) with b < 0, β ≥ 1. Similar arguments used in the derivation of (5.7)
imply that
(5.10) u(x, t) = 0, f or |x| ≥ R− (C+ ǫ)
m−1
2−α(m−1) ξ
′
∗
(eb(1−m)t) −1
b(1−m)
) 1
2+α(1−m)
, 0 ≤ t ≤ δǫ .
Therefore, for some γǫ > 0 we have
(5.11) η+(x) ≥
1
b(1−m)
log
[
1+b(1−m)
( R− |x|
(C+ ǫ)
m−1
2−α(m−1) ξ
′
∗
)2+α(1−m)]
, R < |x| ≤ R+γǫ
Passing to liminf as |x| → R+, and then passing to limit as ǫ→ 0, (5.9) follows. As before, from (5.1) and (5.9) desired
estimation (2.1) again follows. 
Proof of Theorem 2.2. Asymptotic estimation (2.5), and its equivalents (4.27), (4.28) are proved in Lemma 4.5. If
C >C∗, from (4.27) it follows that η+ is defined and finite, and
(5.12) limsup
|x|→R+
η+(x)(
|x| −R
) 2(1−β)
m−β
≤ (−ζ∗)
2(1−β)
β−m .
Similarly, if C < C∗, from (4.28) it easily follows that
(5.13) liminf
|x|→R−
η−(x)(
R− |x|
) 2(1−β)
m−β
≥ (ζ∗)
2(1−β)
β−m .
First, consider the global case of initial function (1.4). Changing the variable y = x+ x¯ with x¯ = (R,0, ....,0), the
function v(y, t) = u(y− x¯, t) solves the problem (4.12)-(4.13) with α = 2/(m−β) and ǫ = 0. As before, from (5.2) with
α = 2/(m−β) and comparison theorem, (5.3) with ǫ = 0 follows. In our context, w(y1, t) is a unique solution of the CP
(3.9),(3.10), which is of self-similar form (3.11) with the shape function h solving nonlinear ODE problem (3.12), and
having a finite interface ζ∗. If C >C∗ from [2] it follows that
(5.14) w(y1, t) ≤C1t
1
1−β (−ζ1+ ζ)
2
m−β
+ f or −∞ < y1 ≤ 0, 0 ≤ t < +∞.
11
(see Appendix for explicit values of the constants C1, ζ1). From (5.3) with ǫ = 0 we have
(5.15) u(x, t) ≤ C1
(
x1 +R− ζ1t
m−β
2(1−β)
) 2
m−β
+
, −∞ < x1 ≤ −R, 0 ≤ t < +∞.
Due the radial symmetricity of u from (5.15) we deduce that
(5.16) u(x, t) ≤C1
(
R− |x| − ζ1t
m−β
2(1−β)
) 2
m−β
+
, |x| ≥ R, 0 ≤ t < +∞,
which imply
η+(x) ≥
( |x| −R
−ζ1
) 2(1−β)
m−β
, |x| ≥ R
and therefore,
(5.17) liminf
|x|→R+
η+(x)
(|x| −R)
2(1−β)
m−β
≥
(
− ζ1
) 2(1−β)
β−m
From (5.12) and (5.17), (2.3) follows.
Assume that 0 <C <C∗. From [2] it follows that if m+β > 2, then
0 ≤ w(y1, t) ≤
[
C1−β(y1)
2(1−β)
m−β
+ −b(1−β)
(
1− (C/C∗)
m−β)t] 11−β
+
, y1 ∈ R, 0 ≤ t < +∞
From (5.3) with ǫ = 0 we have
0 ≤ u(x, t) ≤
[
C1−β(x1+R)
2(1−β)
m−β
+ −b(1−β)
(
1− (C/C∗)
m−β)t] 11−β
+
, x ∈ RN , 0 ≤ t < +∞.
Due the radial symmetricity of u it follows that
(5.18) 0 ≤ u(x, t) ≤
[
C1−β(R− |x|)
2(1−β)
m−β
+ −b(1−β)
(
1− (C/C∗)
m−β)t] 11−β
+
, x ∈ RN , t ≥ 0.
If 1 ≤ m < 2−β, then from [2] it follows that
0 ≤ w(y1, t) ≤C2
(
y1− ζ2t
m−β
2(1−β)
) 2
m−β
+
, y1 ≤ l1t
m−β
2(1−β) ,0 ≤ t < +∞
(the values of the constants C2 > 0,0 < ζ2 < l1 are given in Appendix). From (5.3) with ǫ = 0 we have
0 ≤ u(x, t) ≤C2
(
x1 +R− ζ2t
m−β
2(1−β)
) 2
m−β
+
, x1 ≤ −R+ l1t
m−β
2(1−β) ,0 ≤ t < +∞
and due to radial symmetricity of the solution u it follows that
(5.19) 0 ≤ u(x, t) ≤C2
(
R− |x| − ζ2t
m−β
2(1−β)
) 2
m−β
+
, |x| ≥ R− l1t
m−β
2(1−β) ,0 ≤ t < +∞.
From (5.18) and (5.19) it follows that for some µ > 0
η−(x) ≤
(R− |x|
ζ¯
) 2(1−β)
m−β
, R−µ ≤ |x| < R,
which imply
(5.20) limsup
|x|→R−
η−(x)(
R− |x|
)2(1−β)
m−β
≤ (ζ2)
2(1−β)
β−m .
From (5.13) and (5.20), (2.4) follows.
In the local case when initial condition satisfies (1.3), we first deduce (4.9)-(4.11) in the context of this theorem,
and then apply the presented proof to u± and subsequently pass to limit as ǫ → 0.
Note that in the special case m+β = 2 as in Corollary 2.3, wǫ(y1, t) is a unique solution of the CP (3.9),(3.10) with
C replaced by C+ ǫ given as follows
wǫ(y1, t) = (C+ ǫ)(y1− ζ
ǫ
∗ t)
1
1−β
where ζǫ∗ is defined by (2.6) with C replaced by C+ ǫ. 
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Proof of Theorem 2.4. Asymptotic estimation (2.8) is proved in Lemma 4.6. It implies that for any l > l∗ there exists
γl > 0 such that
η−(x) ≥
(R− |x|
l
)α(1−β)
, R−γl ≤ |x| < R.
Passing to liminf as |x| → R−, followed by limit as l→ l∗, we have
(5.21) liminf
|x|→R−
η−(x)
(R− |x|)α(1−β)
≥
(
l∗
)α(β−1)
To prove the opposite inequality, first from (1.3) we deduce (4.9)-(4.11) in the context of this theorem. Changing
the variable y = x+ x¯ with x¯ = (R,0, ....,0), the function v±ǫ(y, t) = u±ǫ(y− x¯, t) solves the problem (4.12)-(4.13) with
α > 2/(m−β). Let wǫ(y, t) be a solution of the Cauchy-Dirichlet problem for the PDE (4.12) in
Dδ = {(y, t) ∈ R
N × (0, δ] : y1 < R−Rǫ}
under the conditions:
w(y,0) = (C+2ǫ)(y1)
α
+, −∞ < y1 ≤ R−Rǫ, (y2, ...,yN) ∈ R
N−1(5.22)
w
∣∣∣∣
y1=R−Rǫ
= (C+2ǫ)(R−Rǫ), (y2, ...,yN) ∈ R
N−1, 0 ≤ t ≤ δ.(5.23)
From (5.2) it follows that
(5.24) vǫ(y,0) ≤ wǫ(y,0), −∞ < y1 ≤ R−Rǫ, (y2, ...,yN) ∈ R
N−1.
Due to finite speed of propagation property and continuity of vǫ inDδ it follows that for some δǫ > 0 we have
(5.25) vǫ
∣∣∣∣
y1=R−Rǫ
≤ (C+ ǫ)(R−Rǫ) ≤ wǫ
∣∣∣∣
y1=R−Rǫ
, 0 ≤ t ≤ δǫ .
From (5.2),(5.25) and comparison Theorem 4.3 it follows that
(5.26) vǫ(y, t) ≤ wǫ (y, t), (y, t) ∈ Dδǫ .
Due to uniqueness of the solution to the Cauchy-Dirichlet problem (4.12),(5.22),(5.23) in Dδǫ , we have wǫ(y, t) =
w1ǫ(y1, t), where the latter is a unique solution of the one-dimensional Cauchy-Dirichlet problem
wt −w
m
y1y1
+bwβ = 0, −∞ < y1 < y1ǫ ≔ R−Rǫ,0 < t < δǫ(5.27)
w(y1,0) = (C+2ǫ)(y1)
α
+, −∞ < y1 ≤ y1ǫ(5.28)
w(y1ǫ , t) = (C+2ǫ)y1ǫ , 0 ≤ t ≤ δǫ .(5.29)
From [2] it follows that if m+β ≥ 2 then
0 ≤ w1ǫ(y1, t) ≤ [(C+3ǫ)
1−β(y1)
α(1−β)
+ −b(1−β)(1− ǫ)t)
1
1−β ]+, −∞ < y1 ≤ y1ǫ ,0 ≤ t ≤ δǫ .
Therefore, from (4.11),(5.26) it follows that
0 ≤ u(x, t) ≤ ((C+3ǫ)1−β(x1+R)
α(1−β)
+ −b(1−β)(1− ǫ)t)
1
1−β
+ , −∞ < x1 ≤ −Rǫ ,0 ≤ t ≤ δǫ
and due to the radial symmetricity of the solution u we deduce the estimation
0 ≤ u(x, t) ≤
{
(C+3ǫ)1−β(R− |x|)
α(1−β)
+ −b(1−β)(1− ǫ)t
} 1
1−β
+
, |x| ≥ Rǫ ,0 ≤ t ≤ δǫ .
Therefore, we have
η−(x) ≤
(C+3ǫ)1−β(R− |x|)α(1−β)
b(1−β)(1− ǫ)
, Rǫ ≤ |x| < R.
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Taking limsup as |x| → R−, followed by the limit as ǫ ↓ 0 we derive
(5.30) limsup
|x|→R−
η−(x)
(R− |x|)α(1−β)
≤
(
l∗
)α(β−1)
From (5.21) and (5.33), (2.7) follows.
If 1 ≤ m+β < 2 from [2] it follows that for arbitrary l > l∗ and for all sufficiently small ǫ > 0 there exists δǫ(l) > 0
such that the solution of the Cauchy-Dirichlet problem (5.27)-(5.29) satisfies the following estimation:
(5.31) 0 ≤ wǫ (y1, t) ≤C3
(
y1− ζ3t
1
α(1−β)
)α
+
, −∞ < y1 ≤ lt
1
α(1−β) ,0 ≤ t ≤ δǫ ,
where
ζ3 =
(
l∗/l
)α(1−β)
(1− ǫ)l, C3 =
[
1− (l∗/l
)α(1−β)
(1− ǫ)
]−α[
C1−β− l−α(1−β)b(1−β)(1− ǫ)
] 1
1−β
.
From (4.11),(5.31) it follows that
0 ≤ u(x, t) ≤ C3
(
x1+R− ζ3t
1
α(1−β)
)α
+
, −∞ < x1 ≤ −R+ lt
1
α(1−β) ,0 ≤ t ≤ δǫ ,
and due to radial symmetricity of u we derive the estimation
(5.32) 0 ≤ u(x, t) ≤C3
(
R− |x| − ζ3t
1
α(1−β)
)α
+
, |x| ≥ R− lt
1
α(1−β) ,0 ≤ t ≤ δǫ .
From (5.32) it follows that for some γǫ > 0 we have
η−(x) ≤
(R− |x|
ζ3
)α(1−β)
, R−γǫ ≤ |x| ≤ R
Taking limsup as |x| → R−, followed by limits as ǫ ↓ 0 and l ↓ l∗ we deduce
(5.33) limsup
|x|→R−
η−(x)
(R− |x|)α(1−β)
≤ (l∗)
α(β−1).
From (5.21) and (5.33), (2.7) again follows. 
Theorem 2.5 is proved through direct application of Theorem 4.3 to upper and lower bounds given respectively in
estimations (3.15), (3.18), (3.19), (3.22), (3.24).
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Appendix. Here we bring explicit values of the constants used in Sections 2 and 5.
ζ1 =

−A
m−1
2
1
(
1+b(1−β)A
β−1
1
)− 1
2
(
2m(m+β)(1−β)
)1
2 (m−β)−1 if m+β > 2
−(A1/C∗)
m−β
2 if 1 ≤ m+β < 2,
C1 =
A1(−ζ1)
2
m−β if m+β > 2
C∗ if 1 ≤ m+β < 2,
A1 = w(0,1) = h(0).
ζ2 =
C
β−m
2
(
b(1−β)
(
1−
(
C/C∗
)m−β)) m−β2(1−β) if m+β > 2
δ∗Γl1 if m+β < 2,
l1 =C
β−m
2
[
b(1−β)
(
δ∗Γ
)−1(
1− δ∗Γ−
(
1− δ∗Γ
)−1(
C/C∗
)m−β)] m−β2(1−β)
,
Γ = 1−
(
C/C∗
)m−β
2 , C2 =C
(
1− δ∗Γ
) 2
β−m ,
and δ∗ ∈ (0,1) satisfies
g(δ∗) =max
[0,1]
g(δ), g(δ) = δ
2−β−m
m−β
[
1− δΓ−
(
1− δΓ
)−1(
C/C∗
)m−β]
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