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We consider the system of equations describing motion of com-
pressible viscoelastic fluids in a whole space. We investigate the large
time behavior of solutions around a motionless state, and obtain the
Lp decay estimates of solutions for 1 < p ≤ ∞, provided that the
initial data is sufficiently close to the motionless state. In addition,
we clarify the diffusion wave phenomena caused by the sound wave
and the elastic shear wave.
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1 Introduction
This paper studies the compressible viscoelastic system

∂tρ+ div(ρv) = 0,
ρ(∂tv + v · ∇v)− ν∆v − (ν + ν ′)∇divv +∇P (ρ) = β2div(ρF⊤F ),
∂tF + v · ∇F = (∇v)F
(1.1)
in R3. Here ρ = ρ(x, t), v = ⊤(v1(x, t), v2(x, t), v3(x, t)), and F = (F jk(x, t))1≤j,k≤3
are the unknown density, the velocity field, and the deformation tensor, re-
spectively, at position x ∈ R3 and time t ≥ 0; P = P (ρ) is the pressure; ν
1
and ν ′ are the viscosity coefficients satisfying
ν > 0, 2ν + 3ν ′ ≥ 0;
β > 0 is the strength of the elasticity. In particular, if we set β = 0, the
system (1.1) settles into the usual compressible Navier-Stokes equation. We
assume that P ′(1) > 0, and we denote γ =
√
P ′(1).
The system (1.1) is considered under the initial condition
(ρ, v, F )|t=0 = (ρ0, v0, F0). (1.2)
We also impose the following conditions

div(ρ0





0 − Fmk0 ∂xmF jl0 ) = 0, j, k, l = 1, 2, 3.
(1.3)
According to [16, Proposition.1], these quantities are invariant for t:





jk − Fmk∂xmF jl) = 0, j, k, l = 1, 2, 3, for t ≥ 0. (1.4)
for t ≥ 0.
The aim of this paper is to study the large time behavior of solutions of
the problem (1.1)–(1.3) around a motionless state (ρ, v, F ) = (1, 0, I). Here
I is the 3× 3 identity matrix.
The system (1.1) is regarded as one of the basic model describing a mo-
tion of viscous compressible fluid with effect of elastic body whose corre-
sponding energy functional is given by W (F ) = β
2
2
|F |2, called the Hookean
linear elasticity. Moreover, we can classify the system (1.1) in a quasilinear
parabolic-hyperbolic system since the system (1.1) is a composite system of
the compressible Navier-Stokes equations and a first order hyperbolic system
for F . We refer to [2, 11, 20] for more physical details.
In the case β = 0, the large time behavior of the solutions around (ρ, v) =
(1, 0) has been investigated so far. Matsumura and Nishida [13] proved the
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global existence of the solutions of the problem (1.1)–(1.2) provided that the
initial perturbation is sufficiently small in H3 ∩ L1, and derived the decay
estimate:
‖∇k(φ(t), m(t))‖L2 ≤ C(1 + t)− 34− k2 , k = 0, 1,
where (φ,m) = (ρ − 1, ρv). Hoff and Zumbrun [3] established the following





2 (1− 1p)−n−14 (1− 2p)L(t), 1 ≤ p < 2,
C(1 + t)−
n
2 (1− 1p), 2 ≤ p ≤ ∞,
where L(t) = log(1+ t) when n = 2, and L(t) = 1 when n ≥ 3. Furthermore,
the authors of [3] derived the following asymptotic property:∥∥∥((φ(t), m(t))− (0,F−1 (e−ν|ξ|2tPˆ(ξ)mˆ0)))∥∥∥
Lp
≤ C(1 + t)−n2 (1− 1p)−n−14 (1− 2p)
for 2 ≤ p ≤ ∞. Here Pˆ(ξ) = I − ξ⊤ξ|ξ|2 , ξ ∈ Rn. According to [8], the
solution of the linearized system is expressed as the sum of two terms, one






heat equation, and the other is the convolution of the heat kernel and the
fundamental solution of the wave equation, called the diffusion wave. The
authors of [3] found that the hyperbolic aspect of the sound wave plays a
role of the spreading effect of the wave equation, and the decay rate of the
solution becomes slower than the heat kernel when 1 ≤ p < 2. On the other






tends to 0 faster than the heat kernel. See also
[9] for the linearized problem.
We next review the related works in the case β > 0. The local existence
of the strong solution of the initial value problem (1.1)–(1.3) was shown
by Hu and Wang [5]. The global existence of the strong solution of the
initial value problem (1.1)–(1.3) was proved by Hu and Wang [6], Qian and
Zhang [16], and Hu and Wu [7], provided that the initial perturbation (ρ0 −
1, v0, F0 − I) is sufficiently small. Hu and Wu [7] also showed that if the
initial perturbation (ρ0 − 1, v0, F0 − I) belongs to L1(R3) ∩ H2(R3), the Lp
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decay estimates ‖u(t)‖Lp ≤ C(1 + t)−
3
2(1− 1p) hold for the case 2 ≤ p ≤ 6,
via the Fourier splitting method and the Hodge decomposition. Here u(t) =
(φ, w,G) = (ρ − 1, v, F − I). Li, Wei and Yao [10, 22] extended the above
result to the case 2 ≤ p ≤ ∞, and obtained the decay estimates in L2 of
higher order derivatives:
‖∇k(ρ(t)− 1, v(t), F (t)− I)‖L2 ≤ C(1 + t)− 34− k2 , k = 0, 1, . . . , N − 1,
provided that u0 = (ρ0 − 1, v0, F0 − I) belongs to HN , N ≥ 3, and is small
in L1 ∩ H3. This follows from the diffusive aspect of the system (1.1). We
also refer to [4, 12, 23] in recent progresses.
In view of the results in [3], it is expected that the system (1.1) has the
diffusion wave phenomena affected by the sound wave and the elastic shear
wave. In fact, let us consider the linearized system around (1, 0, I):
∂tu+ Lu = 0. (1.5)
Here L is the linearized operator given by
L =





where ν˜ = ν + ν ′. We then see that the solenoidal part of the veloc-
ity ws = F−1(Pˆ(ξ)wˆ) satisfies the following linear symmetric parabolic-
hyperbolic system: {
∂tws − ν∆ws − βdivG˜s = 0,
∂tG˜s − β∇ws = 0,
where G˜s = βF−1(Pˆ(ξ)Gˆ), while the complimentary part wc = w−ws solves
the following strongly damped wave equation:
∂2twc − (β2 + γ2)∆wc − (ν + ν˜)∂t∆wc = 0.
In view of [18], the solution of linearized system (1.5) behaves different to
the case β = 0 ([3, 9]) by the additional hyperbolic aspect arising from the
elastic shear wave. As a result, the principal part of the linearized system
(1.5) can be regarded as a system of the strongly damped wave equation.
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In this paper, we shall show that if the initial perturbation u0 = (ρ0 −
1, v0, F0 − I) is sufficiently small in L1 ∩H3, then the global strong solution
satisfies the following Lp decay estimate
‖(ρ(t)− 1, v(t), F (t)− I)‖Lp ≤ C(1 + t)−
3
2(1− 1p)− 12(1− 2p), 1 < p ≤ ∞, t ≥ 0.
This result improves the decay rate of the Lp norm of the perturbation u
obtained in [7, 10] for p > 2.
We give an outline of the proof of the main result. Since (1.4) are non-
linear, straightforward application of the semigroup theory does not work
well. To overcome this obstacle, we adopt a material coordinate trans-
form which makes the constraint div(ρ⊤F ) = 0 a linear one. We first in-
troduce a displacement vector ψ˜ = x − X ∈ R3 used in [17, 20], where
X = X(x, t) is the inverse of the material coordinate. Then we see that F
has the form F − I = ∇ψ˜ + h(∇ψ˜). Here h(∇ψ˜) is a function satisfying
h(∇ψ˜) = O(|∇ψ˜|2), |∇ψ| ≪ 1. We next make use of the nonlinear transform
ψ = ψ˜− (−∆)−1div⊤(φ∇ψ˜+(1+φ)h(∇ψ˜)). It turns out that the constraint
div(ρ⊤F ) = 0 becomes the linear condition φ+tr(∇ψ) = φ+divψ = 0. Fur-
thermore, the decay estimate of the Lp (1 < p ≤ ∞) norm of u = (φ, w,G)
is obtained from U = (φ, w,∇ψ). Consequently, the Lp decay estimate can
be obtained by employing the following integral equation




where N(U) = (N1(U), N2(U), N3(U)) is a nonlinearity such thatN1+trN3 =
0. We decompose U into the low-frequency part U1 and the high-frequency
part U∞. We then apply the linearized analysis to U1-part, and a variant
Matsumura-Nishida energy method [14] to U∞-part to establish the result in
the case 2 ≤ p ≤ ∞. On the other hand, for 1 < p < 2, we derive the Lp
estimate of U(t) by employing the results in [9, 18]. Since the above men-
tioned nonlinear transformation from ψ˜ to ψ includes the nonlocal operator
(−∆)−1, the case p = 1 is excluded here. See Remark 4.3 below.
This paper is organized as follows. In Section 2 we introduce some nota-
tions and function spaces. In Section 3 we state the main result of this paper
on the Lp decay estimates. In Section 4 we reformulate the problem to prove
the main result. In Section 5, we give a solution formula of the linearized
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problem and establish the Lp decay estimates in the case p ≥ 2. In Section
6, we prove the Lp decay estimate in the remaining case 1 < p < 2. In the
Appendix, we derive the solution formula of the linearized problem.
2 Notation
In this section, we prepare notations and function spaces which will be used
throughout the paper. Lp (1 ≤ p ≤ ∞) denotes the usual Lebesgue space on
R
3, and its norm is denoted by ‖·‖Lp. SimilarlyWm,p(1 ≤ p ≤ ∞, m ∈ {0}∪
N) denotes the m-th order Lp Sobolev space on R3, and its norm is denoted
by ‖ · ‖Wm,p. We define Hm = Wm,2 for an integer m ≥ 0. For simplicity, we
denote Lp = Lp × (Lp)3 × (Lp)9 (resp. Hm = Hm × (Hm)3 × (Hm)9).




f(x)g(x)dx, f, g ∈ L2.
Here the symbol · stands for its complex conjugate. Partial derivatives of a
function u in xj (j = 1, 2, 3) and t are denoted by ∂xju and ∂tu, respectivity.
∆ denotes the usual Laplacian with respect to x. For a multiindex α =
(α1, α2, α3) ∈ ({0} ∪ N)3 and ξ = ⊤(ξ1, ξ2, ξ3) ∈ R3, we denote ∂αx and ξα










3 , respectivity. For a function u and a
nonnegative integer k, ∇ku stands for ∇ku = {∂αxu| |α| = k}.
For a scalar valued function ρ = ρ(x), we denote by ∇ρ its gradient with
respect to x. For a vector valued function w = w(x) = ⊤(w1(x), w2(x), w3(x)),
we denote by divw and (∇w)jk = (∂xkwj) its divergence and Jacobian ma-
trix with respect to x, respectively. For a 3 × 3-matrix valued function








For functions f = f(x) and g = g(x), we denote the convolution of f and
g by f ∗ g:




We denote the Fourier transform of a function f = f(x) by fˆ or Ff :






f(x)e−iξ·xdx (ξ ∈ R3).
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f(ξ)eiξ·xdξ (x ∈ R3).
We recall the Sobolev inequalities.
Lemma 2.1. The following inequalities hold:
(i) ‖u‖Lp ≤ C‖u‖H1 for 2 ≤ p ≤ 6, u ∈ H1.
(ii) ‖u‖Lp ≤ C‖u‖H2 for 2 ≤ p ≤ ∞, u ∈ H2.
We will also use the following elementary inequality. (See e.g., [21, Lemma
3.1] for the proof.)
Lemma 2.2. If max{a, b} > 1, then the following estimate holds:∫ t
0
(1 + t− s)−a(1 + s)−bds ≤ C(1 + t)−min{a,b}, t ≥ 0.
3 Main Result
In this section, we state the main result of this paper.
We set u(t) = (φ(t), w(t), G(t)) = (ρ(t) − 1, v(t), F (t) − I). Then u(t)
satisfies the following initial value problem

∂tφ+ divw = g1,
∂tw − ν∆w − ν˜∇divw + γ2∇φ− β2divG = g2,
∂tG−∇w = g3,
∇φ+ div⊤G = g4,
u|t=0 = u0 = (φ0, w0, G0).
(3.1)
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Here gj, j = 1, 2, 3, 4, denote the nonlinear terms;
g1 = −div(φw),
g2 = −w · ∇w + φ
1 + φ
















P ′′(1 + sφ)ds, ∇Q = O(φ)∇φ
for |φ| ≪ 1.
We recall the L2 decay estimates obtained in [10].
Proposition 3.1. ([10]) Let u0 ∈ HN , N ≥ 3. There is a positive number ǫ0
such that if u0 satisfies ‖u0‖L1+‖u0‖H3 ≤ ǫ0, then there exists a unique solu-





(‖∇φ(s)‖2HN−1 + ‖∇w(s)‖2HN + ‖∇G(s)‖2HN−1)ds ≤ C‖u0‖2HN ,
‖∇ku(t)‖L2 ≤ C(1 + t)− 34− k2 (‖u0‖L1 + ‖u0‖HN )
for k = 0, 1, 2, . . . , N − 1 and t ≥ 0.
We next state the main result of this paper which reflects an effect of
diffusion waves in decay properties.
Theorem 3.2. (i) Let 2 ≤ p ≤ ∞. Assume that φ0, G0, and F−10 satisfy
∇φ0 − div⊤(I +G0)−1 = 0 and F−10 = ∇X0 for some vector field X0. There
is a positive number ǫ such that if u0 = (φ0, w0, G0) satisfies ‖u0‖H3 ≤ ǫ
and u0 ∈ L1, then there exists a unique solution u(t) ∈ C([0,∞);H3) of the
problem (3.1), and u(t) = (φ(t), w(t), G(t)) satisfies
‖u(t)‖Lp ≤ C(p)(1 + t)−
3
2(1− 1p)− 12(1− 2p)(‖u0‖L1 + ‖u0‖H3)
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uniformly for t ≥ 0. Here C(p) is a positive constant depending only on p.
(ii) Let 1 < p < 2. Assume that φ0, G0, and F
−1
0 satisfy ∇φ0 − div⊤(I +
G0)
−1 = 0 and F−10 = ∇X0 for some vector field X0. There is a positive
number ǫp such that if u0 = (φ0, w0, G0) satisfies ‖u0‖H3 ≤ ǫp and u0 ∈ L1,
then there exists a unique solution u(t) ∈ C([0,∞);H3) of the problem (3.1),
and u(t) = (φ(t), w(t), G(t)) satisfies
‖u(t)‖Lp ≤ C(p)(1 + t)−
3
2(1− 1p)+ 12( 2p−1)(‖u0‖L1 + ‖u0‖Lp + ‖u0‖H3)
uniformly for t ≥ 0. Here C(p) is a positive constant depending only on p.






> 0 for 2 < p ≤ ∞, Theorem 3.2 (i) implies
that the Lp norm of the perturbation u = (φ, w,G) tends to 0 faster than the
heat kernel as t→∞. We thus improve the result in [10]. Furthermore, due
to the elastic force β2div(ρF⊤F ), we discover that if 2 < p ≤ ∞, then the
decay rate of the Lp norm is faster than the result in [3] for the compressible
Navier-Stokes equations.
4 Formulation of the Problem
In this section, we rewrite the problem (3.1) into a specific form to prove
Theorem 3.2.





(X, t) = v(x(X, t), t),
x(X, 0) = X,
and we denote its inverse by X = X(x, t). According to [2, 20], F is defined
by F = ∂x
∂X
. It is shown in [17] that its inverse F−1 is written as F−1(x, t) =
∇X(x, t) if F−10 has the form F−10 = ∇X0. We set ψ˜ = x−X . Then ψ˜ is a
solution of
∂tψ˜ − v = −v · ∇ψ˜,
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and satisfies
G = ∇ψ˜ + h(∇ψ˜), (4.1)
where h(∇ψ˜) = (I −∇ψ˜)−1 − I −∇ψ˜.
We note that (4.1) is equivalent to
∇ψ˜ = I − (I +G)−1. (4.2)
The following estimates hold for G and ∇ψ˜
Lemma 4.1. Assume that G and ψ˜ satisfy (4.1). There is a positive number
δ0 such that if ‖G‖H3 ≤ min{1, δ0}, the following inequalities hold:
C−1‖∇ψ˜‖Lp ≤ ‖G‖Lp ≤ C‖∇ψ˜‖Lp, 1 ≤ p ≤ ∞, (4.3)
‖∇2ψ˜‖L2 ≤ C‖∇G‖L2, (4.4)
‖∇3ψ˜‖L2 ≤ C(‖∇G‖2H1 + ‖∇2G‖L2), (4.5)
‖∇4ψ˜‖L2 ≤ C(‖∇G‖H1‖∇2G‖H1 + ‖∇3G‖L2). (4.6)





Let c > 0 be a positive constant such that ‖G‖L∞ ≤ c‖G‖H2 . If ‖G‖H3 ≤ 127c ,

























‖G‖Lp for 1 ≤ p ≤ ∞. (4.8)
Combining (4.7) and (4.8) yields (4.3).
To prove (4.4), we make use of (4.2), (4.3) and the following formula
∂xj(F
−1) = −F−1∂xjFF−1, j = 1, 2, 3.
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It then follows that
‖∇∂xj ψ˜‖L2 = ‖∂xj(I +G)−1‖L2




We next consider (4.5). Since
∇∂xj∂xk ψ˜ = −∂xj∂xk(I +G)−1
= −(I +G)−1∂xjG(I +G)−1∂xkG(I +G)−1
+ (I +G)−1∂xj∂xkG(I +G)
−1
− (I +G)−1∂xkG(I +G)−1∂xjG(I +G)−1,
we have the following estimate by using Lemma 2.1
‖∇3ψ˜‖L2
≤ C(‖(I +G)−1‖3L∞‖∇G‖2L4 + ‖(I +G)−1‖L∞‖∇2G‖L2)
≤ C(‖∇G‖2H1 + ‖∇2G‖L2).
We thus obtain (4.5). By a similar computation, we have (4.6). This com-
pletes the proof. 
Based on Lemma 4.1, we consider ψ˜ instead of G. In terms of U˜ =
(φ, w,∇ψ˜), the problem (3.1) is transformed into


∂tφ+ divw = f1,
∂tw − ν∆w − ν˜∇divw + γ2∇φ− β2∆ψ˜ = f2,
∂t∇ψ˜ −∇w = f3,
∇φ+∇divψ˜ = f4,
U˜ |t=0 = U˜0 = (φ0, w0,∇ψ˜0).
(4.9)
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Here fj , j = 1, 2, 3, 4, denote the nonlinear terms;
f1 = g1,
f2 = g2 + β
2divh(∇ψ˜),
f3 = −∇(w · ∇ψ˜),
f4 = −div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜)).
We next introduce ψ by ψ = ψ˜ − (−∆)−1div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜)),
where (−∆)−1 = F−1|ξ|−2F , and set Ψ = ∇ψ. By this transformation,
the nonlinear constraint ∇φ + ∇divψ˜ = f4 is transformed into the linear
constraint φ+ tr∇ψ = 0; and the problem (4.9) is rewritten as

∂tφ+ divw = N1,
∂tw − ν∆w − ν˜∇divw + γ2∇φ− β2divΨ = N2,
∂tΨ −∇w = N3,
φ+ trΨ = 0, Ψ = ∇ψ,
U |t=0 = U0 = (φ0, w0, Ψ0).
(4.10)
Here Nj , j = 1, 2, 3, denote the nonlinear terms;
N1 = f1,
N2 = f2 − β2div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜)),
N3 = −∇(w · ∇ψ˜)−∇(−∆)−1∇div(φw)−∇(−∆)−1∇div(w · ∇ψ˜).
We note that N1 and N3 satisfy N1+trN3 = 0. The relations between ψ and
ψ˜ are given as follows.
Lemma 4.2. (i) Let U˜0 and U0 be the ones as in (4.9) and (4.10), respec-
tively. If φ0 and ψ˜0 satisfy ∇φ0 + ∇divψ˜0 = 0, then it holds U0 = U˜0 =
(φ0, w0,∇ψ˜0).
(ii) There is a positive number δ0 such that the following assertion holds
true. Let
φ ∈ C([0,∞);H3), ψ ∈ C([0,∞);H4).
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ψ˜ = ψ + (−∆)−1div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜)). (4.11)
(iii) Let 1 < p <∞. There is a positive number δp such that if ‖φ‖C([0,∞);H3)+
‖∇ψ˜‖C([0,∞);H3) ≤ min{δ0, δp}, the following inequalities hold for t ≥ 0:
C−1p ‖∇ψ˜(t)‖Lp ≤ ‖∇ψ(t)‖Lp ≤ Cp‖∇ψ˜(t)‖Lp. (4.12)
(iv) There is a positive number δ1 such that if ‖φ‖C([0,∞);H3)+‖∇ψ˜‖C([0,∞);H3) ≤
min{δ0, δ1}, the following inequalities hold for t ≥ 0:




+C(‖φ(t)‖H2 + ‖∇ψ˜(t)‖H2)‖∇ψ˜(t)‖H2 ,
(4.14)
‖∇3ψ(t)‖L2 ≤ C(1 + ‖φ(t)‖H2 + ‖∇ψ˜(t)‖H2)‖∇3ψ˜(t)‖L2
+C(‖∇φ(t)‖H1 + ‖∇2ψ˜(t)‖H1)‖∇ψ˜(t)‖H2 ,
(4.15)
‖∇4ψ(t)‖L2 ≤ C‖∇4ψ˜(t)‖L2 + C(‖φ(t)‖H3 + ‖∇ψ˜(t)‖H3)2. (4.16)
Proof. (i) The condition ∇φ0 + ∇divψ˜0 = 0 leads to φ0∇ψ˜0 + (1 +
φ0)h(∇ψ˜0) = 0. Therefore, we have U0 = U˜0 = (φ0, w0,∇ψ˜0).
(ii) We set Γ(ψ˜) = ψ + (−∆)−1div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜)) and B√δ0 =
{f ∈ C([0,∞), H4)| ‖f‖C([0,∞),H4) ≤
√
δ0}. We then see that if C1
√
δ0 ≤ 1,
then Γ is a mapping of B√δ0 into B√δ0 . Indeed, since
h(∇ψ˜) =((I −∇ψ˜)−1 − I)∇ψ˜,












∂xj ((I −∇ψ˜)−1) =(I −∇ψ˜)−1∇∂xj ψ˜(I −∇ψ˜)−1,
we have







‖∇(−∆)−1div⊤h(∇ψ˜)‖L2 ≤ C‖∇ψ˜‖H2‖∇ψ˜‖L2 .
As for the estimate of the second order derivative of (−∆)−1div⊤h(∇ψ˜), since
∂xj∂xk((I −∇ψ˜)−1) =(I −∇ψ˜)−1∇∂xj ψ˜(I −∇ψ˜)−1∇∂xkψ˜(I −∇ψ˜)−1
+ (I −∇ψ˜)−1∇∂xj∂xkψ˜(I −∇ψ˜)−1




≤ C(‖(I −∇ψ˜)−1 − I‖L∞‖∇2ψ˜‖L2 + ‖(I −∇ψ˜)−1‖2L∞‖∇ψ˜‖L2‖∇2ψ˜‖L2)
≤ C‖∇ψ˜‖H2‖∇2ψ˜‖L2 .
Similarly, one can show that




It then follows that if ψ˜ ∈ B√δ0 , then
‖Γ(ψ˜)‖H4
≤ C(‖ψ‖H4 + ‖(−∆)−1div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜))‖H4)
≤ C(‖ψ‖H4 + ‖φ∇ψ˜ + (1 + φ)h(∇ψ˜)‖L1)
+C‖φ∇ψ˜ + (1 + φ)h(∇ψ˜)‖H3
≤ C(‖ψ‖H4 + ‖φ‖H3‖∇ψ˜‖H3 + (1 + ‖φ‖H3)‖∇ψ˜‖2H3)
≤ C1δ0
≤ √δ0.
Therefore, Γ(ψ˜) belongs to B√δ0 .
We next claim that if ψ˜j ∈ B√δ0 (j = 1, 2), then
‖Γ(ψ˜1)− Γ(ψ˜2)‖C([0,∞);H4) ≤ C2
√
δ0‖ψ˜1 − ψ˜2‖C([0,∞);H4). (4.17)
To show this, we first have
‖Γ(ψ˜1)− Γ(ψ˜2)‖H4
≤ C(‖φ∇(ψ˜1 − ψ˜2)‖H3 + ‖(1 + φ)(h(∇ψ˜1)− h(∇ψ˜2))‖H3
≤ Cδ0‖ψ˜1 − ψ˜2‖H4 + C(1 + δ0)‖h(∇ψ˜1)− h(∇ψ˜2)‖H3.
As for the second term on the right-hand side, since
h(∇ψ˜1)− h(∇ψ˜2)
= ((I −∇ψ˜1)−1 − I)∇(ψ˜1 − ψ˜2)
+∇(ψ˜1 − ψ˜2)((I −∇ψ˜2)−1 − I)
+((I −∇ψ˜1)−1 − I)∇(ψ˜1 − ψ˜2)((I −∇ψ˜2)−1 − I),
we see that
‖h(∇ψ˜1)− h(∇ψ˜2)‖H3 ≤ C(
√
δ0 + δ0)‖ψ˜1 − ψ˜2‖H4 .
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Therefore, we arrive at (4.17). Taking δ0 small such that C2
√
δ0 < 1, we
conclude that Γ is a contraction map in B√δ0 . By the contraction mapping
principle, we observe that there exists a unique ψ˜ ∈ B√δ0 such that ψ˜ = Γ(ψ˜).
This indicates the unique existence of ψ˜ satisfying (4.11).
(iii) We assume that ‖φ‖C([0,∞);H3) + ‖ψ˜‖C([0,∞);H4) ≤ δ with some small






is bounded from Lp to Lp for 1 < p <∞, we have









≤ Cp‖φ∇ψ˜ + (1 + φ)h(∇ψ˜)‖Lp
≤ Cp(‖φ‖H2‖∇ψ˜‖Lp + ‖h(∇ψ˜)‖Lp + ‖φ‖H2‖h(∇ψ˜)‖Lp).
We see from h(∇ψ˜) =∑∞m=2(∇ψ˜)m that
‖h(∇ψ˜)‖Lp ≤ C‖∇ψ˜‖L∞‖∇ψ˜‖Lp.
This leads to the estimate
‖∇(−∆)−1div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜))‖Lp ≤ Cp(δ + δ2)‖∇ψ˜‖Lp.
By taking δ small such that Cp(δ + δ
2) ≤ 1
2
, we obtain (4.12).
(iv) We assume that ‖φ‖C([0,∞);H3) + ‖ψ˜‖C([0,∞);H4) ≤ δ with some small
number 0 < δ < 1 to be determined later. It follows from the Sobolev
inequality and the Plancherel theorem that

















≤ C(‖φ∇ψ˜‖H2 + ‖h(∇ψ˜)‖H2 + ‖φh(∇ψ˜)‖H2).
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Since
‖φ∇ψ˜‖H2 ≤ C(‖φ‖H2 + ‖∇ψ˜‖H2)(‖φ‖L∞ + ‖∇ψ˜‖L∞)
+ C(‖∇φ‖H1 + ‖∇2ψ˜‖H1)2,
‖h(∇ψ˜)‖H2 ≤ C‖∇ψ˜‖H2‖∇ψ˜‖L∞ + C‖∇2ψ˜‖2H1,
‖φh(∇ψ˜)‖H2 ≤ C‖φ‖H2(‖∇ψ˜‖H2‖∇ψ˜‖L∞ + ‖∇2ψ˜‖2H1),
we have
‖∇ψ˜‖L∞ = ‖∇ψ +∇(−∆)−1div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜))‖L∞
≤ C(δ + δ2)‖∇ψ˜‖L∞
+ C(‖φ‖L∞ + ‖∇ψ‖L∞) + C(‖∇φ‖H1 + ‖∇2ψ˜‖H1)2.
By taking δ small such that C(δ+δ2) ≤ 1
2
, we arrive at (4.13). We can derive
(4.14)–(4.16) as in the proof of (ii). This completes the proof. 
Remark 4.3. Due to the restriction p > 1 in Lemma 4.2 (iii), the decay
estimate of L1 norm of u(t) is excluded in Theorem 3.2.
5 Proof of Theorem 3.2 (i)
In this section, we prove Theorem 3.2 (i). The global existence and the L2
decay estimates of higher order derivatives are guaranteed by Proposition
3.1. Hence we focus on the derivation of the Lp decay estimates except the








L∞ (2 ≤ p ≤ ∞), it suffices to obtain the L∞
decay estimate of U = (φ, w, Ψ ).
The problem (4.10) is written in the form:

∂tU + LU = N,
φ+ divψ = 0,





 0 div 0γ2∇ −ν∆− ν˜∇div −β2div
0 −∇ 0








Theorem 3.2 (i) is proved by combining Lemma 4.1, Lemma 4.2 and the
following L∞ decay estimate of U(t).
Proposition 5.1. There exists a positive number δ0 such that if ‖u0‖L1 +
‖u0‖H3 ≤ δ0, then the following inequality
‖U(t)‖L∞ ≤ C(1 + t)−2(‖u0‖L1 + ‖u0‖H3)
holds for t ≥ 0.
To prove Proposition 5.1, we first give the following L2 decay estimates
for ∇kU(t).
Proposition 5.2. There exists a positive number δ0 such that if ‖u0‖L1 +
‖u0‖H3 ≤ δ0, then the following inequality
‖∇kU(t)‖L2 ≤ C(1 + t)− 34− k2 (‖u0‖L1 + ‖u0‖H3)
holds for k = 0, 1, 2 and t ≥ 0.
Proposition 5.2 follows from Proposition 3.1, Lemma 4.1 and Lemma 4.2.
We next investigate the linearized problem

∂tU + LU = 0,
φ+ divψ = 0,
U |t=0 = U0.
(5.2)
We denote by e−tL the semigroup generated by −L. The solution of (5.2) is
written as U(t) = e−tLU0.
To investigate the large time behavior of U(t) = e−tLU0, we take the
Fourier transform with respect to x. We then obtain

∂tUˆ + LˆξUˆ = 0,
φˆ+ iξ · ψˆ = 0,









We have the following expression of e−tLˆξ Uˆ0.
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, the solution of (5.3) is written as






 Kˆ11(ξ, t) Kˆ12(ξ, t) Kˆ13(ξ, t)Kˆ21(ξ, t) Kˆ22(ξ, t) Kˆ23(ξ, t)




















































Kˆ23(ξ, t)Ψˆ0(ξ) and Kˆ

































where µj(ξ), j = 1, 2, 3, 4, are given by
µ1(ξ) =












−(ν + ν˜)|ξ|2 −√(ν + ν˜)2|ξ|4 − 4(β2 + γ2)|ξ|2
2
.
The proof of Lemma 5.3 will be given in Appendix.
The solution U(t) = e−tLU0 is thus given by
U(t) = e−tLU0 = F−1e−tLˆξ Uˆ0.
To study the asymptotic behavior of U(t), we will make use of the fol-
lowing properties of µj (j = 1, 2, 3, 4):
µj(ξ)
2 + ν|ξ|2µj(ξ) + β2|ξ|2 = 0, j = 1, 2,
µj(ξ) ∼ −ν
2
|ξ|2 + i(−1)j+1β|ξ|, for |ξ| ≪ 1, j = 1, 2,
µ1(ξ) ∼ −β
ν
, µ2(ξ) ∼ −ν|ξ|2, for |ξ| ≫ 1,
µj(ξ)
2 + (ν + ν˜)|ξ|2µj(ξ) + (β2 + γ2)|ξ|2 = 0, j = 3, 4,








, µ4(ξ) ∼ −(ν + ν˜)|ξ|2, for |ξ| ≫ 1.
We decompose the solution U(t) of the problem (5.1) into its low and
high frequency parts. Let ϕˆ1, ϕˆ∞ ∈ C∞(R3) be cut-off functions such that
ϕˆ1(ξ) =
{
1 |ξ| ≤ M1
2
,

















We define the operators P1 and P∞ on L2 by
P1u = F−1(ϕˆ1uˆ), P∞u = F−1(ϕˆ∞uˆ) for u ∈ L2.
Lemma 5.4. Pj (j = 1,∞) have the following properties.
(i) P1 + P∞ = I.
(ii) ∂αxP1 = P1∂
α
x , ‖∂αxP1f‖L2 ≤ Cα‖f‖L2 for α ∈ ({0} ∪N)3 and f ∈ L2.
(iii) ∂αxP∞ = P∞∂
α
x , ‖∂αxP∞f‖L2 ≤ C‖∇∂αxP∞f‖L2 for α ∈ ({0} ∪ N)3
with |α| = k ≥ 0 and f ∈ Hk+1.
Lemma 5.4 immediately follows from the definitions of Pj, j = 1,∞, and
the Plancherel theorem. We omit the proof.
The solution U(t) of (5.1) is decomposed as
U(t) = U1(t) + U∞(t), U1(t) = P1U(t), U∞(t) = P∞U(t).
It follows that U1(t) = (φ1(t), w1(t),∇ψ1(t)) and U∞(t) = (φ∞(t), w∞(t),∇ψ∞(t))
satisfy the equations





φ1 + divψ1 = 0,
(5.5)
and {
∂tU∞ + LU∞ = P∞N,
φ∞ + divψ∞ = 0.
(5.6)
We first derive the L∞ estimate of the low frequency part U1(t).
Proposition 5.5. There exists a positive number δ0 such that if ‖u0‖L1 +
‖u0‖H3 ≤ δ0, then the following inequality
‖U1(t)‖L∞ ≤ C(1 + t)−2(‖u0‖L1 + ‖u0‖H3)
holds for t ≥ 0.
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To prove Proposition 5.5, we introduce the following lemmata.
Lemma 5.6. Let f ∈ L1. Then, the following estimates hold for j ∈ {0}∪N,


























≤ C(1 + t)−2− j+|α|2 ,
where ηˆ(ξ) = η˜( ξ|ξ|) with η˜ ∈ C∞(S2) and S2 = {ω ∈ R3||ω| = 1}.
Lemma 5.6 directly follows from [9, Theorem3.1].
We give the estimate of ‖e−tLU1(0)‖L∞ as follows.
Lemma 5.7. It holds the following estimate:
‖e−tLU1(0)‖L∞ ≤ C(1 + t)−2‖u0‖L1.
Lemma 5.7 is a direct consequence of Lemma 5.6.
For simplicity, we set ‖u0‖X = ‖u0‖L1 + ‖u0‖H3. We have the estimate of∫ t
0
‖e−(t−s)LP1N(s)‖L∞ds.
Lemma 5.8. There exists a positive number δ0 such that if ‖u0‖X ≤ δ0, then
the following inequality∫ t
0
‖e−(t−s)LP1N(s)‖L∞ds ≤ C(1 + t)−2‖u0‖X (5.7)
holds for t ≥ 0.
Proof. We first consider F−1
[
ϕˆ1(ξ)Kˆ





33(ξ, t− s)Nˆ3(ξ, s)
]
. Since













































We see from Lemma 5.6, (5.8) and (5.9) that∥∥∥F−1 [ϕˆ1(ξ)Kˆj3(ξ, t− s)Nˆ3(ξ, s)]∥∥∥
L∞
≤ C(1 + t− s)−2(1 + s)−2‖u0‖X , j = 1, 2, 3.
(5.10)
Since
‖N1(s)‖L1 ≤ C‖u(s)‖L2‖∇u(s)‖L2 ≤ C(1 + s)−2‖u0‖X , (5.11)
‖N2(s)‖L1 ≤ C‖u(s)‖L2‖∇u(s)‖H1 ≤ C(1 + s)−2‖u0‖X , (5.12)
we see from Lemma 5.6 that∥∥∥F−1 [ϕˆ1(ξ)Kˆjk(ξ, t− s)Nˆk(ξ, s)]∥∥∥
L∞
≤ C(1 + t− s)−2(1 + s)−2‖u0‖X , j = 1, 2, 3, k = 1, 2.
(5.13)
It follows from (5.10) and (5.13) that
‖e−(t−s)LP1N(s)‖L∞ ≤ C(1 + t− s)−2(1 + s)−2‖u0‖X .
By employing Lemma 2.2 with a = b = 2, we have (5.7). This completes the
proof. 
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Proof of Proposition 5.5. Taking L∞ norm of the first equation of
(5.5), we have




Together with (5.14), Lemma 5.7 and Lemma 5.8, then yields
‖U1(t)‖L∞ ≤ C(1 + t)−2‖u0‖X . (5.15)
This completes the proof of Proposition 5.5. 
We next consider the high frequency part U∞(t).
Proposition 5.9. There exists a positive number δ0 such that if ‖u0‖L1 +
‖u0‖H3 ≤ δ0, then the following inequality
‖U∞(t)‖L∞ ≤ C(1 + t)−2(‖u0‖L1 + ‖u0‖H3)
holds for t ≥ 0.
Proof. We set ψ˜∞ = P∞ψ˜, Ψ˜∞ = ∇ψ˜∞ and U˜∞ = (φ∞, w∞,∇ψ˜∞).
Since
‖Ψ∞‖L∞ ≤ c‖Ψ∞‖H2
≤ c‖Ψ˜∞‖H2 + c‖P∞∇(−∆)−1div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜))‖H2
≤ c‖Ψ˜∞‖H2 + C‖∇P∞∇(−∆)−1div⊤(φ∇ψ˜ + (1 + φ)h(∇ψ˜))‖H1
≤ c‖Ψ˜∞‖H2 + C(1 + t)−2‖u0‖X ,
we have ‖U∞(t)‖L∞ ≤ c‖U˜∞(t)‖H2 +C(1+ t)−2‖u0‖X . We thus estimate ψ˜∞
in substitution for ψ∞.
We next consider ‖U˜∞‖L∞ instead of ‖U∞‖L∞ . By applying P∞ to the
problem (4.9), we obtain
∂tφ∞ + divw∞ = f1,∞, (5.16)
∂tw∞ − ν∆w∞ − ν˜∇divw∞ + γ2∇φ∞ − β2divΨ˜∞ = f2,∞, (5.17)
∂tΨ˜∞ −∇w∞ = f3,∞, (5.18)
φ∞ + divψ˜∞ = f˜4,∞, (5.19)
U˜∞|t=0 = P∞(φ0, w0, Ψ˜0),
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where fj,∞ = P∞fj , j = 1, 2, 3, and f˜4,∞ = −P∞(−∆)−1divf4. We define
E[U˜∞] and D[U˜∞] by










Here c1 is a positive constant to be determined later.
We establish the following energy estimate of E[U˜∞].
Proposition 5.10. The following estimate holds:
d
dt






γ2|(∂αx f1,∞, ∂αxφ∞)|+ |(∂αx f2,∞, ∂αxw∞)|+ β2|(∂αx f3,∞, ∂αx Ψ˜∞)|
+ c1|(∂αx f2,∞, ∂αx ψ˜∞)|+ c1|(∂αx (−∆)−1divf3,∞, ∂αxw∞)|
+c1γ
2|(∇∂αx f˜4,∞, ∂αx ψ˜∞)|+ c1γ2‖∂αx f˜4,∞‖2L2
)
.







‖∂αxφ∞‖2L2 − (∇∂αxφ∞, ∂αxw∞) = (∂αx f1,∞, ∂αxφ∞). (5.21)







‖∂αxw∞‖2L2 + ν‖∇∂αxw∞‖2L2 + ν˜‖div∂αxw∞‖2L2
+γ2(∇∂αxφ∞, ∂αxw∞)− β2(div∂αx Ψ˜∞, ∂αxw∞) = (∂αx f2,∞, ∂αxw∞).
(5.22)
We take the inner product of ∂αx (5.18) with ∂
α





‖∂αx Ψ˜∞‖2L2 + (div∂αx Ψ˜∞, ∂αxw∞) = (∂αx f3,∞, ∂αx Ψ˜∞). (5.23)
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(γ2‖∂αxφ∞‖2L2 + ‖∂αxw∞‖2L2 + β2‖∂αx Ψ˜∞‖2L2) +D0[∂αxw∞]
≤ γ2|(∂αx f1,∞, ∂αxφ∞)|+ |(∂αx f2,∞, ∂αxw∞)|+ β2|(∂αx f3,∞, ∂αx Ψ˜∞)|.
(5.24)
Here D0[∂αxw∞] is given by
D0[∂αxw∞] = ν‖∇∂αxw∞‖2L2 + ν˜‖div∂αxw∞‖2L2.
We next derive the dissipative estimate of ‖∂αx Ψ˜∞‖L2. By substituting
(5.19) to (5.17), we have
∂tw∞−ν∆w∞− ν˜∇divw∞−β2∆ψ˜∞−γ2∇divψ˜∞ = f2,∞−γ2∇f˜4,∞. (5.25)
We take the inner product of ∂αx (5.25) with ∂
α





x ψ˜∞)− ν(∆∂αxw∞, ∂αx ψ˜∞)− ν˜(∇div∂αxw∞, ∂αx ψ˜∞)
−β2(∆∂αx ψ˜∞, ∂αx ψ˜∞)− γ2(∇div∂αx ψ˜∞, ∂αx ψ˜∞)
= (∂αx f2,∞, ∂
α
x ψ˜∞)− γ2(∇∂αx f˜4,∞, ∂αx ψ˜∞).
(5.26)



















x ψ˜∞)− ‖∂αxw∞‖2L2 − (∂αx (−∆)−1divf3,∞, ∂αxw∞).
By integration by parts, the fourth term and fifth term of (5.26) are written as
−(∆∂αx ψ˜∞, ∂αx ψ˜∞) = ‖∇∂αx ψ˜∞‖2L2 and−(∇div∂αx ψ˜∞, ∂αx ψ˜∞) = ‖div∂αx ψ˜∞‖2L2,





x ψ˜∞) + β
2‖∇∂αx ψ˜∞‖2L2 + γ2‖div∂αx ψ˜∞‖2L2
= ν(∆∂αxw∞, ∂
α
x ψ˜∞) + ν˜(∇div∂αxw∞, ∂αx ψ˜∞) + ‖∂αxw∞‖2L2
+(∂αx f2,∞, ∂
α
x ψ˜∞) + (∂
α
x (−∆)−1divf3,∞, ∂αxw∞)− γ2(∇∂αx f˜4,∞, ∂αx ψ˜∞).
(5.27)
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By integration by parts and the inequality ‖∂αxw∞‖L2 ≤ ‖∇∂αxw∞‖L2 follow-
ing from Lemma 5.4 (iii), we have
ν(∆∂αxw∞, ∂
α
x ψ˜∞) + ν˜(∇div∂αxw∞, ∂αx ψ˜∞) + ‖∂αxw∞‖2L2
























x ψ˜∞) + β












D0[∂αxw∞] + |(∂αx f2,∞, ∂αx ψ˜∞)|
+|(∂αx (−∆)−1divf3,∞, ∂αxw∞)|+ γ2|(∇∂αx f˜4,∞, ∂αx ψ˜∞)|.
(5.28)
Adding (5.24) to c1
2























γ2‖∂αxφ∞‖2L2 + c1β2‖∂αx Ψ˜∞‖2L2
≤ γ2|(∂αx f1,∞, ∂αxφ∞)|+ |(∂αx f2,∞, ∂αxw∞)|+ β2|(∂αx f3,∞, ∂αx Ψ˜∞)|
+2c1|(∂αx f2,∞, ∂αx ψ˜∞)|+ 2c1|(∂αx (−∆)−1divf3,∞, ∂αxw∞)|
+2c1γ
2|(∇∂αx f4,∞, ∂αx ψ˜∞)|+ c1γ2‖∂αx f˜4,∞‖2L2 .
(5.29)












E[U˜∞](t) ≤ d2D[U˜∞](t) for some positive numbers d1, d2 > 0. By summing
(5.29) for |α| ≤ 2, we obtain (5.20). This completes the proof. 
We next estimate N (t).
Proposition 5.11. The following estimate holds uniformly in t ≥ 0
N (t) ≤ C2δ0D[U˜∞](t) + C2(1 + t)−4‖u0‖2X . (5.30)
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Proposition 5.11 can be shown by using Lemma 2.1, Proposition 5.2, and
integration by parts. We omit the proof.
Proof of Proposition 5.9 (continued). By taking δ0 so that C1C2δ0 ≤
1
2






E[U˜∞] ≤ C(1 + t)−4‖u0‖2X . (5.31)
Therefore, we see from Lemma 2.2 with a = b = 4 and (5.31) that




≤ C(1 + t)−4‖U˜0‖2H2 + C
∫ t
0
(1 + t− s)−4(1 + s)−4ds‖u0‖2X
≤ C(1 + t)−4‖u0‖2X .
Since ‖U∞(t)‖2L∞ ≤ CE[U˜∞](t) + C(1 + t)−4‖u0‖2X , we finally arrive at
‖U∞(t)‖L∞ ≤ C(1 + t)−2‖u0‖X .
This completes the proof of Proposition 5.9. 
Proof of Proposition 5.1. Proposition 5.1 immediately follows from
Proposition 5.5 and Proposition 5.9. This completes the proof. 
6 Proof of Theorem 3.2 (ii)
In this section, we give a proof of Theorem 3.2 (ii). In view of Lemmata
4.1–4.2, it suffices to obtain the following Lp decay estimate of U = (φ, w, Ψ )
to prove Theorem 3.2 (ii).
Proposition 6.1. There exists a positive number δ0 such that if ‖u0‖L1 +
‖u0‖H3 ≤ δ0, then the following inequality
‖U(t)‖Lp ≤ C(p)(1 + t)−
3
2(1− 1p)+ 12( 2p−1)(‖u0‖L1 + ‖u0‖Lp + ‖u0‖H3)
holds for 1 < p < 2 and t ≥ 0.
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Proposition 6.1 is a direct consequence of the Lp estimates of U1(t) and
U∞(t) which will be established below in Proposition 6.2 and Proposition
6.8, respectively.
We first consider the low frequency part U1(t).
Proposition 6.2. There exists a positive number δ0 such that if ‖u0‖X ≤ δ0,
then it holds the following estimate:
‖U1(t)‖Lp ≤ C(1 + t)−
3
2(1− 1p)+ 12( 2p−1)‖u0‖X .









, 1 < p < 2, it is enough to show
the case p = 1 only:
‖U1(t)‖L1 ≤ C(1 + t) 12‖u0‖X . (6.1)
To show (6.1), we introduce the following lemma.
Lemma 6.3. Let f ∈ L1. Then, the following estimates hold for j ≥ 0,
















































≤ C(1 + t) 12− j+|α|2 .
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Lemma 6.3 is obtained in [9, pp.216] and [18, pp.216] directly.
We have the estimate of ‖e−tLU1(0)‖L1.
Lemma 6.4. The following estimate holds for t ≥ 0:
‖e−tLU1(0)‖L1 ≤ C(1 + t) 12‖u0‖L1.
Proof. The L1 estimates of F−1[ϕˆ1(ξ)Kˆj1(ξ, t)φˆ0(ξ)] (j = 1, 2, 3), and
F−1[ϕˆ1(ξ)Kˆ12(ξ, t)wˆ0(ξ)] immediately follow from Lemma 6.3:
‖F−1[ϕˆ1(ξ)Kˆj1(ξ, t)φˆ0(ξ)]‖L1 ≤ C(1 + t) 12‖φ0‖L1 , j = 1, 2, 3, (6.2)






















































we see from Lemma 6.3 that
‖F−1[ϕˆ1(ξ)Kˆ22(ξ, t)wˆ0(ξ)]‖L1 ≤ C(1 + t) 12‖w0‖L1, (6.4)
‖F−1[ϕˆ1(ξ)Kˆ33(ξ, t)Ψˆ0(ξ)]‖L1 ≤ C(1 + t) 12‖Ψ0‖L1. (6.5)
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It remains to estimate F−1[ϕˆ1(ξ)Kˆ23(ξ, t)Ψˆ0] and F−1[ϕˆ1(ξ)Kˆ32(ξ, t)wˆ0].
We write (F−1[ϕˆ1(ξ)Kˆ23(ξ, t)Ψˆ0])j , j = 1, 2, 3, and (F−1[ϕˆ1(ξ)Kˆ32(ξ, t)wˆ0])jk,


















j,k,l ∗ Ψˆ lk0 )(ξ),
(F−1[ϕˆ1(ξ)Kˆ32(ξ, t)wˆ0])jk








































, a > 0, j, k, l = 1, 2, 3.
Here µ˜j(ξ), j = 1, 2, 3, 4, are denoted by
µj(ξ) = −ν
4
|ξ|2 + µ˜j(ξ), j = 1, 2,
µj(ξ) = −ν + ν˜
4
|ξ|2 + µ˜j(ξ), j = 3, 4.
The estimates of K1 and K2 follow from Lemma 6.3. As for Kk0 , we use the
following L1 estimate of Lal,jk shown by Fujigaki and Miyakawa [1, pp.525–
526].
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Lemma 6.5. Let a > 0 and j, k, l = 1, 2, 3. Then, the following inequality
holds for t ≥ 0:
‖Lal,jk(·, t)‖L1 ≤ Cat−
1
2 .
By using Lemma 6.3, Lemma 6.5 and the Young inequality, we obtain
‖F−1[ϕˆ1(ξ)Kˆ23(ξ, t)Ψˆ0(ξ)]‖L1 ≤ C((1 + t) 12 + t− 12 )‖Ψ0‖L1, (6.6)
‖F−1[ϕˆ1(ξ)Kˆ32(ξ, t)wˆ0(ξ)]‖L1 ≤ C((1 + t) 12 + t− 12 )‖w0‖L1. (6.7)
We next show the following uniform bounds with respect to 0 ≤ t ≤ 1:
‖F−1[ϕˆ1(ξ)Kˆ23(ξ, t)Ψˆ0(ξ)]‖L1 ≤ C‖Ψ0‖L1, t ≥ 0, (6.8)
‖F−1[ϕˆ1(ξ)Kˆ32(ξ, t)wˆ0(ξ)]‖L1 ≤ C‖w0‖L1 , t ≥ 0. (6.9)
To derive (6.8) and (6.9), we prepare the following lemma proved in [19].
Lemma 6.6. ([19]) Let α = N + σ − 3, where N ≥ 0 is an integer and
0 < σ ≤ 1. Let f be a function such that
f ∈ C∞(R3 − {0}),
∂
η
ξ f ∈ L1(R3), |η| ≤ N,








|x|−3−|α|, x 6= 0.
















for |ξ| ≤ M1√
2











)∣∣∣∣ ≤ Cη|ξ|1−|η| for |ξ| ≤ M1√2 .
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We next use Lemma 6.6 with (α,N, σ) = (1, 3, 1) and calculate in a similar








≤ C, 0 ≤ t ≤ 1.








≤ C, 0 ≤ t ≤ 1.
We thus arrive at (6.8) and (6.9).
By (6.6)–(6.9), we have
‖F−1[ϕˆ1(ξ)Kˆ23(ξ, t)Ψˆ0(ξ)]‖L1 ≤ C(1 + t) 12‖Ψ0‖L1 , t ≥ 0, (6.10)
‖F−1[ϕˆ1(ξ)Kˆ32(ξ, t)wˆ0(ξ)]‖L1 ≤ C(1 + t) 12‖w0‖L1, t ≥ 0. (6.11)
We see from (6.2)–(6.5), (6.10) and (6.11) that
‖e−tLU1(0)‖L1 ≤ C(1 + t) 12‖u0‖L1.





Lemma 6.7. There exists a positive number δ0 such that if ‖u0‖X ≤ δ0, then
the following estimate holds:∫ t
0
‖e−(t−s)LP1N(s)‖L1ds ≤ C(1 + t) 12‖u0‖X , t ≥ 0.
Proof. We obtain the following estimate in a similar argument as in the
proof of Lemma 5.8 by using (5.8), (5.9), (5.11), (5.12) and Lemma 6.3 :∥∥∥F−1 [ϕˆ1(ξ)Kˆjk(ξ, t− s)Nˆk(ξ, s)]∥∥∥
L1
≤ C(1 + t− s)−2(1 + s) 12‖u0‖X , j, k = 1, 2, 3.
(6.12)
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By using Lemma 2.2 with a = b = 2, we have∫ t
0
(1 + t− s)−2(1 + s) 12ds
≤ (1 + t) 52
∫ t
0
(1 + t− s)−2(1 + s)−2ds
≤ C(1 + t) 12 .
(6.13)
We then see from (6.12) and (6.13) that∫ t
0
‖e−(t−s)LP1N(s)‖L1ds ≤ C(1 + t) 12‖u0‖X , t ≥ 0.
This completes the proof. 
Proof of Proposition 6.2. Taking L1 norm of the first equation of
(5.5), we obtain




This completes the proof. 
We next consider the high frequency part U∞.
Proposition 6.8. There exists a positive number δp such that if ‖u0‖X ≤ δp,
then it holds the following estimate for t ≥ 0:
‖U∞(t)‖Lp ≤ C(1 + t)−
3
2(1− 1p)+ 12( 2p−1)(‖u0‖Lp + ‖u0‖X ).
In order to prove Proposition 6.8, we prepare the following lemma.
Lemma 6.9. Let 1 < p < ∞ and f ∈ Lp. Then, the following estimates




























Lemma 6.9 directly follows from [18, Theorem 4.1]. We first consider
‖e−tLU∞(0)‖Lp.
Lemma 6.10. The following estimate holds for t ≥ 0:
‖e−tLU∞(0)‖Lp ≤ Ce−ct‖u0‖Lp. (6.14)
Proof. The estimate (6.14) can be shown by using Lemma 4.2, Lemma






Lemma 6.11. There exists a positive number δp such that if ‖u0‖X ≤ δp,
then the following estimate holds:∫ t
0
‖e−(t−s)LP∞N(s)‖Lpds ≤ C(1 + t)−
3
2(1− 1p)+ 12( 2p−1)‖u0‖X , t ≥ 0.
Proof. We obtain the following estimate in a similar argument as in the
proof of Lemma 6.10:∥∥∥F−1 [ϕˆ∞(ξ)Kˆjk(ξ, t− s)Nˆk(ξ, s)]∥∥∥
Lp
≤ Ce−c(t−s)‖Nk(s)‖Lp,
j = 1, 2, 3, k = 1, 2.
(6.15)
In view of Lemma 2.1 and the Lp boundedness of the Riesz operator, we have
‖Nk(s)‖Lp ≤ C‖U(s)‖2H2 ≤ C(1 + t)−
3
2‖u0‖X , k = 1, 2, 3. (6.16)
By employing Lemma 2.2 with a = b = 3
2




2ds ≤ C(1 + t)− 32
≤ C(1 + t)−2+ 52p
= C(1 + t)−
3
2(1− 1p)+ 12( 2p−1).
(6.17)
Together with (6.15)–(6.17) yields∫ t
0
‖e−(t−s)LP∞N(s)‖Lpds ≤ C(1 + s)−
3
2(1− 1p)+ 12( 2p−1)‖u0‖X .
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This completes the proof. 
Proof of Proposition 6.8. By taking Lp norm of the first equation of
(5.6), we have




Combining Lemma 6.10, Lemma 6.11 and (6.18), we arrive at
‖U∞(t)‖Lp ≤ C(1 + t)−
3
2(1− 1p)+ 12( 2p−1)(‖u0‖Lp + ‖u0‖X ), t ≥ 0.
This completes the proof of Proposition 6.8. 
Appendix: Proof of Lemma 5.3
In this section, we derive the solution formula (5.4).
Proof of Lemma 5.3. We write (5.3) as
∂tφˆ+ iξ · wˆ = 0, (A.1)
∂twˆ + ν|ξ|2wˆ + ν˜ξ⊤ξwˆ + iγ2ξφˆ− iβ2Ψˆξ = 0, (A.2)
∂tΨˆ − iwˆ⊤ξ = 0, (A.3)
φˆ+ iξ · ψˆ = 0, Ψˆ = iψˆ⊤ξ, (A.4)
(φˆ, wˆ, Ψˆ)|t=0 = (φˆ0, wˆ0, Ψˆ0), φˆ0 + iξ · ψˆ0 = 0. (A.5)



























β2|ξ|2I + γ2ξ⊤ξ ν|ξ|2I + ν˜ξ⊤ξ
)
and
wˆt,0 = −iγ2ξφˆ0 − (ν|ξ|2I + ν˜ξ⊤ξ)wˆ0 + iβ2Ψˆ0ξ. (A.7)
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To solve (5.4), we first investigate the characteristic equation of −A(ξ). Let








A(Tξ) = T A(ξ)⊤T .
We choose T so that Tξ = re1, where r = |ξ| and e1 = ⊤(1, 0, 0). Using this
T , we have






⊤e1 (µ+ νr2)I + ν˜r2e1⊤e1
)
= (µ2 + νr2µ+ β2r2)2[µ2 + (ν + ν˜)r2µ+ (β2 + γ2)r2]
= (µ− µ1(ξ))2(µ− µ2(ξ))2(µ− µ3(ξ))(µ− µ4(ξ)).
Therefore, the eigenvalues of −A(ξ) are given by µj(ξ), j = 1, 2, 3, 4. We
note that
µ1(ξ)µ2(ξ) = β
2|ξ|2, µ1(ξ) + µ2(ξ) = −ν|ξ|2, (A.8)
µ3(ξ)µ4(ξ) = (β
2 + γ2)|ξ|2, µ3(ξ) + µ4(ξ) = −(ν + ν˜)|ξ|2. (A.9)
































































































The solution semigroup e−tAˆ(ξ) is then expressed as
e−tAˆ(ξ)

































































































Substituting (A.7) into (A.10) leads to


































We see from (A.1), (A.3), (A.5) and (A.11) that































µ3(ξ)− µ4(ξ) φˆ0(ξ)− i
eµ3(ξ)t − eµ4(ξ)t
µ3(ξ)− µ4(ξ) ξ · wˆ0(ξ),
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This completes the proof. 
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