We introduce MoVFEM, a computational algorithm for the modeling of three-dimensional magnetotelluric (MT) data using a vector finite element method of specific order from multiple elements' orders. Our algorithm allows complex geometries, topography, and anisotropic resistivity structures. The software calculates secondary electric and magnetic fields for a plane-wave primary magnetic field. Accurate calculation of fields in the boundary regions of the computational domain are ensured by the implementation of the Generalized Perfect Matched Layers method. We validate the MoVFEM algorithm by applications to various scenarios, which allow a comparison with analytical or accepted numerical solutions where available. The respective results of our algorithm are in good agreement with existing solutions. which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.
Introduction
The inversion of MT data in connection with the modeling of three-dimensional resistivity structures has become a significant area of research with the increase of large-scale MT surveys (e.g. Robertson et al. 2016; Schultz 2010; Schultz et al. 2019 ) and the availability of high-performance computing strategies (Newman 2014) . The modeling step is the critical hub of inversion methods. It consists of parametrizing the subsurface in terms of resistivity and generating synthetic MT responses. The results are obtained by numerically solving the partial differential equations describing the propagation of electromagnetic (EM) fields in various media.
The primary numerical methods for 3D MT modeling are integral equation, finite difference (FD), and finite element methods (FEM) (Avdeev 2005) . Finite difference methods are well developed, but the focus has been changing toward finite element methods, because these can account for topography, bathymetry, and complex geometry of subsurface structures more accurately (Newman 2014) . Since the publication of Reddy et al. (1977) , nodal FEM has been applied to solve the forward EM modeling problem (e.g. Mogi 1996; Puzyrev et al. 2013) .
Two types of numerical element geometries are commonly used in 3D FEM; namely grids of tetrahedrons or hexahedrons. According to Yilmaz and Kuzuoglu (2008) , tetrahedron meshes are commonly used, because of the availability of mesh generation schemes. They have been frequently applied for the modeling of 3D structures from EM data (e.g. Ahagon and Kameari 2017; Ahagon et al. 2018; Cai et al. 2017; Camargos et al. 2017; Liu et al. 2010 Liu et al. , 2018 Puzyrev et al. 2013; Ren et al. 2013; Schwarzbach et al. 2011; Weiss 2017) . On the other hand, hexahedron mesh geometries are also commonly applied (Cai et al. 2014; Farquharson and Miensopust 2011; Mitsuhata and Uchida 2004; Mogi 1996; Nam et al. 2007; Shi et al. 2004; Xiao et al. 2018; Xiong et al. 2018; Zyserman and Santos 2000) . Han et al. (2009) argue that although FD methods are fast, vector finite element methods (VFEM) yield more accurate solutions. In VFEM, the EM fields are calculated at the edges of the tetrahedron or hexahedron element of the grid. On the other hand, FEM computes them as a vector with three unknowns on each node of the element. Therefore, VFEM reduces the degrees of freedom of the modeling problem and includes the continuity of EM fields among shared elements of the computational domain.
Mostly linear-order edge elements have been applied in the modeling of MT data (Farquharson and Miensopust 2011; Mitsuhata and Uchida 2004; Nam et al. 2007; Shi et al. 2004; Jin 2002) . Mitsuhata and Uchida (2004) used linear-order edge elements and nodal basis functions to model MT data with the help of the T−Ω Helmholtz field decomposition on rectilinear elements. Shi et al. (2004) incorporated a divergence correction technique into VFEM for 3D MT modeling using linearorder edge elements on a hexahedral mesh. Farquharson and Miensopust (2011) also applied a divergence correction to 3D MT forward modeling and then used piecewise linear functions to define the vector basis functions on a rectilinear mesh. Nam et al. (2007) were the first to apply distorted hexahedrons in order to include surface topography for 3D MT modeling, using linear-order edge elements.
Edge elements of linear order require a fine grid spacing of the finite elements to obtain accurate solutions. Consequently, the problem has to be formulated with a large numbers of unknowns, which again leads to large numerical arrays. Yilmaz and Kuzuoglu (2008) therefore recommended the use of high-order edge elements for the EM scattering problem, since it is possible to obtain accurate solutions with larger elements. The resulting numerical problem contains fewer elements, which leads to reduced requirements in computer memory and faster convergence of solutions. Most recent applications of high-order elements have been using tetrahedral mesh (e.g. Ahagon et al. 2018; Schwarzbach et al. 2011; Weiss 2017) . There have been some applications of high-order elements in hexahedral mesh (e.g Grayver and Kolev 2015; Käufl et al. 2018; Zyserman and Santos 2000) . Kruglyakov and Kuvshinov (2018) introduced high-order polynomial basis for the volume integral-equation method.
The 3D forward modeling algorithms, available within the scientific community, consider the subsurface as isotropic (Cai et al. 2014; Farquharson and Miensopust 2011; Grayver and Kolev 2015; Käufl et al. 2018; Liu et al. 2010; Mackie et al. 1993; Mitsuhata and Uchida 2004; Nam et al. 2007; Shi et al. 2004; Xiao et al. 2018; Xiong et al. 2018; Zyserman and Santos 2000) . However, an anisotropy of the modeled medium affects the interpretation of MT data (e.g. Naif et al. 2013 ); therefore. it is advantageous to extend the computational capabilities of modeling algorithms toward the handling of full 3D anisotropic structures. Recent implementations of anisotropy in VFEM have been applied with either linear-order tetrahedral elements (Cai et al. 2017; Liu et al. 2018) or using linear-order hexahedral elements (Xiao et al. 2018) .
At this point, several algorithms for the forward calculation of MT responses for a given resistivity structures exist and have been used to infer unknown subsurface structures. However, the application of high-order hexahedral elements including anisotropy has not been discussed in the literature. We developed a multi-order vector finite element Method (MoVFEM) for the calculation of MT data for 3D structures, including anisotropy and complex geometry such as topography and subsurface interfaces. In addition, high-order hexahedral elements have been implemented in the algorithm. This algorithm produces accurate results if the right choice of boundary conditions is made along with the most efficient element order.
The MT problem is based on the secondary field formulation, in which the EM fields are defined as the sum of given primary EM fields with unknown secondary EM fields, where the primary fields are the EM fields propagating in the air. Both the electric and magnetic field governing equations are implemented in MoVFEM. Boundary conditions are considered using the Generalized Perfect Matched Layers (GPML). The GPML boundary conditions are applied by defining a layer zone (called Perfect Matched Layer), where the field values will gradually decrease to a zero value on the boundary of the domain (Fang and Wu 1996; Zhou et al. 2012) . This method was first proposed by Fang and Wu (1996) , and later Zhou et al. (2012) modified the GPML equations for MT and CSEM modeling. Both GPML approaches are included in MoVFEM to compare their behavior. Dirichlet boundary conditions are also implemented in this algorithm.
In this feasibility study for MoVFEM, we also compare three types of edge elements: linear-order hexahedrons (12 edges), quadratic-order hexahedrons (36 edges), and Lagrangian hexahedrons (54 edges). Linearand quadratic-order hexahedral elements have been proposed by Kameari (1990) . The Lagrangian edge elements are based on Crowley et al. (1988) and Kameari (1990) . All element types and their respective basis function definitions lead to a global stiffness matrix, which is usually sparse and symmetric. The required matrix inversions are calculated using the MUMPS software library, which is a parallel direct-solver optimized for sparse matrices (Amestoy et al. 2006 ).
The multi-order vector finite element method

Finite elements
According to Börner (2010) , nodal basis functions force the EM fields to be continuous across element boundaries, and it becomes difficult to impose boundary conditions. It is common to obtain spurious (non-physical) solutions, because of the lack of applying the divergence free condition (Jin 2002) . Hano (1984) introduced linear edge elements for 2D rectangular cells. Each basic polyhedral structure (i.e., each cell) consists of n n nodes and n e edges, on which the numerical elements are defined using mixed-order polynomials, i.e., polynomials of order o p −1 on the direction of the edge element itself, and order o p in other directions. Using mixed-order polynomials, the degree of freedom in the polyhedral structure is reduced from 3n n in FEM to n e in VFEM. In the following, we assume a tiling of the numerical domain by N e (hexahedral) cells, and all numerical elements refer to edge elements. The overall number of nodes is N e · n n − N shr e · n shr n and the overall number of edge elements N e · n e − N shr e · n shr e , where the superscript shr refers to shared elements.
In addition to reducing the degrees of freedom, mixedorder vector basis functions will also have zero divergence for rectangular cells and very small divergence for distorted geometries. These elements will define EM fields that are continuous across the element boundaries (Jin 2002) . Kameari (1990) introduced a linear-order hexahedral element (8 nodes, 12 elements), and high-order edges for the quadratic element (20 nodes, 36 elements). Crowley et al. (1988) presented a formulation for high-order elements on hexahedra, called covariant projection element (see Fig. 1a -c), from which the Lagrangian element (27 nodes, 54 elements) is deduced. The mixed-order vector basis functions B i ξ β are defined locally for each element i,
These edge elements allow the construction of local elements by defining the covariant projection of a global vector function V(r), r = (x, y, z), onto a local coordinate system (ξ ,η,ζ ):
The coordinate orientations are shown in Fig. 1d .
EM field formulations
We consider both the electric ( E ) and the magnetic ( H ) fields as total fields, each consisting of the primary
Fig. 1
Edge elements and nodes on the basis hexahedron. a Linear-order elements, n n = 8 , n e = 12 (Kameari 1990 ). b High-order (quadratic) elements, n n = 20 , n e = 36 (Kameari 1990) . c High-order covariant projection (Lagrangian) elements, n n = 27 , n e = 54 (Crowley et al. 1988 
Primary field
For the primary EM fields, the domain Ω is considered as air. The EM fields for xy-polarization are
Electric field
The electric field governing equation is with 3 × 3 tensors for the conductivity ( σ ) and for the magnetic permeability ( µ ). The electric source term on the right-hand side is in which the primary electric field is modified by the model change δσ . This change is defined as the difference between the model in study σ and the model used for primary fields σ p , i.e., δσ = σ − σ p . For MT data, it is common to approximate µ ≈ µ 0 I , with I ∈ R 3×3 as the identity operator, and σ ∈ R 3×3 being a positive definite and symmetric tensor. This tensor again can be written as σ = σ real + iωε 0 I; σ real ∈ R 3×3 . The free-air conductivity is implemented by letting σ real ≡ 0 S/m.
Magnetic field
For the magnetic component in MT modeling, we assume that the magnetic permeability does not change from the primary model to the model in study. Therefore, we assume that δµ = 0 and ∇ × µ −1 δµ · H p = 0.
The magnetic field governing equation is given by with a magnetic source term
Generalized formulation
The MT problem is solved for the secondary field, from a known primary field. If the electric field problem is used, the total magnetic field H is obtained by applying Faraday's Law to the electric field solution:
On the other hand, if the magnetic field problem is used, the total electric
field E is calculated from Ampere's Law applied to the magnetic field solution:
Because of the similarity of the governing equations. (3) and (5), a generalized governing equation can be formulated:
with The MoVFEM procedure is applied to this general formulation.
Applying the Galerkin method to Eq. (7), the problem to be solved becomes the inner product of a differentiable weighting function w with the governing equation, such as �w,
is the left-hand side of Eq. (7). The solution for the aforementioned partial differential equations is given by the following integrals, These integrals are computed over the numerical domain Ω or over its boundary Γ , the vector n is a normal vector to the respective boundary element.
The boundary Γ integral in Eq. (8) describes the Neumann boundary condition for tangential fields. From the construction of edge elements in MoVFEM, the tangential EM fields are considered to be continuous among shared elements; therefore, C Γ = 0 in the local calculation of Eq. (8) (Farquharson and Miensopust 2011) . On the boundary of the domain, homogeneous Neumann boundary conditions are applied. Hence, H s ×n = 0 and H p ×n = 0 , and E s ×n = 0 and E p ×n = 0 . By applying these conditions, we can omit the respective boundary integral.
Implemented boundary conditions GPML-I
Dirichlet boundary conditions, in which the values of boundary elements are specified to be a known function, require that the boundaries are far away from the inhomogeneities. Therefore, the model domain is extended for several skin depths in each direction (x, y, z) . However, it is often computationally impossible
to extend the domain until Dirichlet boundary conditions are satisfied. This results in reflections of propagating fields at the outer boundaries back into model domain and even the inhomogeneities, making the solution inaccurate. The GPML approach is based on the assumption that the secondary EM fields gradually decrease to zero in the PML zone (Fang and Wu 1996) as shown in Fig. 2 .
According to Fang and Wu (1996) , the original PML formulation of Berenger (1994) does not absorb efficiently evanescent waves and significant reflections can occur at the boundary of models involving wave propagation in lossy media. The author suggested the GPML method, a modified version of the original PML method, able to absorb evanescent waves propagating in lossy media. We implemented that improved version (GPML) to appropriately handle propagating and evanescent waves.
The implementation of the GPML method is based on the transformation of real valued into complex valued coordinates. The relevant governing equations in this case transform into where s F is the source term using the modified Nabla operator
are called stretching factors and are defined by Fang and Wu (1996) as follows:
The x am and x bm are the starting and end points of PML zone, respectively (see Fig. 2 ), and index m identifies the Cartesian coordinate component.
Expanding Eq. (9) with the modified Nabla operator (Eq. 10), it is possible to factorize the stretching factors from the partial differentiations (e.g., ∂ mn ) into the model tensors ν ij in the anisotropic case, obtaining the final formulation of the MT governing equation for the GPML method:
We use the modified model tensors
The indexes m = 1, 2, 3 and n = 1, 2, 3 are related to the components of the partial derivatives in the expanded curl-curl (e.g. ∂ mn in Eq. 9). Consequently, 1/h x m h x n belongs to the partial derivatives of the expanded curlcurl with the modified Nabla operator. The indexes i = 1, 2, 3 and j = 1, 2, 3 are related to the components of ν that correspond to the respective derivative. Appendix shows the expanded governing equation where the modified model tensor ν can be deducted.
According to Fang and Wu (1996) , it is necessary to define the best parameters a 0 , b 0 , and n that lead to a smooth increase of the stretching factor h x m (x m ) over (9)
and h x 0 (x m ) (Eq. 11) have large values, the attenuation will be faster. However, these parameters vary with space, bringing up numerical discretization errors that could cause reflections as the wave travels through the PML zone. Steeper variation of these parameters will bring larger numerical reflections (Fang and Wu 1996) . For these reasons, the parameters b(x m ) and h x 0 (x m ) have to be increased gradually in space until the end of the PML zone. As stated by Fang and Wu (1996) , a 0 must be bounded by the condition that /(1 + a 0 ) > 2 to 3dx m where dx m is the spacing of the grid, and is the shortest wavelength. The parameter b 0 could be determined from the theoretical reflection coefficient of the absorber (Fang and Wu 1996) . Therefore, these parameters have to be numerically determined based on the given setup. Zhou et al. (2012) modified the stretching factors to optimize the GPML method for an application to MT and CSEM forward modeling:
GPML-II
The smoothness of the stretching factors h x m (x m ) is modified by the parameter set {a min , a max , b min , b max } , which again has to be selected according to the range of signal frequencies, and based on the given setup. In both formulations, the exponent n is usually chosen from the interval [1,3] for evanescent waves.
All definitions of h x m (x m ) (Eqs. 11a and 14a) depend on the frequency applied. For higher frequencies, this stretching factor smoothness increases in space than for lower frequencies. The selection of the stretching factor parameters is important to achieve a sufficiently smooth increase for all frequencies. Figure 3 shows the increase of both definitions of the stretching factors for different frequencies, and fixed GPML parameters. However, a systematic analysis of these parameters has not been carried out up to this point.
Domain discretization
The model domain consists of an input subsurface model including an air domain with height h air . It is extended to a distance ∼ 3δ max in all directions, where δ max is the maximum skin depth, calculated from the minimum
conductivity of the model and minimum frequency of the frequency range in use. The extension can be truncated to avoid numerical problems in cases of large computational grids. The conductivity values on the extension zones will be identical to the values on the respective boundaries of the input model. The computational domain Ω is the model domain together with the extension zones. This domain is discre-
Each hexahedral element is defined by the outer product of intervals in directions of the orthogonal basis (x,ŷ,ẑ):
The element size is subsequently increased throughout the extension zone with a geometric stretching factor of 1.3. These hexahedral elements will fit any topography and subsurface interfaces by defining z = z(x, y) .
(15)
The surface and interfaces interpolation is applied using a quadratic Shepard method that interpolates scattered data by weighted average of data point values (Algorithm 660: QSHEP2D of Renka 1988) . Figure 2 shows this discretization approach with its extension zones. The n n element nodes are defined in isoparametric coordinates ( ξ ), and the representation in Cartesian coordinates ( r ) is Three types of numerical elements are defined according to the numbers of nodes used for each local calculation. These are the linear, the quadratic, and the Lagrangian element. Figure 1a -c shows the location of the respective nodes.
Fig. 3
Top panel shows the magnitude of stretching factor from Fang and Wu (1996) , for fixed parameters a 0 = 100 and b 0 = 10 −10 . Bottom panel shows that from Zhou et al. (2012) , with a min = 0 , a max = 100 , b min = 10 −2 , b max = 10 6
For the linear element, eight corner points of the hexahedral element are used (nodes 1-8 in Fig. 1e ). The edge nodes are included for the quadratic element (nodes 1-20 in Fig. 1e ), and in addition, the six face nodes and the center are included for the Lagrangian element (nodes 1-27 in Fig. 1e ).
Vector basis functions
The vector basis function v is defined in the Sobolev space H 0 (Ω, curl) to satisfy the divergence-free condition and to have these basis functions defined on element edges. In addition, these vector functions are defined in a way that the basis function of edge α will have a value of one on the node β of the edge, and zero on other nodes that do not belong to the edge α , such as v α (ξ β ) = δ αβ , where δ αβ is the Kronecker delta. Crowley et al. (1988) described the field F components as F ξ β a projection onto the curvilinear basis vectors ξ β = ∂r/∂ξ β :
This field component is called the covariant component, and consequently, this definition is the so-called covariant projection. According to Crowley et al. (1988) , the total field and the local gradient are then locally defined as where |J| is the determinant of the Jacobian matrix of the respective coordinate transformation and ε the Levi-Civita symbol for permutations.
The resulting gradients ∇ξ β = (∇ξ , ∇η, ∇ζ ) are orthogonal to the surfaces spanned by pairs of basis vectors of the curvilinear elements (η,ζ ) , (ξ ,ζ ) , (ξ ,η) , and therefore, they define local basis vectors. Kameari (1990) used the same definition.
The vector basis functions are defined with mixed-order (Crowley et al. 1988; Kameari 1990 ). The use of mixed-order polynomials results in a problem with m e degrees of freedom. With a consecutive indexing of the edges within one isoparametric hexahedral cell, the field interpolation can be locally formulated as with the respective vector basis functions (Kameari 1990 ):
These vector functions are continuous among shared edges, because they are constructed with the same nodes of the grid, thus the condition of continuity of tangential EM fields between interfaces is automatically satisfied (Jin 2002) .
Mixed-order polynomials can be obtained from nodal basis polynomial functions by reducing the order in the direction of the edge, and normalizing it with the length of local edge. We will only define the respective polynomials in ξ direction here, the definitions for the other basis elements are equivalent. Kameari (1990) presented basis functions for the linear (12 edges) and quadratic (36 edges) elements, and we use those definitions in MoVFEM. Webb and Miniowitz (1991) first presented the covariant projections for the implemented Lagrangian Element (54 edges), we modified those to obtain the formulation of Kameari (1990) . The mixed-order polynomials are defined with nodes ξ i j = (ξ j , η j , ζ j ) , which are the end nodes of the respective edges (i), so the indexes for edges (i) and nodes (j) are bijectively connected for all element orders:
Linear order
The mixed-order polynomial for the ith basis vector in ξ direction in the linear element is 2. Quadratic order Two types of mixed-order polynomials are defined, one for basis vectors at the edges of the hexahedral element, and the second for basis vectors at the faces of the hexahedral element:
3. Lagrangian order Three types of mixed-order polynomials are obtained, i.e. polynomials of order o p −1 on the direction of the edge element itself, and order o p in other directions. The first type is defined for basis vectors over element edges, the second type is defined for basis vectors over element faces, and the last is defined for elements on the center of this element: et al. Earth, Planets and Space (2019) 71:92 With field and vector basis functions as defined in Eqs. (19) and (20), the curl of a field is A detailed proof for Eq. (24b) can be found in Rivera-Rios (2014) .
Local numerical integration
When applying the basis functions in finite elements, the integration is first calculated on the local isoparametric hexahedral cell and is then transformed into global coordinates. Gauss quadrature is used in MoVFEM. The number of quadrature points n g is selected according to the order of the respective polynomial, i.e., for linear order n g = 8 , and for quadratic order n g = 20 , and for Lagrangian elements n g = 27 (Jin 2002) .
From the Galerkin formulation (Eq. 8), three integrals are calculated within each hexahedral cell Ω i : where w i , F i s , and s i F are the weighting function, the unknown field, and the source term of the hexahedral Ω i , respectively.
The basis vectors v i (Eq. 20) are applied as the weighting function w i in the Galerkin formulation ( w i = v i in Eq. 25). The curl of a field (Eq. 24a) is applied into I i 1 in Eq. (25a), and the field interpolation (Eq. 19) is applied into I i 2 in Eq. (25b). Subsequently, three integrals are calculated on each hexahedral cell Ω i , for edges i 1 and i 2 :
The second integration in Eq. (26c) represent Dirichlet boundary conditions, in which F i 2 is a value assigned for the boundary edge element i 2 . Field values F i 2 at edge elements from the boundaries of the domain are usually the analytical or numerical solution of a 1D model or numerical solution of a 2D model that best represent the EM boundary parameters. In the GPML formulation, the second integration in Eq. (26c) disappears because F i 2 is also unknown at the boundaries.
These integrals can be re-written in matrix form for the finite number of elements:
In the matrix formulation, M i 1 ∈ R n e ×n e is commonly called stiffness matrix whose component M i 1 i 2 is the solution of the integral in Eq. (26a) for edges i 1 and i 2 . s . The global system of equations to be solved for the MT forward modeling at this point is given by This formulation results in a sparse and symmetric complex valued matrix, because the integration is calculated locally, and elements that are wide apart will not share any edges on the global matrix. Therefore, the matrix storage can be reduced by defining an array of the nonzero entries of global matrix. That global matrix is then inverted using MUMPS (Amestoy et al. 2006) , which is a parallel direct solver optimized for sparse matrices. Direct solvers do not use preconditioner, that is why it is not shown in Eq. (28). According to the authors, this direct solver takes advantage of parallelism of sparsity and dense factorization kernels. This package factorizes the symmetric matrix into a matrix of the form LDL T , where L is the lower triangular matrix, and D is the diagonal matrix.
(26c)
From the matrix inversion we obtain the unknown secondary field components by
After obtaining the total field (e.g. E s + E p ), the other EM field (e.g. H ) can be calculated directly using Maxwell's equations. The modeled fields are finally stored as MT response functions (i.e. impedance tensor and tipper). To obtain these responses from the field values, the equations must be solved for the xy-and yx-polarization independently in the formulation of the EM source fields (Eqs. 4, 6) as well as in the complex source of GPML if used (Eq. 9). The xy-polarization denotes the EM field with an non-zero amplitude of the electric component in x-direction (and a magnetic field component in y-direction, and the yx-polarization denotes the case of a nonzero electric component amplitude in y-direction (and a magnetic component in x-direction).
The impedance Z is obtained by a combination of EM field components (F x ′ , F y ′ ) for both polarizations (xy and yx):
The basis for the representation of the resulting matrix Z can be transformed into the (x, y) system, and the impedance components can be expressed as a combination of apparent resistivity ρ a and phase angle φ:
The tipper (T x ′ z ′ , T y ′ z ′ ) , i.e. the transfer function of magnetic field components, is defined by the following equation
These transfer functions are obtained for either the whole domain Ω or just for receivers at the surface of the model. This section has shown that MoVFEM is expected to produce results with great accuracy when the correct choice of boundary conditions is made along with the most efficient element order (in accuracy and computational time).
General validation of the MoVFEM algorithm
We validate the MoVFEM algorithm by testing it against a model with known MT responses. We start with the numerical analysis of synthetic data from a homogeneous Earth model, for which the resulting field values can be calculated analytically. The apparent resistivity is equal to the inverse of the pre-set conductivity ρ a = 1/σ , and the MT signal phase is φ = 45 • . The test input model is 100 km in each x-and y-direction, and it extends down to a depth of 50 km. The resistive half-space has a conductivity of 0.01 S/m. We analyze the MT responses obtained from MoVFEM for a frequency of 0.1 Hz. For the primary fields the domain is considered as air, where σ real ≡ 0 S/m. The grid spacing is chosen according to the element order, and to the skin depth δ . For linear elements, the spacing in all directions is dx = dy = dz = 1 8 δ = 1.99 km, the air height is 20 km, and the model is 
GPML boundary conditions I
We have implemented GPML boundary conditions in the formulation of Fang and Wu (1996) . The stretching factor parameters (c.f. Eq. 11) have been set to a 0 = 1 , b 0 = 1 , n = 2 , selected after testing some combinations of parameters' values. The MT responses are presented in Fig. 4 . Table 1 displays the computational time and memory consumption for solving the model with the given parameters.
Using linear elements, the resulting values for the apparent resistivity are at ∼ 115 m over the whole computational domain, and the profile shows less deviation toward the edges. Therefore, the effect of errors propagating from the boundaries of the computational domain is present increasing the resistivity by ∼ 10 m.
The MT responses with quadratic elements are more accurate than before over the whole model domain. The apparent resistivity converges to 100 m , and the phase converges to ∼ 46 • . Also, very small effects of field reflections at boundaries can be observed. The average resistivity error is small with 0.20% , and the error of the phase is 2.20%.
The solution based on Lagrangian elements displays almost the same accuracy as the solution for quadratic elements. The average resistivity error is 0.17% , which is again slightly smaller than before. The error of the phase has not been changed compared to the results for quadratic elements. Compared to the aforementioned cases, the current numerical solutions show a subtle but systematically observable oscillatory behavior over the range of the model domains. This implies that there are still errors propagating from the boundaries of the domain, but these errors are smaller than previous cases.
The application of GPML-I boundary conditions results in a significant decrease of boundary errors, especially the small amplitude oscillations over the domain when increasing the element order. The errors are randomly distributed over the surface area of the modeling domain, and the absolute deviation is significantly small for quadratic and Lagrangian elements. This holds for both signal polarizations xy and yx. The values for the apparent resistivity are well recovered, and the values a b Fig. 4 MT responses obtained from applying GPML-I boundary conditions (Fang and Wu 1996) . a Apparent resistivity at the model surface for xy-(left panel) and yx-(right panel) polarizations using Lagrangian elements. b Numerical values for apparent resistivity (left panel) and phase angle (right panel) along the profile y ≡ 0 for the xy-polarization, shown for all implemented numerical elements for the phase angle show a small but systematic deviation from the correct values. An increasingly oscillatory behavior of the spatial profiles of values can be observed with increasing element order, but with amplitudes closer to the real solution. These effects suggest that the selection of stretching factor parameters could also be a function of the element order. However, a systematic study of these parameters was not performed.
GPML boundary conditions II
To optimize the numerical results obtained using the GPML-I boundary conditions, we implemented the alternative formulation (GPML-II) for the parameters as proposed in Zhou et al. (2012) . We present results for the parameter values a min = 0 , a max = 100 , b min = 10 −2 , b max = 10 6 , and n = 2 , which were the best results after tweaking with some combination of stretching factor parameters. The MT responses are shown in Fig. 5 , and the computational parameters are presented in Table 2 .
The grid parameters and number of degrees of freedoms in this setup are the same as the setup for GPML-I, the effective differences in computation time are therefore small.
In the linear elements, the apparent resistivity converges to ∼ 112 m , which is slightly better than using the Fang and Wu (1996) formulation; the average surface error is 12.77% . There still the presence of errors propagating from the boundary of the domain that increases the resistivity values to ∼ 10 m . The phase converges to 48.5° with this GPML formulation, and the average phase error is 3.29%.
Using quadratic elements, the obtained apparent resistivity is approximately ∼ 100 m , the correct value, and the average resistivity error is 0.26% . The phase fluctuates around 46°, and the error is similar to that from the original (Fang and Wu 1996) GPML-I formulation.
The solution for Lagrangian elements is similar to the one obtained for GPML-I. However, this solution appears more stable than the previous one. The surface resistivity values range here from 99.9 to 101 m , while they vary from 98.9 to 101 m, when using the formulation of Fang and Wu (1996) . The average resistivity and phase errors are the same as before.
Frequency range
To demonstrate the behavior of the solutions over a range of frequencies, we model the resistivity structure for five frequencies in the range from 10 −2 to 10 −1 Hz. One decade was selected because of computational and time resources. The MT responses are shown to compare the boundary conditions for each element order. All displayed responses are taken from the center of the model surface (x, y) = (0, 0).
For higher frequencies, the results from all boundary conditions converge to the same resistivity value of ∼ 101 m . The phase ranges from ∼ 45 • for 10 −2 Hz to ∼ 48 • for 10 −1 Hz. The results for the various setups are displayed in Fig. 6 .
The skin depth ranges from 16 to 50 km for the frequency range used. The air height is set to 10 km. For linear elements, a grid spacing of 2.3 km is used for all frequencies, which we expect will yield a solution adequate for the whole frequency range. The apparent resistivity obtained with Dirichlet boundary conditions ranges from ∼ 99 m for the lowest frequency to ∼ 120 m for the highest frequency. For both GPML formulations, the apparent resistivities range from ∼ 105 m for 10 −2 Hz to ∼ 117 m for 10 −1 Hz, and the phase from around 45 • for 10 −2 Hz, up to 50 • for 10 −1 Hz.
For quadratic elements, the grid spacing is 10 km, and the other parameters are kept the same as before. The resulting apparent resistivity values obtained from solving the problem with Dirichlet boundary conditions range from ∼ 98 m for 10 −2 Hz to around 101 m for the highest frequency. The resistivity values obtained with GPML are more accurate and range from 100 to 101 m for the frequency range of [10 −2 , 10 −1 ] Hz. The three boundary conditions produce results that converge to the same resistivity values for the higher frequencies.
The phase values are similar to the behavior obtained with linear elements for all the boundary conditions, and they vary from ∼ 45 • to ∼ 48 • over the frequency range.
In the case of Lagrangian elements, all parameters are the same as before for quadratic elements. The behavior and accuracy of the MT responses using Lagrangian elements are therefore very similar to the results obtained before, improving only with minor differences.
In all cases, a systematic increase of error with frequency is observed. These large errors are due to not having the optimal grid setting for each frequency. As the skin depth is a function of frequency, so are the grid spacing and boundaries' position. However, these parameters were kept the same for all frequencies used. The higher the frequency, the smaller the skin depth is. Therefore, a finer grid is required for higher frequencies to achieve better results. Results with Dirichlet boundary conditions suggest an error in the implementation of the boundary elements.
Boundary errors
During the validation of MoVFEM, large errors have been noticed for a half-space model. For linear elements the errors are specially high, and for high-order elements, the errors oscillate closer to the solution, but are scattered across the surface. Figure 7 the apparent resistivity, real electric field, and imaginary electric field for the xy-polarization only.
In the case of linear elements, large oscillations are seen over ŷ axis, suggesting large errors propagating from the boundaries of the domain. In quadratic elements, the oscillations are smoother for the real field and larger oscillations are seen in the imaginary field.
Going to Lagrangian elements, the oscillations become even smoother for both the real and imaginary fields. These errors, although closer to the solution, scatter across the surface, suggesting that the GPML parameters may depend on the element order. However, the large oscillations on linear elements suggest an error in the implementation of the boundary conditions. Figure 8 shows the convergence of the implementation using Dirichlet boundary conditions. For linear elements to reach a similar accuracy as the high-order elements, it needs a finer grid with more unknowns. However, even with Dirichlet boundary conditions, the model converges to a large error in relation to half-space model. This result suggests a bug in the implementation of boundary conditions or in the implementation of boundary elements. Unfortunately, this error has not been found in the code up to this point.
Modeling of complex resistivity structures
Despite of the error mentioned above, we continued to validate MoVFEM with complex resistivity structures. We analyze the model 3D-2, that is a part of the COM-MEMI project (Zhdanov et al. 1997) , for comparing EM forward modeling responses between international researchers. We use this model to compare the outputs of our algorithm with the respective reference values. Unfortunately, the COMMEMI report does not provide information about the phase angle data, and therefore, we additionally compare the MT responses from MoVFEM with the results obtained by Mackie et al. (1993) . Effects of a non-flat topography in the model are investigated using a homogeneous Earth model including a 2D surface hill, as modeled by Wannamaker et al. (1986) and Nam et al. (2007) . Results of MoVFEM are compared with that of linear VFEM modeling presented by Nam et al. (2007) .
Finally, effects of an anisotropic resistivity structure are analyzed. In that case, the conductivity tensor has only diagonal components to understand the MT responses for a transverse anisotropic model.
The results for the modeling with MoVFEM are chosen from the tests executed for each synthetic example with different frequencies. Different edge elements′ orders and boundary conditions are applied to each synthetic test model. The results of MoVFEM are shown for the frequency used in previous publications. For models that have not been published, the results of MoVFEM are shown for the frequency related to the skin depth and dimensions of the input model structures. Figure 9 shows the synthetic test model COMMEMI 3D-2 from Zhdanov et al. (1997) , and also describes the geometry and structure of the computational grid used in MoVFEM. We compute the MT response for a signal frequency of 0.01 Hz. Dirichlet boundary conditions are applied, in which the boundaries are layered with the same thickness and resistivity as the background of the input model. Additional tests were run with GPML, changing the spacing and extensions of the model; the results showed MT responses that fluctuate around the values of each resistivity structure. Meaning that small amplitude errors propagate from the boundaries of the domain. Table 3 shows the time and memory used in this application of MoVFEM.
COMMEMI 3D-2
The matrix inversion and solution finished in ≈ 197 min for both xy-and yx-polarizations. Zyserman and Santos (2000) applied an FEM algorithm with non-conforming vectors (12 edge elements for the electric field, plus 9 face-vectors for the magnetic field); their algorithm required a model of 54 × 54 × 32 cells, for a total CPU time for one mode (xy-polarization) of ∼ 115 min in sequential mode. Figure 10 displays the apparent resistivities and phase angles, taken at the model surface. The results from the COMMEMI report (Zhdanov et al. 1997 ) and from the FD modeling algorithm of Mackie et al. (1994) are shown for comparison. The phase angles obtained from MoVFEM are similar to the ones published in Mackie et al. (1994) .
The xy-polarization plots show how the apparent resistivity changes abruptly from one body to the next in the x direction. This model shows more clearly the effect of an electric field propagating orthogonal to the contact of resistivity structures, similar to the Transverse-Magnetic (TM) mode in 2D structures. Outputs of MoVFEM compare well with the results from Zhdanov et al. (1997) and Mackie et al. (1994) , differences are of about 2 m and 4 • . The largest discrepancies are at the contacts of resistivity structures, due to the discretization scheme used in MoVFEM, where no grid refinement takes place.
For the yx-polarization, variations across the blocks are smoother than in the xy-polarization. The obtained results fit the available reference values, although the apparent resistivities are slightly lower than those of Zhdanov et al. (1997) by ∼ 2 m , and Mackie et al. (1994) by ∼ 3 m at the location of the blocks. Phase values obtained with MoVFEM are slightly higher than those of Mackie et al. (1994) ( ∼ 3 • ). Some of the discrepancies between the results occur at the contacts of different structures, again most likely caused by the discretization scheme applied in MoVFEM.
The apparent resistivity surface maps indicate no significant error propagating from the side boundaries of the computational domain (Fig. 10) . In addition, the xy-polarization shows sharp contacts in the x direction, and the yx-polarization shows sharp contacts in the y direction. A slight asymmetry can be observed in the yx-polarization responses, probably due to a numerical round off that propagates through the matrix LU decomposition. The overall error is also influenced by the boundary errors mentioned before; however, the cause of this error has not been found in the code yet.
Topography effect for homogeneous earth
The effect of non-flat topography on the resistivity structure of MT responses is investigated using the 2D surface hill model by Wannamaker et al. (1986) and Nam et al. (2007) (Fig. 11) . To compare our results with the values published by Nam et al. (2007) , a signal frequency of 10 Hz is used in this test, see Fig. 11 for the geometry and structure of the computational grid. GPML boundary conditions are applied, using the scheme of Zhou et al. (2012) . The stretching factor parameters are the same as in the homogeneous model shown previously in "GPML boundary conditions II" section ( a min = 0 , a max = 100 , b min = 10 −2 , b max = 10 6 , n = 2). Table 4 shows the time and memory used in this application of MoVFEM.
The time spent for the matrix inversion and to calculate the solution was ≈ 28 min. Nam et al. (2007) cells. The total time to obtain a convergence of bi-conjugate gradient was about 5 min in xy-polarization and 4 min in the yx-polarization. MoVFEM required more time because of the use of Lagrangian elements and anisotropy, where the isotropic model is stored as the symmetric part of σ I which has six components. Consequently, 252 more local integrations are made within each element compared with the linear and isotropic case in Nam et al. (2007) . Apparent resistivity and phase angle values plots are presented (Fig. 12 ). Comparing the results obtained from MoVFEM to those of Nam et al. (2007) , it can be seen that the yx-polarization exhibits a better agreement between the results than the xy-polarization, with an average ρ yx difference of ∼ 3 m and phase angle difference of ∼ 1 • . However, the results from both polarizations show a similar pattern.
Values of ρ xy calculated with MoVFEM are higher than the reference values from Nam et al. (2007) . They vary by around 5 m in the center of the 2D hill, and by ∼ 2 m toward the model boundaries. Phase angle values in the center of the hill are lower by around 1 • . The authors discretized the domain with a finer grid at the air/subsurface contact. Meanwhile, MoVFEM applies the same spacing over depth, but taking into consideration the topography of the model or any other subsurface interface defined, such that Eq. (15) is satisfied. In addition, the surface interpolation method used in MoVFEM obtains a smoother hill than the input model, where the break of slope is slightly different than the input surface.
For the xy-polarization, the apparent resistivity starts with a value of around 100 m at the boundary where the topography is flat. When the topography starts to change ρ xy takes its higher values and at the center of the hill, it decreases to its minimum value. The yxpolarization changes gradually from 97 m across the boundaries to 104 m on top of the center of the hill. From the apparent resistivity model surface plots, it can be inferred that errors from the boundaries of the computational domain are not significantly scattered across the inner model. Therefore, we conclude that the implemented GPML boundary conditions work appropriately, despite the mentioned bug in the implementation of boundary conditions.
Anisotropic homogeneous earth
We consider an anisotropic homogeneous model with spatial dimensions of 100 × 100 × 50 km 3 and a transverse resistivity tensor in (x, y, z) (Fig. 13) The signal frequency for the example presented here is 0.01 Hz, and Fig. 13 describes the geometry and structure of the computational grid. GPML boundary conditions following the scheme of Zhou et al. (2012) is applied, the stretching factor parameters are a min = 0 , a max = 100 , b min = 10 −2 , b max = 10 6 , and n = 2. Table 5 present the time and memory used for the anisotropic model. The modeled apparent resistivities are constant over the total model surface, but high errors are associated with wrongly implemented boundary conditions in the code itself.
Discussion and conclusions
We have presented the multi-order vector finite element algorithm MoVFEM, which has been implemented in Fortran to model 3D MT data for arbitrary resistivity structures, including anisotropy and complex geometry. Linear, quadratic, and Lagrangian elements have been included, with Generalized Perfect Matched Layers boundary conditions. The software enables the handling and solving of electric and magnetic field decoupled governing equations. The resulting values are returned in the form of standard MT response estimates. All calculations have been implemented directly, with the exceptions of MUMPS (Amestoy et al. 2006 ) and the Shepard Algorithm 660 for surface interpolation (Renka 1988) .
The general functionality of MoVFEM has been demonstrated by modeling a homogeneous resistivity structure. This allowed not only the comparison of resulting values with known correct solutions, but also a detailed study of parameter dependencies. We see from the analysis that high-order elements obtain a better solution with a coarse grid; linear-order elements require a finer spacing to obtain the same accuracy. We obtained solutions with a minimum average resistivity error ranging from 3% for linear order to 0.2% for high-order elements.
GPML boundary conditions stabilize the solution as the element order increases. However, the use of GPML-I boundary conditions can cause oscillatory solutions that vary spatially on a small scale around the true value, especially for high-order numerical elements, which again return the lowest errors. These oscillations are considered to be small amplitude errors from the boundaries of the computational domain. The application of GPML-II reduces these oscillations even more and produces stabler results. In linear-order elements, the application of GPML (I and II) tends to stabilize the solution to numerical values that are systematically higher than the correct value for a homogeneous Earth. This suggests that highamplitude errors from the boundaries are encountered using linear elements, meaning that the code has a bug in the implementation of boundary conditions. The selection of stretching factor parameters within the setup of GPML depends on the signal frequency and on the absolute value of the major conductivity structures. In addition, both GPML stretching factors seem to depend on the order of the element used. Consequently, it is difficult to implement robust values for a wide variation of Earth resistivities; a systematic study of stretching factor parameters is necessary to find the best values.
For the application of MoVFEM to complex resistivity structures, we obtained MT responses that agree with the average solutions presented in the COMMEMI project (Zhdanov et al. 1997) . The main discrepancy occurred at the boundaries between resistivity structures. Most likely they stem from the applied grid spacing; in MoVFEM, a regular spacing is applied to the whole model domain, and it only increases gradually toward the boundary of the computational domain. Other authors implement a refined grid in areas of high conductivity gradients or in the location of receivers (Mackie et al. 1994; Mitsuhata and Uchida 2004; Zhdanov et al. 1997) . A variable grid spacing can be implemented at a later stage in MoVFEM, but such a step requires more careful studies on the various parameter options. At the current state, we primarily focused on the correct numerical behavior for Nam et al. (2007) , especially for the yx-polarization data. In the xy-polarization, the resistivity curve differs from the reference solution at locations where the topography changes most rapidly. Again, we interpret this effect to occur due to the regular grid spacing and boundary errors.
Anisotropic effects were analyzed with a homogeneous (transverse) anisotropic resistivity structure. In this case, we did not have published results as references. The MoVFEM solution for the anisotropic homogeneous model correctly returns responses, in which the field polarization is related to the conductivity tensor components. The xy-polarization is related to σ xx and yx-polarization to σ yy . Only small deviations from the expected results have been observed. Numerical inaccuracies are small and are due to the error in the implementation of boundary conditions. However, we believe that with the correction of this error, the code will have a lot of capability modeling 3D anisotropic structures with complex geometry.
Currently existing software that includes anisotropy is only able to handle 1D or 2D structures for the forward modeling and inversion of MT data (Key 2016; Pek and Santos 2006; Pek et al. 2011) . A comparison of the results obtained from MoVFEM (3D forward modeling) with those of a 2D algorithm can be made, but the 3D effects of modeling anisotropic media cannot be described with a 2D algorithm.
MoVFEM assemble the global matrix in an acceptable CPU time when compared with similar algorithms (Farquharson and Miensopust 2011; Nam et al. 2007; Zyserman and Santos 2000) , and first approaches toward minimizing the numerical costs have been made. However, the external MUMPS software library systematically requires a major part of the total computational time for the inversion of the global matrix.
We have presented here the results of a thorough analysis of the MoVFEM software to proof its functionality and demonstrate its capabilities. In addition to the cases discussed in the sections above, the algorithm has undergone more tests that we are not able to present within the scope of this article. We refer to Rivera-Rios (2014) for more detailed information on the implementation and additional test scenarios.
In conclusion, we have developed a MoVFEM computational algorithm for the forward modeling of 3D-MT synthetic data, for a model including anisotropy, topography, and complex subsurface interfaces. This algorithm implements edge elements of linear, quadratic, and Lagrangian orders, in which higher orders produce accurate solutions when compared with linear order. In addition to Dirichlet boundary conditions, GPML boundary conditions were also implemented in this algorithm, showing large amplitude oscillations for linear elements, and small amplitude oscillations for higher orders. These oscillations are indicative of errors propagating from the boundaries of the domain. This suggests a bug in the code and that the selection of stretching factors' parameters depends not only on the frequency used and conductivity, but also on the element order and spacing of the PML zone. A systematic study for the best combination of these parameters needs to be performed in order to properly apply GPML boundary conditions. Despite the oscillations with GPML, very accurate models can be obtained when choosing the right boundary conditions once the boundary error is fixed.
This algorithm provides to the EM community a set of vector basis functions of different order for hexahedral cells, in addition to the GPML boundary conditions. MoVFEM can be applied to various scenarios, including anisotropic resistivity models and models with complex geometries. The domain discretization can be modified to implement h-adaptive methods, where the mesh is refined iteratively on areas that need better resolution, especially on the contacts between resistivity structures. The setting of element order can also be modified to implement p-adaptive methods, where the element order is increased iteratively on areas that need more accuracy. The hp-adaptive method incorporates both grid refinement and element order assignment iteratively for better results.
