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Triangulating stable laminations
Igor Kortchemski♠ & Cyril Marzouk♥
Abstract
We study the asymptotic behavior of random simply generated noncrossing planar trees
in the space of compact subsets of the unit disk, equipped with the Hausdorff distance. Their
distributional limits are obtained by triangulating at random the faces of stable laminations,
which are random compact subsets of the unit disk made of non-intersecting chords coded by
stable Lévy processes. We also study other ways to “fill-in” the faces of stable laminations, which
leads us to introduce the iteration of laminations and of trees.
1 Introduction
We are interested in the structure of large random noncrossing trees. By definition, a noncrossing tree
with n vertices is a tree drawn in the unit disk of the complex plane having as vertices the n-th roots
of unity and whose edges are straight line segments which do not cross. The enumeration problem
for noncrossing trees was first proposed as Problem E3170 in the American Mathematical Monthly
[20]. Dulucq & Penaud [15] established a bijection between noncrossing trees with n vertices and
ternary trees with n internal vertices, thus showing that there are 12n−1
(3n−3
n−1
)
noncrossing trees with
n vertices in another way. Noy [36] pushed forward the enumerative study of noncrossing trees by
counting them according to different statistics. Since, various authors have studied combinatorial
and algebraic properties of noncrossing trees [19, 12, 13, 37, 21]. See also [33] for motivations from
linguistics and proof theory, where noncrossing trees are for instance connected to the number of
different readings of an ambiguous sentence. Other families of noncrossing configurations have
also attracted some attention [14, 19, 2, 9].
Figure 1: Simulations from left to right: the Brownian triangulation, an α = 1.1 stable
lamination, and the same lamination with its faces triangulated“uniformly” in dashed red.
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However, here we study the properties of random noncrossing trees. Marckert & Panholzer [30]
showed that uniform noncrossing trees on n vertices are almost conditioned Bienaymé–Galton–
Watson trees, thus obtaining interesting results concerning the structure of noncrossing trees
by using the theory of random plane trees. Later, Curien & Kortchemski [9] studied uniform
noncrossing trees on n vertices as compact subsets of the unit disk.
In this work, our goal is to consider different ways of choosing noncrossing trees at random,
and to study how the geometrical constraint of their planar embeddings influences their structure.
Noncrossing trees seen as subsets of the plane. Since noncrossing trees are given with a plane
embedding, we naturally view them as subsets of the unit disk by considering each edge as a line
segment. This idea goes back to Aldous [1], who showed that if Pn is the regular polygon formed
by the n-th roots of unit, then, as n → ∞, a uniform random triangulation of Pn converges in
distribution in the space of compact subsets of the unit disk equipped with the Hausdorff distance
to a random compact subset of the unit disk L2 called the Brownian triangulation. This set is indeed
a triangulation, as its complement in the unit disk is a disjoint union of triangles, and can be built
from the Brownian excursion (see Sec. 3.1 below for details). Curien & Kortchemski [9] showed that
the Brownian triangulation is the universal limit of various classes of uniform random noncrossing
graphs built using the vertices of Pn, such as dissections (which are collections of noncrossing
diagonals of Pn), noncrossing partitions or noncrossing trees. In this spirit, Kortchemski & Marzouk
[27] also studied simply generated noncrossing partitions.
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Figure 2: A non-crossing tree with its vertices labelled in clockwise-order and the associated
plane tree, called its shape, with its vertices labelled in lexicographical order.
Kortchemski [26] constructed a one parameter family Lα of random compact subsets of the unit
disk indexed by α ∈ (1, 2) called stable laminations, which are the distributional limits of the more
general model of Boltzmann random dissections chosen at random according to certain sequences
of weights. Stable laminations are coded by excursions of spectrally positive strictly stable Lévy
processes, and unlike the Brownian triangulation, their faces are surrounded by infinitely many
chords (see Fig. 1 for a simulation and Sec. 3.2 below for details).
Simply generated noncrossing trees. In this work, we introduce and study the asymptotic behav-
ior of simply generated noncrossing trees in the space of compact subsets of the unit disk equipped
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with the Hausdorff distance. Given a sequence of non-negative real numbers (w(k) : k > 1), we
define the weight of a noncrossing tree θ by
Ωw(θ) =
∏
u∈θ
w(deg u).
Next, for every integer n > 1, we denote byNCn the set of noncrossing trees with n vertices and
we set
Zwn =
∑
θ∈NCn
Ωw(θ).
Finally, if Zwn > 0 (and we will always implicitly restrict our attention to those values of n for which
it is the case), we define a probability measure onNCn by
Pwn (θ) =
1
Zwn
Ωw(θ) for all θ ∈NCn. (1)
A random noncrossing tree sampled according to Pwn is called simply generated. We choose this
terminology because of the similarity with the model of simply generated plane trees, introduced
by Meir & Moon [34].
For example, if w ≡ 1, Pwn is the uniform distribution onNCn. More generally, if A is a subset
of N which contains 1 and if w(k) = 1k∈A, then Pwn is the uniform distribution on the set of all
noncrossing trees with n vertices with all degrees belonging to A.
Theorem 1. Fix α ∈ (1, 2]. There exists a random compact subset of the unit disk, denoted by LUα, such that
the following holds. Let (w(k) : k > 1) be a sequence of nonnegative real numbers such that there exists
b > 0 satisfying ∞∑
k=0
(k+ 1)(k− 1)w(k+ 1)bk = 0, (2)
and, moreover, such that the probability measure
µ(k) =
(k+ 1)w(k+ 1)bk∑∞`
=0(`+ 1)w(`+ 1)b`
(k > 0)
belongs to the domain of attraction of a stable law of index α. If Tn is a random noncrossing tree sampled
according to Pwn , then the convergence
Tn
(d)−→
n→∞ LUα
holds in distribution for the Hausdorff distance on the space of all compact subsets ofD.
Recall that a probability distribution µ belongs to the domain of attraction of a stable law if either
it has finite variance (in which case α = 2), or there exists a slowly varying function g : R+ → R+
such that µ([n,∞)) = g(n)n−α for n > 1. See Remark 19 for a probabilistic interpretation of
condition (2).
Let us give a rough description of LUα. In the case α = 2, LU2 = L2 is simply Aldous’ Brownian
triangulation. However, for α ∈ (1, 2), LUα is a triangulation that strictly contains the α-stable
lamination Lα. Intuitively, LUα is constructed from Lα by “triangulating” each face of Lα from a
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uniform random vertex, i.e. by joining this vertex to each other vertex of the face by a chord. We
refer the reader to Fig. 1 for a simulation and to Sec. 3.3 for a precise definition. The random compact
set LUα is called the uniform α-stable triangulation. It is interesting to note that unlike the Brownian
triangulation or stable laminations, LUα is not simply coded by a function as we will see in Remark 9.
The main steps to prove Theorem 1 are the following. We first establish deterministic invariance
principles in the space of compact subsets of the unit disk (Propositions 12 and 16) for noncrossing
trees under conditions involving their shape, which is the plane tree structure that they carry (see
Fig. 2 for an illustration). We then establish (Theorem 18) that the shape of Tn is a “modified”
Bienaymé–Galton–Watson tree, where the root has a different offspring distribution, conditioned to
have size n. This extends a result of Marckert & Panholzer [30] for the uniform distribution. Finally,
we show that such trees fulfill the framework of our invariance principles with high probability.
We also compute the Hausdorff dimension of the uniform α-stable triangulation.
Theorem 2. Fix α ∈ (1, 2) and denote by A(LUα ) the set of all end-points of chords in LUα . Almost surely,
dim(A(LUα)) =
1
α
and dim(LUα) = 1+
1
α
.
It is interesting to compare these dimensions with those of stable laminations computed in [26],
which are equal to respectively 1− 1/α and 2− 1/α. Since 1+ 1/α > 3/2 > 2− 1/α, the uniform
α-stable triangulation is “fatter” than the Brownian triangulation and any β-stable lamination.
Applications. An interesting consequence of Theorem 1 is that the geometry of large simply
generated noncrossing trees may be very different from that of large simply plane trees generated
with the same weights, see Remark 22. Theorem 1 also has applications concerning the length of the
longest chord of a noncrossing tree. By definition, the (angular) length of a chord [e−2ipis, e−2ipit]
with 0 6 s 6 t 6 1 is min(t− s, 1− t+ s). Denote by Λ(θ) the length of the longest chord of a
noncrossing tree θ and by Λ(LUα) the length of the longest chord of Λ(LUα).
Corollary 3. Under the assumptions of Theorem 1, we have
Λ(Tn)
(d)−→
n→∞ Λ(LUα).
This simply follows from Theorem 1 since the longest chord is a continuous functional for the
Hausdorff distance on compact subsets of the unit disk obtained as the union of noncrossing chords.
In the case α = 2, it is known [1, 14] that the law of the longest chord of the Brownian triangulation
has density
1
pi
3x− 1
x2(1− x)2
√
1− 2x
1 1
36x6 12 dx. (3)
It would be interesting to find an explicit formula for the length of the longest chord of the uniform
α-stable triangulation for α ∈ (1, 2). See [39, Proposition 4.3.] for the expression of the cumulative
distribution function of the length of the longest chord in the α-stable lamination.
Example 4. If A is a non-empty subset of N with 1 ∈ A and A 6= {1, 2}, let T An be a random
noncrossing tree chosen uniformly at random among all those with n vertices and degrees belonging
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to A (provided that they exist). Then T An converges in distribution to the Brownian triangulation
as n → ∞. Indeed, this follows from Theorem 1 by taking w(k) = 1k∈A, as in this case µ admits
finite small exponential moments (since b < 1, see the beginning of the proof of Theorem 5
below). Theorem 1 thus extends Theorem 3.1 in [9], which shows the convergence to the Brownian
triangulation of large uniform noncrossing trees. Also, by Corollary 3, the length of the longest
chord of T An converges in distribution to the random variable whose law is given by (3). It is
remarkable that this limiting distribution does not depend on A.
Degree-constrained noncrossing trees. Let A ⊂ N be a non-empty subset with 1 ∈ A. We let
NCAn be the set of all noncrossing trees having n vertices and with degrees only belonging to A. As
an application of our techniques, we establish the following enumerative result.
Theorem 5. Assume that A 6= {1, 2}. Let b > 0 be such that∑k+1∈A(k+ 1)(k− 1)bk = 0 and define
KA := gcd(A− 1) ·
√ ∑
k+1∈A(k+ 1)bk
2pi
∑
k+1∈A(k+ 1)(k2 − 1)bk
·
(∑
k∈A
kbk
)
.
We have
#NCAn ∼
n→∞ KA ·
( ∑
k+1∈A
(k+ 1)bk−1
)n−1
·n−3/2,
where the limit is taken along the subsequence of those values of n for whichNCAn 6= ∅.
We give a simple proof of this by using the probabilistic structure of simply generated non-
crossing trees. For example, if A =N, one finds that #NCn ∼ (9
√
3pi)−1 · (27/4)n ·n−3/2 as n→∞,
which is consistent with the fact that #NCn = 12n−1
(3n−3
n−1
)
.
Figure 3: Simulations from left to right: β = 1.4 laminations iterated inside an α = 1.1,
and β = 1.1 laminations iterated inside an α = 1.4. The chords of the β-stable laminations
are in dashed red.
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Iterating laminations. The random set LUα is constructed from an α-stable lamination Lα by
triangulating independently each face of Lα. More generally, one can consider independent random
β-laminations in each face of Lα (see Fig. 3 for an illustration). We can also iterate this procedure: fix
a sequence (αk : k > 1) with values in (1, 2), let L(0) be the unit circle and define next recursively for
n > 1 random sets L(n) by sampling independently an αn-stable lamination in each face of L(n−1).
We give a formal definition of this procedure in Sec. 6, with several possible further directions of
research concerning the study of L(n).
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2 Coding plane trees and noncrossing trees
We start by explaining how we code plane trees and noncrossing trees. These codings are also
useful to understand the intuition hiding behind the definitions of their continuous analogs.
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2.1 Plane trees
Definitions. We use Neveu’s formalism [35] to define plane trees: let N = {1, 2, . . . } be the
set of all positive integers, set N0 = {∅} and consider the set of labels U =
⋃
n>0N
n. For
u = (u1, . . . ,un) ∈ U, we denote by |u| = n the length of u; if n > 1, we define pr(u) =
(u1, . . . ,un−1) and for i > 1, we let ui = (u1, . . . ,un, i); more generally, for v = (v1, . . . , vm) ∈ U,
we let uv = (u1, . . . ,un, v1, . . . , vm) ∈ U be the concatenation of u and v. We endow U with
the lexicographical order: given v,w ∈ U, let z ∈ U be their longest common prefix, that is
v = z(v1, . . . , vn), w = z(w1, . . . ,wm) and v1 6= w1, then v ≺ w if v1 < w1.
A plane tree is a nonempty finite subset τ ⊂ U such that (i) ∅ ∈ τ; (ii) if u ∈ τ with |u| > 1,
then pr(u) ∈ τ; (iii) if u ∈ τ, then there exists an integer ku(τ) > 0 such that ui ∈ τ if and only if
1 6 i 6 ku(τ).
We will view each vertex u of a tree τ as an individual of a population for which τ is the
genealogical tree. For u, v ∈ τ, we let Ju, vK be the vertices belonging to the shortest path from u to
v. The vertex ∅ is called the root of the tree and for every u ∈ τ, ku(τ) is the number of children of
u (if ku(τ) = 0, then u is called a leaf, otherwise, u is called an internal vertex), |u| is its generation,
pr(u) is its parent and more generally, the vertices u,pr(u),pr ◦ pr(u), . . . ,pr|u|(u) = ∅ belonging
to J∅,uK are its ancestors. To simplify, we will sometimes write ku instead of ku(τ). We denote by
T the set of all plane trees and for each integer n > 1, by Tn the set of plane trees with n vertices.
Bienaymé–Galton–Watson trees. Let µ be a critical probability measure on Z+, by which we
mean that µ(0) > 0, µ(0) + µ(1) < 1 (to avoid trivial cases) and with expectation
∑∞
k=0 kµ(k) = 1.
The law of a Bienaymé–Galton–Watson tree with offspring distribution µ is the unique probability
measure BGWµ on T such that for every τ ∈ T,
BGWµ(τ) =
∏
u∈τ
µ(ku).
For each integer n > 1, we denote by BGWµn the law of a Bienaymé–Galton–Watson tree with
offspring distribution µ conditioned to have n vertices; we shall always implicitly restrict ourselves
to the values of n such that the conditioning makes sense.
Coding by the Łukasiewicz path. Fix a tree τ ∈ Tn and let ∅ = u(0) ≺ u(1) ≺ · · · ≺ u(n− 1) be
its vertices, listed in lexicographical order. The Łukasiewicz path W(τ) = (Wj(τ) : 0 6 j 6 n) of τ is
defined by W0(τ) = 0 and for every 0 6 j 6 n− 1,
Wj+1(τ) =Wj(τ) + ku(j)(τ) − 1.
One easily checks (see e.g. [28]) that Wj(τ) > 0 for every 0 6 j 6 n− 1 but Wn(τ) = −1. Observe
that Wj+1(τ) −Wj(τ) > −1 for every 0 6 j 6 n− 1, with equality if and only if u(j) is a leaf of τ.
We shall think of such a path as the step function on [0,n] given by s 7→Wbsc(τ).
Scaling limits. Fix α ∈ (1, 2] and consider a strictly stable spectrally positive Lévy process of index
α: Xα is a random process with paths in the setD([0,∞),R) of càdlàg functions endowed with the
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Skorokhod J1 topology (see e.g. Billingsley [4] for details) which has independent and stationary
increments, no negative jump and such that E [exp(−λXα(t))] = exp(tλα) for every t, λ > 0. Using
excursion theory, it is then possible to define Xexα , the normalized excursion of Xα, which is a random
variable with values inD([0, 1],R), such that Xexα (0) = Xexα (1) = 0 and, almost surely, Xexα (t) > 0 for
every t ∈ (0, 1). We do not enter into details and refer to Bertoin [3] for background.
An important point is that Xexα is continuous for α = 2, and indeed Xex2 /
√
2 is the standard
Brownian excursion, whereas the set of discontinuities of Xexα is dense in [0, 1] for every α ∈ (1, 2).
Duquesne [16] (see also [25]) provides the following limit theorem which is the steppingstone of
our convergence results. Let α ∈ (1, 2] and µ a critical probability measure on Z+ in the domain
of attraction of a stable law of index α. For every n > 1 for which BGWµn is well defined, sample
Tn according to BGWµn. Then there exists a sequence (Bn)n>1 of positive constants satisfying
limn→∞ Bn =∞, such that the convergence(
1
Bn
Wbnsc(Tn) : s ∈ [0, 1]
)
(d)−→
n→∞ (Xexα (s) : s ∈ [0, 1]) (4)
holds in distribution in the spaceD([0, 1],R).
The sequence (Bn) is regularly varying with index 1/α, meaning that if (un)n>1 and (vn)n>1
are two sequences of integers tending to∞ and such that un/vn → s > 0, then Bun/Bvn → s1/α
as n → ∞, and may be chosen to be increasing (see e.g. [24, Theorem 1.10], which also gives the
dependence of Bn in terms of µ). When µ has finite positive variance σ2, one can take Bn = σ
√
n/2.
2.2 Noncrossing trees
Let τ ∈ Tn be a plane tree with n vertices with its vertices ∅ = u(0) ≺ u(1) ≺ · · · ≺ u(n− 1) listed
in lexicographical order. We set
C(τ) = {(l1, l2, . . . , ln−1) : 0 6 lj 6 ku(j)(τ) for every 1 6 j 6 n− 1}
and
Tdecn = {(τ, c) : τ ∈ Tn and c ∈ C(τ)}.
Elements of Tdecn are called decorated trees, and we can view lj as the label carried by the vertex
u(j). Note that #C(τ) =
∏
u∈τ\{∅}(ku(τ) + 1) for every τ ∈ T.
If θ is a noncrossing tree, we let S(θ) be its shape, which is the plane tree associated with θ and
rooted at the vertex corresponding to the complex number 1 (see Fig. 2 for an example). If θ is a
noncrossing tree with n vertices and ∅ = u(0) ≺ u(1) ≺ · · · ≺ u(n− 1) are the vertices of its shape
listed in lexicographical order, for every 1 6 i 6 n− 1, we let Li(θ) be the number of children of
u(i) lying to the “left” of u(i) (that is lying in the left half-plane formed by the line joining u(i) with
the complex number 1), and set
C(θ) = (L1(θ),L2(θ), . . . ,Ln−1(θ)) ∈ C(θ).
The following result is a reformulation of the “left-right” coding of noncrossing trees in [37].
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Proposition 6. For every n > 1, the mapping
Φn : NCn −→ Tdecn
θ 7−→ (S(θ),C(θ))
is a bijection.
Proof. We describe the reverse mapΦ−1n ; this will also be useful later. Fix (τ, (l1, l2, . . . , ln−1)) ∈ Tdecn .
Let ∅ = u(0) ≺ u(1) ≺ · · · ≺ u(n− 1) be the vertices of τ labelled in lexicographical order. To
simplify notation, for every u ∈ τwith u 6= ∅, we set n(u) = k if u is the k-th child of its parent and
we let l(u) be the label carried by u, that is l(u) = lj if u = u(j). Then, for every u ∈ τ, set
L(u) = # {v ∈K∅,uK : |v| > 2 and n(v) 6 l(pr(v))} , R(u) = |u|− L(u) − 1,
where we recall that pr(v) is the parent of v. Intuitively speaking, L(u) and R(u) represent the
number of vertices of K∅,uK that will be respectively folded to the left and to the right of u in the
associated noncrossing tree which is defined as follows.
First map ∅ to the complex number 1. Then, for every 1 6 p 6 n− 1, let kp be the number of
children of u(p). If kp = 0, map u(p) to e−2ipi·(p−R(u(p)))/n. Otherwise, for 1 6 i 6 kp, let Ti be
the size of the subtree grafted on the i-th child of u(p) (so that Ti is the number of its non strict
descendants) with the convention T0 = 0. Then map u(p) to e−2ipi·(p−R(p)+T1+T2+···+Tlp)/n. It is
then a simple matter to check that Φn ◦Φ−1n and Φ−1n ◦Φn are the identity, which completes the
proof.
In Section 4, we give sufficient conditions on a sequence (τdecn )n>1 of decorated trees which
ensure that the associated noncrossing treesΦ−1n (τdecn ) converge to triangulated laminations, which
form a family of compact subsets of the unit disk which we now define.
3 Triangulations, laminations and triangulated laminations
We denote by D = {z ∈ C : |z| 6 1} the closed unit disk. A geodesic lamination of D is a closed
subset ofDwhich can be written as the union of a collection of noncrossing chords. In the sequel,
by lamination we will always mean geodesic lamination ofD. A lamination is said to be maximal
when it is maximal for the inclusion relation among laminations. We call faces of a lamination the
connected components of its complement in D; note that the faces of a maximal lamination are
open triangles whose vertices belong to S1, a maximal lamination is also called a triangulation.
3.1 Triangulations coded by continuous functions
Let f : [0, 1] → R+ be a continuous function with f(0) = f(1) = 0 and such that the following
assumption (Hf) holds:
The local minima of f are distinct. (Hf)
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This means that if 0 6 a < b < c < d 6 1 are such that the infimum of f over ]a,b[ is attained at a
point of ]a,b[, and that over ]c,d[ is attained at a point of ]c,d[ as well, then min]a,b[ f 6= min]c,d[ f.
We define an equivalence relation on [0, 1] by s f∼ twhenever f(s) = f(t) = min[s∧t,s∨t] f. We
then define a subset ofD by
L(f) :=
⋃
s
f∼t
[
e−2ipis, e−2ipit
]
.
Using the fact that f is continuous and its local minima are distinct, one can prove (see e.g. [29, Prop.
2.1]) that L(f) is a geodesic lamination ofD. Furthermore, it is maximal for the inclusion relation
among geodesic laminations ofD. For this reason, we say that L(f) is the triangulation coded by f.
Now let e = Xex2 be
√
2 times the standard Brownian excursion. Since e has almost surely distinct
local minima, the lamination L(e) is maximal, it is called the Brownian triangulation and is also
denoted by L2. This set has been introduced by Aldous [1].
3.2 Laminations coded by càdlàg functions
Recall that D([0, 1],R) is the space of real-valued càdlàg functions on [0, 1] equipped with the
Skorokhod J1 topology. If X ∈ D([0, 1],R), we set ∆X(t) = X(t) − X(t−) for t > 0, with the
convention X(0−) = X(0). We fix a function Z ∈ D([0, 1],R) such that Z(0) = Z(1) = 0, Z(t) > 0
and ∆Z(t) > 0 for every t ∈ (0, 1), and satisfying the following four properties:
(H1) For every 0 6 s < t 6 1, there exists at most one value r ∈ (s, t) such that Z(r) = inf[s,t] Z.
(H2) For every t ∈ (0, 1) such that ∆Z(t) > 0, we have inf[t,t+ε] Z < Z(t) for every 0 < ε 6 1− t;
(H3) For every t ∈ (0, 1) such that ∆Z(t) > 0, we have inf[t−ε,t] Z < Z(t−) for every 0 < ε 6 t;
(H4) For every t ∈ (0, 1) such that Z attains a local minimum at t (which implies ∆Z(t) = 0), if
s = sup{u ∈ [0, t] : Z(u) < Z(t)}, then ∆Z(s) > 0 and Z(s−) < Z(t) < Z(s).
We recall the construction in [26] of a lamination L(Z) from Z. To this end, we define a relation (not
equivalence relation in general) on [0, 1] as follows: for every 0 6 s < t 6 1, we set
s 'Z t if t = inf {u > s : Z(u) 6 Z(s−)} ,
then for 0 6 t < s 6 1, we set s 'Z t if t 'Z s, and we agree that s 'Z s for every s ∈ [0, 1]. We
finally define a subset ofD by
L(Z) :=
⋃
s'Zt
[
e−2ipis, e−2ipit
]
. (5)
Using the four above properties, it is proved in [26, Prop. 2.9] that L(Z) is a geodesic lamination of
D, called the lamination coded by Z.
Recall that Xexα denotes the normalized excursion of a spectrally positive strictly stable Lévy
process for α ∈ (1, 2]. For every α ∈ (1, 2), Xexα fulfills the above properties with probability one ([26,
Proposition 2.10]), we can therefore set
Lα := L(Xexα ),
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which is called the stable lamination of index α.
We recall from [26, Proposition 3.10] the description of the faces of L(Z) (this reference actually
only covers the case where Z = Xexα , but the arguments carry out in this setting as well), which are
the connected components of the complement of L(Z) in D. The faces of L(Z) are in one-to-one
correspondence with the jump times of Z (observe that the latter set is countable since Z is càdlàg).
For every s, t ∈ (0, 1), letH(s, t) be the open half-plane bounded by the line containing e−2ipis and
e−2ipit, which does not contain the complex number 1. Then for every jump time s of Z, letting
t = inf{u > s : Z(u) = Z(s−)}, the face Vs of L(Z) associated with s is the unique one contained in
H(s, t) whose boundary contains the chord [e−2ipis, e−2ipit]. Moreover, the “boundary” of the face
Vs which belongs to S1 is given by
Bs := V ∩ S1 =
{
r ∈ [s, t] : Z(r) = inf
[s,r]
Z
}
, (6)
where we identify the interval [0, 1) with the circle S1 via the mapping t 7→ e−2ipit to ease notation.
3.3 Triangulated laminations
We next define triangulations which are, informally, obtained from L(Z) by “triangulating” all its
faces, i.e. for each face of L(Z) we choose a special vertex on its boundary on S1 and join it to all the
other vertices of this face by chords.
Fix Z ∈ D([0, 1],R) satisfying (H1), (H2), (H3), (H4). Let J(Z) = {u ∈ [0, 1] : ∆Z(u) > 0} be the
set of all jump times of Z, and let ` = (`u;u ∈ J(Z)) be a sequence of nonnegative real numbers
indexed by these jump times such that 0 6 `u 6 1 for every u ∈ J(Z). By convention, we shall
always assume that `u = 0 if u 6∈ J(Z). The sequence ` will be called a jumps labelling.
For every u ∈ J(Z), set
pu(`) = inf {r > u : Zr = Zu −∆Z(u) · `u} and Cu(`) =
⋃
r∈Bu
[
e−2ipipu(`), e−2ipir
]
, (7)
where we recall that Bu is defined by (6). Note that pu(`) ∈ Bu for every u ∈ J(Z). Finally define
L(Z, `) := L(Z)∪
⋃
s∈J(Z)
Cs(`). (8)
Intuitively speaking, L(Z, `) is obtained from L(Z) by triangulating each face as follows: inside
every face Vs of L(Z) indexed by a jump time s, choose a special vertex on its boundary Bs indexed
by ps(`), and draw chords from this special vertex to all the other points of Bs. The point is that the
latter set is uncountable, so some care is needed to define the special vertex, hence the purpose of
the jumps labelling `. Roughly speaking, x ∈ [0, 1] 7→ inf {u > s : Zu = Zs −∆Z(s) · x} plays the role
of the inverse of the local time of vertices of Bs (that is a measurement of the evolution of “number”
of vertices of Bs as one goes around S1) and allows to identify [0, 1] with Bs.
Proposition 7. Under the assumptions (H1), (H2), (H3), (H4), for every jumps labelling `, the set L(Z, `)
is a triangulation ofD.
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Proof. First note that the chords defining L(Z, `) in (8) are noncrossing: there exists no 4-tuple
0 6 s < s ′ < t < t ′ 6 1 such that both chords [e−2ipis, e−2ipit] and [e−2ipis ′ , e−2ipit ′ ] belong to L(Z, `).
Indeed, suppose there exists such a 4-tuple. Clearly, we cannot have [e−2ipis, e−2ipit] ⊂ Cu(`) and
[e−2ipis
′
, e−2ipit
′
] ⊂ Cu(`) for any u ∈ J(Z) and neither do we have [e−2ipis, e−2ipit] ⊂ L(Z) and
[e−2ipis
′
, e−2ipit
′
] ⊂ L(Z) since L(Z) is a lamination.
Assume next that [e−2ipis, e−2ipit] ⊂ Cu(`) for a certain u ∈ J(Z) and [e−2ipis ′ , e−2ipit ′ ] ⊂ L(Z);
then s, t ∈ Bu so u 6 s < s ′ < t < t ′ and Z(t) = inf[u,t] Z. It follows that Z(t) 6 Z(s ′−) which
contradicts t ′ = inf{r > s ′ : Z(r) 6 Z(s ′−)}. The case [e−2ipis ′ , e−2ipit ′ ] ⊂ Cu(`) for a certain u ∈ J(Z)
and [e−2ipis, e−2ipit] ⊂ L(Z) yields a similar contradiction.
The last case to consider is [e−2ipis, e−2ipit] ⊂ Cu(`) for a certain u ∈ J(Z) and [e−2ipis ′ , e−2ipit ′ ] ⊂
Cu ′(`) for a certain u ′ ∈ J(Z) with u ′ 6= u. Let v = inf{r > u : Z(r) = Z(u−)} and v ′ = inf{r > u ′ :
Z(r) = Z(u ′−)}; then u 6 s < t 6 v and u ′ 6 s ′ < t ′ 6 v ′. If u ′ < u, then u ′ < u 6 s < s ′ < t; with
the same reasoning as above, we conclude that ∆Z(u) = ∆Z(s ′) = 0 and Z(u) = Z(s ′) = Z(t) =
inf[u ′,t] Z which contradicts (H1). Similarly, if u ′ > u, then u < u ′ 6 s ′ < t < t ′ 6 v ′ < v and we
conclude that ∆Z(u ′) = ∆Z(t) = 0 and Z(u ′) = Z(t) = Z(t ′) = inf[u,t ′] Z.
Next, we need to show that L(Z, `) is closed. Consider a sequence of points of the plane (xn) on
L(Z, `) which converges as n→∞ to x ∈ D. Let us show that x ∈ L(Z, `). If xisnL(Z), then there
exists a face V of the latter such that x ∈ V and, moreover, xn ∈ V for every n large enough. Note
that if u is the jump time of Z associated with V , then V ∩ L(Z, `) = ⋃t∈Bu ]e−2ipipu(`), e−2ipit[. Thus,
for every n large enough, xn belongs to a chord [e−2ipipu(`), e−2ipitn ], where tn ∈ Bu. Since Bu is
compact, upon extracting a subsequence, we may, and do, suppose that tn converges to a certain
t ∈ Bu as n→∞ and we conclude that x ∈ [e−2ipipu(`), e−2ipit].
Finally, we show that L(Z, `) is a maximal lamination. We argue by contradiction that for
every a,b ∈ S1 with a 6= b, the open chord (a,b) := [a,b] \ {a,b} must intersect L(Z, `), otherwise
L(Z, `)∪ [a,b] would be a bigger lamination. Fix 0 6 s < t 6 1 and suppose that (e−2ipis, e−2ipit)∩
L(Z, `) = ∅. Then (e−2ipis, e−2ipit) belongs to a face Vu for a certain u ∈ J(Z). As a consequence
s, t ∈ Bu, so that, setting v = inf{r > u : Z(r) = Z(u−)}, we have s, t ∈ [u, v], Z(s) = inf[u,s] Z
and Z(t) = inf[u,t] Z. We claim that Z(s) 6= Z(t) and so Z(s) > Z(t). Indeed suppose Z(s) = Z(t)
and observe that Z is continuous at s by (H3); either Z(r) > Z(s) for every r ∈ (s, t) and then
[e−2ipis, e−2ipit] ⊂ L(Z), or there exists r ∈ (s, t) such that Z(s) = Z(r) = Z(t), which contradicts (H1).
Let x = inf{r > u : Z(r) 6 (Z(s) +Z(t))/2}, then x ∈ (s, t)∩ Bu. Finally, note that (s, t) 6= (u, v) so,
similarly, there exists y ∈ Bu ∩ ((u, s)∪ (t, v)). Since pu(`) ∈ Bu \ {s, t}, we conclude that one of the
open chords (e−2ipipu(`), e−2ipix) or (e−2ipipu(`), e−2ipiy) intersects (e−2ipis, e−2ipit).
As a consequence, note that Cu(`) is compact for every u ∈ L(Z).
Remark 8. For α ∈ (1, 2), the triangulation L̂α introduced in [31] is a particular case of a triangulated
lamination. Indeed, we have L̂α = L(Xexα , `) with `s = 0 for every s. In other words, L̂α is obtained
from the stable lamination Lα by drawing chords from the “leftmost” vertex of a face to all the other
vertices of this face.
An interesting example of a triangulated lamination is the so-called uniform α-stable triangula-
tion, which is defined as follows. For α ∈ (1, 2), conditionally given Xexα , let `U = (`s)s∈J(Xexα ) be a
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sequence of i.i.d. uniform random variables on [0, 1]. The uniform stable triangulation LUα is then
defined to be LUα := L(Xexα , `
U). We will see that L(Xexα , `
U) is the distributional limit of certain simply
generated noncrossing trees as well as large critical Bienaymé–Galton–Watson trees in the domain
of attraction of a stable law of index αwhich are uniformly embedded in a noncrossing way.
Remark 9. If f : [0, 1] → R+ is a continuous function such that f(0) = f(1) = 0 but which does
not fulfill (Hf), one can still adapt the construction of L(f) is Section 3.1 to define a (non-maximal)
lamination from f, see Curien & Le Gall [11, Prop. 2.5]. As shown in [26], the stable laminations Lα
can be coded by Hexα , the normalized excursion of the so-called height process associated with Xexα .
In the same way, the sets L(Xexα , `) could also be defined from Hexα (although in a different sense than
that of Curien & Le Gall since it would involve `). Nonetheless, Hexα is a more complicated object
than Xexα , the definition of pu and the invariance principles of Section 4 would be more technical
and may even require more assumptions (see Remark 14 below).
Conversely, if L is a maximal lamination, by adapting the argument of [29, Prop. 2.2] and using
[17, Cor. 1.2], we believe that there exists a continuous function f : [0, 1]→ R+ with f(0) = f(1) = 0
satisfying (Hf) such that L = L(f). However, if L is the lamination
L =
[
1, e−ipi/2
]
∪
[
e−ipi/2,−1
]
∪
[
−1, eipi/2
]
∪
[
eipi/2, 1
]
∪ [−1, 1] ,
there does not exist a continuous function f : [0, 1] → R+ with f(0) = f(1) = 0 such that L = L(f)
in the sense of Curien & Le Gall [11, Prop. 2.5], and there does not exist a càdlàg function Z ∈
D([0, 1],R) satisfying (H1), (H2), (H3), (H4) such that L = L(Z). In the same way, L(Xexα , `) cannot
be coded by a continuous or a càdlàg function in this manner for α ∈ (1, 2).
3.4 The Hausdorff dimension of triangulated stable laminations
If L is a lamination, we let A(L) ⊂ S1 denote the set of all end-points of its chords. We denote by
dim(K) the Hausdorff dimension of a subset K of C, and refer to Mattila [32] for background. Recall
that Xexα is the normalized excursion of the α-stable Lévy process.
Theorem 10. For every α ∈ (1, 2) and for every jumps labelling `, almost surely,
dim(A(L(Xexα , `))) =
1
α
and dim(L(Xexα , `)) = 1+
1
α
. (9)
These results should be compared with [26, Thm. 5.1], where these dimensions are calculated
for stable laminations:
dim(A(L(Xexα ))) = 1−
1
α
and dim(L(Xexα )) = 2−
1
α
. (10)
We mention that (10) also holds for α = 2 by results of Aldous [1] and Le Gall & Paulin [29] when
L(Xex2 ) is taken to be the Brownian triangulation.
We mention that Theorem 10 is established in [31] in the particular case where `s = 0 for every s.
The general case only requires mild modifications, but we give a full proof for completeness.
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Remark 11. We see that the dimensions of the sets in (9) and (10) have the same limit as α ↑ 2.
Indeed, the stable lamination and actually any triangulated stable lamination converge to the
Brownian triangulation in this limit. On the other hand, we also see that
(dim(L(Xexα )), dim(L(X
ex
α , `))) −→
α↓1
(1, 2).
Let us give an intuitive explanation of this fact. Informally, as α ↓ 1, the process Xexα converges
towards the deterministic function f : [0, 1] → R defined by f(0) = 0 and f(x) = 1− x for every
x ∈ (0, 1] (f is not càdlàg, but we refer to [10, Theorem 3.6] for a precise statement and proof). If we
try then to define L(f) and L(f, `) mimicking (5) and (8), we obtain L(f) = S1 and L(f, `) = D.
Proof of Theorem 10. Fix a face V of L(Xexα , `) and let s be the jump-time of Xexα associated with V .
Notice from (8) that all the chords of L(Xexα , `) which lie in V either belong to the boundary ∂V or
are of the form [e−2ipips(`), e−2ipir] for r ∈ V ∩ S1. To simplify notation, denote by LV the lamination
L(Xexα , `)∩ V and by AV the set of all its end-points, so that
AV = V ∩ S1.
and dim(AV) = 1/α by [26, Theorem 5.1]. As a consequence, since A(L(Xexα , `)) =
⋃
V AV , where
the union runs over the countable set of faces of L(Xexα ), we have
dim(A(L(Xexα , `))) = sup
V face of L(Xexα )
dim(AV) = dim(V ∩ S1) = 1
α
.
Similarly, we have
dim(L(Xexα , `)) = sup
V face of L(Xexα )
dim(LV)
so it only remains to show that for any given face V of L(Xexα ), we have
dim(LV) = 1+ dim(AV) = 1+
1
α
. (11)
If s is the jump time associated with V , it is actually sufficient to establish (11) with LV replaced by
the compact set Cs(`), where we recall that Cs(`) is the union of the chords [e−2ipips(`), z] for z ∈ AV .
Indeed as we remarked previously, LV \Cs(`) ⊂ L(Xexα ) which, by (10), has Hausdorff dimension
2− 1α < 1+
1
α for every α ∈ (1, 2). We adapt the argument of Le Gall & Paulin [29, Proposition 2.3]
to show that dim(Cs(`)) = 1+ dim(AV).
We first show that dim(Cs(`)) > 1+ dim(AV). Fix 0 < γ < dim(AV); thanks to Frostman’s
lemma [32, Theorem 8.8], there exists a non-trivial finite Borel measure ν supported on AV such
that ν(B(x, r)) 6 rγ for every x ∈ C and every r > 0, where B(x, r) is the Euclidean ball centered at
x and of radius r. Next, for every x ∈ AV , denote by λx the one-dimensional Hausdorff measure on
the chord joining x to e−2ipips(`). We define a finite Borel measure Λ on C, supported on Cs(`), by
setting for every Borel set B
Λ(B) =
∫
ν(dx)λx(B).
Fix 0 < R < 1 such thatΛ(B(0,R)) > 0; let z0 ∈ B(0,R)∩Cs(`) and then x0 ∈ AV such that the chord
[x0, e−2ipips(`)] contains z0. Fix ε ∈ (0, 1]; every x ∈ AV such that the chord [x, e−2ipips(`)] intersects
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the ball B(z0, ε) must satisfy |x− x0| 6 Cε, where the constant C only depends on R. We conclude
that
Λ(B(z0, ε)) =
∫
|x−x0|6Cε
ν(dx)λx(B(z0, ε)) 6 C ′ε1+γ,
where the constant C ′ does not depend on ε nor z0. Appealing again to Frostman’s lemma, we
obtain dim(Cs(`)) > 1+ γ, whence, as γ < dim(AV) is arbitrary, dim(Cs(`)) > 1+ dim(AV).
It remains to show the converse inequality. We denote respectively by dimM(K) and dimM(K)
the lower and upper Minkowski dimensions of a subset K of C (see e.g. Mattila [32, Chapter 5]);
recall that for every K ⊂ D, we have dim(K) 6 dimM(K) 6 dimM(K). Observe from the proof of
Theorem 5.1 in [26] (in particular, Proposition 5.3 there) that we have dim(AV) = dimM(AV). Fix
β > dim(AV) = dimM(AV); then there exists a sequence (εk;k > 1) decreasing to 0 such that for
every k > 1, there exists a positive integer M(εk) 6 ε−βk and M(εk) disjoint subarcs of S1 with
length less than εk and which cover AV . It follows that the two-dimensional Lebesgue measure of
the εk-enlargement of Cs(`) is bounded above by Cε
1−β
k , where the constant C does not depend on
k. We conclude from [32, page 79] that dim(Cs(`)) 6 dimM(Cs(`)) 6 1+β for every β > dim(AV),
which completes the proof.
4 Invariance principle for triangulated laminations
In this section, we establish invariance principles for different classes of noncrossing trees which
converge to triangulated stable laminations. As an application, we obtain limit theorems for large
discrete random trees embedded in a noncrossing way.
4.1 The continuous case
If τ is a plane tree, we let H(τ) = maxu∈τ |u| be its height. Recall that W(τ) is its Łukasiewicz path.
Proposition 12. Let f : [0, 1]→ R+ be a continuous function satisfying (Hf) and such that f(0) = f(1) = 0.
For every n > 1, let θn be a noncrossing tree with n vertices and let τn be its shape. Assume that, as
n→∞,
(i) H(τn)/n→ 0;
(ii) There exists a sequence Bn →∞ such that W(τn)/Bn → f for the uniform topology.
Then the convergence θn → L(f) holds for the Hausdorff topology.
In other words, as soon as the Łukasiewicz path of the shape of a sequence of noncrossing trees
converges to a continuous function having distinct local minima, the limit of the noncrossing trees
is a triangulation that only depends on their shapes and not on their embeddings, provided that
their height is negligible compared to their total size.
Also notice that Assumption (i) is crucial, as it simple to construct a sequence of noncrossing
trees satisfying (ii) but which does not converge for the Hausdorff topology. In addition, note
that we do not require the local minima of f to be dense in Proposition 12, so that L(f) may be a
triangulation with nonempty interior.
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Corollary 13. Let µ be critical offspring distribution with finite variance. For every n > 1, let Tn be a
random noncrossing tree with n vertices such that its shape has the law BGWµn. Then Tn converges in
distribution to the Brownian triangulation as n→∞.
This result simply follows Proposition 12 by applying Skorokhod’s representation theorem and
combining (4) with the well-known fact that H(S(Tn))/
√
n converges in distribution to a positive
random variable as n→∞.
Remark 14. In [9, Sec. 3.2], a similar result to Proposition 12 is established using the contour function
with the additional assumptions that the leaves of τn are “uniformly distributed” and that the local
minima of f are dense. An important point is that we do not require the local minima of f to be
dense in Proposition 12, which in particular allows triangulations with nonempty interior. We lift
these restrictions by using the Łukasiewicz path instead of the contour function. Another advantage
of this approach is that invariance principles are usually simpler to establish for the Łukasiewicz
path than the contour function, and the fact that the leaves of τn are “uniformly distributed” does
not necessarily follow from a functional invariance principle. For instance, Corollary 13 applies to
more general classes of random trees than Bienaymé–Galton–Watson trees, such as random trees
with prescribed degree sequences [5].
We start with a preliminary observation which will be crucial in the proof of Proposition 12:
roughly speaking, if the height of a plane tree is small compared to its size, then in any possible
embedding of this plane tree as a noncrossing tree, the position of every vertex having a small
number of descendants is known, up to a small error. In addition, if a vertex is such that only one
of the subtrees grafted on its children is large, then it can only have two possible locations in the
noncrossing embedding, up to a small error.
Lemma 15. Let θ be a noncrossing with shape τ having n vertices. Denote by ∅ = u0 ≺ u1 ≺ · · · ≺ un−1
the vertices of τ labelled in lexicographical order. Fix η, ε ∈ (0, 1). Let 0 6 k 6 n− 1 and denote by Sk the
number of (strict) descendants of uk. Assume that H(τ)/n 6 ε.
(i) Assume that Sk 6 ηn. Then ∣∣∣e−2ipik/n − uk∣∣∣ 6 7(ε+ η),
where we identify uk with its associated complex number in the noncrossing tree θ.
(ii) LetMk be the size of the largest subtree grafted on a child of uk. Assume that Sk −Mk 6 ηn. Then
min
(∣∣∣e−2ipik/n − uk∣∣∣ , ∣∣∣e−2ipi(k+Sk)/n − uk∣∣∣) 6 7(ε+ η).
Proof. Let Pk ∈ {0, 1, . . . ,n− 1} be such that the vertex uk is the complex number exp(−2ipiPk/n) in
θn. Then
|k− Pk| 6 H(τ) + Sk.
This readily follows by the description of the bijectionΦ−1n given in the proof of Proposition 6: the
error H(τ) corresponds to the vertices belonging to J∅,ukJ which may be folded to the right of uk
in θ, and the error Sk correspond to all the vertices after uk (in the lexicographical order) which may
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be folded to the left of uk. Assertion (i) follows by using the fact that |e−2ipis − e−2ipit| 6 2pi|s− t| for
s, t ∈ [0, 1].
For (ii), let u˜ be a child of uk havingMk descendants (including itself). Then either u˜ is folded
to the right of uk in θ, in which case all these Mk descendants are also folded to the right of uk
in θ, so that |k− Pk| 6 H(τ) + Sk −Mk, or u˜ is folded to the left of uk in θ, in which case all these
Mk descendants are also folded to the left of uk in θ, so that |k+Mk − Pk| 6 H(τ) + Sk −Mk (the
errors Sk −Mk come from the descendants of uk which are not descendants of u˜ and which may
be folded to the left of uk). This completes the proof.
Proof of Proposition 12. Since the space of compact subsets ofD equipped with the Hausdorff dis-
tance is compact and the space of laminations is closed, up to extraction we thus suppose that
(θn)n>1 converges towards a lamination L ofD and we aim at showing that L = L(f). Since L(f) is
maximal, it suffices to check that L(f) ⊂ L.
Fix 0 < s < t < 1 such that s f∼ t and let us show that [e−2ipis, e−2ipit] ⊂ L. To this end, we fix
ε ∈ (0, (t− s)/10) and show that [e−2ipis, e−2ipit] ⊂ θ(49ε)n for every n sufficiently large, where X(ε)
is the ε-enlargement of a closed subset X ⊂ D. Observe from (Hf) that either f(s) = f(t) < f(r) for
every r ∈ (s, t), or there exists a unique r ∈ (s, t) such that f(s) = f(t) = f(r) and neither s nor t are
times of a local minimum. We may restrict our attention to the first case since, in the second one,
there exists s ′ ∈ (s− ε, s) and t ′ ∈ (t, t+ ε) such that f(s ′) = f(t ′) < f(r) for every r ∈ (s ′, t ′). We
assume in the sequel that f(s) = f(t) < f(r) for every r ∈ (s, t) and that n is sufficiently large so that
H(τn)/n 6 ε.
We start with some preliminary observations. Let W(n) be the Łukasiewicz path of τn and
denote by ∅ = u(n)0 ≺ u(n)1 ≺ · · · ≺ u(n)n−1 the vertices of τn labelled in lexicographical order. It
is well known that u(n)i is an ancestor of u
(n)
j if and only if i 6 j and W
(n)
i = min[i,j]W
(n) (see
e.g. [28, Prop. 1.5]). As a consequence, for every 0 6 k 6 n− 1, if S(n)k denotes the number of (strict)
descendants of u(n)k , we have
|u
(n)
k | = #
{
0 6 j 6 k− 1 :W(n)j = min
[j,k]
W(n)
}
, S(n)k = min
{
j > k :W(n)j <W
(n)
k
}
− k− 1.
Since f(r) > f(s) = f(t) for every r ∈ (s, t), there exists z ∈ (s, s + ε) such that inf{u > z :
f(u)6f(z)} ∈ (t− ε, t). As a consequence, setting η = (z− s)/10, for every n sufficiently large, there
exists zn ∈ {1, . . . ,n− 1} such that
z− η 6 n−1zn 6 z+ η, t− 2ε < n−1 min
{
i > zn :W
(n)
i 6W
(n)
zn
}
< t. (12)
Similarly, since f(s) < inf[z−4η,z+2η] f , we can find yn ∈ {1, . . . ,n− 1} such that s 6 n−1yn 6
z− 4η,
t− 2ε < n−1 min
{
i > yn :W
(n)
i 6W
(n)
yn
}
and n−1 min
{
i > yn :W
(n)
i <W
(n)
yn
}
< t. (13)
We claim that for every n sufficiently large there exists r0n < j0n 6 zn ∈ {1, . . . ,n− 1} such that
z− 3η < n−1r0n, z− 2η < n
−1j0n, W
(n)
r0n
>W
(n)
j0n
(14)
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Indeed, if this were not the case, for every j ∈ ((z− 2η)n, zn), we would have W(n)r 6 W(n)j for
every r ∈ ((z− 3η)n, j), yielding W(n)r = min[r,zn]W(n) for every (z− 3η)n < r < (z− 2η)n, which
would imply that |u(n)zn | > ηn and contradict Assumption (i).
u( r n )
u(pn )
u( ln )
pn r n j n znj 0nr
0
n
ln
pn r n j n znj 0nr
0
n
ln
mn
mn
Figure 4: Illustration of the proof. On the left, the sizes of the dashed subtrees are small
compared to the size of the three grey subtrees. On the top right is illustrated the case
where W
(n)
pn+1 > mn (so that rn = pn + 1), and on the bottom right is illustrated the case
where W
(n)
pn+1 = mn (so that rn > pn + 1).
Choose r0n < j0n 6 zn ∈ {1, . . . ,n− 1} such that (14) holds. Set
mn = min
[r0n,zn]
W(n), pn = max
{
i < r0n :W
(n)
i < mn
}
, rn = min
{
i > pn;W
(n)
i > mn
}
,
as well as
jn = min
{
i > rn :W
(n)
i = mn
}
, ln = min
{
i > pn : W
(n)
i < mn
}
,
so that yn 6 pn < rn < jn 6 zn < ln and W(n)i = mn for every pn < i < rn. For the first
inequality, note that pn < yn would imply W
(n)
yn > mn and so min{i > yn : W
(n)
i 6 W
(n)
yn } 6 zn
which, by (12), contradicts (13). In addition, for every n sufficiently large,
s 6 n−1pn, n−1jn < s+ 2ε, n−1jn −n−1pn 6 2ε, t− 2ε < n−1ln < t.
The first inequality follows from the fact that pn > yn, the second one from the fact that n−1jn 6
n−1zn 6 z+η 6 s+ 2ε, the third one from the first two, and the last one from (12) and (13). Observe
that W(n)yn <W
(n)
pn < mn; we also have,
n−1 min
{
i > pn :W
(n)
i <W
(n)
pn
}
< t (15)
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by (13).
Note that either W(n)pn+1 > mn, in which case rn = pn + 1 and u
(n)
rn is the first child of u
(n)
pn , or
W
(n)
pn+1 = mn and so u
(n)
pn+1, . . . ,u
(n)
rn−2 all have one child, and u
(n)
rn is the first child of u
(n)
rn−1.
This implies (see Fig. 4 for an illustration) that:
(a) u(n)ln is a child of u
(n)
pn , since W
(n)
pn 6W
(n)
ln
<W
(n)
i for every pn < i < ln;
(b) the number of descendants of u(n)rn is not greater than 2εn, since, similarly, W
(n)
jn
<W
(n)
rn so
that S(n)rn 6 rn − jn 6 rn − pn 6 2εn;
(c) the number of descendants of u(n)ln is not greater than 2εn since
S
(n)
ln
6 min
{
i > ln :W(n)i <W
(n)
ln
}
− ln 6 nt− (t− 2ε)n 6 2εn,
where we have used (15) for the second inequality.
(d) Fix pn 6 i 6 rn − 1. IfM(n)i denotes the size of the largest subtree grafted on a child of u
(n)
i ,
then S(n)i −M
(n)
i 6 4εn. Indeed, note that this is trivial if pn < i < rn − 1 since we observed
that u(n)i then has only one child; in the two other cases, we have S
(n)
i 6 nt− pn using (15),
and in addition,M(n)i > ln − jn, so that
S
(n)
i −M
(n)
i 6 (nt− ln) + (jn − pn) 6 4εn.
Step 1: Control of the positions of u(n)rn and u
(n)
ln
. We claim that∣∣∣e−2ipis − u(n)rn ∣∣∣ 6 35ε and ∣∣∣e−2ipit − u(n)ln ∣∣∣ 6 35ε. (16)
Indeed, By Lemma 15 (i), we have |e−2ipirn/n−u(n)rn | 6 21ε by (b) and |e−2ipiln/n−u
(n)
ln
| 6 21ε by (c).
Our claim then follows by the triangular inequality since |e−2ipirn/n − e−2ipis| 6 7|rn/n− s| 6 14ε
and |e−2ipiln/n − e−2ipit| 6 7|ln/n− t| 6 14ε.
Step 2: Control of the path between u(n)rn and u
(n)
pn . By (d), for every vertex u
(n)
k ∈ Ju(n)pn ,u(n)rn J or,
equivalently, for every pn 6 k 6 rn − 1, we have S(n)k −M
(n)
k 6 4εn, so an application of Lemma
15 (ii) yields
min
(∣∣∣e−2ipik/n − u(n)k ∣∣∣ , ∣∣∣e−2ipi(k+S(n)k )/n − u(n)k ∣∣∣) 6 35ε.
Note that |e−2ipik/n − e−2ipis| 6 7|k/n− s| 6 7(rn/n− s) 6 7(jn/n− s) 6 14ε. Also, S(n)k + k 6
ln < nt, so that |e−2ipi(k+S
(n)
k )/n − e−2ipit| 6 7|(k+ S(n)k )/n− t| 6 7(t− ln) 6 14ε. Therefore
min
(∣∣∣e−2ipis − u(n)k ∣∣∣ , ∣∣∣e−2ipit/n − u(n)k ∣∣∣) 6 49ε. (17)
Since u(n)ln is a child of u
(n)
pn by (a), we conclude from (16) and (17) that for every u ∈ Ju(n)rn ,u(n)ln K,
min
(∣∣e−2ipis − u∣∣ , ∣∣∣e−2ipit/n − u∣∣∣) 6 49ε.
Therefore, letting L(n) be the path Ju(n)rn ,u(n)ln K in the noncrossing tree, we get that L(n) ⊂
[e−2ipis, e−2ipit](49ε). Since L(n) is a union of finite segments joining u(n)rn to u
(n)
ln
, we get that
[e−2ipis, e−2ipit] ⊂ (L(n))(49ε) ⊂ θ(49ε)n , which establishes our original claim and completes the
proof.
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4.2 The càdlàg case
Recall the definition of ps(`) from Sec. 3.3.
Proposition 16. Let θn be a noncrossing tree with n vertices and shape τn. Denote by∅ = u
(n)
0 ≺ u(n)1 ≺
· · · ≺ u(n)n−1 the vertices of τn listed in lexicographical order, let k(n)i be the number of children of u(n)i and
let L(n)i be the number of children of u
(n)
i lying to the “left” of u
(n)
i in θn. Let Z ∈ D([0, 1],R) be a càdlàg
function satisfying (H1), (H2), (H3), (H4). Assume that there exists a sequence Bn →∞ and a sequence
` = (`s : s ∈ J(Z)) indexed by the jump times of Z such that the following properties hold:
(i) We have H(τn)/n→ 0 as n→∞.
(ii) The convergence W(τn)/Bn → Z holds for the Skorokhod topology.
(iii) For every s ∈ (0, 1), if in ∈ {0, 1, . . . ,n− 1} is such that limn→∞ k(n)in /Bn > 0 and in/n→ s, then
L
(n)
in
/k
(n)
in
→ `s.
(iv) For every s ∈ J(Z), Z does not attain a local minimum at ps(`).
Then θn → L(Z, `) for the Hausdorff topology.
Roughly speaking, condition (iv) ensures that the special vertex from which each face is triangu-
lated is not an endpoint of a chord of L(Z, `) (but of course belongs to the closure of the endpoints
of chords).
Proof. Since the space of compact subsets ofD equipped with the Hausdorff distance is compact
and the space of laminations is closed, up to extraction we thus suppose that (θn)n>1 converges
towards a lamination L of D and we aim at showing that L = L(Z, `). Since L(Z, `) is maximal, it
suffices to check that L(Z, `) ⊂ L.
We first show that L(Z) ⊂ L. To this end, fix ε > 0 and choose 0 6 s < t 6 1 such that s 'Z t.
If ∆Z(s) = 0, then Z(t) = Z(s) = inf[s,t] Z and ∆Z(t) = 0. Arguments similar to those of the proof
of Proposition 12 to show that [e−2ipis, e−2ipit] ⊂ θ(49ε)n for n sufficiently large. If ∆Z(s) > 0, then
t = inf{u > s : Z(t) = Z(s−)} and for every ε > 0 we have inf[s−ε,s] Z < Z(s−) by (H3) and
inf[t,t+ε] Z < Z(t) by (H2). Using these inequalities, again similar arguments to those of the proof
of Proposition 12 yield that [e−2ipis, e−2ipit] ⊂ θ(49ε)n for n sufficiently large. We leave the (merely
technical) details to the reader, and refer to [31, Proof of Theorem 7.1] for detailed arguments.
Next, let s ∈ J(Z), set s ′ = inf{t > s : Z(t) = Z(s−)} and fix t ∈ [s, s ′] such that Z(t) = inf[s,t] Z
(observe that (H3) implies∆Z(t) = 0). We shall show that [e−2ipips(`), e−2ipit] ⊂ θ(ε)n for n sufficiently
large. Let in as in (iii) and set
S
(n)
in
= min
{
j > in + 1 :W(n)j =W
(n)
in+1 − L
(n)
in
}
− in − 1,
the total number of (strict) descendants of the first L(n)in children of u
(n)
in
. Then, by definition of L(n)in ,∣∣∣u(n)in − e−2ipi(in+S(n)in )/n∣∣∣ 6 7H(τn)n ,
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where the error term corresponds to the vertices belonging to J∅,u(n)in J which may be folded
to the right of u(n)in in θn. Since k
(n)
in
/Bn → ∆Z(s), we have L(n)in /Bn → ∆Z(s)`s. In addition,
W
(n)
in
/Bn → Z(s). By (iv), Z does not attain a local minimum at ps(`), so by continuity properties
of first passage times for the Skorokhod topology,
n−1 ·min
{
j > in :W(n)j =W
(n)
in+1 − L
(n)
in
}
−→
n→∞ inf {t > s : Zt = Zs −∆Z(s) · `s} = ps(`).
Therefore n−1(S(n)in + in)→ ps(`), implying, by the previous bound and (i) that∣∣∣e−2ipips(`) − u(n)in ∣∣∣ −→n→∞ 0. (18)
j n
n
s
in
n
s
in
n
t
t j n
n
r
Figure 5: Illustration of the choice of jn. On the left, the case where Z(r) > Z(t) for
every r ∈ (s, t] and on the right, the case where there exists (a unique) r ∈ (s, t) such that
Z(r) = Z(t).
We claim that there exists jn ∈ {0, 1, . . . ,n− 1} such that jn/n→ t, u(n)jn is a child of u
(n)
in
and the
number of descendants of u(n)jn is o(n) as n→∞. Indeed, suppose first that Z(r) > Z(t) for every
r ∈ (s, t). Fix ε ∈ (0, t− s); from (H3), the infimum of Z over [s, t− ε] is achieved at some point
of this interval. Therefore, for n large enough, there exists an integer jn such that jn/n ∈ [t− ε, t],
Wm > Wjn for every integer m ∈ [in + 1, jn − 1], and inf{l > jn : Wl = Wjn − 1} 6 jn + nε; the
claim then follows. Suppose next that there exists r ∈ (s, t) such that Z(r) = Z(t) = inf[s,t] Z; then
note that r must be a time of local minimum by (H3), so this can only occur when Z(t) > Z(s−)
because otherwise it would contradict (H4), also t cannot be a time of a local minimum by (H1).
We conclude that for every ε > 0, we can find t ′ ∈ (t, t+ ε) such that Z(s) < Z(t ′) < Z(r) for every
r ∈ (s, t ′) and the previous approximation thus applies.
This implies that |e−2ipijn/n − u(n)jn |→ 0 by Lemma 15 (i), so that∣∣∣e−2ipit − u(n)jn ∣∣∣ −→n→∞ 0. (19)
Combining (18) and (19), since u(n)jn is a child of u
(n)
in
, we get that for every n sufficiently large[
e−2ipips(`), e−2ipit
]
⊂
[
u
(n)
in
,u(n)jn
](ε)
⊂ θ(ε)n .
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This completes the proof.
4.3 The uniform stable triangulation
If τ is a plane tree, we setΘU(τ) = Φ−1n (τ,C), where C is a random element ofC(τ) chosen uniformly
at random. In other words, ΘU(τ) is a noncrossing tree obtained by a “uniform” embedding of τ.
Our next result establishes an invariance principle for large critical Bienaymé–Galton–Watson
trees in the domain of attraction of a stable law of index α ∈ (1, 2) which are embedded uniformly
in a noncrossing way. The distributional limit is the uniform stable triangulation, which was
introduced in Sec. 3.3.
Theorem 17. Fix α ∈ (1, 2). For every critical offspring distribution µ belonging to the domain of attraction
of a stable law of index α, if Tn is a Bienaymé–Galton–Watson tree with offspring distribution µ conditioned
to have n vertices, the convergence
ΘU(Tn)
(d)−→
n→∞ LUα
holds in distribution for the Hausdorff distance on the space of all compact subsets ofD.
Proof. We want to apply Skorokhod’s representation theorem and Proposition 16 with Z = Xexα .
Assumptions (i) and (ii) hold by (4) as well as the fact Bnn H(S(Tn)) converges in distribution
to a positive random variable as n → ∞ [16]. To see that Assumption (iii) holds, denote by
∅ = u(n)0 ≺ u(n)1 ≺ · · · ≺ u(n)n−1 the vertices of Tn listed in lexicographical order, let k(n)i be the
number of children of u(n)i and let L
(n)
i be the number of children of u
(n)
i lying to the “left” of
u
(n)
i in Θ
U(Tn). By definition, conditionally given Tn, L
(n)
i is uniform on {0, 1, . . . ,k
(n)
i }, and the
random variables (L(n)i : 0 6 i 6 n− 1) are independent. In particular, conditionally on k
(n)
in
→∞,
L
(n)
in
/k
(n)
in
converges in distribution to a uniform random variable on [0, 1]. Finally, Assumption (iv)
holds: almost surely, for every s ∈ J(Xexα ), Xexα does not attain a local minimum at ps(`U), where,
conditionally given Xexα , `
U = (`s)s∈J(Xexα ) is a sequence of i.i.d. uniform random variables on [0, 1].
Indeed, almost surely, the times at which Xexα attains a local minimum are at most countable, so
for every s ∈ J(Xexα ), the probability that ps(`U) is such a time is zero and, almost surely, J(Xexα ) is
countable.
5 Applications to simply generated noncrossing trees
In this section, we consider simply generated noncrossing trees, as defined by (1). We first prove
that such trees are almost Bienaymé–Galton–Watson trees, and then establish Theorem 1 by using
the invariance principles obtained in the previous section.
We denote by BGWµ∅,µ the law of a modified Bienaymé–Galton–Watson tree, where the off-
spring distribution of the root is µ∅, and that of the other vertices is µ. For every integer n, we
denote by BGWµ∅,µn the law of such a tree conditioned to have n vertices.
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5.1 Simply generated noncrossing trees are almost Bienaymé–Galton–Watson trees
As we have seen, every noncrossing tree θ carries a planar structure, canonically rooted at the vertex
corresponding to the complex number 1, which is called the shape of θ and is denoted by S(θ). IfTn
a random noncrossing tree uniformly distributed onNCn, then Thm. 1 in [30] shows that S(Tn)
is a modified Bienaymé–Galton–Watson tree, where the root has a different offspring distribution,
conditioned to have size n. Our next result extends this to simply generated noncrossing trees.
Theorem 18. Assume that
ρ :=
(
lim sup
k→∞ w(k)
1/k
)−1
> 0.
Fix b ∈ (0, ρ), set
a =
( ∞∑
k=0
(k+ 1)w(k+ 1)bk
)−1
and c =
( ∞∑
k=1
w(k)bk
)−1
,
and define µ(k) = a(k+ 1)w(k+ 1)bk (k > 0),µ∅(k) = cw(k)bk (k > 1). (20)
Then the law of the shape of a noncrossing tree sampled according to Pwn is BGW
µ∅,µ
n .
Observe that ∞∑
j=1
jµ∅(j) =
bc
a
, whence
kµ∅(k)∑∞
j=1 jµ∅(j)
= µ(k− 1). (21)
We shall see that the probability that the root of a modified Bienaymé–Galton–Watson tree con-
ditioned to have n vertices has k children converges towards kµ∅(k)∑∞
j=1 jµ∅(j)
as n → ∞. The above
identity then translates roughly the fact that in a large modified Bienaymé–Galton–Watson tree as
above, the law of the degree of the root is close to that of the other vertices, as it is the case for a
simply generated noncrossing tree.
Remark 19. The condition (2) appearing in Theorem 1 is equivalent to the fact that the probability
measure µ defined by (20) can be chosen to be critical; in this case, it is unique. Indeed, consider the
function
Ψ : x ∈ [0, ρ) 7−→
∑∞
k=0 k(k+ 1)w(k+ 1)x
k∑∞
k=0(k+ 1)w(k+ 1)xk
. (22)
Janson [23, Lem. 3.1] observed that Ψ is null at 0, continuous and increasing. Therefore, for every
valuem ∈ (0,Ψ(ρ)), where Ψ(ρ) := limx↑ρ Ψ(x), there exists a unique probability measure µ of the
form (20) with expectationm. In particular, one can choose µ to be critical if and only if
lim
x↑ρ
Ψ(x) > 1,
in which case, b > 0 is the unique number such that
∞∑
k=0
(k+ 1)(k− 1)w(k+ 1)bk = 0. (23)
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Remark 20. Consider the uniform distribution on noncrossing trees: w(k) = 1 for every k > 1.
Then (23) holds with b = 1/3. A simple calculation yields a = 4/9 and c = 2, so that (20) readsµ(k) = 4(k+ 1)3−(k+2) (k > 0),µ∅(k) = 2× 3−k (k > 1). (24)
In particular, Thm. 18 recovers the special case of Marckert & Panholzer [30, Thm. 1].
Proof of Theorem 18. Fix n > 1 and denote by Qwn the law of the shape of a random noncrossing tree
sampled according to Pwn . We aim at showing that Qwn = BGW
µ∅,µ
n . To this end, fix τ ∈ Tn, and let
k0,k1, . . . ,kn−1 be the number of children of its vertices listed in lexicographical order (in particular,
k0 is the number of children of its root). By definition,
BGWµ∅,µ(τ) = µ∅(k0)
n−1∏
i=1
µ(ki) = cw(k0)b
k0
n−1∏
i=1
a(ki + 1)w(ki + 1)bki .
Note that
∑n−1
i=0 ki = n− 1, whence
BGWµ∅,µ(τ) = can−1bn−1w(k0)
n−1∏
i=1
(ki + 1)w(ki + 1).
Next, observe that Pwn (θ) only depends on the shape of θ and that #{θ ∈ NCn : S(θ) = τ} =
#C(τ) =
∏n−1
i=1 (ki + 1) by Proposition 6. It follows that
Qwn (τ) =
∑
θ∈NCn:S(θ)=τ
Pwn (θ) =
1
Zwn
#C(τ) ·
∏
u∈τ
w(deg u) =
1
Zwn
w(k0)
n−1∏
i=1
(ki + 1)w(ki + 1).
SinceQwn and BGW
µ∅,µ
n are both probability measures onTn, we conclude that we have the identity
can−1bn−1/BGWµ∅,µ(Tn) = 1/Zwn and the claim follows.
5.2 Largest subtree of the root of large modified Bienaymé–Galton–Watson trees
Finally, Theorem 1 will readily follow from the proof of Theorem 17 and the next convergence,
which extends Duquesne’s theorem (4) to modified Bienaymé–Galton–Watson trees.
Theorem 21. Fix α ∈ (1, 2]. Let µ∅ be a probability measure on N with finite mean and µ a probability
measure on Z+ which is critical and belongs to the domain of attraction of a stable law with index α. For
every integer n > 1, sample Tn according to BGWµ∅,µn (provided that BGWµ∅,µn is well defined). Then(
1
Bn
Wbnsc(Tn) : s ∈ [0, 1]
)
−→
n→∞ (Xexα (s) : s ∈ [0, 1]),
where the convergence holds in distribution in the spaceD([0, 1],R) and where (Bn)n>1 is the same sequence
as in (4).
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Marckert & Panholzer [30] obtained this limit theorem in the case where µ∅ and µ are given
by (24). We follow the same approach in the general case, which roughly speaking consists in
comparing BGWµ∅,µn and BGWµn. However, Marckert & Panholzer crucially use the fact that the
support of µ and that of µ∅ differ only at 0. This is not the case when µ∅ and µ are given by (20)
as soon as w(k) = 0 for some k > 1, so some care is needed (see Remark 25). Our approach also
gives a limit theorem for the size of the maximal subtree grafted on the root of a size-conditioned
(possibly modified) Bienaymé–Galton–Watson tree.
We start by proving Theorem 1, assuming that Theorem 21 holds.
Proof of Theorem 1. Define µ and µ∅ by (20), so that the shape of Tn has law BGW
µ∅,µ
n by Theorem
18. In addition, the proof of Theorem 18 also shows that conditionally given the shape S(Tn), the
random variable C(Tn) is uniformly distributed on the set of all its possible values. Under the
assumption of Theorem 1, µ is critical and in the domain of attraction of a stable law of index α.
Since µ∅ has finite mean by (21), we can apply Theorem 21 and conclude as in the proof of Theorem
17.
Remark 22. If k 7→ w(k+ 1) is a critical probability distribution on Z+ belonging to the domain
of attraction of a stable law of index α ∈ (1, 2), a simply generated noncrossing tree with weights
wwill converge to the Brownian triangulation (and its shape to the Brownian CRT), but a simply
generated plane tree with weights w will converge, appropriately rescaled, to the α-stable random
tree, and embedded in a uniform manner it will converge to the uniform α-stable triangulation.
We fix for the following µ∅ a probability measure onN with finite mean and µ a probability
measure on Z+ which is critical and belongs to the domain of attraction of a stable law with index
α ∈ (1, 2]. We further assume that µ is aperiodic to avoid unnecessary complications, meaning that
gcd{i > 0 : µ(i) > 0} = 1 so that BGWµ(|T| = n) > 0 for every n sufficiently large. The key estimate
is the following, which may be of independent interest.
Proposition 23. Denote by M(τ) the size of the largest subtree of the root of a plane tree τ. Let N be a
random variable with law given by
P (N = k) =
kµ∅(k)∑
j>1 jµ∅(j)
(k > 1)
and let (Yi)i>1 be an independent sequence of i.i.d. random variables having the law of the total size of a
BGWµ tree. Then, for every k > 0 and L > 1,
BGWµ∅,µn (n− 1−M = k,N0 = L) −→
n→∞ P (Y1 + Y2 + · · ·+ YL−1 = k,N = L) .
Note that this implies that for every k > 0,
BGWµ∅,µn (n− 1−M = k) −→
n→∞ P (Y1 + Y2 + · · ·+ YN−1 = k) .
In particular, under BGWµ∅,µn ,M/n→ 1 in probability as n→∞, which was proved by Marckert &
Panholzer when µ∅ and µ are given by (24). Note also that this result covers the case of Bienaymé–
Galton–Watson trees by taking µ∅ = µ.
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We establish Proposition 23 in several steps and first introduce some notation. Let S = (Sn)n>0
be the random walk started from 0 with step distribution (µ(k+ 1) : k > −1). Observe that S is an
aperiodic centered random walk with step distribution in the domain of attraction of a stable law
with index α. Recall the spectrally positive Lévy process Xα introduced in Sec. 2.1 and denote by p1
the density of Xα(1); the latter is known to be positive, continuous and bounded (see e.g. Zolotarev
[40, I. 4]). We will use the local limit theorem (see Ibragimov & Linnik [22, Theorem 4.2.1]), which
tells us that
sup
k∈Z
∣∣BnP(Sn = k) − p1(B−1n k)∣∣ −→
n→∞ 0. (25)
For every k > 1, denote by T−k the first hitting time of −k by the random walk (Sn)n>0. We will
need Kemperman’s formula, which states that
P (T−k = n) =
k
n
·P (Sn = −k)
for every k > 1 and n > 1 (see e.g. [38, Chap. 6]). In particular, the total size Y1 of a BGWµ tree
belongs to the domain of attraction of a stable law of index 1/α, since P (Y1 = n) = P (T−1 = n) =
1
nP (Sn = −1) ∼ (nBn)
−1p1(0) as n→∞.
The main tool to prove prove Proposition 23 is the following Lemma.
Lemma 24.
(i) We have
BGWµ∅,µ(|T| = n) ∼
n→∞ |Γ(−1/α)|−1 ·
∑
k>1
kµ∅(k)
 · 1
n ·Bn .
(ii) Denote by N0(τ) the number of children of the root of a plane tree τ. We have
BGWµ∅,µn (N0 = k) −→
n→∞ kµ∅(k)∑
j>1 jµ∅(j)
uniformly in k. (26)
(iii) Fix k > 1; for every n > k, consider a forest of k independent Bienaymé–Galton–Watson trees with
offspring distribution µ, conditioned to have total size n and denote by Mµ,kn the size of the largest
tree. Then, as n → ∞, n−Mµ,kn converges in distribution to the total size of k− 1 independent
Bienaymé–Galton–Watson trees with offspring distribution µ.
In particular, with the notation of (iii), 1nM
µ,k
n → 1 in probability as n→∞.
Proof. Observe that under BGWµ∅,µ, the Łukasiewicz path associated with the tree is distributed as
a random walk issued from 0, with first step distributed as (µ∅(k+ 1) : k > 0) and the next ones as
(µ(k+ 1) : k > −1), stopped at its first hitting time of −1. As a consequence, by decomposing the
Łukasiewicz path after the first step, for every k > 1 we have:
BGWµ∅,µ(|T| = n) =
n−1∑
k=1
µ∅(k) ·P (T−k = n− 1) =
n−1∑
k=1
µ∅(k) · k
n− 1
P (Sn−1 = −k) , (27)
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where we have used Kemperman’s formula for the last equality. Next note that for every fixed
k > 1, we have
kµ∅(k)Bn−1P(Sn−1 = −k) = kµ∅(k)
(
p1(−B
−1
n−1k) + o(1)
) −→
n→∞ kµ∅(k)p1(0),
where the o(1) is uniform in k. Since
∑
k>1 kµ∅(k) <∞ and p1 is bounded, the above convergence
yields also ∑
k>1
kµ∅(k)Bn−1P(Sn−1 = −k) −→
n→∞
∑
k>1
kµ∅(k)p1(0).
Then (i) follows since p1(0) = |Γ(−1/α)|−1 (see [18, Lemma XVII.6.1]) and the fact that (Bn) is
regularly varying with index 1/αwhich implies that Bn−1/Bn → 1 as n→∞.
We now establish (ii). As in the proof of (i), also using (27), we have
BGWµ∅,µn (N0 = k) =
µ∅(k)P(T−k = n− 1)
BGWµ∅,µ(|T| = n)
= kµ∅(k) · BnP (Sn−1 = k)
(n− 1)BnBGWµ∅,µ(|T| = n)
By (i) and the local limit theorem, the convergence in (26) therefore holds for every k fixed. To
obtain a uniform convergence, fix any ε > 0 and let K > 1 be such that
∑
j>K jµ∅(j) < ε. Then
sup
16k6K
∣∣kµ∅(k)BnP(Sn−1 = −k) − p1(0)kµ∅(k)∣∣ −→
n→∞ 0,
and, from (25),
sup
k>K
∣∣kµ∅(k)BnP(Sn−1 = −k) − p1(0)kµ∅(k)∣∣ 6 ε(2‖p1‖+ o(1)),
which establishes (ii).
We finally prove (iii). Let T1, . . . ,Tk be k independent Bienaymé–Galton–Watson trees with
offspring distribution µ. To simplify notation, set Zj =
∑j
i=1 |Ti| for 1 6 j 6 k. Fix m > 0. Note
that, for n > 4m, {
sup
16i6k
|Ti| = n−m,Zk = n
}
=
k⋃
i=1
{|Ti| = n−m,Zk = n} ,
where the union is taken on disjoint events. As a consequence, by exchangeability of the vector
(|T1|, . . . , |Tk|) under the conditional distribution P( · | Zk = n), we have
P
(
sup
16i6k
|Ti| = n−m
∣∣∣∣ Zk = n) = k∑
i=1
P(|Ti| = n−m | Zk = n)
= k ·P(Z1 = n−m | Zk = n).
Next, we have, for n > 4m,
k ·P(Z1 = n−m | Zk = n) = k · P(Z1 = n−m)P(Zk−1 = m)
P(Zk = n)
.
5 APPLICATIONS TO SIMPLY GENERATED NONCROSSING TREES 28
Since Zk has the same law as the first hitting time of −k by the random walk S, Kemperman’s
formula yields
k · P(Z1 = n−m)
P(Zk = n)
= k ·
1
n−mP(Sn−m = −1)
k
nP(Sn = −k)
−→
n→∞ 1,
where the convergence follows from the local limit theorem (25) and Bn−m/Bn → 1. It follows that
P
(
sup
16i6k
|Ti| = n−m
∣∣∣∣ Zk = n) −→n→∞ P(Zk−1 = m).
This completes the proof.
We finally prove Proposition 23 and Theorem 21.
Proof of Proposition 23. As in the proof of Lemma 24, let (Ti)i>1 be a sequence of independent
Bienaymé–Galton–Watson trees with offspring distribution µ and set Zj =
∑j
i=1 |Ti| for every j > 1.
Then observe that for every i > 1 fixed, under the conditional distribution BGWµ∅,µn ( · | N0 = i),
the i subtrees of the root are distributed as a forest of i independent Bienaymé–Galton–Watson trees
with the same offspring distribution µ, conditioned to have total size n− 1. Therefore, with the
notation of Lemma 24, for every L > 1 and k > 0,
BGWµ∅,µn (M = n− 1− k,N0 = L) = BGW
µ∅,µ
n (M = n− 1− k | N0 = L) · BGWµ∅,µn (N0 = L)
= P(Mµ,Ln−1 = n− 1− k) · BGWµ∅,µn (N0 = L)
−→
n→∞ P(ZL−1 = k) ·P (N = L) ,
where we have used Lemma 24 (ii) and (iii) for the last step. This completes the proof.
Remark 25. In order to prove that under BGWµ∅,µn ,M/n→ 1 in probability as n→∞when µ∅ and
µ are given by (24), Marckert & Panholzer crucially use the fact that for every k > 1, conditionally
given N0 = k, the laws BGW
µ∅,µ
n and BGWµn are the same. However, in the general case, µ∅ and µ
may have different supports. For this reason, we use an additional idea which consists in estimating
the size of the largest tree in a forest of Bienaymé–Galton–Watson trees (Lemma 24 (iii)) and which
also allows us to obtain a joint convergence in distribution in Proposition 23.
Proof of Theorem 21. We see from Proposition 23 that under BGWµ∅,µn , with probability tending to 1
as n→∞, the root has one subtree, say τn, of sizeMn = n−o(n). Furthermore, conditional onMn,
this subtree is distributed as BGWµMn . We conclude from (4) that its associated rescaled Łukasiewicz
path (B−1MnWbMnsc(τn), s ∈ [0, 1]) converges in distribution towards to (Xexα (s) : s ∈ [0, 1]) as n→∞.
Since all the other subtrees have total size o(n) with high probability, their contribution does not
affect the limit by standard properties of the Skorokhod topology, and the claim follows.
Remark 26. As in [30, Sec. 3.4], under the assumptions of Theorem 21, we have in fact the
joint convergence in distribution of the rescaled Łukasiewicz path, the height process and the
contour process of the trees to (Xexα ,Hexα ,Hexα ). Indeed, more than (4), Duquesne [16] obtained
this convergence for (non-modified) conditioned Bienaymé–Galton–Watson trees and the above
argument extends verbatim. A consequence is for example that the height of the shape of Tn is of
order n/Bn.
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5.3 Application to degree-constrained noncrossing trees
Our goal is now to prove Theorem 5. Recall thatNCAn is the set of all noncrossing trees having n
vertices and with degrees only belonging to A ⊂N. Recall also from Sec. 2 the notation C(τ) for a
plane tree τ and the bijectionΦn betweenNCn and Tdecn . We first introduce some notation. Denote
by TAn the set of all plane trees having n vertices and with degrees only belonging to A and set
T
A,dec
n = {(τ, c) ∈ Tdecn : τ ∈ TAn }. It is clear thatΦn also yields a bijection betweenNCAn and TA,decn .
Proof of Theorem 5. It is clear that A 6= {1}, otherwiseNCAn = ∅ for every n > 2. We first construct a
uniform element ofNCAn as follows. Setw(k) = 1k∈A. Recalling the definition of Ψ in (22), we have
Ψ(1) =
∑
k∈A,k>1(k− 1)k
1+
∑
k∈A,k>1 k
.
Then note that ∑
k∈A,k>1
(k− 1)k−
∑
k∈A,k>1
k =
∑
k∈A,k>1
k(k− 2) > 1,
since A 6= {1, 2}. As a consequence, there exists b ∈ (0, 1) such that (2) holds, and we can consider
the probability measures µA and µA∅ given by Theorem 18. More precisely,
µA(k) = a(k+ 1)bk1k+1∈A, µA∅(k) = cb
k1k∈A,
with a = (
∑
i+1∈A(i+ 1)b
i)−1 and c = (
∑
i∈A b
i)−1. Let Tn be a BGW
µA∅ ,µ
A
n tree and conditionally
given Tn, let C(Tn) be a uniform element of C(Tn). Finally, set T An = Φ−1n ((Tn,C(Tn))). Then T An
is uniformly distributed inNCAn . Indeed, this simply follows from the fact that Φn is a bijection
betweenNCAn and T
A,dec
n and that Tn is uniformly distributed on TAn by Theorem 18.
Now fix τ ∈ TAn and c ∈ C(τ). By the previous discussion, we have
1
#NCAn
= P ((Tn,C(Tn)) = (τ, c)) = P (Tn = τ) · 1#C(τ) =
BGWµ
A
∅ ,µ
A
(T = τ)
BGWµ
A
∅ ,µA(|T| = n)
· 1∏
u∈τ\{∅}(ku + 1)
.
However, by definition,
BGWµ
A
∅ ,µ
A
(T = τ) = cbk∅ ·
∏
u∈τ\{∅}
a(ku + 1)bku = c · (ab)n−1 ·
∏
u∈τ\{∅}
(ku + 1).
As a consequence #NCAn = c−1 · (ab)−(n−1) · BGWµ
A
∅ ,µ
A
(|T| = n). Since µA has finite variance, an
adaptation of Lemma 24 (i) to the possibly periodic case yields
BGWµ∅,µ(|T| = n) ∼
n→∞ gcd(A− 1) · 1√4pi ·
∑
k>1
kµ∅(k)
 · 1
n · σA
√
n/2
,
where σ2A is the variance of µ
A and n is chosen such that n ≡ 2 (mod gcd(A− 1)). Hence
#NCAn ∼
n→∞ gcd(A− 1) 1√2piσ2A ·
∑
k>1
kµA∅(k)
 · 1
c
· (ab)−(n−1) ·n−3/2.
The conclusion follows.
6 ITERATING LAMINATIONS, AD LIBITUM 30
6 Iterating laminations, ad libitum
Recall that in Section 3.3, we have constructed a triangulation L(Xexα , `) from the stable lamination
L(Xexα ) by triangulating each one of its faces. In the last part of this paper, we propose other ways to
fill-in the faces of stable laminations.
The study of multiple iterated real-valued processes has been triggered by the work of Curien &
Konstantopoulos [8], which were motivated by the iteration of two Brownian motions considered
by Burdzy [6]. Casse & Marckert [7] then studied the iteration of reflected Brownian motion as well
as the iteration of stable processes. Here we propose to iterate laminations, in a sense that will be
made precise in the following lines.
Definition 27. Let V be a face of a lamination of D. If V is a triangle, we say that V is decorated
by convention. Otherwise, a decoration of V is an order preserving surjection φV : S1 → ∂V ∩ S1.
Intuitively, we can view φV as an inverse of the evolution of the “number” of vertices belonging
to ∂V ∩ S1 as one goes around S1. A decorated lamination is by definition a lamination with a
decoration associated with every face.
Let (V ,φV) be a decorated face and L be a lamination ofD. If F is a face of L, set
VF =
⋃
[u,v]∈∂F
[φV(u),φV(v)]
and
V(L) = V ∪
⋃
F face of L
VF,
which is a lamination such that every face of V(L) is the “interior” of VF for some face F of L. In
addition, if L is a decorated lamination ofD, V(L) can be seen as a decorated lamination by setting
φVF = φV ◦φF for every decorated face (F,φF) of L.
Now let L0 be a decorated lamination, and let L = (LV)V face of L0 be a collection of laminations
indexed by the faces of L0. Then set
L ◦ L0 =
⋃
V face of L0
V(LV).
It is possible to check that L ◦ L0 is a lamination. Intuitively, it is obtained from L0 by inserting the
lamination LV inside each face V of L0. In addition, if L = (LV)V face of L0 is a collection of decorated
laminations, then L ◦ L0 is a decorated lamination.
An important example is the α-stable lamination L(Xexα ), which can be seen as a decorated
lamination: if α ∈ (1, 2) and if u is a jump time of Xexα , the bijection pu defined by (7) is a decoration
of the face coded by u (with the usual identification of S1 with [0, 1]). It is actually possible to check
that given a stable lamination Lα, we can recover the decorations pu in a measurable way up to
scaling factors by using approximations of local times, but we do not enter into the details since we
do not require this fact.
Definition 28. Fix n > 1 and let α1, . . . ,αn−1 ∈ (1, 2) and αn ∈ (1, 2]. Set α = (α1, . . . ,αn). Then Lα
is the random decorated lamination defined recursively as follows. First, L(α1) is just the α1-stable
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lamination (which is a decorated lamination as seen above). Next, conditionally given L(α1,...,αn−1),
let Lαn = (L
F
αn
)F face of L(α1,...,αn−1)
be a collection of independent αn stable laminations indexed by
the faces of L(α1,...,αn−1), which we view as decorated as explained above. Then set
L(α1,...,αn−1,αn) = Lαn ◦ L(α1,...,αn−1).
Intuitively, L(α1,...,αn−1,αn) is obtained from L(α1,...,αn−1) by inserting independent αn-stable lamina-
tions inside every face of L(α1,...,αn−1).
Note that the lamination L(α1,...,αn) is maximal if and only if αn = 2. We believe that the
Hausdorff dimension dim(L(α1,...,αn)) is almost surely equal to
max
(
2−
1
α1
, 1+
1
α1
(
1−
1
α2
)
, 1+
1
α1α2
(
1−
1
α3
)
, . . . , 1+
1
α1α2 · · ·αn−1
(
1−
1
αn
))
. (28)
Indeed, the decorations of the faces of L(α1,...,αk) are closely related to the iteration of stable subordi-
nators of indices 1/α1, 1/α2, . . . , 1/αk, and one should be able to adapt [26, Sec. 5] to show that the
the boundaries of the faces of L(α1,...,αk) restricted to S
1 have Hausdorff dimension (α1 · · ·αk)−1, so
that L(α1,...,αk) \ L(α1,...,αk−1) has Hausdorff dimension 1+
1
α1α2···αk−1
(
1− 1αk
)
. However, we have
not worked out the details.
Question 29. If α 6= α′, is true that the laws of Lα and Lα′ are singular with respect to each other?
If (α1,α2) 6= (α ′1,α ′2), assuming that (28) holds, one can check that dim(L(α1,α2)) 6= dim(L(α1,α2)).
However, still assuming that (28) is true, we have dim(L(1.1,1.2,2)) = dim(L(1.2,1.1,2)). Another
direction would be to find out what happens to L(α1,...,αn) as n→∞.
We believe that L(α1,...,αn) is the scaling limit of a modified version of random dissections
considered in [26]: instead of just choosing a random dissection of a large polygon according
to critical Boltzmann weights in the domain of attraction of a stable law, first sample a random
dissection with such Boltzmann weights in the domain of attraction of an α1-stable law, then
inside each face of the dissection independently sample again a random dissection with Boltzmann
weights in the domain of attraction of an α2-stable law, and so on. Similarly, as in [27], one can
consider a random noncrossing partition with Boltzmann weights in the domain of attraction of
an α1-stable law, then partition each block independently at random using a noncrossing partition
with Boltzmann weights in the domain of attraction of an α2-stable law, and so on.
Question 30. In a certain sense, the α-stable random lamination can be seen as the dual of the
α-stable tree. As was suggested to us by Nicolas Curien, iterating stable laminations can be
alternatively seen as iterating stable trees. Roughly speaking, start with a stable tree of index α1,
and then “explode” each branch point by gluing inside a stable tree of index α2, and so on. What is
the Hausdorff dimension of the random tree constructed in this way? What happens as n→∞?
We hope to investigate this in a future work.
Note that if one starts with a stable tree and explodes each branchpoint by simply gluing inside
a “loop”, one gets the so-called stable looptrees which were introduced and studied in [10]. More
generally, one can imagine exploding branchpoints in stable trees and glue inside any compact
metric space equipped with a homeomorphism with [0, 1].
REFERENCES 32
References
[1] D. ALDOUS, Triangulating the circle, at random., Amer. Math. Monthly, 101 (1994).
[2] N. BERNASCONI, K. PANAGIOTOU, AND A. STEGER, On properties of random dissections and
triangulations, Combinatorica, 30 (2010), pp. 627–654.
[3] J. BERTOIN, Lévy processes, vol. 121 of Cambridge Tracts in Mathematics, Cambridge University
Press, Cambridge, 1996.
[4] P. BILLINGSLEY, Convergence of probability measures, Wiley Series in Probability and Statistics:
Probability and Statistics, John Wiley & Sons Inc., New York, second ed., 1999. A Wiley-
Interscience Publication.
[5] N. BROUTIN AND J.-F. MARCKERT, Asymptotics of trees with a prescribed degree sequence and
applications, Random Structures Algorithms, 44 (2014), pp. 290–316.
[6] K. BURDZY, Some path properties of iterated Brownian motion, in Seminar on Stochastic Processes,
1992 (Seattle, WA, 1992), vol. 33 of Progr. Probab., Birkhäuser Boston, Boston, MA, 1993,
pp. 67–87.
[7] J. CASSE AND J.-F. MARCKERT, Processes iterated ad libitum, Preprint available at
arXiv:1504.06433, (2015).
[8] N. CURIEN AND T. KONSTANTOPOULOS, Iterating Brownian motions, ad libitum, J. Theoret.
Probab., 27 (2014), pp. 433–448.
[9] N. CURIEN AND I. KORTCHEMSKI, Random non-crossing plane configurations: a conditioned
Galton-Watson tree approach, Random Structures Algorithms, 45 (2014), pp. 236–260.
[10] , Random stable looptrees, Electron. J. Probab., 19 (2014), pp. no. 108, 1–35.
[11] N. CURIEN AND J.-F. LE GALL, Random recursive triangulations of the disk via fragmentation
theory, Ann. Probab., 39 (2011), pp. 2224–2270.
[12] E. DEUTSCH, S. FERETIC´, AND M. NOY, Diagonally convex directed polyominoes and even trees: a
bijection and related issues, Discrete Math., 256 (2002), pp. 645–654. LaCIM 2000 Conference on
Combinatorics, Computer Science and Applications (Montreal, QC).
[13] E. DEUTSCH AND M. NOY, Statistics on non-crossing trees, Discrete Math., 254 (2002), pp. 75–87.
[14] L. DEVROYE, P. FLAJOLET, F. HURTADO, AND W. NOY, M.AND STEIGER, Properties of random
triangulations and trees., Discrete Comput. Geom., 22 (1999).
[15] S. DULUCQ AND J.-G. PENAUD, Cordes, arbres et permutations, Discrete Math., 117 (1993),
pp. 89–105.
[16] T. DUQUESNE, A limit theorem for the contour process of conditioned Galton-Watson trees, Ann.
Probab., 31 (2003), pp. 996–1027.
REFERENCES 33
[17] , The coding of compact real trees by real valued functions. Available at arXiv:0604106, 2006.
[18] W. FELLER, An introduction to probability theory and its applications. Vol. II., Second edition, John
Wiley & Sons Inc., New York, 1971.
[19] P. FLAJOLET AND M. NOY, Analytic combinatorics of non-crossing configurations, Discrete Math.,
204 (1999), pp. 203–229.
[20] T. H. U. GROUP, O. P. LOSSERS, R. S. PINKHAM, AND G. W. PECK, E3170, The American
Mathematical Monthly, 96 (1989), pp. pp. 359–361.
[21] D. S. HOUGH, Descents in noncrossing trees, Electron. J. Combin., 10 (2003), pp. Note 13, 5 pp.
(electronic).
[22] I. A. IBRAGIMOV AND Y. V. LINNIK, Independent and stationary sequences of random variables,
Wolters-Noordhoff Publishing, Groningen, 1971. With a supplementary chapter by I. A.
Ibragimov and V. V. Petrov, Translation from the Russian edited by J. F. C. Kingman.
[23] S. JANSON, Simply generated trees, conditioned Galton-Watson trees, random allocations and conden-
sation, Probab. Surv., 9 (2012), pp. 103–252.
[24] I. KORTCHEMSKI, Invariance principles for Galton-Watson trees conditioned on the number of leaves,
Stochastic Process. Appl., 122 (2012), pp. 3126–3172.
[25] , A simple proof of Duquesne’s theorem on contour processes of conditioned Galton–Watson trees,
in Séminaire de Probabilités XLV, vol. 2078 of Lecture Notes in Math., Springer, Cham, 2013,
pp. 537–558.
[26] , Random stable laminations of the disk, Ann. Probab., 42 (2014), pp. 725–759.
[27] I. KORTCHEMSKI AND C. MARZOUK, Simply generated non-crossing partitions, Preprint available
at arXiv:1503.09174, (2015).
[28] J.-F. LE GALL, Random trees and applications, Probability Surveys, (2005).
[29] J.-F. LE GALL AND F. PAULIN, Scaling limits of bipartite planar maps are homeomorphic to the
2-sphere, Geometric and Functional Analysis, 18 (2008), pp. 893–918.
[30] J.-F. MARCKERT AND A. PANHOLZER, Noncrossing trees are almost conditioned Galton-Watson
trees, Random Structures Algorithms, 20 (2002), pp. 115–125.
[31] C. MARZOUK, Random trees, fires and noncrossing partitions, PhD thesis, Universität Zürich,
2015.
[32] P. MATTILA, Geometry of sets and measures in Euclidean spaces, vol. 44 of Cambridge Studies
in Advanced Mathematics, Cambridge University Press, Cambridge, 1995. Fractals and
rectifiability.
REFERENCES 34
[33] L. MÉHATS AND L. STRASSBURGER, Non-crossing tree realizations of ordered degree sequences,
Research Report hal-00649591, INRIA, Dec. 2009.
[34] A. MEIR AND J. W. MOON, On the altitude of nodes in random trees, Canad. J. Math., 30 (1978),
pp. 997–1015.
[35] J. NEVEU, Arbres et processus de Galton-Watson, Ann. Inst. H. Poincaré Probab. Statist., 22 (1986),
pp. 199–207.
[36] M. NOY, Enumeration of noncrossing trees on a circle, in Proceedings of the 7th Conference on
Formal Power Series and Algebraic Combinatorics (Noisy-le-Grand, 1995), vol. 180, 1998,
pp. 301–313.
[37] A. PANHOLZER AND H. PRODINGER, Bijections for ternary trees and non-crossing trees, Discrete
Mathematics, 250 (2002), pp. 181 – 195.
[38] J. PITMAN, Combinatorial stochastic processes, vol. 1875 of Lecture Notes in Mathematics,
Springer-Verlag, Berlin, 2006. Lectures from the 32nd Summer School on Probability Theory
held in Saint-Flour, July 7–24, 2002, With a foreword by Jean Picard.
[39] Q. SHI, On the number of large triangles in the Brownian triangulation and fragmentation processes,
Stochastic Process. Appl., 125 (2015), pp. 4321–4350.
[40] V. M. ZOLOTAREV, One-dimensional stable distributions, vol. 65 of Translations of Mathematical
Monographs, American Mathematical Society, Providence, RI, 1986. Translated from the
Russian by H. H. McFaden, Translation edited by Ben Silver.
