The planetary nebula SuWt 2 (PN G311.0+02.4), is an unusual object with a prominent, inclined central emission ellipse and faint bipolar extensions. It has two A-type stars in a proven binary system at the centre. However, the radiation from these two central stars is too soft to ionize the surrounding material leading to a so far fruitless search for the responsible ionizing source. Such a source is clearly required and has already been inferred to exist via an observed temporal variation of the centre-of-mass velocity of the A-type stars. Moreover, the ejected nebula is nitrogen-rich which raises question about the mass-loss process from a likely intermediate-mass progenitor. We use optical integral-field spectroscopy to study the emission lines of the inner nebula ring. This has enabled us to perform an empirical analysis of the optical collisionally excited lines, together with a fully three-dimensional photoionization modelling. Our empirical results are used to constrain the photoionization models, which determine the evolutionary stage of the responsible ionizing source and its likely progenitor. The time-scale for the evolutionary track of a hydrogen-rich model atmosphere is inconsistent with the dynamical age obtained for the ring. This suggests that the central star has undergone a very late thermal pulse. We conclude that the ionizing star could be hydrogen-deficient and compatible with what is known as a PG 1159-type star. The evolutionary tracks for the very late thermal pulse models imply a central star mass of ∼ 0.64M , which originated from a ∼ 3M progenitor. The evolutionary time-scales suggest that the central star left the asymptotic giant branch about 25,000 years ago, which is consistent with the nebula's age.
(2007) showed a nitrogen-rich nebula that most likely originated from post-main-sequence mass-loss of an intermediate-mass progenitor star.
Over a decade ago, Bond (2000) discovered that the apparent central star of SuWt 2 (NSV 19992) is a detached double-lined eclipsing binary consisting of two early A-type stars of nearly identical type. Furthermore, Bond et al. (2002) suggested that this is potentially a triple system consisting of the two A-type stars and a hot, unseen PN central star. However, to date, optical and UV studies have failed to find any signature of the nebula's true ionizing source (e.g. Bond et al. 2002 Bond et al. , 2003 Exter et al. 2003 Exter et al. , 2010 . Hence the putative hot (pre-)white dwarf would have to be in a wider orbit around the close eclipsing pair. Exter et al. (2010) recently derived a period of 4.91 d from time series photometry and spectroscopy of the eclipsing pair, and concluded that the centre-of-mass velocity of the central binary varies with time, based on different systemic velocities measured over the period from 1995 to 2001. This suggests the presence of an unseen third orbiting body, which they con-cluded is a white dwarf of ∼ 0.7M , and is the source of ionizing radiation for the PN shell.
There is also a very bright B1Ib star, SAO 241302 (HD 121228), located 73 arcsec northeast of the nebula. Smith et al. (2007) speculated that this star is the ionizing source for SuWt 2. However, the relative strength of He II λ4686 in our spectra (see later) shows that the ionizing star must be very hot, T > 100,000 K, so the B1 star is definitively ruled out as the ionizing source.
Narrow-band Hα+ [N II] and [O III] 5007 images of SuWt 2 obtained by Schwarz et al. (1992) show that the angular dimensions of the bright elliptical ring are about 86.5 arcsec × 43.4 arcsec at the 10% of maximum surface brightness isophote (Tylenda et al. 2003) , and are used throughout this paper. Smith et al. (2007) used the MOSAIC2 camera on the Cerro Tololo Inter-American Observatory (CTIO) 4-m telescope to obtain a more detailed Hα+ [N II] image, which hints that the ring is possibly the inner edge of a swept-up disc. The [N II] image also shows the bright ring structure and much fainter bipolar lobes extending perpendicular to the ring plane. We can see similar structure in the images taken by Bond and Exter in 1995 with the CTIO 1.5 m telescope using an Hα+ [N II] filter. Fig. 1 shows both narrow-band [N II] 6584Å and Hα images taken in 1995 with the ESO 3.6 m New Technology Telescope at the La Silla Paranal Observatory using the ESO Multi-Mode Instrument (EMMI). The long-slit emission-line spectra also obtained with the EMMI (programme ID 074.D-0373) in 2005 revealed much more detail of the nebular morphology. The first spatio-kinematical model using the EMMI long-slit data by Jones et al. (2010) suggested the existence of a bright torus with a systemic heliocentric radial velocity of −25 ± 5 km s −1 encircling the waist of an extended bipolar nebular shell.
In this paper, we aim to uncover the properties of the hidden hot ionizing source in SuWt 2. We aim to do this by applying a self-consistent three-dimensional photoionization model using the MOCASSIN 3D code by Ercolano et al. (2003a Ercolano et al. ( , 2005 Ercolano et al. ( , 2008 . In Section 2, we describe our optical integral field observations as well as the data reduction process and the corrections for interstellar extinction. In Section 3, we describe the kinematics. In Section 4, we present our derived electron temperature and density, together with our empirical ionic abundances in Section 5. In Section 6, we present derived ionizing source properties and distance from our self-consistent photoionization models, followed by a conclusion in Section 7.
OBSERVATIONS AND DATA REDUCTION
Integral-field spectra of SuWt 2 were obtained during two observing runs in 2009 May and 2012 August with the Wide Field Spectrograph (WiFeS; Dopita et al. 2007) . WiFeS is an image-slicing Integral Field Unit (IFU) developed and built for the ANU 2.3-m telescope at the Siding Spring Observatory, feeding a doublebeam spectrograph. WiFeS samples 0.5 arcsec along each of twenty five 38 arcsec × 1 arcsec slits, which provides a field-ofview of 25 arcsec × 38 arcsec and a spatial resolution element of 1.0 arcsec × 0.5 arcsec (or 1 ′′ × 1 ′′ for y-binning=2). The spectrograph uses volume phase holographic gratings to provide a spectral resolution of R = 3000 (100 km s −1 full width at half-maximum, FWHM), and R = 7000 (45 km s −1 FWHM) for the red and blue arms, respectively. Each grating has a different wavelength coverage. It can operate two data accumulation modes: classical and nodand-shuffle (N&S). The N&S accumulates both object and nearby sky-background data in either equal exposures or unequal expo- The rectangles correspond to the WiFeS fields of view used for our study: 1 (red) and 2 (blue); see Table 1 for more details. Bottom panels: Spatial distribution maps of flux intensity and continuum of [O III] λ5007 for field 2 and locations of apertures (10 arcsec × 20 arcsec) used to integrate fluxes, namely 'A' the ring and 'B' the interior structure. The white contour lines show the distribution of the above narrow-band Hα emission in arbitrary unit. North is up and east is towards the left-hand side.
sures. The complete performance of the WiFeS has been fully described by Dopita et al. (2007 Dopita et al. ( , 2010 .
Our observations were carried out with the B3000/R3000 grating combination and the RT 560 dichroic using N&S mode in 2012 August; and the B7000/R7000 grating combination and the RT 560 dichroic using the classical mode in 2009 May. This covers λλ3300-5900Å in the blue channel and λλ5500-9300Å in the red channel. As summarized in Table 1 , we took two different WiFeS exposures from different positions of SuWt 2; see Fig. 1 (top) . The sky field was collected about 1 arcmin away from the object. To reduce and calibrate the data, it is necessary to take the usual bias frames, dome flat-field frames, twilight sky flats, 'wire' frames and arc calibration lamp frames. Although wire, arc, bias and dome flatfield frames were collected during the afternoon prior to observing, arc and bias frames were also taken through the night. Twilight sky flats were taken in the evening. For flux calibration, we also observed some spectrophotometric standard stars. 
WiFeS data reduction
The WiFeS data were reduced using the WIFES pipeline (updated on 2011 November 21), which is based on the Gemini IRAF 1 package (version 1.10; IRAF version 2.14.1) developed by the Gemini Observatory for the integral-field spectroscopy.
Each CCD pixel in the WiFeS camera has a slightly different sensitivity, giving pixel-to-pixel variations in the spectral direction. This effect is corrected using the dome flat-field frames taken with a quartz iodine (QI) lamp. Each slitlet is corrected for slit transmission variations using the twilight sky frame taken at the beginning of the night. The wavelength calibration was performed using NeAr arc exposures taken at the beginning of the night and throughout the night. For each slitlet the corresponding arc spectrum is extracted, and then wavelength solutions for each slitlet are obtained from the extracted arc lamp spectra using low-order polynomials. The spatial calibration was accomplished by using so called 'wire' frames obtained by diffuse illumination of the coronagraphic aperture with a QI lamp. This procedure locates only the centre of each slitlet, since small spatial distortions by the spectrograph are corrected by the WiFeS cameras. Each wavelength slice was also corrected for the differential atmospheric refraction by relocating each slice in x and y to its correct spatial position.
In the N&S mode, the sky spectra are accumulated in the unused 80 pixel spaces between the adjacent object slices. The sky subtraction is conducted by subtracting the image shifted by 80 pixels from the original image. The cosmic rays and bad pixels were removed from the raw data set prior to sky subtraction using the IRAF task LACOS IM of the cosmic ray identification procedure of van Dokkum (2001) , which is based on a Laplacian edge detection algorithm. However, a few bad pixels and cosmic rays still remained in raw data, and these were manually removed by the IRAF/STSDAS task IMEDIT.
We calibrated the science data to absolute flux units using observations of spectrophotometric standard stars observed in classical mode (no N&S), so sky regions within the object data cube were used for sky subtraction. An integrated flux standard spectrum is created by summing all spectra in a given aperture. After manually removing absorption features, an absolute calibration curve is fitted 1 The Image Reduction and Analysis Facility (IRAF) software is distributed by the National Optical Astronomy Observatory.
to the integrated spectrum using third-order polynomials. The flux calibration curve was then applied to the object data to convert to an absolute flux scale. The [O I] λ5577Å night sky line was compared in the sky spectra of the red and blue arms to determine a difference in the flux levels, which was used to scale the blue spectrum of the science data. Our analysis using different spectrophotometric standard stars (LTT 9491 and HD 26169) revealed that the spectra at the extreme blue have an uncertainty of about 30% and are particularly unreliable for faint objects due to the CCD's poor sensitivity in this area. Table 2 represents a full list of observed lines and their measured fluxes from different apertures (10 arcsec × 20 arcsec) taken from field 2: (A) the ring and (B) the inside of the shell. Fig. 1 (bottom panel) shows the location and area of each aperture in the nebula. The top and bottom panels of Fig. 2 show the extracted blue and red spectra after integration over the aperture located on the ring with the strongest lines truncated so the weaker features can be seen. The emission line identification, laboratory wavelength, multiplet number, the transition with the lower-and upper-spectral terms, are given in columns 1-4 of Table 2 , respectively. The observed fluxes of the interior and ring, and the fluxes after correction for interstellar extinction are given in columns 5-8. Columns 9 and 10 present the integrated and dereddened fluxes after integration over two apertures (A and B). All fluxes are given relative to Hβ, on a scale where Hβ = 100.
Nebular spectrum and reddening
For each spatially resolved emission line profile, we extracted flux intensity, central wavelength (or centroid velocity), and FWHM (or velocity dispersion). Each emission line profile for each spaxel is fitted to a single Gaussian curve using the MPFIT routine (Markwardt 2009 ), an IDL version of the MINPACK-1 FORTRAN code (Moré 1977) , which applies the Levenberg-Marquardt technique to the non-linear least-squares problem. Flux intensity maps of key emission lines of field 2 are shown in Fig. 3 Fig. 1 . White contour lines in the figures depict the distribution of the narrow-band emission of Hα and [N II] taken with the ESO 3.6 m telescope, which can be used to distinguish the borders between the ring structure and the inside region. We excluded the stellar continuum offset from the final flux maps using MPFIT, so spaxels show only the flux intensities of the nebulae.
The Hα and Hβ Balmer emission-line fluxes were used to derive the logarithmic extinction at Hβ, c(Hβ) = log[I(Hβ)/F (Hβ)], for the theoretical line ratio of the case B recombination (Te = 10 000 K and Ne = 100 cm −3 ; Hummer & Storey 1987) . Each flux at the central wavelength was corrected for reddening using the logarithmic extinction c(Hβ) according to
where F (λ) and I(λ) are the observed and intrinsic line flux, respectively, and f (λ) is the standard Galactic extinction law for a total-to-selective extinction ratio of RV ≡ A(V )/E(B−V ) = 3.1 (Seaton 1979b,a; Howarth 1983 ). Accordingly, we obtained an extinction of c(Hβ) = 0.64 [E(B − V ) = 0.44] for the total fluxes (column 9 in Table 2 ). Our derived nebular extinction is in good agreement with the value found by Exter et al. (2010) , E(B − V ) = 0.40 for the central star, Table 2 . Observed and dereddened relative line fluxes, on a scale where Hβ = 100. The integrated observed H(β) flux was dereddened using c(Hβ) to give an integrated dereddened flux. Uncertain (errors of 20%) and very uncertain (errors of 30%) values are followed by ":" and "::", respectively. The symbol '*' denotes doublet emission lines.
Region
Interior Ring Total Line for the ring and interior structure (Frew 2008; Frew et al. 2013a,b) and using c(Hβ) = 0.64, lead to the dereddened Hα flux of logI(Hα) = −11.25 erg cm −2 s −1 . According to the strength of He II λ4686 relative to Hβ, the PN SuWt 2 is classified as the intermediate excitation class with EC = 6.6 (Dopita & Meatheringham 1990) or EC = 7.8 (Reid & Parker 2010) . The EC is an indicator of the central star effective temperature (Dopita & Meatheringham 1991; Reid & Parker 2010) . Using the T eff -EC relation of Magellanic Cloud PNe found by Dopita & Meatheringham (1991) , we estimate T eff = 143 kK for EC = 6.6. However, we get T eff = 177 kK for EC = 7.8 according to the transformation given by Reid & Parker (2010) for Large Magellanic Cloud PNe. Fig. 4 presents maps of the flux intensity and the local standard of rest (LSR) radial velocity derived from the Gaussian profile fits for the emission line [N II] λ 6584Å. We transferred the observed velocity v obs to the LSR radial velocity v lsr by determining the radial velocities induced by the motions of the Earth and Sun using the IRAF/ASTUTIL task RVCORRECT. The emission- 
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line profile is also resolved if its velocity dispersion is wider than the instrumental width σins. The instrumental width can be derived from the [O I] λ5577Å and λ6300Å night sky lines; it is typically σins ≈ 42 km s −1 for R ∼ 3000 and σins ≈ 19 km s −1 for R ∼ 7000. Fig. 4 (right) shows the variation of the LSR radial velocity in the south-east side of the nebula. We see that the radial velocity decreases as moving anti-clockwise on the ellipse. It has a low value of about −70 ± 30 km s −1 on the west co-vertex of the ellipse, and a high value of −50 ± 25 km s −1 on the south vertex. This variation corresponds to the orientation of this nebula, namely the inclination and projected nebula on the plane of the sky. It obviously implies that the east side moves towards us, while the west side escapes from us.
Kinematic information of the ring and the central star is summarized in Table 3 morpho-kinematic model using the modelling program SHAPE (Steffen & López 2006 ) based on the long-slit emission-line spectra at the high resolution of R ∼ 40 000, which is much higher than the moderate resolution of R ∼ 3000 in our observations. They obtained the nebular expansion velocity of vexp = 28 km s −1 and the LSR systemic velocity of vsys = −29.5 ± 5 at the best-fitting inclination of i = 68
• ± 2 • between the line of sight and the nebular axisymmetry axis. We notice that the nebular axisymmetric axis has a position angle of PA = 48
• projected on to the plane of the sky, and measured from the north towards the east in the equatorial coordinate system (ECS). Transferring the PA in the ECS to the PA in the Galactic coordinate system yields the Galactic position angle of GPA = 62
• 16 ′ , which is the PA of the nebular axisymmetric axis projected on to the plane of the sky, measured from the North Galactic Pole (NGP; GPA = 0
• ) towards the Galactic east (GPA = 90
• ). We notice an angle of −27
• 44 ′ between the nebular axisymmetric axis projected onto the plane of the sky and the Galactic plane. (Exter et al. 2010 ) and vsys = −29.5 ± 5 km s −1 (LSR; Jones et al. 2010) , this PN moves in the Cartesian Galactocentric frame with peculiar (non-circular) velocity components of (Us, Vs, Ws) = (35.4 ± 18.4, 11.0 ± 13.7, 33.18 ± 26.4) km s −1 , where Us is towards the Galactic centre, Vs in the local direction of Galactic rotation, and Ws towards the NGP (see Reid et al. 2009 , peculiar motion calculations in appendix). We see that SuWt 2 moves towards the NGP with Ws = 33.18 km s −1 , and there is an interaction with ISM in the direction of its motion, i.e., the east-side of the nebula.
We notice a very small peculiar velocity (Vs = 11 km s −1 )
2 Website: http://vo.uni-hd.de/ppmxl in the local direction of Galactic rotation, so a kinematic distance may also be estimated as the Galactic latitude is a favorable one for such a determination. We used the FORTRAN code for the 'revised' kinematic distance prescribed in Reid et al. (2009) , and adopted the IAU standard parameters of the Milky Way, namely the distance to the Galactic centre R0 = 8.5 kpc and a circular rotation speed Θ0 = 220 km s −1 for a flat rotation curve (dΘ/dR = 0), and the solar motion of U = 10.30 km s −1 , V = 15.3 km s −1
and W = 7.7 km s −1 . The LSR systemic velocity of −29.5 km s −1 (Jones et al. 2010) gives a kinematic distance of 2.26 kpc, which is in quite good agreement with the distance of 2.3 ± 0.2 kpc found by Exter et al. (2010) based on an analysis of the doublelined eclipsing binary system. This distance implies that SuWt 2 is in the tangent of the Carina-Sagittarius spiral arm of the Galaxy (l = 311.
• 0, b = 2.
• 4). Our adopted distance of 2.3 kpc means the ellipse's major radius of 45 arcsec corresponds to a ring radius of r = 0.47 ± 0.04 pc. The expansion velocity of the ring then yields a dynamical age of τ dyn = r/vexp = 17500 ± 1560 yr, which is defined as the radius divided by the constant expansion velocity. Nonetheless, the true age is more than the dynamical age, since the nebula expansion velocity is not constant through the nebula evolution. Dopita et al. (1996) estimated the true age typically around 1.5 of the dynamical age, so we get τtrue = 26250 ± 2330 yr for SuWt 2. If we take the asymptotic giant branch (AGB) expansion velocity of vAGB = vexp/2 (Gesicki & Zijlstra 2000) , as the starting velocity of the new evolving PN, we also estimate the true age as τtrue = 2r/(vexp + vAGB) = 23360 ± 2080 yr.
PLASMA DIAGNOSTICS
We derived the nebular electron temperatures Te and densities Ne from the intensities of the collisionally excited lines (CELs) by solving the equilibrium equations for an n-level atom ( 5) using EQUIB, a FORTRAN code originally developed by Howarth & Adams (1981) . Recently, it has been converted to FORTRAN 90, and combined into simpler routines for NEAT . The atomic data sets used for our plasma diagnostics, as well as for the CEL abundance determination in § 5, are the same as those used by Wesson et al. (2012) .
The diagnostics procedure was as follows: we assumed a representative initial electron temperature of 10 000 K in order to derive Ne([S II]); then Te([N II]) was derived in conjunction with the mean density derived from Ne([S II]). The calculations were iterated to give self-consistent results for Ne and Te. The correct choice of electron density and temperature is essential to determine ionic abundances. in the ring. We see that the interior region has a [S II] λλ 6716/6731 flux ratio of more than 1.4, which means the inside of the ring has a very low density (Ne 50 cm −3 ). Flux ratio maps for the temperature-sensitive [N II] λλ5755, 6548, 6583 lines indicate that the electron temperature Te varies from 7 000 to 14 000 K. As shown in Fig. 6 , the brightest part of the ring in [N II] λ 6584Å has an electron temperature of about 8 000 K. The inside of the ring has a mean electron temperature of about 11 800 K. We notice that Smith et al. (2007) found Ne = 90 cm −3 and Te = 11 400 K using the R-C Spectrograph (R ∼ 6000) on the CTIO 4-m telescope, though they obtained them from a 0.8 arcsec slit oriented along the major axis of the ring (PA = 135
• ). Table 4 lists the electron density (Ne) and the electron temperature (Te) of the different regions, together with the ionization potential required to create the emitting ions. We see that the east part of the ring has a mean electron density of Ne([S II]) 100 cm less than 20 000 K. We point out that the [S II] λλ6716/6731 line ratio of more than 1.40 is associated with the low-density limit of Ne < 100 cm −3 , and we cannot accurately determine the electron density less than this limit (see e.g. A 39; Jacoby et al. 2001 
IONIC AND TOTAL ABUNDANCES
We derived ionic abundances for SuWt 2 using the observed CELs and the optical recombination lines (ORLs). We determined abundances for ionic species of N, O, Ne, S and Ar from CELs. In our determination, we adopted the mean Te([O III]) and the upper limit of Ne([S II]) obtained from our empirical analysis in Table 4 . Solving the equilibrium equations, using EQUIB, yields level populations and line sensitivities for given Te and Ne. Once the level population are solved, the ionic abundances, X i+ /H + , can be derived from the observed line intensities of CELs. We determined ionic abundances for He from the measured intensities of ORLs using the effective recombination coefficients from Storey & Hummer (1995) and Smits (1996) . We derived the total abundances from deduced ionic abundances using the ionization correction factor (icf ) formulae given by Kingsburgh & Barlow (1994) :
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We derived the ionic and total helium abundances from the observed λ5876 and λ6678, and He II λ4686 ORLs. We assumed case B recombination for the singlet He I λ6678 line and case A for other He I λ5876 line (theoretical recombination models of Smits 1996). The He + /H + ionic abundances from the He I lines at λ5876 and λ6678 were averaged with weights of 3:1, roughly the intrinsic intensity ratios of the two lines. The He 2+ /H + ionic abundances were derived from the He II λ4686 line using theoretical case B recombination rates from Storey & Hummer (1995) . For high-and middle-EC PNe (E.C. > 4), the total He/H abundance ratio can be obtained by simply taking the sum of singly and doubly ionized helium abundances, and with an icf (He) equal or less than 1.0. For PNe with low levels of ionization it is more than 1.0. CELs are seen, so the singly and doubly ionized helium abundances deduced from ORLs are used to include the higher ionization stages of oxygen abundance.
We derived the ionic and total nitrogen abundances from [N II] λ6548 and λ6584 CELs. For optical spectra, it is possible to derive only N + , which mostly comprises only a small fraction (∼ 10-30%) of the total nitrogen abundance. Therefore, the oxygen abundances were used to correct the nitrogen abundances for unseen ionization stages of N 2+ and N 3+ . Similarly, the total Ne/H abundance was corrected for undetermined Ne 3+ by using the oxygen abundances. The λλ6716,6731 lines usually detectable in PN are preferred to be used for the determination of S + /H + , since the λλ4069,4076 lines are usually enhanced by recombination contribution, and also blended with O II lines. We notice that the λλ6716,6731 doublet is affected by shock excitation of the ISM interaction, so the S + /H + ionic abundance must be lower. When the observed S + is not appropriately determined, it is possible to use the expression given by Kingsburgh & Barlow (1994) The total abundances of He, N, O, Ne, S, and Ar derived from our empirical analysis for selected regions of the nebula are given in Table 5 . From Table 5 we see that SuWt 2 is a nitrogen-rich PN, which may be evolved from a massive progenitor (M 5). However, the nebula's age (23 400-26 300 yr) cannot be associated with faster evolutionary time-scale of a massive progenitor, since the evolutionary time-scale of 7M calculated by Blöcker (1995) implies a short time-scale (less than 8000 yr) for the effective tem- peratures and the stellar luminosity (see Table 2 ) that are required to ionize the surrounding nebula. So, another mixing mechanism occurred during AGB nucleosynthesis, which further increased the Nitrogen abundances in SuWt 2. Mass transfer to the two A-type companions may explain this typical abundance pattern. Fig. 7 shows the spatial distribution of ionic abundance ratio N + /H + , O ++ /H + and S + /H + derived for given Te = 10 000 K and Ne = 100 cm −3 . We notice that O ++ /H + ionic abundance is very high in the inside shell; through the assumption of homogeneous electron temperature and density is not correct. The values in Table 5 region, which hints at the presence of a hot ionizing source in the centre of the nebula. 3-D isodensity plot of the dense torus adopted for photoionization modelling of SuWt 2. The torus has a homogeneous density of 100 cm −3 , a radius of 38.1 arcsec from its centre to the tube centre, and a tube radius of 6.9 arcsec. The less dense oblate spheroid has a homogeneous density of 50 cm −3 , a semi-major axis of 31.2 arcsec and a semi-minor axis of 6.9 arcsec. Axis units are arcsec, where 1 arcsec is equal to 1.12 × 10 −2 pc based on the distance determined by our photoionization models.
PHOTOIONIZATION MODEL
We used the 3 D photoionization code MOCASSIN (version 2.02.67) to study the ring of the PN SuWt 2. The code, described in detail by Ercolano et al. (2003a Ercolano et al. ( , 2005 Ercolano et al. ( , 2008 , applies a Monte Carlo method to solve self-consistently the 3 D radiative transfer of the stellar and diffuse field in a gaseous and/or dusty nebula having asymmetric/symmetric density distribution and inhomogeneous/homogeneous chemical abundances, so it can deal with any structure and morphology. It also allows us to include multiple ionizing sources located in any arbitrary position in the nebula. It produces several outputs that can be compared with observations, namely a nebular emission-line spectrum, projected emission-line maps, temperature structure and fractional ionic abundances. This code has already been used for a number of axisymmetric PNe, such as NGC 3918 (Ercolano et al. 2003b λ5007) are compared with the observations. We performed a maximum of 20 iterations per simulation and the minimum convergence level achieved was 95%. The free parameters included distance and stellar characteristics, such as luminosity and effective temperature. Although we adopted the density and abundances derived in Sections 4 and 5, we gradually scaled up/down the abundances in Table 5 until the observed emission-line fluxes were reproduced by the model. Due to the lack of infrared data we did not model the dust component of this object. We notice however some variations among the values of c(Hβ) between the ring and the inner region in Table 2 . It means that that all of the observed reddening may not be due to the ISM. We did not include the outer bipolar lobes in our model, since the geometrical dilution reduces radiation beyond the ring. The faint bipolar lobes projected on the sky are far from the UV radiation field, and are dominated by the photodissociation region (PDR). There is a transition region between the photoionized region and PDR. Since MOCASSIN cannot currently treat a PDR fully, we are unable to model the region beyond the ionization front, i.e. the ring. This low-density PN is extremely faint, and not highly optically thick (i.e. some UV radiations escape from the ring), so it is difficult to estimate a stellar luminosity from the total nebula Hβ intrinsic line flux. The best-fitting model depends upon the effective temperature (T eff ) and the stellar luminosity (L⋆), though both are related to the evolutionary stage of the central star. Therefore, it is necessary to restrict our stellar parameters to the evolutionary tracks of the post-AGB stellar models, e.g., 'late thermal pulse', 'very late thermal pulse' (VLTP), or 'asymptotic giant branch final thermal pulse' (see e.g. Iben & Renzini 1983; Schönberner 1983; Vassiliadis & Wood 1994; Blöcker 1995; Herwig 2001; . To constrain T eff and L⋆, we employed a set of evolutionary tracks for initial masses between 1 and 7M calculated by Blöcker (1995, Tables 3-5) . Assuming a density model shown in Fig. 8 , we first estimated the effective temperature and luminosity of the central star by matching the Hβ luminosity L(Hβ) and the ionic helium abundance ratio He 2+ /He + with the values derived from observation and empirical analysis. Then, we scaled up/down abundances to get the best values for ionic abundance ratios and the flux intensities.
Model input parameters

Density distribution
The dense torus used for the ring was developed from the higher spectral resolution kinematic model of Jones et al. (2010) and our plasma diagnostics (Section 4). Although the density cannot be more than the low-density limit of Ne < 100 cm −3 due to the [S II] λλ6716/6731 line ratio of 1.40, it was slightly adjusted to produce the total Hβ Balmer intrinsic line flux I(Hβ) derived for the ring and interior structure or the Hβ luminosity L(Hβ) = 4π D 2 I(Hβ) at the specified distance D. The three-dimensional density distribution used for the torus and interior structure is shown in Fig. 8 . The central star is located in the centre of the torus. The torus has a radius of 38.1 arcsec from its centre to the centre of the tube (1 arcsec is equal to 1.12 × 10 −2 pc based on the bestfitting photoionization models). The radius of the tube of the ring is 6.9 arcsec. The hydrogen number density of the torus is taken to be homogeneous and equal to NH = 100 cm studied similar objects, including SuWt 2, and found that the ring itself can be a swept-up thin disc, and the interior of the ring is filled with a uniform equatorial disc. Therefore, inside the ring, there is a less dense oblate spheroid with a homogeneous density of 50 cm −3 , a semimajor axis of 31.2 arcsec and a semiminor axis of 6.9 arcsec. The H number density of the oblate spheroid is chosen to match the total L(Hβ) and be a reasonable fit for H 2+ /H + compared to the empirical results. The dimensions of the model were estimated from the kinematic model of Jones et al. (2010) with an adopted inclination of 68
• . The distance was estimated over a range 2.1-2.7 kpc, which corresponds to a reliable range based on the Hα surface brightness-radius relation of Frew & Parker (2006) and Frew (2008) . The distance was allowed to vary to find the best-fitting model. The value of 2.3 kpc adopted in this work yielded the best match to the observed Hβ luminosity and it is also in very good agreement with Exter et al. (2010) .
Nebular abundances
All major contributors to the thermal balance of the gas were included in our model. We used a homogeneous elemental abundance distribution consisting of eight elements. The initial abundances of He, N, O, Ne, S and Ar were taken from the observed empirically derived total abundances listed in Table 5 . The abundance of C was a free parameter, typically varying between 5 × 10 −5 and 8 × 10
in PNe. We initially used the typical value of C/H = 5.5 × 10 −4 (Kingsburgh & Barlow 1994) , and adjusted it to preserve the thermal balance of the nebula. We kept the initial abundances fixed while the stellar parameters and distance were being scaled to produce the best fit for the Hβ luminosity and He 2+ /He + ratio, and then we gradually varied them to obtain the finest match between the predicted and observed emission-line fluxes, as well as ionic abundance ratios from the empirical analysis.
The flux intensity of He II λ4686Å and the He 2+ /He + ratio highly depend on the temperature and luminosity of the central star. Increasing either T eff or L⋆ or both increases the He 2+ /He + ratio. Our method was to match the He 2+ /He + ratio, and then scale the He/H abundance ratio to produce the observed intensity of He II λ4686Å.
The abundance ratio of oxygen was adjusted to match the intensities of [O III] λλ4959,5007 and to a lesser degree [O II] λλ3726, 3729. In particular, the intensity of the [O II] doublet is unreliable due to the contribution of recombination and the uncertainty of about 30% at the extreme blue of the WiFeS. So we gradually modified the abundance ratio O/H until the best match for [O III] λλ4959,5007 and O 2+ /H + was produced. The abundance ratio of nitrogen was adjusted to match the intensities of [N II] λλ6548,6584 and N + /H + . Unfortunately, the weak [N II] λ5755 emission line does not have a high S/N ratio in our data.
The abundance ratio of sulphur was adjusted to match the intensities of [S III] λ9069. The intensities of [S II] λλ6716,6731 and S + /H calculated by our models are about seven and ten times lower than those values derived from observations and empirical analysis, respectively. The intensity of [S II] λλ6716,6731 is largely increased due to shock-excitation effects.
Finally, the differences between the total abundances from our photoionization model and those derived from our empirical analysis can be explained by the icf errors resulting from a non-spherical morphology and properties of the exciting source. Gonçalves et al. (2012) found that additional corrections are necessary compared to those introduced by Kingsburgh & Barlow (1994) due to geometrical effects. Comparison with results from photoionization models shows that the empirical analysis overestimated the neon abundances. The neon abundance must be lower than the value found by the empirical analysis to reproduce the observed intensities of [Ne III] λλ3869,3967. It means that the icf (Ne) of Kingsburgh & Barlow (1994) overestimates the unseen ionization stages. Bohigas (2008) suggested to use an alternative empir- ical method for correcting unseen ionization stages of neon. It is clear that with the typical Ne 2+ /Ne = O 2+ /O assumption of the icf method, the neon total abundance is overestimated by the empirical analysis.
Ionizing source
The central ionizing source of SuWt 2 was modelled using different non-local thermodynamic equilibrium (NLTE; Rauch 2003) model atmospheres listed in Table 6 , as they resulted in the best fit of the nebular emission-line fluxes. Initially, we tested a set of blackbody fluxes with the effective temperature (T eff ) ranging from 80 000 to 190 000 K, the stellar luminosity compared to that of the Sun (L⋆/L ) ranging from 50-800 and different evolutionary tracks (Blöcker 1995) . A blackbody spectrum provides a rough estimate of the ionizing source required to photoionize the PN SuWt 2. The assumption of a blackbody spectral energy distribution (SED) is not quite correct as indicated by Rauch (2003) . The strong differences between a blackbody SED and a stellar atmosphere are mostly noticeable at energies higher than 54 eV (He II ground state). We thus successively used the NLTE Tübingen Model-Atmosphere Fluxes Package 3 (TMAF; Rauch 2003) for hot compact stars. We initially chose the stellar temperature and luminosity (gravity) of the bestfitting blackbody model, and changed them to get the best observed ionization properties of the nebula. Fig. 9 shows the NTLE model atmosphere fluxes used to reproduce the observed nebular emission-line spectrum by our photoionization models. We first used a hydrogen-rich model atmosphere with an abundance ratio of H : He = 8 : 2 by mass, log g = 7 (cgs), and T eff = 140 000 K (Model 1), corresponding to the final stellar mass of M⋆ = 0.605 M and the zero-age main sequence (ZAMS) mass of MZAMS = 3 M , where M is the solar mass. However, its post-AGB age (τpost−AGB) of 7 500 yr, as shown in 3 Website: http://astro.uni-tuebingen.de/ rauch/TMAF/TMAF.html Fig. 10 (left-hand panel) , is too short to explain the nebula's age. We therefore moved to a hydrogen-deficient model, which includes Wolf-Rayet central stars ([WC] ) and the hotter PG 1159 stars.
[WC]-type central stars are mostly associated with carbon-rich nebula (Zijlstra et al. 1994) . The evolutionary tracks of the VLTP for H-deficient models, as shown in Fig. 10 (right-hand panel) , imply a surface gravity of log g = 7.2 for given T eff and L⋆. From the high temperature and high surface gravity, we decided to use 'typical' PG 1159 model atmosphere fluxes (He : C : N : O = 33 : 50 : 2 : 15) with T eff = 160 000 K and L⋆/L = 600 (Model 2), corresponding to the post-AGB age of about τpost−AGB = 25 000 yr, M⋆ = 0.64 M and MZAMS = 3 M . The stellar mass found here is in agreement with the 0.7 M estimate of Exter et al. (2010) . Fig. 9 compares the two model atmosphere fluxes with a blackbody with T eff = 160 000 K. Table 6 lists the parameters used for our final simulations in two different NTLE model atmosphere fluxes. The ionization structure of this nebula was best reproduced using these best two models. Each model has different effective temperature, stellar luminosity and abundances (N/H, O/H and Ne/H). The results of our two models are compared in Tables 7-10 to those derived from the observation and empirical analysis. Table 7 compares the flux intensities calculated by our models with those from the observations. The fluxes are given relative to Hβ, on a scale where Hβ = 100. Most predicted line fluxes from each model are in fairly good agreement with the observed values and the two models produce very similar fluxes for most observed species. There are still some discrepancies in the few lines, e.g. Figure 11 . The 3 D distributions of electron temperature, electron density and ionic fractions from the adopted Model 2 constructed in 45 × 45 × 7 cubic grids, and the ionizing source being placed in the corner (0,0,0). Each cubic cell has a length of 1.12 × 10 −2 pc, which corresponds to the actual PN ring size. sity distribution (see e.g. discussion in Ercolano et al. 2003c Liu et al. 2000) . Table 8 represents mean electron temperatures weighted by ionic abundances for Models 1 and 2, as well as the ring region and the inside region of the PN. We also see each ionic temperature corresponding to the temperature-sensitive line ratio of a specified ion. The definition for the mean temperatures was given in Ercolano et al. (2003b) ; and in detail by Harrington et al. (1982) . Our model results for Te [O III] compare well with the value obtained from the empirical analysis in § 4. Fig. 11 (top left) shows Te obtained for Model 2 (adopted best-fitting model) constructed in 45 × 45 × 7 cubic grids, and with the ionizing source being placed in the corner. It replicates the situation where the inner region has much higher Te in comparison to the ring Te as previously found by plasma diagnostics in § 4. In particular the mean values of Te [O III] for the ring (torus of the actual nebula) and the inside (spheroid) regions are around 12 000 and 15 000 K in all two models, respectively. They can be compared to the values of Table 4 that is Te[O III] = 12 300 K (ring) and 20 000 K (interior). Although the average temperature of Te[N II] ≃ 11 700 K over the entire nebula is higher than that given in Table 4 , the average temperature of Te[O III] ≃ 13, 000 K is in decent agreement with that found by our plasma diagnostics.
Model results
Emission-line fluxes
Temperature structure
It can be seen in Table 4 that the temperatures for the two main regions of the nebula are very different, although we assumed a homogeneous elemental abundance distribution for the entire nebula relative to hydrogen. The temperature variations in the model can also be seen in Fig. 11 . The gas density structure and the location of the ionizing source play a major role in heating the central regions, while the outer regions remain cooler as expected. Overall, the average electron temperature of the entire nebula increases by increasing the helium abundance and decreasing the oxygen, carbon and nitrogen abundances, which are efficient coolants. We did not include any dust grains in our simulation, although we note that a large dust-to-gas ratio may play a role in the heating of the nebula via photoelectric emissions from the surface of grains.
Ionization structure
Results for the fractional ionic abundances in the ring (torus) and inner (oblate spheroid) regions of our two models are shown in Table 9 and Fig. 11 . It is clear from the figure and table that the ionization structures from the models vary through the nebula due to the complex density and radiation field distribution in the gas. As shown in Table 9 , He 2+ /He is much higher in the inner regions, while He + /He is larger in the outer regions, as expected. Similarly, we find that the higher ionization stages of each element are larger in the inner regions. From Table 9 we see that hydrogen and helium are both fully ionized and neutrals are less than 8% by number in these best-fitting models. Therefore, our assumption of icf (He) = 1 is correct in our empirical method. Table 10 lists the nebular average ionic abundance ratios calculated from the photoionization models. The values that our models predict for the helium ionic ratio are fairly comparable with those from the empirical methods given in § 5, though there are a number of significant differences in other ions. The O + /H + ionic abundance ratio is about 33 per cent lower, while O 2+ /H + is about 60% lower in Model 2 than the empirical observational value. The empirical value of S + differs by a factor of 8 compared to our result in Model 2, explained by the shock-excitation effects on the [S II] λλ6716,6731 doublet. Additionally, the Ne 2+ /H + ionic abundance ratio was underestimated by roughly 67% in Model 2 compared to observed results, explained by the properties of the ionizing source. The Ar 3+ /H + ionic abundance ratio in Model 2 is 56% lower than the empirical results. Other ionic fractions do not show major discrepancies; differences remain below 35%. We note that the N + /N ratio is roughly equal to the O + /O ratio, similar to what is generally assumed in the icf (N) method. However, the Ne 2+ /Ne ratio is nearly a factor of 2 larger than the O 2+ /O ratio, in contrast to the general assumption for icf (Ne) (see equation 5). It has already been noted by Bohigas (2008) that an alternative ionization correc- tion method is necessary for correcting the unseen ionization stages for the neon abundance.
Evolutionary tracks
In Fig. 10 we compared the values of the effective temperature T eff and luminosity L⋆ obtained from our two models listed in Table 6 to evolutionary tracks of hydrogen-burning and heliumburning models calculated by Blöcker (1995) . We compared the post-AGB age of these different models with the dynamical age of the ring found in § 3. The kinematic analysis indicates that the nebula was ejected about 23 400-26 300 yr ago. The post-AGB age of the hydrogen-burning model (left-hand panel in Fig. 10 ) is considerably shorter than the nebula's age, suggesting that the helium-burning model (VLTP; right-hand panel in Fig. 10 ) may be favoured to explain the age. The physical parameters of the two A-type stars also yield a further constraint. The stellar evolutionary tracks of the rotating models for solar metallicity calculated by Ekström et al. (2012) imply that the A-type stars, both with masses close to 2.7M and T eff ≃ 9200 K, have ages of ∼ 500 Myr. We see that they are in the evolutionary phase of the "blue hook"; a very short-lived phase just before the Hertzsprung gap. Interestingly, the initial mass of 3M found for the ionizing source has the same age. As previously suggested by Exter et al. (2010) , the PN progenitor with an initial mass slightly greater than 2.7M can be coeval with the Atype stars, and it recently left the AGB phase. But, they adopted the system age of about 520 Myr according to the Y 2 evolutionary tracks (Yi et al. 2003; Demarque et al. 2004) .
The effective temperature and stellar luminosity obtained for both models correspond to the progenitor mass of 3M . However, the strong nitrogen enrichment seen in the nebula is inconsistent with this initial mass, so another mixing process rather than the hot-bottom burning (HBB) occurs at substantially lower initial masses than the stellar evolutionary theory suggests for AGB-phase (Herwig 2005; Karakas & Lattanzio 2007; Karakas et al. 2009 ). The stellar models developed by Karakas & Lattanzio (2007) indicate that HBB occurs in intermediate-mass AGB stars with the initial mass of 5M for the metallicity of Z = 0.02; and 4M for Z = 0.004-0.008. However, they found that a low-metallicity AGB star (Z = 0.0001) with the progenitor mass of 3M can also experience HBB. Our determination of the argon abundance in SuWt 2 (see Table 6 ) indicates that it does not belong to the lowmetallicity stellar population; thus, another non-canonical mixing process made the abundance pattern of this PN.
The stellar evolution also depends on the chemical composition of the progenitor, namely the helium content (Y ) and the metallicity (Z), as well as the efficiency of convection (see e.g. Salaris & Cassisi 2005 ). More helium increases the H-burning efficiency, and more metallicity makes the stellar structure fainter and cooler. Any change in the outer layer convection affects the effective temperature. There are other non-canonical physical processes such as rotation, magnetic field and mass-loss during Roche lobe overflow (RLOF) in a binary system, which significantly affect stellar evolution. Ekström et al. (2012) calculated a grid of stellar evolutionary tracks with rotation, and found that N/H at the surface in rotating models is higher than non-rotating models in the stellar evolutionary tracks until the end of the central hydrogenand helium-burning phases prior to the AGB stage. The Modules for Experiments in Stellar Astrophysics (MESA) code developed by Paxton et al. (2011 Paxton et al. ( , 2013 indicates that an increase in the rotation rate (or angular momentum) enhances the mass-loss rate. The rotationally induced and magnetically induced mixing processes certainly influence the evolution of intermediate-mass stars, which need further studies by MESA. The mass-loss in a binary or even triple system is much more complicated than a single rotating star, and many non-canonical physical parameters are involved (see e.g. BINSTAR code by Siess 2006; Siess et al. 2013) . Chen & Han (2002) used the Cambridge stellar evolution (STARS) code developed by Eggleton (1971 Eggleton ( , 1972 Eggleton ( , 1973 to study numerically evolution of Population I binaries, and produced a helium-rich outer layer. Similarly, Benvenuto & De Vito (2003 , 2005 developed a helium white dwarf from a low mass progenitor in a close binary system. A helium enrichment in the our layer can considerably influence other elements through the helium-burning mixing process.
CONCLUSION
In this paper we have analysed new optical integral-field spectroscopy of the PN SuWt 2 to study detailed ionized gas properties, and to infer the properties of the unobserved hot ionizing source located in the centre of the nebula. The spatially resolved emissionline maps in the light of [N II] λ6584 have described the kinematic structure of the ring. The previous kinematic model (Jones et al. 2010 ) allowed us to estimate the nebula's age and large-scale kinematics in the Galaxy. An empirical analysis of the emission line spectrum led to our initial determination of the ionization structure of the nebula. The plasma diagnostics revealed as expected that the inner region is hotter and more excited than the outer regions of the nebula, and is less dense. The ionic abundances of He, N, O, Ne, S and Ar were derived based on the empirical methods and adopted mean electron temperatures estimated from the observed [O III] emission lines and electron densities from the observed [S II] emission lines.
We constructed photoionization models for the ring and interior of SuWt 2. This model consisted of a higher density torus (the ring) surrounding a low-density oblate spheroid (the interior disc). We assumed a homogeneous abundance distribution consisting of eight abundant elements. The initial aim was to find a model that could reproduce the flux intensities, thermal balance structure and ionization structure as derived from by the observations. We incorporated NLTE model atmospheres to model the ionizing flux of the central star. Using a hydrogen-rich model atmosphere, we first fitted all the observed line fluxes, but the time-scale of the evolutionary track was not consistent with the nebula's age. Subsequently, we decided to use hydrogen-deficient stellar atmospheres implying a VLTP (born-again scenario), and longer time-scales were likely to be in better agreement with the dynamical age of the nebula. Although the results obtained by the two models of SuWt 2 are in broad agreement with the observations, each model has slightly different chemical abundances and very different stellar parameters. We found a fairly good fit to a hydrogen-deficient central star with a mass of ∼ 0.64M with an initial (model) mass of ∼ 3M . The evolutionary track of Blöcker (1995) implies that this central star has a post-AGB age of about 25 000 yr. Interestingly, our kinematic analysis (based on vexp from Jones et al. 2010 ) implies a nebular true age of about 23 400-26 300 yr. Table 6 lists two best-fitting photoionization models obtained for SuWt 2. The hydrogen-rich model atmosphere (Model 1) has a normal evolutionary path and yields a progenitor mass of 3M , a dynamical age of 7,500 yr and nebular N/O = 0.939 (by number). The PG 1159 model atmosphere (Model 2) is the most probable solution, which can be explained by a VLTP phase or born-again scenario: It is possible that an external mechanism such as the tidal force of a companion and mass transfer to an accretion disc, or the strong stellar magnetic field of a companion can trigger (late) thermal pulses during post-AGB evolution.
The abundance pattern of SuWt 2 is representative of a nitrogen-rich PN, which is normally considered to be the product of a relatively massive progenitor star (Becker & Iben 1980; Kingsburgh & Barlow 1994) . Recent work suggests that HBB, which enhances the helium and nitrogen, and decreases oxygen and carbon, occurs only for initial masses of 5 M (Z = 0.02; Karakas & Lattanzio 2007; Karakas et al. 2009 ); hence, the nitrogen enrichment seen in the nebula appears to result from an additional mixing process active in stars down to a mass of 3M . Additional physical processes such as rotation increase the massloss rate (Paxton et al. 2013) and nitrogen abundance at the stellar surface (end of the core H-and He-burning phases; Ekström et al. 2012) . The mass-loss via RLOF in a binary (or triple) system can produce a helium-rich outer layer (Chen & Han 2002; Benvenuto & De Vito 2005) , which significantly affects other elements at the surface.
