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Abstract
The computation of thermodynamical properties of oxides from first principles in-
volves the use of both statistical- and quantum-mechanical models. We show that the
solution of the former models can be considerably simplified with a low-temperature
expansion of the free energy. This overcomes the numerical problems of standard
statistical-mechanical techniques at low temperatures or for highly-stoichiometric
compounds. We find that with only a few terms in the expansion, an accurate de-
scription is obtained up to temperatures where Monte Carlo simulations or cluster
variation calculations are practical.
The formation energies of a large number of real or hypothetical compounds are
an essential input to compute free energies. These values are usually obtained from
sophisticated and time-consuming quantum-mechanical calculations. We show that
the same accuracy can be obtained from simpler approaches when all the relevant
contributions in the Hamiltonian are properly included. We identify four effects that
are necessary to accurately reproduce formation energies in oxides: charge transfer,
nonspherical electronic relaxations, ionic breathing, and directional bonding. We suc-
cessfully integrated these effects into a tight-binding formulation. The Hamiltonian
of the model includes explicit parametrizations of these terms. The parameters are fit
to pseudopotential bands and equations of state. From this information, formation
energies can be obtained with an accuracy comparable to the pseudopotential pre-
dictions, but at a fraction of the computational cost. On average, the tight-binding
formation energies in the CaO-MgO and CaO-ZrO 2 systems only differ by 10% from
the pseudopotential results.
As an example of the applicability of the new tight-binding scheme to complex
oxides, we use it to study the dependence of the ionic charge on the atomic environ-
ment. We show that the variations in valence state can be important and produce
significant errors in the formation energies when they are not properly accounted for.
Thesis Supervisor: Gerbrand Ceder
Title: Associate Professor of Materials Science
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Chapter 1
Introduction
Humans have been trying to unravel the secrets of matter since the origins of civi-
lization. Looking for the ideal hunting tools, the deadliest weapons, or the best heart
implants, the synthesis and development of new materials have never stopped. The
importance of this search is reflected in the fact that many periods of history are
named after the materials that were used in them. The Stone Age, the Bronze Age,
and the Iron Age were all strongly influenced, both socially and culturally, by the use
of stone, bronze, and iron respectively.
The concept of matter is a very elusive one. The first attempts to apply some
rationality to the study of materials can probably be tracked down to the origins of
Alchemy [1]. Although most well known as a search for a way to transmutate the
base metals into noble metals in the sixteenth and seventeenth centuries, it produced
an enormous amount of information about materials properties, processing, and ex-
perimental techniques since the beginnings of the Egyptian era.' Even the brightest
minds were seduced by the mysteries and powers of the alchemy knowledge. For
example, Sir Isaac Newton wrote many alchemical papers in his search for under-
standing the structure of matter and how it can be transformed [2, 3]. In his Praxis,
we can read [3]:
"....so soon as it beginns to calcine pour upon it 1 part of ye cold fire extracted
out of Lead ore wth salt of Venus & not yet volatized, & so on till you have
poured on eleven parts & all be calcined. ffor ye Saturn will first resolve into
water by fusion & then resolve ye quicksilver of the bodies & promote ye action
of ye sympatetic fire......And thus you may understand what the first gate of
calcination is & how in the calcination of perfect bodies wth ye first menstrue
nothing unclean enters but ye green Lyon & how ye King after his resurrection
is fed with the blood of this Lyon...."
One has to remember that until the chemical elements were identified, the main
alchemy theory (usually ascribed to Aristotle, but widely recognized in Egypt and
'The Egyptians were expert goldsmiths as far back as the year 3000 B.C. They were also remark-
ably skilled in metallurgy and enameling. The origin of the word "alchemy" can be tracked down
to "Al Khem" that is how the Islamic world called "the art of the dark country" [1]. (Egypt was
known as "Khem" or the country of "dark soil".)
India long before his era) was that all bodies were composed of four elements (water,
earth, air, and fire) in different proportions. One body could be transmutted into
another by changing these proportions.2 Having this theoretical background, most
advances had to come from purely empirical approaches!
Profound changes occurred at the end of the XVIII and during the XIX centuries
when the concepts of elements, atoms, and molecules were developed or perfected.
The use of chemical compositions, rudimentary crystallography, and new technologies
(such as better furnaces) dramatically improved the understanding of matter. But
still, only a few empirically selected materials were used by the end of last century and
only 20 of the 92 naturally found elements formed them [4]. A major revolution took
place in the first half of the XX century due to the understanding of the interior of the
atom, the introduction of new experimental techniques (such as x-ray diffraction), and
the use of accurate mathematical descriptions to formulate the semiempirical relations
already known. Completely new materials were synthesized during this period and the
role of structure and chemistry on their properties was widely investigated. Plastics,
semiconductors, and synthetic fibers, are just a few examples. (See reference [4] for
a much more detailed description of the evolution of materials science.)
But how more advanced is our search for new materials now? What different
methods would a scientist use at the verge of the XXI century? The trial and error
procedure evolved from being purely empirical to a very complex relationship between
semiempirical laws, mathematical models, and experiments. Current technology pro-
vides very advanced tools to characterize and understand materials behavior, making
the whole process very efficient. However, the possibilities for combining elements are
gigantic. When a material with specific properties is sought, one is sometimes left
with just well educated guesses on which elements to mix and how to process them.
As a hundred years ago, a revolution is starting to take shape. Advances in
computer technology and in the simulation techniques are making possible to just
use the guidance of the laws of physics to tailor the properties of materials to our
needs [5]. These so-called computational experiments are already complementing
traditional experiments and are starting to realize a future where novel materials will
be predicted and developed before they are synthesized.
This thesis is about some of the methods that are helping this revolution to take
place. Our work is focused on how quantum- and statistical-mechanical techniques
can be used to study and tailor the properties of oxides. Oxides present a wide variety
of properties that make them very useful in many industries, from high-technology
companies to refractory brick factories. The goal of this thesis is two-fold: improve
the methods to compute phase diagrams and the quantum-mechanical inputs to them.
For the former, we developed a new approach, based on a low-temperature expan-
sion of the free energy, that circumvents the numerical problems that the standard
statistical-mechanical techniques have at low temperatures or for highly stoichiomet-
2This theory counted at those times with some "experimental evidence": by using fire and water
the character of matter could be changed (actually its properties). For example, the properties of
steels can be changed by precisely using fire and water. Also, the preparation of alloys that resemble
gold was already known even by the Egyptians (e.g., golden brass).
ric compounds. For the latter, we studied how the approximations used to compute
total energies worked in oxides. From these studies, we propose a new approach to
compute total energies in these materials, based on the tight-binding method, that
combines the accuracy of the most complex quantum-mechanical techniques with the
speed of classical treatments.
We start in this chapter by describing what computer simulations are, what they
can do, and how our work relates to this field. In the first sections, we introduce the
idea of computer simulations (section 1.1) and phase diagrams (section 1.2). Then, we
describe the application of total-energy techniques (section 1.3) to compute oxide's
properties and we introduce the problems that the complexity of oxide crystals poses
for computer simulations. Finally, we present a brief description of the world of oxides
and their applications (section 1.4) followed by a summary of the contributions made
in this thesis (section 1.5).
1.1 Computational experiments
Every time we observe a material we can think that nature is solving the fundamental
equations of physics to see how to move the atoms. In the same way, in a computer
experiment, the system under study (atomic nuclei and electrons) is evolved based
on the same equations, but this time in the space of the computer world.
Nature has to be an incredibly fast computer to be able to solve coupled nonlinear
equations in more than 1023 variables, self-consistently, and in "real time". Real
computers are of course much slower and calculating the exact state of any relevant
system in a reasonable time is basically impossible. However, approximations can be
introduced to make some of the problems tractable.
Computer experiments have many advantages over real ones. Extreme environ-
mental conditions (e.g., pressure, temperature, toxicity) are usually as easy to study
as any other condition. An exact control over all the variables of the computer ex-
periment is always possible and thus the interpretation of the results can be made as
clear as desired. Moreover, materials can be studied under conditions in which they
would not exist in nature. For example, to understand the stability trends of different
compounds in a given system any metastable structure can be simulated and not only
those that can be observed due to sluggish kinetics.
1.1.1 Computer evolution and the limits of simulations
The ability to perform atomistic simulations was slow to emerge because of the ex-
treme complexity of solving the quantum- and statistical-mechanical equations in-
volved. Although most of the currently used approximations were known a long time
ago, the calculation power was very limited. In 1965, Gordon Moore, co-founder of
Intel, forecasted that the power and complexity of silicon-based integrated circuits
would double every 18 to 24 months with proportionate reductions in cost. This is
known as Moore's Law and has proven to be remarkably accurate. For example, the
first chip introduced by Intel (4004) in 1971 had 2,300 transistors and a speed of 0.06
MIPS (millions of instructions per second). Today, 25 years later, the Pentium Pro
processor has 5.5 million transistors and a speed of 428 MIPS. The fast growth in
computer power made it possible, in the last decades, to perform the first realistic
atomistic simulations. Moore's law is expected to be valid for at least 15 more years
using the current technology, and it may hold for even longer if new advances are
introduced. Figure 1-1 shows the exponential growth of computer speed since the
invention of the first machines.
Correspondingly, computational materials science also had an incredible growth.
The size of the systems solved is increasing every day and more accurate predictions
about macroscopic materials properties can be done. However, even if the rate of
growth in computer power is sustained for many more decades, we will not be able
to predict properties exactly. The most accurate, but still approximate, quantum-
mechanical techniques available can only deal with just a few atoms. The computer
time they require usually scales at least as N3 (where N is the number of atoms). If
Moore's law is valid for 50 more years we will only be able to solve systems containing
of the order of 102 atoms, or a cube of material with a side of ~0.1 nanometer. Grain
sizes, essential to understand the macroscopic behavior of materials span, according to
the processing, length scales from a few tens of nanometers to many centimeters. This
means that performing a brute force, almost exact, quantum-mechanical calculation
to study macroscopic systems is out of the question.3
1.1.2 The need for approximations
The introduction of approximations can dramatically increase the size of the systems
that can be studied today. Simple classical-potential models can be used to solve
problems containing 106 atoms [8]. In 50 years, this will be translated into length
scales of the order of tens of microns (assuming linear scaling with the size of the
system). On the other hand, complex quantum-mechanical methods,4 can still only
handle a few hundreds of atoms. However, they are much more accurate than
potential models.
There is usually a trade-off between accuracy and speed. The accuracy and
speed that the solution of the problem requires will dictate the necessary approx-
imation level. The optimal balance between these two depends on the number of
calculations that needs to be performed and the scale of the physical phenomena
we are looking at. For example, the study of phase stability usually requires many
quantum-mechanical calculations as input to the statistical models. The accuracy
is set by the scale of temperature effects, typically only a few hundreths of an eV.
Consequently, only very accurate techniques can be used and long computer runs are
needed. On the other hand, the wealth of information that can be obtained from
these studies is enormous, and most of this thesis will be devoted to improve the ap-
3Even if the methods scaled linearly, the size of the cube of material would be 30 nanometers.
This is the scale of the so-called nanophase materials that have been studied since 1985 and whose
grains are formed by nanometer-size atomic clusters [7].
4Using the local-density approximation to density-functional theory. See section 1.3.
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Figure 1-1: Peak performance of the fastest computer models built as a function of
time. The performance is written in floating point operations per second (Flops).
Also shown are the speeds of the latest workstations. Data from reference [6] and
from manufacturers' information sheets.
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proximations of current models in order to make them faster and, at the same time,
accurate enough.
1.2 Phase diagrams
Most technologically relevant materials make use of more than one element of the
periodic table. The ability to tailor materials to our needs depends greatly on the un-
derstanding of the relationship between properties, structure, and composition when
different elements are mixed. In this sense, phase diagrams are one of the most im-
portant tools to design and process materials efficiently. We can think of a phase
diagram as a map that shows what phases are stable in a temperature-composition
space (at constant pressure). This is very valuable information to predict the final
microstructure of an alloy5 after processing.
The experimental determination of phase diagrams is usually a difficult task. Mea-
surements are often hampered by sluggish kinetics or extreme temperatures, among
other conditions. On the other hand, by using the laws of physics it is possible, in
principle, to compute any phase diagram using as only input the atomic numbers and
masses of the elements that are being mixed. This approach to compute materials
properties is sometimes called "ab initio" or from "first principles".
In spite of the advances in computer power, we can not track the movements and
interactions of the more than 1023 nuclei and their electrons that form a macroscopic
solid. All ab initio approaches introduce different degrees of approximations. In chap-
ter 2, we show how the alloy problem can be mapped onto lattice models that are
specially suited for studying the thermodynamic properties of substitutional alloys.
From the free energies provided by the model, the phase diagram can be easily com-
puted. In a substitutional alloy, the different species arrange themselves on the sites
of an underlying parent lattice.6 We will focus on the stability of solid phases and we
will not include the liquid or gas portion of the diagrams.
To compute free energies using statistical mechanics, the dependence of the system
energy on the substitutional arrangement of the ions on the lattice has to be known.
Most of the ionic arrangements are not periodic, making these calculations difficult if
not impossible. Even for periodic systems, the solution of the quantum-mechanical
problem is very complex and empirical potential models are often used.
The situation changed dramatically with the introduction of the cluster expansion
by Sanchez and collaborators [9]. They showed that any property of the alloy that
depends on the arrangement of the ions on a given lattice can be expanded in "clus-
ter functions". These functions are easily computed from the lattice site occupations.
When the property that is being expanded only depends on the local environment,
the cluster expansion is rapidly convergent and only a few coefficients need to be
5 An alloy is a combination of two or more elements. Note that we do not limit this definition to
just metallic alloys but we will also consider a ceramic mixture as an alloy.6 This is not a severe assumption. When two phases that are in equilibrium with each other
arrange themselves on different lattices, the free energies can be computed in each of the lattices
and then compared to determine the stable phases.
determined. The usual procedure is to compute the energy of a few periodic arrange-
ments using any total-energy method and from this information find the expansion
coefficients [10, 11, 12].
By "total energy", we mean the interaction energy of the whole system of electrons
and nuclei that form the solid. Computing this energy from first principles is still one
of the most challenging problems in condensed-matter physics and is currently one of
the limiting factors in ab initio predictions of phase stability. Even for a perfect crys-
tal, calculations are very computer-time intensive, particularly when large unit cells
are involved. Consequently, it is very important to understand what approximations
can be introduced to make the methods faster but retaining the required accuracy.
This will be the main focus of the present thesis.
The methodology we will follow to compute phase diagrams is summarized in
figure 1-2. The alloy problem is mapped onto a lattice model. Once a simplified
Hamiltonian is built (i.e., once we assumed a given set of approximations), the for-
mation energies of many intermediate compounds are computed. The number of
compounds depends on the system being studied. For example, for the CaO-MgO
system 21 values were enough to obtain the coefficients used in the cluster expansion.
If more than one parent lattice is necessary to describe the full phase diagram, a
cluster expansion is needed for each lattice. The next step is to compute the phase
boundaries. The regions of phase stability can be obtained by computing free ener-
gies for each of the possible competing phases and keeping the ones that have the
minimum values (or a combination of them, through the "tangent construction").
Two techniques are widely used in lattice models: the cluster variation method [13]
(CVM) and Monte Carlo [14] (MC) simulations. In its most basic formulation, the
MC approach generates equilibrium ensembles using a stochastic procedure and the
phase boundaries can be found, for example, by looking for discontinuities in concen-
tration vs. temperature instead of computing free energies.' Free energies can also be
obtained by performing time-consuming path integrations from states where the free
energy is known. On the other hand, the CVM is a generalized mean field technique
that gives free energies directly.
1.3 Total-energy methods
The computation of total energies requires the determination of the interaction ener-
gies between all the electrons and nuclei that form the material. Even when all the
symmetry of the problem is exploited, the calculations are very involved.
Many different techniques have been proposed to compute total energies in the
last seventy years. From "classical" approaches to very complex quantum-mechanical
models, the whole range of accuracies and speeds has been explored. The reasons for
the existence of this wide variety of schemes lie in the extreme difficulties in solving
7In many cases, strong hysteresis may prevent the accurate location of phase boundaries from
discontinuities in the sampling averages in a reasonable amount of computer time. Under these
circumstances, free energies have to be computed.
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the problem at hand that force the introduction of different approximations. The
revolutionizing changes that computational materials science is producing are due
not only to the advances in computer technology but also, in a comparable extent, to
the improvements in the computational techniques.
In general, two different approaches can be taken to compute total energies: we can
assume a model for the electronic density and solve for the energy, or we can directly
solve Schr6dinger's equation in the solid self-consistently. In the first case, quantum-
mechanical equations are not necessarily used. For example, in empirical potentials,
the electronic density and ionic charges are replaced by point charges centered at
the ions. The energy is computed as the sum of the electrostatic interaction and a
short-range repulsive term that represents the overlap of the electronic clouds. The
parameters of these models are usually fit to reproduce experimental or ab initio
data. On the other hand, in the self-consistent quantum-mechanical methods the
electronic wave function, and therefore the interaction potential between the electrons,
is not known before the problem is solved. Different quantum-mechanical methods
typically differ in the basis functions they use to expand this electronic wave function.
A priori assumptions, such as spherical symmetry for the electrostatic potentials,
are introduced to speed up the calculations. A more detailed description of the
methods and the effects of the approximations used can be found in chapters 3 and 5
respectively.
A major step in the development of total-energy techniques was the introduction
of the density-functional theory [15] for the treatment of the many-body electronic
problem. Currently, most ab initio quantum-mechanical models are based on a local-
density approximation [16] (LDA) to this theory or on improvements over the LDA
by using gradient corrections [17, 18]. Other methods, based on the Hartree-Fock
approximation are also used [19].
Not all quantum-mechanical methods are ab initio. One particularly useful tech-
nique is the semiempirical tight-binding formalism. Originally proposed by J. C.
Slater and G. F. Koster [20] as a way of interpolating bands, it can be reformulated
as a very effective total-energy technique [21, 22, 23). We will use this technique
extensively in chapters 6 and 7 since it will allow us to introduce the relevant phys-
ical effects for computing total-energy differences in oxides while still retaining the
simplicity and speed of the semiempirical approaches.
Within the appropriate model for the system, most of the materials properties can
be related to differences between total energies. Lattice parameters, elastic constants,
pressure-induced transitions, and defect concentrations are just a few examples of
materials aspects that can be analyzed using total-energy methods. We will mainly
focus on their use to compute phase diagrams. However, other applications, such as
the engineering of new cathode materials for batteries, will also be discussed.
We will use total-energy methods to compute formation energies, which are im-
portant inputs for the statistical-mechanical models. The formation energy of a
compound is the difference between its total energy and the total energy of its con-
stitutive compounds (or elements). A large number of formation energies are usually
required to compute phase diagrams. Oxides present a difficult challenge to total-
energy techniques since they have very complex crystal structures with low symmetry
that make accurate methods very computer-time intensive.
1.4 Oxides
Oxide materials are everywhere in our daily life. From glass products and bricks to
electronic components, from enamels and clay to computer screens and nuclear fuels,
the applications of these materials are countless. As our knowledge of their properties
increase, new applications are being found every day. In 1986, J. G. Bednorz and K.
A. Muller discovered superconductivities above 30 oK, in oxygen-deficient compounds
in the Ba-La-Cu-O system [24]. These temperatures were higher than previously
known cases. One year later, the critical temperature was raised again, to 90 oK,
in YBa 2 Cu 3O0 [25] and even higher values have been observed in recent years. The
YBa 2 Cu 3Oz case represents an example of the interplay between experiments and
simulations we mentioned earlier. D. de Fontaine, G. Ceder, and M. Asta studied
the oxygen ordering in this superconductor. They developed a phase diagram that
predicted new ordered phases that were later observed experimentally [26].
In the following chapters, we will focus on high-technology applications of oxides
such as lithium-transition-metal oxides and doped zirconias for battery cathodes
and oxygen sensors respectively. These are usually called advanced materials and
their use is growing at a fast pace. The world market for high-technology ceramics
(not only oxides) in the year 2000 is estimated to be $5 billion [27]. Although it is
still small compared to the $500 billion steel market, its growth rate of 20% is ten
times larger than for steel [27]. Oxides have many uses not only because oxygen is
very abundant s but also because they form numerous and complex crystal structures.
Typical oxide crystals may contain more than four elements of the periodic table,
have low symmetry, and large unit cells. This complexity is reflected in the wide
range of properties that oxides exhibit making them very attractive to the materials
engineer. The insight that computational tools can offer will be fundamental to fully
take advantage of the properties of complex oxides.
The simplest metal-oxide structures are based on a close packing of the oxygen
ions, with the cations filling the available interstices. For example, figure 1-3 shows the
crystal structure of the stable phase of pure zirconia (ZrO 2) at room temperature.
This structure is monoclinic, with 12 atoms at symmetry-distinct positions in the
unit cell and with 13 degrees of freedom.' The computation of the total energy of
this structure is already a formidable task and no calculation with state-of-the-art
methods has been reported so far. To determine the phase diagram of zirconia when
it is mixed with CaO or Y2 0 3, the formation energies of many even more complicated
compounds would have to be computed, seriously pushing the limits of the methods
currently available. Any technique, such as the one presented in chapter 6, that allows
'Oxygen accounts for 50% of the elements in the earth crust [28].
9 These degrees of freedom refer to all the possible displacement of the atoms that do not violate
the symmetry of the structure. They include both volume and internal relaxations. To compute
formation energies, the total energies of the different structures are minimized with respect to these
degrees of freedom.
Figure 1-3: Stable structure at room temperature of pure zirconia. It can be obtained
as a deformation of the fluorite structure. The black circles represent zirconium ions
while the white circles are the oxygen ions. The corners of the dashed cube are the
oxygen positions in an ideal fluorite structure.
33
the accurate interpolation of complex calculations is fundamental if we want to make
any progress in predicting this type of phase diagrams ab initio.
Any material property is markedly dependent on small deviations from ideal struc-
tures. Atomic defects, interfaces, and grain boundaries are examples of such devia-
tions that add a new dimension to the problem of predicting materials properties from
first principles. Oxides are no exception and we are far from any rigorous treatment
with the techniques currently available. For this reason, the tight-binding formula-
tion presented here can play a fundamental role in the understanding of oxides in the
future.
1.5 Thesis outline
New technological advances are imposing stronger demands than ever before on ma-
terials performance. To help the materials engineer meet these challenges, new tools
are being introduced every day. Among them, there is a particular set of techniques
that do not respond to the traditional concept for developing novel materials. Usually
called "atomistic simulations" or "computer experiments", they are revolutionizing
the way in which materials science and engineering works. Both the increase in
computer power and the improvement in the numerical methods are making this
revolution possible.
The increase in computer power alone, will not allow us to accurately model com-
plex materials or macroscopic properties in the near future. New and faster numerical
techniques have to be developed. In this thesis, we focus on ways of improving the
methods to compute phase diagrams in complex oxides. In recent decades, there has
been an increased interest in oxides. From simple applications in glasses to high-
technology tiles for the aerospace industry, their wide variety of properties has been
used in almost any industry. This flexibility correlates with the complexity of the
materials. The complexity pushes the limits of the computational methods that are
used to understand, and eventually design new oxides. With this work we hope to
contribute to a future where these novel materials can be created from purely com-
putational experiments.
Phase diagrams are one of the most important tools to develop new materials.
The ab initio study of phase stability involves solving complicated quantum- and
statistical-mechanical equations. In the statistical-mechanical field, we will intro-
duce a new methodology to compute phase diagrams at low temperatures or for
highly-stoichiometric compounds. In chapter 2, we will explain the details of a low-
temperature expansion technique of the thermodynamical potentials that overcomes
the numerical problems that more traditional methods, such as Monte Carlo simula-
tions or the cluster variation method, have in that temperature regime. The general
formalism of lattice models will also be described.
In the quantum-mechanical field, we will focus on how to compute formation
energies in a fast and accurate way. Formation energies are the main input to the
statistical-mechanical models. The complexity of oxides makes the computation of
total energies very computer-time consuming. In chapters 3, 4, and 5, we will show
that although it is possible to accurately compute formation energies in oxides, only
the very complex quantum-mechanical techniques can accomplish the task. These
methods are very slow and many approximations need to be introduced.
In chapter 5, we will also analyze the effects of the approximations used in differ-
ent total-energy methods and we will determine the relevant terms that should be
included in a simplified Hamiltonian in order to reproduce formation energies accu-
rately. This simplified Hamiltonian will be then formalized within a self-consistent
tight-binding model in chapters 6 and 7. We will demonstrate that within the tight-
binding framework, formation energies can be computed very accurately and without
an excessive computational burden.
Most oxides are highly ionic. The majority of the simple total-energy models
assume fixed point charges to compute the inter-atomic Coulomb interaction. In
chapter 8, we will use the self-consistent tight-binding technique to demonstrate that
large charge variations between the same ionic species can exist. The actual charge
will depend on the particular atomic arrangement around the ion (e.g., different
structures, different site symmetries within a given unit cell, etc.). We will show that
assuming constant charges can introduce large errors in the total energy. Simple ways
of modeling the charge transfer will be evaluated.
Finally, we will summarize the conclusions of this work and future research in the
field of computational materials science in chapters 9 and 10 respectively.
Along the process, we will also discuss applications of these techniques to spe-
cific materials systems. The low-temperature expansion will be tested in the Pd-V
phase diagram. Although this particular alloy is not an oxide, it offers a remarkable
illustration of the difficulties occurring at low temperatures. The CaO-MgO system
will be also extensively analyzed from different perspectives not only because of its
technological applications (refractory ceramics) but also because of its relative sim-
plicity. In chapters 2, 5, and 7, its phase diagram and energetics will be discussed.
We will also study doped zirconias, that are widely used as oxygen sensors, fuel cells,
and coatings. Their intricate structures and behavior will be an ultimate test for our
simplified tight-binding Hamiltonian (chapter 7). Finally, the power of the ab initio
approach and total-energy techniques will also be illustrated in the design of cathode
materials for lithium-transition-metal oxide batteries (Appendix C).

Chapter 2
The computation of phase
diagrams
The stability regions of the different phases (or their coexistence regions) in a phase
diagram can be computed by minimizing (tangent construction) the free energies of
all the possible phases in the system. A brief review of the methods to implement this
procedure will be done in section 2.1. In some of these approaches, the free energies
are not even evaluated and the stable phases are obtained by simply "observing" the
arrangement of the atoms during a simulation.
At low temperatures, equilibration times become unaffordably long in some of the
simulations. These problems are aggravated in systems with highly ordered stoichio-
metric phases since most of the standard statistical-mechanical techniques, such as
Monte Carlo or the cluster variation method, are only practical if at least a minimum
amount of disorder is present. In section 2.2, we develop a low-temperature ex-
pansion (LTE) of the thermodynamic potentials that overcomes the above problems.
Our work is an extension to complex alloy Hamiltonians of the formalism previously
developed for the Ising model with pair interactions [29].
The LTE complements MC simulations and the CVM extremely well as it provides
analytical expressions for the free energy in the situations where the latter methods
become inefficient: highly stoichiometric phases with little disorder. In section 2.3,
we apply this "combined" approach to compute the phase diagrams of the CaO-MgO
and the Pd-V systems. The former presents a simple miscibility gap, as shown in
figure 2-1. Although any technique can be used in this case, we are including this
system as a simple example to illustrate the formalism. On the other hand, the Pd-
V alloy is very complex at low temperatures. The experimental phase diagram is
shown in figure 2-2. Bellow 400 oC, measurements are hampered by sluggish kinetics.
However, Cheng and Ardell were able to detect a new ordered phase, Pt 8Ti (with
stoichiometry PdsV), in this region [32]. Note that some of the compounds present
in the phase diagram stay stoichiometric up to very high temperatures.
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Figure 2-1: Experimental phase diagram for the CaO-MgO system. There are no sta-
ble compounds in the solid phase, just a miscibility gap. See for example reference [30]
for more details.
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Figure 2-2: Experimental phase diagram for the Pd-V system. The Pd 8V phase is
not shown since it is very difficult to measure its boundaries experimentally. Note
that Pd2V and PdV3 have a very narrow stability region which makes traditional
simulations difficult to perform. See reference [31] for experimental information.
2.1 General formalism
A direct simulation of the equilibrium solid phases with a single technique is not possi-
ble since the phenomena being observed spans many different time scales. The energy
and entropy contributions to the free energy involve, for example, electronic excita-
tions, atomic vibrations, and configurational disorder. While atomic vibrations have
typical periods of ~10 - 13 seconds, the changes in configuration (related to atomic
jumps) have time scales that are many orders-of-magnitude longer. A combination
of different techniques, such as molecular dynamics [33], for treating the atomic vi-
brations, and Monte Carlo simulations, for dealing with the configurational disorder,
is one option to study dissimilar time scales.
In this thesis, we follow a different approach. We integrate out the faster degrees
of freedom and only retain the substitutional degrees of freedom, which can then be
mapped onto a lattice Hamiltonian. The cluster expansion mentioned in chapter 1
can be thought of as a generalized Ising Hamiltonian within this model. Finally,
we use standard statistical-mechanical lattice-model techniques to study the system
configuration space.
2.1.1 The alloy problem
The free energy of any alloy can be computed from the partition function, Z,
Z(T, P) = e-PEj . (2.1)
The sum is over all possible quantum-mechanical eigenstates j of the Hamiltonian of
the system, T is the absolute temperature, Ej is the eigenvalue corresponding to j,
and -= 1, where KB is the Boltzmann constant. We assume the pressure, P, to
be constant and equal to zero.' We will not explicitly write the pressure in the rest
of this work.
For the temperatures at which the solid phases are stable, the contribution of
the noncrystalline states to the partition function is negligible. We can then only
considered the crystalline states in the sum in equation 2.1. These states can be
grouped according to the parent lattice "L" (e.g., fcc) on which the atoms order.
Different atomic arrangements on a given lattice will be labeled by a. We will assume
that there is a unique mapping from the microstates j of equation 2.1 onto a. 2 Note
that these microstates not only correspond to states with the atoms at the ideal lattice
positions, but also states with small deviations from them and in general, any excited
state, such as atomic vibrations or electronic excitations, that can be mapped onto
a. This procedure is illustrated in figure 2-3.
The sum in equation 2.1 can be arranged so that it is written as an explicit
function of the different arrangements of the atoms at the sites of all the possible
1In this thesis, we will not address pressure-induced transitions.2This is true for most systems of interest.
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Figure 2-3: Mapping of different microstates j into configuration space. The arrange-
ment of the atoms on the parent lattice is labeled with a. It is assumed that there is
a unique mapping from j onto a.
parent lattices of the system.
Z(T) = e-Ej~. (2.2)
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The last sum is now over all quantum-mechanical eigenstates that correspond to a
given distribution a of atoms on the lattice L.3 Many phase diagrams can be described
as arrangements of atoms on a single underlying lattice. In this case, the first sum in
equation 2.2 has only one term. For simplicity, we will assume that this is the case.
If more than one lattice is present, the procedure has to be repeated for each lattice.
Since the time scales of the atomic jumps are orders-of-magnitude larger than
the time scales of the other excitations, we can assume that at each configuration,
the system will ergodically sample all the possible j microstates. In this way, it is
possible to define a free energy, F(a, T), for every configuration on the lattice.4 Thus,
equation 2.2 can be expressed in the following way,
Z(T) = e-BF( 'T) ,  (2.3)
where
F(a, T) = -ln ( e- E . (2.4)
3Note that the only condition for equation 2.2 to be exact is that there is a unique mapping from
j onto a.
4 This assumption is not always correct but, for most systems of interest, the error it introduces
in the phase boundaries is negligible. See reference [34] for a detailed discussion on this problem.
Note that in equation 2.3, only the configuration dependence appears explicitly, all
the other degrees of freedom have been "integrated out". This procedure is usually
referred to as the "coarse-graining" of the partition function and it allows us to
compute the free energy with a single simulation technique.
Equation 2.3 can be thought of as the partition function of a system with Hamil-
tonian F(a, T). This Hamiltonian accounts for all the nonsubstitutional degrees of
freedom. It can be explicitly written as
F(a, T) = Eo(a) + F'ex(a, T), (2.5)
where Eo(a) corresponds to the eigenstate with the lowest energy for a given a and
Fexc(a, T) represents the free energy of the different excitations available to the sys-
tem for that a. The lowest energy state does not necessarily correspond to the atoms
sitting at their ideal lattice sites.5 It is common practice to use Eo(a) as an approx-
imation to F(a, T), effectively neglecting Fec(a, T). In this case, the Hamiltonian
is temperature independent. However, in recent years, an argument has been made
for the importance of the different nonsubstitutional excitations for the determina-
tion of phase diagrams. For some systems, changes in transition temperatures of the
order of 30% can be expected if they are not included. (See for example references
[34, 35, 36, 37] and references therein.)
Different contributions to Fexc(a, T) should be considered. Among them, atomic
vibrations and electronic excitations are the most relevant [34, 37]. However, Gar-
bulsky argued that the former are the most important for determining alloy phase
stability [34]. For insulators, as many oxides are, it can safely be assumed that this is
the case. Consequently, we will only take into account the effect of atomic vibrations.
Equation 2.5, is then reduced to,
F(a, T) = Eo(a) + Fvi~ (a, T). (2.6)
In the following chapters, we will focus on different ways of computing Eo(U).
Since most of the configurations a are not periodic, a cluster expansion is used.
Before introducing this concept, it is convenient to map the alloy problem onto an
Ising lattice model.
2.1.2 The Ising model
The Ising model was introduced in 1925 by Lenz and Ising.6 It was developed to study
magnetic ordering and consists of a fixed lattice with a spin variable ao defined at
each site i. They also defined a simple nearest-neighbor coupling interaction between
the spins.
In alloy theory, the value of the spin variables is not associated with a particular
magnetic moment but with the identity of an atom. For example, for a binary alloy
A-B, ai takes the value +1(-1) when site i is occupied by an A(B) atom. In this
5For a given a, the atoms will relax to their lowest energy position at T= 0 OK.
6The history of the model can be found in reference [38].
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Figure 2-4: Mapping of a binary alloy configuration onto an Ising model. If site i
is occupied by the black(white) atomic species, the spinlike variable ai = +1(-1) is
assigned to that site.
way, any arrangement a of the atoms on a lattice can be labeled with the set formed
by the ai at each lattice site.' This mapping is illustrated in figure 2-4 for a binary
system on a two dimensional lattice.
In this chapter, we have been using a to denote a specific arrangement of the ions
on a lattice. In terms of the Ising model, a is the set of all the spinlike variables ai.
In other words,
a = (a,2, 0 32 ).... N) (2.7)
where N is the total number of lattice sites. The Ising model is a convenient way to
label the possible atomic arrangements on a lattice. It should not be confused with
atoms actually sitting at fixed atomic positions. As we mentioned earlier, a complete
ensemble of microstates is associated with a given configuration and most of them
correspond to atoms displaced from their ideal lattice sites.
In the following section, we will generalize the simple Ising nearest-neighbor pair
Hamiltonian by expanding F(a, T) in cluster functions.
7 Contrary to the crystallographic definition, it is customary in the field of lattice models, to refer
to a "lattice" as any periodic structure of sites instead of just one site per unit cell.
00 o = +1
KII 0 ="=-1
I a I =-
Figure 2-5: Two dimensional binary alloy lattice, where 4 different clusters are shown:
a, /•, 7, and 6. They represent a point, a pair, a triplet, and a quadruplet cluster
respectively. The value of the cluster functions for these clusters is also indicated,
following the convention that "black atoms" ("white atoms") correspond to spinlike
variables oi = +1(-1).
2.1.3 The cluster expansion
A cluster, a, is a set of sites on a lattice. A cluster function, Uo, on the other hand,
corresponds to the product of all the spin variables ai at each site of the cluster,
c,(a)= lai((), (2.8)
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where we have used the convention of naming the clusters with Greek subindices and
the sites with Roman subindices. In figure 2-5, we show different clusters and their
associated cluster functions for a two dimensional lattice.
Given an appropriate definition of an internal product, it can be shown that the
cluster functions form an orthonormal basis of functions in configuration space [9, 34].
For two arbitrary scalar functions, f(a) and g(a), the scalar product can be defined
as,
(f, g) -- ()g(a). (2.9)
The sum is over all possible Kf configurations of the lattice. Note that for a binary
alloy, ~N = 2N, where N is the number of sites on the lattice.
Consequently, any function f (a) of the configuration of the lattice can be expressed
as a linear combination of cluster functions:
f(a) = E co.o(a), (2.10)
LOýY
I~N.
20-0D
00
A
-
US = -1
where
Co= (f, a). (2.11)
Equation 2.10 is usually called the cluster expansion of f(a). The energy and the
elastic or lattice constants are a few examples of the properties that can be cluster
expanded. In particular, since F(a, T) is a function of the configuration it can also
be cluster expanded,
F(a, T) = Va(T) a,(a), (2.12)
where the expansion coefficients, Va(T), are generally referred to as the effective
cluster interactions (ECI's).
Expansion 2.12, can be thought of as a generalization of the Ising Hamiltonian,
where not only are nearest-neighbor pair interactions used but also more distant pair,
triplet, quadruplet, and larger cluster interactions.' Not all the ECI's are indepen-
dent, but they can be related by the symmetry of the lattice. Equation 2.12 can be
written as,
F(a, T) = N•'m,V,(T)(oa)(a). (2.13)
The prime in the sum indicates that the addition is over the non symmetry-equivalent
clusters a. The coefficient ma is the number of clusters equivalent to cluster a per
site, and (a,) (a) is the average of the cluster functions over the equivalent clusters.
These averages are often called correlation functions.
Even with the transformation used in the last equation, the number of ECI's di-
verges in the thermodynamic limit.' This implies that in order to compute phase
diagrams an infinite number of coefficients should be computed. This is similar to
the original situation since in any simulation an infinite number of total-energy cal-
culations should, in principle, be done. However, the benefits of performing a cluster
expansion of the lattice Hamiltonian become clear when one notes that in general, the
ECI's decay very fast with respect to the cluster size. In metallic alloys, for example,
the energy of the system depends mostly on the local atomic arrangements. When
this is the case, a few clusters, with sites close together are enough to accurately de-
scribe the dependence of the Hamiltonian on a. Even in systems in which the exact
ECI's are long-range, as is the case of oxides (due to the Coulombic interactions), it
can be shown that short-range ECI's can be used as an accurate approximation [39].
Consequently, expression 2.12 can be truncated after a maximal cluster amax,
F(a, T)= C V•(T)aa(a). (2.14)
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The number and type of clusters that are actually needed in expansion 2.14 depend
on the system. Convergence of the cluster expansion should always be carefully
8 The ECI's should not be confused with "real" interactions. For example, a pair Va(T) is not
the actual interaction between two atoms but it is just a coefficient in an expansion.
9Finite-size simulations are used to approximate the thermodynamic limit.
checked. There are different techniques to accelerate this convergence. 1'
The application of the cluster formalism we just described is computationally
cumbersome when more than two different species are present [9, 42]. However, there
are some cases where the problem can be reduced to two binary problems that are
coupled through the ECI's. For example, in oxides, the cation and anion sublattices
do not interchange ions.11 When there are at most two different species on each
sublattice, the problem can be treated as two binary systems that interact through
coupling ECI's [43].
2.1.4 The computation of ECI's
The temperature dependence of the ECI's arises from the nonconfigurational ex-
citations in equation 2.5. As we already mentioned, we will just consider atomic
vibrations since they are the largest contributions in most oxide systems. In the har-
monic approximation, the temperature dependence can be linearized above the Debye
temperature [36],
Va = VChem + kbTVoibr. (2.15)
The first term in the right-hand side of equation 2.15 represents the chemical con-
tribution to the ECI coming from Eo(a) in equation 2.6. The second term is the
contribution from the vibrational free energy. When only configurational excitations
are considered, the last term is zero. In the rest of the thesis, we will focus on efficient
ways for computing the chemical ECI's. 12 There are three well established approaches
to compute these ECI's: the Connolly-Williams method, the direct configura-
tional averaging technique, and the coherent-potential approximation with
the generalized-perturbation method.
The Connolly-Williams method (CWM) takes advantage of the fact that the
cluster expansion can be truncated at some maximal cluster. By computing total
energies for a finite set of ordered structures, for which the a 's are easily computed, a
set of linear equations on the ECI's is formed based on equation 2.14. In the original
formulation [10], the same number of structures and ECI's were used. However,
working with more structures than unknown ECI's usually gives more stable ECI's
through a least-square fit. 13
In the direct configurational average technique, equation 2.11 is followed as
close as possible [44] . For example, for a pair interaction in a binary alloy A-B, this
10 See for example reference [40], where the cluster expansion is recast in reciprocal space, or
reference [41] where the composition-dependent, but configuration-independent, long-range elastic
energy is analyzed separately from the remaining local contributions.
1 1In most systems, the size mismatch and a large increase in the electrostatic energy prevent these
interchanges from happening.
12For the vibrational ECI, we use the method recently developed by Garbulsky [34]. The ECI's
are fit to the vibrational free energy of a few structures. These free energies are computed within
the harmonic approximation by diagonalizing the dynamical matrix.
13 Since the cluster expansion is truncated, a direct inversion does not provide the exact ECI's.
Contributions from clusters larger than the maximal cluster are folded-back into the smaller clusters.
Using more structures than ECI's tends to minimize these errors.
equation is equivalent to
Vpair = (1 (EAA) + (EBB) - (EAB) - (EBA)), (2.16)
where (Eij) corresponds to the energy when the pair cluster is occupied by atoms i
and j, averaged over all possible occupations of the other sites. In practice, a finite
crystal is built around the pair whose ECI we want to compute, and the occupation of
that cluster is held fixed. Then, the energy is averaged over all possible configurations
of the other sites. 14 This average has to be repeated for the different configurations
of the pair. Tight-binding and recursion techniques are used in the calculations.
The coherent-potential approximation [45] is a mean field theory to compute
the electronic structure of the disordered alloy. This state is then considered as a refer-
ence state for the generalized-perturbation [45] method to produce concentration
dependent ECI's.
The last two techniques have the advantage that the ECI's are not fit but the exact
definition is used. On the other hand, up to date, no atomic relaxations away from
the ideal lattice sites have been included in their formalism. The effect of relaxations
is very important in oxides since size mismatch of the ions is a common feature
of these materials. The Connolly-Williams method can naturally incorporate these
effects since the structural energies used as inputs (usually called direct energies) can
always be the ones from relaxed structures. Furthermore, any total-energy technique,
from very simple classical approaches to very complex quantum-mechanical methods,
can be used to compute the direct energies.'5 Consequently, the Connolly-Williams
method seems to be the best choice in oxides.
The Connolly-Williams procedure is illustrated in figure 2-6. The direct energies
usually correspond to formation energies of periodic structures with small unit cells.
The number of ECI's required to obtain a converged cluster expansion depends on
the system and determines the number of total-energy calculations that are needed.
Due to the characteristic long range of the interactions in oxides, many more ECI's
than in metallic systems have to be computed.
None of these procedures indicates what clusters should be used to obtain a con-
vergent cluster expansion. Since the degree of convergence is not known, the cluster-
expanded energies should always be checked against the direct energies. Some of these
direct energies can be left out of the fit to be later compared with the predictions of
the cluster expansion. More complex schemes can also be used to check the clusters
chosen and their ECI's, by carefully watching the effect of adding or taking out them
during the fit [46].
It is important to realize that the Connolly-Williams method is a fit to the absolute
value of the formation energies, while most of the phase diagram features depend
on subtle differences of these values. Furthermore, it can not guarantee that the
direct ground states16 be predicted by the computed ECI's. Whenever there are close
14Usually, 30 different configurations are enough to obtain a good convergence [44].
15This is also true for the DCA, though for complex methods it is very computer intensive.
16Ground states are arrangements of atoms on the lattice that minimize the energy of the system.
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Figure 2-6: Procedure for computing effective cluster interactions using the Conno-
Ily-Williams method. The system of equations is either solved by matrix inversion,
if the number of direct energies and ECI's is the same, or by fitting the ECI's, if they
are less than the number of structural energies.
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metastable structures, they can became stable during the fit. Finally, as we already
mentioned, there is no systematic way of truncating the expansion. These difficulties
can be overcome by a linear programming technique recently developed [12], in which
not only are the direct energies fit to, but also the ground-state line 17 and the relative
values of the formation energies.
2.1.5 Thermodynamic properties
Once the lattice Hamiltonian has been determined, thermodynamic properties of the
system, such as phase diagrams, can be obtained. Two traditional approaches in
lattice models have been used in the past years: Monte Carlo (MC) simulations
and the cluster variation method (CVM).
For any large lattice model, the total number of possible configurations is astro-
nomically large and sampling these states is not straightforward. The Monte Carlo
method is a way of generating statistical trajectories, so that averages over these
states correspond to the equilibrium ensemble averages. Many good articles have
been written about the method (see [48] and references therein) and is not our inten-
tion to review them here. We would just like to point out to a few limitations of the
method when applied to phase diagrams.
As we mentioned, MC simulations provide a way of obtaining thermodynamically-
averaged properties, such as the internal energy. Free energies can be computed in
MC by performing a time-consuming integration from states where their value is
known (i.e., ordered state at absolute zero or disordered state at infinite tempera-
ture). This procedure is not trivial and in general, a simpler approach is adopted
to compute phase boundaries. One can, for example, look for discontinuities in the
temperature dependence of the concentration (at constant chemical potential) or even
simply "inspect" the structures during the simulation.
Even when free energies are not computed, MC simulations present problems,
specially at low temperatures or for highly stoichiometric compounds. Under these
conditions, averaging times become very large and complex phase boundary features
might be impossible to determine (hysteresis effects become important).
The cluster variation method is a generalized mean field technique that treats
correlations exactly between sites within a maximal cluster, with all other correlations
implicitly approximated by a superposition over smaller clusters. The CVM has the
advantage that it gives a precise value for the free energies. These free energies
are written in a variational form with respect to the probabilities of all possible
occupations on all the clusters within the maximal cluster.
They correspond to the stable phases at 0 OK. If the right ground states are not reproduced by the
cluster expansion, the topology of the phase diagram at low temperature will be wrong. The problem
of finding all the ground-state structures for a general Ising-like Hamiltonian is nontrivial. Many
approaches have been developed to find the ground-state structures [45, 47] and their predictions
are limited by the current computer power. For a review of all these techniques, see reference [34]
and [45].
17The ground-state line is the line formed by the ground-state structures in an energy vs. com-
position plot.
At low temperatures or near stoichiometric phases, some of these variational pa-
rameters are very close to zero and numerical instabilities appear in the minimization
process. Another disadvantage of the method is that only a limited range of ECI's
can be used. In the CVM, the maximal cluster should contain at least one cluster
that corresponds to each non-zero ECI. Having a large maximal cluster increases
the computational burden considerably s8 and MC simulations are preferred over the
CVM when long-range interactions are necessary to model the system. The CVM,
though widely applied to metallic alloys, is not usually used in oxides since the elec-
trostatic contributions to the lattice Hamiltonian make the ECI's long-ranged. More
details on the CVM can be obtained in references [13, 45, 49, 50].
2.2 Low-temperature expansion of a thermody-
namic potential
Low-temperature expansions for the free energy of the Ising model have been used
for a long time [51]. Systematic methods for deriving the expansion coefficients have
been studied for the Ising Hamiltonian with pair interactions [29, 51, 52, 53, 54]. Here,
we apply the LTE to the generalized Ising Hamiltonian we developed in section 2.1.3
expressing the energy in cluster functions (not necessarily pairs). By expanding the
grand potential around different ground states, the low-temperature region of any
phase diagram can be computed regardless of its complexity.
The coefficients of the expansion are computed by a direct counting scheme, taking
advantage of the symmetry of each structure. This is very similar to the standard
procedures used to compute the input data for the CVM [50]. As we will show,
only a few terms need to be considered in the LTE, making the construction of the
expansion relatively straightforward. The low-temperature expansion is well behaved
for highly stoichiometric phases with little disorder. This condition naturally arises
for all nondegenerate ground states as the temperature is lowered.
2.2.1 Formalism
For a binary A-B alloy, the grand potential per mole, q, can be written as:19
O(T, /) = u - Ts - (xA - XB), (2.17)
where u, s, and x are the molar energy, entropy, and atomic fraction respectively
and T is the temperature. The chemical potential i is defined as the difference in
1 8The computational requirements of the CVM increase rapidly as the symmetry is lowered or the
number of different species is more than two. For example, the number of variational parameters
increases from 742 on the fcc lattice to 2679 in the simple L12 ordering when the 13-14 point cluster
combination (see figure 2-11) is used as the maximal cluster.
19See reference [55]. Also, recall that we assume the pressure to be equal to zero.
chemical potentials between species A and B:
A = PA - PB. (2.18)
Equation 2.17 can be rewritten as
¢(T, p) = u - Ts + AXB - . (2.19)2
The last term in the right-hand side of equation 2.19 can be omitted when computing
phase diagrams as it only contributes a constant amount to ¢. The grand potential
can then be obtained from the grand partition function, Z(T, /), in the following
way:20
q(T, •p) = - In (Z(T, p)) = - lIn e- (E(a)+ ANB (a )) . (2.20)
Here, N is the total number of lattice sites and NB(a) is the number of sites occupied
by species B for configuration a. 21
For a given ground state, the energy, E0 , can be factored out from equation 2.20,
(T,) = + - n (1 + Z'e -0 ( A E (a)+pn( a )) . (2.21)
In this equation, x4 is the atomic fraction of species B in the ground state, n(a)
is the number of spins in configuration a that are overturned with respect to the
ground-state arrangement, and the prime in the sum indicates that we sum over all
possible configurations except for the ground state. We also define the excitation
energy AE(a) as,
AE(a) = E(a) - Eo. (2.22)
In equation 2.21, the logarithm can be expanded in a Taylor series,
Eo 1 0 (-1)(j+ l)¢(T, /) = + px - N Z (1 ) ( e-pAE(a Pn(a)) . (2.23)
Using the linked cluster theorem, 22 equation 2.23 can be rewritten in a simpler form,
20 For simplicity, we will assume that Feze(o, T) = 0 in equation 2.5.21 0ne should note that i plays the role of an external magnetic field in the Ising spin language.
This chemical potential selects the different ground states so that 0 can be expanded, at low tem-
peratures, around any of them.
2 2This theorem states that it is sufficient to keep the terms proportional to N in the expansion of
In Z. The other contributions cancel out. This can be seen from the fact that O(T, p) is an intensive
property. The theorem applies to various types of expansions, and a formal proof can be found in
reference [56]. See also reference [57].
(T Eo 1 "-+ e(AE(a)+pn(a)), (2.24)
N (N .2
in which the sum is performed by grouping all the terms with the same number of
overturned spins and the same excitation energy. The double prime means that only
the resulting terms with coefficients linear in N are summed over. At low enough
temperatures, usually only a few terms need to be considered in the sum. We will
show that these low temperatures are high enough to get reliable free energies up to
values where Monte Carlo simulations become practical.
In the present form, the LTE requires that a finite number of ground states be
present in the system except for a trivial degeneracy 23 (i.e., different ground-state
configurations that transform into each other through trivial symmetry operations of
the lattice). For the system and range of interactions used in this work, it is possible
to find all the fcc ground-state structures in the Pd-V alloy [58]. In the CaO-MgO
system, the only stable structures are the pure oxides.
2.2.2 Implementation
The practical implementation of equation 2.24 involves two main tasks: the compu-
tation of AE(a) and the determination of the different configurations that should
be summed over. The excitation energy of overturning spins from the ground-state
configuration can be computed using the cluster expansion. When just one spin, at
site i, is overturned,
nE(a') = ZVaaa(a)i-Vaaa(ao)
S-2 y Vao(ao)
aDi
S-2 E aiaVoa (oo*). (2.25)
.0, Di
a' is the configuration of the lattice when the spin at site i is flipped, aO is the
configuration of the ground state, and ai, is the number of a clusters that contain
the site i. This last quantity can be computed as24
aia = mmia, (2.26)
mi
where ma and mi are the multiplicities of the cluster a and the site i respectively,
and mia is the number of sites of the same type as i in cluster a. Note that in
23If n9, is the number of trivially degenerate structures of a given ground state, a term of the
form - A ln(n 8,) should be added to the grand potential. However, since N -+ oo this term goes
to zero in the thermodynamic limit and consequently, can be safely ignored.
24Note that "mamia" overcounts the number of i-type sites ("mi") because each i-type site
belongs to "ai,a" a clusters. Consequently, aicmi = mamia.
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Figure 2-7: Examples of linked and unlinked pair clusters on a two dimensional lattice.
The only ECI's different from zero are VIa r and V2ar.
equation 2.25, the sum is over all the different sets of clusters, GQ,. Each of these
sets is formed by all the clusters a that are related by symmetry operations of the
lattice. Equation 2.25 can be used iteratively to compute the energy of overturning
more than one spin by replacing a' with ai and so on.
The different configurations that should be summed over in equation 2.24 are
grouped together according to their excitation energy. This is a trivial operation
to do when flipping just one spin. The different excitation energies correspond to
overturning spins on the symmetry-distinct sites of the ground state. Consequently,
the coefficients of the terms in the sum are the multiplicity of each site.
In configurations with multiple spins overturned, the excited spins can form a
linked or an unlinked cluster. A linked cluster is one in which the overturned spins
are interconnected through the interactions of the cluster expansion. All the linked
clusters related by symmetry have the same excitation energy. The number of these
clusters on the lattice scales linearly with N. On the other hand, an unlinked cluster
has one or more spins that are not connected with any of the other overturned spins
through any of the ECI's (see figure 2-7). From the unlinked terms, only those
contributions coming from "excluded volume effects" (the same spin can not be flipped
twice) and "counterterms" from linked clusters (the linked clusters are "not available"
as unlinked excitations) need to be retained.25 See examples in section 2.3.
The LTE can be built simply from the information that is already required for the
2 5For example, if two spins are being overturned on a cubic lattice with N sites, there are (N) =
N(N-ways of picking them. If only nearest neighbor interactions are defined in the Hamiltonian,
there are 3N linked pair clusters. Consequently, the number of unlinked clusters is N(N - 3N.2
Since only terms linear in N should be kept, the coefficient in the expansion corresponding to the
unlinked clusters is -L - 3N ("- " comes from the excluded volume effect and "-3N" is the
"counterterm" from the linked clusters).
Figure 2-8: The rocksalt crystal structure. The black spheres represent magnesium
or calcium atoms, while the grey ones are the oxygen atoms.
construction of the CVM functional. The linked clusters, their multiplicity, and the
mi, are automatically found for each ground state with a computer code that uses a
direct enumeration procedure combined with simple group-theoretical concepts [50].
The same code is used for computing the CVM free energy expressions. From these
data, the LTE coefficients are generated. This procedure is very fast and needs to be
performed once for a given ground state and set of cluster interactions. 26
2.3 Applications of the low-temperature expan-
sion
2.3.1 The MgO-CaO phase diagram
MgO and CaO crystallize in the rocksalt structure shown in figure 2-8. This structure
can be thought of as two interpenetrating fcc lattices. When they are mixed, the
calcium and magnesium ions distribute themselves on the fcc cation sublattice while
the oxygen sublattice remains fully occupied. Consequently, we can regard this system
as a substitutional binary alloy with occupation variables ai only defined on the sites
of the cation sublattice. We do not assume that the ions occupy the ideal positions
on the lattice but only that there is a one-to-one correspondence between ions and
lattice sites. Note that, although the anion sublattice is fully occupied, the oxygen
ions are still allowed to move away from their ideal lattice sites.
26 Note that we assumed temperature-independent ECI's. The use of temperature-dependent
ECI's (through the incorporation of nonconfigurational excitations) is straightforward.
The substitutional species (Mg and Ca), have the same valence charge (isovalent
system) and consequently, no charge-compensating defects need to be introduced.
This considerably simplifies the calculations. Moreover, the above assumption that
the oxygen sublattice remains fully occupied is likely to be valid. Furthermore, the
fact that both Ca and Mg ions have the same valence charge, implies that the de-
pendence of the long-range interactions on configuration is very small, resulting in a
rapidly convergent cluster expansion.
The CaO-MgO phase diagram is very simple, and any of the methods already
mentioned can be used to compute its boundaries. The only purpose of introducing
it here is to clarify the concepts of the previous section before dealing with the complex
Pd-V phase diagram.
We will use expression 2.24 to compute the grand potential around the CaO and
MgO ground states. We will start with the terms corresponding to overturning one
spin. This is equivalent to the exchange of one Ca (Mg) with one Mg (Ca) on an
otherwise pure Ca (Mg) sublattice. The energy of this exchange corresponds to the
formation energy of a single substitutional defect. Since all the sites on the cation
sublattice are equivalent for the CaO and MgO ground states, equation 2.24 reduces
to:27
Ocao(T, p) = _e-(AECaO+P) (2.27)
go (T, ) = 1 e-P(AEMgO-z) (2.28)
where AEcao (AEMgo) is the energy of replacing a Ca (Mg) by a Mg (Ca) in pure
CaO (MgO), and qcao and OMgo are the "one flip" low-temperature expansions for
the CaO and MgO phases respectively.
The phase boundaries can be obtained by requiring Ocao(T, -) = cMgo(T, /)
and solving for p at each desired temperature [55]. The concentration of the phase
boundaries is given by,
Xcao -0 cao _ e(AEcao+), (2.29)
go gO Mgo 1 - e-(AEMgo-). (2.30)
Since p -+ 0 when T -+ 0, if AEcao < AEMgo the miscibility gap will be "tilted"
towards the MgO-rich side, with a larger solubility of MgO in CaO than vice versa.28
In section 5.2.1, we compute these energies and find AEcao < AEMgo, in agreement
with the experimental phase diagram of figure 2-1. Using these values, we computed
27 In what follows, we identify CaO with the "A" species and MgO with the "B" species of equa-
tion 2.24. Consequently, xz is equal to 0(1) for the CaO (MgO) phase. Since the energy is defined
except for a constant, we can safely assume that Eo is zero for both CaO and MgO. Once this choice
is made, the zero of any mixture is fixed.
2 8This is in agreement with the fact that if AEcao < AEMgo it "costs" more, at the same
temperature, to add a Ca on the cation sublattice of MgO than vice versa.
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Figure 2-9: Solubility limits predicted by the low-temperature expansion using just
the single-defect energies. The experimental points are from reference [30].
the solubility limits (see figure 2-9). The low-temperature expansion correctly pre-
dicts the asymmetry of the miscibility gap. Also, the agreement with the experimental
points is good up to relatively high temperatures. 2 9
If the energy of overturning spins were independent of the atomic configuration,
equations 2.27 and 2.28 would be exact. However, this is not true, and a correction
due to the fact that the spins are actually "linked" has to be introduced. These
correction terms are the remaining contributions in expansion 2.24. We will show
how to incorporate their effect in the next section.
2.3.2 The Pd-V phase diagram
To illustrate the application of the LTE and demonstrate how it can be combined
with the CVM and MC simulations, we computed the phase diagram of a system
that models the Pd-V substitutional alloy. The Pd-V system has been extensively
studied both theoretically [12, 58, 59, 60, 61, 62, 63, 64] and experimentally (see
reference [31] and references therein). In the Pd-rich side of the phase diagram, the
stable phases are based on the fcc lattice while on the V-rich side PdV3 is stable in the
29In chapter 5, we compute the phase diagram using Monte Carlo simulations. For this case, the
prediction of the simulation and the experiments coincide. This is why it is fair to compare the LTE
prediction with the experiments, and not to a Monte Carlo calculation, to assess the accuracy of the
method.
cluster ECI (meV/atom)
V1air  30.48
V2air -3.40
V3air 6.90
V4air 8.33
VTriplet 8.01
VTriplet -1.68
VTriplet -1.36
v4riplet 10.97
V1uadr. -2.15
Table 2.1: Effective cluster interactions (ECI's) used to model the Pd-V system. The
clusters are named according to the convention followed in figure 2-10.
A15 structure (which is not an fcc superstructure, see reference [45] for a description
of the structure). Pure vanadium is bcc. To test the LTE, we computed the fcc phase
diagram of the Pd-rich side.
In order to compute the ECI, total-energy calculations for different structures in
the Pd-V system need to be performed. We used the so-called linear muffin-tin-
orbital method in the atomic-sphere approximation [65] (LMTO-ASA). Details of
this technique are given in chapter 3. For this system, the accuracy of the method is
comparable to the most accurate quantum-mechanical approach. In each calculation,
the total energy was minimized with respect to a hydrostatic volume deformation.
Internal relaxations were neglected, in accord with other calculations which found
them to be negligible [64]. Details of these computations and the resulting formation
energies were reported in reference [64].
We performed a Connolly-Williams fit to the energy of these structures. The
resulting ECI's are shown in table 2.1. We used 9 different ECI's: pairs up to fourth
nearest neighbors, 4 triplets, and the nearest-neighbor quadruplet as shown in fig-
ure 2-10. Going beyond this range of interactions implies using a prohibitively large
CVM maximal cluster. We used the 13-14 point cluster combination shown in fig-
ure 2-11 as the maximal cluster.
By minimizing equation 2.14 under the constraints that the probabilities on the
13- and 14-point clusters be between zero and one [58], we computed the ground
states predicted by these ECI's. They are shown in figure 2-12. A description of the
different ground-state structures can be found in references [45] and [66]. To clarify
the relation with the experimental Pd-V phase diagram, we also show the calcu-
lated energy of the A15 structure in figure 2-12. At stoichiometry, PdV3 is so stable,
that its tie-line with the MoPt 2 structure on the Pd-rich side, makes the L10 struc-
ture metastable, in accordance with experimental information [31]. Consequently,
although it is not an fcc superstructure, we decided to include the A15 structure in
the calculations since it clearly affects the fcc Pd-rich side of the phase diagram.
V Pai' VPair1 2
V Triplet V Triplet
2 3
V Pa V Pair3 4
VTr iplet V Quadr.
4 1
Figure 2-10: Clusters used in the Pd-V cluster expansion. The pairs are identified
according to their length, and the triplets according to the length of their longest
side, the other two sides being nearest neighbors.
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13-point cluster 14-point cluster
Figure 2-11: Maximal clusters used in the CVM. The 13-point cluster is obtained
by taking a point and all its nearest neighbors on the fcc lattice, and the 14-point
cluster corresponds to the conventional fcc unit cell.
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Figure 2-12: Ground states of the Pd-V system predicted by the fcc ECI's shown in
table 2.1. The solid line represents the fcc ground-state line. The dashed line corre-
sponds to the change in the ground-state line when the A15-type phase is included.
The A15 structure is not an fcc superstructure. Its formation energy was computed
by the LMTO-ASA method.
For simplicity, we treated the A15 phase as a line compound with no configurational
disorder. The only phase boundary this approximation will affect is the MoPt 2-A15
two-phase region.
The MoPt 2, DO 22 , and PtsTi structures have all been observed experimentally [31,
32]. It is a remarkable success of this ab initio method that they are all correctly
predicted, given the strong ground-state competition in this system [12]. The Ni 4 Mo
structure, predicted by the cluster expansion in table 2.1, has never been reported.
This structure is metastable if one uses the direct LMTO-ASA energies (to which the
cluster expansion was fit). The appearance of the Ni4Mo as a ground state is therefore
a direct consequence of truncating the cluster expansion at the 4th nearest-neighbor
distance. Using the linear programming techniques mentioned in section 2.1.4, it can
be demonstrated that a cluster expansion with only pairs and multiplet interactions up
to the 4th nearest-neighbor distance always makes Ni4Mo a ground state when PtsTi,
MoPt 2 , and DO 22 are ground states [12]. Although this problem can be resolved by
including the 7th or 8th nearest-neighbor pair interactions, we limited ourselves here
to the interactions in table 2.1. Longer-ranged interactions would make the CVM
intractable and deprive us of a tool to benchmark the LTE, which is the primary
purpose of this section.
In figure 2-13, we show the computed phase diagram. The high-temperature part
(dashed line) was obtained using a Monte Carlo simulation on a 20x20x20 lattice with
periodic boundary conditions. Sampling was done in the grand canonical ensemble
over typically 5000 MC passes, after 5000 MC equilibration passes. To speed up
calculations, a divided local environment sampling approach [46, 63] was used to tab-
ulate excitation energies from overturning spins. The phase boundaries were found
by observing discontinuities in concentration vs. temperature (at constant chemical
potential). At these high temperatures little or no hysteresis is observed. At tem-
peratures around 1000 oK the equilibration times become larger and problems with
metastable states start to appear during the simulation.
Some phases, such as DO 22 , remain stoichiometric up to very high temperatures
resulting in very poor sampling in a MC simulation. However, this persistent stoi-
chiometry also allows the LTE (solid line in figure 2-13) to be used with only a few
terms in the expansion. For example, the LTE with two spin-flip excitations con-
verges well up to at least 1100 oK for the DO 2 2 phase and up to 1300 oK for the
MoPt 2 phase. The convergence of the LTE was tested by recomputing the phase
boundaries with terms in the expansion corresponding to up to three spin flips. No
significant changes occurred for temperatures bellow the ones previously mentioned.
As can be seen from figure 2-13, the results of the MC simulation and the LTE ex-
pansion join smoothly. The use of the LTE was indispensable for determining the
shape of the phase diagram around 1000 oK and for finding the peritectoid reaction
of the PtsTi-type phase.
Only for the disordered fcc phase is the LTE problematic. Large solubility limits
are present at very low temperatures and consequently, many terms need to be kept in
the free energy expansion of equation 2.24. On the other hand, the free energy of this
phase can be most easily computed with the CVM as it has a higher symmetry than
the ordered phases. Consequently, for temperatures higher than 100 OK we replaced
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Figure 2-13: Phase diagram for an alloy that models the Pd-V system obtained with
the combination of three different methods: cluster variation method (CVM), Monte
Carlo (MC) simulations, and the low-temperature expansion (LTE). The solid lines
represent low-temperature expansion predictions and the dashed lines are the results
of a Monte Carlo simulation. The dotted lines correspond to phase boundaries com-
puted using the CVM and the LTE free energies together. Monte Carlo simulations
were performed for temperatures above 700 oK. The overlap between the methods is
not shown for clarity.
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the LTE free energy of the fcc phase by the CVM free energy. The phase boundaries
computed with this combination of free energies are shown in figure 2-13 as dotted
lines.
Although different approximations are involved in the LTE, CVM, and MC sim-
ulations, all phase boundaries in the Pd-V system join very smoothly.
2.4 Conclusions
In this chapter, we showed how we can map the alloy problem onto a lattice model.
By coarse-graining the system partition function to the partition function of a lattice
model, an effective Hamiltonian for the space of substitutional excitations was con-
structed. This Hamiltonian can account for other entropic effects such as vibrations
and electronic excitations. We do not assume that the ions occupy the ideal positions
on the lattice, but only that there is a one-to-one correspondence between ions and
lattice sites.
The generalized Ising Hamiltonian was explicitly constructed by expanding it in
an orthonormal basis set of cluster functions. In practice, this expansion is truncated
at some maximal cluster and its coefficients (ECI's) are obtained from total-energy
calculations. In principle, one only needs as many ordered arrangements as there
are nonzero ECI's. However, many more are used to obtain a stable least-squares
fit. Finding these energies is the computing-intensive part of ab initio models for
obtaining phase diagrams. Especially in oxides, that have large and complex unit
cells, current accurate methods are not fast enough. Solving this problem will be the
focus of the following chapters.
Monte Carlo simulations or the cluster variation method are usually used to com-
pute phase boundaries from the lattice Hamiltonian we defined. However, both meth-
ods present numerical problems at low temperature. We overcame these difficulties by
extending the low-temperature expansion formalism of the grand potential energy to
the alloy Hamiltonian with multi-site interactions. With this expanded free energy,
we were able to determine complex temperature-composition phase diagrams under
conditions in which the use of MC or the CVM is nontrivial or even impossible to
complete in a reasonable amount of computer time. We showed that with just a few
terms in the expansion, the LTE is an accurate and simple tool to compute the free
energies up to temperatures where the other more traditional methods can be used.
As an illustration, we computed the solubility limits of CaO in MgO and vice versa
and the phase diagram of a system that models the fcc Pd-rich side of the Pd-V alloy.
We demonstrated that the LTE, MC simulation, and CVM predictions join smoothly
and can be used as complimentary techniques. Furthermore, the coefficients of the
LTE can be obtained from the same information used to build the CVM free energies
which makes this approach very easy to implement.
Chapter 3
Total-energy methods
As described in chapter 2, the formation energies of many compounds in a system are
one of the key inputs to the models for computing phase diagrams. The formation
energies are obtained from differences in the total energies of the compounds and of
the "end members" . These total energies are determined by the interactions between
the electrons and nuclei that form the solid.
The equations that govern these interactions have been well known for almost
70 years, but their exact solution for a solid is far beyond the current or foreseeable
computer power. Starting from Dirac's equation, a hierarchy of approximations needs
to be introduced.2 In this chapter, we will describe the different techniques that
can be used to compute total energies. We start in section 3.1 by summarizing the
approximations that lie at the core of most modern quantum-mechanical and classical
methods.
Section 3.2 deals with the classical techniques. The word "classical" can be mis-
leading. Here, it will be used to identify those total-energy methods in which no
explicit calculation of the electron wave function is performed. However, they usu-
ally account approximately for some quantum-mechanical effects. For example, the
largest contribution to the total energy in an ionic solid is the inter-ionic Coulomb
interaction. This interaction is balanced by a short-range core-core repulsion that
prevents the crystal from collapsing. The repulsion originates in the Pauli exclusion
principle. Consequently, even the simplest classical model for an ionic solid has to
account for this quantum-mechanical effect in order to provide meaningful results.
In section 3.3, we introduce the quantum-mechanical approaches and their most
relevant approximations. Different materials have different types of bonding between
the constituent atoms. In general, some of the approximations are better suited for
one type of bonding leading to total-energy models applicable to specific materials.
In all of them, there is a balance between accuracy and simplicity or computational
speed. From this point of view, oxides present a specially difficult case since they
1The "end members" are the elements or compounds that are mixed, and whose phase diagram
we want to determine.
2 Quantum mechanics is essential to study the electrons in a solid since the scale of the periodicity
of the ionic potential (_1A) is comparable to the size of the typical de Broglie wavelength for these
particles.
usually have a mixed type of ionic and covalent bonding. In general, approximate
techniques can accurately deal with one type of bonding but not with both. The
methods that will be described here seem to offer the best compromise between speed
and accuracy in oxides.
The time scaling of the methods with the number of atoms (size of the system) is
also a concern. Most of the accurate formulations scale at least as N2 In N, where N
is the total number of atoms. Since the final goal is to be able to predict macroscopic
properties, considerable work is being done to develop techniques that would scale
linearly with N. In section 3.4, we compare the time performance of different total-
energy techniques and briefly summarize the advances in the area of order-N methods
(i.e., linear time scaling).
3.1 The computation of total energies
Dirac's equation can be approximated by Schr6dinger's equation plus "perturbation"
terms that account for relativistic effects such as the variation of the electron mass,
the spin-orbit coupling, the coupling between the proton and the electron spin,3
etc. [67, 68]. The corrections to the total energy introduced by these terms are usually
small4 and, for simplicity, we will neglect them. Most of the systems studied here are
nonmagnetic. 5 For a review on how to incorporate magnetic effects, see reference [71]
and references therein.
Due to the large difference in masses between the electrons and nuclei, it is common
practice to assume that the nuclei are frozen. In this way, the electronic and nuclear
coordinates can be treated separately in the solid wave function. This is the so-
called Born-Oppenheimer approximation and is equivalent to consider that the
electronic wave functions respond "instantaneously" to the positions of the nuclei.
These nuclei are treated as classical particles. The dependence of the total energy on
their positions plays the role of a potential energy of interaction between the nuclei.
Under these assumptions, the total energy of the system can be regarded as a
function of the position RI of the nuclei so that
E = E(R1, R2, 1........ ,RN), (3.1)
where N is the number of atoms in the material. Classical and quantum-mechanical
methods differ on how to determine this function. The latter techniques will com-
pute it explicitly by solving the Schr6dinger equation. On the other hand, classical
approaches will assume some functional form whose parameters are fit to reproduce
experimental or ab initio results.
3 The electronic spin appears naturally when both the postulates of quantum mechanics and
special relativity are imposed.
4 The order of magnitude of these corrections is typically of a few meV/atom (20meV/atom for
terms that depend on the proton spin) [67].
5 Even for magnetic systems, the differences in total energies between a magnetic and a nonmag-
netic treatment are usually small [69, 70].
In the following sections, we will describe both formulations.
3.2 Classical models
As mentioned in the previous section, the Born-Oppenheimer approximation allows us
to write the interaction energy of the atoms in a solid as a function of only the atomic
coordinates. Classical models suggest different expressions for this dependence [72].
The simplest and most commonly used one is the pair potential, in which the total
energy is a sum of pair-interaction terms between the atoms. An improvement over
the pair-potential approximation is obtained if terms that depend on the position of
more than two atoms are also included (cluster potential). Finally, pair and cluster
functionals can also be used to work with a more accurate representation of the atomic
interaction. In this case, nonlinear functions are applied to pair and cluster interaction
terms respectively. Here, we will discuss pair-potentials and pair-functional models.
Ionic crystals are good examples of systems that can be modeled with pair poten-
tials. The solid is regarded as an arrangement of charged spheres (ions). They are
assumed to be classical particles placed at the equilibrium crystal lattice positions.
These positions are determined by the competition between the attraction of the
positively and negatively charged spheres (simple Coulombic electrostatic force) and
the repulsion caused by the Pauli exclusion principle. 6 The repulsion interaction is
represented as an effective pair potential that acts between the ions. The coefficients
and sometimes the ionic charges of these potential functions are fit to ab initio or
experimental results. 7
Since a large contribution to the differences in total energies comes from purely
electrostatic effects, pair-potential models are sometimes good enough to study the
structural stability of highly ionic crystals. However, they can not be used in metals.
A pair potential assumes that the total energy of a solid is a sum over independent
bonds (i.e., the strength of the bond does not depend on the existence of other bonds).
This is only correct if the nature of the bond is purely ionic. In metals, the cohesive
energy of a series of crystal structures that only differ on the atomic coordination
z scales more as -z2 than as -z (which is the result one expects for independent
bonds) [73].
In order to correct for this problem, a pair-functional method is generally used
(see for example reference [74]). The total energy of the crystal is regarded as a sum
of an "embedding energy" for the atoms and a pair-potential term that accounts for
electrostatic contributions. The "embedding energy" is the energy associated with
placing an atom in the electronic environment of the solid. It not only incorporates
some many-body effects but also the dependence of bonding with coordination. Here,
6Due to this principle, the electrons are prevented from occupying the same energy levels when
they overlap and since the ions in these crystals usually have closed shells, they need to occupy
higher orbitals. As a result, it costs too much energy to overlap the ions and they effectively repel
each other.
7 Most frequently, however, the ionic charge is not fit but the corresponding chemical oxidation
state is used instead.
we will discuss a particular implementation of this approach, called the embedded-
atom method (EAM) since it has recently been applied to oxides [75, 76].
Both the pair-functional and the pair-potential models lack a good description
of directional bonds. This is specially important in semiconductors and covalent
materials in general. Cluster potential and functionals should be used in this case.
We will come back to this point later, in section 3.2.4.
3.2.1 Approximations of classical models
The major approximation of the classical methods is to assume a given functional form
for the energy in equation 3.1. Although sometimes inspired in the actual physics of
bonding, only a self-consistent formulation of Schr6edinger's equation is capable of
capturing all the details of the problem.
But even when the potential or functional form for the energy is adequate, most
popular versions of these models introduce other approximations that can be partic-
ularly important in oxides. For example, it is common practice to assume constant
charges for the ions, independently of the environment. We will show in chapter 5
that this can produce large errors in the formation energies. Also, it is important in
oxides to account for the oxygen breathing.8 Recently, some schemes to correct for
these problems have been introduced, and will be described in section 3.2.2.
The transferability of the parameters of classical models depends on the accuracy
of the function chosen to describe the energy. These parameters are usually fit to
ab initio or experimental information for a few structures. When applied to other
structures with different atomic arrangements large errors can be introduced. Mixing
studies of multicomponent systems may suffer from a similar problem. When the fit
is only done to the end members, the properties of mixtures are not necessary well
reproduced.
3.2.2 Pair-potential models
Due to the complexity of oxides, modeling in these materials has been mainly done
with simple empirical potential models. To date, most potentials for oxides have been
based on Coulomb and pairwise short-range interactions, with ionic polarizability
treated by the shell model of Dick and Overhauser [77]. See [78, 79, 80, 81] and
references therein for a review. These models have been successful in predicting
defect energies, lattice constants, and some elastic properties [82, 83]. However, they
are inadequate to make quantitative predictions when computing phase diagrams [84]
as we will show in chapter 5.
With these potentials, the total energy is expressed as the sum of the short-range
interactions, Coulomb terms, and the polarization of the ions. The electronic cloud
of the i ion is simulated by a massless shell of charge Yi and the nucleus by a core of
8 Oxygen breathing is the change in the size of the oxygen due to changes in the Madelung field
(see section 3.3.1).
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Figure 3-1: Illustration of the interaction between two ions in the pair-potential
model. Each ion is represented by a massless shell, on which a short-range pairwise
interaction acts, and a core (here represented by the shaded and black circles) coupled
by a harmonic force to the shell. A Coulombic, long-range interaction, is also assumed
to exist between the ions.
charge Xi. The total charge, qi, is
qi = Xi + Yi. (3.2)
The core and the shell of the ion are coupled by a harmonic force, with spring constant
ki. The polarization energy is given by
Vi= kid?. (3.3)2
The distance di is the relative displacement of the core and the shell.9 The short-
range interaction is assumed to act between the shells. The situation is illustrated in
figure 3-1.
Different functional forms have been proposed to model the short-range pair in-
teractions. The simplest one is represented by hard spheres,
V(ri) = <a (3.4)
0 rij > a
9 Within this model, the free-ion electronic polarizability ai is equal to .ki"
ge
,,r
Here, a is the ionic radius and rij is the distance between ions i and j. The two-body
potential used in this work has the following functional form:
(-a C(35)
V(rij) = Aij, e ( ) (3.5)
where Aij, pij, and Cij are parameters that depend on the identity of the ions. l0
The functional form in equation 3.5 is known as the Buckingham potential. The
exponential term represents the repulsion due to the electronic cloud overlap and the
r - 6 term is related to induced dipole-induced dipole interactions. These potentials
are usually truncated beyond a distance corresponding to a few lattice constants.
The Ewald summation method [85] is used to compute the electrostatic energy of
the point charges qi. The value of the charges is fixed and does not depend on the
environment." For simplicity, formal charges equal to the valence of the atom are
usually assumed. Partial charges, that correspond to nonintegral values, have been
used to study some systems such as alumina [86]. Unless they are used in conjunction
with a charge transfer model, their transferability to structures other than the ones
used in the fit is questionable.
The parameters of the potential, A, Pij, Cij, Yi, and Ki, are typically obtained
from fitting to lattice parameters, elastic and dielectric constants, phonon frequen-
cies, etc. All these properties sample a system close to equilibrium. To enhance the
transferability of the potential to different environments (e.g., different crystal struc-
tures), where they are not necessarily evaluated at the same distance range, fits to
defect properties, ab initio equations of state, and different structures should also be
included.
Pair-potential models present serious limitations. They can neither account for
multibody effects (angular-dependent interactions, oxygen breathing, charge transfer,
etc.) nor for the fact that the strength of the bond may depend on the actual number
of bonds. Their parameters are environment independent. Furthermore, for cubic
materials at zero pressure, they predict relationships between elastic constants that
are not necessarily valid (for example, c12 = C44, see reference [87]).
Some of these issues have been addressed by pair functionals or by models that
include breathing and variation of charge. We will discuss some of these models in
the next sections.
Charge transfer
Recently, Streitz and Mintmire have proposed a method to model the charge transfer
between the ions [75]. It can be used within a potential or functional formalism. The
charges are obtained by minimizing the electrostatic energy Ees.12
The electrostatic energy is written as a sum of atomic energies E,(qi) and inter-
10Typical values for these parameters are: Aij = 103 eV, pij = 0.3 A, and Cij = 30eV Aa.
"
1 This is a strong assumption and it is often not valid as we will show in chapter 8.
12Note that there is no variational principle that justify this procedure.
action energies between all pairs of atoms. Using their notation:
Ees = Ei(qi) + 1 V j( ,I qi,), (3.6)
where Vij('ij, qi, qj) is the Coulomb pair interaction between ions i and j and qi are
the charges to be computed.
The atomic energy represents the intra-electrostatic interaction between electrons
on the same atom. It is written as a Taylor expansion on the ionic charge qi. The
coefficients of this expansion are determined during the fit of the potential or the
functional form."3 The Vij(rij, qi, qj) can be computed by simply assuming point
charges or an atomic charge-density distribution.
Finally, the values qi are obtained by minimizing Ee, subject to the constraint
that the sum of all the charges in the solid should be zero (charge neutrality). This
model was used to study metal-oxide interfaces (aluminum a-alumina) [75].
Compressible-ion model
The effect of the change in size of the ions with the Madelung field can be modeled
by computing the energy to create the ionic charge density appropriate to a given set
of lattice parameters. Different ways of implementing this procedure exist. Here, we
will briefly describe the scheme by Wilson and coworkers since they integrated their
formalism within a pair-potential method [88]. Other approaches will be presented
in section 3.3.1.
The electronic charge density of the ion is computed by solving for the self-
consistent wave function within a potential that simulates the crystal. This potential
is the sum of two contributions: a long-range Madelung field (assuming the ions to be
point charges) and an electrostatic repulsion from the neighboring charge densities.
The energy to obtain a given charge distribution (or its difference with respect to
isolated ions) is then incorporated into a potential as a function of generalized ionic
coordinates.
The generalized coordinates include not only the positions of the ions but also a
description of their "state". The "state" is specified by assigning a radius to the ions
that would depend on the environment. A term is then added to the short-range
potential, that depends on this radius and represents the energy to rearrange the
ionic charge density. For a fixed set of ionic positions, the total energy should be
minimized with respect to the radius coordinates before evaluating the energy.
The term that represents the charge rearrangement at the ions is given the form:
F(6) = c(e - 7' + e '), (3.7)
where 6 represents the change in the ionic radius with respect to a reference value
and y and c are coefficients to be fit to ab initio results.
"
3 The fit is performed as explained in the previous section.
Note that the overlap within the ionic wave functions also depend on 6. Con-
sequently, within this model, the pair potential short-range repulsion is a function
of the ionic radius. For more details about the method, see reference [88]. The
compressible-ion model has recently been used to study MgO, CaO, A120 3, and
ZrO 2 [88, 89, 90].
3.2.3 The embedded-atom method
Up to now we have assumed that the total energy of the solid was given by a sum
over independent bonds. As already mentioned, this is only true for a perfectly ionic
crystal. A solution for this problem can be found by using pair functionals such as it
is done in the embedded-atom method (EAM).
The basis of the EAM consists in expressing the energy of a solid in terms of
"embedding" energies and electrostatic interactions. Each atom is assumed to be
"embedded" into the electron gas created by the other atoms. The cohesive energy
Ecoh is then written as,
Ec ,h=ZP (ZpRV + ZVsj(Rj,). (3.8)
i • iji~j
Here, .i is the embedding energy for atom i and is applied to the superposition
of the spherically averaged electron atomic-density tails (pj(R-j)) from other atoms
evaluated at the position of atom i. Vj(Rij) represents electrostatic, two-atom inter-
actions.
Equation 3.8, and correspondingly T' and Vj(RPj), can be derived from density-
functional theory.'4 However, they are generally fit to bulk properties such as lattice
and elastic constants and vacancy formation energies. The embedding energy is non-
linear (convex), reflecting the saturation of the bonds with the number of neighbors.
Analytic functions or tables are used to express .Fi. The Vij(Rij) are represented
as decaying exponentials (due to electrostatic screening). The spherical electron den-
sities can also be parametrized with simple decaying exponentials. For more details
on the EAM, see reference [73].
The embedded-atom method has been recently applied to oxides, yielding reason-
able results for alumina [75]. To appropriately account for the long-range Coulomb
interaction, Streitz and Mintmire added E,, (see equation 3.6) to the cohesive energy
in equation 3.8 [75]. They did not eliminate the 1Vj(RPj) terms in equation 3.8 but
kept them so that their coefficients could be used as free parameters. Baskes also
reported EAM calculations in oxides [76].
14Two assumptions should be made. One is that the electron density of the solid can be computed
as a linear superposition of the atomic electronic densities. The other one is that the kinetic,
exchange, and correlation energies (see section 3.3.1) can be written in terms of local electron densities
and its derivatives. See reference [91] for more details.
3.2.4 Cluster functions for the energy
Both the pair-potential and the embedded-atom methods do not work well for sys-
tems with directional bonding. Cluster potentials and functionals should be used
instead.
It is common practice to add 3- and 4-body interactions to potential models
when semiconductors are modeled. These new terms allow for the inclusion of bond-
bending and torsion effects. For example, computational simulations in silicon are
usually performed with multibody potentials such as the Stillinger-Weber one [92].
The EAM can also be modified to accommodate directional bonding effects. The
modified embedded-atom method (MEAM) is similar to the EAM except that now
the electronic density contributions from the neighbor atoms can include angular
dependencies. See reference [93, 94] for more details.
3.3 Quantum-mechanical approaches
Quantum mechanics can be used to explicitly find the dependence of the total energy
on the nuclear coordinates in equation 3.1. In the remainder of this chapter, we will
study different techniques to perform this operation.
The methods differ on the different approximations used to solve the Schrddinger
equation. Within the assumptions made in section 3.1, this equation can be written
as1
5
(X h2 N zNe2  N N ZZe 2
i=" 2 me ViR 2 R,
1 Ne1ee 2 1--1 i--1 -- *I I J4I I, -- 'J+ N.i i JN e 2 T= ET. (3.9)
Here, T is the solid wave function, E is its eigenvalue, Ne is the number of electrons,
N is the number of atomic nuclei, Z is the atomic number, e is the electron charge,
and R and r' are the nuclear and electron coordinates respectively.
The different terms in the Hamiltonian of equation 3.9 represent the kinetic energy
and the electron-ion, ion-ion, and electron-electron electrostatic interaction operators
respectively. The solid wave function T, is a function of the electronic and ionic
coordinates.
Even after decoupling the nuclear and electronic coordinates, solving equation 3.9
is unfeasible since there are practically an infinite number of electrons that interact
with each other. We will show that this problem can be surmounted by using the
periodicity of the crystal and assuming that equation 3.9 can be transformed into a
set of single-electron equations coupled through the electronic interactions. (Thus,
the solution of Schr6dinger's equations has to be found self-consistently.)
The interaction of a single electron with the nuclei and the other electrons has
15 We use capital and small letters to denote nuclear and electron coordinates respectively.
the periodicity of the crystal. This allows the use of Bloch's theorem to express the
electron wave function 7P as16
ri 'u = e -k.T,(r, (3.10)
where un is a function with the periodicity of the Bravais lattice, k is a wave vector,
and n is known as the band index. Not all the possible k points are allowed but they
are restricted by imposing appropriate boundary conditions to the bulk solid, namely
that [95]:
3
b(r-+ N iei) = V(rj. (3.11)
i=1
The ad are the three primitive vectors of the unit cell and Ni are positive integer
numbers such that the total number of primitive cells in the solid be NIN 2Ns3 . 7 In
this way, the problem of finding the wave functions of an infinite number of electrons
is transformed into finding the wave functions of a finite number of electrons at an
infinite number of k points. At each k point, only a finite number of levels are
occupied.
The advantage of this procedure becomes clear when we realize that solutions at
k points that are close together are very similar. Consequently, we can represent
different regions in k space by a finite number of k points. Thus, the electronic
potential and total energies can be obtained from computing the electronic states at
this limited set of points. See appendix B on how the k points are chosen.
Defects and atomic vibrations usually break the periodicity. In what follows, we
will always assume crystals that have a perfect periodicity. Nonperiodic configurations
can be dealt with by using a supercell approximation. In a supercell approximation,
a particular unit cell containing the "defect" in the arrangement of atoms is repeated
periodically throughout space so that a perfect regular configuration is recovered.
The defect in question is thus also artificially repeated throughout space and the
further apart its images are (i.e., the larger the unit cell), the more accurate the
approximation becomes. It is common practice to evaluate how the defect properties
vary with the size of the supercell in order to assess the importance of the errors
introduced by the "interaction" of the images.
Although the original problem seems to have been greatly simplified by the above
approximations, more work needs to be done to deal with the many-body electron-
electron interactions and to make the computational burden more affordable. These
new approximations are more specific to the particular methods and are dealt with
in the next sections. In table 3.1, we summarize the methods we use in this work
and their most common approximations. We have chosen these techniques since they
provide the best compromise between computational speed and accuracy in oxides.
16See for example reference [95].
17We are using a generalization of the Born-von Karman periodic boundary condition [95]. The
surface of the solid is eliminated by replicating the solid throughout space. An electron coming to
a surface simultaneously reenters the solid on the opposite surface. An infinite solid has an infinite
number of k vectors. We will assume the size of the solids to be infinite.
LDAa  Spherical symmetry Frozen core
FLAPW *
LMTO-ASA * *
Pseudopotentials
SSCAD * *
Tight binding I
Table 3.1: Total-energy methods and their approximations. The bullets indicate the
most common approximations used by each technique. A detailed description of the
methods and approximations can be found in section 3.3.
aLocal-density approximation to density-functional theory
In section 3.3.1, we will describe the different approximations mentioned in ta-
ble 3.1. The details of the particular implementation of the techniques will be dis-
cussed starting in section 3.3.1. The major difference between them is the basis
functions used to expand the solutions of the quantum-mechanical equations. Some
functions are more suited than others for solving certain problems (such as the cal-
culation of forces) or work with specific types of bonds.
3.3.1 Common approximations in quantum-mechanical ap-
proaches
Different choices exist for breaking equation 3.9 into single-electron equations and
expressing the interaction between the electrons. In this work, we will apply the
density-functional theory (DFT) which is an exact transformation of equation 3.9
into single-electron equations, but valid only for computing ground-state properties.
Unfortunately, DFT does not offer a recipe to determine the potential felt by a single
electron. Extrapolations from limiting cases where the solution is known have to be
taken. Another commonly used approach is the Hartree-Fock method. This method
will not be described here since its implementation is very computer intensive and
does not provide significant benefits over DFT. (A detailed explanation of this method
can be found in reference [19].)
Once the problem is described by one-electron equations, other approximations
are still introduced to reduce the computational burden of the methods. They range
from assuming special geometries or symmetries for the electronic potential, to "freez-
ing" the core electrons.
Density-functional theory and its approximations
Many reviews have been written about DFT (see for example references [96] and [97]).
Here, we will only describe its main features. The focus of this theory is more on
the electronic density rather than on the wave functions. Hohenberg and Kohn [15]
proved that the total energy of a system is a unique functional of the electron density
and that the minimum value of the functional corresponds to the actual ground-state
energy and the corresponding electronic density to its actual density. The next step
was taken by Kohn and Sham [16] who showed that equation 3.9 can be replaced
by a set of noninteracting single-electron equations such that the ground-state total
electronic density is the sum of the single-electron ground-state densities. Thus,
DFT provides a general method for calculating the energy and the electronic density
of the lowest energy state (and all the properties that can be obtained from them).
The Kohn-Sham equations are written as,' 8
HKS = -2 2 - + e )=1 + VI )i = + =j. (3.12)
, r R- Ir 
- r
HKs is the Kohn-Sham Hamiltonian, V,, is the exchange and correlation potential,' 9
4i is the single-electron wave function, and ei its eigenvalue. The total electronic
density n is given by
Ne
n = e Ioi2 . (3.13)
Although the Kohn-Sham equations are an exact mapping of the many-electron prob-
lem onto a single-electron one, the ei are not the real single-particle eigenvalues [98].
The exchange and correlation potential that the electrons face is not known and
different approximations are used to determine it. The most popular one is the local-
density approximation (LDA) [16}. In the LDA, the exchange-correlation energy
per electron at point r, ex, is replaced by the exchange-correlation energy of an
homogeneous electron gas with the same density as the electron gas at point F. The
LDA assumes that e,, is local and ignores all the effects of inhomogeneities around r'.
Several parameterizations exist for the exchange-correlation energy in a uniform
electron gas. They are frequently expressed as interpolations between the high and
low electron-density limits. See for example references [99] and [100]. Most of them
lead to very similar total-energy results.
In recent years, the generalized-gradient approximation (GGA) [17, 18] has been
developed as a way to improve over the LDA. In this approach, the ee is expressed
as a local function of not only the density, but also its gradient. In this way, one tries
to capture the effects of inhomogeneities in the electronic density.
Spherical approximations for crystal potentials
Shape approximations are introduced to accelerate the solution of Schr6dinger's equa-
tion. The most widely used approximation was first applied by Slater [101], and is
18For simplicity, the electrostatic interaction between the ionic cores is not written. It will be
directly added to the total energy.
I9 The V,, potential captures all the electronic exchange and correlation effects. It is computed
from the exchange-correlation energy per electron, Ex, as VC = ~ where n is the electronic
density.
Figure 3-2: Muffin-tin potential often used to approximate the actual crystal poten-
tial. The sphere radii r'P and rP (for atoms A and B respectively) are arbitrary,
except for the fact that the spheres should not overlap.
called the muffin-tin approximation (MTA).
In the MTA, the crystal potential20 is assumed to be spherically symmetric inside
spheres centered at each atomic site, and constant outside these spheres. If we place
a sphere of radius r' p at site Ri, the muffin-tin potential U(rj is:
Ur= V(F- ) when r i < r:,
= V0 (r') when -- R rf. (3.14)
The shape of this potential is shown in figure 3-2. Since U(r-) is spherically symmetric,
only the radial components need to be specified. The only constraint to fix the
radii of the spherical regions is that the spheres do not overlap. The nonspherical
contributions to the crystal potential and the effect of assuming a constant value in the
interstitials can frequently be included using some sort of perturbation or correction.
As we will mention in the next sections, these effects can be taken into account very
accurately.
The spherical-symmetry approximation is generally correct as long as the spheres
are centered at high-symmetry sites. Consequently, the MTA gives accurate results
for closed packed materials (for example, fcc or ideal hcp) and is increasingly less
reliably as the site symmetry decreases and the coordination number lowers.
20The crystal potential is usually defined as the potential experienced by an electron that originates
in the electrostatic interactions with the atomic nuclei and the other electrons.
i
Unit cell volume= ri
3
Figure 3-3: Cubic unit cell showing the Wigner-Seitz overlapping spheres in the ASA.
The interstitial region (shaded area in the figure) is usually neglected. The sum in
the equation is over the spheres in the unit cell.
In some cases, an even simpler approximation than the MTA, called the atomic-
sphere approximation (ASA), is taken [65, 102]. In the ASA, the unit cell is
mapped onto the space of Wigner-Seitz overlapping spheres generally centered at
atoms. All integrals over the cell are substituted by integrals over these spheres and
the electronic density is spherically averaged within each of them. The potential is
then a superposition of spherical contributions from each sphere. The situation is
described in figure 3-3.
Note that in the ASA case, the errors would come not only from nonspherical
contributions but also from the overlap and the neglect of the interstitial regions for
the integrals.2 1 In open structures, some of the overlap errors can be alleviated by
the use of empty spheres to reduce the degree of overlap.
Frozen-core approximation
In any material, there is often a clear distinction between core and valence electrons.
Core electrons are usually strongly bound to the atomic nucleus and do not respond
significantly to the motion of the valence electrons. Consequently, when atoms are
brought together to form a solid, the changes in the core electron wave functions
are very small. They can be regarded as essentially frozen. This is known as the
frozen-core approximation.
To take advantage of this behavior, some total-energy methods compute only
the valence wave functions. The effect of the core electrons on them is taken into
account as a potential added on top of the nuclear potential. Considerable savings in
computational time may be obtained when this approximation is used.
The contribution of the core electrons to the total energy is very large and cancels
21Corrections for the overlap regions and nonspherical contributions can be used. (See sec-
tion 3.3.3.)
out when formation energies are taken. When the frozen-core approximation is used,
this contribution is not computed and the formation energies can be determined as
differences between small total-energy numbers requiring a smaller relative accuracy.
The frozen-core approximation is very accurate as long as the valence and the core
electron wave functions do not overlap significantly. If this is not the case, some core
electrons have to be treated as part of the valence electrons. As we discuss in the
following chapters, some total-energy methods incorporate special treatments that
correct these problems while still retaining the so-called semicore states as part of
the core.
3.3.2 The spherical self-consistent atomic deformation
model
The spherical self-consistent atomic deformation (SSCAD) model [103] is a first-
principles method for computing total energies in ionic crystalline solids. It is based
on density-functional theory in the local-density approximation. The SSCAD takes
advantage of the characteristics of the ionic materials to make simplifying approxi-
mations that allow fast calculations without sacrificing too much accuracy.
The electronic density is assumed to be localized about each ion and the total
electron density n to be the sum of these individual densities,
N
n(rf) = ni (r). (3.15)
In equation 3.15, ni is the density corresponding to the ith ion and ri the distance
from 7' to that ion. The total energy of the crystal can be written as a functional of
this total electron density as
1 ZiZje2 NZ 2 - (r d3r
E(n) = T+- Z - J : d
+1 2 n(r)n(r 'd 3  Xc(rn(r r, (3.16)
where T is the kinetic energy of the electrons (the ions are assumed to be fixed).
The kinetic energy is approximated as a sum of an intra-ionic term plus a correction
coming from the overlap of the electronic clouds (computed from the Fermi-Thomas
energy for a gas of interacting electrons with uniform density) [103].
Applying density-functional theory to the energy, as in reference [16], a one-
particle Schr6dinger-like equation is obtained for each ion,
2V2 + Vi0 = E V. (3.17)
Here, Vi and V) are the Kohn-Sham potential and eigenfunctions for ion i respectively.
As in reference [16], the potential Vi depends on the total density, and the equation
is solved self-consistently starting from the densities of isolated ions. To reduce the
computational time, Vi is spherically averaged about ion i. After imposing spherical
symmetry, equation 3.17 becomes an ordinary "radial" Schr6dinger equation and
can be solved either by finite differences or by expanding the solution in a set of
basis functions. Usually, the Slater basis-set expansions of the Roothaan-Hartree-
Fock wave functions are used in this expansion [104, 105]. Once equation 3.17 is
solved, the total-electron density is computed and the total energy is obtained from
equation 3.16.
The SSCAD has many similarities with the Gordon-Kim electron-gas model [106]
for calculating the interaction energy in closed-shell ions. However, two major im-
provements have been introduced in the former: ionic breathing and self-consistency.
In the Gordon-Kim scheme, free-ion electron densities were used. This can introduce
large errors since these densities can change considerable when the solid is formed.
This phenomena is commonly known as the breathing of the ions.22 In the SSCAD,
the dependence of the ionic electron density on the Madelung field is incorporated
through the potential Vi in equation 3.17. The self-consistency in the SSCAD model
allows the effect of the nearest-neighbor electronic cloud to be taken into account
when computing the electronic density in the ion.
The major limitation for the use of the SSCAD in oxides is the imposed spherical
symmetry and the approximated treatment of the electron kinetic energy. The elec-
tronic density in these materials is not necessarily spherically symmetric and a large
error in the total energy can be introduced as we will show in chapter 5. Nonspherical
versions of the SSCAD are currently under development.
3.3.3 The linear muffin-tin-orbital method
It is not our intention to review here all the complex details of the linear muffin-
tin-orbital (LMTO) method in the atomic-sphere approximation (ASA). The reader
is referred to the many review articles and books that have been published on this
topic [65, 102, 110]. Instead, we will briefly mention the main approximations that
are incorporated into the LMTO. Due to these approximations, the solution of the
Kohn-Sham equations can be performed much faster than with other less approximate
methods.
In the LMTO-ASA, space is divided into overlapping Wigner-Seitz spheres, gen-
erally centered at the atomic positions. The solutions are computed in the atomic-
sphere approximation (see section 3.3.1). The basis functions used to expand the solu-
tion of the Kohn-Sham equations in an ASA potential are computed as the solutions
of the Laplace equation (i.e., Schr6dinger's equation with zero kinetic energy) out-
side each sphere which are augmented by the solutions for the spherically-symmetric
2 2 For example, 0-2 is unstable as a free ion. It can only exist in a solid due to the stabilization
effect of the Madelung field. Since the Gordon-Kim scheme could not be applied to this ion,
Boyer and coworkers developed the potential-induced breathing (PIB) model [107, 108]. PIB uses
a spherical shell of charge (Watson sphere [109]) to simulate the effect of the solid environment on
the ion. Thus the O - 2 ion is made stable and its electronic density can be computed.
potential within each sphere. These functions are usually called muffin-tin orbitals
(in the ASA). Both the wave functions and their spatial derivatives are required to
be continuous at the sphere boundary.23
The muffin-tin orbitals have a complicated energy dependence that can be elimi-
nated by expanding around a fixed energy E, to first order in (E - E,). 24 The basis
functions thus obtained are called linear muffin-tin orbitals and are used to solve the
eigenvalue problem. Only a reduced number of basis orbitals are needed to obtain
converged results.25 For example, most atoms require only nine orbitals (correspond-
ing to the s, p, and d quantum-angular momenta). The small number of basis orbitals
increases the computational efficiency of the method considerably. Other methods,
such as the plane-wave pseudopotential technique (see section 3.3.5), may require
orders-of-magnitude more basis functions.
There is no unique way to choose the radii of the atomic spheres. The only
condition is that the sum of the volumes of all the spheres in the unit cell be equal
to the volume of the cell itself. This is enough to determine the radii only when
one atom per cell is present in the solid. For all other cases, a criterion for choosing
the radii is needed. Four different criteria are usually used. The first criterion is
to take equal-size spheres for all the atoms in the crystal. The second one is to
make the atomic spheres charge neutral (in this way, the Madelung energy error in
the ASA vanishes). The third one is to minimize the total energy of the compound
with respect to the radii of the spheres, though there is no variational principle that
justifies this procedure. Finally, the last criterion, proposed by Andersen [112], gives
an explicit formula for the sphere radii in terms of Wigner-Seitz radii, bulk moduli,
and elemental volumes.
For close-packed solids, the LMTO-ASA method is very accurate. Corrections
are sometimes used to compensate for the sphere overlap (usually called "combined
corrections" [102, 112, 113]) and the symmetrization of the potential (usually called
"muffin-tin corrections" [114]). In more open structures, the method gives less ac-
curate energies and empty spheres (not centered at atoms) are used to reduce the
overlap. A full-potential version of the LMTO, where no shape approximations are
made, has been developed [115] but it will not be discussed here.
Formation energies in oxides are poorly predicted by the LMTO-ASA even in
close-packed solids. As we will show in the next section, total energies are very
sensitive to the sphere radii chosen, and the consistent use of any of the mentioned
four criteria along many compounds in the same system does not provide accurate
formation energies. 26
23The muffin-tin orbitals we just defined decay slowly in space (specially for low quantum-angular
momentum). Short-range basis functions can be defined by combining linearly independent solutions
of Laplace equation through what is usually known as a screening transformation [111].
24E, is usually the value corresponding to the center of the occupied part of the band. See
reference [65] for more details.
25The linear muffin-tin orbitals in the ASA form a complete basis set for the wave functions of
an electron in a crystalline ASA potential and provide a very good description of them.
26 In metallic alloys, these four criteria usually coincide and LMTO-ASA formation energies are
comparable to the values of the most accurate methods. In oxides, on the other hand, some of the
Effect of the ASA in oxides
We performed numerous LMTO-ASA calculations in CaO-MgO, ZrO2 , Na20, and
Li-transition-metal oxides. In all cases, we found an important dependence of the
total energies on the size of the atomic spheres even when the "combined" and the
"muffin-tin" corrections were used. We will illustrate this behavior in the CaO-MgO
system.
An s-p-d basis was used for the calculations in CaO-MgO. The number of self-
consistent iterations and k points were selected so that the variation of the total energy
was less than 1meV/cell. This resulted in a 17'3 space uniform grid (we considered
crystal symmetry). The von Barth-Hedin form for the exchange-correlation potential
was used [116].
In figure 3-4, we show the total energy versus sphere radius for the CaO structure.
The variation of the total energy is almost 1 eV/cell.2 7 Since formation energies are
of the order of tens of meV, their value can be switched from positive to negative by
choosing different points on this curve.
There is a clear need for a criterion to determine the sphere sizes. Unfortunately,
our results show that it is not possible to use the same criteria in oxides as in other
materials. Here, it does not make sense to make the spheres charge neutral. In
general, we also found that even the consistent use of any of the criteria for all
compounds in the same system does not provide accurate formation energies when
compared to FLAPW or pseudopotentials. For example, we found that both the Ca-
and Mg-rich L12 structures in the CaO-MgO system have negative formation energies
when using equal-size spheres while all the other total-energy methods predict them
to be positive. Using a smaller radii for the cations than for the anions makes the
formation energies of the L12 structures positive but we could not find a consistent
way of setting the sphere sizes that provided reasonable results for all compounds.
We observed the same behavior in the other oxide systems we studied (ZrO2-CaO,
Na20, and Li-transition metal oxides). In metals, the error introduced by the ASA
is less critical and it is usually very small when using neutral spheres.
The dependence of the lattice constants and the shape of the band structures on
the sphere radii is much smaller. For example, the lattice constant for a cubic cell,
such as the rocksalt structure, may only change by a few percent.
The LMTO-ASA method on the other hand, is orders-of-magnitude faster than
more accurate total-energy techniques. However, the errors introduced by an incor-
rect treatment of the overlap region and the spherical approximation can be very
large in oxides. Consequently, we will not make use of the LMTO-ASA formalism.
A full-potential non-ASA LMTO method can overcome these difficulties but at the
expense of computational speed.28
criteria can not even be applied. For example, it does not make sense to make the spheres charge
neutral.
2 7The sphere radii range in figure 3-4, was chosen taking into account that Ca ions are usually
smaller than O ones and that very dissimilar radii will considerably increase the overlap between
the atomic spheres.
28For example, the formation energy of the CaMgaO 4 compound in the L12 structure was predicted
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Figure 3-4: Total energy for pure CaO as a function of the ratio between the Ca and
the O sphere radius in the LMTO-ASA. The volume of the cell was kept constant and
corresponds to the experimental value. Empty spheres, and muffin-tin and combined
corrections were used to reduce the errors introduced by the ASA. The total energy
changes in a scale much larger than the scale of the temperature effects and a criterion
is needed to choose the sphere size.
3.3.4 The full-potential linearized augmented-plane-wave
method
The full-potential linearized augmented-plane-wave (FLAPW) method has its origins
in the augmented-plane-wave (APW) technique introduced by Slater [101]. The
basis functions on this approach are quite similar to those of the LMTO. Again,
space is divided using spheres.29 Plane waves are used in the interstitials which
are then augmented by the solutions for the spherical radial equation (multiplied by
spherical harmonics) within the spheres. These basis functions are also made energy
independent in a similar fashion to the LMTO.
The FLAPW method is one of the most accurate techniques that are currently
available. The only major approximation influencing the results is the LDA. The
FLAPW method will not be used here. However, we will take results from the liter-
ature as benchmarks for some of our calculations. More details of this technique can
be found in references [118, 119, 120, 121].
3.3.5 The pseudopotential method
The pseudopotential approach will be described in detail in chapter 4. Contrary
to the previous methods, plane waves are used to describe the solid wave functions
everywhere in space (and not only in an interstitial region). Only the solutions for the
valence electrons are computed (frozen-core approximation). The effect of the core
electrons on the valence states is taken into account by a potential that is added to
the nuclear potential. This pseudopotential is chosen so that its valence pseudo wave
functions are equal to the actual all-electron wave functions beyond a given core
radius and so that they do not have nodes in the core region. Since only the outer
electrons participate in bonding, using pseudopotentials is an excellent approximation
in most cases.
The use of the pseudopotential approximation reduces not only the number of
plane-wave basis functions but also the number of orbitals to be determined. The
core-electron wave functions are not computed. All-electron techniques, on the other
hand, need to accurately treat these core electrons that constitute a large portion of
the total energy, while generally their effects are canceled out when energy differences
are taken. Consequently, the pseudopotential energy is much smaller and requires
a smaller relative accuracy than all-electron methods when computing formation
energies.
Plane waves greatly simplify the solution of the Kohn-Sham equation: shape
approximations are not necessary and Pulay forces are zero [122]. Furthermore, very
efficient fast Fourier transforms are available.
The computational speed of the method depends on the chemical identity of the
to be 0.147 meV/ion with a full-potential version of the LMTO [117]. This is within 10% of the
values shown in table 5.1 which were computed with the most accurate techniques that are available.
29As in the LMTO-ASA case, spheres centered at atomic positions are used. However, in the
APW these spheres do not overlap.
elements that form the material. Sharply peaked valence states, as in first row non-
metals such as oxygen, or in transition metals, require a large number of plane waves
to be expanded. However, in the last years, new developments such as Car-Parrinello
molecular dynamics [123], conjugate-gradients [124], and optimized [125] and ultra-
soft [126] pseudopotentials have shown that plane-wave pseudopotential calculations
can be efficiently performed for any element in the periodic table [124].
For a review on the pseudopotential method, see references [124, 127, 128, 129]
and references therein.
3.3.6 The tight-binding method
Descriptions of the tight-binding method can be found in references [130, 131] and
references therein. In this technique, the one-electron wave functions are expanded in
a set of atomiclike local wave functions. This choice of basis makes the computation
of the Hamiltonian matrix very involved. Consequently, two popular ways of thinking
about this technique were developed: as an ab initio method or as a semiempirical
approach. In the early days, 30 the latter was the only way to avoid the calculation of
very time-consuming interaction integrals. 31 The basis functions remained unspeci-
fied and the Hamiltonian matrix elements were fit to reproduce physical properties
obtained from other methods or from experiments (e.g., electronic band structure).
Due to the increase in computer power, the first-principles tight-binding (TB)
approach has been gaining popularity in recent years, specially to compute electronic
properties of ceramic materials (particularly oxides) [133]. In this work, we will
use the semiempirical tight-binding (SETB) method [20] in the self-consistent form
suggested in references [23] and [134]. Contrary to empirical potential models, an
explicit treatment of the electronic structure is made and all the relevant terms for
computing total-energy differences in systems with charge transfer (such as oxides)
are incorporated. A detailed description of the method will be given in chapter 6.
The SETB model is not limited to a given type of bonding and no shape approxi-
mations for the ionic potentials need to be made. Furthermore, it is particularly fast
since the interaction integrals are fit to ab initio results. In this sense, the SETB
represents a much more sophisticated and accurate interpolation tool than potential
models and is still orders-of-magnitude faster than ab initio quantum-mechanical
techniques.
3.4 Time scaling
The time it takes for the different total-energy methods to perform a certain calcula-
tion is assumed to be given by cN i where N is the number of atoms in the unit cell,
30The use of a linear combination of atomic orbitals to solve the quantum-mechanical equations
in a solid was originally proposed by Bloch in 1928 [132].
3 1These integrals correspond to the "hopping" and "overlap" terms we will describe in chapter 6.
Method Time scaling
Potentials N (N 2)
SSCAD N (N2 )
Tight binding N (N3 )
Pseudopotentials N 2 ln(N) (N 3)
LMTO-ASAa N3
FLAPW N3
Hartree-Fock N3.5-N 7
Table 3.2: Time scaling of some total-energy methods
with respect to the size of the system N (number of atoms
in the unit cell). The values in parenthesis represent
upper limits according to different implementations.
aIt can be order-N in TB form.
c is a prefactor, and i is a number that corresponds to the order of the algorithm. 32
It is generally the case that a low order corresponds to a large prefactor, so whenever
two techniques with different orders are compared, the crossover point (where both
take the same computational time) corresponds to systems with large unit cells.
Ideally, if we are interested in exploring larger and larger systems, the order of
the time scaling should be as small as possible. Most traditional electronic structure
calculation methods have a cubic scaling. This cubic scaling reflects the need to keep
the wave functions orthonormal. Recently, several propositions have been made to
provide methods that scale with N (the so-called order-N methods). This is a very
active field of research [135, 136, 137, 138, 139]. The crossover point varies from
method to method and goes from just a few atoms to a few hundred atoms.
The scaling of the methods mentioned in this chapter are shown in table 3.2.
The techniques with the smallest number of approximations have at least a cubic
or N 2 ln(N) scaling.3 3 Potential models can be of order-N or N 2 according to how
they deal with the Coulomb interaction. The same applies to the SSCAD.3 4 The
traditional tight-binding method scales as N3 , but order-N algorithms have recently
been developed [138, 140].
From this point of view, the tight-binding technique is very promising since it can
32Actually, this is the leading term in the expression. The "time" equation is usually much more
complex since different parts of the algorithm scale with different i and c. It is conventional to
characterize the method by the leading power i.
33This reflects the fact that an orthogonalization step is required in these methods. Although this
step scales as N3 its prefactor can be made very small and many people call them order N2 ln(N)
methods.
34The calculation of the Ewald sum is of order-N 2, but the prefactor is very small compared with
the total calculation time, specially in the SSCAD. Furthermore, this part of the calculation only
needs to be done once.
be framed as an order-N method, with a relatively small prefactor. As we will show
in chapter 7, it is also very accurate.
The prefactors of the methods shown in table 3.2 have different values. A typical
calculation for a two-atom cell may take a few milliseconds with Potentials, a few
seconds with the SSCAD or the SETB, close to a minute with the LMTO-ASA, and
a few minutes with pseudopotentials.
3.5 Conclusions
We used many different approximations to transform Dirac's original equation into
a tractable Schridinger's equation. The wide variety of paths taken reflects the
complexity of the problem at hand. There is no hope, at least in the near future, to
solve this problem exactly.
In this chapter, we reviewed the different total-energy methods that can be used
to compute formation energies. Only those that are relevant in oxides were men-
tioned. We extensively described the different approximations commonly introduced
by these techniques. In the following chapters, they will play a fundamental role in
understanding the failure of some methods to produce accurate results.
We already showed that the ASA can introduce large errors when computing
formation energies in oxides. Consequently, we will not further pursue this approach.
We expect that all shape approximations will in general cause large errors since they
are only suited for closed packed materials. Oxides, on the other hand, usually have
low symmetry.
Another important characteristic of oxides is that they present a combination of
an ionic and a covalent type of bonding. Classical models will need to incorporate
terms to deal with directional bonding, nonspherical electron-density relaxations, and
charge transfer. Furthermore, the SSCAD was designed to be used in ionic materials.
Its performance will have to be carefully tested when this condition is not fully met.
The pseudopotential method seems to be the best suited technique to compute
formation energies in oxides. In the next chapter, we will evaluate its performance.
When choosing a method, both the accuracy and speed should be taken into
account. If our final goal is to simulate macroscopic behavior from the atomistic
point of view, order-N methods are going to prevail. In the next chapters, we will
show that the semiempirical tight-binding method is a very good approach not only
because it can be formulated as an order-N method with a low prefactor, but also
because it is a very accurate technique for oxides.

Chapter 4
The effect of approximations in
total-energy methods:
pseudopotentials as a benchmark
At this point, after so many approximations have been introduced in both the quan-
tum- and the statistical-mechanical treatment of the solid, the skeptical reader may
justifiably have some doubts about the applicability of our models. It is the purpose
of the next sections to clarify these points and illustrate the power of the ab initio
approach to predict and give insight on the behavior of materials.
We will study the effects of approximations in total-energy methods in two stages.
In this chapter, we will show that the plane-wave pseudopotential technique can be
used to accurately compute oxide properties. In the next chapter, we will use these
results as a benchmark to evaluate the other, more approximate, methods.
To properly test the performance of the different total-energy techniques, it is
essential to investigate materials systems that exhibit different types of bonding and
behavior. We will mainly focus on three cases: CaO-MgO, ZrO 2, and CaO-ZrO2.
The first one, is one of the simplest oxide systems. Its properties are very well known
and is an excellent case to test the accuracy of the methods against experimental
results. It is also a typical example of a highly ionic material.
Zirconia (ZrO 2) and calcia-doped zirconia (CaO-ZrO2), on the other hand, present
a mixture of a covalent and an ionic bonding. Pure zirconia undergoes structural
transformations from a low-symmetry monoclinic into a tetragonal and a cubic phase.
They are an excellent case to test shape approximations of the crystal potentials.
Finally, since Ca and Zr are aliovalent,' the doping of zirconia by calcia is ac-
companied by the presence of charge-compensating vacancies. It is expected that in
this situation, the cation and the anion will exhibit a variation in their charge that
depends on the particular atomic arrangements [141, 142]. Consequently, it will be
an ideal test case for those formalisms in which fixed charges are assumed.
Apart from the FLAPW method, the pseudopotential technique makes the least
number of simplifying assumptions. The simplicity of the plane-wave basis and the
1Aliovalent means that the two cations have different valence.
ability of easily controlling the convergence and accuracy of the results have made the
pseudopotential approach one of the most popular choices for performing ab initio
calculations. Furthermore, as we mentioned in chapter 3, the use of the frozen-core
approximation considerably simplifies the computation of formation energies (which
is one of our main goals).
In the following sections, we will describe the use of pseudopotentials and lattice
models for predicting materials properties. We will also study the effects of the
approximations introduced by the former, and how they may affect its predictions.
Applications of these techniques to different oxide systems will be discussed. We
will show that they provide very reliable results. This will demonstrate that we are
approaching a situation where computer experiments are becoming a reality.
We will start in section 4.1 by introducing the main features of the pseudopotential
method. In section 4.2.1, we will apply this approach to the CaO-MgO system.
Finally, in section 4.2.2 calcia-doped zirconia and the polymorphic transformations
of zirconia will be studied.
Some of these applications push the limits of what can be computed in a reasonable
time. The need for faster, but still accurate methods should be clear by the end of
this chapter. Fulfilling this need is the objective of the rest of this work.
4.1 The pseudopotential method
The pseudopotential theory was introduced in 1959 by Phillips and Kleinman [143].
Very useful reviews can be found in references [124, 127, 128, 129, 144] and in the
book by Singh [121].
In the pseudopotential method, the solution of the Kohn-Sham equation 3.12 is
obtained by expanding the one-electron wave functions in plane waves. This is one
of the easiest choices for a basis, which is reflected in the simplicity of the underlying
ideas and in the implementation of the method. The valence wave functions are
expanded poorly with a truncated plane-wave basis. Even by using the frozen-
core approximation they have rapid oscillations near the core.2 A pseudopotential is
defined so that the valence wave functions have no nodes and consequently, are easier
to expand. These pseudo wave functions are identical to the actual wave functions
beyond a given core radius.
In the next sections, these different approximations and the actual implementation
of the plane-wave technique are discussed.
2 The origin of this behavior can be understood from the fact that the core and valence electron
wave functions are orthogonal.
4.1.1 The plane-wave basis
The cell-periodic part, un&(r), of the electron wave function in equation 3.10 can be
expanded in terms of a discrete plane-wave basis set,
unk(r) = cnkdeid.". (4.1)
The sum is over all reciprocal lattice vectors G. Equation 3.10 thus transforms into,
V£n(r = c- -e ' (k+6).' . (4.2)
Even though the plane-wave basis set is discrete, an infinite number of reciprocal
lattice vectors is needed, in principle, to expand the valence wave functions in great
detail. However, the coefficients cn corresponding to the large kinetic energy plane-
wave contributions are small and the expansion is truncated beyond some particular
cutoff energy Ecut. 3
Plane waves form a complete set of basis functions. However, this is not true
for a truncated expansion, leading to an error in the description of the valence wave
functions. The magnitude of the error can be controlled by adjusting the value of the
cutoff energy.
In principle, Ect should be increased until the total energy has converged within
the desire error. However, differences in energy converge faster than total energies
with respect to E,,t. The high kinetic energy components of the expansion are used
to reproduce the details of the rapidly varying parts of the valence wave functions.
These parts are located close to the core and they usually remain unchanged when the
atom is placed under different environments. Consequently, quantities that depend
on differences of this electron-density distribution, such as the formation energy,
converge faster with respect to Ecut than the total energy.
To avoid large cutoff energies with unmanageable large basis sets, the pseudopo-
tential approximation needs to be used.
4.1.2 Pseudopotential approximation
The physical properties of a material are mostly determined by the behavior of the
wave functions beyond the core region. The pseudopotential approximation takes ad-
vantage of this fact by replacing the actual valence orbitals by pseudo wave functions.
The core orbitals, on the other hand, are assumed to be frozen (frozen-core approx-
imation). Their effect on the valence electrons is taken into account as a potential
added to the nuclear potential. The idea is then to replace these two contributions
by a pseudopotential with the same scattering properties as the original potential but
3The kinetic energy corresponds to + lG . The reciprocal vectors that are used in the
expansion are determine by the relationship k +k G <_ Ecut.
Figure 4-1: Representation of the pseudo wave function and its corresponding pseu-
dopotential (dashed line). The actual wave function and potential from which they
are derived are also shown (solid line). The point at which the real and pseudo values
are matched is called r,.
chosen so that the pseudo-valence wave functions do not have nodes inside the core
region.
The situation is illustrated in figure 4-1. Outside the core, the pseudo and actual
potentials are identical. The strong potential near the core is replaced by a much
weaker pseudopotential. The resulting valence pseudo wave function is smoother
than the real one in the core region. Consequently, a much lower Ec.t is needed to
expand this orbital.
The all-electron valence wave functions have different number of nodes accord-
ing to their angular momentum. The pseudopotential should be able to introduce
different phase shifts for the different angular components of the pseudo wave func-
tions. A pseudopotential that depends on the angular momentum is called a nonlocal
pseudopotential (and local otherwise). 4
4Though it is possible to introduce arbitrary shifts for each angular momentum with a local
potential, there is not a very good control over its smoothness.
4.1.3 Pseudopotential properties
Usually three properties are required of a pseudopotential: norm conservation,
transferability, and smoothness.
It is very important that the pseudopotential reproduce the valence electron den-
sity outside the core regions since the total energy critically depends on its value.
This is guaranteed by requiring not only that the spatial dependence of the real and
the pseudo wave function be equal beyond the core but also that the charge within
the core be identical. This last condition corresponds to
J VPSV"P*dv = IOV)*dv. (4.3)
The integrals in this equation are over the core volume. A pseudopotential whose wave
functions satisfy equation 4.3 is said to be norm conserving. The idea was originally
introduced by Topp and Hopfield [145] and Startkloff and Joannopoulos [146].
A pseudopotential should produce accurate results for different valence-electron
configurations. This property is known as transferability. Hamman and coworkers
showed that, by imposing norm conservation, the first order energy dependence of
the scattering properties of the core and its pseudo counterpart are the same [147].
This guarantees that the phase shifts of the pseudopotential are accurate over a wide
range of energies. Also, it has to be noted that the smaller the value of r, (where the
pseudo- and all-electron values match), the more transferable the potential. However,
in this last case the potential will become stronger.
Finally, since the only two conditions imposed on the pseudo wave function inside
the core are to be nodeless and norm-conserving, there is still some freedom to choose
its actual shape. In order to speed up the calculations, the shape should be smooth
so that a minimum number of plane waves is needed. For example, Rappe and collab-
orators optimized the convergence with basis size by minimizing the kinetic energy of
the high Fourier components of the pseudo wave function [125]. The corresponding
pseudopotentials are called optimized pseudopotentials.
Various research groups introduced different variants for these nonlocal, norm-
conserving pseudopotentials. They are described in references [147, 148, 149].
It is not necessary to impose norm conservation to make the all-electron and the
pseudo wave functions equal outside the core. This condition can be imposed while
letting the pseudo wave function be as "smooth" (or "soft") as possible. Consequently,
while the actual and pseudo density outside the core still coincide, the same is not true
inside the core regions. The pseudopotentials that are used to generate these wave
functions are called ultrasoft and were recently introduced by Vanderbilt [126]. The
idea is illustrated in figure 4-2. The high kinetic energy plane waves serve to expand
the pseudo wave function mainly within the core. If the normalization requirement is
relaxed, strongly peaked functions can be "softened" and considerably smaller cutoff
energies can be used.
The use of ultrasoft pseudopotentials results in considerable time savings due to
the reduction in the size of the basis set. On the other hand, since the pseudo wave
function is no longer normalized, there is no correct change of the phase shift with
(pPS
(pPS
Figure 4-2: Comparison between wave functions obtained by using a norm conserving
and an ultrasoft pseudopotential. The solid line is the pseudo wave function corre-
sponding to a regular norm-conserving pseudopotential and the dashed line to an
ultrasoft one.
energy and extra time is required to correct for this. Also, new terms need to be
added when computing electron densities [126].
4.1.4 Pseudopotential generation
Originally, the pseudopotential method was a semiempirical approach. The pseu-
dopotential was represented by some simple function (e.g., a few terms in a Fourier
expansion) whose coefficients were adjusted to fit experimental results, such as some
features of the band structure [150].
Here, we use a completely ab initio approach to find the pseudopotential. An
all-electron calculation is performed on an atom, and a parametrized form of the
pseudopotential is adjusted so that it reproduces the eigenvalues and eigenfunctions
beyond the core radius re.5 A strict lower limit for r, is the position of the outermost
node in the actual wave function. In general, r, is chosen so that it lies between this
lower value and the position of the outermost peak of the all-electron wave function.
Note that different pseudopotentials are computed from different atomic configu-
rations. Though the transferability properties of a norm-conserving pseudopotential
are very good, a configuration close to the one present in the solid should be used
(e.g., instead of using a neutral atomic configuration, ionized or excited configurations
are taken to avoid "bumpy" pseudo wave functions [148]).
5It is common practice to use different r, for different angular momenta (i.e., r,1, where I specifies
the angular momentum).
The procedure just outlined provides a pseudopotential whose predictions are
equivalent to those from all-electron calculations for the reference atom, but that
represent a linearization of the exchange-correlation energy when the valence electron
configuration is changed. 6 When the valence and core densities are well separated,
the errors introduced are small. On the other hand, when there is a significant overlap
between them, the transferability is greatly reduced and the errors in the total energy
can be important. This problem can be avoided by using the so-called core corrections
that explicitly treat the nonlinear exchange and correlation interaction between the
core and the valence electrons [151].
The Kleinman-Bylander transformation
The computational speed is significantly improved by using local pseudopotentials.
However, there are certain cases in which nonlocal pseudopotentials have to be used to
obtain accurate results. To make this as efficient as possible, only a partial projection
of the nonlocal components of the wave functions is usually performed. Kleinman
and Bylander suggested using a single basis state Oq, (the wave functions of the
pseudoatom) for each angular momentum component [152]. The Kleinman-Bylander
pseudopotential is then written as
VKB = V1oc + V >,< 6V¢l (4.4)
where V0oc is an arbitrary local potential used to produce an accurate and transferable
pseudopotential and 6V1 = VNL, - Vloc, VNL,l being the real I component of the
nonlocal pseudopotential. For the reference atomic state, both VKB and the real
nonlocal potential produce the same result. By carefully choosing V/o0, 7 a high-quality
pseudopotential can be obtained.8
4.1.5 Computational procedure
The general procedure for computing the total energy of a solid using the pseudopo-
tential approach is summarized in figure 4-3. It starts by computing the pseudopoten-
tials for the elements that form the solid and by defining the size of the basis by means
of the cutoff energy. A starting electronic density (or the coefficients of the electron
wave functions) is guessed to build the potential in the Hamiltonian. Its eigenvalues
and eigenfunctions can be computed using methods such as conventional diago-
nalization, molecular-dynamics, or conjugate gradient minimization. From
6The interaction between the valence and core electrons is transferred to the pseudopotential
and consequently, linearized. This is a source of error since the kinetic and exchange-correlation
energy are explicitly nonlinear. The contribution of these terms is only important when there is a
significant overlap between the core and valence orbitals.
7Usually the 1 = 0 component is taken as the local potential.
8The application of the Kleinman-Bylander transformation can introduce problems, such as the
existence of "ghost" states that can be avoided by a proper choice of the local potential or by
changing the core radius [153].
Build pseudopotential
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Figure 4-3: Steps for computing total energies using the ab initio pseudopotential
approach.
the resulting eigenfunctions, the density is recomputed and the process repeated until
self-consistency is achieved. At each iteration, a linear combination of the "new" and
"old" electronic density is used to speed up convergence.
Conventional diagonalization procedures are straightforward to use but they
can only handle Hamiltonian matrices of limited size in a reasonable time. The Hamil-
tonian matrix can be very large (of the order of thousands or more basis functions)
and increases with the number of atoms in the unit cell. Consequently, this method is
limited to those cases where only a few atoms are present. The time scaling is also a
problem since the computational cost of diagonalization increases as the third power
of the number of plane waves used.
Alternative approaches to minimize the Kohn-Sham energy have been suggested.
For example, the Car-Parrinello method to perform molecular dynamics on the
electronic degrees of freedom can be used [123, 124]. The Kohn-Sham energy func-
tional is a function of the coefficients of the plane-wave basis set. These coefficients
are regarded as the "coordinates of classical particles". Starting from a set of trial
wave functions, these classical particles are given an initial kinetic energy and the
system is cooled down until the set of coordinates reaches the minimum.' After each
molecular-dynamics step the Hamiltonian is recomputed. The positions of the ions
and the electronic degrees of freedom can be optimized at the same time. This pro-
cedure scales as NbNp InNp,, where Np, is the number of plane waves and Nb is
the number of bands (generally orders of magnitude less than N,,). This method is
usually much faster than the conventional diagonalization.
The two techniques just described constitute an indirect way of minimizing the
energy functional by finding the self-consistent Kohn-Sham Hamiltonian. This indi-
rect procedure can lead to instabilities when performing calculations on large systems
with large energy cutoffs [124]. This problem is avoided with the conjugate gradient
procedure that allows for a direct minimization of the Kohn-Sham energy functional.
To avoid using large amounts of computer memory, the conjugate gradient steps are
usually performed one band at a time. Each conjugate gradient iteration requires
twice as many operations than a molecular-dynamics step does for a single band,
but usually less iterations are needed. More details of this approach can be found in
reference [124].
4.1.6 Further developments
The use of plane waves to expand the solutions of the Kohn-Sham equation has many
advantages. They are very simple to implement, efficient fast Fourier transforms can
be used, and an excellent control of convergence is obtained by changing the energy
cutoff. Furthermore, plane waves provide a uniform and unbiased resolution in space.
Physical quantities can thus be computed accurately and with little complication. For
example, forces are determined using the Hellmann-Feynman theorem [154] without
9The Kohn-Sham energy functional takes the place of the potential energy of a conventional
molecular dynamics procedure and a fictitious mass, p, is introduced so that the kinetic energy is de-
fined as p < '1 >. The electronic wave functions are constrained by orthonormality requirements.
corrections from Pulay forces [122] since plane waves do not depend on the ionic
positions.
On the other hand, these same characteristics make their use in all-electron cal-
culations, or for elements with hard pseudopotentials, very difficult. Solutions of the
Kohn-Sham equations vary rapidly close to the ions and decay smoothly in the space
between them. Increasing the cutoff energy increases the resolution not only in the
core regions but in all space. Thus, a large part of the computational effort is spent
in describing the interstitial regions with unnecessary precision. In order to reduce
these efforts, a nonuniform resolution can be used. 10
Recently, some schemes have been proposed to modify the plane-wave approach
so that the simplicity of the basis is maintained but its size greatly reduced. Gigy
generalized the use of plane waves to a non-Euclidean curvilinear space [155, 156, 157].
As a result, an effective energy cutoff that varies in the unit cell in an unbiased way is
obtained. Other approaches have been developed to go beyond the use of plane waves
while retaining their advantages. They employ a wavelet formalism that provides a
systematically improvable basis and a nonuniform resolution [158].
In Gigy's approach, the curvilinear coordinates themselves are treated as a varia-
tional parameters. The coordinate system is thus allowed to adapt to the variations in
the potential, effectively increasing the plane-wave resolution in those regions where
the inhomogeneities are larger (for the same cutoff). Consequently, a much smaller
energy cutoff is required,11 considerably increasing the speed of the method. The
resulting basis set does not depend explicitly on the ionic positions, therefore Pulay
corrections are not needed [156].
The use of plane waves in adaptative curvilinear coordinates do not necessarily
require the use of pseudopotentials. Due to the considerable reduction in the cut-
off energy, all-electron calculations can be carried out, as shown by Devenyi and
collaborators [159].
The wavelet basis functions on the other hand, are localized both in real and
reciprocal space. This allows the description of functions with spatially variable
resolution. These bases do not depend on the positions of the ions and thus Pulay
corrections are not necessary. More details can be found in reference [158].
4.2 Applications
The plane-wave pseudopotential method will be applied to three cases: CaO-MgO,
ZrO 2, and CaO-ZrO2 . Various properties such as formation energies, lattice con-
stants, and electron densities will be computed. From this information, we will be able
to show that reliable predictions can be obtained from the pseudopotential method.
Furthermore, in the next chapter, these properties will be used as a benchmark to
assess the accuracy of different approximations in the total-energy methods shown
l 1Localized wave functions, such as atomic orbitals, can be used to obtain nonuniform resolution
in space. However, it is usually difficult to systematically improve the basis. Furthermore, they
depend on the ionic positions so that Pulay forces need to be computed.
llUsually four times smaller [156].
in table 3.1. Whenever possible, we will also use the results to gain insight in the
behavior of these oxides.
In appendix C, we describe another application of pseudopotentials. We show
that this method can be used to compute voltages of lithium batteries. The voltage
is directly related to the formation energy of a lithium-transition-metal oxide from a
metallic lithium and a transition-metal oxide. The insight pseudopotential provides
in understanding the factors that determine the voltage will lead to the design of
better batteries.
Some characteristics of the pseudopotential calculations are common to the three
cases. We will use norm-conserving Kleinman-Bylander-type pseudopotentials. They
will be optimized to reduce the energy cutoff. This is very important since all the
compounds have oxygen atoms (and some of them even transition metals). We will
minimize the Kohn-Sham energy functional using the conjugate-gradients technique.
In all cases, we will use the same oxygen pseudopotential. Its core radius is 0.42 A
for the 2s and 2p valence orbitals. The s component is taken to be the local one in
the Kleinman-Bylander transformation. The Perdew-Zunger parametrization of the
exchange and correlation energy [99] will be used in all the calculations.
4.2.1 The CaO-MgO system
The CaO-MgO system was described in section 2.3.1. It can be thought of as two
interpenetrating fcc sublattices. One of them is fully occupied by oxygen atoms while
the other one is occupied by different arrangements of calcium and magnesium atoms.
Since one of the main goals is to compute the phase diagram, the formation energies
of many different structures (or arrangements of Ca and Mg in one of the sublattices)
have to be computed. At least 20 structures are required to obtain a converged
cluster expansion, pushing the limits of what can be done with pseudopotentials in a
reasonable time.
Instead of computing the phase diagram, we constructed ten of the smallest pos-
sible structures in the system and we computed their formation energies and cell
parameters. This information was then used to evaluate faster, more approximate
total-energy methods. We will also use a subset of these results in the next chapters
to fit pair-potential models and a tight-binding Hamiltonian. The "end members"
of the phase diagram, CaO and MgO, were also studied extensively.
We identified each ordered structure according to its cation arrangement on the fcc
sublattice. The assigned names correspond to either their Strukturbericht notation,
their prototype structure, or a conventional name. A description of each of the atomic
arrangements can be found in references [45] and [66].
Pseudopotential generation
Both the Ca and the Mg pseudopotentials were generated for a neutral atom with a
[Ar]4s 2 and a [Ne]3s2 configuration respectively (the core is marked between brackets).
The core radius was 1.32 A and 0.84 A for Ca and Mg respectively.
There is a slight overlap between the core 2p and the valence 3s orbitals in
CaO MgO
Lattice constant (A) 4.8 (4.81a) 4.21 (4 .2 11b)
Bulk Modulus (Mbar) 1.19 (1.15a) 1.55 (1.55 c-1.62d)
Table 4.1: Calculated lattice constants and bulk modulus for pure CaO and MgO.
The values in parenthesis correspond to experimental measurements.
aReference [162].
bReference [163].
CNeutron scattering data [164].
dUltrasonic interferometry [165].
Mg [160]. Core corrections can be used to compensate for nonlinearities in the
exchange-correlation functional. We did not include these corrections since their
effect is only important at very high pressures as shown in the FLAPW calculations
of reference [120]. (See also reference [161].)
Details of the calculation
We used 10 special Chadi-Cohen k points (see appendix B) for Brillouin zone in-
tegrations for the rocksalt structure, resulting in a total-energy convergence better
than 1 meV per atom. We also added extra points when computing bands (with zero
weight for the integrations). For all the other superstructures, we took a set of ki
points equivalent to these Chadi-Cohen points. 12
Convergence of formation energies with respect to basis size (number of plane
waves) was carefully verified within 1meV per atom. A 900 eV energy cutoff was
used for all the superstructures. 13
All the structures were fully relaxed with respect to their symmetry-allowed de-
grees of freedom. This means that the total energies were minimized by letting the
atoms move in the directions compatible with the symmetry of the structure.
Results for pure CaO and MgO
Both CaO and MgO have the rocksalt structure shown in figure 2-8. The side of
the cubic unit cell is the only degree of freedom than can be relaxed according to
the symmetry. In table 4.1, we compare the experimental and the computed lattice
constants and bulk moduli for these structures.
The electronic band structures are shown in figure 4-4. We find CaO and MgO to
12The equivalent Chadi-Cohen k points in the Brillouin zone were determined by applying all the
fcc symmetry operations. These points were then reduced back to a smaller set by applying the
symmetry operations of the corresponding superstructures. See appendix B.
13This is an extremely high cutoff value. By increasing the accepted error in the energy to a few
meV, the cutoff energy can be reduced to 700 eV.
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Figure 4-4: Electronic band structures for pure CaO and MgO in the rocksalt struc-
ture computed with the pseudopotential method.
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Figure 4-5: Valence electronic density and its contour plot for the (001) plane of
MgO. The Mg ions sit at the corners and center of the region of the plane shown in
the picture while the oxygen ions sit at the middle of the edges. It is clear from the
figure that almost no valence electrons are close to the Mg ions.
be insulators with a direct F-F gap of 3.74 eV and 4.57 eV respectively. The experi-
mentally measured band gaps are 7.09 eV for CaO [166] and 7.77 eV for MgO [167].
The total electron valence density for MgO is shown in figure 4-5. The density for
CaO (not shown) is very similar.
Results for CaO-MgO compounds
The lattice constants and formation energies of all the computed structures are shown
in table 4.2.
Discussion
The lattice constants calculated for CaO and for MgO are predicted within less than
0.2% of the experimental values. One has to remember that the only inputs to the
method were the atomic numbers and the structure.14 In general, the experimental
and computed lattice constants coincide within a few percent for LDA methods. The
LDA consistently overestimates the stability of the bonds leading to lattice constants
smaller than the experimental ones [97]. The errors in the bulk modulus predicted
by the LDA are usually larger. The difference can be as large as 30% with respect to
experimentally measured values. For CaO and MgO, they were within 4%.
14The structural information is not required but when used, it considerably speeds up the
calculations.
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Structure Composition Cell Parameters AEpseudo
1- L10 CaMgO 2  a=b=3.240; c=4.558 0.141
2- L11 CaMgO 2  a=b=3.215; c=15.643 0.094
3- A2B2  CaMgO 2  a=b=4.608; c=8.900; 0.093
Xl = 0.235
4- L12  Ca 3MgO 4  a=b=c=4.698 0.092
5- L12  CaMg 30 4  a=b=c=4.423 0.131
6- DO 22  Ca 3 MgO 4  a=b=4.715; c=9.279; 0.073
Xl = 0.235
7- DO22  CaMg 30 4  a=b=4.448; c=8.665; 0.100
X1 = 0.264
8- MoPt 2  Ca 2 MgO 3  a=4.673; b=3.266; c=9.832; 0.087
zl = 0.335; x 2 = 0.345
9- MoPt 2  CaMg20 3  a=4.487; b=3.118; c=9.409; 0.091
x, = 0.330; x 2 = 0.319
10- Ni 4Mo Ca 4MgO 5  a=b=7.446; c=4.755; 0.060
xi = 0.600; yi = 0.204;
X2 = 0.288; y2 = 0.093
Table 4.2: Formation energies and cell parameters of different ordered structures in
the CaO-MgO system obtained by using the plane-wave pseudopotential method.
All cell parameters were fully relaxed, including the internal positions, xi, that are
shown here according to the Wyckoff notation in reference [168]. Lattice constants are
expressed in A and formation energies are in eV/ion. A description of each structure
can be found in reference [45] or [66].
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The errors in the band structure are larger. The LDA usually underpredicts
the band gaps by 50% (as in our case). However, we have to be careful with the
interpretation of the computed bands. The bands shown in figure 4-4 are a plot of the
Kohn-Sham single electron eigenvalues for different k points. These are not the quasi-
particle energies although they represent a good approximation of them, particularly
for the occupied states. Strictly speaking, these energies are the derivatives of the
total energy with respect to the occupation numbers of the corresponding states [98]. 15
The electronic density in figure 4-5 shows no evidence of any concentration of
valence charge between the ions. The great majority of the charge resides in the
oxygen atom, the valence orbitals of the magnesium atoms being almost empty. These
characteristics agree well with the picture of ionic bonding (with almost perfect formal
charges) that is used to describe CaO and MgO. However, the charge does not have
a perfect spherical symmetry around the oxygen atoms and their size changes with
the environment. This will be carefully analyzed in chapter 5.
All the formation energies of intermediate compounds in the CaO-MgO system
were found to be positive. This agrees well with the fact that no stable ordered
structure has been observed in the system except for the pure end members. The
number of computed formation energies is not enough to obtain a converged cluster
expansion. However, if the SSCAD ECI's are rescaled according to the difference
between the pseudopotential and the SSCAD formation energies the solid part of the
CaO-MgO phase diagram can be estimated. The resulting phase boundaries are very
close to the experimental ones. We will come to this point later in chapter 5.
Though not rigorous, the above process shows the power of the first-principles
approach to study phase stability if an accurate and fast total-energy technique is
developed. The rest of this work is dedicated towards that goal.
4.2.2 The CaO-ZrO2 system
Zirconia is stable at room temperature in a monoclinic structure (baddeleyite) and
transforms into a tetragonal phase (space group P4 2/nmc) at approximately
1180 oC [170]. Before melting, it transforms again, but now into a cubic phase
(fluorite-type structure) at approximately 2350 oC [171]. In figure 4-6, we describe
these three phases. The addition of impurities such as CaO, MgO, or Y2 0 3, can
stabilize the cubic and tetragonal phases to room temperatures. In figure 4-7, we
show the zirconia rich part of the CaO-ZrO2 phase diagram. Apart from the pure
zirconia structures, three other structures have been detected in this portion of the
diagram with compositions: CaZr40 9, Ca 6 Zr90O4 4, and CaZrO3. They correspond to
space groups C2/c, R3c, and Pcmn respectively. Note that CaZr4O 9 and Ca 6 Zr 19044
are not stable at low temperatures. For a detailed description of these structures, see
references [173] and [174].
"1The highest occupied eigenvalue gives the ionization energy of the system (work function in
metals) if the exact density-functional formalism is used. For most approximate functionals, it is
common practice to keep that interpretation though it is not completely correct [169].
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Figure 4-6: Polymorphic structures of zirconia.
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Figure 4-7: Experimental CaO-ZrO2 phase diagram. See reference [172].
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The stabilized zirconias present excellent ionic conductivity 16 and thermomechan-
ical properties.1 7 Consequently, zirconia has many applications from refractory or
structural materials to oxygen sensors, solid state electrolytes, high-temperature fuel
cells, and resistance heating elements.
Ceramics are ideal to be used in environments with extremely high temperatures
since their melting point is above the one for most common structural metals. How-
ever, their brittleness sometimes prevents this kind of applications. The low fracture
toughness implies little resistance to crack propagation. Consequently, there is a con-
siderably interest in understanding the toughening mechanisms in doped zirconia and
specially the stabilization effects that lead to them. The toughening process has its
origins in the stress-induced martensitic transformation of tetragonal particles to the
monoclinic phase. This transformation causes a 4% increase in particle volume whose
residual strain field tends to limit the crack opening [176].
Many experimental and theoretical studies have been conducted to understand
the stabilization mechanisms in zirconia [89, 141, 142, 171, 177]. Measurements are
difficult to perform since they must be done at extremely high temperatures. The
quality of the samples is also a concern (defects and impurities). This seems to be
the ideal scenario for the use of computational experiments. However, the extremely
complex crystal structure of monoclinic zirconia prevents the use of accurate total-
energy methods. Most quantum-mechanical calculations have been performed on the
tetragonal and cubic phases.
Even potential models are problematic in this system, not because of the com-
plexity or size of the cell but because oxygen breathing, electron polarizability, and
covalency play an important role in determining the formation energies (as we explain
in the next chapter). These effects are not well represented in such simple energy
models. However, very useful information has been obtained about the defect struc-
ture [175] and the identification of possible stabilization mechanisms [141]. Recently,
Wilson and collaborators went beyond the standard potential and shell model [89].
They introduced a breathing mechanism for the oxygen atoms (see section 3.2.2) and
included the dipolar and quadrupolar induction effects. Although they adopted for-
mal ionic charges in their model, the right ordering of the energies of the different
possible structures in pure zirconia was predicted."8
Many ab initio calculations have been reported for the tetragonal and cubic phases.
Almost every total-energy technique has been used in zirconia: FLAPW [178, 179],
ab initio Hartree-Fock [141, 177], full potential LMTO [89], linear combination of
atomic orbitals (LCAO) [142, 180], and PIB [181]. However, to our knowledge, this
is the first time pseudopotential studies were performed.
Our goal is to use the pseudopotential calculations as both an input and a test
16The ionic conductivity is produced by the numerous charge-compensating vacancies originated
in the replacement of Zr+4 by Ca+2, Mg+ 2, y+ 3, etc. See references [171] and [175].
17Stabilized zirconia presents extremely high strength, toughness, and thermal-shock resistance.
18Partial charges are not physically well defined. However, we will show in chapter 8 that there is
a strong dependence of the ionic charge on the environment when we adopt a consistent definition
for the charge. This effect needs to be taken into account.
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Figure 4-8: Computed electronic density for the 4p and 4d orbitals of the Zr +2 ion.
The wave functions have been normalized to one. The overlap between the densities
can clearly be seen.
to our tight-binding Hamiltonian. We will compute the structural energy difference
for the cubic-tetragonal transition and the formation energies of several CaO-ZrO2
ordered structures. We will also analyze the electronic charge densities to understand
the approximations of simpler methods.
Pseudopotential generation
The electronic configuration of zirconium is [Kr]4d25s 2. One would like to treat
[Kr] as the atomic core. However, we detected a significant overlap between the 4d
and the 4p orbitals. This is illustrated in figure 4-8. Furthermore, zirconium atoms
are usually highly ionized in oxide environments. Consequently, we generated the
pseudopotential for the valence configuration 4s 24p64d25s0 corresponding to Zr+2 .
We generated an optimized pseudopotential, with the Kleinman-Bylander trans-
formation. The s angular component was taken as the local potential, with the p and
d components as the nonlocal ones. The core radii were 0.687 A, 0.74 A, and 0.84 A
for the s, p, and d orbitals respectively.
Results for pure ZrO2
We calculated the energy difference between cubic and tetragonal zirconia. The mon-
oclinic phase was not computed since it is very complex, with 12 atoms in the unit
cell and 13 variables to optimize. Performing these calculations with pseudopoten-
tials requires a large number of supercomputer hours. A single point calculation may
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Experimentsa Pseudopotentials
Cell Parameter
Cubic ZrO2
a=b=c 5.092 5.050
Tetragonal Zr02
a=b 3.571 3.575
c 5.20 5.153
z(O) 0.303 0.295
Energy differences:
Ecubic-Etetragonal 0.058 0.045
Table 4.3: Cell parameters and structural energy differences for the tetragonal and
cubic phases of zirconia at zero pressure. The energies are in eV per ZrO2 formula unit
and the lattice constants are in A. All cell parameters were fully relaxed, including the
internal position zi (shown here according to the Wyckoff notation in reference [168]).
The experimental z value for the tetragonal structure was measured at 1295 oC. All
the other experimental values were interpolated to 0 OK as explained in the text.
aSee references [182], [171], and [183].
take about 20 Cray90 cpu hours (see figure 1-1). On the other hand, a single-point
calculation of the tetragonal phase takes about 40 minutes and has 3 relaxation pa-
rameters. The cubic phase has just one relaxation parameter and takes about 15
minutes.
Ten special Chadi-Cohen k points were chosen for the cubic phase and an equiv-
alent set for the tetragonal phase (12 k points). The energy cutoff was 700 eV. The
two structures were fully relaxed.
The results are presented in table 4.3. The tetragonal phase is predicted to have
a lower energy than the cubic one, as one would expect from the experimental in-
formation. The difference in energy between these two phases agrees well with the
estimated enthalpy of the transition measured at 2377 oC in reference [182]. The cell
parameters for the cubic and tetragonal phases also agree well with experiment. The
reported experimental values for the tetragonal a and c, and the cubic a parameter
are linear extrapolations to 0 oK using the data from reference [171] (since the two
phases are very similar we assumed the same temperature dependence in both cases).
In figure 4-9, we show the charge density along the (110) plane of cubic zirconia.
Contrary to the CaO-MgO case, it is not clear from the total valence density if the
orbitals 4d and 5s are fully ionized. Consequently, we also plot in the figure, the
contributions coming from these orbitals. They show a significant presence of charge
in them. The value of the integrated electronic charge density within a sphere of
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Figure 4-9: Valence electronic density and its contour plot for the (110) plane of cubic
zirconia (shaded plane in the figure). (a) Full valence density. (b) Contribution from
the 4d and 5s bands. (The density coming from the oxygen orbitals is also shown as
a reference.)
108
~~JA~CS~-:
radius' 9 1.1 A centered at the zirconium ion is -8 electrons 20 (i.e., 4 electrons were
removed from the valence). When the contribution from the bands with 4s and
4p character is left out of the integration, the number of electrons in the sphere was
reduced to -1.5. This indicates that part of the 4 electrons that are being transferred
to the oxygen ions come from the 4s- and 4p-type bands.2 1
Results for CaO-ZrO2
The ordering of oxygen vacancies and the cations in CaO-ZrO 2 produce very com-
plex structures. Except for the high-temperature phases of pure zirconia, the ab
initio treatment of these compounds requires computer runs beyond any reasonable
time. The computation of the phase diagram is out of the question. Using a simpler
approach, such as the tight-binding technique presented in this thesis, is the only
feasible alternative for studying phase stability in this system from first principles.
However, fitting and testing the tight-binding Hamiltonian will require more in-
formation about the observed compounds than what is available experimentally. Con-
sequently, we generated new compounds, simpler than the experimentally observed
ones, by replacing some zirconium atoms in the fluorite structure by calcium atoms
and adding the right number of vacancies to preserve charge balance. 22 In figure 4-10,
we show the five structures (S1 to S5) with the smallest unit cells that were generated
using this procedure.
The pseudopotential formation energies and lattice parameters of these structures
are shown in table 4.4. For simplicity, only volume relaxations were allowed. The
energy cutoff was 700 eV. We used a uniform mesh in the Brillouin zone for the k-
space integrations. Only the symmetry independent k points were kept. A 4x4x4 and
a 3x3x3 mesh were used for structures S1 to S3 and S4 to S5 respectively. With these
parameters, the formation energies were converged within a few meV/atom.
In figure 4-11, we show the valence electron density corresponding to the S2 struc-
ture. As in CaO-MgO, the Ca atoms are fully ionized. We found the same situation
in all the five structures.
The charge of an ion is not a well-defined quantity. However, we have seen that
classical models make an extensive use of this concept. One of the approximations
of these formulations is that the charge is fixed (i.e., independent of the particular
arrangements of the ions in the lattice). To test these assumptions, we integrated the
charge density within spheres centered at the ions of structures S1 to S5. The same
radius was taken for all the ions of the same species. The results detected differences
"
9 The nearest neighbor distance between zirconium and oxygen is 2.18 A. The 1.1 A value cor-
responds to the minimum of the spherically-averaged density along the axis that joins a zirconium
and an oxygen ion.
20Recall that the we took 4s2 4p6 4d25s 2 as the valence of zirconium.
21If we had taken the 4s and 4p orbitals as part of the pseudopotential core, this effect would
have not been properly accounted for. The large overlap between these and the 4d orbitals is a clear
indication that the semicore states had to be included in the valence.
2 2For this, we assumed the ions to have the integral formal charges. (i.e., +4, +2, and -2 for Zr,
Ca, and O respectively.)
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Figure 4-10: Smallest volume Zr-Ca-O structures in the fluorite lattice that preserve
charge neutrality. The arrows indicate one possible set of primitive basis vectors.
Structure Composition Cell Parameter (A) AE (meV/atom)
S1 ZrCaO 3  a=5.13 380
S2 ZrCaO 3  a=5.13 626
S3 ZrCaO 3  a=5.136 884
S4 Zr 3CaO7  a=5.08 367
S5 ZrCa 30 5  a=5.22 860
Table 4.4: Formation energies and cell parameters of different ordered structures in
the CaO-ZrO2 system obtained by using the plane-wave pseudopotential method.
Only cubic volume relaxations were allowed. The structures are described in figure 4-
10.
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Figure 4-11: Valence electron density for the S2 structure. Note that Ca atoms are
fully ionized.
as large as 0.3 electrons between Zr (or 0) spheres. This is an indication that the
charge associated with the ions of the same species may change considerably within
and along the 5 structures.23
Discussion
The computed structural energy difference between the cubic and the tetragonal
phases, 45 meV/ZrO 2, is in very good agreement with the estimated enthalpy of the
transition measured at 2377 oC (58meV/ZrO2).
As in the CaO-MgO case, the comparison between the pseudopotential and the
experimental cell parameters is excellent. The calculated lattice constants of the cubic
and tetragonal phases and the experimentally measured values extrapolated to 0 oK
agree within less than 1%.
The charge-density plots consistently show that zirconium is not fully ionized.
Not all the 4d and 5s electrons are transferred to the oxygen atoms. A small amount
of charge lies in between the ions indicating some degree of covalency.
Although the charge of the ions is not a well-defined physical quantity, our results
indicate that there seems to be an important dependence of its value on the atomic
environment. This dependence can introduce large errors when computing formation
energies with potential models. The situation will be further analyzed in chapter 8.
23Note that other effects, such as ionic breathing, may be responsible for this variation in the
integrated electron densities. We regard these results as an indication, and we will come back to
this point later, in chapter 8, where the uniquely defined tight-binding charges will be used to study
these claims.
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4.3 Conclusions
In this chapter, we showed that in spite of its approximations, the pseudopotential
method can be used to compute useful materials properties. Many technologically
relevant questions can be answered faster and at a smaller cost by performing com-
putational rather than real experiments.
However, only simple systems can be studied with accurate first-principles ap-
proaches. Calcium stabilized zirconias, more complex arrangements of the Li and
metal ions in the batteries, or even the phase diagram of one of the simplest oxide
systems (CaO-MgO) can not be analyzed by using the pseudopotential approach. It
is clear that a faster method is necessary if we want to study more complex systems.
Faster methods make use of many simplifying assumptions at a risk of reducing
accuracy. Thus, it is essential to analyze the effect of the approximations employed
to speed up the calculations. In the next chapter, the pseudopotential results will be
used to assess the accuracy of these simpler methods. At the same time, we will be
able to determine the relevant physical effects that should be accounted for in any
total-energy calculation for oxides.
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Chapter 5
The effect of approximations in
total-energy methods: relevant
terms in the Hamiltonian
With the currently available total-energy methods, the study of even relatively simple
oxides is beyond the computational capability of today's fastest computers. When
studying other materials, many approximations are introduced to obtain the desired
speeds. Unfortunately, these same approximations produce large errors in oxides.
In the following sections, we will study the effects on oxides of the approximations
introduced in chapter 3. The goal is to analyze their performance and determine
the causes of their failure to predict accurate formation energies. There is a wide-
spread belief that only the state-of-the-art methods should be able to accurately'
compute those values. Here, we will follow a different path. By studying the effects of
the different approximations, we will identify the relevant terms in the Hamiltonian
needed to compute formation energies. This information will then be used in chapter 6
to build a tight-binding Hamiltonian that will allow us to compute energy differences
fast and accurately.
Our plan consists of two stages. In the first one, we showed that pseudopotentials,
within the LDA, produce reliable results in a wide variety of oxides. Now, in the sec-
ond stage, we will use these calculations as a benchmark to test other methods, and at
the same time, identify the important contributions to the Hamiltonian. In figure 5-1,
we summarize both the main approximations used by the different total-energy meth-
ods and the systems where their effects will be tested. The techniques chosen represent
the most popular methods currently used in oxides. On the other hand, the oxides
were selected for their dissimilar characteristics. As previously explained, CaO-MgO
is the prototype system for an ionic material with highly symmetric structures and
completely ionized cations. These aspects make it an ideal candidate for shape and
non-self-consistent approximations. Pure and doped zirconias have low-symmetry
1Recall that the accuracy of a calculation depends on the sensitivity to changes in the total-
energy value of the physical property we want to compute. Since we look at energies of the order of
thermal effects, the energy differences have to be computed within a few meV/atom.
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Figure 5-1: Total-energy methods and their most commonly used approximations.
Also shown are the oxide systems where the effect of these approximations on the
formation energies will be tested.
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Frozen Spherical Non SemiempiricalLDA core symmetry self-consistency E=E(R ..... ,R )
1 N
FLAPW
PP 0
SSCAD
Pair
Potentials
Ca 3MgO 4  CaMg30 4  CaO MgO
PP Formation energy 0.092 0.131 - -
FLAPW Formation energy 0.101a 0.137a - -
PP Lattice constant 4.698 4.423 4.8 4.21
FLAPW Lattice constant 4.620b  4 .3 5 0 b 4.714C 4.167C
Table 5.1: Formation energies and cell parameters for the L12 structure in the CaO-
MgO system computed with the pseudopotential (PP) and the full-potential lin-
earized augmented-plane-wave (FLAPW) methods. The ions in the CaO-MgO sys-
tem are arranged on two interpenetrating fcc lattices. The L12 nomenclature identifies
the distribution of the Ca and Mg ions on the fcc cation sublattice (that corresponds
to the minority species at the corners of the conventional fcc cell) while the oxygen
fcc sublattice remains fully occupied. Energy values are expressed in eV/ion and the
cell parameters are in A. The values correspond to fully relaxed structures.
aFrom reference [84].
bFrom reference [184].
cFrom reference [120].
phases and a combination of a covalent- and an ionic-type of bonding. Consequently,
they represent a major challenge for approximate total-energy methods.
We will start by studying the effects of the frozen-core approximation by compar-
ing plane-wave pseudopotential calculations with all-electron FLAPW results (sec-
tion 5.1). Although the frozen-core approximation is used in many other methods,
this will be a last test of the results we intend to use as a benchmark. We will then
proceed to relax the accuracy of the calculations by allowing shape approximations to
the potential (section 5.2) and non-self-consistency including a classical2 represen-
tation of the dependency of the total energy on the ionic coordinates (section 5.3).
Finally, we will analyze which contributions should be included in the Hamiltonian
to accurately compute formation energies in oxides (section 5.4).3
5.1 Effect of the frozen-core approximation
We analyze the effect of the frozen-core approximation by comparing the pseudopo-
tential and the all-electron FLAPW results. The differences between them are very
small in the CaO-MgO system, as shown in table 5.1. The formation energies agree
well within the convergence errors of the calculation. These errors were 2 meV/atom
2Recall that we use the word "classical" to denote those techniques that do not explicitly solve
the Schr6dinger equation to find the dependence of the total energy on the coordinates of the ions.
3In this chapter, we will not test the accuracy of the local-density approximation. The only
proof of the accuracy of the LDA is the excellent agreement with experiments of the FLAPW and
pseudopotential results shown in chapter 4.
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and 5meV/atom in our calculations and in reference [184] respectively. The lattice
constants are slightly different. Part of this difference can be attributed to the use of a
different exchange and correlation potential (Hedin-Lundqvist [100] in reference [120]
and Perdew-Zunger [99] in our case). Other possible source of error is the overlap of
the valence orbitals with the core. However, the predicted MgO lattice constant in
reference [160] coincides within less than 0.2% with our values although they included
core corrections. This seems to indicate that the disagreement is due to different LDA
formulations and different convergence criteria rather than the frozen-core approxi-
mation.
On the other hand, for the predictions of the energy differences between the tetrag-
onal and cubic phases of zirconia, the agreement is not good (see table 5.2). However,
we do not think this difference comes from the pseudopotential approximations. The
pseudopotential predictions are not only much closer to the experimental values but
also the FLAPW calculations [178] were not fully converged. In reference [178], a
limited number of basis functions was used, which introduced relative errors of the
order of 15meV/cell, compared to 2meV/cell in our case, and the relaxation of the
tetragonal phase was not thoroughly performed.
When there is an appreciable overlap between the valence and core orbitals the
frozen-core approximation can become an important source for error.4 When this is
the case, some of the core orbitals should be taken as valence orbitals reducing the
size of the core or a correction term should be introduced. If a pseudopotential is
being used, a smaller core results in a deeper potential, considerably increasing the
number of plane waves and the computational demands of the method. Consequently,
core corrections are usually implemented.
5.2 Effect of the spherical-symmetry approxima-
tion for crystal potentials: the SSCAD case
The SSCAD method was specially designed for systems with interacting closed-shell
ions and highly-symmetric structures. A highly-ionic system, such as CaO-MgO,
meets all these requirements and should be an ideal case for the method to work well.
The major approximation of the SSCAD is the spherical symmetrization of the ionic
potentials.
We will extensively study the CaO-MgO system, in particular its phase diagram.
Computed phase diagrams are very sensitive to small changes in the formation en-
ergies. Consequently, a comparison between the measured and the predicted phase
boundaries is an excellent test of the accuracy of the SSCAD. We will also directly
compare the SSCAD and the pseudopotential formation energies.
On the other hand, more open structures can present an important challenge
4 For example, in reference [185], the lattice constant of bcc lithium is computed with and without
core corrections using the pseudopotential method. The reported values were 3.534 A and 3.269 A
respectively. Note that there is more than a 7% difference between them. Furthermore, the experi-
mental result (3.491 A) is closer to the former values.
116
Expt.a
Cell Parameter
Cubic ZrO2
a=b=c
Tetragonal ZrO2
a=b
5.092
3.571
5.20
0.303
5.1505
5.2116
5.3173
99.230
0.2754
0.0395
0.2083
0.0700
0.3317
0.3447
0.4496
0.7569
0.4792
0.058
0.061
Table 5.2: Cell parameters and structural energy differences for the experimentally
observed phases in zirconia at zero pressure. The energies are in eV per ZrO 2 formula
unit and the lattice constants are in A. All cell parameters were fully relaxed, including
the internal positions, xi, yi, and zi, that are shown here according to the Wyckoff
notation in reference [168]. The experimental z value for the tetragonal structure
was measured at 1295 oC and the cell parameters are extrapolations to 0 oK (see
chapter 4). PIB calculations for the tetragonal and monoclinic phases of zirconia are
not reported in the table since these structures are not predicted to be stable by this
method.
aSee references [171, 182, 183].
bSee references [141, 175].
CSee reference [181].
dSee reference [178].
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z(O)
Monoclinic ZrO2
a
b
c
xi(Zr)
yi(Zr)
zi(Zr)
x2(O)
y2(0)
Z2(0)
X3(0)
y3(0)
z3(0)
Energy differences:
Ecubic-Etetragonal
Etetragonal-Emonoclinic
Pot.b
5.075
3.588
5.216
0.31
5.241
4.898
5.578
90.0
0.25
0.0
0.1899
0.0753
0.2818
0.3958
0.4247
0.7182
0.3958
0.019
0.166
FLAPWdPP
5.050
3.575
5.153
0.295
0.045
PIBc
5.10
Not
stable
Not
stable
5.050
3.568
5.084
0.279
0.009
0.005
0
-0.005
-0.01
-0.015
-0.02
1 2 3 4 5 6 1 2 3 1 2
Pairs Triplets Quadruplets
Figure 5-2: Effective cluster interactions for the CaO-MgO system computed with
the SSCAD. The pairs are identified according to their length and the triplets and
quadruplets according to their longest side, the other sides being nearest neighbors.
to the spherical-symmetry approximation. We will analyze its effects on the total
energy by studying the polymorphic transformations of zirconia. Specifically, we will
test if the SSCAD predicts the correct energy differences between the different ZrO 2
structures.
5.2.1 The SSCAD CaO-MgO phase diagram
The formation energy of 21 compounds was computed to determine the effective
cluster interactions of the system. Their values can be found in appendix A. The
ECI's are shown in figure 5-2. Convergence of the cluster expansion was verified
by eliminating the six structures with the largest unit cells from the fit. The ECI's
were fit again and were used to predict the energy of these six structures. The RMS
difference between the direct and the predicted values was only 1 meV/atom. These
results clearly show the predictive power of the expansion.
A further test involved predicting the defect energies of inserting a molecule of CaO
(MgO) in an otherwise pure host material. As explained in section 2.3.1, these energies
correspond to the single atom spin flip and are directly related to the solubility limits
in the end-member phases. In table 5.3, we show the defect energies predicted by the
cluster expansion and by the SSCAD. The agreement is excellent, indicating a well
converged cluster expansion.
For the CaO-MgO system, we also took into account the effect of atomic vibra-
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Cluster expansion SCPIB
MgO rich 0.720 0.704
CaO rich 0.560 0.544
Difference:
MgO rich - CaO rich 0.160 0.160
Table 5.3: Defect formation energies, in eV, of a single MgO (CaO) in an other-
wise pure CaO (MgO) lattice. The SSCAD values were computed using a 3x3x3 fcc
supercell. The term "rich" denotes the host lattice.
Nearest neighbor pair Nearest neighbor triplet
V i  0.006327 0.005073
Table 5.4: Vibrational ECI's for the CaO-MgO system (dimensionless).
tions by using two vibrational ECI's (Vi •br in equation 2.15). They were fit to the
vibrational free energies of CaO, MgO, and the two L12 structures. The vibrational
free energies were computed within the harmonic approximation [84]. The vibrational
ECI's are shown in table 5.4.
The phase diagram was computed using a combination of Monte Carlo simula-
tions and the CVM. The CVM entropy expression was used in the 13- and 14-point
maximal-cluster approximation (see figure 2-11). The probabilities of the different
arrangements in that cluster, the energy, and the composition were obtained from a
grand canonical Monte Carlo simulation in a 12x12x12 fcc supercell. These values
were averaged for 5000 steps, after another 5000 equilibration passes. The solubility
limits can then be found by looking at the intersections of the grand canonical free
energy. More details of this hybrid technique can be found in reference [46].
The computed phase diagram is shown in figure 5-3. Note that no experimental
input has been used except for the atomic numbers and the lattice.
Discussion
The agreement between the experimental and predicted solubility limits in figure 5-3
is very good. Errors of more than 100% in transition temperatures are not uncommon
for first-principles techniques. This is an indication of the good performance of the
SSCAD to compute formation energies.
However, since we are including all the relevant contributions to the free energy,
the differences between the predicted and experimental solubility limits are likely
to come from errors in the SSCAD formation energies. In figure 5-4, we compare
the pseudopotential formation energies of the 10 compounds in table 4.2 against the
SSCAD predictions. The latter are systematically lower than the pseudopotential
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Figure 5-3: CaO-MgO phase diagram. Only the solid solubility limits, computed by
a combination of Monte Carlo simulations and the CVM, are shown. The solid and
dotted lines were determined with the ECI's derived from SSCAD and from empirical
potential models respectively. The circles represent experimental values [30] and the
dashed line indicates the experimental eutectic temperature.
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Figure 5-4: Formation energies for different ordered structures in the CaO-MgO sys-
tem obtained with pseudopotentials (PP), the SSCAD, and empirical potentials (EP).
The number that identifies each structure corresponds to the one used in table 4.2.
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Figure 5-5: Valence electron density for the (001) plane of CaO as computed with
the pseudopotential method. Note that the oxygen ions are not perfectly spherical.
results. The average error is of the order of 17%.
Note that the differences between the methods are larger in the MgO-rich than
in the CaO-rich side of figure 5-4. This indicates that the SSCAD will underpredict,
in particular, the defect energy of introducing a CaO in an otherwise pure MgO host.
As we previously explained this will result in an excessively large solubility limit in
the MgO-rich side of the phase diagram.
Figure 5-3 clearly shows this behavior, with a much larger overprediction of the
solubility limits in the MgO-rich than in the CaO-rich side. Furthermore, if the
SSCAD formation energies were to be rescaled to be close to the pseudopotential
predictions, the resulting ab initio phase diagram will lie on top of the experimental
points. Unfortunately, computing the pseudopotential phase diagram is beyond the
current computer power.
The main source of errors in the SSCAD is the spherical symmetry imposed on the
density. Even for these highly ionic oxides the assumption is not correct. In figure 5-5,
we show the contour plot of the valence electron density for the (001) plane of CaO.
The oxygen atoms are clearly not spherical. The SSCAD will fail to reproduce these
nonspherical relaxations of the valence charge, introducing an error in the energy.
In order to assess the accuracy of the SSCAD in oxides, systems in which non-
spherical relaxations are important should be tested. This is the objective of the next
section.
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5.2.2 Polymorphic transformations in pure zirconia
At low temperature, the stable zirconia structure is monoclinic, which has a low
symmetry. The structural transitions in the system were studied by Cohen, Mehl, and
Boyer [181] using a non-self-consistent version of the SSCAD (called the potential-
induced breathing (PIB) method [107]). Their results are reproduced in table 5.2.
The tetragonal and monoclinic phases were found to be unstable at zero pressure.
Cubic zirconia was predicted to have the lowest energy when compared to the rutile,
the orthorhombic, and the cotunnite structures.5
The approximations introduced in the method clearly break down for the zirconia
system. The non-self-consistent SSCAD predicts the cubic structure to be the stable
phase in contradiction with the experimental findings. Furthermore, the method fails
to reproduce the stable low-symmetry phases. Cohen et al. [181] suggested that
these discrepancies were related to nonspherical charge relaxations not included in
the model.
Since many oxides have covalent bonding, significant errors can be expected due
to this approximation. It is possible to avoid the spherical approximation in the
SSCAD but at the expense of an increase in the computational burden. Consequently,
the SSCAD can only be used to compute formation energies in systems with high
symmetry. But even in this case, some error should be expected as shown in the
CaO-MgO system.
5.3 Effect of the pair-potential approximations
In this section, we will analyze the two remaining approximations in figure 5-1: the use
of non-self-consistent formulations and the use of semiempirical functions to model
the dependence of the energy on the ionic coordinates. To perform these tasks, we will
use a simple pair-potential formulation. Actually, this model also assumes spherical
symmetry for the crystal potential and the frozen-core approximation. 6 However,
in the previous sections, we showed that although the last two approximations can
introduce significant errors, they are very small in CaO-MgO. Thus, we will start
investigating the phase diagram of this system and analyzing any additional errors
that non-self-consistency and the use of semiempirical functions introduce.
We will complete the analysis by performing calculations in pure and calcia-doped
zirconias.
5.3.1 The pair-potential CaO-MgO phase diagram
We computed the CaO-MgO phase diagram using an empirical pair-potential model.
It consisted of a Buckingham potential (see equation 3.5) combined with a shell
5It is unlikely that a self-consistent treatment will change the results qualitatively.
6 Actually, no explicit mention to the electrons is made within a pair-potential model. We can
assume that the core electrons are frozen and that the valence ones are only allowed to deform within
the polarization model described in section 3.2.2.
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0-2-O- Ca+2-O-2 Mg+2-O - 2
Aij (eV) 22764 1090.4 1428.5
p:j (A) 0.149 0.3437 0.2945
C~ (eVA 6) 27.88 0.0 0.0
0 Ca Mg
Y2 (e) -3.0 3.135 1.585
Xi (e) 1.00 -1.135 0.415
kI (eV ) 51.4 110.2 361.6
Table 5.5: Potential parameters derived in reference [79]. The parameters are named
following the same convention as in section 3.2.2.
model (see section 3.2.2). The parameters were obtained from reference [79] and are
reproduced in table 5.5. They were fit to experimental structural information (cell
parameters), elastic and dielectric constants, and cohesive energies.
The same cluster as in section 5.2.1 were used here for the cluster expansion.
Their coefficients were fit to formation energies of the potential model. The predicted
solubility limits are shown in figure 5-3. There is a clear underestimation of their
values.
In figure 5-4, we show the formation energies for some compounds in the CaO-
MgO system. The potential model predicts almost twice as large formation energies
than the pseudopotential method. Consequently, the effect on the phase diagram will
be to raise the transition temperature, in agreement with figure 5-3.
5.3.2 Pair-potential predictions for pure and doped zirco-
nias
Here, we will also use a Buckingham potential combined with a shell model. Its
parameters were fit to reproduce structural and dielectric constants of the tetragonal
zirconia phase [175] (the 0-0 and Ca-O parameters were taken from reference [79])
and are reproduced in table 5.6.
The potential model incorrectly predicts the energy differences for the polymorphic
transformations in zirconia (see table 5.2). The monoclinic phase is stable when
compared to the tetragonal and cubic phases.
Problems are also present in calcia-doped zirconias. In figure 5-6, we compare the
pseudopotential and the empirical potential predictions for the formation energies of
the structures S1 to S5 of section 4.2.2. Again, the latter model overestimates the
formation energies.
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0-2-0-2 Ca+2-0-2 Zr+2-0-2
Aij (eV) 22764 1090.4 985.869
Pij (A) 0.149 0.3437 0.376
Ci (eVA 6) 27.88 0.0 0.0
O Ca Zr
Yi (e) -2.077 0.0 1.35
Xi (e) 0.077 2.0 0.65
ki (eV) 27.29 00 169.617
Table 5.6: Potential parameters derived in references [79, 175]. The parameters are
named as in section 3.2.2. The "oo" corresponds to the rigid-ion approximation.
3.5
3
2.5
2
1.5
1
0.5
S1 S2 S3 S4 S5
Structure
Figure 5-6: Formation energies in the CaO-ZrO 2 system predicted by pseudopoten-
tials (PP) and empirical potentials (Pot.). The structures are identified following the
convention in figure 4-10.
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I I PP
X , Pot. -+-
-
I I I
0-2-0-2 Ca+2-0-2 Mg+2-0-2
Aij (eVA5 ) 0.5054 109.123 68.71
O Ca Mg
Y (e) 0.0 0.0 0.0
Xi (e) -2.00 2.0 2.0
ki (e ) 00 00 00oo
Table 5.7: Potential parameters fit to the pseudopotential formation energy of the
Lo0 structure, its cell parameters, and the CaO and MgO cell parameters. The "00oo"
corresponds to the rigid-ion approximation.
5.3.3 Discussion
The use of potential models is widespread since they combine simplicity with com-
putational speed. Although they have been successfully used to study many oxide
properties [82, 83], they only render qualitative agreement for phase diagrams. In
the CaO-MgO system, the pair-potential model predicts a miscibility gap with the
right asymmetry. Also the correct energy ordering of the zirconia polymorphs is
reproduced. However, their quantitative predictions can be off by more than 100%.
Most published potentials have been fit to energies on the scale of eV, while
temperature effects are determined in the scale of several meV. This can be improved
by actually fitting to formation energies and lattice parameters of different structures
in the system. For example, we studied the CaO-MgO system using a potential with
a simple repulsive term of the form:7
A•V(r) = A, (5.1)
r5*'
fit to the pseudopotential formation energy of the L10o structure and the lattice pa-
rameters of the rocksalt MgO and CaO, and the L10o structure.8 No polarization terms
were included. The parameters used are shown in table 5.7. The resulting formation
energies are compared to pseudopotential and SSCAD predictions in figure 5-7. A
complete list of formation energy values can be found in appendix A. It is clear from
the results that the agreement has improved, and the potential formation energies are
closer to the SSCAD predictions. However, other properties such as the elastic and
dielectric constants, or the vibrational properties are much more poorly reproduced
'The distance dependence is derived from a very popular formulation of the semiempirical tight-
binding Hamiltonian. Its value is different from zero only for the first nearest-neighbor O-Ca and
O-Mg interactions, and for the second nearest-neighbor 0-0 interaction. See appendix A for more
details.
8Note that since the system presents a miscibility gap, this fit can not be done to experimental
results. The L10o structure is not thermodynamically stable. This is an important advantage of
fitting potentials to ab initio values.
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Figure 5-7: SSCAD and pair-potential formation energies for the CaO-MgO system
as a function of the pseudopotential predictions. The parameters used in the pair
potential are shown in table 5.7. The closer the points to the solid line the better the
performance of the potential or the SSCAD method is.
than when using the potentials in reference [79]. 9
A potential model can thus be regarded as an interpolation tool with not much
physical content. The mapping of the many physical effects that determine the en-
ergy onto a simple pair-potential form is not accurate. This is supported by the
fact that when formation energies are well reproduced other properties are worsen.
Furthermore, pair-potential values do not agree with the SSCAD or pseudopotential
predictions. It seems unlikely that a single set of parameters will be able to reproduce
all the properties.
Most of the energy effects that cause problems in pair-potential models have
a many-body nature. For example, the size of the oxygen ion is very dependent
on the nature of the ionic environment. The free 02- ion is unstable with respect
to decomposition to O- (plus one electron). In a crystal, it is only stabilized by the
effect of the Madelung field [109]. Consequently, its size and polarizability can change
considerably from one structure to the other. As we already explained in section 3.2.2,
this effect is known as the breathing of the oxygen ion. In figure 5-8, we show the
integrated valence electron charge within an sphere centered around the oxygen ion
as a function of the sphere radius and for two different compounds: CaO and MgO.
It is clear from the picture that the size of the oxygen atoms is quite different in
both cases. The result indicates that the oxygen volume will be variable in different
9 Even by using a shell model the results do not improve [84].
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Figure 5-8: Integrated valence charge density within a sphere centered around oxygen,
as a function of the sphere radius. The data was computed from pseudopotential
calculations.
mixtures of CaO and MgO.
We estimated the effect of the oxygen volume change on the formation energies by
freezing the oxygen wave functions to their SSCAD values for CaO and MgO respec-
tively [84]. When the formation energies predicted in the two cases were compared,
the use of the different wave functions accounted for changes of the order of 15%.
The nonspherical deformation of the oxygen shape can account for at least another
15% difference in the formation energy values. This can be seen by comparing the
pseudopotential and the SSCAD formation values. The major difference between the
methods is precisely the nonspherical electronic relaxations.
A potential model that accounts for both the volume change and the polarizability
effects introduced by the breathing of the oxygen ion has recently been applied to the
energetics of zirconia [89]. However, even when these effects can properly be accounted
for (either mapping them into a potential of the form shown in equation 5.1 or by
the approach in reference [89]), potentials can not be always used. Charge transfer
mechanisms have to be considered.
In the case of the CaO-MgO system, the ionic charge does not change considerably
from one structure to the other and a potential could be found that reproduces the
formation energies relatively well. However, the same does not apply to calcia-doped
zirconias. The charge will change when dopants and vacancies are introduced in the
system as shown in section 4.2.2 (see also references [141, 142]). This seriously limits
the use of potentials in these materials.
It is clear from figures 5-4 and 5-6 that the potential predictions are worse in
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CaO-ZrO2 than in CaO-MgO. Relative errors of more than 250% in the prediction
of formation energies are present in the former system. The larger errors correlate
well with those structures where the variation of the charge in the Zr and O ions is
larger. We will come back to this point later, in chapter 7.
5.4 Relevant contributions to the total energy of
oxides
Four mechanisms seem to seriously limit the applicability of the current total-energy
methods in oxides: breathing, nonspherical electronic relaxations, charge
transfer, and directional bonding . For some simple systems, such as CaO-
MgO, some of these effects do not play an important role. However, if one wants to
accurately describe the energetics of many oxides, a proper treatment of all them is
desirable.
There are significant computer-time benefits of using simple methods such as
potential models. However, it is not straightforward to include all the above effects
in their formalism.
Of the four mechanisms, directional bonding is probably the simplest to in-
corporate to a potential model. Although there is always the problem of finding
the right functional dependence, many-body potentials have been widely used (see
section 3.2.4).
The breathing of the ions (specially the oxygen ions) can be approximately
accounted for by the compressible-ion model developed by Wilson and collabora-
tors [88]. They represented this many-body effect in a pairwise form. The nearest-
neighbor interaction between the ions is considered as the sum of a rearrangement
energy (breathing) and an overlap between the ion wave functions (see section 3.2.2
for more details).
Nonspherical electronic relaxations can be incorporated through the shell
model explained in section 3.2.2. A quadrupole polarizability of the ions has been
recently developed [89].
Still, all potential models assume ionic charges that are independent of the en-
vironment (either partial- or full-valence charges). There is no systematic way to
deal with the charge transfer mechanisms. Magri et al. and lately Wolverton et al.
suggested that the charge on a given ion is a linear function of the number of unlike
close neighbors [186, 187]. This model has proven to be very accurate for metallic
alloys. However, its use in highly-ionic materials is questionable since long-range
contributions are expected. We will come back to this point later in chapter 8. An-
other possibility of including charge transfer is the model developed by Streitz and
Mintmire [75] (see section 3.2.2).
Up to now, there has not been a simple way of including all these four mechanisms
in a potential model. Also, note that part of the simplicity of the model is lost, not
only because more complex terms need to be included but also because ab initio
calculations are needed to fit some of the parametrizations. The incorporation of
129
charge transfer and breathing may also imply performing additional minimizations
with respect to the ionic radius or charge.
In chapter 6, we will show that a self-consistent tight-binding formulation can
incorporate all these mechanisms in a very accurate and simple way. Furthermore,
since it provides a quantum-mechanical description of the system, a more realistic
representation of bonding in the crystal is obtained. Within this framework, there is
no need to map physical effects onto simple functional forms. The fact that a tight-
binding Hamiltonian can account for all the relevant physical mechanisms provides
excellent transferability properties.
The fitting of a potential model that incorporates all these mechanisms is becom-
ing as complex and demanding as the determination of the tight-binding parame-
ters. However, potential models are still faster than any semiempirical tight-binding
method. Still, the latter is many orders of magnitude faster than any ab initio method
with comparable accuracy.
5.5 Conclusions
We showed that full-potential quantum-mechanical methods are reliable tools to
compute total-energy differences on a scale relevant to the study of phase transitions.
When taken to their full capabilities, their predictions compare well with experiments.
For example, the agreement between the computed and measured CaO-MgO phase
diagrams is excellent. Unfortunately, these techniques are also the most computer-
time demanding of all (specially when needed as input to the statistical-mechanical
models).
Approximations such as spherical averages of potentials, non-self-consistency, or
replacing complex ion-ion interactions by simple pair potentials can dramatically
speed up total-energy calculations. However, we showed that, even for the relatively
simple CaO-MgO system, most of these approximations break down.
We have identified four mechanisms that are necessary to accurately reproduce
formation energies in oxides: charge transfer, nonspherical electronic relaxations, ionic
breathing, and directional bonding. These effects should be incorporated into any
energy model to capture the relevant physics of the problem. Unfortunately, all the
methods that are currently used either do not take into account all these effects or
are slow.
In the next chapter, we propose the use of a self-consistent tight-binding model
that is capable of capturing the relevant physics of the problem while retaining a low
computational cost.
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Chapter 6
The tight-binding method
The sophistication of total-energy methods has reached a level in which it is now
possible to accurately predict materials properties with no experimental input. In
the previous chapters, we showed that the use of density-functional theory in the
local-density approximation combined with lattice models is a very powerful tool
to design new materials. Unfortunately, the methods are very time demanding and
simpler approaches are necessary.
LDA techniques, such as pseudopotentials or FLAPW, do not provide a simple
basis to develop an understanding of the relation between physical intuition, such as
charge, electronegativities, or atomic sizes, and structural properties. This intuition
is hidden in their complex formulation. However, understanding this relationship is
fundamental if we would like to develop simple methods to account for the relevant
contributions in the Hamiltonian for oxides. These physical effects were identified
in chapter 5. We also illustrated how their incorporation in potential models is far
from being trivial. In general, detailed quantum-mechanical information is needed to
properly deal with them.
In this chapter, we will demonstrate that the semiempirical tight-binding (SETB)
method I is ideal to incorporate all the relevant physics to compute total energies in
oxides. The SETB provides a simplified framework in which a clear identification
between physical concepts and the resulting materials behavior can be achieved. This
allows all the effects found in chapter 5 to be easily included.
The concept of the tight-binding approach was introduced by Bloch in 1928 [132].
It is based on the use of combinations of atomic orbitals to express the electronic
wave functions in a solid. This is appropriate when there is a relatively small overlap
between neighboring atoms as in the case of the d-transition metals or the alkali
halides. Originally, the tight-binding method was regarded as an empirical approach
to qualitatively interpret the electronic structure of a solid. Later, Slater and Koster
proposed to use it as an interpolation tool to be combined with other methods such
SThe use of the tight-binding name is sometimes limited only to its empirical formulation. The
ab initio approach is then called linear combination of atomic orbitals (LCAO) [130]. In this the-
sis, we will not make a distinction between the two, and tight binding and LCAO will be used
interchangeable.
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as APW [20]. This was the origin of what we have called the semiempirical tight-
binding technique, where the various interaction integrals are parametrized according
to the results of these other techniques . However, in recent years, there has been a
renaissance in the use of the ab initio tight-binding method due to the growth in the
computing capabilities and the improvement in the numerical techniques.
The use of the SETB approach in oxides requires that one carefully incorporates
the important physical effects identified in the previous chapter into the Hamiltonian.
The ionic breathing and the charge transfer mechanisms force the introduction of self-
consistency into the tight-binding framework. Only when all these terms are properly
accounted for, will a good description of the energetics be obtained. Furthermore,
under these conditions, the parameters of the model will be transferable under changes
in the atomic environment.
The transferability of the tight-binding parameters is essential if we want to use
the method to calculate formation energies of different compounds. For example,
when computing temperature-composition phase diagrams we will fit the SETB pa-
rameters to ab initio calculations for a few simple ordered structures. From this
information the formation energies of many more complex ordered structures will be
computed to determine the ECI. Thus, the tight-binding method will replace the
time-consuming ab initio approaches when dealing with compounds that have large
unit cells.
There exists an extensive literature about the tight-binding method. A general
review of the different formulations can be found in references [130, 188, 189] and the
combination with recursion techniques in references [190, 191]. The semiempirical
approach was introduced in great detail in references [20, 22, 131, 192]. Applications
in ceramic materials of the first-principles tight-binding technique are described in
reference [133] and references therein.
We start in sections 6.1 and 6.2 by briefly describing the first-principles and the
semiempirical formulation of the tight-binding approach. Section 6.2.2 is mainly con-
cerned with the self-consistent tight-binding model used in this thesis. In section 6.4,
we deal with the computation of the parameters of this method from first-principles
calculations. Finally, in section 6.4.2, we discuss the computer implementation of the
latter technique.
6.1 Formulation of the method
Solutions of the Kohn-Sham equation 3.12 are sought by expanding the one-electron
wave functions, on, in a basis of atomiclike orbitals, 0ij, centered at site i,
'n = E c IL .a (6.1)
ic
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The indices n and a identify the band and the orbital type respectively. Thus,
equation 3.12 becomes equivalent to a set of linear equations,2
Z (Hia,j# - EnSijp) c'a = 0, (6.2)
j,13
where
Hia, = J Hjd r, (6.3)
and
Sia,p = J jqd 3r. (6.4)
HiQ,jp and Si,,ja define the elements of the Hamiltonian and overlap matrices respec-
tively (for the atomic basis functions we are using). The integrals are over all space.
The quantity Hio,jp is sometimes called a hopping integral. The eigenvalues en are
the solutions of the secular equation,3
det (H - eSI = 0. (6.5)
The translational symmetry of a crystal can be exploited by using Bloch's theorem
(see section 3.3). The basis functions are redefined as a combination of atomic orbitals
centered at different sites. The new basis functions, Xk,a,,,, are:
)= 1 ek(R'+±)q(f- ' -r, (6.6)
where R' denotes the location of the origin of the unit cell and 9 is the position of a
particular atom within that unit cell.4 Note that the sum is over atoms on equivalent
positions (i.e., same 7) on the N different unit cells (i.e., different R') and for a given
orbital a. If we replace Oic in equation 6.4 by Xj,,a,r
(c)= JX,,(ix a ,7d 3r
R' e J - -•') 03 (r- - 9)d 3 r. (6.7)
We can define R = R" - R' (see figure 6-1) so that equation 6.7 can be written as
1 ? rkSav,;(k) = - e( + - ) Jq (f- ) )' -9')d 3r. (6.8)N R
2This set of equations is obtained by multiplying each Oi to the left of HKSIn and integrating
over all space. In what follows, HKs will be simply called H.
3This equation is the mathematical condition under which equation 6.2 has nontrivial answers.
4For clarity, we do not use the i index in 4 since we are implicitly indicating the location of the
basis functions with R' and 9.
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Figure 6-1: Nomenclature used to identify the unit cells and atomic positions. A' and
A" point to the origin of the unit cell (two unit cells are marked in the picture with
two squares). 9 and !' indicates the position of the atoms within the unit cell.
Similarly,
HcG (k) F= i)ei"(A+f - f) (J -( )HO#(f- (r --')d 3r. (6.9)
R
Note that the use of Bloch's condition reduced the dimension of the secular equation
to the number of basis functions in a single unit cell.5
If the atomiclike basis functions 0, are sufficiently localized, the integrals in equa-
tions 6.8 and 6.9 are negligible for atoms that are far apart. The sum over the direct
lattice vectors R is thus limited to those terms that involve atoms that are close neigh-
bors (for a given 9 and IF). Consequently, the sum only has a few terms. However,
the computation of the overlap and Hamiltonian matrices is very time consuming
since these terms involve the calculation of two- and three-center integrals.6
Up to now, we have not specified the basis functions 0,. Atomic orbitals were
proposed in the original formulation [1321. This basis is incomplete unless the contin-
uum of unbound states is included. However, as long as the neighboring potentials
do not overlap strongly, the low-valence states form an adequate expansion. (When
the potentials overlap significantly, the bound states can be expected to liberate the
5 However, we will now have an infinite number of secular equations, one for each k point.
6 For example, the integrals can involve the product of an atomic function centered at one atom,
another atomic function centered at a second atom, and a potential centered on a third atom.
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electrons into free-electron-like states.)
The atomic orbital basis is not orthogonal and problems of overcompletness can
arise.' These problems can make the overlap matrices ill conditioned. They are
usually solved by using orthonormalized orbitals.
Modern formulations of the tight-binding method replace the atomic wave func-
tions by Gaussian-type orbitals and spherical harmonics for the radial and angular
parts respectively [193]. These orbitals have the advantage that the three-center inte-
grals can be easily computed by the Gaussian transformation technique [194]. On the
other hand, the use of several Gaussian-type functions per orbital can make the secu-
lar determinant very large. This can be improved by using a fixed linear combination
of Gaussians, chosen to mimic the orbitals of the free atoms, as basis functions.8
It is common practice to use the term minimal basis for one in which only the
core orbitals9 and all orbitals in the valence shell are used. Correspondingly, a full
basis is formed by the minimal basis plus excited orbitals.
The secular equation has to be solved self-consistently since the Kohn-Sham
Hamiltonian depends on the electronic density. The computation of multicenter in-
tegrals takes a large percentage of the calculation time and only in recent years has
the method started to be used from first principles [133]. In the next section, we
will describe the semiempirical approach, which replaces these costly calculations by
simple parametrizations of the matrix elements.
6.2 The semiempirical tight-binding method
The use of Gaussians as basis functions considerably improves the efficiency of the
tight-binding method and the speed of evaluating the various integrals. However,
this is achieved at the expense of an increase in computer storage requirements.
As systems get larger, more of these terms need to be computed. Consequently,
significant time savings can be obtained from evaluating the integrals in equations 6.8
and 6.9 approximately.
The computation of these integrals requires the knowledge of both the basis func-
tions and the potential in the Hamiltonian. However, they always appear together in
the formalism outlined in section 6.1. The semiempirical tight-binding method takes
advantage of this fact by developing parametrizations of the elements of the hopping
and overlap matrices without specifying an explicit form for the basis functions or
the Hamiltonian potential separately. This is the basis of the SETB formulation. It
is particularly fast since the time-consuming hopping and overlap integrals are fit to
ab initio results. In this sense, this method represents a much more sophisticated
7As we already mentioned, the atomic orbitals centered at a single site are already complete when
unbounded states are included. Our basis functions are formed from orbitals at many sites which
causes the overcompletness problem.
8 In self-consistent calculations, the basis can be reoptimized at each step. Also, it is often
convenient to eliminate the core states by using the frozen-core approximation, particularly when
we are dealing with heavy atoms.
9 No frozen-core approximation is used.
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and accurate interpolation tool than potential models and is still orders of magnitude
faster than ab initio quantum-mechanical techniques.
Although it has often been used to interpret results from ab initio quantum-
mechanical calculations, the SETB has also provided semiquantitative answers in
studies of structural stability in a wide variety of systems such as sp-bonded non-
metals [134], semiconductors [195], pd-bonded transition metals [196], etc. Recently, a
general tight-binding total-energy formalism that accurately reproduces total-energy
differences, defect energies, and elastic constants for transition and noble metals has
also been introduced [21, 22, 197].
6.2.1 The Slater-Koster formulation
Slater and Koster proposed the use of the tight-binding method as an interpolation
procedure by treating the various integrals as constants chosen to fit first-principles
calculations [20]. Note that the integrals are k independent, thus by fitting to ab initio
results at a few high-symmetry k points, they were able to extend their calculations
throughout the Brillouin zone. The values of the integrals are not independent but
are interrelated by the symmetry of the crystal and the basis orbitals.
In the original formulation, the basis functions were assumed to be orthogonal.
In this way, the number of parameters to fit was reduced in half as no overlap in-
tegrals need to be determined. However, atomic orbitals centered at different sites
are not orthogonal. Lowdin showed that it is always possible to perform an orthog-
onalization procedure that preserves the original symmetry properties of the atomic
orbitals [198]. Slater and Koster assumed that they always worked with this orthogo-
nalized basis. The resulting functions are not necessary localized, producing non-zero
hopping integrals between very distant atoms (and thus requiring more parameters).
Many authors investigated the construction of highly localized, but yet small, basis
sets. 1' See references [111, 189].
Another approximation usually made is to neglect the three-center integrals. The
potential energy in the Hamiltonian is approximated as the sum of spherical potentials
centered at the atomic sites. The only part of the potential energy that is retained is
the one coming from the sum of the spherical potentials at the sites of the two atoms
where the basis orbitals are located. Thus, the Hamiltonian integrals have the same
angular dependence as those in a diatomic molecule. The basis functions can then be
expressed as sums of space quantized functions with respect to the axis that join the
center of the atoms. For example, a p-type basis orbital is a linear combination of a
pa and a pir function with respect to that axis.11
10The idea of these theories is to be able to exactly represent the solid single-electron wave function
as a combination of localized orbitals that do not need to be recalculated for each system. In this
way, they can still provide a simple chemical picture of bonding. The orthogonality constraint is
generally removed. However, the overlap matrix does not appear in the formalism at the expense of
having a nonhermitian secular matrix.
"A pa and a p~r orbital are oriented along, and perpendicular to, the axis joining the two atoms
respectively.
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+E(s,x) = t spa COS + t spnin 0
Figure 6-2: Illustration of the representation of the Hamiltonian integral for a s and
a Px orbital (Es,,) as a function of two center integrals (tii,m). Note that tsp, is zero
by symmetry.
The different Hamiltonian integrals can then be expressed in terms of the two-
center integrals between these quantized functions usually called tllm (e.g., t8 p,). This
is illustrated in figure 6-2, for the Hamiltonian integral between a s and a p, orbital,
E s,x. Note that some two center til,m integrals, such us t,, in the figure, are zero by
symmetry. Tables for different energy integrals can be found in reference [20] for s,
p, and d orbitals, and reference [199] for f and g orbitals. 12
The neglected three-center contributions are not necessary small as already poin-
ted out by Slater and Koster. For some structures, the number of tilim integrals is
the same as the E integrals. In this case, no savings are made regarding the number
of parameters when using the two-center approximation.
The values of the two-center integrals tilm depend on the actual distance between
the atoms. By relating the tight-binding bands to free electron bands, Harrison and
collaborators predicted not only what this distance dependence should be for s-p
materials, but also universal inter-atomic coefficients for this parametrization [201].
They later obtained general expressions for other bonding types [130, 202, 203]. Their
findings are summarized in table 6.1. It should be noted that these universal param-
eters and distance dependencies are valid for nearest-neighbors integrals. For larger
distances, the basis functions decay exponentially. This effect is not taken into ac-
count in table 6.1.
Other authors have proposed different distance expressions, whose parameters are
12There are some typographical errors in both references. See references [199, 200] for the correc-
tions. Reference [199] presents a general formalism to express the hopping integrals as a function of
two-center integrals valid for any angular-momentum quantum numbers.
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Table 6.1: Interatomic matrix elements as proposed by Harrison. The value of the rd
constants can be found in reference [130] and d is the distance between the atoms.
fit to the particular systems. For example, Mehl and coworkers have used
(Cl,ll'm + C2,11'md + C3,11'md 2 ) -c 2  d (6.10)
tC-md(d)-o e 4,11'm
(l+e to )
where d is the distance between atoms, ci,l1wm are the coefficients to be fit to ab initio
results and lo and do are taken as 0.5 a.u. and 14 a.u. respectively [197]. On the other
hand, Mercer and Chou [204] proposed using
Cl,ll'm ec3,r,,md. (6.11)
dC2,11'm
The same expressions are usually used for the overlap integrals if the basis is nonorthog-
onal.
The diagonal elements of the Hamiltonian matrix are usually called on-site terms.
These terms correspond to the hopping integrals computed for identical orbitals. If
atomic orbitals were used as basis functions, the on-site terms would represent their
free-atom eigenvalues changed by the solid environment. Since in most cases of
interest the tight-binding model is applied to a different environment than the one
in which it was fit, it is necessary to incorporate this environmental dependence.
Different functional forms have been proposed to relate the on-site terms to the
distance to, and the number of, nearest neighbors. See for example references [197,
204]. We will come back to this point in section 6.2.2.
It is common practice to fit the hopping and overlap terms to the bands produced
by ab initio methods.
6.2.2 Tight-binding total-energy model
The tight-binding formalism explained in section 6.2.1 is sometimes referred to as a
band model. No total-energy expression has been presented. Thus, the Slater-Koster
model can be regarded as a procedure to interpolate the bands to all points in the
Brillouin zone from calculations for a few high-symmetry k points. Since our aim
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s-s, p-p p-d d-d
tillm - 71u'mm 2d tldm = l1dm d tddm = 77ddme
,,, = -1.40 7 ,sdo = -3.16 77dd, = -16.2
77spo = +1.84 7/pdo = -2.95 r7 ddi = +8.75
7ippa = +3.24 rlpd, = +1.36 rldd6 = +0.00
Rp, = -0.81
is to compute formation energies, it is essential to develop a way of extracting total
energies from this technique.
We start from the density-functional expression in the LDA for the total en-
ergy [16].13 For simplicity, we disregard any reference to k-space,
ocC 1
E(n(r)) = i - 2- ] n(rjn()d 3rd3r' + I n(r~ [exc(n0(r - Vxc(n(rj)] d3r
1 N N ZIZje2
I Jqil I -1-j
= Ebs + F(n(rf). (6.12)
Here, ei are the Kohn-Sham eigenvalues and Ebs = E EocCe is the so-called band-
structure energy (the sum is over occupied electronic states). F(n(rl) represents
the overcounting of the electron-electron interaction in the Ebs term, the parts of
the exchange and correlation not included in the eigenvalue sum, and the core-core
electrostatic energy.
The F(n(rj) term is essentially a short-range repulsive interaction if there is no
significant charge transfer between the atoms. In this case, the core-core interac-
tion tends to cancel out with the electron-electron interaction.'4 Furthermore, the
exchange and correlation part is usually small [188, 205].
Many tight-binding total-energy methods compute total energies by using the
Slater-Koster band model to obtain the band-structure energy and a sum of pair
potentials to evaluate F(n(r)).15 Consequently, the tight-binding total energy is
given by
E = Ebs + Epp. (6.13)
The pair potential, Epp, is repulsive and is a function of the bond length rij. For
example, Sigalas and Papaconstantopoulos suggested using [21]
1E = 2 { Ar} eAri. (6.14)
joi
The second sum represents a polynomial in . A, and A are coefficients that are
fit, together with the hopping and overlap terms, to first-principles band and total-
energy vs. volume curves for different structures. Instead, other authors chose to fit
to phonon frequencies, bulk modulus, or other experimental measurements. How-
ever, the Sigalas-Papaconstantopoulos approach provides more accurate results for
computing formation energies since we are directly fitting to the quantities of interest.
There are severe approximations in going from the LDA equation 6.12 to the
13The procedure we will follow varies according to the treatment of the many-body electron
problem. However, the final form of the result, equation 6.13, is always the same.
14If charge transfer is allowed, there can be a long-range contribution in the form of a Madelung
sum.
15See for example references [21, 188, 206] and references therein.
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tight-binding expression 6.13. In the latter, Ei is not the result of a self-consistent
approximation. There is also the question of whether it is possible to replace F(n(r))
by a pairwise short-range interaction. These issues are discussed in detail in refer-
ence [205].1" See also reference [188].
There are also practical problems in the implementation of equation 6.13 as
pointed out by Cohen and coworkers [22]. The Kohn-Sham eigenvalues can be shifted
by an arbitrary constant without changing the results, since its contribution to the
total energy is canceled out by F(n(r)) in a self-consistent calculation. If the two
terms in equation 6.13 are parametrized independently, extra care should be taken to
handle this constant.
On the other hand, the introduction of a shift in the potential can be used to
eliminate the Epp term altogether [22]. The shift, So, can be defined to be
F(n(rl)
So- F(n( (6.15)
where Ne is the total number of electrons. Thus, equation 6.12 is transformed into,
E(n(r) = + F(n( (6.16)
A set of Slater-Koster parameters that simultaneously fits the band-structure and
the total-energy vs. volume curves will solve the total-energy problem without the
need of a pair-potential term. This model has been successfully applied to compute
elastic constants, vacancy formation energies, and other physical properties for many
alkaline-earth, transition, and noble metals [22, 197].
Unfortunately, these simple models can not be applied in oxides. As it was already
mentioned, when there is a significant charge transfer between the atoms in the solid,
Epp is no longer short-ranged. Furthermore, the transfer of charge between atoms
will considerably shift the on-site terms. This transfer can not be accurately captured
with the standard environment dependence of the diagonal Hamiltonian terms. This
long-range effect can only be represented by a proper description of the charge transfer
mechanisms.
The explicit use of the atomic charge in the tight-binding Hamiltonian, forces
the reinstatement of self-consistency into the calculations. We are now ready to
incorporate into the formalism all the relevant physical contributions to the total
energy we mentioned in chapter 5. This will be accomplished in the next section.
6.3 Self-consistent tight-binding total-energy
model
The tight-binding formalism and its localized basis provide an intuitive picture of
16The procedure is justified by showing that the tight-binding model can be understood as a
stationary approximation to self-consistent density-functional theory.
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how the solid can be viewed as a set of interacting atoms. We will take advantage of
this to build an appropriate Hamiltonian model for oxides.
When the atoms are brought together to form a solid, the electrons are attracted
not only to their own cores but also to the neighboring ones. The total energy is re-
duced by this electronic sharing between the ions. In a tight-binding formulation, the
presence of nonzero hopping integrals reproduces this effect. The hopping integrals
have a fundamental role in determining the shape of the bands.
A second effect of bringing the atoms together is the compression of the atomic
clouds that causes a repulsive interaction due to an increase in the kinetic energy. It
is identified with the overlap of the basis functions and is taken into account through
the overlap matrix [198, 207]. This was also pointed out by Gordon and Kim [106]
and is an integral part of the SSCAD formalism, as mentioned in section 3.3.1.
It should be clear then that of the four mechanisms identified in chapter 5, only the
ionic breathing and the charge transfer effects are missing in the total-energy model
of section 6.2.2. The displacement of charge between the atoms is accompanied by
the appearance of a long-range electrostatic interaction. The effect of this field (the
crystal field) is to shift the on-site terms. For example, in CaO or MgO, this shift
moves the oxygen p levels downward, stabilizing the 0-2 state. The electrostatic
interaction between the cores should also be taken into account. It is usually lumped
together with the electron-electron interatomic interactions.
Given a certain charge distribution between the ions, the effect of the ionic breath-
ing can be taken into account by adding the crystal field to the on-site terms. The
field is easily computed in the form of a Madelung sum. 17
The occupation of the atomic orbitals is changed by the rearrangements of charge
when the atoms are compressed to form the solid. The changes in the intra-atomic
interactions between the electrons also modify the electronic levels and should be
taken into account.
Both the effect of the crystal field and the change in the intra-atomic interac-
tions require the knowledge of the charge density which, in turn, depends on the
Hamiltonian matrix (since it determines the one-electron wave function from which
the density is computed). Consequently, the charge density has to be determined
iteratively. This is the origin of the required self-consistency of the method.
It should be noted that the last two contributions only affect the diagonal terms.
In the following, sections we will give details of how these different contributions can
be computed and incorporated into the tight-binding Hamiltonian. We will follow
reference [192] closely.
17The procedure can be compared to the PIB model where the isolated oxygen density is computed
within Watson spheres. These spheres reproduce the crystal field that the atom feels when placed
in the solid.
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6.3.1 Nonorthogonality contributions
As it was already mentioned, the atomiclike basis, 10i, > is usually not orthogonal.18
However, it is more convenient to work with localized orthogonal functions. The
original basis can be transformed into an orthogonal one, I i, >, in the following way
1kPic, >= koia > - Z So,ialj >. (6.17)
The sum is over all the elements in the basis (except for koic >).
In the new basis, the overlap matrix S is zero to first order in the old overlap
matrix, except for the diagonal terms (that are equal to one). Furthermore, the new
Hamiltonian matrix elements are now
1
= < ijH aIf > - 1 S'itj 3 < 0injH0it > -
1
2 Sjyp,ij < ¢jy, IHglju > +19(S 2 ). (6.18)2 Y,0a
Since the nondiagonal terms are directly fit to ab initio results, there is no need to
incorporate S terms in them. They are implicitly taken into account during the fit.
On the other hand, the on-site terms are formed by different contributions which will
be fit independently. Consequently, we need to write the effects of nonorthogonalities
explicitly,
tia,j~ = < kialH/ia > - St,j# < ~ijHg •b p> +±(S2)f3cx,joi
= < ia IJH ia > + .c. (6.19)
In what follows, we will assume that the unspecified basis we use is orthogonal.
Furthermore we will correct the on-site terms by Fc,. Thus, for example, if we
assume that our starting, nonorthogonal basis functions are the free atomic orbitals,
equation 6.19 will translate into,
tia,ia = Eio + Tia, (6.20)
where Ei, are the atomic eigenvalues. 19
1SIn what follows, we will adopt Dirac's bra-ket notation to make the mathematical manipulations
more clear. (See for example reference [67].) Recall that we use the symbol i and a to identify the
ionic site and angular momentum respectively.
19Note that to compute Fia,, we need the hopping integrals in the nonorthogonal basis. However,
the fitting process will provide these matrix elements in the orthogonal basis. We can safely replace
one by the other to first order in S [192].
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6.3.2 Intra-atomic electron-electron interactions
An Anderson Hamiltonian [208] model is used to describe the effect on the orbital
energies of the Coulomb repulsion between electrons on the same atom. The levels
in a free atom, Eia, are described as a function of the orbitals occupation, Qij, in the
following way
Ein = E? + iU,(6.21)
Here, a are the set of quantum numbers that identify the orbitals and Uia,ij are the
intra-atomic repulsion parameters computed as,
a i ) i (r )/dr/d3rUiaip = e2 j ki* (f) i (r) 0* (') i ('')d3rd~r (6.22)
This model assumes that the atomic energies are linear functions of the occupation
of the orbitals. As shown in reference [209], this approximation is a very reasonable
one.
The formulation of the electron-electron interaction in equation 6.21 corresponds
to a Hartree-type approximation. 20 These direct contributions are usually much larger
than the exchange terms [210]. For the case of open d-shells, it may be necessary
to include the exchange energy explicitly within a Hartree-Fock-type approxima-
tion [211]. For simplicity, we treat equation 6.21 as a phenomenological model, whose
parameters are fit to ab initio LDA results or Hartree-Fock calculations. 21
Hartree-Fock calculations usually provide a more accurate representation of an
isolated atom. Consequently, it is common practice to obtain the parameters of the
model, Ui,,ip and e~ from them [209]. Differences between the experimental ionization
energy and the electron affinity, or between the first and second ionization energies are
also used [212]. In this last case, a single Ui,,ip is generally employed independently
of the orbitals a and fl. In reference [212], a table is provided for sp-configuration
atoms.
The change in the atomic eigenvalues with respect to the occupation of the orbitals
can also be obtained from the so-called chemical hardness matrix [213]. Assuming
Qi, to be continuous, the total energy is expanded in a Taylor series, and the eigen-
values are obtained as the derivative of the total energy with respect to the orbital
occupations. The coefficients of the expansion are the elements of the chemical hard-
ness matrix and can be computed from ab initio atomic calculations. This can be
considered as a generalization of our simple model to any order on the variation of
orbital occupancy. For more details, see reference [213].
20Ui.",i is formally the exchange self-energy of the state Oi, as well as the Hartree-type Coulomb
interaction [208].
21Harrison has argued that the principal effect of the Coulomb interactions is to add a correction
proportional to the occupation of the orbital, with the proportionality constant depending on the
element [212].
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6.3.3 The self-consistent tight-binding Hamiltonian
We are now ready to write the one-electron tight-binding Hamiltonian (HTB) by
adding the charge transfer effects to the Slater-Koster formalism. In the orthogonal-
ized basis of section 6.3.1, HTB can be written as,
HTB = S IPi, > 6ia < PiAI + IýOia > ta'3 < WiJ- (6.23)
ia i,a,j,3
ifj
The first term in the equation corresponds to the on-site or diagonal Hamiltonian
matrix elements, while the second term represents the nondiagonal or hopping terms.
tp will be fit to ab initio results as explained in section 6.4.1.
The extra contributions to the Slater-Koster Hamiltonian can be incorporated
into eia,
a = E + Fa + UinraQ + U 'nteFQ + Via. (6.24)
P j i,l
e6 represents the kinetic energy and the interaction with its own ionic core (at site
i) of an electron at orbital a. FiQ is the shift in the eigenvalues due to the orthogo-
nalization process (see section 6.3.1). The first sum represents the electron-electron
interaction within atom i, while the other sum is between electrons at different atoms.
Finally, Via represents the crystal field at site i.
Similarly to U int ra inter is computed as
• •iaift Cjfl
inter _ ? (0 ia(r3 p(r )p T (r)d3rd3rUia,= j (6.25)
The electron-electron interatomic interactions can be computed as Madelung sums
over point charges.22 Note that this is an important approximation since the Coulomb
interaction can not be meaningfully divided into strictly inter- and intra-atomic terms
for overlapping charges. A simple way of solving this is to interpolate the electron-
electron interaction between a "e2 /d" potential for large distances and a constant "U"
for short distances. See reference [192] for more details.
The eigenvalues, Es(k), and eigenvectors, I n/ >,23 of the Hamiltonian matrix HTB
at each k have to be computed self-consistently since its diagonal elements depend
on Qij which is obtained as
OCC
Qit = E < I ia I ni >2 . (6.26)
This sum is over all occupied states.
Variants of the Hamiltonian in equation 6.23 have been successfully used by Rob-
2 2 Combined with the core charges.
23 Note that I ni > is written as a function of Bloch's sums of the orthogonalized basis functions
IWic >. See section 6.1 for more details.
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bins and Falicov [214], Schilfgaarde and coworkers [215], Harrison [212], and Majewski
and Vogl [216] among others. Within this model, atomic forces can be computed very
simply as shown in reference [217].
6.3.4 Total energies within the self-consistent formulation
In section 6.2.2, we showed that the total energy can be written as (see equation 6.12):
E(n(r)) = Ebs + F(n(r)). (6.27)
The band-structure contribution is easily computed by finding the eigenvalues of
HTB,
oCC
Ebs = E•n,(), (6.28)
n,k
where the sum is over the single-particle energies of the occupied states with band
index n and wave vector k.
The second contribution to the total energy in equation 6.27, F(n(rf), can be ex-
plicitly computed within the self-consistent formalism. There is neither a need to add
extra parameters in a pair-potential form nor a concern about artificial shifts in the
eigenvalues. 24 F(n(rl) incorporates the effect of the core-core repulsion and corrects
for the double-counted electron-electron interactions. Thus, it can be computed as:
1
2ia (0 jAi,3
1 N N ZZje2  (6.29)
I JI R R
Note that this contribution is not an electrostatic interaction between the atoms. The
electron-electron contribution (first term in equation 6.29) has a minus sign.
6.3.5 Implementation
The model Hamiltonian in equation 6.23 describes all the physical effects we found
to be important to compute formation energies in oxides. By solving for its eigenval-
ues and eigenvectors self-consistently, total energies can be computed using expres-
sion 6.27. Significant time savings are obtained compared to ab initio methods since
the various complex integrals have been replaced by adequate parametrizations, and
the intra-atomic electron-electron interactions by a phenomenological model.
Before the tight-binding model can be used, its numerous parameters have to
be determined. It is common practice to fit the hopping and overlap integrals to
ab initio or experimental results. Since charge-transfer mechanisms were included in
24The electron-electron parameters that are used to compute F(n(r-) should be the same ones
used to determine Ebs.
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the formalism, we also need to compute the intra-atomic electron-electron interaction
coefficients.
Different approximations can be used to reduce the number of unknown parame-
ters of the model. For example, some authors (see references [134, 213]) make use of
the extended Hiickel theory [218] to relate the overlap and hopping integrals,
tia,jp = Kia,jp(Eia + Ejp)Si,jp. (6.30)
In the simplest approximation, KiQ,jp is regarded as a constant for each row of the
periodic table (or a geometric average for cases that involve atoms from different
rows) [219]. We did not find this approximation accurate in oxides. Consequently, we
fit to both types of integrals independently but with the same distance dependence.
If Hiickel's theory is combined with the set of universal parameters in table 6.1, no
fitting is necessary within the Slater-Koster formalism. Furthermore, the electron-
electron intra-atomic interaction parameters can be obtained from ionization energies
and electron affinities, and the atomic levels from published Hartree-Fock calcula-
tions [104, 105]. This opens the possibility for the self-consistent formulation to also
be a "fitting-free" model. The results thus obtained are usually qualitatively cor-
rect. As already mentioned, the values and distance dependence of the parameters
in table 6.1 are not known exactly. They are usually fit to results for many different
systems. Moreover, the computation of the intra-atomic interaction coefficients also
involves many approximations.
Many authors have been successful in predicting general trends in materials prop-
erties by performing fits to different systems [130, 134, 216]. However, our aim will
be to reproduce very accurately the properties of a specific system. For example, we
will fit the overlap and hopping integrals to ab initio calculations for pure CaO, MgO,
and CaMgO 2 (Llo structure), and then predict formation energies for many mixtures
of the end members. The values of the intra-atomic interactions and the electronic
levels will be taken from the tables.25 The distance dependence of the integrals will
be assumed to be the ones in table 6.1.26
We expect the fit parameters to be transferable within different structures in a
given oxide system since our tight-binding Hamiltonian incorporates all the relevant
effects to compute total energies. Of course, the transferability of the parameters can
be reduced by the approximate treatment of some of these terms or by other effects
not accounted for that can be mapped onto them. However, we will show in chapter 7
that the formulation used here is an adequate representation of the energetics of oxides
and that no significant transferability problems arise.
25 When the intra-atomic parameters were taken as fitting coefficients they stayed very close to
the values in the tables.
26Note that there are tremendous savings in the number of parameters to be fit when simple
distance dependencies such as the ones in table 6.1 are used. Polynomial dependencies will require
at least twice as many parameters.
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6.4 Computation of the tight-binding parame-
ters
As already mentioned at the beginning of this chapter, the computation of the hopping
and overlap integrals is very time-consuming. Consequently, semiempirical formula-
tions fit those parameters to ab initio calculations or experimental properties. The
fitting process is generally very involved. A large number of parameters should be
determined and the optimization space is nonlinear, with many local minima.
The number of parameters to fit varies with the size of the basis set. For a typical
oxide, with 3 different species in the unit cell and a s-p-d basis, it is around 70.
This number can be 4 times larger if a more complex distance dependence of the
parameters are used. The parameters are adjusted so that the tight-binding model
reproduces a set of different physical properties. A "distance" or merit function,
usually proportional to the square of the difference between the predicted and the
"direct" values, is defined. The parameters are evolved to minimized this "distance"
by using a nonlinear least-squares algorithm such as the Marquardt procedure [220].
However, a different approach in which the coefficients are directly computed
from a first-principles method can be taken. Andersen and Jepsen showed that there
exists an exact transformation of the muffin-tin-orbital basis into a tight-binding
basis [111].27 Within the ASA, they were able to cast their Hamiltonian into a Slater-
Koster tight-binding Hamiltonian in a two-center form. See references [111, 221] for
more details.
Unfortunately, as it was shown in chapter 3, the LMTO-ASA approximations in
oxides do not yield accurate results. The choice of sphere radii was critical and no
criterion to properly set the size could be found. Consequently, in this work we will
fit the parameters to results from pseudopotential calculations.
Significant time savings would be achieved if all the necessary parameters of the
model could be obtained from fits to the end members. These compounds are usu-
ally simpler than any of their mixtures. A fast optimization procedure can then be
performed. We will come back to this point at the end of the chapter.
6.4.1 Fitting procedure
We will use the tight-binding model mainly to reproduce structural energy differ-
ences. Consequently, following reference [21], the fitting will consist in computing
bands and equations of state for a given set of parameters, compare these predictions
to LDA calculations, and change the parameters to improve the matching. This is a
very difficult procedure since the function to be optimized is nonlinear in a large mul-
tidimensional space. Many "local" minima exist, and a straightforward fit frequently
does not find the absolute minimum.
The starting point in parameter space is very important to converge to the "right"
minimum. Many universal values exist based on the LMTO-TB transformation or
27Since the transformation is exact, all the results obtained with muffin-tin orbitals can be repro-
duced by the tight-binding method.
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on plain fitting to many elements across the periodic table. However, they are not
always close to the optimum values. Many different results for the parameters can
still be obtained from the process. A more restrictive criteria during the optimization
is necessary.
We imposed constraints during the fitting so that many local minima are removed.
By analyzing the physics of the problem, it is possible to identify properties that are
relevant and that should be reproduced correctly. For example, in the CaO-MgO
system, the pseudopotential results clearly show that Ca and Mg are fully ionized. By
using this information we "penalized" any significant departure from this condition,
effectively reducing the size of the space where the optimization search is performed.
This allowed us to easily obtain the parameters used in chapter 7.
In other cases, the situation is less clear. For example, although Ca is fully ionized
in CaO-ZrO2 , neither Zr nor O has its formal charge. Still, an estimation of their
charge can be made so that it can then be used during the fit.28
For all the systems studied, we found that imposing these extra constraints allows
the optimization process to select the "right" minimum. As in any minimization
technique, it is never sure that the resulting parameter set is not a local minimum.
Checking new structures, not included in the fit, is always a good idea.
It is important that the equation of state scan all the relevant relaxations. A
correct distance dependence of the integrals can only be captured if the volume of
the cell and internal position of the ions used in the fit are varied over a wide range
of values.
The more species involved in the fit the more difficult it becomes. The optimization
space is not only larger but also the structures are bigger, which makes the calculation
slower. We are usually interested in formation energies resulting from a combination
of two oxides. Fitting them independently is simpler than fitting to a mixture of them.
However, the end members do not provide all the required parameters. Some cation-
cation integrals will be missing. In the next section, we will explore the possibilities
of computing these missing values by just using the information provided by the
end members. If successful, not only will the fitting process be simpler but once the
parameters for several oxides are obtained, total-energy calculations can be performed
for any mixture of them.
6.4.2 Tight-binding parameters for oxide mixtures from
end-member information
The CaO-MgO is the simplest oxide system we will deal with. Even in this case,
fitting to the end members does not provide enough information to compute all the
overlap and hopping integral parameters. It is clear that the Ca-Mg interaction
parameters can only be obtained from fits to properties of the mixtures.
28 From equation 6.27, F(n(r-)) = E(n(f)) - Ebs. If the intra-atomic repulsion parameters are
known, F(n(r)) only depends on the values of the charges. These values can be assigned so that the
tight-binding representation of F(n(r-) best matches the ab initio predictions for the E(n(f)) - Ebs
difference as a function of the distance between the ions.
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Many attempts have been made to "guess" these coefficients. Most of them were
applied to binary alloys with elements of similar electronic structure [222]. A simple
geometric average of the self cation-cation interactions of the type,
t2 , = tji#jatia,ia, (6.31)
is often suggested. The oxide cations do not necessarily have a similar electronic
structure. Furthermore, the use of equation 6.31 has no formal justification other than
its simplicity. However, it is important to note that the cation-cation interactions
are usually small since they are not nearest neighbors.
One is tempted to take them as zero, as a first approximation, and just use the
parameters computed from the end members. The problem is that many different
parameter sets fit the end members properly but result in variations of properties of
the mixtures of more than 100%. Without using fitting information from the mixture,
it does not seem possible to predict correct mixing properties.
In the next chapter, we will further analyze these problems and suggest possible
solutions.
6.5 Coding the self-consistent tight-binding
method
We have implemented the self-consistent tight-binding total-energy method in a
computer. A very simple description of the algorithm can be found in figure 6-3.
The two-center approximation is used to compute the Hamiltonian and overlap
matrix elements. Following the procedure suggested by Sharma [199, 200], we con-
struct the Slater-Koster integrals for arbitrary angular momentum quantum numbers.
For the Hamiltonian diagonal terms, we usually assume an initial orbital occupation
corresponding to their chemical formal valence. These occupations are then changed
self-consistently.
The short-range electron-electron interaction is computed in the Hartree approx-
imation. For the Madelung field and the long-range electron-electron interactions,
we consider the electronic clouds and the cores as point charges. The Ewald sums are
evaluated with the algorithm developed by Monkenbusch [223].
There are several possibilities to carry out the self-consistent iterations (see refer-
ence [224] and references therein). We implemented both a simple mixing procedure
and the Steffensen or Aitken's 62 method [225]. At each iteration, the diagonalization
of the Hamiltonian is performed by using the LAPACK libraries [226].
The scheme to sample the Brillouin zone is based on special k points. For metals,
we also use the high-precision sampling technique proposed by Methfessel [227]. See
appendix B.
The fitting is performed by minimizing the merit function. This function is defined
as the sum of the squares of the differences between physical properties computed by
tight binding and any first-principles method. The physical properties can range from
Hamiltonian eigenvalues (bands) and equations of state, to lattice constants and bulk
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Compute Hamiltonian in
the two-center approximation
Figure 6-3: Main features of the algorithm used to implement the self-consistent
tight-binding total-energy method. The merit function is defined as the sum of the
squares of the differences between the properties predicted by tight binding and the
ab initio or experimental results used in the fit.
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moduli. These values can be added in the merit function with different weights. The
minimization was carried out using the algorithm proposed by Marquardt [220].
This implementation of tight binding allows us not only to compute total energies
and relax structures but also to obtain the adequate parametrizations of the hopping
and overlap integrals. 2 9 In the next chapter, we will evaluate the accuracy of the
self-consistent tight-binding total-energy formulation by comparing its predictions
to experimental and first-principles results.
6.6 Conclusions
The tight-binding formulation presents a physically transparent picture to understand
the formation of a solid from isolated atoms. The different contributions to the total
energy can be clearly identified within the model. This is critical in oxides, where
failure to account for mechanisms such as oxygen breathing or charge transfer can
result in poor predictions of formation energy values.
In this chapter, we developed a semiempirical tight-binding Hamiltonian that
is suitable for use in oxides. The Hamiltonian matrix elements were described as
distance dependent parametrizations fit to several physical properties. Since some of
these terms depend on the atomic charges, solutions for this model have to be found
self-consistently.
The semiempirical approach results in significant time savings to compute ma-
terials properties. The various time-consuming integrals of the first-principles tight
binding are replaced by suitable parametrizations. The name semiempirical can be
misleading. In principle, no experimental results other than the atomic numbers are
necessary as input to the method. However, the parameters of the model have to be
fit to ab initio calculations. It is in this sense that the word semiempirical is used
here.
Note that no radical assumptions have been made about the nature of the bonds.
Our approach will deal with ionicity and covalency on equal footing. Furthermore,
neither shape approximations for the potential nor artificial constraints to the amount
of charge assigned to the atoms were made.
There is still the question of accuracy of this approach. The parameters of the
model will be transferable as long as the correct physical effects are included in the
Hamiltonian. In the next chapter, we will discuss this in detail.
2 9Different distance dependencies can be used.
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Chapter 7
Applications of the tight-binding
method
In chapter 6, we introduced a tight-binding model that accounts for the key mecha-
nisms involved in studies of structural energy differences in oxides. By parametrizing
the various hopping and overlap integrals, the computational time requirements of
the method are greatly reduced. Now, we will assess the accuracy of this scheme to
determine formation energies of mixed compounds. Our final goal is the application
of the method to the calculation of phase diagrams.
We will start by revisiting the CaO-MgO system. The simplicity of the system
and the abundance of theoretical and experimental results make it an ideal choice. By
applying our self-consistent formalism, we will be able to extend the pseudopotential
results and compute the phase diagram with an accuracy comparable to the most
sophisticated LDA calculations. As far as we know, this is the most accurate calcu-
lation ever made on this system. This application clearly demonstrates the power of
our approach.
The transferability of the tight-binding parameters is an important issue and
CaO-MgO only represents a limited test of this property since all the structures
have the same underlying lattice. We will therefore also explore the application of
our model Hamiltonian to cases where the atomic arrangements are very different
from the ones used during the fit. Zirconia is ideally suited for this analysis due to
its polymorphic transformations from a high-temperature, highly-symmetric fluorite
structure to less symmetric arrangements at lower temperatures. It is also an impor-
tant test of our approach since only the most accurate LDA methods provide correct
answers in this system [141, 228].
Finally, the ultimate challenge to the self-consistent tight-binding approach is a
case where covalency and ionicity are both important in bonding and where charge
transfer is significant. The CaO-ZrO 2 system is such a case. The formation ener-
gies and the charge transfers of many intermediate compounds will be compared to
pseudopotential predictions.
Section 7.1 deals with the CaO-MgO system. The phase diagram and single-
defect energies will be computed. Section 7.2 is mainly concerned with the polymor-
phic transitions in pure zirconia and the charge transfers and formation energies of
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mixtures of CaO and ZrO 2. The chapter concludes, in section 7.3, with an evaluation
of the possibility of combining parameters of single-metal oxides to predict properties
of mixtures.
7.1 The CaO-MgO system
The calculation of a simple phase diagram, such as that of the CaO-MgO system,
is currently at the computational time limits of the pseudopotential or FLAPW ap-
proach. It is the purpose of this section to show that the tight-binding method can
reduce the computational burden of these techniques by interpolating their results
for simple structures to more complex cases. As a result, a converged cluster expan-
sion is obtained that can be used to determine the phase diagram with an accuracy
comparable to the more complex LDA techniques but at a fraction of the time they
would require.
In the following sections, we will assess the accuracy of the tight-binding formation
energies and compute the CaO-MgO phase diagram. At the same time, we will
evaluate different aspects of the model such as the distance dependence of the hopping
and overlap integrals, the accuracy of universal parameters, the Hiickel theory, and
the fitting process.
7.1.1 Predictions of the "universal" model
As explained in section 6.2.1, "universal" coefficients and distance dependencies can
be assigned to the parametrization of the hopping and overlap integrals. The advan-
tage of using them is that no parameters need to be determined from fitting. On the
other hand, since they try to reproduce the properties of many different systems their
predictions are not very accurate.
We will use the same distance dependencies proposed by Harrison but the co-
efficients will be taken from references [192, 229]. These parameters were carefully
fit to reproduce the valence and conduction bands of sp-bonded solids, as is the
case of CaO-MgO. They are reproduced in table 7.1 together with the intra-atomic
coefficients and orbital energies. The overlap matrix elements were computed using
Hiickel's theory with Kia,j (see equation 6.30) from reference [219].
The formation energies and cell parameters predicted by this model are shown in
table 7.2. The same k points as in the pseudopotential calculations were used. For all
structures, the solid wave function was expanded in a s-p basis. Although the results
are qualitatively correct, the formation energies are well below their actual values. As
suggested in reference [21], fitting to the bands is not enough to accurately compute
structural energy differences. The equation of state should also be used.
In what follows, we will not use the "universal" parameters. They will only be
taken as a guide to select the starting point for the fitting process.
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Table 7.1: Parameters used with Harrison's distance dependence.
intra-atomic parameters were taken from reference [192].
The orbital and
Cell parameters (A) Formation energy (eV/ion)
CaO a=4.60 (4.80)
MgO a=4.38 (4.21)
Llo a=b=3.18 (3.24) ; c=4.49 (4.55) 0.032 (0.141)
L1 2 (Ca-rich) a=4.55 (4.7) 0.024 (0.092)
L1 2 (Mg-rich) a=4.33 (4.42) 0.026 (0.131)
Table 7.2: Formation energies and cell parameters of different ordered arrangements
in the CaO-MgO system obtained by using the tight-binding approach with the
coefficients from table 7.1. The cells were fully relaxed. The values in parenthesis are
the pseudopotential predictions from table 4.2.
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a-c c-a a-a c-c Ca Mg O
7ss, -1.38 -1.38 +0.50 -0.30 - -
r7pp, +2.20 +2.20 0.00 0.00 - -
7ppi -0.55 -0.55 0.00 0.00 -
r7spr +1.68 +1.92 0.00 0.00 -
s-orbital (eV) - - - - -6.11 -6.88 -33.85
p-orbital (eV) - - - - -1.46 -1.26 -17.19
Ui,,i, (eV) - - 1+6.40 +7.28 +14.47
7.1.2 Fitting to the CaO-MgO system
The semiempirical tight-binding method was originally used to interpolate electronic
band structures [230]. Consequently, the sia,jo and tio,js matrix elements were usu-
ally fit to ab initio bands at selected points in k space. To study elastic properties
and crystal stability, a fit to other properties such as the equation of state is also
necessary. In this work, we fit to bands and equations of state of CaO, MgO, and the
Lo0 compound (the conduction bands were assigned a lower weight in the fit than
the valence bands). As expected, the resulting tight-binding parameters are very
dependent on the initial guess and it is not immediately clear where the fit should be
started.
In multicomponent oxides, charge transfer is one of the key mechanisms involved
in the energetics. Therefore it is very important to have a good description of the
charge density in order to accurately predict formation energies and make the pa-
rameters more transferable to other ordered structures. Since one of the main sim-
plifications of this semiempirical tight-binding model is that the basis functions are
not parametrized independently but as part of the sie,jf and ti,,p matrix elements,
we can only check that the occupations Qia resemble the pseudopotential results. In
figure 4-5, we showed an electronic valence density plot corresponding to the MgO
(001) plane obtained from the pseudopotential calculations. From this plot, we expect
the cations to transfer most of their valence electrons to the oxygen atoms. Using
perturbation theory, it can be shown that by setting the hopping matrix elements
between the orbitals of the anions and the cations to small values, the model will
give occupation values according to the pseudopotential results for the CaO-MgO
system.' Consequently, we choose the initial parameters to reflect this fact.
In Hiickel's theory, the sia,j, and tia,j matrix elements are assumed to be propor-
tional. While doing this considerably reduces the number of parameters of the model,
we found that for the CaO-MgO system, only a separate parametrization for S and
the off-diagonal terms of H could accurately reproduce the bands and the equation
of state simultaneously. We also found that the fit was more stable whenever a penal-
ization function was introduced to restrict Qia to values close to the pseudopotential
ones.
The fit tight-binding Hamiltonian reproduces the main features of the three struc-
tures used in the procedure. The lattice constants and bulk moduli are, on average,
within 1% and 5% respectively of the pseudopotential values. The valence bands are
also well represented, showing a RMS difference of a few hundredths of an eV. See
section 7.3 for the fit parameters and a comparison of their values across different
oxide systems.
We tested different distance scaling laws for the hopping integrals and the overlap
matrix elements. We tried both the the usual d- 2 distance dependence for the s-p
bonded materials as well as expression 6.10. This implied a four-fold increase in the
number of parameters to be determined during the fitting process and considerably
1The softening of the ions (the reduction, in absolute value, of the cation and anion charges) is
proportional to (H. H- 2 (see reference [130] for more details).
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Figure 7-1: Formation energies for different ordered structures in the CaO-MgO
system obtained with pseudopotentials (PP) and tight binding (TB). The number
that identifies each structure corresponds to the one used in table 4.2. The tight-
binding parameters were fit only to L10 (structure number 1 in the plot) and both
CaO and MgO.
augmented its complexity. Although the fit to bands and total-energy curves im-
proved, the predicted formation energies only changed by a few meV. Consequently,
for the CaO-MgO system, the simpler d- 2 scaling law gives enough accuracy.
7.1.3 Formation energies
With the parameters obtained in section 7.1.2, we computed the tight-binding for-
mation energies of 21 ordered structures in the CaO-MgO system relaxing all their
structural degrees of freedom compatible with their symmetry. We used 10 special
Chadi-Cohen k points for Brillouin zone integrations for the rocksalt structure, re-
sulting in a total-energy convergence better than lmeV/atom. For all the other
superstructures, we took a set of k points equivalent to these 10 Chadi-Cohen points
(see appendix B).
In figure 7-1, we compare the results obtained using the pseudopotential and
the tight-binding methods for the ten structures listed in table 4.2. The agreement
between both techniques is excellent if we note that, except for L10o, none of the
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structures was used in the fit. The RMS difference between the two methods is 6
meV. Consequently, we can expect the tight-binding cluster expansion obtained from
these values to be very close to the actual pseudopotential expansion.
The relative stability of the different ordered structures is also well represented
within the tight-binding model. From figure 7-1, it can be clearly seen that the
differences between the predicted formation energies follow the same tendencies as in
the pseudopotential calculations. This is important if the asymmetry of the phase
diagram is to be well reproduced.
The tight-binding formation energies for the 21 ordered structures can be found
in appendix A. This information will be used in the next section to compute and test
the ECI's.
7.1.4 Phase diagram
The tight-binding formation energies of all the ordered structures studied in the
CaO-MgO system are positive. This is consistent with the fact that the experimental
phase diagram shows a miscibility gap. Two main features characterize any miscibility
gap: the consolute temperature and the asymmetry of the solubility limits. Before
computing the actual tight-binding phase diagram, and as a last test of the accuracy
of the model we will make sure that both features are reproduced according to the
pseudopotential predictions.
The consolute temperature is mainly determined by the energy scale and, as we
showed in section 7.1.3, there is a very good agreement between the methods. The
solubility limits depend, at low temperatures, on the energy cost of substituting a
CaO(MgO) by a MgO(CaO) on an otherwise perfect CaO(MgO) lattice (see sec-
tion 2.3.1). This energy corresponds to the energy necessary to invert one of the
occupation variables on our lattice model from +1(-1) to -1(+1). Consequently,
the solubility is determined, at low temperatures, by the single-defect energy, while
the asymmetry is driven by the difference in this value at both end-sides of the phase
diagram.
We computed the single-defect energy using a 2x2x2 fcc supercell.2 Using a
complex LDA technique on this cell is prohibitively time consuming and consequently,
we compared the tight-binding results to the SSCAD calculations from table 5.3. In
table 7.3, we show the single-defect energies for both a pure CaO and a pure MgO host
lattice. The tight-binding defect energies are larger, in agreement with the tendency
of the SSCAD to underpredict formation energies by 15-20% (see section 5.2). Note
that there is an important difference between the defect energy at the MgO- and the
CaO-rich sides. This translates into a lower solubility of CaO in MgO than for MgO
in CaO (at the same temperature). This asymmetry is also observed experimentally
(see figure 2-1).
To determine the phase diagram, we computed the ECI's from the tight-binding
formation energies reported in section 7.1.3. We used pairs, triplets, and quadruplets
2In reference [84], we showed that a 2x2x2 supercell is big enough to avoid significant self-
interactions between the defect and its images.
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Table 7.3: Defect formation energies of a single MgO (CaO) on an otherwise pure
CaO (MgO) lattice. The values were computed using a 2x2x2 fcc supercell and are
expressed in eV. The term "rich" denotes the host lattice.
as clusters to expand the energy, and obtained a RMS difference in our cluster expan-
sion fit of about 2 meV per atom. The computed ECI's are shown in figure 7-2. The
agreement between the tight-binding input and the results reproduced by the cluster
expansion is very good, as shown in figure 7-3. As a test, we left out a few structures
out of the Connolly-Williams fit3 and made sure the cluster expansion predicted their
formation energy within a few meV.
The phase diagram was computed by performing a Monte Carlo simulation. The
result is shown in figure 7-4. The consolute temperature is higher than the extrapo-
lated experimental one and the one calculated with the SSCAD method in section 5.2,
by approximately 20%. The tight-binding results do not include the effect of vibra-
tional entropy. Perfect agreement with experiments should therefore not be expected.
An estimation of the effect of vibrations can be obtained from the SSCAD vibra-
tional ECI's of table 5.4. When they are combined with the tight-binding chemical
ECI's, the resulting phase diagram coincides almost perfectly with the experimental
points. Although this might be somewhat fortuitous, it is a clear indication of the
"corrective" effect vibrations will have.
7.2 Pure and doped zirconia
Pure zirconia undergoes two transformations from its low-temperature monoclinic
phase to its high-temperature tetragonal and cubic arrangements before becoming
a liquid. The high-temperature phases can be stabilized at lower temperature by
the addition of dopants, such as calcia. As already mentioned in section 4.2.2, there
is considerable technological interest in studying these stabilization effects. Experi-
ments are usually difficult to perform due to the high temperatures or the presence of
impurities and defects. Unfortunately, a good description of the energetics of the sys-
tem with ab initio LDA calculations is also out of the question due to the complexity
of the crystal structures of the doped zirconias.
The only known mixture of CaO and ZrO 2 that is stable at room temperature
is CaZrO 3 (Pcmn structure). Although this is the simplest superstructure in the
3 See section 2.1.4.
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Tight-binding SCPIB
MgO rich 0.832 0.704
CaO rich 0.672 0.544
Difference:
MgO rich - CaO rich 0.160 0.160
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Figure 7-2: Effective cluster interactions for the CaO-MgO system computed with the
tight-binding formation energies. The pairs are identified according to their length
and the triplets and quadruplets according to their longest side, the other sides being
nearest neighbors.
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Figure 7-4: CaO-MgO phase diagram. The lines correspond to the solubility limits
computed with a Monte Carlo simulation and without taking into account the effect
of atomic vibrations in the free energy. The points represent experimental values [30].
Only solid phases were calculated.
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system, it has a large primitive unit cell with 20 atoms. Other compounds, detected
at high temperatures, have even larger cells (for example, Ca 6 Zri90 44). Fully relaxed
pseudopotential calculations for the number of compounds necessary to determine a
cluster expansion4 can not be performed in a reasonable amount of time.
The tight-binding method can be used to overcome these difficulties. We will show
that accurate formation energies can be predicted by this technique in the CaO-ZrO 2
system. We will study mixtures of calcia and zirconia within the fluorite lattice so that
a direct comparison with the pseudopotential results can be made. The parameters
of the model will be fit to the structure S2 (see section 4.2.2) and both pure CaO and
ZrO 2 . The quality and transferability of their values will be tested by computing the
formation energies of all the "S" structures.
Possible mechanisms for the dramatic failure of potential models in this system
(see section 5.3) will also be explored. This will lead us to investigate how charge is
distributed between the ions.
Before analyzing the energetics of the CaO-ZrO2 system we will study the pure
phases of zirconia. The purpose of this is to evaluate the transferability of the tight-
binding parameters under lattice distortions and to assess the accuracy of these pa-
rameters when directly used in mixtures (i.e., without fitting to intermediate com-
pounds). The last point will be discussed later, in section 7.3.
7.2.1 Pure zirconia
In section 4.2.2, we performed a detailed pseudopotential study of the tetragonal
phase. Here, we will use that information to fit the tight-binding parameters. We
can then predict the lattice constants of the fluorite (cubic) phase and compare the
energy difference between these structures to the pseudopotential results. This will
help us to assess the accuracy of our model Hamiltonian under lattice distortions.
We will also explore the monoclinic phase though no ab initio calculations have been
reported up to date for this structure.
Rosenbauer and Jansen performed a very accurate Slater-Koster interpolation of
the tetragonal zirconia bands based on FLAPW calculations. They showed that the
variation of the Slater-Koster integrals with the bond length could not be described
by a simple function [231]. These problems are solved within the self-consistent
formulation as demonstrated in the next section.
Fitting of pure zirconia
The elements of the overlap matrix and the hopping integrals were fit to the valence
bands of pseudopotential calculations for tetragonal ZrO 2. The conduction bands
were included with a smaller weight (-i times) than the valence bands. Significant
departures from the pseudopotential lattice constants were penalized during the fit.
4 Note that the coupled cluster expansion mentioned in chapter 2 should be use here. The cation
and anion sublattices have two species each (Zr and Ca for the cation one and vacancies and 0 for
the anion one).
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In all the calculations, s-p-d and s-p bases were used for zirconium and oxygen
respectively.
To study the problems reported by Rosenbauer and Jansen in their Slater-Koster
interpolation we fit the parameters in two different ways: we either kept the cell
volume constant or we changed the lattice constants in a 10% range around the
energy minimum. In this last case, the distance dependence of the hopping and
overlap terms was assumed to be the one proposed by Harrison (see table 6.1).
The RMS of the difference between the pseudopotential and the tight-binding
bands was 6mRy per k point when the cell volume was kept constant against 1mRy
per k point reported in reference [231]. Their smaller value is a consequence of the
use of three-center integrals."
When the cell was allowed to change volume, the difference between the tight-
binding and the pseudopotential bands had a RMS value of 9mRy per k point. This
is a very reasonable value, specially if we take into account that a simple distance
dependence was assumed. A polynomial fit will certainly reduce this difference. On
the other hand, the error incurred by neglecting charge transfer and only using the
Slater-Koster formalism made a "good" fit impossible (unfortunately no numbers
were given in reference [231]).
In what follows, we assume the distance dependence proposed by Harrison. For
the tetragonal and cubic phases, the same k points as in the pseudopotential case were
used. For the monoclinic structure, a 4x4x4 uniform grid (plus symmetry) was used.
The intra-atomic zirconium parameters were obtained by applying the procedure in
reference [209] (see section 6.3.2). Similar to the CaO-MgO case, the same Ui,,iO was
assumed for all the orbitals (i.e., an average over the relevant orbitals). The value
used was 11.35 eV.
Pure-zirconia results
The computed cell parameters for the different structures and the corresponding
energy differences are shown in table 7.4. The experimental, pseudopotential, and
pair-potential results from table 5.2 are also reproduced here for comparison. The
cubic and tetragonal structures were fully relaxed. Since only the tetragonal bands
were used in the fit, the energy difference between the tetragonal and cubic phases is a
prediction. This prediction is in excellent agreement with the pseudopotential values.
The lattice constants and internal cell parameters are also in very good agreement.
Note that the monoclinic structure has 13 crystallographic degrees of freedom.
We optimized all of them except for the cell angle not fixed by symmetry which was
held constant at 900. The experimental 990 angle will place the atoms so that the
integrals will have to be evaluate beyond the region of validity of the fit parameters.
Furthermore, the simple Harrison distance dependence would have to be replaced
by a polynomial function times an exponential decay. We decided not to pursue this
fitting since we would need 4 times the number of parameters currently used and con-
5 The typical error in the total-energy fit is much smaller than for the bands. It is usually of the
order of 0.1mRy/atom.
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Expt.a Pot.b  TB PP
Cell Parameter
Cubic ZrO2
a=b=c 5.092 5.075 5.075 5.050
Tetragonal ZrO2
a=b 3.571 3.588 3.607 3.575
c 5.20 5.216 5.203 5.153
z(O) 0.303 0.31 0.296 0.295
Monoclinic ZrO2
a 5.1505 5.241 5.03
b 5.2116 4.898 5.22
c 5.3173 5.578 5.39
/ 99.230 90.0 90.0c
xl (Zr) 0.2754 0.25 0.278
y1(Zr) 0.0395 0.0 0.036
zl(Zr) 0.2083 0.1899 0.203
x2(0) 0.0700 0.0753 0.073
y2(0) 0.3317 0.2818 0.344
Z2 (0) 0.3447 0.3958 0.343
x3(0) 0.4496 0.4247 0.445
Y3 (0) 0.7569 0.7182 0.764
z3 (0) 0.4792 0.3958 0.474
Energy differences:
Ecubic-Etetragonal 0.058 0.019 0.045 0.045
Etetragonal-Emonocinic 0.061 0.166 0.278
Table 7.4: Cell parameters and structural energy differences for the experimentally
observed phases in zirconia at zero pressure. The energies are in eV per ZrO 2 formula
unit and the lattice constants are in A. All cell parameters were fully relaxed, including
the internal positions, xi, yi, and zi, that are shown here according to the Wyckoff
notation in reference [168]. The experimental z value for the tetragonal structure
was measured at 1295 oC and the cell parameters are extrapolations to 0 oK (see
chapter 4).
aSee reference [171, 182, 183]
bSee reference [141, 175]
cThe , angle of the monoclinic structure was fixed. See text.
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sequently more pseudopotential calculations for the tetragonal phase. However, the
results are important, since the monoclinic phase, even not fully relaxed, is predicted
to have a lower energy than the tetragonal phase in agreement with the experimental
observations.
7.2.2 Calcia-doped zirconia
Fitting to the CaO-ZrO 2 system
The solid wave functions are expanded in atomiclike 2s and 2p orbitals localized at
the oxygen ions, 4s and 4p centered at the calcium ions, and 4s, 4p, and 4d for the
zirconium ions. The same k points as in the pseudopotential calculations were used
here.
The initial parameters for the fitting process were taken as the CaO and ZrO 2 sets
found in sections 7.1.2 and 7.2.1 (the 0-0 being an average of both results). For the
Ca-Zr second nearest neighbors coefficients, only the tsd integrals were included.6
The integrals were assumed to obey Harrison's distance dependencies of table 6.1.
We independently fit the overlap and hopping integrals (no Hiickel's approxima-
tion) to the bands and lattice constants of the S2 structure and pure CaO and ZrO 2.
Both the valence and the lower levels of the conduction band were used. For the
latter, a much lower weight (0.01) in the merit function was given.
The root-mean square difference between the pseudopotential and the tight-
binding bands was of the order of a few hundreths of an eV. On the other hand,
the lattice constants differed in less than 0.5%.
Tight-binding predictions for the CaO-ZrO 2 system
In figure 7-5, the formation energies of structures S1 to S5 computed by the tight-
binding approach are shown. As a reference, the pseudopotential and pair-potential
predictions are also displayed. To be able to relate these results, only volume re-
laxations were allowed. The average difference between the pseudopotential and the
tight-binding values is approximately 10%. Although the bands for the structure
S2 were used in the fitting process, its formation energy can be considered as a real
prediction, since neither this value nor the S2 equation of state was used in the fit.
The predicted lattice constants are also in good agreement. Table 7.5 shows the
computed values for structures S1 to S5.
Note that the self-consistent calculations considerably stabilize the structures
compared to the pair-potential model. The formation energies predicted by the latter
are always higher. For example, for the S3 structure it is more than three times the
self-consistent values. These differences are much larger than the ones previously
observed in the CaO-MgO system (see section 5.3). We believe this is caused by the
variation of ionic charges with different atomic environments. This extra degree of
freedom is absent in the potential models.
The situation is clearly observed in figure 7-6 where we show the charges predicted
6 We also tested adding s-s and s-p integrals but the results did not improve appreciably.
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Figure 7-5: Formation energies of structures S1 to S5 computed with tight binding
(TB). The pseudopotential (PP) and pair-potential (Pot) predictions computed in
sections 4.2.2 and 5.3 are also shown for comparison. A description of the structures
can be found in figure 4-10.
Structure Cell Parameter (A)
Pseudopotentials Tight binding Pair potentials
S1 5.130 5.149 5.096
S2 5.130 5.156 5.093
S3 5.136 5.189 5.134
S4 5.080 5.080 5.080
S5 5.220 5.226 5.120
Table 7.5: Cell parameter for structures S1 to S5 computed by pseudopotential, tight
binding, and pair potentials. The structures are described in figure 4-10.
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Figure 7-6: Ionic charges for structures S1 to S5 computed with tight binding.
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by tight-binding for different structures in the system. In agreement with the pseu-
dopotential results, calcium is fully ionized in all the structures. On the other hand,
zirconium and oxygen considerably change their charge from one structure to another.
Furthermore, within the same compound, they have different values according to the
symmetry of the site.
In the CaO-MgO case, both calcium and magnesium kept their formal charge in
all the different atomic arrangements in the structures. Here, oxygen and zirconium
change their charges according to these arrangements. The larger the variations,
the larger the errors in the pair-potential predictions. For example, structure S3
presents the worst agreement between pair potentials and the self-consistent methods.
Correspondingly, the oxygen and zirconium ions have the largest charge variations
within different cell sites (-0.4 electrons).
As a check of the tight-binding results we integrated the pseudopotential electronic
density within spheres centered at the different oxygen sites (the sphere radii were
the same in all cases). Again, significant differences were detected. The maximum
variations were of the order of 0.3 electrons.
For a potential model to work properly, there is a clear need for a way of intro-
ducing charge transfer mechanisms. This will be analyzed in chapter 8.
7.3 Tight-binding parameters from fits to end
members
In this section, we will determine the accuracy of tight-binding parameters fit only
to physical properties of the end members. If two binary oxides AO, and BOY are
mixed, all the hopping and overlap two-center integrals can be obtained from the pure
oxides except for the ones involving the cations A and B. As explained in section 6.4.2,
we can either disregard the missing cation-cation interaction or approximate it using
different assumptions such us the one suggested in reference [222] (see equation 6.31).2
Here, we will focus on binary oxides mixtures. We will start by studying the
effects of the different approximations in the CaO-ZrO2 system. Four cases will be
analyzed in detail:
Case 1: The parameters of the model are taken from the fits to CaO-MgO and
ZrO 2 in sections 7.1.2 and 7.2.1. Since the 0-0 integrals are fit twice, once for each
system, we use the one from CaO. No Zr-Ca overlap or hopping terms are considered.
Case 2: The same as case 1 but now the 0-0 parameters are taken from the ZrO2
fit.
Case 3: The same as case 1 and case 2 but an average of the two available sets of
0-0 integrals is used.
7Another concern is the transferability to the mixtures of the anion-anion and anion-cation
parameters fit to the end members.
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Universal CaO-MgO CaO-ZrO2
(Po-Po), +0.50 +0.50 +0.41
(so-sca), -1.38 -0.75 -0.80
(so-pca), +1.68 +0.32 +0.33
(po-sca), +1.92 +0.46 +0.40
Table 7.6: Set of hopping integrals that were fit in both CaO-MgO and CaO-ZrO2.
The universal parameters found in reference [192] are reproduced for comparison.
Case 4: The same as case 1 except that the Zr-Ca parameters are not assumed to
be zero. The s-d integrals are approximated by the Zr-Zr ones. We also tested the
Zr p-d values and geometrical averages of Ca s-s and Zr d-d with similar results.
Note that cases 1 to 3 not only test the effects of absent Zr-Ca integrals but also
the transferability of the 0-0 parameters. In a perfect situation, there should not be
any difference between them. However, table 7.6 shows how the parameters change
when they are fit to different systems (in this case CaO-MgO and CaO-ZrO2). Case
4, evaluates the effect of different approximations for the Zr-Ca hopping integrals.
The results are shown in figure 7-7. The predicted formation energies are compared
to the pseudopotential (PP) values. The pair-potential (Pot) estimations are also
included since it is the only practical method that can be currently used to compute
formation energies of many large cells in the system. This will provide a standard to
which the tight-binding predictions can be fairly compared.
In all four cases, the tight-binding predictions are much closer to the pseudopo-
tential values than the pair-potential models. In this sense, by building a table of two
center integrals from fits to binary oxides, the tight-binding method can be almost as
simple to use as a potential model. Fits to binary oxides are usually straightforward.
However, cases 1 to 3 also show that the transferability of the parameters is not
optimum. By using the 0-0 integral from different fits, differences of the order of 40%
are obtained. Although the difference is large, it is still of the order of the errors in the
formation energies introduced by neglecting the cation-cation parameters and much
better than the potential predictions. We further explored this issue by refitting both
pure oxides with a common oxygen-oxygen set of parameters (we took the average
used in case 3). This worsened the predictions of the end members by a few percent
without significantly changing the results for the mixtures.
By fitting to more systems it might be possible to obtain a better set of 0-0
parameters. However, approximations of the tight-binding formalism, such as the
use of two-center integrals, certainly map their effects onto the parameters during
a fit. As it was shown in the previous sections, this does not constitute a problem
when the fit is done to a particular system. Furthermore, only if a better description
of the missing cation-cation integrals were used would it be worthy to correct these
170
I I I I I
S1 S2 S3 S4 S5
Structure
3.5
3
2.5
2
1.5
1
0.5
S1 S2 S3 S4 S5
Structure
3.5
3
2.5
2
1.5
1
0.5
S1 S2 S3 S4 S5 S1 S2 S3 S4 S5
Structure Structure
Figure 7-7: Formation energies predicted for different mixtures of CaO and ZrO 2 for
the four cases explained in the text. A description of structures S1 to S5 can be found
in figure 4-10.
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approximations. The error introduced by not considering these integrals is still larger.
Case 4 indicates that the different estimations of the Zr-Ca integrals do not im-
prove the results. However, our results show that their effect on the formation energies
can be important. When compared to pseudopotentials, they can introduce errors of
the order of 60%.
It is important to note that the parameters used in the 4 cases do not correspond
to straightforward fits to the end members. The Ca-O and Ca-Ca parameters for
example, were obtained from a fit to the CaO-MgO system and not just CaO. This
restricted the space of possible parameters considerably. When CaO and MgO are fit
independently, many different sets reproduce the pseudopotential results with similar
accuracy. It is only when the L10o structure is used that one set was selected, which
was the one used here. Consequently, enough "restrictions" in the fits should be used.
By "restrictions" we mean either fitting to mixtures or using different deformations
of the unit cell.8
Finally, even when a detailed fit to a given system is pursued, the combination
of the end-member parameters can be used as a starting point. They have proven
during the CaO-ZrO2 fit to be much closer to the final parameters than the universal
values.
7.4 Conclusions
We have shown that the semiempirical self-consistent tight-binding formalism repre-
sents an intermediate method between simple potential models and highly-accurate
LDA techniques for studying the energetics of oxides. It retains the high computa-
tional speed of the former, but at the same can correctly interpolate very accurate
LDA results. The computation of the CaO-MgO phase diagram is an excellent exam-
ple of this. In this system, the pseudopotential results for only three structures were
employed to predict formation energies of many more compounds. This information
was then used to compute a converged cluster expansion from which the solubility
limits of the system were obtained.
Therefore, the semiempirical tight-binding method offers a clear advantage for
investigations in which the energies of many ordered structures, in the same system,
have to be computed. Such is the case in the ab initio prediction of multicomponent
oxide phase diagrams. Although a few computing-intensive LDA calculations have
to be performed to fit the tight-binding parameters, the result is a transferable total-
energy Hamiltonian that can be used on complex and large unit cells. This makes it
an excellent extrapolation tool, considerably reducing the computational burden for
phase stability calculations.
The excellent transferability properties of the tight-binding Hamiltonian were
demonstrated not only in the CaO-MgO system but also in the more demanding
8 The deformations of the unit cell do not necessarily have to be compatible with the symmetry.
For example, atomic displacements that allow a sampling of many different integrals as a function
of the full range of distances between ions can be used.
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CaO-ZrO2 system. Most of the approximate total-energy methods assume either
covalent or ionic bonding. Consequently, systems such as CaO-ZrO 2 present an
extremely difficult case for them. For example, the SSCAD and pair potentials failed
to reproduce nonspherical electronic relaxations and charge transfers respectively.
On the other hand, the tight-binding model predicts very accurately the energy
differences between the pure tetragonal and cubic phases and the formation energies
of calcia-doped zirconias. The incorporation of the relevant physical mechanisms
found in chapter 5 was essential for the Hamiltonian to be transferable.
The effectiveness of the method depends critically on the fitting process. This is
clearly a crucial and time-consuming step. Therefore, physical insight should be used
to obtain reliable results. Fitting the end members of the system is usually simpler
than dealing with the mixtures. Using just these parameters, disregarding some of
the cation-cation hopping and overlap integrals, proved to be more accurate than
employing pair potentials. However, the overall accuracy (-,60% error) is too low to
be used for quantitative predictions and a full fit should be performed.
The general accuracy of the tight-binding formalism can be improved by using a
more complex distance dependence in the parametrization of the hopping and overlap
terms. In all this chapter, we have just used the one-coefficient Harrison distance
dependence. To deal with major distortions of the structures (with respect to the
ones fit to) a more complex function should be used. This will result in a significant
increase in the number of parameters to fit. In the CaO-MgO case, this produced
a better description of the bands but only a marginal improvement in the formation
energies. Total energies are integrated quantities that do not depend on the exact
details of the bands. However, in cases such as the monoclinic ZrO 2 phase, using
more parameters seems to be unavoidable.
Other improvements of the tight-binding formalism, such as the use of three-
center integrals or a Hartree-Fock instead of a Hartree description of the electron-
electron interactions, should also be considered.
The doped-zirconia results showed a significant variation of the ionic charges
between and within different structures. The speed of the tight-binding formulation
will let us, in the next chapter, perform large cell calculations to further understand
this behavior.
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Chapter 8
Charge transfer in oxides
Many approximate total-energy methods work with point charges instead of the full
electronic density. Small changes in their values can have an important effect on the
energy, in the scale we are interested in.
While in sophisticated quantum-mechanical techniques the electron density is
computed by solving Schrdedinger's equation self-consistently, a simple formulation
to find the point charges within approximate methods is still lacking for oxides. Tradi-
tionally, the latter methods overcame this difficulty by simply assuming fixed charges
for the ions, independently of their atomic environments. Unfortunately, as it was
shown in this work, the above simplification can introduce large errors in the forma-
tion energy (see chapter 7).
In this chapter, we will describe how the ionic charge in an oxide changes with
different atomic arrangements on a lattice. Using this information, simple rules to
model the variation of the charge will be tested. We will perform these studies in
calcia-doped zirconias. As shown in chapter 7, they exhibit a strong dependence of the
ionic charge on the environment. The charges will be extracted from a self-consistent
calculation in a large fluorite supercell. We chose this structure to maximize the
number of different atomic neighborhoods in a single calculation.
In order to relate point charge models to actual self-consistent electronic densities,
a procedure for extracting point charges from them should be defined. The electronic
charge density is usually partitioned into domains of different shapes (e.g., spheres,
polyhedra, etc.) and integrated within each of them to obtain the corresponding
charges. This procedure is clearly not unique. However, if a consistent way of defining
the charges is adopted, differences in charge transfer can be studied. Here, we will
use either the muffin-tin approximation or the projection of the solid wave functions
onto atomiclike basis functions to define the ionic charges as explained in the next
sections.
In metallic alloys, point charges extracted from LDA calculations can be very well
reproduced with a very simple analytic model [186, 187]. In this scheme, the charge
on a given ion only depends on the number of unlike neighbors close to that ion.
Here, we will explore if a similar set of rules can be applied to oxide systems, where
large charge transfers and long-range interactions are present. This will involve the
study of the relationship between the charge on a given site and the local environment
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and Madelung field for that site. If successful, a simple formulation such as the one
used in metallic alloys can considerably improve the performance of potential models,
specially if they are used in conjunction with the compressible-ion model described
in chapter 3 to account for the ionic breathing.
The self-consistent tight-binding method described in chapter 6 will be used to
compute the charges. It is the only quantum-mechanical technique capable of han-
dling, in a reasonable time, the large supercell calculation (more than 300 atoms)
required in this study.1 We already showed that this method accurately reproduced
formation energies in doped zirconias. Since the accuracy of these predictions criti-
cally depends on the correct description of the ionic charge, it is reasonable to assume
that the tight-binding model will also provide correct values for the charges.
We will start, in section 8.1, summarizing the results obtained for binary metallic
alloys. Then, in section 8.2 we will use the self-consistent tight-binding formulation
to study the variation of charge in oxides. Finally, in section 8.2.2, we will discuss
our findings and evaluate the accuracy of simple point-charge models.
8.1 Simple charge model for metallic alloys
Mott suggested early on that the charge of an atom in a solid depends on the number
of chemically similar atoms by which it is surrounded [232]. The charge is expected
to have the smallest absolute value when all the neighbors of the ion are of its same
species. The justification is that if the system is screened enough, an atom surrounded
by like neighbors will not "know" that it is not part of a pure elemental solid but of
an alloy and consequently, its charge will be close to zero.
The idea was used by Magri and collaborators to express the charge in a binary
alloy as a linear function of the number of unlike atoms on the nearest neighbor
shell [186]. This was later extended to any number of shells by Wolverton et al. [187].
They expressed the charge, qi, at site i as,
qi = A1E AE [Si -Ska, (8.1)
a 1 k1
where A, are constants and the first sum goes over the desired number of shells. Si is
1(0) if an A(B) atom is located at site i and the last sum is over all sites in the shell
s. Note that the latter sum counts the number of unlike neighbors in the s shell. A
generalized number of neighbors, N is defined so that qi is proportional to it,
As=-" [Si - Sk]. (8.2)
8 1 ,
It was shown in reference [187] that the same A, are extracted from small- and large-
1 Another option would be to perform many small cell calculations. Still, to have a similar number
of different atomic neighborhoods to the one provided by a large supercell, a prohibitively large set
of small structures should be used.
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unit-cell (with a random distribution of the atoms) LDA calculations. This is a clear
indication that similar mechanisms underlay the transfer of charge for both ordered
and random alloys. These coefficients depend on the volume (and thus implicitly on
the composition, for lattice mismatched alloys). See reference [187] for more details.
Expression 8.1 was tested in large supercell LDA calculations (256-432 atoms) for
the Cul_.Zn, random alloy [187]. The total charge at site i was defined in terms of
the muffin-tin approximation used in the evaluation of the Coulomb field,
qi = 4 f MT(r)2dr +o ri - 4- (RMT )]- Zi, (8.3)Jo P3Trr 'dr [Ui 3 M(R )]
where RiM is the muffin-tin radius used for the atom at site i, pf, is the spherically-
symmetric electronic density within the muffin-tin sphere, po is the constant electronic
density in the interstitial, wi is the volume of the Wigner-Seitz cell surrounding each
site, and Zi is the nuclear charge.
The accuracy of equation 8.1 depends on the number of shells considered. Taking
the first two (three) nearest neighbors shells was enough to reproduce the LDA results
for a fcc (bcc) lattice very closely.
The supercell calculations also showed a remarkably linear relation between the
charges associated with a given site and the long-range electrostatic potential at that
site [233]. This behavior can be predicted from the simple charge model when enough
neighboring shells are considered [187].
These results show that even for systems where small charge transfers are ex-
pected, the charges on different crystallographic sites will differ according to the
atomic environment. In the next sections, we will study these mechanisms when
large charge transfers are expected.
8.2 Charge transfer in oxides
The variation of the ionic charge in oxides within and along different structures was
clearly demonstrated in calcia-doped zirconia (see section 7.2.2). Here, we will in-
vestigate if the simple model described in section 8.1 is still valid for this system, in
spite of the fact that large charge differences are expected between dissimilar crystal-
lographic sites.
Similar to what was described in section 8.1, we performed a large fluorite supercell
calculation. The zirconia and calcium atoms were randomly distributed on the cation
sublattice. Vacancies and oxygen atoms were randomly placed on the the anion
sublattice. A similar number of calcium and zirconium ions was used. In this way,
many different crystallographic sites and local environments could be sampled in a
single calculation. The number of vacancies was selected to ensure charge neutrality
when formal charges are assigned to the ions.
The point charge model, with two first neighboring shells, in equation 8.1 can be
extended to this system in the following way,
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qi(Zr) = A1Nca + A2NO +C Cr,
qi(Ca) = -AiNzr + A3N + Ca,
qi(O) = -A 2NZr - A3NCa + A4No + Co, (8.4)
where Ai and C, are constants, and N , is the number of a neighbors (a = Ca, Zr, or
O). To preserve charge neutrality the coefficients C, should be related by,
zzrCZr + zcaCCa + xoCo = 0. (8.5)
Here, Xzr, xca, and xo indicate the atomic fraction of zirconium, calcium, and oxygen
ions respectively. Equations 8.4 can be written to include any number of shells.
Both a 3x3x3 (324 sites) and a 2x2x2 (96 sites) fluorite supercell were used in the
study. If the charge on a given site is mostly determined by local effects the results
should be similar in both cases.
The same tight-binding parameters as in section 7.2.2 were used in the calcula-
tions. For k-space integrations, we tested both a 2x2x2 uniform grid and the F point
in the 2x2x2 supercell calculation. The charges were already converged within 0.01
electrons in the latter case. Consequently, all the calculations were done with the F
point.
The charge was defined (equation 6.26) as the projection of the electron wave
function in the solid onto the basis orbitals. Note that it is the same charge used to
compute the Madelung energy within the tight-binding model.
8.2.1 Charge transfer in calcia-doped zirconia
A generalized number of neighbors for each ion can be defined from equations 8.4,
qi(Zr) = A1 Nca + No + Czr
= AlTzr + Czr,
qi(Ca) = -A (Nzr - No )+ ca
= -AiX ca + Cca,
qi(O) = -A 2 Nr + Nc a- No +Co
= -A2  + Co. (8.6)
The charges for the different ions can then be expressed as a function of these N.
If we do not enforce charge neutrality, each of the equations 8.6 can be fit inde-
pendently providing the best linear match to the data set. The results are shown in
figure 8-1 and 8-2 as a function of N for two and four neighbor shells respectively
(i.e., one cation and one anion shells in the first case, and two anion and two cation
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shells in the second). Relation 8.6 predicts the straight line plot in the figures.
Clearly, even by fitting the equations 8.6 independently, the dispersion in the values
is very important. The variation is of the order of the change in the ionic charge
reported in section 7.2.2. As we mentioned, this variation introduced large errors in
the formation energies.
The fit A parameters change from the 2x2x2 to the 3x3x3 fluorite supercell calcu-
lations, although the qualitative behavior shown in figures 8-2 and 8-1 is the same.
For example, A4 changed from 0.18 ± 0.02 to 0.132 ± 0.007 from the smallest to the
largest supercell. This is an indication that the effects that determine the charge
are not entirely local or that the dependence on the local environment goes beyond
simply counting the number of unlike neighbors.2
When the charge neutrality constraint is imposed, all the coefficients in equa-
tion 8.6 have to be determined simultaneously. The fit is clearly worse, as shown in
figure 8-3.3
The dependence of the charge at a given site on the Coulomb potential at that
site is shown in figure 8-4.
8.2.2 Discussion
The results of section 8.2.1 clearly show a strong dependence of the ionic charge
on its environment. Differences of more than one electron occur in our supercells.
Consequently, potential models that assume fixed charges are bound to fail since
large errors in the Coulomb energy can be expected. The variation of charge with
structure in zirconias has also been suggested by other experimental and theoretical
work [141, 142].
The calcium ions are shown to be almost completely ionized, independently of the
structure or the symmetry of the site that they occupy. This behavior was confirmed
by the pseudopotential calculations. Electronic density plots with virtually zero elec-
trons in the Ca ions, such us the one shown in figure 4-11, can be obtained for each
of the S structures.
Unfortunately, figures 8-1 and 8-2 show that a simple description of the variation
of the charge such as the one used in metallic alloys is not possible. The dispersion
of the charges around a linear behavior on the number of unlike neighbors exceeds
0.4 electrons even when 4 shells of neighbors are accounted for. If the scheme were
to be used to predict ionic charges within a total-energy model, large errors in the
formation energies should be expected.
The charge shows a perfectly linear behavior with respect to the Coulomb potential
for small values on the oxygen and zirconium ions. The calculations for the CulxZnx
random alloy, mentioned in section 8.1, also showed this behavior (only small charges
2 One possible improvement is to look at the particular arrangements of the atoms around the
site where the charge is computed.
3The predictions for the oxygen charges are closer to the actual values. This is just an artifact of
the fitting process. There is more than twice the number of oxygen ions than the number of calcium
or zirconium ions in the unit cell. Since equal weights were given to all data points, the oxygen data
set was implicitly weighted more.
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Figure 8-1: Charge (in electrons) versus generalized number of neighbors N. The
straight line is the prediction of the charge model of equation 8.6 when two neighbor
layers are included. The A parameters were fit without imposing charge neutrality.
The dots correspond to tight-binding large-supercell calculations.
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were involved in these studies). For large fields, the charge levels off at the formal
valence charge, i.e., +4 and -2 for Zr and O ions respectively. This is expected since
those values correspond to electronic shell levels completely full or empty.4
Figure 8-4 also shows a much smaller dispersion of the ionic charge as a function
of the Madelung field than as a function of N. There is almost a one-to-one cor-
respondence between charge and Coulomb potential for the zirconium atoms. The
same is true for oxygen up to an absolute charge of -1.4. For larger values, the
dispersion starts increasing considerably. The second electron that is added to the
oxygen atom is not stable if the ion is isolated. It is stabilized in the solid by the
Madelung field. Consequently, we can expect that this loosely bounded electron will
be more dependent on the particular local environment of the ions. We believe this
effect is responsible for the increase in the dispersion of the values of the oxygen
charges beyond the 1.4 electron absolute charge.
8.3 Conclusions
The self-consistent supercell calculations performed in this chapter clearly show the
dependence of the charge of an ion on its environment. Our results indicate that
the simple local rules used in metallic alloys to describe this dependence can not be
directly applied to oxides. Even by considering four neighbor shells in the analysis,
the dispersion in the predicted charges can introduce large errors if they are used to
compute formation energies.
A combination of both a local and a long-range formulation may be necessary to
properly describe charge variations in oxides. A more careful treatment of the local
rules can also be implemented. As suggested in reference [186], the specific atomic
arrangements around the ion, or nonlinear dependencies with the number of unlike
neighbors can be considered.
An almost perfect one-to-one dependence between Coulomb potential and charge
was found for the zirconium ions. For small charges, this relation is linear, in agree-
ment with previous calculations in metallic alloys [233]. The same holds for the
oxygen ions, though a wider dispersion in the values was found. We believe the latter
effect is related to the instability of the 0-2 ion. Calcium ions were fully ionized
independently of the particular environments.
Apart from the simple point-charge model described in section 8.1, there is an-
other non-self-consistent formalism in the literature (due to Streitz and Mintmire)
that incorporates charge transfer effects. It was described in section 3.2 and is based
only on the minimization of the electrostatic energy. While the point-charge model is
fit to reproduce self-consistent LDA results, quantum-mechanical effects are absent
in the Streitz-Mintmire approach. We have not tested this last scheme since our
tight-binding formulation is more general and not much more complex to implement.
In summary, the relation between the charge of an ion and the arrangement of its
4 The Coulomb potential would have to be increased (decreased) considerably more in order to
start adding (removing) electrons to (from) the following (previous) electronic shell.
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neighbor atoms can not be captured with simple local rules in oxides. The variation of
the charge can be large and it is essential to incorporate these changes into any total-
energy formalism. Compared to other models in the literature, the self-consistent
tight-binding formalism offers the best alternative to account for these effects without
using complex quantum-mechanical methods.
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Chapter 9
Conclusions
The period of time we are now living will likely be recognized as the Computer
Age. Although materials will probably no longer be used directly to name the ages
of history, the innovations that a deeper knowledge of their properties bring, will
certainly be. This shift from materials to applications is tied to the fact that we do
not need to take the properties of materials as given but that we can shape them to
our needs.
Actually, there is a fruitful relationship between materials and computers. Not
only can more powerful computers be developed from a better control and under-
standing of materials properties, but also computer simulations can now help to de-
sign better materials. In this thesis, we focused on how to improve the computational
techniques in order to make their predictions more reliable in oxides.
At the basis of most computational investigations lies a model to describe the
energetics of the system since nearly all materials properties can be related to dif-
ferences in total energies. Energy values can be determined from the solution of
complex quantum-mechanical equations. In principle, the only input they require is
the atomic numbers of the species that form the system to be studied. By coupling
these methods to statistical-mechanical approaches, the thermodynamical properties
of materials can be assessed. From these properties, essential information to process
materials efficiently can be obtained.
The complexity of oxides has prevented the widespread use of state-of-the-art
techniques to solve the quantum-mechanical equations. A tradition to use very sim-
ple total-energy models in these systems exists. One conclusion of this work is that
these simple models do not incorporate all the relevant terms to accurately predict
formation energies on the scale of thermodynamical effects (i.e., tens of meV/atom).
For example, the CaO-MgO phase diagram we computed using pair-potential ap-
proaches agrees only qualitatively with the experimental observations. A miscibility
gap with the correct asymmetry was predicted using these rudimentary models, but
the solubility limits were considerably off.
On the other hand, we showed that very complex and computationally demanding
methods, such as pseudopotentials or FLAPW can provide an accurate description of
the energetics of oxides. We found very good agreement between their predictions and
experiments whenever the local-density approximation to density-functional theory
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was employed.
Still, the use of these sophisticated methods is limited to very simple cases. The
computation of phase diagrams requires the determination of formation energies for
many different mixtures of the end members. Some of these compounds, such as in
doped zirconias, can have more than 60 atoms in a unit cell with very low symmetry. A
few of these calculations can be performed with the help of supercomputers. However,
the computational resources necessary to obtain all the essential energies to determine
thermodynamical information are not currently available.
Even in 50 years, at the current rate of improvement in computer power, the
computational simulation of many technologically relevant oxide systems will still
be out of reach. Moreover, the study of surfaces or some macroscopic properties
such as fracture opens a new dimension to the complexity of the problem. Unless a
breakthrough is achieved in both the quantum- and statistical-mechanical models,
simplifying assumptions will always have to be made in the foreseeable future.
The main conclusion of this work is that it is possible to compute formation
energies in oxides very accurately without using sophisticated quantum-mechanical
methods. They can be replaced by simple models where all the main contributions
to the Hamiltonian are accounted for. However, approximations currently used in
many energy techniques are not adequate to deal with the relevant effects in oxides.
We showed that charge transfer mechanisms, oxygen breathing, and nonspherical
relaxations of the electronic density have to be incorporated into the Hamiltonian in
order to capture the essential physics of the problem.
As part of this thesis, we successfully integrated into a tight-binding formulation
most of the effects mentioned above. The Hamiltonian of the model includes explicit
parametrizations of these terms. The parameters are fit to the pseudopotential bands
and equations of state of the end members of a specific system and one mixture of
them. From this information, the formation energy of any other mixture can be
computed with an accuracy comparable to the pseudopotential predictions but at
a fraction of the time. Thus, the tight-binding method can be regarded as a very
accurate interpolation tool. The predicted formation energies in the CaO-MgO and
CaO-ZrO2 system only differed 10% on average from the pseudopotential results.
Most of the novel terms in the tight-binding Hamiltonian depend on the charge
of the ions, which is taken as variable within this model. This forces us to find the
Hamiltonian eigenvalues and eigenvectors self-consistently. The procedure provides
a very accurate way to treat charge transfer within highly ionic systems. We demon-
strated that total energies can be considerably affected by charge transfer between
the ions. The variation of the charge is easily described in metallic alloys in terms of
local environments. Unfortunately, we showed that the same is not possible in oxides.
Long-range interactions and local effects are needed. Tight binding was shown to be
a very good option to deal with these effects.
The tight-binding formulation offers a full quantum-mechanical description of
bonding and a natural way of incorporating charge transfer, oxygen breathing, and
nonspherical relaxations. Even though some of these effects have recently been in-
cluded within a potential or an embedded atom model, there was no simple integration
of all of them into a single approximate approach. Furthermore, even if they are in-
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corporated, they will still lack other quantum-mechanical effects that tight-binding
provides (e.g., band effects).
The use of the tight-binding method to interpolate bands and compute total
energies is not new. However, this is the first time that a self-consistent formulation
has been used to predict formation energies in multicomponent oxide alloys. This
approach proved to be not only fast, but very reliable.
Even when a good and fast description of the energetics of the system is provided,
the evaluation of the thermodynamical properties is a very difficult task. To compute
phase diagrams an effective lattice Hamiltonian is usually constructed. Monte Carlo
simulations or the cluster variation method are then used to determine the phase
boundaries. We showed the predictive power of this approach by computing the tight-
binding CaO-MgO phase diagram. The agreement with experiments is very good.
At low temperatures, equilibration times in Monte Carlo become unaffordably long
and numerical instabilities can appear in the CVM. We developed a low-temperature
expansion of the free energy that overcomes these difficulties. Its prediction can be
smoothly joined with the other techniques at temperatures where the three approaches
can be used.
As computers become more powerful and the simulation techniques more accurate,
computational experiments will have a great impact in the development of novel ma-
terials. Although the scales of every day problems are still intractable in most cases,
the insight computer simulations can provide is invaluable. Approximate methods,
that correctly treat the relevant physical phenomena certainly extend the limits of
what can be studied today.
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Chapter 10
Future research
Computational experiments are a new and powerful tool in materials science and en-
gineering. In this thesis, we have described how the combination of quantum- and
statistical-mechanical techniques can be used to study phase stability in multicom-
ponent oxides. For the predictions of the models to be more accurate, improvements
in the methods are necessary.
The development of total-energy methods is a very active field of research. Work
is being carried on both new and existent techniques. For example, the speed of the
plane-wave approach was considerably increased by the use of ultrasoft pseudopoten-
tials, which require a much smaller energy cutoff. Also, nonspherical relaxations of
the electronic densities are being incorporated into the SSCAD model.
Novel formulations are focusing on both the speed and the accuracy of the models.
Most of the calculations in this thesis have been done within the local-density ap-
proximation to density-functional theory. LDA is known to be overbinding in solids,
leading to an underprediction of lattice constants (typically 1% to 2%) [97]. Errors as
large as 20% are also common for elastic constants. The generalized-gradient approx-
imation (see section 3.3.1) was proposed as a way to go beyond LDA, and is constantly
being improved (see for example [234]). It tends to provide better structural energy
differences but it sometimes overestimates lattice constants [235, 236]. For systems
with strong Coulomb correlations, such as Mott insulators, the LDA was recently
combined with a Hubbard-type model. This is the so-called LDA+U approach [237].
The LDA+U method has successfully been applied to transition-metal oxides. See
reference [238] for a review of the method and its applications.
The accuracy of the calculations is not the only factor to be considered. The speed
of the total-energy methods is crucial to compute the formation energies needed as
input to phase diagram calculations. Massively parallel computers have started to be
used. Most methods are being adapted to exploit the advantages of these computers.
As mentioned in chapter 3, some techniques are also being reformulated so that they
scale linearly with the number of atoms in the unit cell.
To speed up the calculations, new basis sets that provide a description of a func-
tion with spatially variable resolution have been introduced. This is ideal for oxides,
since oxygen atoms have strongly peaked orbitals. In some cases, the simplicity of
the plane-wave basis set is retained while generalizing it to a non-Euclidean curvi-
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linear space to reduce the size of the set [157]. In other cases, the multiresolution
properties of wavelets are combined with the smooth interpolation characteristics of
finite element methods [158].
More accurate semiempirical approaches for oxides are also being investigated.
Recently, a charge transfer scheme and a compressible ion model which includes both
dipole and quadrupolar polarizability were introduced [75, 88, 89]. However, a way
of integrating all these effects into a potential model is still lacking. On the other
hand, we demonstrated that a self-consistent tight-binding formulation can easily
incorporate these contributions.
A critical step in the formulation of the tight-binding Hamiltonian is the deter-
mination of an adequate set of parameters for a given system. It would be interesting
to study alternative ways to perform the fitting process. One possibility is to use
different atomic displacements that would independently sample different regions of
the optimization space. This will also provide a more reliable determination of the
distance dependence of the parametrizations. At the same time, forces can be com-
puted and fit to. A good description of the forces is essential if vibrational ECI's will
be computed.
The tight-binding Hamiltonian used in this work can be improved in many ways.
Both the inter- and intra-atomic interaction can be treated more accurately. For
example, a Hartree-Fock instead of a Hartree formulation can be implemented. This
will be important to treat transition-metal oxides. Also, a more accurate distance
dependence in the parametrizations of the hopping and overlap integrals can be used.
The computation of alloy phase diagrams needs not only a fast and accurate
description of the energetics of the system but also a methodology to account for all
the important contributions to the free energy. We described how the Ising lattice
model can be used to accommodate both substitutional and nonsubstitutional degrees
of freedom. For the latter, a coarse-graining of the alloy Hamiltonian was done.
Recently, a formalism to include lattice vibrations within this model Hamiltonian
in the harmonic approximation was proposed [34]. A way to accurately deal with
anharmonic effects is still lacking. Electronic excitations can also be included [37].
The thermodynamic properties of binary alloys have been explored in many sys-
tems. However, most technologically important oxides are multicomponent alloys. In
the CaO-MgO system, the anion sublattice is fully occupied. This allowed us to treat
this problem as a binary ordering on the cation sublattice. However, in the CaO-ZrO2
system the anion lattice accommodates not only oxygen ions but also vacancies. (The
vacancies are introduced to compensate for the difference in charge between the Zr
and Ca ions.) A coupled-sublattice cluster expansion is required here. It would be
very interesting to use this approach, in combination with our tight-binding Hamil-
tonian, to compute the CaO-ZrO2 phase diagram. The available experimental phase
diagram is incomplete. There are doubts about many of its regions due to kinetic
effects, the presence of defects and impurities, or just because the measurements are
difficult at extreme temperatures.
If more than one type of cation dopant is added to zirconia, the system can
no longer be treated as two binary problems. A ternary model seems unavoidable,
and much more effort needs to be spent. It will certainly be worth developing new
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approximate models to deal with the complexity of these systems.
We have investigated techniques to determine the solid portion of a phase diagram.
In order to compute the full stability map, the liquid phase has to be accounted for.
An accurate atomistic model for the thermodynamics of liquids is needed.
In this thesis, we have mainly been concerned with equilibrium properties and
perfect crystalline systems. Although a great wealth of information can be obtained
from these studies, real materials are affected by kinetic processes, grain boundaries,
and other defects. The modeling of kinetic processes in oxides is very complex. It
would be very interesting to apply the tight-binding approach developed in this thesis
in conjunction with molecular-dynamics methods and lattice models (see for example
reference [46]) to study this problem. Parallel supercomputer technology is starting
to allow ab initio calculations on systems big enough to explore the interactions
among dislocations [239]. Furthermore, combinations of first-principles approaches
and simple energy models can be used to build a bridge between the different length
scales of the problem.
It should be clear by now that the modeling of materials requires a combination
of both sophisticated quantum-mechanical methods and simple energy models with
dynamical and statistical-mechanical approaches. There is still plenty of room for
improvements in all these fields. As computers become more powerful, and the meth-
ods more sophisticated the dream of designing real materials from first principles is
turning into a reality.
193
194
Appendix A
Additional results for the
CaO-MgO system
A.1 Introduction
In this appendix, we provide the computed formation energies for different structures
in the CaO-MgO system. These values were used to fit the ECI's shown in figures 5-2
and 7-2.
A derivation of the potential used in section 5.3.3 will also be described.
A.2 Formation energies
In table A.1, we show the formation energies computed using the SSCAD, the poten-
tial in section 5.3.3, and the self-consistent tight-binding method for the CaO-MgO
system.
A.3 Pair-potential model for CaO-MgO
In section 5.3.3, we used the following form for the short-range repulsive interaction
in the CaO-MgO system,
A,V(rij) = - (A.1)
It can be directly derived from the tight-binding Hamiltonian in equation 6.23 if we
assume that there is no softening of the ions.
The softening of the ions is the reduction, in absolute value, of the cation and
anion charges. It is proportional to:
Hii -Hij (A.2)
where Hij is the hopping matrix element between the ions (i and j) that are reducing
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Structure Concentration SSCAD Pair Potential Tight-Binding
Rocksalt CaO 0.000 0.000 0.000
Rocksalt MgO 0.000 0.000 0.000
Lo0 MgCaO2  0.125 0.147 0.141
L12  MgCa30 4  0.085 0.100 0.098
L12  Mg 3 CaO4  0.104 0.121 0.116
A2B2  MgCaO2  0.074 0.066 0.093
L11 MgCaO2  0.075 0.090 0.094
MoPt 2  MgCa20 3  0.070 0.077 0.087
MoPt 2  Mg 2CaO3  0.072 0.072 0.090
A5B MgCa 5O 6  0.040 0.044 0.053
A5B MgsCaO 6  0.046 0.046 0.059
Ni 4Mo MgCa40 5  0.046 0.047 0.058
Ni4Mo Mg4CaO 5  0.054 0.053 0.068
Pt8Ti MgCa 8O9  0.032 0.034 0.038
PtsTi MgsCaO 9  0.041 0.043 0.048
A4 B2  MgCa20 3  0.065 0.070 0.087
A4B2  Mg 2CaO3  0.069 0.070 0.090
Do22  MgCa30 4  0.060 0.060 0.074
Do22  Mg 3CaO4  0.078 0.083 0.092
S2x2x2 MgCa31032 0.008 0.009 0.010
S2x2x2 Mg31CaO3 2  0.011 0.011 0.013
Table A.1: Formation energies (meV/atom) of different ordered structures in the
CaO-MgO system obtained by using the SSCAD, the pair-potential in section 5.3.3,
and the self-consistent tight-binding methods. All the structures were fully relaxed.
A description of the structures can be found in references [45] or [66]. The S2x2x2
corresponds to the 2x2x2 supercell used in reference [84].
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their charge. See reference [130] for more details.
If we assume formal values for the charges, the calcium and magnesium s orbitals
have a higher energy than the oxygen p orbitals within the tight-binding model.
Consequently, if all the nondiagonal terms Hij are set close to zero ("hard" ions),
the ionic charges will stay at those formal values. No self-consistency is needed.
The Hamiltonian matrix is basically diagonal and an expression for the total energy
(E(n(r))) can be written directly as the sum of the Hamiltonian eigenvalues (Ebs)
plus the Madelung energy and the corrections for the double-counting of the electron-
electron interaction (F(n(rj)),
E(n(r)) = Ebs + F(n(r%). (A.3)
Apart from the Coulomb terms, only Fi, in Ebs (see equation 6.24) depends on the
ionic distances. As we already mentioned, Fi,, is a repulsive contribution that comes
from the overlap of the nonorthogonal basis. For sp-bonded materials, its distance
dependence can be computed from Harrison's work (table 6.1) and the use of Hiickel's
theory as explained in reference [192]. The result is the - dependence in equation A.1.
The Aij values were fit to the pseudopotential lattice constant of CaO and MgO,
and the formation energy and lattice constant of CaMgO 2 (Llo structure).
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Appendix B
k-space integration
B.1 Introduction
Most solid-state total-energy methods require the evaluation of integrals of periodic
functions in k space to compute quantities such as the electronic density or single-
particle energy sums. Since the calculation time scales linearly with the number of k
points, the smallest possible number of them should be used.
Many systematic ways have been proposed to choose small sets of k points that are
normally called special points. Usually they provide a more accurate integration, with
a smaller number of points, than the ordinary tetrahedron-integration method [240].1
Here, we will briefly review the most popular ways of choosing the special k points.
B.2 Special k points
B.2.1 Uniform mesh
A uniform grid is used in k space. The accuracy of the integrations can be improved by
increasing the number of grid points. The symmetry of the crystal may be employed
to eliminate those points that are equivalent. When this is done, the "weight" of the
remaining k vectors has to be adjusted. (The origin of the mesh can be shifted to
optimize the use of symmetry.)
B.2.2 The Chadi-Cohen scheme
The k points are chosen so that the integrals are computed exactly for those functions
that contain up to a certain Fourier component. By increasing this component, a
hierarchy of points can be obtained.
The point-group symmetry of the crystal is normally used to reduce the number
of k points to the irreducible part of the Brillouin zone. See reference [242] for more
1 For a comparison between the tetrahedron and the special-points integration methods see ref-
erence [241].
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details.
B.2.3 The Monkhorst-Pack scheme
The method is similar in spirit to the Chadi-Cohen scheme. Again, the k points are
chosen so that the integrals are computed exactly for those functions that contain up
to a certain Fourier component. However, they differ on how to actually pick these
points. Furthermore, a different number of special points and order of the terms
canceled in the Fourier expansion is predicted. A comparison between the Chadi-
Cohen and the Monkhorst-Pack scheme can be found in references [243, 244]. See
reference [245] for more details.
This method was later generalized by Froyen [246].
B.3 Superstructures and "equivalent" k points
In many applications, such as the computation of formation energies or forces, it is
necessary to compare results for supercells of different geometry. In order to minimize
systematic errors in the evaluation of Brillouin-zone integrals, it is convenient to use
an equivalent set of k points. By equivalent, we mean using the same points in
reciprocal space.
The equivalent points can be obtained from any set of points, such as the ones in
section B.2. The procedure consists in expanding all the k points used for the parent
lattice by means of the symmetry of that lattice. Once all the equivalent points are
identified in the first Brillouin zone, the symmetry of the supercell can be used to
keep the independent ones (the weights have to be adjusted).
B.4 Brillouin-zone integrations in metals
The functions to be integrated in metals are discontinuous due to the partial filling
of the energy bands. While the integrals of infinitely differentiable functions, such as
the ones obtained in insulators, converge exponentially with the spacing of the grid,
discontinuous functions have a very low convergence. In order to be able to perform
Brillouin-zone integrations in metals with high precision but without a prohibitively
large set of k points, different methods have been proposed (see reference [227] and
references therein).
In one of these methods, the convergence is improved by a smearing of the values
at each k point into Gaussians. In this way, an exponential convergence with respect
to the grid spacing is recovered. However, there is no guarantee that the integral will
converged to the correct value.
Methfessel and Paxton showed that, with a more careful choice of the broadening
function, an independent control of both the k convergence (i.e., number of points)
and the integral value convergence can be achieved. Thus, an exponential convergence
with the number of sampling points is recovered, but without a loss in accuracy. A
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hierarchy of smooth approximations to the step and 6 functions was developed. See
reference [227] for more details.
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Appendix C
The design of lithium batteries
C.1 Introduction
The objective of this appendix is to illustrate a different application of total-energy
methods. The pseudopotential formation energies will be directly linked to the voltage
of a battery. Ab initio calculations allow the systematic investigation of the effects
of chemistry and structure on the voltage. This is an excellent example of a case
where computer experiments can help to develop materials with properties tailored
to specific needs.
The voltage is one of the most important parameters when designing a battery.
We will only give a brief introduction to this problem by focusing on the computation
of the average voltage of lithium-transition-metal batteries. A much broader perspec-
tive and interpretation of the results can be found in references [247, 248, 249, 250].
Figure C-1 illustrates how a lithium battery works. During discharge, Li + ions
are transferred from the anode to the cathode through the electrolyte. The charge of
Li + is compensated in the cathode by absorbing an electron from the external circuit.
By applying an external voltage the process can be reversed.'
The anode is usually a solution of lithium in carbon. However, for simplicity, we
will assume a pure metallic lithium anode. Although different materials can be used
as cathodes, we will investigate the lithium-transition-metal oxides (Li.MO 2, where
M=Ti, V, Mn, Co, Ni, Cu, or Zn). 2 Depending on the structure, the ratio of lithium
to metal ions, x, can be varied between 0 and 1.
For the discharge process to proceed, the following reaction should be thermody-
namically favored,
MO 2 + Li -4 LiMO 2. (C.1)
Using thermodynamical arguments, it is possible to compute the voltage of the cell
from the lithium chemical potential (PLO) on both sides of expression C.1. In general,
the battery is discharged between LixMO2 and Li 2MO 2. The battery voltage, V, is
1This is assuming that lithium can be reversibly cycled in and out of the cathode without major
structural changes.
2 Composite materials are actually used. The transition metals are combined with carbon to
provide a conducting medium for the electrons.
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Discharge Charge
Figure C-1: Charge and discharge cycle for a lithium battery.
related to the lithium content, x, in LixMO 2 as [251]
cathode - anode
V( X )= /Li(x) - PLiZF (C.2)
Z is the number of electrons in the external circuit for each Li ion (in our case Z = 1),
and F is the Faraday constant.
The average voltage of the battery (between x = 0 and x = 1), (V), depends
on the formation energy of LiMO 2. This can be shown by writing the total electrical
energy of the battery as
cathode anode G1 f1L(x) -- I'Li d = e.(V)e =e 1V(x)dx = -e Li(.F f (C.3)
Here, AG is the Gibbs free energy difference (per mole) of reaction C.1 and is com-
puted as
AG = AE + PAV - TAS. (C.4)
The last two terms on the right-hand side of equation C.4 are very small compared to
AE, which is approximated by its value at 0 oK.3 (P, V, T, and S are the pressure,
volume, temperature, and entropy respectively.) Finally,
AE(V) = F (C.5)
3The term PAV is -10 -5 eV, TAS is -10 - 2 eV, and AE is -3-4 eV.
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Li +  o
0o -
Electrolyte
Li +  o
o a
Electrolyte
Table C.1: Valence electron configuration and
pseudopotentials (1= s, p, d).
core radii (rcl) used to generate the
We would like to stress the importance of equation C.5 since it directly relates the
average voltage of the battery to the formation energy of LiMO 2. This voltage can
be simply determined by computing the total energy of LiMO 2, MO 2, and Li. Thus,
ab initio approaches are particularly suited to design new cathode materials since the
voltages can easily be computed. Furthermore, the effects of metal chemistry and
structure on (V) can be studied independently, without being constrained to those
combinations that can be actually synthesized.
We will perform two different computational experiments: We will fix the structure
and change the metal or anion chemistry, and we will change the structure while
keeping the identity of the elements in the cathode. For the first type of experiments,
we chose to use the structure of the commercially employed LiCoO 2 [252]. This is the
a-NaFeO2 arrangement. The same structure corresponds to LiVO 2 [253].
C.2 Pseudopotential studies of the battery volt-
age
C.2.1 Pseudopotential generation
Nonlocal, optimized, Kleinman-Bylander type pseudopotentials were used. The s
angular component was taken as the local potential. The atomic configurations and
core radii used in the generation are shown in table C.1. There is a considerable over-
lap between the lithium 2s and is orbitals. Core corrections are needed to accurately
treat the bcc lithium metal. However, they are not expected to be important in the
Li+ ion. Consequently, they will only affect the pure lithium energy, shifting all the
formation energies by a fixed amount. For simplicity, we will not include these correc-
tions here since we are primarily interested in computing the differences in voltages
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Valence electron configuration re, (A) rcp (A) red (A)
Li 2s0 .92p0 .1 1.16 1.16 -
Ti 4s1 -94p0 '13d 2.0 1.34 1.56 1.03
V 4s1 -94po0 13d3 .0  1.34 1.56 1.03
Mn 4s0. 754p0. 253d5. 0  1.05 1.12 1.03
Co s0 .754p0 .253d7 0  1.00 1.05 1.05
Ni so.7 5 4p0. 253d 8.0  1.11 1.16 1.05
Cu so.54p0 .253d 9.25  1.05 1.21 1.00
Zn so. 754p0 .253d10. 0  1.21 1.32 0.96
S s1. 953p 4.05  0.95 0.95 -
Se s1.54p3.254d0. 25 1.00 1.00 1.00
Ti V Mn
Voltage 2.14 2.81 3.13
(3.1)a
Co
3.75
(4.1)b
Ni Cu
2.92 3.66
(3.8)c
Table C.2: Average voltage (in volts) computed for the LiMO 2 compound in the
a-NaFeO2 structure. The values in parenthesis are experimental. The agreement is
good. The large discrepancy in the nickel case is due to the fact that the structure
is unstable with respect to a Jahn-Teller distortion (not taken into account in the
calculations).
aExperimental averaged voltage
bExperimental averaged voltage
CExperimental averaged voltage
computed
computed
computed
from reference
from reference
from reference
[254].[255].[256].
The error
The error
The error
in the
in the
in the
value -0.1 V.
value -0.1 V.
value -0.1 V.
O S Se
Voltage 3.75 2.14 1.46
Table C.3: Average voltage (volts) for LiCoX 2 compounds in the a-NaFeO 2 structure.
between different structures and chemistries.4
C.2.2 Results
A 900 eV energy cutoff was used in all the calculations. The k points were chosen
using the Monkhorst-Pack scheme [245]. Convergence within tens of meV in the
formation energies was obtained.
In table C.2, we show the average voltages computed for different transition metals
in the a-NaFeO2 structure.
The voltages obtained for different anion species, X, in LiCoX 2 (a-NaFeO2 struc-
ture) are shown in table C.3. Finally, in table C.4, we show the average voltage for
LiCoO 2 in two different structures: a-NaFeO2 (structure # 1) and a variant of this
one with Pearson symbol tI16 [257] (structure # 2). 5
C.2.3 Discussion
Table C.2 indicates that there is a strong tendency for the voltage to increase with
the nuclear charge. As explained in references [249, 250], this can be qualitatively
understood from the fact that the electron coming from Li populate band levels
4By comparing to FLAPW results we showed the effect of core corrections in the overall voltage
to be small (less than 0.1 eV) [250].
5 Here, the Co and Li ions are intermixed in the cation layers.
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Zn
4.41
I
.
Table C.4: Average voltage (volts) for LiCoO 2 compound for two different structures.
For the unrelaxed case, the ideal rocksalt positions were taken.
-8
-8.2
-8.4
-8.6
-8.8
-9
-9.2
-9.4
-9.6
-9.8
-10
Ti V Mn Co Ni Cu Zn
Figure C-2: Fermi energy of different LiMO 2 compounds in the a-NaFeO 2 structure
(solid line). With Ni, a new band starts to be filled, producing a jump in the voltage.
The highest energy point of the band that was just completely filled in Co is also
shown (dashed line).
that are systematically shifted down by the increase in the nuclear charge. This is
illustrated in figure C-2, where we show the decrease in Fermi energy when the nuclear
charge increases. Consequently, the electron coming from the external circuit is placed
at a lower energy in the transition-metal oxide, effectively raising the voltage. Note
that the jump in the nickel voltage is due to the fact that the Li electron has to start
populating a new band at a higher energy.
The effect of structural changes is small for the two arrangements we studied.
However, the effects of relaxations are significant. They can introduce voltage changes
of the order of 0.5 volts. Even more important is the effect of replacing the anion,
that can change (V) by more than 2 volts.
The predicted voltages are in good agreement with the measured values when-
ever they can be compared. This shows the predictive power of the pseudopotential
method. The advantage of performing computational experiments to determine the
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voltage is clear. There is no need to synthesize new compounds. Many different pos-
sibilities can be tested without a costly and laborious processing. At the same time,
the ab initio approach gave insight on the mechanisms that lead to the determination
of voltages, which in turn provides guidance to choose new compounds.
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