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ABSTRACT 
Let F denote a finite field with q = pf elements, and let a(A) equal the trace of 
the square matrix A. This paper evaluates exponential sums of the form 
S(E X,,..., all katn~sX,,J$ 7 u( CXI * * . X,,E)}, where S(E, X1,. . . , XJ denotes a summation over 
, I,. . . ,X,, of appropriate sizes over F, and C is a fixed matrix. This 
evaluation is then applied to the problem of counting ranked solutio~~~ to matrix 
eqnationsoftheform U,...U,A+DV,...VB=BwhereA,B,Darefixedmatrices 
over F. 
1. INTRODUCTION 
LetAbeanmXnmatrixofrankr,,DbeansXtmatrixofrankr2,and 
23 be an s X t matrix of rank p. In [3], John H. Hodges found the number of 
matrices U, V over a finite field such that UAV= B, and L CarIitz [l] found 
the number of X such that X’AX = B, where in this case A and B are taken 
to be symmetric (so m= n and s = t) and the prime denotes transpose. 
Hodges discussed a variation when he considered the equation UA + DV- B 
in [S]. In 1974 [ll], Porter generalized this idea and found the number of 
solutions to equations of the form 
LINEAR ALGEBRA AND IlS APPLICATIONS 29:347-355 (1930) 347 
Q E&e.vier North Holland, Inc., 1980 00243795/80/010347 +9$01.75 
348 A. DUANE PORTER AND NICK MOUSOURIS ~ 
where A, B, D are as above (with A, D subject to certain restrictions) and 
rJ,,, y, 1 <i <a, 1< i < fi, matrices of arbitrary sizes subject to the condition 
that products, sums, and equality must be defined. Hodges [7, 81 found the 
number of ranked solutions to (1.1) when (Y = p = 1 (i.e., U,, V, have arbitrary 
but fixed rank), and removed Porter’s restrictions on A, D in the case (Y > 1, 
/3 = 1 (or (Y = 1, /I > 1). 
A renewed effort by the present authors to find the number of solutions 
of (1.1) in which all Uj, Vi have arbitrary, but fixed, rank led to the 
consideration of the exponential sum (3.1). This sum seems very interesting, 
and its evaluation is the main purpose of this paper. It is of interest to note 
that exponential sums have been evaluated in other papers [2-5, lo]. In Sec. 
4, we use the exponential sum evaluation to discuss the ranked case of (I.1). 
We note that it is possible to put the results of this paper in hypergeo- 
metric notation, but since the formulas so 
we do not include them. 
obtained are quite cumbersome, 
2. NOTATION AND PRELIMINARIES 
Let F = GF(9) be the finite field of 9 =pf elements. Matrices with 
elements from F will be denoted by Latin capitals A, B, . . . , . A(s,m) will 
denote a matrix of s rows and m columns, and A(s,m; T) a matrix of the same 
dimensions with rank r. Z, will denote the identity matrix of order r, and 
Z(s,m; r) an s X m matrix with Z, in its upper left hand comer and zeros 
elsewhere. IfA=A(n,n)=(a,,), then a(A)=a,,+ **. +a,,,, is the trace of A. 
Clearly, u(A + B) = a(A) + o(B), and for AB square u(AB) = u(Z?A). 
For a E F, we define 
2nit( a) 
e(a) =exp---- 
P 
t(a)=a+a”+. . * +aq (2.1) 
where by its definition t(a) EGF( p). It follows directly from (2.1) that 
e(a+b)=e(a)e(b), xe(ab)= { 0”’ z;: (2.2) 
b 3 3 
where the sum is over all b E F. By 
easy to show that 
use of the properties of the trace, it is 
(2.3) 
where the sum is over all B= B(n,m) and A=A(m,n). 
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The number of m X n matrices of rank T over F is given by Landsberg [9] 
as 
r (9 
g(m,v) = II 
m+l-k_ l)(q”+‘-k_l) 
k=l qk-1 
(2.4 
As in [3, (8.4)], if B= B(s,t;p), we define 
H(B,z) = C e{ - a(BC)}, 
C 
(2.5) 
where the sum is over all C- C( t,s;x). This sum is then evaluated [3, 
Theorem 7j as 
where 
[J=l, [q=o ifj>p 
and 
[ I 
p = (l-qP)* * * (l-qp-i+l) 
i (l-q)*.*(l-qf) ’ 
l<j<p. 
Since H(B,z) depends only on s, t, p, and z, we write H( B,z) = H( s, t, p.z). 
A final formula we have need for is the number of X = X(m,fi k) such 
that AX = B where A = A(s,m; p) and B = B(s, t; p). This is given [14; Theo- 
rem 31 as 
(2.7) 
when solutions exist. In the present paper, we only consider A,B such that 
solutions exist. 
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3. EVALUATION OF EXPONENTIAL SUMS 
In this section, we consider a variation of (2.5). In particular, we look at 
where C=C(m,s;z), E=E(t,m;k), and the sum over Xi,...,x indicates a 
summation over all X, = X,(s, t,; k,), Xi = Xi(ti_l, ti; ki), 1 <i <n, X, = 
X,,( t,,_ 1, t; k,,). By summing over E in accordance with (2.5), we may write 
the above sum as H(CX, . * * X,,, k). In Theorem 1, we discuss the case n = 1, 
which, besides being an interesting special case, also allows us to show the 
techniques of the proof in this less complex setting. Then in Theorem 2, the 
general case is discussed. 
Before proceeding to Theorem 1, we state a lemma which may be 
known, but since it is crucial to our proofs, we include it for completeness. It 
is of interest to note that this lemma is not restricted to finite fields and is 
similar to, but not among, the results in [12]. 
LEMMA. Let A= A(s,m;r), B- B(s,t;p) with T > p, and let P,Q be 
non&g&r matrices such that PAQ= I(s,m;r). Then the matrix equation 
AX = B has soZutions X if and only if PB = col(B,, 0) where B, = B,(r, t; p). 
Proof. We write AX =B as PAQQ-‘X=1( s, m; r) Y = PB, where Q - 'X 
= Y. Partition Y as Y=col(Y,, Y,), where Y,= Y,(r,t) and Ya= Ys(s- r,m). 
Upon making this substitution, we obtain col( Y,, 0) = PB. Since Y, is arbi- 
trary, solutions to this equation for Y, (and hence also for Y and X) will exist 
if and only if PB is of the form PB = col( B,, 0), where B, = B,(r, t; p). The size 
of B, follows from the size of Y,, and the rank follows because P is 
nonsingular. Hence the lemma follows. n 
We may now prove 
THEOREM 1. Let C= C(m,s;z) and X- X(s, t; k). Then 
-(s k) 
z H(CX,u)= $6 q(s-z)~g(Z,t;Y) 
xg(x-z,t-y;k-y)H(m,t,y,u), (3.2) 
where g(r, s; t) is given by (2.4) and H(s, t, y, u) i.s given by (2.6). 
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Proof. As noted previously, H(B,z) is given as a function of 2; and the 
size and rank of the matrix B. Hence, H( CX, u) is a function of u and the size 
and rank of the matrix CX. The size of CX is clearly fixed for all choices of X 
to be m x t. The first step in the evaluation of the left member of (3.2) is to 
find all D = D(m, t; y), 1 Q y < min(n, k), such that CX = D has a solution for 
some X= X(s, t; k). For a fixed y let N,(D) represent the number of such D. 
For each such D, let N,(D, X) represent the number of times D is assumed 
by CX as X varies over all matrices of rank k over F. (This is just the number 
of solutions to the matrix equation CX= D.) For a fixed D, each X such that 
CX= D will contribute the value H(m, t, y,u) to the left sum in (3.2). Hence, 
the sum of the terms corresponding to a fixed D is H(m, t, y,u)N,(D,X). 
Finally, since there are N,(D) matrices of rank y which have solutions X, the 
sum of the terms in (3.2) corresponding to a fixed y is 
N,(D,X)N,(D)H(m,t,y,u). (3.3) 
Clearly, if D, #D, are admissible D’s [i.e., are counted in A?.(D)] and if 
CX, = D,, it follows that CX,#D,, so the above counting does not include a 
term corresponding to a given X more than once. 
To find the values of A?.( X, D), we let P, Q be nonsingular matrices such 
that Z’CQ = Z(m,s;z). Then by our Lemma, the only D such that CX= D has 
a solution are those D such that PD = diag( D,, 0) where D, = D,(z, t). (Since P 
and Q are not unique, it is worthwhile to note that the above statement is 
true for any P which is chosen.) Since P is nonsingular, we have rankD = 
rankD,, so that D, = D,(n, t; y), and the number of such D, is given by 
Landsberg (2.4) as g(z, t; y). Each of these D, gives exactly one of the 
required D, namely D = P -‘diag(D,O), such that CX = D has at least one 
solution. Hence, N,(D)= g(z, t; y). For each such D, the number N,(X,D) 
may be obtained from (2.7) as N&X, D) = q(“-“)yg(s - z, t- y; k- y). If we 
now substitute these values for N,(D) and N&X, D) in (3.3) and sum over 
0 < y < min(z, k), Theorem 1 follows. n 
We are now able to prove the following generalization of Theorem 1. 
THEOREM 2. Let C=C(m,s;z), X,=X,(s,t,;k,), x,=X,(t,-,,t,;k,), 2<i 
<n-l, X,=%(t,_r,t;&J. Tha 
2 H(CX,-.%A 
X,,....% 
= 5 g(z,t;y)F(s,t, ,..., t,_,,t,k,,...,~,x,y)H(s,t,y,k), (3.4) 
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where g(x, t; Y) is giuen by (2.4), H(s, t, y, k) is given by (2.6), 
F(s t t t k 7 1>“‘, n-lr , 1,“‘, k,,z, y) is given by [13; Theorem 51, and K = 
min( z, k, , . . . , k,) . 
Proof. As in the proof of Theorem 1, let N,(D) be the number of 
D= D(s,t;y) such that CX,. * * X, = D has at least one solution X,, . , . ,X,. 
For each such D, let N&D, X,, . . . , X,) represent the number of X,, . . . ,X,, 
such that CX, * * . X,, = D. For a fixed D, each X,, . . . ,X, such that CX,. * . X, 
= D will contribute H(s, t, y, k) to the left sum in (3.4). Since there are N,(D) 
such choices for D and N&D,, X,, . , . ,XJ solutions to CX, * . * X, = D, the 
contribution to the left sum in (3.4) corresponding to a fixed y is 
N,(D)N,(D,X,,...,X,)H(s,t,y,k). (3.5) 
N,(D, Xi,. . . , X,,) is given by the present authors [13; Theorem 51 as 
F(s,t,, . . . . t,,_r,t,kr, . . . . k,,,z, y), which is an explicit formula depending only 
on the variables given. These depend only on the sizes and ranks of the 
matrices involved. Since it is cumbersome to write down, we shall not take 
the space to exhibit the formula in this paper. N,.(D) is given again by (2.4), 
so by substituting these values in (3.5) and summing over 0 Q y G 
min(z, k,, . . . , k,J, Theorem 2 is proved. 
4. AN APPLICATION 
We now apply Theorem 2 to the matrix equation (1.1). We are able to 
obtain 
THEOREM 3. Let a,/3 integers > 2, A =A(m,n;n), D= D(s, t;s), B = 
B(s, n; p); U, = Ul(s, So; k,), Vi = Ui(si_1, si; kJ j% 1 <i <a, V, = 
U,(s,_,, m, k,); Vr = Vr(t, t,; rr) y = VJ$_r, tj; rj), I < i <P, Vb = 
Vs(ta_I,n;rs), where m,n,s,t,p,s,,...,s,_,,t,,...,tS-,,kl,...,k,,r,,...,rS rep- 
resent arbitrary positive integers such that 
p<min(m,t,s,t,kl ,..., k,,r,,...,rs). 
Then the number of solutions Vi,. . . , U,, V,, . . . , VP of (1.1) is giuen by 
-(nJ) 
N-q-” x H(B,z) &N(W jiQN(y,z), 
.Z=Q 
where H(B;z) is given by (2.6), N(6,x) is given by (5.5), N(y,x) is given by 
(5.6), K = min(z, k,, . . . , km_,), and R=min(z,ri ,..., rs_i). 
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Proof. In view of (2.3), we may express the number of solutions of (1.1) 
as 
N=q-“~S(U,,...,U,,V,,...,V,)e{u([U,...U,A+DV,...Vp-B]C)}, 
C 
where S(U, ,..., U,,V, ,..., Vs) denotes a summation over all Vi, 5, 1 <i <a, 
14 i < j3, as these matrices are defined above, and the sum over C is over all 
C(n,s). If we divide the sum over C into successive sums over C(n,s;z), 
0 <z < min(n,s), and note (2.2) as well as the properties of the trace, we may 
write the above equation as 
min(n,s) 
N-q-" 2 x {u(-BC)} 
m=O C(n,s;t) 
S(U,,...,U,,V,,...,V~)e{a(U,...U,AC)}e{a(DV,...V~C)}. (5-l) 
However, since the variable matrices in each of the exponential functions in 
(5.1) are distinct from each other, we may write this inner sum as 
w,,..., U,_&{a(U,*.. U,AC)}S(V,,...,V’)e{u(DV,~~~V’C)}. (5.2) 
To evaluate each sum in (5.2), we note that for any fixed choice of 
U p...,Ua.Vp..., VP and any C= C(n,s;z), we have u(U,* * - U,AC)= 
u(ACU, * ’ - U,) and u(DV, . * - VpC) = u( CDV, - - - VP). By making these sub- 
stitutions into (5.2) and summing over U, and Vs in accordance with (2.5), 
we may write (5.2) as 
qu,,..., U,_,)H(ACU,.*. U,-,,k,JS(V,,...,VB_l)H(CDV,*** V,-,,rn). 
(5.3) 
By the choice of A and D, we have that for each C= C(n,s;z), rankAC= 
rank CD = z. Hence, we can apply the results of Theorem 2 to the sums in 
(5.3). If we do this, we may write (5.3) as 
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where 
M(6,x)=g(a,s,_,;G)F(s,s,,...,s,_,,k,,...,k,-,,z,G)H(s,m,S,~) (5.5) 
and 
N(y,z)=g(z,ta_1;y)F(t,t,,...,t~_,,r,,...,~~-,,z,Y)H(t,n,Y;~,)Y (54 
where g(m,n;r) is given by (2.4), F(s,s, ,..., sa_l,k, ,..., k,_,,z,6) and 
F(t,tl,...,tS_1,rl,...,78_1, z,y) are given by [13; Theorem 51, H(s,t,p,z) is 
given by (2.6), K = min(z, k,, . . . , k, _ J, R = min(z, TV,.  . , ra- J. We note again 
that F(s,s, ,..., sa-l,k, , . . . , k,_ Ir x, 6) is an explicit function depending only 
on the variables indicated. If we now substitute (5.4) into (5.1) and sum over 
C = C(n,s; n) in accordance with (2.5), the theorem is established. 
We note that the general ranked case of (1.1) in which ranks A, D are 
arbitrary remains unsolved. We shall not take space to state the cases cx = 1, 
p>landa>l,/3=1. 
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