Introduction
A numerical study of the fundamental hydrodynamic effects in complex geometries is a challenging task when discretizing Navier-Stokes equations in the vicinity of complex geometry boundaries. The use of boundary-fitted, structured or nonstructured grids can help to deal with this problem, although the numerical algorithms implementing such grids are usually inefficient in comparison to those using simple rectangular meshes. This disadvantage is particularly pronounced when simulating nonsteady incompressible flows if the Poisson equation for the pressure has to be solved at each time step. Iterative methods used for complex meshes have low convergence rates, especially for fine grids. On the other hand, very efficient and stable algorithms for solving Navier-Stokes equations in rectangular domains have been developed. These algorithms use fast direct methods for solving the Poisson's equation for the pressure ͓1͔. These difficulties led to the development of various approaches that rely on formulating complex geometry flows on simple rectangular domains.
One approach is based on the immersed-boundary ͑IB͒ method as introduced by Peskin ͓2͔ during the early seventies. At present, immersed-boundary-based methods are considered to be a powerful tool for simulating complex flows. In the present study, we applied an immersed-boundary method for simulating timedependent flows through a pipe orifice.
Immersed-boundary methods were originally used to reduce simulating complex geometry flows to those defined on simple ͑rectangular͒ domains. To understand the basic method, consider a flow of an incompressible fluid around an obstacle ⍀ ͑S is its boundary͒ placed onto a rectangular domain ͑⌸͒. The flow is governed by the Navier-Stokes and incompressibility equations with the no-slip boundary condition on S. The fundamental idea behind IB methods is to describe a flow problem, defined in ⌸Ϫ⍀, by solving the governing equations inside an entire rectangular ⌸ without an obstacle, which allows using simple rectangular meshes. To impose the no-slip condition on an obstacle surface S ͑which becomes an internal surface for the rectangular domain where the problem is formulated͒, a forcing term f ͑an artificial body force͒ is added to the Navier-Stokes equations as follows: ‫ץ‬u ‫ץ‬t ϭϪ͑uٌ ͒uϪٌ pϩٌ 2 uϩf.
The purpose of the forcing term in Eq. ͑1͒ is to impose the no-slip boundary condition at the point x S which defines the immersed boundary S. Formally, the solution to Eq. ͑1͒ is identical to that without the source term only if fϵ0 everywhere outside the obstacle. This requirement is very difficult to satisfy when implementing IB numerical schemes. Therefore, one can expect that only an approximate equivalency of the two solutions will be obtained. The peculiarity of IB methods is that the no-slip boundary condition is not imposed at the initial stage but instead is gradually attained during the time-advanced computing procedure. In other words, the obstacle's boundary ''gets built up'' inside the surrounding fluid. For this reason, IB methods are sometimes called ''virtual body'' methods.
Introducing an artificial force in ͑1͒ is crucial for implementing immersed-boundary approaches. In addition, the boundary S does not coincide with the grid points of a rectangular mesh where the velocity values are computed. This means that in order to impose the no-slip boundary condition, numerical algorithms require that the node velocity values be interpolated onto the boundary points. Thus, the performance and effectiveness of any IB method depends on both the source force ͑f͒ and the computation data exchange ͑inter-and extrapolation͒ between the grid and the immersed ͑virtual͒ boundary points.
References of different immersed-boundary methods can be found in recently published paper ͓3͔. We note ''a direct forcing'' approach, which was suggested by Mohd-Yusof ͓4͔ for numerical schemes using spectral methods. Fadlun et al. ͓5͔ and Kim et al. ͓6͔ developed the idea of direct forcing for implementing finitevolume methods on a staggered grid. Our present study is based on a direct forcing approach suggested by Kim et al. ͓6͔ . These authors contributed two basic ideas towards introducing direct forcing for the immersed-boundary methods for finite-volumebased numerical schemes on a staggered grid. One was a new numerically stable interpolation procedure for evaluating forcing, and the other introduced a mass source/sink to enhance the solution's accuracy. In Ref. ͓6͔, forcing and the mass source/sink are applied at the grid points only on the immersed body and not inside the flow. Both 'direct forcing' methods of ͓5,6͔ were applied for time-stepping numerical schemes in which the step of imposing the no-slip condition is followed by the pressure correction step, thus changing the velocity at the boundary points by O(⌬t 2 ). Numerous experimental investigations have been focused on fully developed periodic pipe flows with sinusoidally varying pressure gradients ͑or flow rates͒. Numerical investigations of pulsatile flows in a pipe have received considerable attention for decades. Low-speed ͑laminar͒ pulsatile flows have been studied in order to analyze flows through small pipes or in the blood circulation systems. However, unsteady pulsatile flows through a pipe with constrictions, which is of practical engineering and biomedical importance, have received only meagre attention. Complex cardiovascular flows such as a stenosis in blood vessels, flows through artificial valves have similar features for relatively simple geometry flows through a pipe orifice. Such flows are accompanied by separation, recirculation and stagnation, and secondary vortex motion. Laminar flows are comparatively simple for numerical ͑or analytical͒ analysis and are a natural choice to provide basic studies of fundamental hydrodynamic effects in pulsatile flows.
Flow Through a Pipe Orifice
We consider an incompressible fluid forced by a pulsating pressure difference to move through a pipe with periodically distributed orifices. A schematic drawing of the pipe is presented in Fig.  1 , where the computational domain is marked by dashed lines. The governing Navier-Stokes equations with the added forcing term f are
subjected to the incompressibility constraint
We consider an axisymmetric two-dimensional flow, namely the velocity field uϭ͓u r (r,z,t),0,u z (r,z,t)͔ and ٌ⌸ ϭ(‫ץ‬⌸/‫ץ‬r,0,‫ץ‬⌸/‫ץ‬z). In Eq. ͑2͒, we split the pressure gradient into two terms, when the pressure difference, ⌬p(t), is prescribed by
where ⌬p 0 is a prescribed pressure difference across a computational domain. The computational domain length, L, was set large enough to exclude the influence of the periodicity conditions. In all computations, a fully developed Poiseuille velocity profile has been established at the outlet. Computing divergence of Eq. ͑2͒, to impose an incompressibility ⌸ is obtained from the Poisson equation: ٌ 2 ⌸ϭϪdiv͓(V•ٌ)V͔. In our computations ⌸ was assumed to be periodic in z-direction, which means that it does not contribute to the pressure difference, ⌬p(t). In Eq. ͑4͒, ␥ p and are the amplitude and the frequency of the pressure difference oscillations, respectively.
Numerical Scheme.
For solving the governing equations ͑2͒ we use a three-level time splitting scheme, AdamsBashforth and Crank-Nicolson discretization of the nonlinear and viscous terms: a͒ explicit step
b͒ viscous step
c͒ pressure correction step
It is readily seen from Eqs. ͑5͒-͑7͒, that upon executing a time step, the advanced-in-time pressure gradient is
where
Following the immersed-boundary approach developed by Kim et al. ͓6͔, a provisional velocity field, ũ, is first computed from
Let us denote by x f the grid points nearest to the boundary surface and located inside the immersed body. At these points, the values ũϭu f are re-evaluated by choosing u f to satisfy the no-slip boundary condition ũϭ0 for the provisional velocity at the boundary surface points xϭx S . For that purpose, u f is computed by interpolating the velocity values of ũ, obtained at the staggered grid points of a computational cell containing the immersed-boundary, onto the boundary point xϭx S . Then, the forcing term in Eq. ͑5͒ is computed from
at xϭx f , otherwise ͑at x x f ), f lϩ1/2 ϭ0. The incompressibility constraint Eq. ͑7͒ leads to the Poisson equation 1 for . We recall that according to the immersedboundary technique, the Helmholtz equation ͑6͒ for a provisional velocity field, u**, and the Poisson equation for are defined in the entire computational domain without the obstacle ͑an orifice͒. We assume the periodicity in z-direction for both u** and . At the pipe's wall we impose no-slip conditions for u** and the Neumann conditions for , r (rϭR,z)ϭ0. All variables are assumed to be axisymmetric. The standard Poiseuille parabolic velocity profile, u z 0 ϭ1Ϫr 2 , is used as the initial conditions.
Accuracy of the No-Slip Boundary Condition.
When implementing the no-slip boundary condition, the immersedboundary method introduces an error. To estimate this error, the L 2 -norm of the velocity components with respect to the values prescribed at the boundary points have to be monitored in time.
For an axisymmetric flow with motionless boundaries, as considered in this paper, uϭ(u r ,u z ). The L 2 -norm error in the no-slip condition for each velocity component is defined in the root-mean square form
where wϭu r or u z and N b is the number of selected points specifying the boundary. Results of computations can be considered reliable only if the no-slip boundary condition is satisfied with reasonable accuracy. To control the accuracy, the fluid velocity was monitored on the immersed boundary surface. Figure 2 shows the L 2 (u r ) and L 2 (u z ) norms computed at the orifice's surface for a steady flow. One can see that the no-slip boundary condition is imposed with machine accuracy. In the Introduction we noted that, applying the immersed-boundary method, the no-slip condition is gradually attained during the time-stepping computing procedure. Steady flows are relatively simple to simulate by the immersed-boundary 1 The forcing points are located on the immersed boundary or inside the body. Therefore, the cell containing the immersed boundary does not satisfy the mass conservation and a source/sink, q, must be introduced for these near-boundary cells. This means that in Eq. ͑7͒ the incompressibility constraint should be, speaking generally, written as ٌ•u lϩ1 ϭq. Transactions of the ASME method. For the pulsatile flow considered in this paper, Fig. 3 shows the typical time-history of the L 2 -norm error in the no-slip condition. To clearly show the second-order error in the no-slip condition, the L 2 -norm is plotted in Fig. 4 against ⌬t 2 . Accurate implementation of the no-slip boundary condition is important for predicting the development of a recirculating bubble behind an orifice. The size of recirculation regions can be estimated by means of zero-vorticity contours. The computations performed by us confirm the existence of two secondary eddies at the orificewall corners in addition to the main recirculation bubble ͑see Fig.  5͒ . One can see that the rear secondary eddy at the corner is extremely small. Such small eddies always take place for flows through orifices and over forward-or backward-facing steps. For flow through a pipe orifice, even for moderate Reynolds numbers, the size of the upstream eddy is much smaller than that of the main downstream eddy ͓7͔. The prediction of small secondary corner eddies is an important test for spacial resolution used for calculations. In our case, it is also a test for demonstrating the capability of the applied direct forcing immersed-boundary approach.
2.3 Verification of the Numerical Scheme. The numerical scheme has been applied for simulating a steady laminar flow through a pipe orifice ͓7͔ ͑the results obtained in Ref. ͓7͔ are also cited by White ͓8͔͒. As noted earlier, in all calculations, the computational domain length, L, has been set large enough and the fully developed Poiseuille velocity profile has been established at the outlet. Therefore, despite the imposed periodicity in the z-direction, our calculations are equivalent to those that specify the Poiseuille velocity profile at pipe's inlet-outlet. In Ref. ͓7͔, numerical solutions of the Navier-Stokes equations have been obtained using the vorticity-stream function formulation, and the finite-difference equations were solved by iterations. Mills ͓7͔ employed a special treatment of the sharp orifice corners using Thom's approximation for the wall vorticity.
In this study, we calculated the discharge coefficient C d through a pipe orifice as is defined in Ref. ͓7͔:
where, D is the pipe's diameter, d is the orifice's inner diameter, U m is the mean velocity, p 1 Ϫp 2 is the pressure drop across the orifice computed using the integration path of Ref. In Figs. 8͑a͒ and 8͑b͒ we present the results obtained for a pressure drop, ⌬p c , and the centerline velocity, ⌬U c , excesses due to the pipe constriction that were computed for two orifice widths, hϭ1/32 and hϭ1/64. One can see that the results are practically identical which indicates that in our calculations the orifice width was set small enough for comparing our results with those of Davis ͓12͔ and Wang ͓13͔ obtained for an annular zero thickness orifice and reproduced in Ref. 
where r 1 ϭd/2. In Fig. 8͑b͒ the centerline velocity excess, ⌬U c , is compared with that of ͓12͔ ͑cf. 
Results and Discussion

Flow Characteristics.
We have used the mean velocity, U m , and the pipe radius, r 0 , as the characteristic velocity and length, respectively. The balance between the local and convective acceleration, inertia and viscous forces in the governing equations ͑2͒ is characterized by the nondimensional parameters:
Reynolds number, nonlinear versus viscous terms 
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Transactions of the ASME The Womersley number, Wsϭr 0 (/) 1/2 , is a measure of oscillating effects in a flow. In this section we present different characteristics ͑Z͒ in the form of ZϭZ(Ws;Re m ). Hereafter, the asterisk for is omitted and all parameters are nondimensionalized. The following comments might be useful for interpretation of the results. Let us consider two classes of results:
i. Z is independent of Re m : nonlinear effects are negligible; ii. Z is independent of Ws at given Re m : flow is quasistationary.
From the first class, one can distinguish flows with ӷ1, when the induced local acceleration is much larger than the convective one. We call such flows ''fully oscillating'' flows. An incompressible viscous fluid that is forced to move under a pulsating pressure difference has several features. One is that an oscillating fluid has a phase shift, , with respect to the imposed pressure difference. There are fundamental differences between a pulsating flow induced by low-or high-frequency pressure gradient oscillations. The first limiting case of low-frequency oscillations, where the Womersley number, Ws, is small, means that the velocity varies very slowly with time, and the derivative term ‫ץ‬u/‫ץ‬t in the governing equation of motion can, therefore, be neglected. Thus, the viscous term in the governing equation is balanced by the imposed pressure gradient term. Consequently, the velocity varies periodically in the same phase as the pressure gradient. A flow induced by slow pressure oscillations can be considered as a quasistationary flow. In contrast, for high-frequency oscillations, where Ws is large, the viscous term can be neglected everywhere except in the very narrow layers near the walls. The width of these layers is of the order of magnitude of the depth of penetration of the viscous wave, ␦ϰ(/) 1/2 . This case is typical for boundary layers when at a certain distance from the wall the fluid moves as if it was frictionless. This implies that the unsteady term ‫ץ‬u/‫ץ‬t in the governing equations is balanced ͑except in the narrow ␦-layer͒ by the imposed oscillating pressure gradient term, i.e., the terms ‫ץ‬u/‫ץ‬t and Ϫ‫ץ‬p/‫ץ‬z are of the same order of magnitude. Therefore, at a large distance from the wall the fluid is forced to move with a phase shift ͑lag͒ of 90°with respect to the exciting pressure gradient.
The pulsating flow in a pipe without an orifice is well-known since Sexl's paper ͓9͔ published in 1930. In this case, a flow is fully developed, Vϭ(0,0,w), the nonlinear term in Eq. ͑2͒ vanishes, ⌸ϵ0, and the solution for w(r,t) reads ͓8͔
In the past, numerical implementation of the expression ͑16͒, which includes a Bessel function with an imaginary argument, was carried out by hand using tables, which required quite cumbersome calculations. Now fortunately, this can be easily calculated using standard computer software. This solution obviously shows that the flow rate Q(t)ϭ2͐ 0 r 0 w(r,t)rdr has a phase shift with respect to the imposed oscillating pressure and, therefore, can be written as
For a flow through a pipe orifice, the velocity field is not fully developed, which means that Vϭ͓u(r,z,t),0,w(r,z,t)͔, and the convective ͑nonlinear͒ term in Eq. ͑2͒ is not equal to zero. The latter means that a solution to ͑2͒ cannot be written as V ϭV 0 (r,z)ϩV (r,z)e it , and, speaking generally, is not phaseshifted with respect to the imposed pressure. However, for flows with relatively low Reynolds numbers, one can expect that the nonlinear term will weakly contribute to the flow global characteristics. In this study, we present any computed property, Z(t), in the form
where ␦ Z (t) is a periodic function; ␦ Z max and ␦ Z min are ϩ1 and Ϫ1, respectively. To estimate the phase shift between a computed property, Z(t), and the imposed pressure difference oscillations, ⌬p(t), we approximate Z(t) by Z (t)
For low-Reynolds number flows and negligibly minor nonlinear effects, a phase (⌬p,Z)-plane instantaneous states plot is very close to the phase (⌬p,Z )-plane trajectory. This trajectory being properly nondimensionalized by
is a phase shift ellipse defined in ͓10͔. The (␣ p ,␤ Z )-phase plane ellipse, Eq. ͑20͒, deserves some comments. It is defined in the OxЈyЈ coordinate system by
and aϭϪͱ2 cos( Z /2) for Z Ͼ. The limiting case of very slow oscillations (WsӶ1) means that the induced velocity field has no phase shift with respect to the imposed pressure oscillations, i.e., Z ϭ0 and aϭ1, bϭ0. The latter implies that the (␣ p ,␤ Z )-phase plane trajectory is a degenerate ellipse flattened into an almost straight line ␤ Z (t)ϭ␣ p (t), which means completely in-phase trajectories. Increasing Ws leads to increased phase shift Z , which widens the flattened ellipse up to a circle ( Z ϭ/2, aϭbϭ1). Further increasing Ws may be followed by increased phase shifts up to Z ϭ and a ϭ0, bϭ1. This is the case when the (␣ p ,␤ Z )-phase plane trajectory is degenerated into a straight line ␣ p (t)ϩ␤ Z (t)ϭ1. As follows from this expression, ␣ p (t) and ␤ Z (t) trajectories are opposite in phase. Finally, we note that for 0Ͻ Z Ͻ, the phase plane time trajectory of the (␣ p ,␤ Z ) instantaneous states is counterclockwise, but for Z Ͼ it is clockwise.
In Fig. 9 , the phase shift, Q , is shown as a function of the Womersley number, Ws, for moderate constriction, d/Dϭ0.75. One can see that the data scattering is insufficient, which means that the phase shift is practically independent of the Reynolds number. In other words, for the considered range of Reynolds numbers, the nonlinear effects are negligible for d/Dϭ0.75 and the phase shift of the induced flow rate differs slightly from that for an oscillating flow in a pipe ͓9͔. In Fig. 10 we present the phase shift data for d/Dϭ0.5. From Fig. 10 , we can clearly see the dependency on the Reynolds number and that the phase shifts are decreased in comparison with those obtained for a pipe flow. In Figs Figs. 11 and 12 , we show by the dashed line the ␥ Q /␥ p ratio for a pulsatile flow in a circular pipe, as derived from Sexl's solution ͑15͒. It can be shown from Eqs. ͑15͒-͑17͒ that for a pulsating flow in a pipe, ␥ Q →␥ p and ␥ Q →0 for slow and fast imposed pressure oscillations, respectively. Indeed, for very slow oscillations ͑with no local acceleration͒, the viscous forces due to the induced velocity field are balanced by the imposed pressure oscillations. This means that the amplitude of the induced oscillations is proportional to ␥ p , and, consequently, ␥ Q ϰ␥ p . ͑The equality ␥ Q ϭ␥ p at Ӷ1 is a matter of proper nondimensionalization.͒ For a flow through a pipe orifice, one can expect that ␥ Q ϭ␣ d ␥ p at Ӷ1, when ␣ d depends on the constriction ratio d/D. From Fig. 11 , we find ␣ d Ϸ1.0 for d/Dϭ0.75, which means that the nonlinear effects are negligibly weak. For ''a fully oscillating'' flow (Wsӷ1), the local acceleration term, ‫ץ‬u/‫ץ‬t, is dominant. Moreover, ‫ץ‬u/‫ץ‬tϰ and, as a result, the amplitude of the induced oscillations is proportional to 1/, and, therefore, ␥ Q →0 for Wsӷ1.
For a flow through a pipe with a ring-type constriction ͑an orifice͒, a recirculating flow ͑a bubble͒ develops behind an orifice. The recirculation bubble length (L b ) oscillates in time, however, due to the nonlinear effects, one cannot expect that L b (t) behaves likewise Eq. ͑17͒. Our calculations showed that for the range of the parameters considered in this study L b is of the form L b (t) ϭL b0 ͓1ϩ␥ L ␦(t)͔; ␦(t) is a periodic function ͑very close to sin(tϩ L )); and ␦ max and ␦ min are ϩ1 and Ϫ1, respectively. The time-averaged recirculating bubble length (L b0 ) is independent of the Womersley number ͓10͔. In Fig. 13 we show the length of this bubble, L b0 ϭl 0 ϩk L Re m , which grows linearly with the Reynolds number. Moreover, a small recirculating bubble (l 0 ) exists for creeping flow ͑ReϷ0͒ also, which agrees with the previous calculations cited in White ͓8͔. The constants k L and l 0 for different constriction ratios are presented in Table 1 . Transactions of the ASME
The absolute amplitude (␥ L L b0 ) of the oscillating separation bubble for WsϽ3 is shown in Fig. 14 . The separation bubble growth reveals the linear dependency on Re m , and, therefore, such regimes could be considered as quasi-stationary. From Fig. 14 Fig.  17 , the arrows mark the time trajectories, which are counterclockwise and clockwise for Wsϭ3 and 11, respectively. According to our calculations, relatively low-oscillation regimes (Ws Ͻ3) can be considered as quasi-steady. In Fig. 18 both trajectories are counter-clockwise due to the phase shift between the induced flow and separation bubble oscillations was less than . The states marked by ''a'' and ''b'' have the same recirculation bubble length, but belong to the cycle branches of decreasing and increasing bubbles, respectively. In Fig. 18 , we can see that for high oscillation flows, the deceleration cycle is characterized by increasing separation bubbles. In this paper, a pulsatile laminar flow of a viscous, incompressible fluid through a pipe with a sudden constriction ͑an orifice͒ was simulated by an immersed-boundary method. The flow is driven by an imposed sinusoidally varying pressure difference, ⌬p(t) and governed by the balance between the local acceleration, inertia and viscous forces. Flow characteristics ͑Z͒ are presented in the form of ZϭZ(Ws;Re m ), where the Wormersley number, Ws, is a measure of oscillating effects.
For a pulsatile flow through a pipe orifice, an oscillating recirculation bubble develops behind the orifice. The induced flow rate, Q(t), the recirculation bubble length, L b (t), as well as their phase shift ( Q , L ) with respect to the imposed pressure difference have been computed for different constriction ratios, Womersley (Ws) and Reynolds (Re m ) numbers. The presented results allow to distinguish regimes with negligibly minor nonlinear effects and those which can be considered as quasi-steady ones.
