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Рассмотрены вопросы однозначной разрешимости нелокальной обрат-
ной задачи по определению источника и граничного режима для нели-
нейного обыкновенного интегро-дифференциального уравнения Фред-
гольма второго порядка с вырожденным ядром. С принятием обозна-
чения интегро-дифференциальное уравнение сведено к системе алгеб-
раических уравнений с нелинейной правой частью. Эта система реше-
на модифицированным методом Крамера. С помощью дополнительных
условий получена система из двух уравнений относительно первых двух
неизвестных величин. Доказана однозначная разрешимость этой систе-
мы методом последовательных приближений. Выведена формула для
определения третьей неизвестной величины. Изучена непрерывная за-
висимость решения уравнения от величин восстановления.
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Введение
Математическое моделирование многих процессов, происходящих в реаль-
ном мире, часто приводит к изучению начальных и граничных задач для
обыкновенных дифференциальных уравнений и дифференциальных уравнений
в частных производных. Такие задачи составляют основу математической фи-
зики. Представляют большой интерес с точки зрения физических приложе-
ний интегро-дифференциальные уравнения. Изучению обыкновенных интегро-
дифференциальных уравнений посвящено большое количество работ (см., напр.
[1–8]).
Часто на практике встречаются ситуации, когда объект исследования либо
недоступен для наблюдения, либо проведение такого эксперимента дорого. Про-
цедура решения таких задач связана с преодолением серьезных математических
19
20 ЮЛДАШЕВ Т.К.
трудностей. Успех ее сильно зависит как от качества и количества полученной из
эксперимента информации, так и от способа ее обработки.
Теория обратных задач представляет собой активно развивающееся направ-
ление современной теории дифференциальных уравнений. К обратным задачам
относят задачи определения некоторых физических свойств объектов, таких, как
плотность, коэффициент теплопроводности, упругие модули в зависимости от ко-
ординат или в виде функций других параметров. Заметим, что без умения решать
прямые задачи невозможно подойти к обратным. Линейные обратные задачи рас-
сматривались во многих работах, в частности, в [9–18]. В настоящее время совер-
шенствуется и методика решений обратных задач.
В случаях решения задач математического моделирования, когда граница об-
ласти протекания физического процесса недоступна для измерений, в качестве до-
полнительной информации, достаточной для однозначной разрешимости задачи,
могут служить нелокальные условия в интегральной форме [19–21]. Метод вырож-
денного ядра для интегро-дифференциальных уравнений в частных производных
рассматривались в работах [22–24].
1. Постановка задачи
В настоящей работе предлагается методика изучения обратной краевой задачи
для обыкновенного интегро-дифференциального уравнения Фредгольма второго
порядка с вырожденным ядром.
На отрезке Ω ≡ [0; 𝑇 ] рассматривается уравнение вида
𝑢′′(𝑡) + 𝜇
𝑇∫︁
0
𝐾(𝑡, 𝑠)𝑢(𝑠) 𝑑𝑠 = 𝜂(𝑡)𝛽 + 𝑓
⎛⎝𝛽, 𝑇∫︁
0
𝐻(𝜃)𝑢(𝜃) 𝑑𝜃
⎞⎠ (1)
с нелокальными интегральными
𝑢(0) +
𝑇∫︁
0
Θ 1(𝑡)𝑢(𝑡)𝑑𝑡 = 𝜙 1, 𝑢
′(0) +
𝑇∫︁
0
Θ 2(𝑡)𝑢(𝑡)𝑑𝑡 = 𝜙 2 (2)
и дополнительными условиями
𝑇∫︁
0
Θ 3(𝑡)𝑢(𝑡)𝑑𝑡 = 𝜓, 𝑢
′(𝑇 ) = 𝜈, (3)
где 𝑢(𝑡) ∈ 𝐶 2(Ω) – основная неизвестная функция, 𝜂(𝑡) ∈ 𝐶(Ω), 𝑓(𝛽, 𝛾) ∈ 𝐶(𝑅×𝑅),
𝛽 ∈ 𝑅 – первая величина восстановления, 𝜓, 𝜈 ≡ const, 𝐾(𝑡, 𝑠) =
𝑚∑︀
𝑖=1
𝑎 𝑖(𝑡) 𝑏 𝑖(𝑠),
𝑎 𝑖(𝑡), 𝑏 𝑖(𝑠) ∈ 𝐶(Ω), 𝜙 𝑘 ≡ const , 𝑘 = 1, 2, 𝜙 2 – вторая величина восстановления,
𝑇∫︀
0
|𝐻(𝑡)| 𝑑𝑡 <∞, Θ 𝑘(𝑡) ∈ 𝐶 2(Ω) , 𝑘 = 1, 3, 0 < 𝑇 <∞ , 𝜇 – спектральный параметр.
Здесь предполагается, что функции 𝑎 𝑖(𝑡) и 𝑏 𝑖(𝑠) являются линейно независимыми.
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Определение 1. Под решением обратной задачи задачи (1)–(3) понимаем трой-
ку величин
{︁
𝑢(𝑡) ∈ 𝐶 2(Ω), 𝛽 ∈ 𝑅, 𝜙 2 ∈ 𝑅
}︁
, удовлетворяющих уравнению (1) и
условиям (2), (3).
2. Вывод формул для вычисления неизвестных величин
Уравнение (1) запишем в следующем виде
𝑢′′(𝑡) + 𝜇
𝑇∫︁
0
𝑚∑︁
𝑖=1
𝑎 𝑖(𝑡) 𝑏 𝑖(𝑠)𝑢(𝑠) 𝑑𝑠 = 𝜂(𝑡)𝛽 + 𝑓(·), (4)
где 𝑓(·) = 𝑓
(︃
𝛽,
𝑇∫︀
0
𝐻(𝜃)𝑢(𝜃)𝑑𝜃
)︃
.
С помощью обозначения
𝑐 𝑖 =
𝑇∫︁
0
𝑏 𝑖(𝑠)𝑢(𝑠) 𝑑𝑠 (5)
уравнение (4) перепишется так
𝑢′′(𝑡) = −𝜇
𝑚∑︁
𝑖=1
𝑎 𝑖(𝑡) 𝑐 𝑖 + 𝜂(𝑡)𝛽 + 𝑓(·). (6)
Правую часть (6) обозначим через 𝐺(𝑡). Тогда путем интегрирования два раза
по 𝑡 из (6) получаем
𝑢(𝑡) = 𝐶 2 + 𝐶 1 𝑡 +
𝑡∫︁
0
(𝑡− 𝑠)𝐺(𝑠) 𝑑𝑠, (7)
где 𝐶 1, 𝐶 2 – пока неизвестные постоянные, для определения которых из инте-
гральных условий (2) получаем следующую систему алгебраических уравнений{︂
𝐶 1 𝛼 3 + 𝐶 2 𝛼 1 = 𝑔 1,
𝐶 1 𝛼 2 + 𝐶 2 𝛼 4 = 𝑔 2,
(8)
где 𝛼 1 = 1 +
𝑇∫︀
0
Θ 1(𝑡)𝑑𝑡, 𝛼 2 = 1 +
𝑇∫︀
0
Θ 2(𝑡) 𝑡 𝑑𝑡, 𝛼 3 =
𝑇∫︀
0
Θ 1(𝑡) 𝑡 𝑑𝑡, 𝛼 4 =
𝑇∫︀
0
Θ 2(𝑡)𝑑𝑡,
𝑔 𝑘 = 𝜙 𝑘 −
𝑇∫︀
0
Θ 𝑘(𝑡)
𝑡∫︀
0
(𝑡− 𝑠)𝐺(𝑠) 𝑑𝑠 𝑑𝑡, 𝑘 = 1, 2.
Пусть
𝜔 = 𝛼 3 𝛼 4 − 𝛼 1 𝛼 2 ̸= 0. (9)
Тогда, решая систему алгебраических уравнений (8), из (7) получаем
𝑢(𝑡) =
1
𝜔
[︁
(𝛼 2 + 𝛼 3 𝑡)𝜙 1 − (𝛼 1 𝑡 + 𝛼 3)𝜙 2
]︁
+
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+𝜇
𝛼 2 + 𝛼 3 𝑡
𝜔
𝑇∫︁
0
Θ 1(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠) 𝑐 𝑖 𝑑𝑠 𝑑𝑡−
−𝜇 𝛼 3 + 𝛼 1 𝑡
𝜔
𝑇∫︁
0
Θ 2(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠) 𝑐 𝑖 𝑑𝑠 𝑑𝑡−
−𝜇
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠) 𝑐 𝑖 𝑑𝑠 + 𝛽𝑊 1(𝑡) + 𝑓(·)𝑊 2(𝑡), (10)
где
𝑊 1(𝑡) =
𝑡∫︁
0
(𝑡− 𝑠) 𝑝(𝑠) 𝑑𝑠− 𝛼 2 + 𝛼 3 𝑡
𝜔
𝑇∫︁
0
Θ 1(𝑡)
𝑡∫︁
0
(𝑡− 𝑠) 𝑝(𝑠) 𝑑𝑠 𝑑𝑡+
+
𝛼 3 + 𝛼 1 𝑡
𝜔
𝑇∫︁
0
Θ 2(𝑡)
𝑡∫︁
0
(𝑡− 𝑠) 𝑝(𝑠) 𝑑𝑠 𝑑𝑡,
𝑊 2(𝑡) =
𝑡∫︁
0
(𝑡− 𝑠) 𝑠 2 𝑑𝑠− 𝛼 2 + 𝛼 3 𝑡
𝜔
𝑇∫︁
0
Θ 1(𝑡)
𝑡∫︁
0
(𝑡− 𝑠) 𝑠 2 𝑑𝑠 𝑑𝑡+
+
𝛼 3 + 𝛼 1 𝑡
𝜔
𝑇∫︁
0
Θ 2(𝑡)
𝑡∫︁
0
(𝑡− 𝑠) 𝑠 2 𝑑𝑠 𝑑𝑡,
𝑞 𝑖(𝑡) =
𝑡∫︁
0
(𝑡− 𝑠) 𝑎 𝑖(𝑠) 𝑑𝑠, 𝑝 (𝑡) =
𝑡∫︁
0
(𝑡− 𝑠) 𝜂(𝑠) 𝑑𝑠, 𝑖 = 1,𝑚.
Подстановка выражения (10) в (5) дает систему алгебраических уравнений
(САУ)
𝑐 𝑖 + 𝜇
𝑚∑︁
𝑗=1
𝐴 𝑖𝑗 𝑐 𝑗 = 𝐵 𝑖, 𝑖 = 1,𝑚, (11)
где
𝐴 𝑖𝑗 =
𝑇∫︁
0
𝑏 𝑖(𝑠)
𝛼 2 + 𝛼 3 𝑠
𝜔
𝑇∫︁
0
Θ 1(𝜁)
𝜁∫︁
0
(𝜁 − 𝜉) 𝑞 𝑗(𝜉) 𝑑𝜉 𝑑𝜁 𝑑𝑠−
−
𝑇∫︁
0
𝑏 𝑖(𝑠)
𝛼 3 + 𝛼 1 𝑠
𝜔
𝑇∫︁
0
Θ 2(𝜁)
𝜁∫︁
0
(𝜁 − 𝜉) 𝑞 𝑗(𝜉) 𝑑𝜉 𝑑𝜁 𝑑𝑠−
𝑇∫︁
0
𝑏 𝑖(𝑠)
𝑠∫︁
0
(𝑠− 𝜁) 𝑞 𝑗(𝜁) 𝑑𝜁 𝑑𝑠
и
𝐵 𝑖 =
1
𝜔
𝑇∫︁
0
𝑏 𝑖(𝑠) [(𝛼 2 + 𝛼 3𝑠)𝜙 1 − (𝛼 1𝑠 + 𝛼 3)𝜙 2] 𝑑𝑠−
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−
𝑇∫︁
0
𝑏 𝑖(𝑠)
[︁
𝛽𝑊 1(𝑠) + 𝑓(·)𝑊 2(𝑠)
]︁
𝑑𝑠. (12)
САУ (11) однозначно разрешима при любых конечных 𝐵 𝑖, если выполняется
следующее условие
∆ (𝜇) =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 + 𝜇𝐴11 𝜇𝐴12 . . . 𝜇𝐴1𝑚
𝜇𝐴21 1 + 𝜇𝐴22 . . . 𝜇𝐴2𝑚
...
...
. . .
...
𝜇𝐴𝑚1 𝜇𝐴𝑚2 . . . 1 + 𝜇𝐴𝑚𝑚
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ ̸= 0. (13)
Определитель ∆ (𝜇) в (13) есть многочлен относительно 𝜇 степени не выше 𝑚.
Уравнение ∆ (𝜇) = 0 имеет не более 𝑚 различных корней. Эти корни являют-
ся собственными числами ядра интегро-дифференциального уравнения (1). Дру-
гие значения 𝜇 называются регулярными, при которых условие (13) выполняется.
Для регулярных значений 𝜇 система (11) имеет единственное решение при ненуле-
вой конечной правой части. В настоящей работе для таких регулярных значений
параметра 𝜇 устанавливается однозначная разрешимость поставленной обратной
задачи (1)–(3).
Решения САУ (11) записываем в виде
𝑐 𝑖 =
∆ 𝑖(𝜇)
∆ (𝜇)
, 𝑖 = 1,𝑚, (14)
где ∆ 𝑖(𝜇) =
=
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 + 𝜇𝐴11 . . . 𝜇𝐴1(𝑖−1) 𝐵 1 𝜇𝐴1(𝑖+1) . . . 𝜇𝐴1𝑚
𝜇𝐴21 . . . 𝜇𝐴2(𝑖−1) 𝐵 2 𝜇𝐴2(𝑖+1) . . . 𝜇𝐴2𝑚
...
...
...
...
...
. . .
...
𝜇𝐴𝑚1 . . . 𝜇𝐴𝑚(𝑖−1) 𝐵𝑚 𝜇𝐴𝑚(𝑖+1) . . . 1 + 𝜇𝐴𝑚𝑚
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ .
Среди элементов определителей ∆ 𝑖(𝜇) находятся 𝐵 𝑖. В свою очередь, в составе
𝐵 𝑖 находятся неизвестные величины 𝑢(𝑡), 𝛽 и 𝜙 2. В самом деле, эти неизвестные
величины находились в правой части САУ (11). Для вывода их из знака опреде-
лителя выражение в (12) запишем в следующем виде
𝐵 𝑖 = 𝐵 1𝑖 + 𝐵 2𝑖 𝜙 2 + 𝐵 3𝑖 𝛽 + 𝐵 4𝑖 𝑓(·),
где
𝐵 1𝑖 =
𝜙 1
𝜔
𝑇∫︁
0
𝑏 𝑖(𝑠) (𝛼 2 + 𝛼 3 𝑠) 𝑑𝑠, 𝐵 2𝑖 = − 1
𝜔
𝑇∫︁
0
𝑏 𝑖(𝑠) (𝛼 3 + 𝛼 1 𝑠) 𝑑𝑠,
𝐵 3𝑖 =
𝑇∫︁
0
𝑏 𝑖(𝑠)𝑊 1(𝑠) 𝑑𝑠, 𝐵 4𝑖 =
𝑇∫︁
0
𝑏 𝑖(𝑠)𝑊 2(𝑠) 𝑑𝑠.
В этом случае, согласно свойству определителя имеем
∆ 𝑖(𝜇) = ∆ 1𝑖(𝜇) + 𝜙 2 ∆ 2𝑖(𝜇) + 𝛽 ∆ 3𝑖(𝜇) + 𝑓(·) ∆ 4𝑖(𝜇),
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где
∆𝑘𝑖(𝜇) =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 + 𝜇𝐴11 . . . 𝜇𝐴1(𝑖−1) 𝐵𝑘1 𝜇𝐴1(𝑖+1) . . . 𝜇𝐴1𝑚
𝜇𝐴21 . . . 𝜇𝐴2(𝑖−1) 𝐵𝑘2 𝜇𝐴2(𝑖+1) . . . 𝜇𝐴2𝑚
...
...
...
...
...
. . .
...
𝜇𝐴𝑚1 . . . 𝜇𝐴𝑚(𝑖−1) 𝐵𝑘𝑚 𝜇𝐴𝑚(𝑖+1) . . . 1 + 𝜇𝐴𝑚𝑚
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , 𝑘 = 1, 4.
Тогда формула (14) переписывается в виде
𝑐 𝑖 =
∆ 1𝑖(𝜇)
∆ (𝜇)
+ 𝜙 2
∆ 2𝑖(𝜇)
∆ (𝜇)
+ 𝛽
∆ 3𝑖(𝜇)
∆(𝜇)
+ 𝑓(·) ∆ 4𝑖(𝜇)
∆ (𝜇)
, 𝑖 = 1,𝑚. (15)
Подставляя (15) в (10), имеем следующее интегральное уравнение
𝑢(𝑡) = 𝑄 1(𝑡) + 𝑄 2(𝑡)𝜙 2 + 𝑄 3(𝑡)𝛽 + 𝑄 4(𝑡) 𝑓(·), (16)
где
𝑄 1(𝑡) =
1
𝜔
(𝛼 2 + 𝛼 3 𝑡)𝜙 1 − 𝜇
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 1𝑖(𝜇)
∆ (𝜇)
𝑑𝑠+
+𝜇
𝛼 2 + 𝛼 3 𝑡
𝜔
𝑇∫︁
0
Θ 1(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 1𝑖(𝜇)
∆ (𝜇)
𝑑𝑠𝑑𝑡−
−𝜇 𝛼 3 + 𝛼 1 𝑡
𝜔
𝑇∫︁
0
Θ 2(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 1𝑖(𝜇)
∆(𝜇)
𝑑𝑠𝑑𝑡,
𝑄 2(𝑡) = −𝛼 3 + 𝛼 1 𝑡
𝜔
− 𝜇
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 2𝑖(𝜇)
∆ (𝜇)
𝑑𝑠+
+𝜇
𝛼 2 + 𝛼 3 𝑡
𝜔
𝑇∫︁
0
Θ 1(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 2𝑖(𝜇)
∆ (𝜇)
𝑑𝑠𝑑𝑡−
−𝜇 𝛼 3 + 𝛼 1 𝑡
𝜔
𝑇∫︁
0
Θ 2(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 2𝑖(𝜇)
∆ (𝜇)
𝑑𝑠𝑑𝑡,
𝑄 3(𝑡) = 𝜇 𝜏𝑛
𝛼 2 + 𝛼 3 𝑡
𝜔
𝑇∫︁
0
Θ 1(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 3𝑖(𝜇)
∆ (𝜇)
𝑑𝑠𝑑𝑡−
−𝜇 𝛼 3 + 𝛼 1 𝑡
𝜔
𝑇∫︁
0
Θ 2(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 3𝑖(𝜇)
∆ (𝜇)
𝑑𝑠𝑑𝑡−
−𝜇
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 3𝑖(𝜇)
∆ (𝜇)
𝑑𝑠 + 𝑊 1(𝑡),
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𝑄 4(𝑡) = 𝜇
𝛼 2 + 𝛼 3 𝑡
𝜔
𝑇∫︁
0
Θ 1(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 4𝑖(𝜇)
∆ (𝜇)
𝑑𝑠𝑑𝑡−
−𝜇 𝛼 3 + 𝛼 1 𝑡
𝜔
𝑇∫︁
0
Θ 2(𝑡)
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 4𝑖(𝜇)
∆(𝜇)
𝑑𝑠𝑑𝑡−
−𝜇
𝑡∫︁
0
(𝑡− 𝑠)
𝑚∑︁
𝑖=1
𝑞 𝑖(𝑠)
∆ 4𝑖(𝜇)
∆(𝜇)
𝑑𝑠 + 𝑊 2(𝑡).
Для определения первой величины восстановления воспользуемся первым
условием из (2):
𝜓 =
𝑇∫︁
0
Θ 3(𝑡)𝑄 1(𝑡) 𝑑𝑡 + 𝜙 2
𝑇∫︁
0
Θ 3(𝑡)𝑄 2(𝑡) 𝑑𝑡 + 𝛽
𝑇∫︁
0
Θ 3(𝑡)𝑄 3(𝑡) 𝑑𝑡+
+𝑓(·)
𝑇∫︁
0
Θ 3(𝑡)𝑄 4(𝑡) 𝑑𝑡.
Пусть
𝑇∫︀
0
Θ 3(𝑡)𝑄 3(𝑡) 𝑑𝑡 ̸= 0. Тогда из последнего соотношения имеем
𝛽 = 𝛾 1 − 𝛾 2 𝜙 2 − 𝛾 3 𝑓(·), (17)
где
𝛾 1 =
𝜓 −
𝑇∫︀
0
Θ 3(𝑡)𝑄 1(𝑡) 𝑑𝑡
𝑇∫︀
0
Θ 3(𝑡)𝑄 3(𝑡) 𝑑𝑡
, 𝛾 2 =
𝑇∫︀
0
Θ 3(𝑡)𝑄 2(𝑡) 𝑑𝑡
𝑇∫︀
0
Θ 3(𝑡)𝑄 3(𝑡) 𝑑𝑡
, 𝛾 3 =
𝑇∫︀
0
Θ 3(𝑡)𝑄 4(𝑡) 𝑑𝑡
𝑇∫︀
0
Θ 3(𝑡)𝑄 3(𝑡) 𝑑𝑡
.
Подставляя (17) в (16), получаем
𝑢(𝑡) = 𝐹 (𝑡) + 𝜙 2𝐷(𝑡) + 𝐸(𝑡) 𝑓(·), (18)
где 𝐹 (𝑡) = 𝑄 1(𝑡) + 𝛾 1𝑄 3(𝑡), 𝐷(𝑡) = 𝑄 2(𝑡)− 𝛾 2𝑄 3(𝑡), 𝐸(𝑡) = 𝑄 4(𝑡)− 𝛾 3𝑄 3(𝑡).
Теперь воспользуемся вторым условием из (3). Тогда из (18) имеем
𝜈 = 𝐹 ′(𝑇 ) + 𝜙 2𝐷′(𝑇 ) + 𝐸′(𝑇 ) 𝑓(·).
Отсюда находим формулу для определения второй величины восстановления
𝜙 2 = 𝜒 1 − 𝜒 2 𝑓
⎛⎝𝛽, 𝑇∫︁
0
𝐻(𝜃)𝑢(𝜃) 𝑑𝜃
⎞⎠ , (19)
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где 𝜒 1 =
𝜈−𝐹 ′(𝑇 )
𝐷′(𝑇 ) , 𝜒 2 =
𝐸′(𝑇 )
𝐷′(𝑇 ) .
Подставляя (19) в (18), для основной неизвестной функции получаем уравнение
𝑢(𝑡) = ℑ 1(𝛽, 𝑢) ≡ 𝑔 1(𝑡) + 𝑔 2(𝑡) 𝑓
⎛⎝𝛽, 𝑇∫︁
0
𝐻(𝜃)𝑢(𝜃) 𝑑𝜃
⎞⎠ , (20)
где 𝑔 1(𝑡) = 𝐹 (𝑡) + 𝜒 1𝐷(𝑡), 𝑔 2(𝑡) = 𝐸(𝑡)− 𝜒 2𝐷(𝑡).
Теперь, подставляя (19) в (17), для первой величины восстановления получаем
уравнение
𝛽 = ℑ 2(𝛽, 𝑢) = 𝜎 1 − 𝜎 2 𝑓
⎛⎝𝛽, 𝑇∫︁
0
𝐻(𝜃)𝑢(𝜃) 𝑑𝜃
⎞⎠ , (21)
где 𝜎 1 = 𝛾 1 − 𝛾 2 𝜒1, 𝜎 2 = 𝛾 2 𝜒 2 − 𝛾 3.
Уравнения (20) и (21) образуют систему уравнений (СУ){︂
𝑢(𝑡) = ℑ 1(𝛽, 𝑢),
𝛽 = ℑ 2(𝛽, 𝑢). (22)
3. Однозначная разрешимость обратной задачи (1)–(3)
Изучим вопросы разрешимости СУ (22). С этой целью в пространстве непре-
рывных функций 𝐶(Ω) рассматривается норма⃦⃦
𝑢(𝑡)
⃦⃦
= max
𝑡∈Ω
⃒⃒⃒
𝑢(𝑡)
⃒⃒⃒
.
Теорема 1. Пусть выполняются условия (9) и (13). Если
1) 𝐷′(𝑇 ) ̸= 0;
𝑇∫︀
0
Θ 3(𝑡)𝑄 3(𝑡) 𝑑𝑡 ̸= 0, 𝑡 ∈ Ω;
2) 𝜔 𝑘 =
⃦⃦
𝑔 𝑘(𝑡)
⃦⃦
<∞; 𝜀 𝑘 =
⃒⃒
𝜎 𝑘
⃒⃒
<∞, 𝑘 = 1, 2;
3) 𝑀 0 =
⃒⃒
𝑓(0, 0)
⃒⃒
<∞; 𝑀 1 =
𝑇∫︀
0
⃒⃒⃒
𝐻(𝑡)
⃒⃒⃒
𝑑𝑡 <∞;
4)
⃦⃦⃦
𝑓(𝛽1, 𝛾1)− 𝑓(𝛽2, 𝛾2)
⃦⃦⃦
≤ 𝑤1
⃒⃒⃒
𝛽1 − 𝛽2
⃒⃒⃒
+ 𝑤2
⃒⃒⃒
𝛾1 − 𝛾2
⃒⃒⃒
, 0 < 𝑤 𝑘, 𝑘 = 1, 2;
5) 𝜌 = 𝑤
(︀
𝜀 2 + 𝜔 2
)︀
< 1, где 𝑤 = max
{︁
𝑤1;𝑀 1 𝑤2
}︁
,
то CУ (22) имеет единственную пару решений. Эту пару решений можно найти
методом последовательных приближений:{︂
𝛽 0 = 0, 𝛽 𝑗+1 = ℑ 2(𝛽 𝑗 , 𝑢 𝑗),
𝑢 0(𝑡) = 0, 𝑢 𝑗+1(𝑡) = ℑ 1(𝛽 𝑗 , 𝑢 𝑗). (23)
Кроме того, однозначно определяется вторая величина восстановления 𝜙 2.
Доказательство. C учетом условий теоремы из приближения (23) получаем оцен-
ки ⃒⃒
𝛽 1 − 𝛽 0 ⃒⃒ ≤ ⃒⃒𝜎 1 ⃒⃒+ ⃒⃒⃒𝜎 2 ⃒⃒⃒ |𝑓 (0, 0)| ≤ 𝜀 1 + 𝜀 2𝑀 0, (24)
ОБРАТНАЯ ЗАДАЧА ДЛЯ ОБЫКНОВЕННОГО... 27
⃦⃦
𝑢 1(𝑡)− 𝑢 0(𝑡)⃦⃦ ≤ ⃦⃦𝑔 1(𝑡)⃦⃦+ ⃦⃦⃦𝑔 2(𝑡)⃦⃦⃦ |𝑓 (0, 0)| ≤ 𝜔 1 + 𝜔 2𝑀 0. (25)
Для произвольных разностей справедливы следующие оценки
⃒⃒
𝛽 𝑗+1 − 𝛽 𝑗 ⃒⃒ ≤ ⃒⃒⃒𝜎 2 ⃒⃒⃒
⎡⎣𝑤 1 ⃒⃒𝛽 𝑗 − 𝛽 𝑗−1 ⃒⃒+ 𝑤 2 𝑇∫︁
0
|𝐻(𝜃)| ⃒⃒𝑢 𝑗(𝜃)− 𝑢 𝑗−1(𝜃)⃒⃒
⎤⎦ ≤
≤ 𝜀 2
[︀
𝑤 1
⃒⃒
𝛽 𝑗 − 𝛽 𝑗−1 ⃒⃒+ 𝑤 2𝑀 1 ⃦⃦𝑢 𝑗(𝑡)− 𝑢 𝑗−1(𝑡)⃦⃦]︀ ≤
≤ 𝑤 𝜀 2
[︀⃒⃒
𝛽 𝑗 − 𝛽 𝑗−1⃒⃒+ ⃦⃦𝑢 𝑗(𝑡)− 𝑢 𝑗−1(𝑡)⃦⃦]︀ , (26)⃦⃦
𝑢 𝑗+1(𝑡)− 𝑢 𝑗(𝑡)⃦⃦ ≤ 𝑤𝜔 2 [︀⃒⃒𝛽 𝑗 − 𝛽 𝑗−1⃒⃒+ ⃦⃦𝑢 𝑗(𝑡)− 𝑢 𝑗−1(𝑡)⃦⃦]︀ . (27)
Из (26) и (27) получаем⃒⃒
𝛽 𝑗+1 − 𝛽 𝑗 ⃒⃒+ ⃦⃦𝑢 𝑗+1(𝑡)− 𝑢 𝑗(𝑡)⃦⃦ ≤
≤ 𝜌 (︀⃒⃒𝛽 𝑗 − 𝛽 𝑗−1⃒⃒+ ⃦⃦𝑢 𝑗(𝑡)− 𝑢 𝑗−1(𝑡)⃦⃦)︀ . (28)
Из оценки (24) следует, что оператор ℑ 2
(︁
𝛽, 𝑢
)︁
в правой части (21) переводит
шар 𝑆 1
(︁
𝛽, 𝑟 1
)︁
с радиусом 𝑟 1 = 𝜀 1 + 𝜀 2𝑀 0 в себя. Из оценки (25) аналогично
следует, что оператор ℑ 1
(︁
𝛽, 𝑢
)︁
в правой части (20) переводит шар 𝑆 2
(︁
𝑢, 𝑟 2
)︁
с
радиусом 𝑟 2 = 𝜔 1 + 𝜔 2𝑀 0 в себя. В силу последнего условия теоремы, из оцен-
ки (28) следует, что операторы в правой части (22) являются сжимающими. Из
оценок (24), (25) и (28) заключаем, что для операторов в (22) существует един-
ственная пара неподвижных точек (см., напр. [25], стр. 389 – 401). Следовательно,
CУ (22) имеет единственную пару решений
{︁
𝑢(𝑡) ∈ 𝐶(Ω), 𝛽 ∈ 𝑅
}︁
. Подставляя эти
решения СУ (22) в (19), определим вторую величину восстановления 𝜙 2. Кроме
того, справедливы оценки скорости сходимости
⃒⃒
𝛽 𝑗+1 − 𝛽 ⃒⃒ ≤ 𝜌 𝑗+1
1− 𝜌
(︁
𝜔 2 + 𝜀 2
)︁
𝑀 0,
⃦⃦
𝑢 𝑗+1(𝑡)− 𝑢(𝑡)⃦⃦ ≤ 𝜌 𝑗+1
1− 𝜌
(︁
𝜔 2 + 𝜀 2
)︁
𝑀 0.
Нетрудно убедиться, что 𝑢(𝑡) ∈ 𝐶 2(Ω). Теорема доказана.
Покажем, что множество интегро-дифференциальных уравнений (1), для кото-
рых выполняется последнее условие теоремы 1, не пусто. Если в качестве примера
берем функцию
𝐻(𝑡) = 𝑒−𝑤 (𝜀 2+𝜔 2) 𝑡,
то это условие приобретает очевидный вид
𝜌 =
(︁
1− 𝑒−𝑤 (𝜀 2+𝜔 2)𝑇
)︁
< 1.
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4. Устойчивость решения уравнения (1) по функциям восстановления
Поскольку неизвестные величины определяются методом последовательных
приближений, ставится вопрос об устойчивости решения уравнения (1) по вели-
чинам восстановления: 𝛽 и 𝜙 2.
Теорема 2. Пусть выполняются условия теоремы 1. Если 𝑢(𝑡) ∈ 𝐶 2(Ω) и 𝛽 ∈ 𝑅
– единственная пара решений СУ (22) и 𝜙 2 ∈ 𝑅 – вторая величина восстанов-
ления, то решение уравнения (1) 𝑢(𝑡) устойчиво по величинам восстановления:
𝛽(𝑥) и 𝜙 2(𝑥).
Доказательство. Пусть 𝑢 1(𝑡) и 𝑢 2(𝑡) – два различных решения краевой задачи
(1), (2), соответствующие двум различным значениям величин восстановления 𝜙 21
и 𝜙 22, 𝛽 1 и 𝛽 2, соответственно.
Положим, что⃒⃒
𝜙 21 − 𝜙 22
⃒⃒
< 𝛿 1,
⃒⃒
𝛽 1 − 𝛽 2
⃒⃒
< 𝛿 2, 0 < 𝛿 𝑘 = 𝑐𝑜𝑛𝑠𝑡, 𝑘 = 1, 2.
Тогда с учетом это, в силу условий теоремы, из (16) имеем⃦⃦
𝑢 1(𝑡)− 𝑢 2(𝑡)
⃦⃦ ≤ ⃒⃒𝜙 21 − 𝜙 22⃒⃒ ⃦⃦𝑄 2(𝑡)⃦⃦+ ⃒⃒𝛽 1 − 𝛽 2⃒⃒ ⃦⃦𝑄 3(𝑡)⃦⃦+
+𝛿 0
⃦⃦
𝑄 4(𝑡)
⃦⃦ (︀⃒⃒
𝛽 1 − 𝛽 2
⃒⃒
+
⃦⃦
𝑢 1(𝑡)− 𝑢 2(𝑡)
⃦⃦)︀
<
< 𝛿 1
⃦⃦
𝑄 2(𝑡)
⃦⃦
+ 𝛿 2
[︀⃦⃦
𝑄 3(𝑡)
⃦⃦
+ 𝛿 0
⃦⃦
𝑄 4(𝑡)
⃦⃦]︀
+ 𝛿 0
⃦⃦
𝑄 4(𝑡)
⃦⃦ ‖𝑢 1(𝑡)− 𝑢 2(𝑡)‖ .
По условию теоремы 1 − 𝛿 0
⃦⃦
𝑄 4(𝑡)
⃦⃦
> 0. Поэтому из последнего неравенства
получаем, что
⃦⃦
𝑢 1(𝑡)− 𝑢 2(𝑡)
⃦⃦
<
𝛿 1
⃦⃦
𝑄 2(𝑡)
⃦⃦
+ 𝛿 2
[︀⃦⃦
𝑄 3(𝑡)
⃦⃦
+ 𝛿 0
⃦⃦
𝑄 4(𝑡)
⃦⃦]︀
1− 𝛿 0
⃦⃦
𝑄 4(𝑡)
⃦⃦ .
Отсюда окончательно получаем утверждения теоремы, если положим
𝜀 =
𝛿 1
⃦⃦
𝑄 2(𝑡)
⃦⃦
+ 𝛿 2
[︀⃦⃦
𝑄 3(𝑡)
⃦⃦
+ 𝛿 0
⃦⃦
𝑄 4(𝑡)
⃦⃦]︀
1− 𝛿 0
⃦⃦
𝑄 4(𝑡)
⃦⃦ .
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This article considers the questions of one value solvability of the nonlocal
inverse problem for restore the resource and boundary regimes for a
nonlinear Fredholm second-order ordinary integro-differential equation with
degenerate kernel. By denoting the integro-differential equation is reduced
to a system of algebraic equations with nonlinear right-hand side. This
system is solved by the aid of modified Kramer method. By the aid of
the given additional conditions is obtained the system of two equations
with respect to first and second unknown quantity. Is derived also the
formula for calculation the third unknown quantity. It is proved the one
value solvability of this system by the method of successive approximations.
Is derived also the formula for calculation the third unknown quantity. It
is studied the stability of solution of the integro-differential equation with
respect to restore quantities.
Keywords: nonlocal inverse problem, integro-differential equation,
degenerate kernel, system of algebraic equations, one valued solvability.
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