In the field of statistics and machine learning, the sums-of-squares, commonly referred to as ordinary least squares, can be used as a convenient choice of cost function because of its many nice analytical properties, though not always the best choice. However, it has been long known that ordinary least squares is not robust to outliers. Several attempts to resolve this problem led to the creation of alternative methods that, either did not fully resolved the outlier problem or were computationally difficult. In this paper, we provide a very simple solution that can make ordinary least squares less sensitive to outliers in data classification, by scaling the augmented input vector by its length. We show some mathematical expositions of the outlier problem using some approximations and geometrical techniques. We present numerical results to support the efficacy of our method.
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I. INTRODUCTION
Machine learning and computational statistics are two different but closely related fields with usually overlapping methods. For example, regression analysis and data classification are two problems that are common to both fields. On the one hand, regression analysis involves finding a mathematical model from a given set of training data such that one could make prediction of the output of a different input. On the other hand, data classification, from a supervised learning perspective, involves finding a model that learns the assignation of data into different classes during training with the aid of its accompanying label, so that it is able to classify any other given data without a knowledge of its label. The two problems are similar. The major difference is that the label in classification is discrete while the "label" in regression (i.e. the dependent variable) is continuous.
To obtain the model, the common practice is to define a cost function that minimizes the distance between the data and the model. An often easy choice is sums-ofsquares cost function, which is commonly referred to as least squares. This cost function is best applied to data with a normal distribution, though it is not uncommon to see it employed automatically on data which may not be normal. The choice is motivated because of the many analytical properties least squares method enjoys and the ease of its implementation. However, it has been known that least squares is not robust against outliers, since the dawn of statistics as a field (in regression analysis) and also later in machine learning (as in data classification). Several notable attempts have been made on finding a solution to this problem, see Ref. 1 (and references therein) for historical facts. This led to the creation of other methods that are referred to as "least squares alternatives" to resolve the outlier problem, though they are either computationally inefficient or had some other limitations. Nonetheless, the outlier problem with least squares was not resolved, and for the sake of distinction, it is now tagged as ordinary least squares (oLS) to differentiate it from the other "least squares alternatives."
There is no mathematically rigorous measure of what deserved to be called an outlier in a data. A common idea is that a data point is called an outlier if it does not follow the pattern of the remaining data points. Loosely speaking, if some set of data points are unusually "far away" from the expected region of majority data points, that set of "strayed" data points may be called outliers. Outliers can arise due to many reasons, including experimental errors either due to faulty equipments, imprecise set up, or environmental conditions; human error; or forging of results. Except where outliers are due to a known cause, they should be retained in a data, and rather use a statistics that is robust against outliers.
In this paper, we show how a simple idea can help make least squares cost function, on the ground of data classification, less sensitive to outliers. We do not attempt to provide a method of identifying outliers in a data, but rather our method uses both the normal data and outlier data to determine the optimal decision boundary. The paper is structured as follows: In Sec. II we briefly review the binary classification problem and recall the derivation of the weight vector. In Sec. III, we give some exposition about the outlier problem using geometrical techniques and approximations. In Sec. IV, we present our solution to the outlier problem. In Sec. V, we present numerical results to support the efficacy of our solution. We use synthetic dataset in two dimensions for binary classification, and also one "real world" dataset: the MNIST dataset for handwriting recognition for multiple classification problem. In Sec. VI, we end with some conclusion and state some future research direction. On a final note, the reader who is only interested in the solution is advised to jump directly to Sec. IV and Sec. V.
II. LINEAR CLASSIFIER USING LEAST SQUARES ERROR
A linear classifier is a tool in machine learning that is often used for quick data exploration because it is fast to train and very easy to implement, albeit at the expense of its accuracy. It becomes a competitive method if the dimensionality of input space is very high. One common example problem is document classification. See Ref. 2 for a review of linear classifiers.
The aim of statistical classification, in general, is to classify a given data into one of many classes. More formally, given a data represented as (x, t), where x is the vector representation of the data and t is the corresponding label. The goal is to classify x into one of K number of classes C k , where k = 1, . . . , K, using its label t (in the case where the assignation of data belongs to one and only one class). In cases where data is linearly separable, a linear classifier is sufficient, otherwise one should recourse to one of the nonlinear methods such as neural networks strategies. 
A. Binary classification
In this work, we exclusively use binary classification (i.e. where K = 2 ) as a fruitful ground to show our proposed solution to the outlier problem, without loss of generalization to multiple classification.
The usual starting point is to construct a linear discriminant
where w is the weight vector, w 0 is the bias (i.e. negative of the threshold), x is the input data vector. Hereafter, y(x) will be called ordinary linear discriminant (oLD) in order to differentiate it from the idea of scaled linear discriminant (sLD) that we introduce later. It is convenient to write Eq. (1) as
where
T , with x 0 = 1 (a "dummy" variable). The new w ′ and x ′ are commonly referred to as augmented weight vector and augmented input vector, respectively.
Let the two classes of data be C 1 and C 2 . The input vector x is assigned to class C 1 if the discriminant y(x) > 0 or to class C 2 if y(x) < 0, while if it is exactly on the decision boundary, y(x) = 0.
The aim is to learn the w ′ that does this classification from the available labelled training data, S = {x n , t n } where n ∈ {1, N }, N is the total number of training data, x n is the input data vector, and t n is the target binary variable whose value is either +1 or −1 depending on whether x n belongs to class C 1 or C 2 . We employ least squares as the cost function, defined as
which minimizes the distance between the given target value t n and the model's prediction y(x ′ n ). It is known that the minimization of this cost function is equivalent to the maximization of the loglikelihood of a Gaussianx
Graphical illustration of data with two classes: "pluses" and "crosses," represented here as ideal circular clouds of data. Let the big clouds represent the "normal data" and the small clouds some possible outliers. If there is no outlier, the number of points in the small clouds become zero. The set of "plus" signs belong to class C (1) and the set of "cross" signs belong to class C (2) . The other variables are explained in the main text.
probability distribution with respect to the weight and bias. 3 The least squares approach therefore implies the data have an assumed Gaussian distribution, which may not be so, as the distribution is not known a priori. This is one of the main reasons often cited to mitigate the use of least squares on data that are not normally distributed.
To derive the expression for the augmented weight vector w ′ , take the derivative of Eq. (3) with respect to w ′ and set it to zero to give
III. EXPOSITION OF THE OUTLIER PROBLEM
In this section, we show approximately using geometrical techniques, how the outlier problem manifest in least squares linear classifiers using binary classification. For ease of visualization, we depict the problem in two dimensions, see Fig. 1 , but this does not deduct from our conclusion generally; The same conclusion holds true in higher dimensional input space (as we never use any feature peculiar to the dimensionality of the input space, except as an aid for visualization). In addition, we believe that our exposition and the proposed solution applies to multiple classification, as supported by our numerical result on a multiple classification problem.
We start with some basic assumptions and notations.
We assume there are two classes C (1) and C (2) . The data in each class is split into "normal" data and a possible outlier data. Let the number of "normal" data points in each classes be N (1) in C (1) and N (2) in C (2) , and the number of outliers as N (1+) in C (1) and N (2+) in C (2) . When considering the "normal" case, when there is no outlier in any class, N (1+) = N (2+) = 0. The weight vector is determined from
T is the augmented input vector for each input vector x n and t n is the target variable, t n = ±1. We will drop the primes and write x n for the augmented vector for the sake of typographical convenience.
We know the class that each input vector belongs to during training. As such, rather than indexing the input vector with a single index n, we use a two-index notation, (k, u k ), where k indexes the class and u k indexes the sample that belongs to that class. If there is an outlier in class C (k) , we index it with m k . We split the input data in each cloud into a reference vector-which is taken as the mean vector,x-and a residual vector ε. As in Fig. 1 , letx (1) andx (2) be the mean vectors of the big clouds,x (1+) andx (2+) be the mean vectors of the small outlying clouds, and ∆
(1) , ∆ (2) be the displacement vectors of the small outlying clouds from the big clouds. Therefore, the "normal" input data and outlier can be written respectively as
where the vector x (k+) m k can also be written as x
m k . For convenience, we split Eq. 5 into parts as w = IS, where
We derive approximate expressions for these terms. Starting with S,
which is split into sum over the "normal" data and the possible outlying data. But as the target variable t only depends on the class, t
Substitute Eqs. 6 and 7 into the above equation to give
For the assumed symmetric cloud (i.e. the ideal case), the sum over the relative vectors,
We now consider the I term.
Again, we substitute Eqs. 6 and 7 into the above equation to get
which simplifies to
We shall let
and
Therefore
which can be expanded into the series
If the length of the relative vectors is small enough, the convergence of this series can be guaranteed. In any case, in order to show the effect of outlier, it is sufficient to consider the leading term. Therefore
which involves only the mean vectors of the two classes. Written explicilty,
(22) The expressions for S and I can be written more explicitly by using the values of t (1) = 1 and t (2) = −1. Hence,
We define the total number of data as
, and density of each cloud of data as
Therefore, S and I can be expressed in terms of density as
From these equations, we explore the following special cases, namely:
1. When there are no outliers, i.e. ρ (1+) = 0 and ρ (2+) = 0, and there is an equal number of data points in the "big" clouds,
The expressions derived from this case will be used to "benchmark" the remaining cases.
2. When there is still no outlier, ρ (1+) = 0 and ρ (2+) = 0, but the density of data in the remaining clouds differ. We choose, for instance, ρ
(1) = ǫ and ρ (2) = 1 − ǫ, where ǫ is a small number.
3. When there is an outlier, e.g. in class C (2) . Therefore, ρ (1+) = 0. We consider ρ
4. The last case is when none of ρ (1) , ρ (2) , ρ (1+) , and ρ (2+) is zero. We do not regard this as an outlier problem, as the two classes have large variances, and hence have "equal advantage" of "competing" for the decision boundary. If however one class has a much larger variance than the other, then this case becomes an example of an outlier problem like Case No. 3. The solution we propose for the outlier problem also works for it. This case is not developed further.
Case 1
In this case,
The expression for S and I becomes
(1)x(1)
Just as in a two-body problem in classical mechanics, we can express both S and I in terms of two new vectors:
)/2, the centroid of the two classes, and r 0 = (x (1) −x (2) )/2, the corresponding relative vector of the two classes. Therefore,
From this, one can expect the decision boundary to pass through the centroid as illustrated in Fig. 2 . If we include more terms in the series expansion of I, the decision boundary may vary to allow for more statistical variations from the input data. While it is not possible to know the value of the components of the weight vector w except we specify the coordinate values of the input vectors, we will use the expressions for S, I, R 0 and r 0 as "benchmarks" when considering other cases.
Case 2
When ρ (1+) = ρ (2+) = 0, and ρ (1) = ǫ and ρ (2) = 1 − ǫ, where ǫ is a small number. In this case, S and I becomes
We cast S and I into the same form as in Case 1 by defining the centroid R and relative vector r as
2 r 0 =x
When there is no outlier and the number of data points in both classes are equal, the decision boundary, i.e. the solid black line, is expected (up to leading order, in the ideal case) to bisect the distance 2r0 between the two classes. The decision boundary passes through the centroid
The distance between the two classes, using the class means, is 2r0 = (
Therefore, I can be expressed as
For S, we make some approximations. In Eq. 35, we see thatx
The expressions for S and I in this case can be compared with those of Case 1. Here, it can be noticed that x (2) contributes more in determining S and I, and hence the decision boundary is biased towards the second class C (2) . In addition, we already know that the centroid R determine the point through which the decision boundary passes. As such, since R is closer to beingx (2) , the boundary is closer to the data in class C (2) than class C (1) , and will hence misclassifies data from the lower plane (as it will "cut" across it). This is hardly insightful, as unequal number of data in the two classes will bias the boundary towards the denser class and gives a poorer accuracy on learning, albeit this is not a problem of any outlier. Therefore, we will no longer consider unequal densities, either in the presence of outlier or not.
Case 3
We now consider the case when there is an outlier, e.g. in class C (2) . [The same conclusion holds true if we instead choose the outlier to be in class C (1) ]. To that end, we let ρ (1+) = 0, ρ
Under these assumptions, S and I become
Even though the density of both classes are balanced, the density (1/2 − γ) of the outlier (at some value of γ) and its coordinate valuesx (2+) can still exert a "pulling weight" on the boundary, "pulling" it more towards the second class.
For completeness, we again express S and I in terms of centroids and relative vectors, given as
Hence,
where we recover Eqs. 30 and 31 for both S and I in the limit γ → 1 2 . Depending on the coordinates of the input samples, one of either R orR and r orr will be more important than the other, and will (approximately) determine the point where the decision boundary will pass through.
In the particular illustration of the positive-positive quarter-plane of Fig. 1 , R dominates overR, and hence, determines the point where the decision boundary passes through. It can be expected that at some value of γ < 1/2, the centroid R will move closer to the outlier and the decision boundary will therefore "cut across" some of the data in class C (2) . This is an instance of the famed outlier problem. This leads to a lower accuracy in learning algorithms that employ least squares.
The denser or farther the outlier is from the "normal" data, controlled either through γ or the position vector x (2+) , the more the boundary line is "pulled" towards the half plane of the outlier, and thereby gives a poorer result on classification. This effect can be easily seen in any of the above equations. For example, in R, where the outlying data enters the equation as (1/2 − γ)x (2+) , i.e. as a product of the square-root of its density (1/2−γ) and coordinate vectorx (2+) . Therefore, increasing either the density or the position of the outlier can accentuate its effect. We will assume, as in a real scenario, that the density of the outlier is less than the density of the "normal" data-otherwise the outlier should rather be considered as the "normal" data. In that case, we are still left with its position vectorx (2+) , which, if "very far" from the "normal data" affect the decision boundary. In the next section, we provide a simple solution to this problem, and present numerical proofs of its efficacy.
IV. MAKING OUTLIERS LESS SIGNIFICANT
Having reviewed how outlier poses to be a problem in least squares error function, we now provide a simple means by which it can be corrected: by applying some length scale to the discriminant function.
We start with the realization that in binary classification, the classification criteria is the sign of the discriminant function
where y(x) < 0 if x is on the lower plane, y(x) = 0 if x is on the decision boundary, and y(x) > 0 if x is on the upper plane. In multiple classification using linear discriminant, the classification criteria is the maximum value of the linear discriminants of the different classes. What is common with both classification problem is that the classification criteria is "scale invariant." Basically, this means that if we divide y(x) by some length scale S, the classification criteria of the discriminant does not change, though its value changes; In binary classification, the sign of y(x) is unchanged by a length scale. Also, in multiple classification, all the entries of y(x) are scaled uniformly, so that the highest number remains so. For reasons that will be clear later, we work with the augmented version of the above equation,
where x ′ is the augmented input vector, with length
We define the scaled version of the above equation as
x ′ is the scaled augmented input vector. Under this scaled version, all the machineries of the least squares linear classifiers, namely, the cost function and the expression for the weight vector, remain the same, where the input vectors are now scaled.
We posit that using this scaled version "cures" the outlier problem. To show this, we recall the expressions Eqs. 38 and 39 derived for Case 3 of Sec. III. Its scaled version is given as
(1)X(1)
where for typographical convenience we have also dropped the primes on the augmented vectors. We simplify S and I. Starting with S,
(1)
(51) We assume the length of the outlier, x (2+) , is higher than non-outlier vectors, and hence factor it out. Therefore,
Similarly, we simplify I,
which we write as
The weight vector w is
From the above equations, we see that the vectors of the "normal" data in bothS andĨ have been "scaled up" by the length of the outlier, thereby making them as equally important as, or even more important than, the outlier in determining the decision boundary. The farther the outlier the lesser its effect on the boundary. We can compare these equations with the set, Eqs. 38 and 39, when there is an outlier (and using the conventional approach) and with Eqs. 28 and 29, when there is no outlier. Unlike other methods of handling outlier, it is noteworthy that the outlier is still present inS andĨ (which is good, since it is originally part of the input data), but the decision boundary is now less sensitive to it. That is, we made the outliers less significant.
We have shown how to improve statistical classification using least squares in the presence of outlier, by scaling the augmented input data vector by its length. Not only is this true approximately, but also in the exact case, as the residuals would have also been scaled and will not sum to zero in a "real-world" data, unlike in the ideal case we considered.
We present numerical proofs in Sec. V. In our numerical implementation, we do not use the approximate equations but the exact equation for determining the weight vector as in Eq. 4, only now scaling the input data vector according to our prescription above.
A. Potential pitfall of the proposed solution and its solutions
In our prescribed solution to the outlier problem, we proposed that the length scale to be used should be that of the augmented input vector x ′ without giving any justification. We give one now. It is tempting to want to use the length x of the original input vector x. However, this has a serious potential pitfall. For definiteness and simplicity, we consider the input data to be in two dimensions. Assuming that we scale with x , then the scaled augmented input vector becomes
where x ′ = (1, x, y) T , where 1 is the "dummy" number, x and y are the coordinates of the input data vector x. Therefore, the coordinates have the scaling transformation
which maps a point (x, y) on a Cartesian plane to a point on a unit circle, as x 2 + y 2 = 1. This is dangerous if two different data-points in two different classes are related by a scale factor. Under the above mapping, they map to the same point on the unit circle, and hence become nonseparable. Mathematically, let x 1 and x 2 be two distinct input data vectors that belong to two different classes in the original input space, and related as x 2 = λx 1 , where λ is some scale factor. We have that (for the scaled version of the original input vector)
where x 2 = λ x 1 . Therefore, different points on the plane now map to the same point on the unit circle. Although, in the (augmented) weight expression for linear classifier, we use the augmented vectors. The scaled augmented versions of X 1 and X 2 are
With this, the usual assumed contiguity hypothesis in linearly separable data may not be maintained as a data point may "jump" from a region of one class to a region of another class under this transformation, and might not be linearly separable anymore, though perhaps still possible to be separated using nonlinear classifiers. A solution that potentially resolves the above problem is to use the length of the augmented input vector x ′ as the length scale, with the length as
T , and x ′ 2 = λ x ′ 1 , and hence the scaled input vector X 1 and X 2 , using the length of the augmented input vector as the length scale, are not equal. Furthermore, the scaled augmented vectors are
which cannot be equated by any factor. Therefore, the contiguity hypothesis is maintained. However, the above solution also breaks down in the limit |x|, |y| ≫ 1. There are two possible solutions to this:
1. One can apply some uniform transformation to the input space, e.g. scaling or translation, to change the coordinate values to a range where addition of 1 is significant.
2. An alternative solution would be to use a length scale such as c + x 2 + y 2 , where c is arbitrary, and such a value such that c + x 2 + y 2 ≈ x 2 + y 2 .
On the overall, our proposed "rule of thumb" is: use the length scale c + x 2 + y 2 , where c is chosen to be 1 if the coordinate values of the input space are not too large, otherwise use a higher value of c. There are two classes: "red crosses" and "blue circles." The magenta line is the decision boundary obtained using ordinary linear discriminant (oLD), i.e. the conventional method, while the black line is the decision boundary obtained using our proposed method of scaled linear discriminant (sLD).
The above treatment generalizes to higher dimensional input space. The scaling transformation will map the coordinates of D-dimensional data points in the (assumed) Cartesian coordinate system to the surface of a hypersphere in D dimensions.
V. NUMERICAL RESULTS
We now provide numerical proofs that our proposed solution works efficiently. We test it both on synthetic data and "real-world" data, comparing the solutions to those obtained using ordinary linear discriminant. The realworld data is the MNIST dataset 4 for handwriting image recognition. The synthetic data are randomly generated in two dimensions, and made to look similar to Figure  4 .4, Pg. 186 of Ref. 3 . The data contain two classes: "red crosses" and "blue circles," with and without outlier.
First, we present results when the density population of data of the two classes are equal. In Fig. 3 , there are 100 data points in both classes, i.e. 100 "red crosses," 70 "blue circles," and 30 "blue circles" outlier. The magenta line is the solution using ordinary linear discriminant (oLD), i.e. using the conventional method, which, as is already known and also shown here again, fails in the presence of the outlier. The black line is our solution using scaled linear discriminant (sLD), which remarkably gets the right boundary. While it is already known that oLD is sensitive to outlier, that is, not robust against outlier, our method of sLD is less sensitive to outlier, that is, robust against outlier, and moreover uses the same The magenta line is the decision boundary obtained using oLD, while the black line is the decision boundary obtained using sLD. It can be seen that the result obtained using sLD is perhaps better than the result of oLD method.
weight expression as the oLD but with scaled augmented input data vectors rather than ordinary augmented input data vectors. We then also test the method in the "normal" case when there are no outliers, with 100 data points in each class. The method is as good, or perhaps better, than the conventional method as shown in Fig. 4 . Secondly, we then test our method for data density population that are not equal, namely, when there is more data in one class than the other. In this case, we considered 100 "red crosses," 100 "blue circles," and 30 extra "blue circles" outlier. In Fig. 5 , we present solution of the oLD and sLD, with the outlier still at the same position as in Fig. 3 , and in Fig. 6 , we vary the position of the outlier, displacing it to a different position. While the oLD misclassifies data from both classes, it can be seen that sLD is optimal, giving a much better decision boundary.
In both Figs. 5 and 6, we see that while the oLD method is very sensitive to outlier and does poorer with change in the position of the outlier, the sLD method is very robust against outliers and also give superior result when the position of the outlier is varied.
Lastly, we show that our method of scaled linear discriminant does not only prove to have advantage(s) over ordinary linear discriminant when using least squares on binary classification problems and/or synthetic data, but that it is also very competitive for multiple classification and on "real-world" data. To this end, we tested it on the MNIST dataset for handwriting recognition. The MNIST dataset consist of 60000 training data and 10000 test data. Linear classifiers are generally poor on the image recognition problem, as patterns are nonlinear. Using least squares, the accuracy of learning using ordinary lin- ear discriminant is 85.77% on the test data, while using our method, we obtained 85.41%. The statistical error in accuracy of classification using sLD relative to oLD is ∼ 0.42%. Even though, the oLD outperforms the sLD on the MNIST dataset by a very small margin, on some other dataset without outlier, sLD may outperform oLD as in Fig. 4 . But sLD may always outperform oLD in the presence of outlier as shown in the results above.
A note about implementation. The numerical implementation of sLD is similar to oLD, the only difference is that the augmented input vector is scaled by its length at a cost of ∼ O(N D) in addition to the cost of oLD method, where D is the dimensionality of the input space and N is the total number of samples. The formula for determining the weight vector (or matrix in multiple classification) is the same. When testing, the computed weight vector (or matrix in multiple classification) is multiplied directly with the input vectors without any further scaling applied to the input vectors.
VI. CONCLUSION
In this work, we presented a simple, effective way of improving the accuracy of linear classifiers that employ least squares in the presence of outliers by defining a "scaleinvariant" linear discriminant. We presented numerical results that supported our proposition. The method also works when there are no outliers, making the our method more versatile than the conventional approach.
Our consideration in this paper has been on data classification, whose labels take discrete values. The method presented here can be adapted to regression analysis, where "labels" (or the dependent variables) take continuous values. This can help provide solution to the outlier problem of regression analysis when using least squares.
