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パラメータ調整機能を有する





































































3 Particle Swarm Optimization 11
3.1 Particle Swarm Opimizationの概要・・・・・・・・・・・・・・・・・・・・・・・・・・・ 11






































































































































第 1 章 “序論” では，本論文の目的と背景について述べる。




第 3 章 “Particle Swarm Optimization”では，メタヒューリスティクスの一つであり、








第 5 章 “パラメータ調整機能を有するクラスタ構造型PSO”では，多様化・集中化戦略
と探索点群の状態の関係を考察しつつ，CSPSOに拡張された安定性解析を用いて二つの改
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良アルゴリズムを提案する。さらに，ベンチマーク問題を用いてその探索性能を検証する。





























gm : Rn ! R m = 1; 2; :::;M (2.2)
によって，gm(x) < 0または gm(x) · 0 m = 1; 2; :::;M の形で書き換えられる。このと
き，最適化問題は f; S; gの性質によって，さらに以下のように分類される。
Sが離散集合のとき，最適化問題は離散最適化問題と呼ばれる。離散集合は，任意の要
素が孤立点である集合のことである［6］。距離空間 (Rn; d)において x が集合S の孤立点
であるとは，
x 2 S (2.3)
および
9 ² > 0 8 y 2 S y =2 B²(x) (2.4)





















































「ある実行可能解 y 2 Sが式
8x 2 S f(y) · f(x) (2.5)
を満たす場合，解 yを大域的最適解という。
距離空間 (S; d)における最適化問題において，ある実行可能解 y 2 Sが式
9² > 0 8x 2 B²(y) f(y) · f(x) (2.6)
を満たす場合，yを局所的最適解という。ただし，B²(x) は中心 y, 半径 ² の開球 fx 2




































































問題の次元数 2 · n 2 N，Particle数 2 · m 2 N，慣性定数w 2 [0; 1], 加速度定数
0 < c1; c2 2 Rを設定し，反復番号を t = 1とする。また，最大反復回数 Tmaxを設
定する。
Step1:[初期化]
各探索点の初期位置x1i と初期速度 v1i を実行可能領域内Sにランダムに与える。
pbest1i = x
1








vt+1ij = w ¢ vtij + c1 ¢ rand1ij ¢ (pbesttij ¡ xtij)





ij ; i = 1; 2; ¢ ¢ ¢ ;m; j = 1; 2; ¢ ¢ ¢ ; n
Step3:[pbestと gbestの更新]
各探索点のもつ最良解情報（個体最良解）pbestと探索点群が共有している最良解情報
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（探索点群最良解）gbestを以下の式で更新する。I = fi j f(xt+1i ) < f(pbestti); i =




i ; i 2 I
pbestt+1i = pbest
t






t = Tmaxを満たしていれば最適解を gbestt，最適値を f(gbestt) として終了する。
そうでなければ t = t+ 1として Step2へ行く。
PSOのアルゴリズムは，同じく非線形連続型最適化問題を対象とするメタヒューリスティ













































は，使用される乱数は [0; 1] 上の一様乱数であるので，毎回 0.5が実現することとする。さ
らに，










vt+1ij = Á(pij ¡ xtij) + wvtij (3.4)
さらに各ベクトルの要素について







































第 3章 Particle Swarm Optimization 17
したがって，viたちと yiたちが 0に漸近収束することは，
j¸1j = j¸2j < 1 (3.11)
と同値である。M の固有方程式を解くと，
¸1; ¸2 =





0 < Á < 2w + 2 ^ 0 < w · 1 (3.13)
を得る。すなわち，この方法では，乱数要素と最良解情報の更新を排除した上で，viたち













































i;j] = 0 (3.16)
を満たすときのパラメータ (w; c1; c2)を安定であると定義している。
この条件が，以下の２式を同時に満たすことと同値であることが，若佐［21］によって示
されている。
(w + 1)(12w2 + c21 + c
2
2 ¡ 12)¡ 3(w ¡ 1)(2w ¡ c1 ¡ c2 + 2)2 < 0 (3.17)































































出される［22］。式 (3.17)および式 (3.18)において c1 = c2 =: cとしたときの領域は，それ
ぞれ図 3.3, 3.4で表される曲線の原点側の領域である。図からも分かるように，図 3.4の安
定領域は図 3.3の安定領域を含むものであるので，図 3.3がこの安定性解析で c1 = c2 =: c
としたときの安定なパラメータの組を表す図である。
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c1 = c2 = 1:4955に設定する方法である［23，24］。多くの問題に対して良い探索性能を持
つことが示されており，本研究を含む多くの改良型PSOの研究において，性能を比較する
対照として用いられている。
(2) Linearly Decreasing Inertia Weight Method (LDIWM)：
c1; c2の値を c1 = c2 = 2:0で固定した上で，wの値を不安定領域 (w = 0:9; c1 = c2 = 2:0)
から安定領域 (w = 0:4; c1 = c2 = 2:0)へ，反復番号 tの一次関数となるように減少させる
手法［25］である。パラメータの組が常に不安定領域にある場合，性能の良い探索を望むこ
とはできない。しかしこの方法は，探索の序盤においてのみ探索点の動きを激しくするこ














ラメータを Tmax = 1000; m = 30; c1 = c2 = 1:4955とする。その上で，慣性定数 wを




また，w = 0:5; 0:729; 0:8の最終試行について，最良個体の評価値の更新 f(gbest)お
よび活性度の推移を計測した。その結果を図 3.5, 3.6, 3.7, 3.8, 3.9,3.10に示す。図から，
w = 0:729の場合は活性度が徐々に 0に近づいていき，評価値の更新も停滞しないことが
わかる。w = 0:5の場合，活性度が早期に 0に近い値となり，それと同時に探索の更新も
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表 3.1： 100次元Rastrigin関数に対して各wでPSOを実行した結果
安定領域 不安定領域
w 0.5 0.6 0.7 0.729 0.75 0.7855 0.7856 0.8 0.85 0.9
式 3.17の左辺 -6.79 -5.08 -2.65 -1.81 -1.17 -0.00285 0.000551 0.498 2.34 4.36
mean 720 633 499 525 584 964 951 1255 1485 1570
std 73 71 61 60 70 183 180 196 61 65
min 534 451 346 382 439 649 675 820 1327 1395
Q1 676 585 459 481 538 847 820 1098 1453 1534
median 710 621 502 532 584 933 932 1248 1494 1573
Q3 778 679 538 561 624 1109 1038 1436 1520 1616
max 886 822 646 671 785 1481 1513 1656 1651 1684
で述べる改良型アルゴリズムの提案において重要な基礎となっている。
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図 3.5： w = 0:5としたときの評価値の推移












図 3.6： w = 0:5としたときの活性度の推移
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図 3.7： w = 0:729としたときの評価値の推移











図 3.8： w = 0:729としたときの活性度の推移
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図 3.9： w = 0:8としたときの評価値の推移






























































第 4章 クラスタ構造型PSOおよびその安定性解析 29
【クラスタ構造型PSO(CSPSO)のアルゴリズム】
Step 0: [準備]
クラスタ数 2 · nC 2 N,クラスタ一つあたりの探索点数 2 · mC 2 Nを設定
し，全探索点数をm = mCnC とする。クラスタごとのパラメータ 0 · wk · 1，
0 · c1k; c2k; c3k 2 R (k = 1; 2; :::; nC)を設定し，t = 1とする。また，最大反復回
数 Tmaxを設定する。
Step 1: [初期化]
各探索点の初期位置x1i と初期速度v1i を実行可能領域S ½ Rn内にランダムに与え，








k = 1; 2; :::; nC
zbest1 = gbest1kz とおく。
ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),





vt+1ij = wki ¢ vtij + c1 ¢ rand1ij ¢ (pbesttij ¡ xtij)
+ c2 ¢ rand2ij ¢ (gbesttk;j ¡ xtij) + c3 ¢ rand3ij ¢ (zbesttj ¡ xtij)




















, zbestt+1 = gbestt+1kz
とおく。ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),
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t = Tmaxを満たしていれば，最適解を zbestTmax，最適値を f(zbestTmax)として終
了する。そうでなければ t = t+ 1として Step 2へ行く。
図 4.1： CSPSOにおける解探索の構造
図 4.2： CSPSOにおける解更新


































(xij ¡ zbestj)2 k = 1; :::; nC (4.2)





まず，CSPSOによって次元数n = 100のRosenbrock functionおよびRastrigin function
の最適解探索を行うことで，その探索性能を検証する。ただし，使用するパラメータは，
以下のものとする。
「クラスタ数nC = 3, クラスタ一つあたりの探索点数mC = 10, 全探索点数m = 30，最
大反復回数 Tmax = 1000, 加速度定数 c1 = c2 = c3 = 1(各クラスタで一律の値とする。),
各クラスタの慣性定数w = (0:66; 0:73; 0:800)」
比較対照のために，標準的な PSOにおいて，3章で述べたConstriction Method(CM)
に近いパラメータw = 0:73; c1 = c2 = 1:5およびm = 30，Tmax = 1000のもとで同様に
解探索を行う。CSPSOにおけるパラメータは，wの平均および c1; c2; c3の和がそれぞれ
標準的な PSOにおけるCMのwおよび c1; c2の和に近い値になるように選んだ。それぞ



















かる。また，t = 200程度以降で，三つのクラスタの f(gbestk)はよく一致している。こ
のことは，全てのクラスタが適切な影響を及ぼし合って，有望な探索領域の探索に寄与し
ていることを示している。以上のことから，CSPSOでは，標準的なPSOに比べて，多様
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表 4.1： CSPSOの性能検証
Rosenbrock Rastrigin
CSPSO PSO CSPSO PSO
mean 1686 5063 492 513
std 1175 3406 64.1 69.1
min 435 910 313 320
Q1 1047 2960 450 468
median 1335 4343 492 520
Q3 1872 5943 532 561
max 8033 18255 693 701
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c3(t) = 0:5 +
t
Tmax
c3(t) = 1 c3(t) =
2t
Tmax




mean 2110 1415 1686 347 383 492
std 970 814 1175 77.8 60.9 64.1
min 799 516 435 193 266 313
Q1 1428 855 1047 304 336 450
median 1859 1140 1335 338 380 492
Q3 2455 1656 1872 378 425 532
max 7271 4281 8033 841 517 693
Rastrigin関数では，c3の変化を大きくしたものほど平均値が良くなっているが，Rosen-
brock関数では，c3(t) = 2tTmax とした場合，c3(t) = 1とした場合に比べて探索性能が悪化
する。この原因を，活性度および重心最良解距離の計測結果から考える。Rosenbrock関数
にパラメータ c3(t) = 2tTmax を用いて解探索した場合のある一回の試行について，各クラス
タの最良解の評価値 f(gbestc)，活性度の推移を図 4.11, 4.12に示す。
図に示したように，活性度は t = 200程度以降は 0に近い値から大きな変化がない状態が





ても，標準的なPSOと同様に，パラメータの組 (w; c1; c2; c3)によっては，探索の終盤にお
いて少なくとも一つのクラスタで活性度の値が上昇していくことになる。このことは，少
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図 4.11： c3(t) = 2tTmax としたときの評価値の更新（100次元Rosenbrock）





























「パラメータの組 P = (w; c1; c2; c3;mc; nc; Tmax; p;Activityth)と初期速度の生成方法V
および対象問題fからなる組 (P;V;f)が安定であるとは，CSPSOを以下の条件：
n次元の最適化問題 fに対して，初期速度ベクトル群の生成方法 V，クラスタ数 nC，
クラスタ一つあたりの探索点数mC，慣性定数および加速度定数 (w; c1; c2; c3)，終了条件
t = Tmax
で実行したときに，
Prob(fActivityTmax < Activitythg) < p (4.3)
となることである。Activitythを活性度閾値，0 < p < 1を判定確率ということとする。」
この方法は数値実験によるものであるから，安定・不安定の判別は，与えるパラメータ
によって異なることになる。今回は，(w; c1; c2; c3)の安定性について考えるために，n =
100; mC = 10; nC = 3; Tmax = 1000とする。判定確率 pは明確に定めず，後述する方
法をとる。さらに，初期速度の生成方法を，初期点のスケールの 1/5倍の乱数によるも
のとするとする。つまり，初期点のある要素 xi;j が [m;M ]上の一様乱数によって生成さ
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ク問題を用いて，結果を比較する。以上のように条件を固定した場合においての，安定なパラ
メータの組 (w; c1; c2; c3)を調べることとする。実行可能な全ての (w; c1; c2; c3)の組につい
て安定性を調べることはできないので，c1および c2を c1 = c2 = 0:25; 0:5; 1:0; 1:5で固定し
た上で，w = 0; 0:05; :::; 0:95として，各値に対応した安定性を満たさない c3の下限を求める
こととする。固定された (w; c1; c2)に対して，不安定なc3の下限を求めるために，c3を離散値
c3 = 0; 0:02; 0:04; :::に分割し，それぞれの組 (w; c1; c2; c3)に対して安定性の判別を行うこと




各組 (w; c1; c2; c3)に対して行われるCSPSOは最大で 1回とし，その試行で式（4.3）が満た
されたならばそのときのパラメータ (w; c1; c2; c3)は安定，そうでなければ不安定と判定す
る。また，(w; c1; c2; c3)が不安定であると判定された時点で，c3 < c03となる組 (w; c1; c2; c03)
を，CSPSOの試行なしに不安定であると判定する。これは，組 (w; c1; c2; c3)が不安定な




次元数n,終了条件パラメータTmax, クラスタ数nC , クラスタ一つあたりの探索点数
mC ,初期速度の生成方法を定める。また，wと c3の刻み幅∆w; ∆c3を定める。
Step 1: [対象問題の設定]
対象問題を新たに定める。対象問題を全て調べ終わっているならば終了する。
Step 2: [c1; c2の設定]
c1; c2を新たに定める。対象となる組 (c1; c2)を調べ終わっているならば Step1へ。
w = 0; c3 = 0として，CSPSOを実行する。
Step 3: [w; c3の設定および安定性の判定]
1 · wならば Step2へ。そうでなければ，与えられたパラメータで CSPSOを実
行し，初期時点と終了時点の活性度を比較する。終了時点の活性度の方が小さけれ
ばそのときのパラメータ (w; c1; c2; c3)を安定と判断し，c3 = c3 +∆c3 として再度
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最良解情報 pbest; gbest; zbestを解探索に伴う更新のないものとして扱う近似モデルを
用いる。その近似モデルにおいて，全ての探索点の位置ベクトルの成分 xtij がどのような










0 0.2 0.4 0.6 0.8 1
c1=c2=0.5
sphere Rosenbrock 2^n-minima Rastrigin
Schwefel1 Ellipsolid Ackley weighted sphere
Griekwant XinShe Zakharov Samof differentpower
k-tablet Michalewicz Schwefel2 Alpine
Levy
図 4.14： 活性度による安定限界の解析 (c1 = c2 = 0:5)
初期状態 fx1i ;v1i gmi=1に対しても，最良解情報を加速度定数で重みをつけて平均をとった位
置ベクトル
³i :=
c1pbesti + c2gbestki + c3zbest





E[(xtij ¡ ³ij)2] = 0 (4.5)
を満たすときに用いられるパラメータの組 (w; c1; c2; c3)を安定であると定義する。これと
同値な条件を以下のように導出する。
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ij + c1 ¢ rand1ijc1 ¢ (pbestij ¡ xtij)
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より速度ベクトルの要素を消去して，
xt+1ij ¡ xtij = w(xtij ¡ xt¡1ij ) + c1 ¢ rand1ij ¢ (pbestij ¡ xtij)
+c2 ¢ rand2ij ¢ (gbestkij ¡ xtij) + c3 ¢ rand3ij(zbestj ¡ xtij) (4.8)
とする。さらに，各乱数の期待値を 0にするために，randIij (I = 1; 2; 3)を [¡12 ; 12 ]上の
一様乱数 µIij (t = 1; 2; 3)に次の式：





xt+1ij = ¡wxt+1ij + (1 + w)xtij
+(c1µ1ijpgestij + c2µ2ijpgestij + c3µ3ijpgestij)

































































「離散時間確率システム »t+1 = (A+
PL
i=1 µt;IAI)»t （ただし，µt 2 RLは確率変数ベ





クトル pに対して行列 (»t ¡ p)(»t ¡ p)T の各成分が 0に平均二乗収束することは，以下
の行列C¤を負定値行列にする正定値対象行列P が存在することと同値である。







を適用する。ここで，式 (4.11)は要求されている条件を満たしており，L = 3; ¾2I =






























差分 (xtij ¡ ³ij)が 0に平均二乗収束することと，次の行列C 2 R2£2を負定値行列にする
正定値対称行列P 2 R2£2が存在することが同値であることが導かれる。
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また，C 2 R2£2の負定値性およびP 2 R2£2の正定値性が成立することは，
C11 > 0; C11C22 ¡ C12C21 > 0; P11 < 0; P11P22 ¡ P12P21 > 0 (4.20)
の成立と同値である［29］。これを利用して，式 (4.19)の行列の成分を計算することで，上記
正定値対称行列P 2 R2£2の存在が以下二つの式の成立すると同値であることが示される。




3 ¡ 12)¡ 3(w ¡ 1)(2w ¡ c1 ¡ c2 ¡ c3 + 2)2 < 0 (4.21)
(w + 1)(¡12w2 + c21 + c22 + c23 ¡ 12) + 3(w ¡ 1)(2w ¡ c1 ¡ c2 ¡ c3 + 2)2 < 0 (4.22)
実際には，第二の式をみたすとき，第一の式は成立するので，第一の式のみを考えればよ
い。特に注目すべきパラメータは c3であるため，安定なパラメータの組 (w; c1; c2; c3)か
らなる領域の境界を，超平面 c1 = c2 = 0:25; 0:5; 1:0で切断した時に現れる曲線を図 4.16,
































図 4.16： c1 = c2 = 0:25のときの安定領域の境界 (w; c3)




(2¡ w)c23 + 3(w ¡ 1)f2w ¡ (c1 + c2) + 2gc3
+6(c1 + c2)w
2 ¡ (c21 + 3c1c2 + c22)w
+2fc21 + 6c1c2 + c22 ¡ 12(c1 + c2)g < 0
(4.23)
を得る。式（4.23）は c3についての二次不等式の形で表されており，分析可能ではあるも
の，複雑である。そこで，分析を簡単にするために，c1 = c2 := cの場合を調べる。特に，
c ¸ 0およびw 2 [0; 1]が与えられた値であるとき，探索が安定するための c3 ¸ 0の条件
と，そのような c3が存在するための (w; c)の条件を調べる。まず，式 (4.21) に c1 = c2 =: c
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図 4.17： c1 = c2 = 0:5のときの安定領域の境界 (w; c3)
を代入すると，
(w + 1)(12w2 + 2c2 + c23 ¡ 12)¡ 3(w ¡ 1)(2w ¡ 2c¡ c3 + 2)2 < 0 (4.24)
となる。この式を c3について整理すると，
(2¡ w)c23 + 6(w ¡ 1)(w ¡ c+ 1)c3 + c(12w2 ¡ 5cw + 7c¡ 12) < 0 (4.25)
となる。この二次不等式の判別式をD(w; c)とおくと，
D(w; c) = f3(w ¡ 1)(w ¡ c+ 1)g2 ¡ (2¡ w)c(12w2 ¡ 5cw + 7c¡ 12)
= (w + 1)f(4w ¡ 5)c2 ¡ 6(w ¡ 1)(w + 1)c+ 9(w + 1)(w ¡ 1)2g (4.26)
式 (4.25)が非負解 c3 ¸ 0をもつならば，式 (4.25)から得られる c3は，安定限界 climit3 を
climit3 =
¡3(w ¡ 1)(w ¡ c+ 1) +pD(w; c)
2¡ w (4.27)
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図 4.18： c1 = c2 = 1:0のときの安定領域の境界 (w; c3)
として
0 · c3 < climit3 (4.28)
となる。
次に，このような climit3 ¸ 0が存在するための (w; c)についての条件を考える。c3 ¸ 0に
おいては，(w; c1; c2; c3)が安定であれば任意の自然数 0 · c03 < c3に対して (w; c1; c2; c03)も
また安定である。したがって，式（4.24）が c3 = 0で成立することが，climit3 ¸ 0が存在す
ることと等価な条件である。ゆえに，式（4.24）に c3 = 0を代入して，
c(12w2 ¡ 5cw + 7c¡ 12) < 0 (4.29)
を得る。これを図示したものが図（4.19）である。曲線の原点側の領域にある (w; c)に対
しては，式（4.27）を満たす安定な c3が存在する。これを cについて解くと，
0 < c <
12(1¡ w2)
7¡ 5w (4.30)










が得られる。また，安定なパラメータ (w; c3)が存在するための cに関する条件として，







6) ¼ 2:017 (4.33)
が得られる。
wについて式 (4.29)を解くと，所与の cに対して安定な (w; c3)が存在するためのwの上
限値
w+ =
¡5c+p25c2 ¡ 336c+ 576
24
(4.34)
が得られる。図 4.19から分かるより climitc3=0(w)の形状より，c3 = 0および cが与えられたと
き，探索が安定となるためのwの条件は，0 · c < climitc3=0(w = 0) = 127 ¼ 1:714のとき
0 · w < w+ (4.35)
12
7




(¡12 + 7p6) ¼ 2:017のとき
w¡ =
¡5c¡p25c2 ¡ 336c+ 576
24
< w+ (4.36)
となる。以上の考察を，要点をまとめて整理すると，以下のようになる。c1 = c2 =: cで
あり，(w; c)が条件 0 · c < 12(1¡w2)
7¡5w を満たす所与の値であるとする。この条件の下で，さ
らに




D = (w + 1)f(4w ¡ 5)c2 ¡ 6(w ¡ 1)(w + 1)c+ 9(w + 1)(w ¡ 1)2g (4.37)
が成立する場合に限り，(w; c1; c2; c3)は安定な組になる。








図 4.19： 安定な c3 ¸ 0が存在するための条件を満たす (w; c)からなる領域 f(w; c); 0 <
c < climitc3=0(w) =
12(1¡w2)





有用性を，簡単な数値実験によって検証することとする。mC = 10; nC = 3; Tmax = 1000
として，n = 100の Rastrigin functionに対して CSPSOを適用する。全てのクラスタ
で各パラメータの値を等しく設定する（つまり，w1 = w2 = w3などと設定する）こと
とし，それぞれのクラスタで wk = 0:5; c1k = c2k = 1:5とする。また，c3k については，
c3k = 0:1; 0:3; 0:6; 0:9; 1:2; 1:4; 1:5; 1:6; 1:8の9通り設定し，それぞれに対してCSPSOを適
用する。ここで，式 (4:27)から，w = 0:5; c = 1:5に対する c3の安定限界 climit3 は climit3 = 1:5
である。以上の条件でそれぞれのパラメータに対して 100試行のCSPSOを実行したとき
の結果を表 4.3に示す。
表 4.3から，安定領域のうち，安定限界に近い値である c3 = 1:2; 1:4とした場合の結果が
良いことが読み取れる。また，c3 = 1:5を超過すると，急激に探索性能が低下することも
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表 4.3： 各 c3に対する数値実験結果
安定領域 安定限界 不安定領域
c3 0.1 0.3 0.6 0.9 1.2 1.4 1.5 1.6 1.8 2
式 (4.25)の左辺 -6.72 -6.48 -5.67 -4.32 -2.43 -0.87 0 0.93 2.97 5.25
mean 749 458 523 511 451 459 511 980 1247 1212
std 70 55 60 69 68 64 138 246 88 87
min 536 332 382 322 259 344 306 514 1062 984
Q1 700 422 477 465 408 415 418 797 1200 1154
median 749 451 520 507 445 449 472 937 1246 1210
Q3 799 496 559 554 485 496 571 1214 1305 1277
max 917 636 686 729 635 636 1050 1470 1436 1465
同時に読み取れる。なお，c3 = 0:3において高い探索性能が示されているが，原因は不明
である。以上のことから，CSPSOにおいて，パラメータを安定限界に近い安定領域にお




c3 = 1:5(安定限界)においては，活性度は 0に漸近することなく振動する。そのため，安
定限界においては多様化から集中化への移行は適切に行われないと考えられる。また，パ
ラメータを安定限界に近づけすぎると，多様化から集中化への移行が t = Tmaxに達するま
でに実現されないため，安定限界から少し余裕をもたせることが望ましいと考えられる。
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図 4.20： c3 = 0:6のときの活性度推移











図 4.21： c3 = 1:2のときの活性度推移
第 4章 クラスタ構造型PSOおよびその安定性解析 55













図 4.22： c3 = 1:4のときの活性度推移






















































ここで，前節において行った安定性解析および c1 = c2 = cとした場合の分析が利用でき
る。前節では，パラメータの組 (w; c)が
0 < c <
12
7
¼ 1:714; 0 · w < ¡5c+
p










(¡12 + 7p6) ¼ 2:017;
¡5c¡p25c2¡336c+576
24












where D(w; c) = f3(w ¡ 1)(w ¡ c+ 1)g2 ¡ (2¡ w)cf(12w2 ¡ 5cw + 7c¡ 12)g















全係数 0 · s · 1を乗じたものとする。実際に，4章で行った検証からも，安定限界のパラ
メータを用いるよりも安定領域の内部にあるパラメータを用いた方が探索性能が良いこと
が示されている。さらに，安定限界 climit3 が climit3 ¸ 0を満たすために，パラメータ ckおよ






クラスタ数 2 · nC 2 N,クラスタ一つあたりの探索点数 2 · mC 2 Nを設定し，全
探索点数をm = mCnCとする
各クラスタの探索点最良解・クラスタ最良解に関する加速度定数0 < ck < 2:017 k =
1; 2; :::; nCを設定し，c1k = c2k = ckとする。また，c3の安全係数 0 < s · 1を設定




定数の漸減則wtkを設定する。t = 1とし，最大反復回数 Tmaxを設定する。ただし，
w1kは
0 < w1k ·
¡5c+p25c2 ¡ 336c+ 576
24
を満たすように設定する。1:714 · ck < 2:017の場合に限り，さらに




また，t = 1とし，最大反復回数 Tmaxを設定する。
Step 1: [初期化]
各探索点の初期位置x1i と初期速度v1i を実行可能領域S ½ Rn内にランダムに与え，
各探索点にクラスタ番号 ki = 1 + [ i¡1mC ]を与える。
pbest1i = x
1
i i = 1; 2; :::;m
gbest1k = pbest
1
ig k = 1; 2; :::; nC
zbest1 = gbest1kz とおく。
ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),
kz = arg min
1·k·nC
f(gbestt+1k )とする。
















¢ vtij + c1k ¢ rand1ij ¢ (pbesttij ¡ xtij)
+ c2k ¢ rand2ij ¢ (gbesttk;j ¡ xtij) + ct3k ¢ rand3ij ¢ (zbesttj ¡ xtij)
(i = 1; 2; ¢ ¢ ¢ ;m; j = 1; 2; ¢ ¢ ¢ ; n)




















, zbestt+1 = gbestt+1kz
とおく。ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),




t = Tmaxを満たしていれば，最適解を zbestTmax，最適値を f(zbestTmax)として終
了する。そうでなければ t = t+ 1として Step 2へ行く。
図 5.1： SCSPSOにおけるパラメータ調整




















































minfwtk +∆w; wmaxg (if Activitytk < Activityttarget)
















minfct3k +∆c3; cmax3 g (if disptk < dispttarget)








クラスタ数 2 · nC 2 N, クラスタ一つあたりの探索点数 1 · mC 2 N, 全探索点数
m = mCnCとする。クラスタごとのパラメータ 0 · c1k; c2k 2 R k = 1; 2; ¢ ¢ ¢ ; nC
を設定し，t = 1とする。また，最大反復回数 Tmaxを設定する。さらに，慣性定数
調整幅∆w > 0，慣性定数上下限 0 · wmin < wmax · 1 加速度定数調整幅∆c3 > 0,
加速度定数上下限を設定する。
Step 1: [初期化]
各探索点の初期位置x1i と初期速度v1i を実行可能領域S ½ Rn内にランダムに与え，
各探索点にクラスタ番号 ki = 1 + [ i¡1mC ]を与える。
pbest1i = x
1
i i = 1; 2; :::;m
gbest1k = pbest
1
ig k = 1; 2; :::; nC
zbest1 = gbest1kz とおく。
ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),
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kz = arg min
1·k·nC
f(gbestt+1k )










¢ vtij + c1ki ¢ rand1 ¢ (pbesttij ¡ xtij)
+ c2ki ¢ rand2 ¢ (gbesttk;j ¡ xtij) + ct3ki ¢ rand3 ¢ (zbesttj ¡ xtij)









i ; i 2 I
pbestt+1i = pbest
t





とおく。ただし，ik = arg min
i2fki=kg
f(pbestt+1i ),

























Step 6: [パラメータwtk; ct3kの更新]










wt+1k = minfwtk +∆w;wmaxg
そうでなければ
wt+1k = maxfwtk ¡∆w;wming
とする。また，Step2で与えた分散度の目標推移に現時点での反復番号 tを代入した







ct+13k = minfct3k +∆c3; cmax3 g
そうでなければ
ct+13k = maxfct3k ¡∆c3; cmax3 g
とする。
Step 7: [終了判定]
t = Tmaxを満たしていれば，最適解を zbestTmax，最適値を f(zbestTmax)として終
了する。そうでなければ t = t+ 1として Step 3へ行く。
予め活性度の目標を定めており，各反復における実際の活性度がこれより大きいならば
wkの値が小さくなるため，一見してこのアルゴリズムによる探索の無秩序化は起こらない
と思われる。しかし実際には，w mink を 0に設定した場合でも，探索が無秩序化することが
ある。mC = 10; nc = 3; c1 = c2 = 1, cmax3 = 5; w1k = 0:5; c13k = 2:5，wmax = 1，各調整幅
を 0.01，活性度と分散度の目標関数Activityt = Activity1 £ 10¡ 4tT , dispt = disp1 £ 10¡ 4tT
として 100次元Rastriginに対してFCSPSOの探索を行ったところ，評価値更新・活性度・
分散度・およびw; c3の推移は図5.3，5.4，5.5，5.6，5.7のようになった。ただし，Activity1
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図 5.6および図 5.4より，wが 0になっても活性度は増え続け，それによって探索が不安
定になることが分かる。図 5.7より，wが 0になっているにもかかわらず活性度が増え続
けるのは，パラメータ (wmin; c1; c2; cmax3 ) = (0; 1; 1; 5)が不安定な組であるためである。こ
のアルゴリズムは活性度をwで，分散度を c3で互いに独立に制御することを目指している
が，実際には c3を大きくすると活性度を増加させる。c3が大きすぎる場合はwをw = 0
まで小さくした場合でも活性度の減少を妨げ，探索の安定が破れる。したがって，活性度
が目標値を大きく超えた場合に，w = 0とすればパラメータの組が安定領域内に納まるこ
とが保証され，探索点の減速につながるように cmax3 を与える必要がある（図 5.8）。
そのためのパラメータ設定の条件を次のように導出する。ただし，前節および前章最終
節の分析と異なり，w = 0とおくことで式 (4.21)がある程度簡単になるため，c1 = c2の条
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図 5.8： FCSPSOにおける安定性確保のための cmax3k の設定
件を解除していることに注意を要する。まず，式 (4.21)においてw = 0とおいて，次の式
を得る。
2c23 + 3(c1 + c2 ¡ 2)c3 + (2c21 + 2c2 + 3c1c2 ¡ 6c1 ¡ 6c2) < 0 (5.4)
この不等式は，c1; c2を所与のものであると見なすことで，c3に関する高々二次の不等式で
あると考えることができる。この式が非負実数解 c3 ¸ 0を持つための必要十分条件は，式
第 5章 パラメータ調整機能を有するクラスタ構造型PSO 70
(5.4)において c3 = 0が成立することである。ゆえに，この式（5.4)で c3 = 0として，
2c22 + 3(c1 ¡ 2)c2 + 2c1(c1 ¡ 3) < 0 (5.5)
を得る。先程と同様に，この式は c1を所与としたとき，c2についての高々二次の不等式で
ある。また，非負解 c2 ¸ 0が成立するための必要十分条件は，c2 = 0において式（5.5）が
成立することである。ゆえに，式（5.5）において c2 = 0とおいて，
0 < c1 < 3 (5.6)
を得る。この条件下で二次不等式（5.5）を解くと，
0 < c2 <
¡3(c1 ¡ 2) +
p




0 < c3 <
¡3(c1 + c2 ¡ 2) +
p¡7(c21 + c22)¡ 6c1c2 + 12(c1 + c2 + 3)
4
(5.8)
となる。つまり，パラメータ c1; c2を式 (5.6), (5.7)が成立するように選んだうえで，c3max
を式 (5.8)が成立するように選べばよい。先に選んだ c1; c2に対して，c3を式 (5.8)の右辺
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表 5.2： 性能検証用パラメータ
PSO CSPSO SCSPSO FCSPSO
最大反復回数 Tmax 1000
全探索点数m 30
クラスタ数 nC - 3
クラスタごとの探索点数mC - 10
慣性係数w 0.729 (0.66,0.73,0.80) 表 5.3に示す。 表 5.4に示す。
加速度定数 c1 1.4955 1 (0.75,1,1.25) (1,1,1)
加速度定数 c2 1.4955 1 (0.75,1,1.25) (1,1,1)
加速度定数 c3 - 1 表 5.3に示す。 表 5.4に示す。
表 5.3： SCPSOの実験条件 (表 5.2の補足)
クラスタごとの慣性定数の初期値w1 (0.9224,0.866,0.8424)
クラスタごとの慣性定数の終了値wTmax (0,0,0)
クラスタごとの慣性定数調整則wtk w1k ¡ (w1k ¡ wTmaxk ) tTmax (図 5.9)
安全係数 s 0.9
クラスタごとの加速度定数調整則 c3k s£ climit3k (図 5.10)
c3は途中から増加から減少に転じる。これは，各 cの値に対する climit3 (w)が各w1kに対し
て，0 < w < w1kの範囲で極大値をとるためである。これにより，探索終盤において c3に
よる探索点の加速が抑えられることになる。また，各クラスタの慣性定数の初期値w1kは
各クラスタの ckの値に対して，式 (4.34)により設定している。これにより，t = 1時点で
の c3kは 0付近になっている。各 ckに対してこれよりも大きな値にw1kを設定することは
できない。
また，表 5.4におけるActivity1, disp1は，それぞれ探索点群の初期状態が決定された直
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3k £ 0:5=(0:5; 0:5; 0:5)
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に対して次元数nをそれぞれn = 30; 100; 300; 1000として，四つのアルゴリズムを適用し
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図 5.10： SCSPSOにおける c3の調整計画
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表 5.5： Sphere functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 1.21E-05* 4.15E-08** 2.20E-05 7.48E-03
std 2.59E-05 1.73E-07 1.65E-04 2.18E-02
min 1.72E-07 1.86E-16** 1.99E-10 3.81E-04
Q1 9.96E-07 2.63E-12** 4.73E-08 1.67E-03
median 3.03E-06 5.78E-11** 1.98E-07 3.18E-03
Q3 1.03E-05 1.95E-09** 9.36E-07 5.40E-03
max 1.93E-04 1.20E-06** 1.63E-03 2.10E-01
100 mean 2.08E+01 1.27E+01 1.55E+01 1.15E+01**
std 8.64E+00 7.02E+00 7.93E+00 5.20E+00
min 6.70E+00 1.56E+00** 3.93E+00 2.16E+00
Q1 1.46E+01 7.28E+00 9.42E+00 7.09E+00**
median 1.95E+01 1.12E+01 1.38E+01 1.12E+01**
Q3 2.54E+01 1.74E+01 1.97E+01 1.58E+01**
max 5.15E+01 3.05E+01 4.33E+01 2.32E+01**
300 mean 7.45E+02 3.35E+02 3.77E+02 2.57E+02**
std 2.82E+02 5.17E+01 5.18E+01 3.82E+01
min 3.26E+02 1.83E+02 2.40E+02 1.79E+02**
Q1 5.99E+02 3.00E+02 3.42E+02 2.24E+02**
median 6.63E+02 3.36E+02 3.74E+02 2.56E+02**
Q3 7.97E+02 3.68E+02 4.03E+02 2.86E+02**
max 2.08E+03 4.78E+02 5.44E+02 3.53E+02**
1000 mean 7.04E+03 1.15E+04 2.62E+03* 2.06E+03**
std 3.30E+02 5.65E+02 2.05E+02 2.21E+02
min 6.05E+03 1.05E+04 2.31E+03* 1.68E+03**
Q1 6.83E+03 1.11E+04 2.48E+03* 1.88E+03**
median 7.02E+03 1.14E+04 2.58E+03* 2.01E+03**
Q3 7.35E+03 1.17E+04 2.74E+03* 2.23E+03**
max 7.72E+03 1.37E+04 3.48E+03* 2.66E+03**
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表 5.6： 2nminima functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean -2.10E+03** -2.02E+03 -2.08E+03 -2.10E+03
std 6.52E+01 6.62E+01 7.40E+01 7.04E+01
min -2.27E+03** -2.24E+03 -2.21E+03 -2.24E+03
Q1 -2.15E+03** -2.07E+03 -2.12E+03 -2.15E+03
median -2.10E+03** -2.04E+03 -2.07E+03 -2.10E+03
Q3 -2.07E+03** -1.98E+03 -2.01E+03 -2.04E+03
max -1.93E+03** -1.87E+03 -1.93E+03 -1.93E+03
100 mean -4.76E+03 -6.42E+03 -6.51E+03** -6.22E+03
std 1.09E+03 1.54E+02 1.39E+02 1.97E+02
min -6.12E+03 -6.77E+03 -6.79E+03** -6.67E+03
Q1 -5.55E+03 -6.52E+03 -6.61E+03** -6.38E+03
median -5.09E+03 -6.41E+03 -6.54E+03** -6.22E+03
Q3 -4.23E+03 -6.31E+03 -6.41E+03** -6.10E+03
max -1.98E+03 -5.90E+03 -6.12E+03** -5.70E+03
300 mean -5.07E+03 -1.47E+04 -1.47E+04 -1.51E+04**
std 5.54E+02 6.86E+02 5.60E+02 4.38E+02
min -6.58E+03 -1.66E+04** -1.59E+04 -1.63E+04
Q1 -5.50E+03 -1.51E+04 -1.51E+04 -1.54E+04**
median -5.02E+03 -1.46E+04 -1.48E+04* -1.52E+04**
Q3 -4.67E+03 -1.42E+04 -1.43E+04* -1.49E+04**
max -4.04E+03 -1.30E+04 -1.34E+04* -1.39E+04**
1000 mean -1.27E+04 -2.69E+04 -3.11E+04* -3.92E+04**
std 8.94E+02 8.82E+03 2.33E+03 1.10E+03
min -1.56E+04 -3.70E+04 -3.72E+04* -4.16E+04**
Q1 -1.33E+04 -3.29E+04* -3.26E+04 -4.00E+04**
median -1.27E+04 -3.16E+04* -3.09E+04 -3.93E+04**
Q3 -1.21E+04 -1.49E+04 -2.92E+04* -3.85E+04**
max -1.04E+04 -1.06E+04 -2.60E+04* -3.57E+04**
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表 5.7： Rastrigin functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 6.82E+01 8.77E+01 7.61E+01 5.95E+01**
std 1.64E+01 2.13E+01 1.78E+01 1.49E+01
min 3.24E+01 4.78E+01 3.68E+01 2.79E+01**
Q1 5.72E+01 7.46E+01 6.47E+01 4.87E+01**
median 6.67E+01 8.46E+01 7.66E+01 5.83E+01**
Q3 7.66E+01 1.00E+02 8.66E+01 7.08E+01**
max 1.29E+02 1.41E+02 1.30E+02 8.97E+01**
100 mean 5.26E+02 5.04E+02 4.58E+02* 3.98E+02**
std 6.66E+01 6.51E+01 5.73E+01 4.35E+01
min 3.54E+02 3.63E+02 3.42E+02* 2.90E+02**
Q1 4.79E+02 4.63E+02 4.16E+02* 3.69E+02**
median 5.28E+02 5.12E+02 4.58E+02* 4.03E+02**
Q3 5.59E+02 5.46E+02 4.96E+02* 4.29E+02**
max 7.20E+02 6.76E+02 6.00E+02* 5.04E+02**
300 mean 3.62E+03 2.52E+03 2.31E+03* 2.12E+03**
std 5.15E+02 1.37E+02 1.42E+02 1.31E+02
min 2.68E+03 2.13E+03 1.98E+03* 1.78E+03**
Q1 3.22E+03 2.43E+03 2.22E+03* 2.04E+03**
median 3.53E+03 2.52E+03 2.31E+03* 2.12E+03**
Q3 4.03E+03 2.61E+03 2.40E+03* 2.21E+03**
max 5.08E+03 2.81E+03 2.68E+03* 2.49E+03**
1000 mean 1.65E+04 1.15E+04 1.07E+04* 9.90E+03**
std 6.03E+02 5.65E+02 5.21E+02 3.95E+02
min 1.55E+04 1.05E+04 9.85E+03* 9.05E+03**
Q1 1.60E+04 1.11E+04 1.02E+04* 9.62E+03**
median 1.65E+04 1.14E+04 1.05E+04* 9.86E+03**
Q3 1.71E+04 1.17E+04 1.09E+04* 1.01E+04**
max 1.78E+04 1.37E+04 1.23E+04* 1.09E+04**
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表 5.8： Ackley functionに対する数値実験
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 1.39E+00** 6.49E+00 3.26E+00 5.08E+00
std 1.23E+00 2.60E+00 2.17E+00 2.89E+00
min 1.29E-03 2.12E+00 1.66E-04** 2.47E-01
Q1 7.27E-02** 4.30E+00 1.84E+00 2.67E+00
median 1.28E+00** 6.30E+00 2.74E+00 4.20E+00
Q3 2.12E+0**0 8.31E+00 4.01E+00 7.15E+00
max 6.54E+00** 1.24E+01 1.11E+01 1.37E+01
100 mean 1.54E+01 1.71E+01 1.52E+01** 1.60E+01
std 2.37E+00 1.14E+00 1.91E+00 1.22E+00
min 1.03E+01 1.29E+01 1.01E+01** 1.24E+01
Q1 1.36E+01** 1.63E+01 1.39E+01 1.52E+01
median 1.52E+01** 1.73E+01 1.54E+01 1.64E+01
Q3 1.74E+01 1.80E+01 1.64E+01** 1.69E+01*
max 1.95E+01 1.90E+01 1.88E+01* 1.82E+01**
300 mean 2.03E+01 1.95E+01 1.92E+01* 1.85E+01**
std 2.35E-01 1.85E-01 2.67E-01 3.39E-01
min 1.99E+01 1.90E+01 1.85E+01* 1.74E+01**
Q1 2.01E+01 1.94E+01 1.90E+01* 1.82E+01**
median 2.03E+01 1.95E+01 1.92E+01* 1.84E+01**
Q3 2.05E+01 1.96E+01 1.95E+01* 1.87E+01**
max 2.09E+01 2.00E+01 1.98E+01* 1.93E+01**
1000 mean 2.10E+01 2.02E+01 1.99E+01* 1.94E+01**
std 7.36E-02 1.09E-01 2.01E-01 2.21E-01
min 2.08E+01 2.00E+01 1.96E+01* 1.89E+01**
Q1 2.10E+01 2.02E+01 1.97E+01* 1.92E+01**
median 2.10E+01 2.02E+01 1.98E+01* 1.94E+01**
Q3 2.11E+01 2.03E+01 2.00E+01* 1.96E+01**
max 2.11E+01 2.07E+01 2.05E+01* 1.98E+01**
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表 5.9： Zakharov functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 4.63E-02 1.02E+00 2.23E-02** 6.25E-01
std 1.56E-01 1.42E+00 2.35E-02 7.61E-01
min 6.48E-04 4.77E-03 3.43E-09** 1.06E-01
Q1 3.19E-03** 8.13E-02 3.74E-03 2.24E-01
median 8.65E-03** 4.17E-01 1.48E-02 3.24E-01
Q3 2.20E-02** 1.55E+00 3.32E-02 6.50E-01
max 1.07E+00 7.64E+00 1.23E-01** 4.66E+00
100 mean 2.57E+01 3.99E+01 1.36E+00** 2.92E+01
std 5.52E+00 7.74E+00 1.88E-01 5.95E+00
min 1.29E+01 2.23E+01 1.05E+00** 1.62E+01
Q1 2.19E+01 3.50E+01 1.22E+00** 2.59E+01
median 2.49E+01 3.91E+01 1.35E+00** 2.87E+01
Q3 2.97E+01 4.42E+01 1.44E+00** 3.22E+01
max 4.29E+01 6.22E+01 2.02E+00** 4.65E+01
300 mean 3.02E+02 2.90E+02 1.02E+01** 2.23E+02*
std 1.90E+01 2.11E+01 1.29E+00 1.76E+01
min 2.60E+02 2.42E+02 7.70E+00** 1.77E+02*
Q1 2.90E+02 2.73E+02 9.30E+00** 2.11E+02*
median 3.01E+02 2.89E+02 1.01E+01** 2.22E+02*
Q3 3.15E+02 3.02E+02 1.10E+01** 2.31E+02*
max 3.49E+02 3.37E+02 1.38E+01** 2.68E+02*
1000 mean 2.04E+03 1.46E+03 1.32E+03* 1.15E+03**
std 1.36E+02 7.02E+01 5.51E+01 5.91E+01
min 1.64E+03 1.30E+03 1.22E+03* 1.05E+03**
Q1 2.01E+03 1.42E+03 1.28E+03* 1.10E+03**
median 2.08E+03 1.46E+03 1.31E+03* 1.13E+03**
Q3 2.12E+03 1.50E+03 1.35E+03* 1.20E+03**
max 2.24E+03 1.68E+03 1.46E+03* 1.29E+03**
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表 5.10： Alpine functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 8.94E-02** 7.86E-01 1.00E-01 5.32E-01
std 3.17E-01 1.02E+00 4.02E-01 9.11E-01
min 9.90E-04** 1.41E-03 1.59E-05 2.30E-02
Q1 4.96E-03 5.17E-02 1.78E-03** 9.11E-02
median 8.66E-03 4.47E-01 4.48E-03 1.57E-01**
Q3 1.98E-02 1.20E+00 1.71E-02** 4.29E-01
max 2.20E+00** 6.14E+00 2.94E+00 4.49E+00
100 mean 3.17E+01 3.92E+01 2.83E+01** 3.09E+01*
std 7.87E+00 9.41E+00 7.91E+00 6.80E+00
min 1.65E+01 2.07E+01 1.36E+01** 1.60E+01*
Q1 2.55E+01 3.26E+01 2.32E+01** 2.64E+01
median 3.06E+01 3.87E+01 2.67E+01** 3.08E+01
Q3 3.75E+01 4.55E+01 3.28E+01** 3.47E+01*
max 5.45E+01 6.49E+01 5.00E+01* 4.63E+01**
300 mean 3.54E+02 3.22E+02 2.77E+02* 2.46E+02**
std 4.18E+01 2.50E+01 2.14E+01 2.27E+01
min 2.91E+02 2.36E+02 2.24E+02* 1.86E+02**
Q1 3.28E+02 3.05E+02 2.64E+02* 2.30E+02**
median 3.43E+02 3.23E+02 2.76E+02* 2.45E+02**
Q3 3.76E+02 3.40E+02 2.94E+02* 2.60E+02**
max 5.14E+02 3.86E+02 3.21E+02* 3.11E+02**
1000 mean 2.50E+03 1.73E+03 1.55E+03* 1.33E+03**
std 1.40E+02 7.64E+01 6.77E+01 7.49E+01
min 2.11E+03 1.54E+03 1.41E+03* 1.16E+03**
Q1 2.42E+03 1.68E+03 1.50E+03* 1.28E+03**
median 2.49E+03 1.72E+03 1.55E+03* 1.33E+03**
Q3 2.58E+03 1.77E+03 1.58E+03* 1.39E+03**
max 2.88E+03 1.92E+03 1.75E+03* 1.50E+03**
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図 5.12： 1000次元 2nminima functionにPSOを適用した際の f(gbest)の推移











図 5.13： 1000次元 2nminima functionにPSOを適用した際の活性度の推移










図 5.14： 1000次元 2nminima functionにPSOを適用した際の分散度の推移
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図 5.15： 1000次元 2nminima functionにCSPSOを適用した際の f(gbest)の推移















図 5.16： 1000次元 2nminima functionにCSPSOを適用した際の活性度の推移









図 5.17： 1000次元 2nminima functionにCSPSOを適用した際の分散度の推移
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図 5.18： 1000次元 2nminima functionに SCSPSOを適用した際の f(gbest)の推移
















図 5.19： 1000次元 2nminima functionに SCSPSOを適用した際の活性度の推移









図 5.20： 1000次元 2nminima functionに SCSPSOを適用した際の分散度の推移
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図 5.21： 1000次元 2nminima functionにFCSPSOを適用した際の f(gbest)の推移














図 5.22： 1000次元 2nminima functionにFCSPSOを適用した際の活性度の推移













図 5.23： 1000次元 2nminima functionにFCSPSOを適用した際の分散度の推移
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図 5.24： 1000次元 2nminima functionにFCSPSOを適用した際のwkの推移








図 5.25： 1000次元 2nminima functionにFCSPSOを適用した際の c3kの推移
第 5章 パラメータ調整機能を有するクラスタ構造型PSO 87











図 5.26： 1000次元Alpine functionにCSPSOを適用した際の活性度の推移












図 5.27： 1000次元Alpine functionに SCSPSOを適用した際の活性度の推移





























った指標である活性度を用いた数値実験による方法であった。パラメータの組 (w; c1; c2; c3)
の安定性を，探索終了時点においての活性度が開始時点での活性度よりも低いことと定義
した。パラメータの組を変えながら数値実験を繰り返すことで，(w; c1; c2)に対する c3の安
定限界を推定した。安定性解析の拡張方法の第二は，最良解固定モデルによる方法である。
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この方法では，探索の過程で各最良解情報pbest, gbest, zbestが変化しないという条件
のもとで探索点の位置ベクトルが，最良解について対応する加速度定数で加重平均をとっ
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図A.11： 2次元 Zakharov functionの図
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図A.17： 2次元Levy functionの図
B プログラムのソースファイル
本章では，二つの改良アルゴリズムの性能評価および活性度による安定性解析
において使用したプログラムを掲載する。
B.1 スケジュール機構によるパラメータ調整機能を有するク
ラスタ構造型 PSO(SCSPSO)
m=30;%探索点数
fn=4;%対象問題
D=100;%次元
iterationmax=1000;%最大反復回数
s=0.9;%安全係数
nc=3;%クラスタ数
tmax=100;%試行回数
result=zeros(tmax,1);%最適値格納用配列
mc=m/nc;%クラスタ一つあたりの探索点数
pbest=zeros(m,D);%探索点最良解
gbest=zeros(nc,D);5クラスタ最良解
zbest=zeros(1,D);%探索点群最良解
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fpbest=zeros(m,1);%探索点最適値
fgbest=zeros(nc,1);%クラスタ最適値
c1=zeros(nc,1);%加速度定数
c2=zeros(nc,1);%加速度定数
c3v=zeros(iterationmax,nc);%加速度定数
wv=zeros(iterationmax,nc);%慣性定数
fitnessv=zeros(iterationmax,nc);
DDv=zeros(iterationmax,nc);
wvstart=zeros(nc,1);%初期の慣性係数
switch fn %実行可能領域のスケール
case 1 scale=5;
case 2 scale=5;
case 3 scale=5;
case 4 scale=5.12;
case 5 scale=5;
case 6 scale=5.12;
case 7 scale=32.768;
case 8 scale=5.12;
case 9 scale=50;
case 10 scale=2*pi;
case 11 scale=5;
case 12 scale=1;
case 13 scale=5.12;
case 14 scale=pi;
case 15 scale=500;
case 16 scale=10;
case 17 scale=10;
end
c12=[0.75 1 1.25];%クラスタごとの加速度定数
fitness=zeros(iterationmax,nc);
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%慣性定数の調整スケジュール
for k=1:nc
c1(k)=c12(k);
c2(k)=c12(k);
wvstart(k)=(5*c12(k)+sqrt(25*c12(k).^2-336*c12(k)+576))/24;
end
%%%初期状態の生成%%%
for t=1:tmax
for i=1:m
for j=1:D
x(i,j)=(rand()*2-1)*scale;
v(i,j)=(rand()*2-1)*scale/5;%初期状態
end
end
pbest=x;
for i=1:m
fpbest(i)=f(pbest(i,:),D,fn);
end
for k=1:nc
for ic=1:mc
ID(ic+(k-1)*mc)=k;%探索点にクラスタ番号を振る
end
end
for k=1:nc
T=find(ID==k);
[fgbest(k),K]=min(fpbest(T));
gbest(k,:)=x(K,:);
end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
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%%%解とパラメータの更新%%
for iteration=1:iterationmax
for k=1:nc
%wの更新
wv(iteration,k)=wvstart(k,1)-(wvstart(k,1)-0)*(iteration-1)/iterationmax;
DD=(wv(iteration,k)+1)*((4*wv(iteration,k)-5)*(c12(k).^2)
-6*(wv(iteration,k)-1)*(wv(iteration,k)+1)*c12(k)
+9*(wv(iteration,k)+1)*(wv(iteration,k)-1).^2);
%%c3の更新
DDv(iteration,k)=DD;
c3v(iteration,k)=((-3)*(wv(iteration,k)-c12(k)+1)*(wv(iteration,k)-1)
+sqrt(DD))/(2-wv(iteration,k));
end
end
%%探索点の状態の更新%%
for i=1:m
for j=1:D
v(i,j)=wv(iteration,ID(i))*v(i,j)+c1(ID(i))*rand*(pbest(i,j)-x(i,j))
+c2(ID(i))*rand*(gbest(ID(i),j)-x(i,j))
+c3v(iteration,ID(i))*rand*(zbest(j)-x(i,j));
x(i,j)=x(i,j)+v(i,j);
end
end
%%最良解情報と最適値の更新%%
for i=1:m
hyoukachi=f(x(i,:),D,fn);
if hyoukachi<fpbest(i)
pbest(i,:)=x(i,:);
fpbest(i)=hyoukachi;
end
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end
for k=1:nc
T=find(ID==k);
[fgbest(k),K]=min(fpbest(T));
gbest(k,:)=x(T(K),:);
end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
end
result(t)=fzbest;%%最適値の記録
end
B.2 フィードバック機構によるパラメータ調整機能を有する
CSPSO(FCSPSO)
m=30;
nc=3;
tmax=100;
iterationmax=1000;
s=0.9;
c=[1 1 1]
c1=c;
c2=c;
for k=1:nc
c3max(k)=s*(-3*(c(k)-1)+sqrt(-5*c(k).^2+6*c(k)+9))/2;%c3maxの設定
end
deltaw=0.01;
deltac3=0.01;%調整幅
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wmax=1;
wmin=0;
c3min=0;
c3start=zeros(nc);
vscale=0.2;%初期速度の与え方
d=zeros(iterationmax+1,nc);
D=100;
fn=4;
switch fn
case 1 scale=5;
case 2 scale=5;
case 3 scale=5;
case 4 scale=5.12;
case 5 scale=5;
case 6 scale=5.12;
case 7 scale=32.768;
case 8 scale=5.12;
case 9 scale=600;
case 10 scale=2*pi;
case 11 scale=5;
case 12 scale=1;
case 13 scale=5.12;
case 14 scale=pi;
case 15 scale=500;
case 16 scale=10;
case 17 scale=10;
end
mc=m/nc;
wv=zeros(iterationmax,nc);
fitnessv=zeros(iterationmax,nc);
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c3v=zeros(iterationmax,nc);
result=zeros(tmax,1);
mc=m/nc;
pbest=zeros(m,D);
gbest=zeros(nc,D);
zbest=zeros(1,D);
fpbest=zeros(m,1);
fgbest=zeros(nc,1);
dtargetv=zeros(iterationmax+1,nc);
dv=zeros(iterationmax+1,nc);
acttargetv=zeros(iterationmax+1,nc);
actv=zeros(iterationmax+1,nc);
fitness=zeros(iterationmax,nc);
for t=1:tmax
for i=1:m
for j=1:D
x(i,j)=(2*rand-1)*scale;
v(i,j)=(2*rand-1)*scale*vscale;
end
end
pbest=x;
for i=1:m
fpbest(i)=f(pbest(i,:),D,fn);
end
for k=1:nc
for ic=1:mc
ID(ic+(k-1)*mc)=k;
end
end
for k=1:nc
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T=find(ID==k);
[fgbest(k),K]=min(fpbest(T));
gbest(k,:)=x(K,:);
end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
%%初期時点での活性度と分散度%%
for i=1:m
for j=1:D
dv(1,ID(i))=dv(1,ID(i))+(x(i,j)-zbest(1,j)).^2;
end
end
for k=1:nc
dv(1,k)=sqrt(dv(1,k)/(mc*D));
end
for i=1:m
for j=1:D
actv(1,ID(i))=actv(1,ID(i))+v(i,j).^2;
end
end
for k=1:nc
actv(1,k)=sqrt(actv(1,k)/(mc*D));
end
%%%% 初期パラメータ%%%%%
for k=1:nc
wv(1,k)=0.5;
c3v(1,k)=c3max(k)/2;
end
%%活性度と分散度のクラスタ平均値 %%
dall=0;
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for k=1:nc
dall=dall+dv(1,k);
end
dall=dall/nc;
actall=0;
for k=1:nc
actall=actall+actv(1,k);
end
actall=actall/nc;
%%%%%%%%%%%%%反復開始%%%%%%%%%%%%%%%%%%
for iteration=1:iterationmax
%% 活性度と分散度の目標値設定%%
for k=1:nc
acttargetv(iteration,k)=actall*(10.^-4).^(iteration/iterationmax)
dtargetv(iteration,k)=dall*(10.^-4).^(iteration/iterationmax);
end
for i=1:m
for j=1:D
v(i,j)=wv(iteration,ID(i))*v(i,j)+c1(ID(i))*rand*(pbest(i,j)-x(i,j))
+c2(ID(i))*rand*(gbest(ID(i),j)-x(i,j))
+c3v(iteration,ID(i))*rand*(zbest(j)-x(i,j));
x(i,j)=x(i,j)+v(i,j);
end
end
for i=1:m
hyoukachi=f(x(i,:),D,fn);
if hyoukachi<fpbest(i)
pbest(i,:)=x(i,:);
fpbest(i)=hyoukachi;
end
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end
for c=1:nc
T=find(ID==c);
[fgbest(c),K]=min(fpbest(T));
gbest(c,:)=x(T(K),:);
end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
%%%%%%%%%%%%%%%%%%%%%%%活性度と分散度の計算%%%%%%%%%%%
for i=1:m
for j=1:D
actv(iteration+1,ID(i))=actv(iteration+1,ID(i))+v(i,j).^2;
end
end
for k=1:nc
actv(iteration+1,k)=sqrt(actv(iteration+1,k)/(mc*D));
end
for i=1:m
for j=1:D
dv(iteration+1,ID(i))=dv(iteration+1,ID(i))+(x(i,j)-zbest(1,j)).^2;
end
end
for k=1:nc
dv(iteration+1,k)=sqrt(dv(iteration+1,k)/(mc*D));
end
%%%%%%%%%%%%%%%パラメータ更新%%%%%%%%%%%%%%
for k=1:nc
if actv(iteration+1,k)<acttargetv(iteration,k)
wv(iteration+1,k)=min(wv(iteration,k)+deltaw,wmax);
else
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wv(iteration+1,k)=max(wv(iteration,k)-deltaw,wmin);
end
end
for k=1:nc
if dv(iteration+1,k)>dtargetv(iteration,k)
c3v(iteration+1,k)=min(c3v(iteration,k)+deltac3,c3max(k));
else
c3v(iteration+1,k)=max(c3v(iteration,k)-deltac3,c3min);
end
end
end
result(t)=fzbest;%最適値の記録
end
B.3 活性度による CSPSOの安定性解析
%%共通条件%%
m=30;
D=100;
iterationmax=1000;
nc=3;
c1=[1 1 1];
c2=[1 1 1];
mc=m/nc;
stability=zeros(50,250);
anteihyou=zeros(50,1);
%%複数の問題について調べる%%
for iii=1:17
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fn=iii;
%%対象問題と実行可能領域%%
switch fn
case 1 scale=5;
case 2 scale=5;
case 3 scale=5;
case 4 scale=5.12;
case 5 scale=5;
case 6 scale=5.12;
case 7 scale=32.768;
case 8 scale=5.12;
case 9 scale=600;
case 10 scale=2*pi;
case 11 scale=5;
case 12 scale=1;
case 13 scale=5.12;
case 14 scale=pi;
case 15 scale=500;
case 16 scale=10;
case 17 scale=10;
end
jj=1;
%%iiで wを与える。%%%
for ii=1:19
w=[ii*0.05 ii*0.05 ii*0.05];
flag=0;
%%jjで c3を与える。%%
jj=1;
%% 安定なら flag==0%%
while flag==0
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c3=jj*0.02;
%%CSPSO開始%%
%%%%配列宣言%%
pbest=zeros(m,D);
gbest=zeros(nc,D);
zbest=zeros(1,D);
fpbest=zeros(m,1);
fgbest=zeros(nc,1);
%%初期探索点群を与える
for i=1:m
for j=1:D
x(i,j)=(rand()*2-1)*scale;
v(i,j)=(rand()*2-1)*scale/5;
end
end
pbest=x;
for i=1:m
fpbest(i)=f(pbest(i,:),D,fn);
end
for c=1:nc
for ic=1:mc
ID(ic+(c-1)*mc)=c;
end
end
for c=1:nc
T=find(ID==c);
[fgbest(c),K]=min(fpbest(T));
gbest(c,:)=x(K,:);
end
[fzbest,L]=min(fgbest);
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zbest=gbest(L,:);
%%初期時点での活性度
act0=0;
for i=1:m
for j=1:D
act0=act0+v(i,j).^2;
end
end
%%反復の実行%%
for iteration=1:iterationmax
for i=1:m
for j=1:D
v(i,j)=w(ID(i))*v(i,j)
+c1(ID(i))*rand*(pbest(i,j)-x(i,j))
+c2(ID(i))*rand*(gbest(ID(i),j)-x(i,j))
+c3*rand*(zbest(j)-x(i,j));
x(i,j)=x(i,j)+v(i,j);
end
end
for i=1:m
hyoukachi=f(x(i,:),D,fn);
if hyoukachi<fpbest(i)
pbest(i,:)=x(i,:);
fpbest(i)=hyoukachi;
end
end
for c=1:nc
T=find(ID==c);
[fgbest(c),K]=min(fpbest(T));
gbest(c,:)=x(T(K),:);
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end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
end
%%終了時点の活性度%%
act=0;
for i=1:m
for j=1:D
act=act+v(i,j).^2;
end
end
%%安定なら次の c3へ。。
if act<act0
stability(ii,jj)=1;
jj=jj+1;
%%不安定なら次の wへ。
else
flag=1;
stability(ii,jj)=2;
anteihyou(ii)=c3;
end
end
stability2(:,iii)=anteihyou;
end
