We present a new coupled kinetic-fluid model for the interactions between Cucker-Smale (C-S) flocking particles and incompressible fluid on the periodic spatial domain T d . Our coupled system consists of the kinetic C-S equation and the incompressible Navier-Stokes equations, and these two systems are coupled through the drag force. For the proposed model, we provide a global existence of weak solutions and a priori time-asymptotic exponential flocking estimates for any smooth flow, when the kinematic viscosity of the fluid is sufficiently large. The velocity of individual C-S particles and fluid velocity tend to the averaged time-dependent particle velocities exponentially fast.
Introduction
The purpose of this paper is to present a new mathematical model describing the interactions between Cucker-Smale (C-S) flocking particles and incompressible viscous fluid.
Recently emergent phenomena of self-propelled particles such as flocking and synchronization have received lots of attention due to the engineering, physical and biological applications [17-20, 40, 47, 51-53] . So far, most available literature [1, 2, 4, 5, 7, 8, 10, 13-16, 22, 24, 29-32, 35-37, 39, 44] for flocking deal with only the dynamics of self-propelled particles as a closed system, i.e. interactions with fluids and external force fields are often ignored. However, as we can easily imagine, the dynamics of selfpropelled particles will be strongly influenced by neighbouring fluids and force fields, say, water, gas and electro-magnetic waves, etc. Hence incorporating these neglected effects in the modeling of the self-propelled particles will be necessary. In this paper, as a preliminary step in this direction, consider an ensemble of C-S flocking particles embedded in a viscous incompressible fluid, e.g., water. We assume the volume occupied by the C-S particles is negligible compared with the volume of fluid and the number of particles is sufficiently large so that the kinetic C-S equation introduced in [37] can be used to describe the particle system. In contrast, for the modeling of fluid, we use the incompressible Navier-Stokes equations. To focus the interaction between particles and fluid, we also ignore other forces, i.e. gravitation, Brownian random effect for particle motion, etc.
Let f = f (x, ξ, t) be the one-particle distribution function at a periodic spatial domain x ∈ T d , ξ ∈ R d at time t, and u = u(x, t) be the bulk velocity of fluid. In this situation, our model for C-S particles-fluid reads as follows:
subject to initial data:
where µ is the kinematic viscosity of the fluid and F a , F d denote the alignment (flocking) force and drag force per unit mass, respectively:
Here, the communication weight ψ : R → R + satisfies
3)
The first equation in (1.1) is the kinetic C-S flocking equation [16] derived using the BBGKY hierarchy from the C-S particle model in [37] , and the second equations represent the NavierStokes equations with a drag force. Note that these two equations for C-S particle and fluid are coupled through the drag force. Then natural mathematical questions about (1.1) are:
• Is system (1.1) well-posed?
• Does system (1.1) show the alignment at least time-asymptotically?
When the alignment force F a is not present, system (1.1) becomes the model treated in [5] , where the global existence of weak solutions has been obtained. Hence, we might have some chance to use their analysis for our model. For the second question, in the absence of coupling with fluids, the C-S particles are aligned time-asymptotically to the average velocity, which is constant depending on the nature of communication weight ψ, however, since we are assuming the spatial domain is a periodic domain, we can treat the communication weight ψ as one. However, for the model (1.1), the average velocity of C-S particles is not constant any more due to the momentum exchange between particles and fluid. Therefore a plausibly possible scenario is that the alignment force F a first induces a flocking among C-S particles and then the drag force F d generates the flocking between particles and fluid time-asymptotically. Below we present our main result on the emergence of time-asymptotic alignment.
Recall that our goal is to verify alignment between the C-S particles and fluid at least timeasymptotically. For this, we introduce an averaged time-dependent velocity of C-S particles:
and variance functionals of the particle velocity and fluid velocity fluctuations around ξ c : 
, 
C-S particles and fluid are aligned at least exponentially fast, i.e.
where the exponential decay rate λ is given by
Remark 1.2.
1. Restriction on the size of initial data and spatial dimension are not needed, however, for a technical reason, we require our spatial domain to be periodic due to the use of Poincaré's inequality. 2. The existence of smooth solutions to the kinetic C-S equation was obtained in [37] using the method of particle trajectory, and the corresponding question for the Navier-Stokes equations is well known in the literature [42] . Therefore, combining two well-known methods, one may obtain the existence of global smooth solutions to system (1.1) with all required conditions needed in theorem 1.1.
The rest of this paper is organized as follows. In section 2, we briefly discuss the kinetic C-S model and the Navier-Stokes equations, and provide a priori velocity moment estimates for the kinetic C-S equation. In section 3, we provide the proof of theorem 1.1. In section 4, we present a global existence of weak solutions adopting a method from Boudin-DesvillettesGrandmont-Moussa's work [5] . Finally, section 5 is devoted to the summary of our work and discussion of future direction.
Notations. For the simplicity of presentation, we drop x-dependence of differential operators ∇ x , x :
Of course, we still use ∇ ξ to denote the derivative with respect to ξ , not x.
Preliminaries
In this section, we briefly review the kinetic C-S model and the previous literature on the coupled kinetic-fluid models, and provide a priori velocity moment estimates for the model (1.1).
A coupled C-S-Navier-Stokes model
A few years ago, Cucker and Smale introduced a Newton type particle model motivated by the work of Vicsek et al [53] , and they provided rigorous flocking estimates exhibiting an emergent flocking phenomena depending on the decay rate of communication weight. In recent years, this model got a lot of attention from many researchers in applied PDE community.
Let (x i , ξ i ) be the position and velocity of ith particle. Then the C-S flocking model reads as
where the communication weight ψ cs is given by the following form:
Note that the C-S communication weight ψ cs satisfies conditions (1.3). The C-S model (2.1) and its invariants have been extensively studied in a series of papers [1, 2, 14-16, 29, 30, 32, 33, 35-37, 39, 48] . On the other hand, when the number of particles goes to infinity, i.e. N → ∞, the macroscopic observables for system (2.1) can be calculated from the velocity moments of the density function f = f (x, ξ, t) which is a solution to the following Vlasov-type equation:
The rigorous justification on the mean-field limit and asymptotic flocking estimates have been studied in [9, 35, 37] . As aforementioned in the introduction, most research on the C-S flocking model has been restricted to the closed system where the interaction with fluid and external forces is ignored. Consider a more realistic situation where C-S particles are immersed in a viscous incompressible fluid such as water. For the fluid, we take the Navier-Stokes equations:
(2.4) Then the crux of the matter is how to couple the kinetic C-S equation (2.3) and the NavierStokes equations (2.4) together to make the resulting coupled system exhibit emergent alignment phenomena. For this coupling idea, we adopt the coupling scheme used for the modeling of thin spray and fluid in the previous literature [3, 5, [26] [27] [28] via a drag force:
where the internal force F is the sum of an alignment force and a drag force:
To see the effect of a drag force, for the moment, we assume the flow is one-dimensional and we ignore pressure, viscous term and external force effects, etc. Then in this simplified situation, the N-S equations in (2.5) become If the fluid velocity is larger than the particle velocity, i.e. u(x, t) > ξ , then the rhs of (2.6) is negative, hence, the fluid will decelerate to match the particle velocity. In contrast, if fluid velocity is smaller than particle velocity, then the drag force makes the fluid accelerate so that alignment is achieved. Therefore, we can view the drag force as a kind of an alignment force.
Before we close this subsection, we present a priori velocity moment estimates for the coupled system (1.1).
Lemma 2.1 (Propagation of velocity moments). Let [f, u] be a smooth solution to (1.1) satisfying
Then we have
Proof.
(i) The conservation of mass is clear due to the periodicity in x and vanishing far-field condition (2.7) in ξ . For the conservation of momentum, we multiply the first equation (1.1) by ξ and integrate the resulting equation over
Note that
This implies
Therefore it follows from (2.
On the other hand, it follows from the second equation in
Hence we deduce from (2.9) and (2.10) to obtain the conservation of momentum.
(ii) By a similar argument as in (i), we have the following energy equality:
We also deduce from (2.5) 2 that
We now combine (2.11) and (2.12) to obtain the desired energy estimate.
A brief discussion on kinetic-fluid models
Several coupled kinetic-fluid models were proposed for the modeling of interactions between particles and fluids in [3, 5, 12, 26-28, 38, 43] . Among them, in this part, we focus on the coupled Vlasov-fluid models [5, 38] . In [38] , Hamdache studied the motion of a solid particle suspension in a Stokes flow. The dispersed phase is modeled by a transport kinetic equation with accretion induced by Stokes drag force and gravitation field. The viscous fluid is taken to obey Stokes equations with an external force:
where M = , and σ = kT M 6πuµr M 0 is the diffusion coefficient associated with Brownian motion of the particles. Furthermore, r is the radius of each particle, ρ 1 and µ are the density and viscosity of the fluid, ρ 2 is the scale of particles density ρ(t, x), G(t, x) is the gravity force. For the Vlasov-Stokes system, Hamdache studied the global existence of weak solutions for d 2 and large-time behaviour for d = 2, 3.
On the other hand, Boudin et al [3, 5 ] studied a mathematical model for the motion of thin spray (dispersed phase of particles) inside a viscous fluid, which is modeled by the VlasovNavier-Stokes system:
Of course, when the random motion of thin spray is taken into account, the Vlasov-FokkerPlanck equation can be used instead of Vlasov equation (see [26] [27] [28] ). In [5] , authors studied the global existence of weak solutions in three dimensions d = 3. Note that system (2.14) has lots of similarity except the flocking term ∇ ξ · (F a (f )f ).
Asymptotic flocking estimate
In this section, we provide a priori large-time dynamics of the coupled CS-NS system
, where the spatial domain is a periodic domain T d , using the functionals E p , E f and E introduced in section 1:
Note that the functionals E p and E f represent variances of C-S particle and fluid velocities around the mean velocity ξ c . The proof of theorem 1.1 directly follows from the following two lemmas. As we can see from two following lemmas, the functionals E p and E f are not monotonic along the smooth flow (2.5). However, when each component function E is combined, the sum is monotonically decreasing along the flow. 
Then, we have
Proof. By direct calculation, we have
• (Estimate of I 1 ): We use the definition of ξ c and unit mass assumption to obtain
• (Estimate of I 2 ): We use
integration by parts to find
The first term I 21 can be estimated as follows:
where we used the doubling trick (x, ξ ) ↔ (y, ξ * ) to find
and
On the other hand, we split term I 22 as two terms:
We finally combine (3.2) and (3.3) to obtain the desired result. 
where P (d) is the Poincaré constant, and ε is a positive constant to be determined later.
• (Estimation of J 1 ): It follows from the Navier-Stokes part in (2.5) that
We use the periodicity of u and ∇ · u = 0 to find
Again, we use ∇ · u = 0 to obtain
We now use integration by parts and Poincaré's inequality [25] to obtain
where we used the periodic boundary condition
to apply Poincaré's inequality, and P (d) is the Poincaré constant. Note that
In (3.4), we now combine (3.6)-(3.9) to obtain
(3.10)
• (Estimation of J 2 ): We use Young's inequality for the integrand to find
where ε is a positive constant which will be determined later.
On the other hand, it follows from remark 2.2 that
We use the Cauchy-Schwarz inequality to find
Hence we have
We finally combine (3.10) and (3.11) to obtain the desired result.
We now combine the estimates of lemmas 3.1 and 3.2 to obtain the time-asymptotic flocking estimates as follows.
The proof of theorem 1.1. It follows from lemmas 3.1 and 3.2 that
We now choose ε and µ as follows.
Then for such ε and K, we have
This yields the exponential decay of E. This completes the proof.
Existence of global weak solutions
In this section, we provide the global existence of weak solutions to the CS-NS system (1.1) on the spatial periodic domain T d x with d 3. As mentioned in section 2, our system (1.1) has almost the same structure as the model studied by Boudin et al [5] except for a new extra component ∇ ξ · (F a (f )f ) in the Vlasov part of (1.1). Hence the framework of weak solution and method of constructing such weak solutions are the same as those of [5] except for extra work due to new components. Therefore, we focus on the extra estimates and leave other detailed estimates to [5] .
Recall the C-S-Navier-Stokes system:
We introduce function spaces:
We also denote by V the dual space of V. We now present the definition of a weak solution as follows. . In this section, we first regularize the convection term in the Navier-Stokes parts in (1.1) following a scheme used in [5] , and then obtain an uniform bound for the solutions to the regularized system with respect to regularization parameter. Then using the standard compactness arguments, we can extract a sequence of regularized solutions converging to a weak solution to system (1.1) as the regularizing parameter goes to zero. Of course, in this limit process, we cannot guarantee the uniqueness of a weak solution.
Definition 4.1 ([5]). Suppose the initial data
[f in , u in ] satisfy f in ∈ L ∞ (T d × R d ), R d |ξ | 2 f dξ ∈ L ∞ (T d × (0, T )), u in ∈ L 2 (T d ). (4.1)
For a given T ∈ (0, ∞), the pair [f, u] is a weak solution of (1.1)-(1.3) on the time-interval [0, T ) if and only if the following conditions are satisfied:
We now state a main result of this section as follows. 
We prove the theorem in the next subsections. 
A regularized system
In this part, we present a regularized system for (1.1) by mollifying the convection coefficient and cut-off high velocities in drag forcing term. Let ε > 0 and θ be a standard mollifier:
and we set a sequence of smooth mollifiers:
Moreover, we also introduce a cut-off function γ ε ∈ C ∞ (R d ):
The regularized system is defined as follows:
subject to regularized initial data:
where * denotes the convolution with respect to the spatial variable x, and
and f in,ε and u in,ε are C ∞ approximations of f in and u in such that
is uniformly bounded with respect to ε and converges strongly towards
Moreover, note that f in,ε has a compact support in ξ . To define approximate solutions [f • (Construction of approximate solutions to the regularized system): below, we will define a sequence of approximate solutions {[f n , u n ]} ∞ n=1 as solutions of decoupled system inductively.
Initial step (n = 1): we set
With this, we solve the IVP for the nonlinear Vlasov equation:
Inductive step: Suppose we have the sequence of approximate solutions
. Then, with [f n , u n ], we again solve the Navier-Stokes system with given external force: 6) subject to fixed initial data:
Then, with u (n+1) , we solve the Vlasov equation:
subject to initial datum:
The solvability of system (4.6) is the same as that of [5] , and the issue of solvability of (4.7) will be presented in the appendix. Therefore, the iterations [f n , u n ] are well defined.
Convergence of iteration
We next study the convergence of iterates [f n , u n ] in the limit n → ∞. For this, we set
is the forward bi-characteristics to be the solution of the following ODEs: 8) subject to initial data:
We first recall a Gronwall type lemma whose proof can be found from [5] .
Lemma 4.4 ([5]). For a positive constant T > 0, let {a n } be a sequence of nonnegative continuous functions defined on [0, T ] satisfying the relation:
where A, B and C are nonnegative constants. Then there exists a positive constant K such that for all n ∈ N a n (t)
In order to get rid of dependence on n, we need to have the following uniform bound of the sequences [f n , u n ]. 10) where C(ε) depends on ε but not on n, and the sequence
)) towards weak formulation of (4.4)-(4.5).
Proof. For the uniform estimates, we have from (A.4)
which implies (i). Then, we can derive the other uniform estimates (4.10) in a similar way in [5] . 
where C is a generic positive constant depending only on ε, d, T and ψ, but independent of n.
Proof.
(i) For the estimate, we take two straightforward steps.
Step A: We first derive
We integrate equation (4.7) along the particle trajectories χ n (s) and χ n−1 from s = 0 to s = t to find
This again can be rewritten as
• (The estimate of K 1 ): we use (A.14) to obtain
where we used the uniform boundedness of ξ -support of f (see remark A.3 in the appendix). In (4.12), we combine (4.13) and (4.14) to obtain the desired estimate (4.11).
Step B: We next derive
It follows from (A.2) that we have the following estimate:
We use Young's inequality and the mean-value theorem to obtain
and that
We now estimate the terms K 4i , i = 1, 2, 3 as follows:
where we used the uniform boundedness of ξ n . In (4.16), we combine all estimates from (4.17) to (4.18) to obtain the desired result (4.15). We now consider the sum (4.11) + 1 η (4.15) with 0 < η 1 to obtain
We choose η 1 sufficiently small such that
Then for such η, we have a Gronwall inequality:
where the left term of (4.19) with coefficient 1 is denoted by n . Then the standard Gronwall's lemma yields
(ii) For the estimate of ω n , we use the estimates on p 7 of [5] , i.e., we have
Then, we now use (4.20) to find
This implies the desired result.
Proof of theorem 4.2. We first use lemma 4.4 and (ii) in lemma 4.6 to see that there is a constant K such that
Hence we have showed the existence of the regularized system (4.4).
To complete the proof, there remain three steps. First, we need to obtain the uniform estimates in proposition 1 in [5] as follows:
where constant C is independent of ε. Indeed, we easily obtain (4.22) 1 from the proof of (i) in proposition 4.5. For estimate (4.22) 2 , it is enough to obtain the inequality of the form (3.9) in [5] since the remaining process to obtain (4.22) 2 is the same as [5] . During this process we used the fact that
. Therefore, we need the restriction d 3. On the other hand, as we saw (2.11), the integral related to the alignment force term is negative, so that we obtain the same inequality as (3.9) in [5] .
Second, we show that (4.4)-(4.5) asymptotically approach (1.1)-(1.2) as ε → 0. For this, we need to show that ∂ t u ε is uniformly bounded in L 3/2 (0, T * ; V ) like [5] . But, this estimate is related to (4.4) 2 which is of the same form as (2.11) in [5] , therefore we refer to [5] .
Finally, we need to extend the local existence globally in time, but this part mainly depends on the Navier-Stokes part (1.1) 2 . This step is well known in the Navier-Stokes theory, and also refer to [5] .
Conclusion
We provided a new mathematical model for the interaction of C-S particles and an incompressible viscous fluid, which is a coupled kinetic C-S-Navier-Stokes system. Our coupling is done via the drag force under the assumption that the volume occupied by the flocking particles is negligible compared with the volume of fluid. Our coupled system has lots of structural similarity with the coupled kinetic-fluid model for the thin spray. However, unlike that model, our model exhibits the emergence of alignment (flocking) time-asymptotically. In particular, we have shown that for any smooth flow to our model with suitable far-field vanishing condition, the alignments will occur at least exponentially fast in any dimension, as long as the kinematic viscosity is sufficiently large. For the well-posedness issue, we basically follow the idea in [5] to show the existence of weak solutions in dimension less than or equal to three. Most available literature on the flocking of self-propelled particles (agents) deals with a particle system as a closed system. Hence so far, the interaction with fluid and other external forces has not been considered in the modeling of flocking phenomena. Hence this work can be regarded as the first step in this direction, and it would be interesting to generalize our analysis for the physical domain with suitable boundary conditions. We will investigate this issue in future. Proof. Since the local existence of (4.7) can be obtained by the standard fixed point argument, we only need to obtain a priori C 1 -norm bound of f to conclude a global existence of classical solutions as [37] . For this, we introduce a nonlinear transport operator N on the phase-space Hence we obtain
F(t) F(0)e
Ct , (A.14)
where C is a constant depending on ε, u L ∞ (0,T ;L 2 (R d )) , M 0 , M 2 , ψ L ∞ and the size of initial velocity support. We use this a priori W 1,∞ -estimate and standard continuation principle to obtain the global extension of local classical solutions.
