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Abstract
In this paper, we discuss about monotone vector fields, which is a typical extension
to the theory of convex functions, by exploiting the tangent space structure. This new
approach to monotonicity in CAT(0) spaces stands in opposed to the monotonicity defined
earlier in CAT(0) spaces by Khatibzadeh and Ranjbar [14] and Chaipunya and Kumam [8].
In particular, this new concept extends the theory from both Hilbert spaces and Hadamard
manifolds, while the known concept barely has any obvious relationship to the theory in
Hadamard manifolds. We also study the corresponding resolvents and Yosida approxi-
mations of a given monotone vector field and derive many of their important properties.
Finally, we prove a generation theorem by showing convergence of an exponential formula
applied to resolvents of a monotone vector field. Our findings improve several known re-
sults in the literature including generation theorems of Jost [13, Theorem 1.3.13], Mayer
[19, Theorem 1.13], Stojkovic [22, Theorem 2.18], and Bačák [4, Theorem 1.5] for proper,
convex, lower semicontinuous functions in the context of complete CAT(0) spaces, and
also by Iwamiya and Okochi [11, Theorem 4.1] for monotone vector fields in the context
of Hadamard manifolds.
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1. Introduction
Convex functions in CAT(0) spaces were first considered during the 1990s. In particular,
Jost [12] and Mayer [19] independently studied the proximal operators of convex functions
in complete CAT(0) and applied them to investigate harmonic functions and also gradient
flows. The proximal operators were later used by Bačák [4] to study proximal algorithms
for minimizing convex functions. He also proved a semigroup generation theorem from the
exponential formula applied to these proximal operators. Further explanations can also be
found in [5]. In 2017, Khatibzadeh and Ranjbar [14] as well as Chaipunya and Kumam [8]
generalized the results of Bačák [4] by introducing the monotone operators and examined
proximal algorithms using the dual space concept introduced earlier by Ahmadi Kakavandi
and Amini [2] (also see [1]). The dual space used in [2] is known to generalize the usual dual
space when the linear structure is provided. However, it is still unknown (as also posted in [2])
what relationship this dual space has with the Riemannian tangent spaces when the space in
question is an Hadamard manifold. Consequently, the monotone operators introduced in this
aspect barely have obvious or simple relationships with monotone vector fields on Hadamard
manifolds as introduced by Németh [20] and later enriched by Li et al. [18].
In this present paper, we adopt a new approach to generalize and unify the concept of
monotonicity into complete CAT(0) spaces and ultimately prove a semigroup generation the-
orem. Instead of applying the dual space of [2], we make use of the tangent spaces (also
called tangent cones) of Nikolaev [21] which is consistent with the contexts of Hilbert spaces
or Hadamard manifolds. With this nice attribute of tangent spaces, the concept of monotone
vector fields introduced in this paper is a natural complement to the theory in Hilbert spaces as
well as in Hadamard manifolds. In addition to the main results, we introduce and deduce sev-
eral fundamental properties of resolvents and Yosida approximations which become the major
machinery in proving the generation theorem and are also important in their own rights.
Note that the convergence procedure applied in our generation theorem (Theorem 5.2)
was used by Jost [13, Theorem 1.3.13], Mayer [19, Theorem 1.13], Stojkovic [22, Theorem
2.18], and Bačák [4, Theorem 1.5] for proper, convex, lower semicontinuous functions in the
context of complete CAT(0) spaces, and also by Iwamiya and Okochi [11, Theorem 4.1] for
monotone vector fields in the context of Hilbert manifolds. Our generation theorem elevates
the abovementioned results of [4, 13, 19] to monotone vector fields and also improves that of
[11] when reduced to an Hadamard manifold, taken into account the equivalent formulation
studied by Wang et al. [23, Corollary 3.8].
The rest of this paper is organized as follows. In Section 2, we collect background materials
which are required for our main results in subsequent sections. Especially, the definitions
and properties of a CAT(0) space and its tangent spaces are given here. Moreover, several
useful inequalities and estimates are also derived thereof. In Section 3, we give the definition
of a monotone vector field and provide fundamental observations accordingly. Moreover, we
investigate a convex subdifferential as an example for a monotone vector field. In Section 4,
the notion of resolvents for a monotone vector field is given and several tools are obtained. We
then further construct the Yosida approximations, which will be used as a central equipment
in the generation theorem. Important results for this section include the resolvent identity, the
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convexity of closed domains for monotone vector fields, asymptotic convergence on both ends
for the resolvent operators, and the Yosida approximation estimate. The final Section 5, the
generation theorem is proved and a simple convergence for the corresponding trajectories are
derived.
2. Preliminaries
Recall that a metric space (X, d) is said to be geodesic if for each two points x, y ∈ X,
there exists a mapping c : [0, ℓ] → X (with ℓ ≥ 0) and a constant K ≥ 0 such that c(0) = x,
c(ℓ) = y, and d(c(t), c(t′)) = K |t− t′| for any t, t′ ∈ [0, ℓ]. In this way, c is called a geodesic
joining x and y, and it is said to issue from x and end at y. We say that c is a zero geodesic
at x if x = y, otherwise we say that it is nonzero. Let us adopt the zero geodesic indicator
ζ(c) := 0 if c is a zero geodesic and ζ(c) := 1 otherwise. We say that c is normalized if ℓ = 1
and that it is of unit speed of K = 1. In the latter case, we also have K = ρ(x, y). On the
other hand, a mapping c : R → X is called a geodesic line if there exists a strictly positive
constant K > 0 such that ρ(c(t), c(t′)) = K |t− t′| for all t, t′ ∈ R.
In the sequel where the choice of geodesics is insignificant or where the geodesic is unique,
we write γx,x to denote the zero normalized geodesic at x, and we write γx,y to denote the
nonzero normalized geodesic joining x and y with x 6= y. We also write Jx, yK to denote the
image of γx,y over [0, 1].
Here and henceforth, let (E2, 〈·, ·〉) be the Euclidean plane with usual inner product 〈u, v〉 :=
u⊤v and the Euclidean norm ‖u‖ :=
√
〈u, u〉, for u, v ∈ E2. For each points p, q, r ∈ X, the
geodesic triangle ∆ ⊂ X is defined by ∆(pqr) := Jp, qK∪ Jq, rK∪ Jr, pK. The triangle defined by
∆(p¯q¯r¯) := ∆(p¯q¯r¯) with p¯, q¯, r¯ ∈ E2 is said to be a Euclidean comparison triangle, or simply a
comparison triangle, if ‖p¯ − q¯‖ = d(p, q), ‖q¯ − r¯‖ = d(q, r), and ‖r¯ − p¯‖ = d(r, p). Note that
the triangle inequality of d implies the existence of such comparison triangle. Moreover, the
comparison triangle of each geodesic triangle in X is unique up to rigid motions. Suppose that
∆(pqr) ⊂ X is a geodesic triangle whose comparison triangle is ∆(p¯q¯r¯). Given u ∈ Jp, qK, the
point u¯ ∈ Jp¯, q¯K is said to be a comparison point of u if ‖p¯ − u¯‖ = d(p, u). Comparison points
for u′ ∈ Jq, rK and u′′ ∈ Jr, pK are defined likewise.
Definition 2.1. A geodesic metric space (X, d) is said to be a CAT(0) space if for each geodesic
triangle ∆ ⊂ X and two points u, v ∈ ∆, the following CAT(0) inequality holds:
d(u, v) ≤ ‖u¯− v¯‖,
where u¯, v¯ ∈ ∆ are the comparison points of u and v, respectivly, and ∆ ⊂ E2 is a comparison
triangle of ∆. A complete CAT(0) space is also called an Hadamard space.
The following proposition gives useful characterizations of the CAT(0) inequality.
Proposition 2.2. Suppose that (X, d) is a geodesic metric space. Then, the following condi-
tions are equivalent:
(i) X is a CAT(0) space.
Monotone vector fields and generation of nonexpansive semigroups in complete CAT(0)
spaces 4
(ii) For all v ∈ X and a normalized geodesic γ : [0, 1] → X, the following (CN) inequality
holds for any t ∈ [0, 1]:
d2(γ(t), v) ≤ (1− t)d2(γ(0), v) + td2(γ(1), v) − t(1− t)d2(γ(0), γ(1)). (CN)
(iii) For all x, y, u, v ∈ X, the following inequality holds:
d2(x, v) + d2(y, u) ≤ d2(x, u) + d2(y, v) + 2d(x, y)d(u, v). (2.1)
Unless otherwise specified, always assume that (H, ρ) is a complete CAT(0) space. Note
that H is always uniquely geodesic and a subset C ⊂ H is called convex if Jx, yK ⊂ C for all
x, y ∈ C.
Theorem 2.3 ([5]). Let C ⊂ H be nonempty, closed, and convex, and PC : H ⇒ C be a
mapping defined by
PC(x) := argmin
y∈C
ρ(x, y) (∀x ∈ H).
Then, the following assertions hold:
(i) PC is defined for all x ∈ H and is single-valued.
(ii) If x ∈ H and z ∈ C, then
ρ2(x, PC(x)) + ρ
2(PC(x), z) ≤ ρ2(x, z).
(iii) PC : H → C is nonexpansive.
2.1. ∆-Convergence
If (xk) is a bounded sequence in H, then the functional H ∋ x 7→ lim supk ρ(x, xk) is finite
and admits a unique minimizer [10]. Such unique minimizer is called the asymptotic center of
(xk). In this case, it is immediate that if z = argminx∈H lim supk ρ(x, x
k), then the following
Opial property holds: lim supk ρ(z, x
k) < lim supk ρ(u, x
k) for all u ∈ H \{z}. This asymptotic
center is used in defining the so-called ∆-convergence in the following definition.
Definition 2.4 ([16]). A bounded sequence (xk) in H is said to be ∆-convergent to a point
x ∈ H if x is the (unique) asymptotic center of all subsequences of (xk). In this case, x is said
to be the ∆-sequential limit of (xk) [5, Corollary 3.2.4].
We say a function F : H → R is called ∆-lower semicontinuous at x¯ ∈ H if
F (x¯) ≥ lim inf
k−→∞
F (xk)
for any sequence (xk) in H with ∆-sequential limit x¯. In particular, the function ρ(·, x) is
∆-lower semicountinuous on H for each fixed x ∈ H.
Given any bounded sequence (xk) in H, we write ω∆(xk) to denote the set of all ∆-
subsequential limits of (xk), i.e., the set of all possible ∆-sequential limits of subsequences of
(xk). In every CAT(0) spaces, such a set is nonempty for all bounded sequence [4]. It is evident
that strong convergence (i.e., convergence in metric) implies ∆-convergence, but the converse
implication is not true in general.
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Proposition 2.5. Let z ∈ H and (xk) be a bounded sequence in H with ω∆(xk) = {z}. Then,
(xk) is ∆-convergent to z.
Proof. Let us suppose to the contrary that (xk) is not ∆-convergent to z. Hence, there exists
a subsequence (uk) of (xk) such that the asymptotic center u ∈ H of (uk) is different from the
point z.
Let (vk) be a subsequence of (uk) such that lim supk ρ(z, v
k) = lim supk ρ(z, u
k) and that
(vk) is ∆-convergent to some point v ∈ H. Since (xk) has only one ∆-subsequential limit, it
must be the case that v = z. Using the Opial property, the fact that (vk) ⊂ (uk), and the
definition of asymptotic center, we obtain
lim sup
k−→∞
ρ(z, uk) = lim sup
k−→∞
ρ(z, vk) < lim sup
k−→∞
ρ(u, vk)
≤ lim sup
k−→∞
ρ(u, uk) < lim sup
k−→∞
ρ(z, uk),
which is a contradiction. Therefore, (xk) must be ∆-convergent to z.
Lemma 2.6 (Kadec-Klee property [15]). Suppose that (xk) is ∆-convergent to x ∈ H and
limk ρ(x
k, p) = ρ(x, p) for some p ∈ H, then (xk) is strongly convergent to x.
Combining the ∆-convergence with the strong convergence implies the following Demi-
closedness Principle, which is an important result in fixed point theory.
Theorem 2.7 ([16]). Suppose that C ⊂ H is nonempty, closed, and convex, and T : C → C is
nonexpansive. If (xk) is a sequence in H that is ∆-convergent to x and that limk ρ(x
k, Txk) = 0,
then Tx = x.
The following concept of convergence and its properties are very essential in our works.
Definition 2.8. A sequence (xk) (resp. net (xt)t≥0) in H is said to be Fejér monotone with
respect to a nonempty set V ⊂ H if for each x ∈ V , we have ρ(xk+1, x) ≤ ρ(xk, x) for all k ∈ N
(resp. ρ(xt, x) ≤ ρ(xs, x) for all 0 ≤ s ≤ t).
Proposition 2.9 ([5]). Suppose that (xk) ⊂ H is Fejér monotone with respect to a nonempty
set V ⊂ H. Then, the following are true:
(i) (xk) is bounded.
(ii) (ρ(x, xk)) converges for any x ∈ V .
(iii) If every ∆-accumulation point lies within V , then (xk) is ∆-convergent to an element in
V .
Remark. We can replace the sequence (xk) in the above proposition also with a net (xt)t≥0
and still obtain similar results.
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2.2. Tangent Spaces
Tangent spaces (also called tangent cones) to a given CAT(0) space were introduced earlier
in [21] (see also [6, 7]). However, we make a slight modification on their representations in this
paper for the future technical convenience in our studies.
In order to introduce the tangent space and related notions subsequently, we first recall the
notion of comparison angle with respect to E2.
Definition 2.10. Suppose that p, q, r ∈ H. The comparison angle between q and r at p,
denoted with ∡p(q, r), is given as follows: If q, r ∈ H \ {p}, we set
cos∡p(q, r) :=
〈q¯ − p¯, r¯ − p¯〉
‖q¯ − p¯‖‖r¯ − p¯‖ ,
where ∆(p¯, q¯, r¯) ⊂ E2 is the comparison triangle of the geodesic triangle ∆(p, q, r) ⊂ H. On
the other hand, we set ∡p(p, p) := 0, and ∡p(p, r) = ∡p(r, p) := pi2 for r ∈ X \ {p}.
Given two geodesics γ1, γ2 on H issuing from a common point p ∈ H. The Alexandrov
angle between the two geodesics is then defined by
αp(γ1, γ2) := lim
s,t−→0+
∡p(γ1(s), γ2(t)).
To effectively compute the Alexandrov angle, the First Variation Formula is available in the
following form:
Lemma 2.11 (First Variation Formula). Suppose that p ∈ H, u ∈ H \{p}, and γ is a nonzero
unit-speed geodesic issuing from p. Then the following identity holds:
lim
s−→0+
ρ(u, p)− ρ(u, γ(s))
s
= cosαp(γp,u, γ).
Recall that the metric identification of a pseudometric space (M˜ , d˜) is a metric space
(M,d), where M consists of equivalence classes [x] := {y ∈ X | d˜(x, y) = 0} of x ∈ X and
d([x], [y]) := d˜(x, y) for all [x], [y] ∈M .
Denoted by S˜p the set of all normalized geodesics issuing from p ∈ H. Then ∡˜p := αp
defines a pseudometric on S˜p. The metric identification of (S˜p, ∡˜p), denoted by (Sp,∡p), is
called the space of directions at p. In the sequel, we write γ ≡ [γ] for elements of Sp. Suppose
that ∼ is an equivalence relation on [0,∞) × Sp such that (t1, γ1) ∼ (t2, γ2) if and only if one
of the following conditions is satisfied:
(T1) t1ζ(γ1) = t2ζ(γ2) = 0 or
(T2) t1ζ(γ1) = t2ζ(γ2) > 0 and γ1 = γ2.
Put TpH := ([0,∞) × Sp) / ∼ and whenever there is no ambiguity, let us write tγ ≡ [(t, γ)]∼
for elements of TpH to simplify the notions.
Next, we endow TpH with a metric dp defined for each t1γ1, t2γ2 ∈ TpH by
dp(t1γ1, t2γ2) :=
√
t21ζ(γ1) + t
2
2ζ(γ2)− 2t1t2ζ(γ1)ζ(γ2) cos∡p(γ1, γ2).
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To see the metric properties of dp, we first note that the inequalities
|t1ζ(γ1)− t2ζγ2)| ≤ dp(t1γ1, t2γ2) ≤ t1ζ(γ1) + t2ζ(γ2) (2.2)
hold for any t1γ1, t2γ2 ∈ TpH. Let TpH :=
(
[0,∞) × S′p
)
/ ≈, where S′p := {γ ∈ Sp | ζ(γ) = 1}
and ≈ :=∼↾TpH is the restricted equivalence relation. One can see easily that [(t, γ)]≈ =
[(t, γ)]∼ whenever t > 0 and γ ∈ S′p. Let us put
X+ := {[(t, γ)]∼ | t > 0, ζ(γ) = 1};
X0 := {[(0, γ)]∼} =
{{(t, γ) | t = 0 ∨ ζ(γ) = 0}};
X ′0 := {[(0, γ)]≈} =
{{(t, γ) | t = 0, ζ(γ) = 1}}.
We can then write TpH and TpH with the following representations:
TpH = X+ ∪X0 and TpH = X+ ∪X ′0. (2.3)
According to [6] and [7], TpH is a metric space with respect to a metric Dp given by
Dp([(t1, γ1)]≈, [(t2, γ2)]≈) :=
√
t21 + t
2
2 − 2t1t2 cos∡p(γ1, γ2), ∀[(t1, γ1)]≈, [(t2, γ2)]≈ ∈ TpH.
We will show now that (TpH, dp) is a metric space and it is isometry to (TpH,Dp).
Proposition 2.12. dp is a metric on TpH.
Proof. Let t1γ1, t2γ2 ∈ TpH. By (2.2), we can see that
dp(t1γ1, t2γ2) = 0 ⇐⇒ t1ζ(γ1) = t2ζ(γ2) and t21(1− cos∡p(γ1, γ2)) = 0
⇐⇒ either (T1) or (T2) holds
⇐⇒ t1γ1 = t2γ2.
Next, since ∡p is a metric on Sp, we obtain dp(t1γ1, t2γ2) = dp(t2γ2, t1γ1) immediately. It
remains to show that the triangle inequality
dp(t1γ1, t3γ3) ≤ dp(t1γ1, t2γ2) + dp(t2γ2, t3γ3)
holds for any tiγi ∈ TpH, with i = 1, 2, 3. If ti > 0 and ζ(γi) = 1 for all i = 1, 2, 3, we can use
the fact that dp is a metric on X+ to obtain the triangle inequality. If t1 = 0 or ζ(γ1) = 0,
then it follows from (2.2) that
dp(t1γ1, t3γ3) = t3ζ(γ3)
≤ t2ζ(γ2) + |t2ζ(γ2)− t3ζ(γ3)|
≤ t2ζ(γ2) + dp(t2γ2, t3γ3)
= dp(t1γ1, t2γ2) + dp(t2γ2, t3γ3).
Similar procedure also works when t3 = 0 or ζ(γ3) = 0. Finally, if t2 = 0 or ζ(γ2) = 0, then
(2.2) implies
dp(t1γ1, t3γ3) ≤ t1ζ(γ1) + t3ζ(γ3) = dp(t1γ1, t2γ2) + dp(t2γ2, t3γ3).
Hence, we now conclude that dp is a metric on TpH.
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Proposition 2.13. There is a bijection which preserves distances between TpH and TpH.
Proof. We may see from (2.3) that a mapping ϕp : TpH → TpH given by
ϕp ([(t, γ)]≈) :=
 [(t, γ)]∼ if [(t, γ)]≈ ∈ X+;[(0, γ)]∼ if [(t, γ)]≈ ∈ X ′0
is a bijection. That is, ϕp is identity on X+ and maps X ′0 onto X0. The fact that ϕp preserves
distances is trivial.
The metric space (TpH, dp) is henceforth called the tangent space of H at p. The tangent
bundle of H is then defined by TH :=
⋃
p∈H TpH. The isometry result above ensures that it
is consistent with the classical notion of tangent spaces of a complete CAT(0) space as was
given by [21]. Moreover, we also have further implication in cases of H being a Hilbert space
or an Hadamard manifold. For instance, if H is a Hilbert space and p ∈ H, then TpH is
isometric with H − {p} (and hence to H) by the canonical map tγ 7→ γ(t) − p. On the other
hand, let M be an Hadamard manifold with Riemannian tangent space at p ∈M denoted by
TpM . We know, in this case, that the exponential map expp : TpM → M is well-defined on
the whole tangent space and is a diffeomorphism. Then TpM is isometric with TpM by the
canonical map tγ 7→ exp−1p tγ˙(0), where we use the convention γ˙p,p(0) = 0TpM . See also [6, 7]
and references therein for further information.
On each tangent space TpH we write 0p := 0γ = tγp,p (here, γ ∈ Sp and t > 0) and
‖tγ‖p := dp(0p, tγ) = tζ(γ). For convenience, we invoke the notion 0 := {0p | p ∈ H} the zero
section of TH. Moreover, we adopt the product
gp(t1γ1, t2γ2) :=
1
2
[‖t1γ1‖2p + ‖t2γ2‖2p − d2p(t1γ1, t2γ2)]
for any t1γ1, t2γ2 ∈ TpH. By a direct calculation, we can deduce that
gp(t1γ1, t2γ2) = t1t2ζ(γ1)ζ(γ2) cos∡p(γ1, γ2) ≤ ‖t1γ1‖p‖t2γ2‖p,
which is an analogue of the Cauchy-Schwarz inequality. It is easy to see that
gp(t1γ1, t1γ1) = ‖t1γ1‖2p, gp(t1γ1, t2γ2) = gp(t2γ2, t1γ1), and gp(t1γ1, t2γ2) = t1gp(γ1, t2γ2).
The following inequality is of fundamental importance in this present paper. Here, we
adopt the notation
〈t−→px, s−→py〉 := ts
2
[
ρ2(p, x) + ρ2(p, y)− ρ2(x, y)]
for p, x, y ∈ H and t, s ≥ 0.
Proposition 2.14. For each s, t ≥ 0 and p, x, y ∈ H, the following inequality holds:
gp (tρ(p, x)γp,x, sρ(p, y)γp,y) ≥ 〈t−→px, s−→py〉.
Proof. The case where one of γp,x and γp,y is a zero geodesic is obvious. Suppose that both of
them are nonzero geodesics. Since ∡p(γp,x, γp,y) ≤ ∡p(γp,x, γp,y), we have
gp (tρ(p, x)γp,x, sρ(p, y)γp,y)
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= stρ(p, x)ρ(p, y) cos∡p(γp,x, γp,y)
≥ stρ(p, x)ρ(p, y) cos∡p(x, y)
= stρ(p, x)ρ(p, y)
[
1
2ρ(p, x)ρ(p, y)
(
ρ2(p, x) + ρ2(p, y)− ρ2(x, y))]
= 〈t−→px, s−→py〉.
3. Monotone vector fields
In this section, we give a systematic study of the class of monotone vector fields on a
CAT(0) space H together with the two main properties, the maximality and the surjectivity
condition. To emphasize the practical use of this class of vector fields, we also dedicate an
especial observation of the subdifferential for a proper convex lower semicontinuous function
as a monotone vector field.
By a (set-valued) vector field on H, we mean a mapping A : H ⇒ TH satisfying Ap ⊂ TpH
for all p ∈ H.
Definition 3.1. A vector field A : H ⇒ TH is said to be monotone if
gp(η, γp,q) ≤ −gq(ν, γq,p)
holds for every (p, η), (q, ν) ∈ gr(A), where gr(A) := {(x, u) ∈ H × TH |u ∈ Ax} denotes the
graph of A. In addition, if gr(A) is not properly contained in the graph of any other monotone
vector fields, then A is said to be maximally monotone.
Proposition 3.2. Let A be a monotone vector field on H and (p, η), (q, ν) ∈ gr(A). Suppose
that the representations tρ(p, x)γp,x = η and sρ(q, y)γq,y = ν are satisfied for some s, t ≥ 0,
and x, y ∈ H. Then the following inequality holds:
〈t−→px,−→pq〉+ 〈s−→qy,−→qp〉 ≤ 0
Proof. The inequality is obvious if p = q. Thus we assume that p 6= q. It yields immediately
from the monotonicity of A and Proposition 2.14 that
0 ≥ gp(η, γp,q) + gq(ν, γq,p)
= gp(tρ(p, x)γp,x, γp,q) + gq(sρ(q, y)γq,y, γq,p)
≥ 1
ρ(p, q)
[〈t−→px,−→pq〉+ 〈s−→qy,−→qp〉] .
The desired inequality then follows by rearrangements.
The following definition is central in the studies in the rest of this paper.
Definition 3.3. A vector field A : H ⇒ TH is said to satisfy the surjectivity condition if for
any t > 0 and x ∈ H, there exists a point p ∈ H such that tρ(p, x)γp,x ∈ Ap.
The monotonicity and surjectivity conditions are the two main ingredients for our theory
developed henceforth in this paper.
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Proposition 3.4. If A is a monotone vector field on H with surjectivity condition, then for
any t > 0 and x ∈ H, there exists a unique p ∈ H such that tρ(p, x)γp,x ∈ Ap.
Proof. Let t > 0, x ∈ H, and p, p′ ∈ H be points where tρ(p, x)γp,x ∈ Ap and tρ(p′, x)γp′,x ∈
Ap′. By the monotonicity of A and Proposition 2.14, we have
0 ≥ ρ(p, p′) [gp(tρ(p, x)γp,x, γp,p′) + gp′(tρ(p′, x)γp′,x, γp′,p)]
= gp(tρ(p, x)γp,x, ρ(p, p
′)γp,p′) + gp′(tρ(p
′, x)γp′,x, ρ(p, p
′)γp′,p)
≥ t
[
〈−→px,−→pp′〉+ 〈−→p′x,−→p′p〉
]
= t
[
〈−→px,−→pp′〉+ 〈−→xp′,−→pp′〉
]
= t〈−→pp′,−→pp′〉
= tρ2(p, p′).
Hence p = p′ and the statement is proved.
Proposition 3.5. If A is a monotone vector field over H with surjectivity condition, then it
is maximally monotone.
Proof. Suppose that p ∈ H and p∗ ∈ TpH satisfy the inequality
gp(p
∗, γp,q) + gq(q
∗, γq,p) ≤ 0, (3.1)
for any choice of (q, q∗) ∈ gr(A). Suppose that p∗ has the representation p∗ = tρ(p, u)γp,u for
some t > 0 and u ∈ H. By the surjectivity condition of A, there is a unique point z ∈ H such
that tρ(z, u)γz,u ∈ Az. In view of (3.1) and Proposition 2.14, we have
0 ≥ ρ(p, z) [gp(tρ(p, u)γp,u, γp,z) + gz(tρ(z, u)γz,u, γz,p)]
= gp(tρ(p, u)γp,u, ρ(p, z)γp,z) + gz(tρ(z, u)γz,u, ρ(p, z)γz,p)
≥ t [〈−→pu,−→pz〉+ 〈−→zu,−→zp〉]
= t [〈−→pu,−→pz〉+ 〈−→uz,−→pz〉]
= t〈−→pz,−→pz〉
= tρ2(p, z).
Since t > 0, the above inequalities imply p = z so that (p, p∗) ∈ gr(A). Hence the maximality
is obtained.
3.1. Subdifferential of a convex function
In this subsection, we study a particular example of a monotone vector field with surjectivity
condition, namely the subdifferential of a proper, convex, lower semicontinuous function. For
simplicity, we write Γ0 to denote the class of proper, convex, lower semicontinuous functions
F : H → (−∞,+∞].
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Definition 3.6. Let F ∈ Γ0 be given. At each p ∈ H, a tangent vector p∗ ∈ TpH is called a
subgradient of F at p if
F (x) ≥ F (p) + ρ(p, x)gp(p∗, γp,x)
for every x ∈ H. The subdifferential of F is the vector field ∂F : H ⇒ TH, where ∂F (p) is
the set of all subgradients of F at p for each p ∈ H.
Proposition 3.7. ∂F is monotone for each F ∈ Γ0.
Proof. Suppose that F ∈ Γ0 and (p, p∗), (q, q∗) ∈ gr(∂F ). We thus have
F (q) ≥ F (p) + ρ(p, q)gp(p∗, γp,q)
and also
F (p) ≥ F (q) + ρ(p, q)gq(q∗, γq,p).
Rearraging yields
−ρ(p, q)gq(q∗, γq,p) ≥ F (q)− F (p) ≥ ρ(p, q)gp(p∗, γp,q),
and so the monotonicity is obtained.
The following result characterizes elements in ∂F and can also be regarded as a generalized
Fermat rule.
Proposition 3.8. Let F ∈ Γ0, p, p¯ ∈ H and λ > 0 be given. Then
λ−1ρ(p¯, p)γp¯,p ∈ ∂F (p¯) ⇐⇒ p¯ = proxλ(p) = argmin
y∈H
[
F (y) +
1
2λ
ρ2(y, p)
]
.
Proof. Let us first show the ‘only if’ part. Assume that λ−1ρ(p¯, p)γp¯,p ∈ ∂F (p¯). For any y ∈ H,
we get
λF (y) ≥ λF (p¯) + ρ(p¯, p)ρ(p¯, y)gp¯(γp¯,p, γp¯,y)
≥ λF (p¯) + 〈−→¯pp,−→¯py〉
= λF (p¯) +
1
2
[
ρ2(p¯, p) + ρ2(p¯, y)− ρ2(p, y)]
≥ λF (p¯) + 1
2
[
ρ2(p¯, p)− ρ2(p, y)] .
Therefore, we have p¯ = proxλ(p).
Next, we show the ‘if’ part. Suppose that p¯ = proxλ(p), whose definition gives
F (y)− F (p¯) ≥ 1
2λ
[
ρ2(p¯, p)− ρ2(y, p)] ,
for all y ∈ H. If p = p¯, then p¯ is a minimizer of F (see [3, Proposition 6.5]). It follows from the
definition of ∂F that λ−1ρ(p¯, p)γp¯,p = 0p¯ ∈ ∂F (p¯). Next, suppose that p 6= p¯. Let us fix any
y ∈ H \ {p¯} and for each t ∈ [0, 1], put yt := (1 − t)p¯⊕ ty. Further, if we set Y (s) := ys/ρ(p¯,y)
for each s ∈ [0, ρ(p¯, y)], then Y is a unit-speed geodesic.
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For t ∈ (0, 1), putting y = yt in the above inequality and applying the convexity of F yield
F (y)− F (p¯) ≥ 1
2λt
[
ρ2(p¯, p)− ρ2(yt, p)
]
=
1
2λ
[ρ(p¯, p) + ρ(yt, p)]
[
ρ(p¯, p)− ρ(yt, p)
t
]
=
ρ(p¯, y)
2λ
[ρ(p¯, p) + ρ(yt, p)]
[
ρ(p¯, p)− ρ(Y (tρ(p¯, y)), p)
tρ(p¯, y)
]
.
Letting t −→ 0+ and taking into account the First Variation Formula (Theorem 2.11), we have
F (y)− F (p¯) ≥ ρ(p¯, p)ρ(p¯, y)
λ
cos∡p(γp¯,p, γp¯,y) = ρ(p¯, y)gp
(
λ−1ρ(p¯, p)γp¯,p, γp¯,y
)
.
It is trivial that the above inequality holds for y = p¯. Therefore, we may conclude that
λ−1ρ(p¯, p)γp¯,p ∈ ∂F (p¯).
Theorem 3.9. ∂F is maximally monotone for F ∈ Γ0.
Proof. It is clear by the property of the operator prox and the previous theorem that ∂F
satisfies the surjectivity condition. The conclusion follows in view of Proposition 3.5.
Finally, we show the density of the domain of ∂F in that of F . In other words, a proper,
convex, lower semicontinuous function is subdifferentiable almost everywhere in reasonable
measures.
Theorem 3.10. dom∂F = domF .
Proof. The inclusion dom ∂F ⊂ domF is immediately implied from the definition. Hence we
only need to show the inclusion domF ⊂ dom ∂F . Suppose that x ∈ domF . According to
[5, Proposition 2.2.26], we know that x = limλ−→0+ proxλ(x). By Proposition 3.8, we may see
that
λ−1ρ(proxλ(x), x)γproxλ(x),x ∈ ∂F (proxλ(x)),
for any λ > 0. This shows that (proxλ(x))λ>0 is a net in dom ∂F . Therefore, x as a limit point
of this net must lies within the closure dom ∂F .
4. Resolvents and Yosida approximations
Now, we shall define the resolvent for a given vector field A : H ⇒ TH and derive some
of its fundamental properties. Results in this section are considered to be the main auxiliary
tools used in the final section.
Definition 4.1. Given λ > 0, the λ-resolvent of A is the mapping Jλ : H ⇒ H defined by
Jλx := {z ∈ H |λ−1ρ(z, x)γz,x ∈ Az} (∀x ∈ H).
Moreover, we define J0 to be the identity mapping.
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Definition 4.2. A mapping T : C → C is called firmly nonexpansive if for any x, y ∈ C, the
function
ϕx,y(t) := ρ(γx,Tx(t), γy,Ty(t))
is nonincreasing on t ∈ [0, 1].
Proposition 4.3. Suppose that A is a monotone vector field on H satisfying the surjectivity
condition. Then the following facts hold true:
(i) Jλ is well-defined on H and is single-valued.
(ii) Jλ is nonexpansive.
(iii) Fix(Jλ) = A−1(0).
(iv) If 0 < µ ≤ λ, then Jλ(x) = Jµ(u) with u :=
(
1− µλ
)
Jλ(x)⊕ µλx, for each x ∈ H.
(v) Jλ is firmly nonexpansive.
Proof. (i) The well-definition as a single-valued mapping follows from the surjectivity condition
and Proposition 3.4.
(ii) Suppose that x, y ∈ H. By the monotonicity of A, we have
0 ≥ ρ(Jλx, Jλy)
[
gJλx(λ
−1ρ(Jλx, x)γJλx,x, γJλx,Jλy) + gJλy(λ
−1ρ(Jλy, y)γJλy,y, γJλy,Jλx)
]
≥ 〈λ−1γJλx,x, γJλx,Jλy〉+ 〈λ−1γJλy,y, γJλy,Jλx〉
=
1
2λ
(
ρ2(Jλx, x) + ρ
2(Jλx, Jλy)− ρ2(x, Jλy)
)
+
1
2λ
(
ρ2(Jλy, y) + ρ
2(Jλy, Jλx)− ρ2(y, Jλx)
)
.
Rearranging and applying (2.1), we get
2ρ2(Jλx, Jλy) ≤ ρ2(x, Jλy) + ρ2(y, Jλx)− ρ2(Jλx, x)− ρ2(Jλy, y) (4.1)
≤ 2ρ(x, y)ρ(Jλx, Jλy),
which implies the nonexpansivity of Jλ.
(iii) The result is simply obtained from
x ∈ Fix(Jλ) ⇐⇒ x = Jλx ⇐⇒ 0x = λ−1γx,x ∈ Ax ⇐⇒ x ∈ A−1(0).
(iv) Let x ∈ H be arbitrary and 0 < µ ≤ λ. Set u := (1− µλ)Jλx⊕ µλx. If x = Jλx, then
u = x ∈ A−10. It follows from (iii) that Jλx = x = u = Jµu. Thus we suppose that x 6= Jλx.
In this case, we have ∡Jλx(γJλx,x, γJλx,u) = 0 and ζ(γJλx,x) = ζ(γJλx,u) = 1. Also note that
λ−1ρ(Jλx, x) = µ
−1(µλ−1)ρ(Jλx, x) = µ
−1ρ(Jλx, u).
By the definition of a tangent space, we get
µ−1ρ(Jλx, u)γJλx,u = λ
−1ρ(Jλx, x)γJλx,x ∈ AJλx,
which leads to the conclusion that Jλx = Jµu.
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(v) Let x, y ∈ H. Since t 7→ ϕx,y(t) is convex on [0, 1] (see [5, Proposition 1.1.5]), it is
sufficient to show that ϕx,y(1) ≤ ϕx,y(t) for all t ∈ (0, 1). Indeed, for t ∈ (0, 1), we obtain from
(iv) and (ii) the following:
ϕx,y(1) = ρ(Jλx, Jλy) = ρ
(
J(1−t)λ(tJλx⊕ (1− t)x), J(1−t)λ(tJλy ⊕ (1− t)y)
)
≤ ρ(tJλx⊕ (1− t)x, tJλy ⊕ (1− t)y) = ϕx,y(t).
Therefore, Jλ is firmly nonexpansive.
Henceforth in this paper, we need to assume the geodesic extension property on H in
order to define a negative geodesic. Recall that a CAT(0) space H has the geodesic extension
property if each unit speed geodesic γ : [0, L] → H, there exists an isometry η : R → H such
that η(t) = γ(t) whenever t ∈ [0, L]. It is clear that H has the geodesic extension property if
and only if for each p, q ∈ H, there exists η : R→ H such that ρ(η(s), η(t)) = ρ(p, q) |s− t| for
all s, t ∈ R with η(0) = p and η(1) = q. (See [6] for a detailed description).
Definition 4.4. Suppose that H has the geodesic extension property, and that p, x ∈ H. By
the geodesic extension property, there is a point y ∈ H such that γx,y(12 ) = p. The negative
geodesic of γp,x is then defined by −γp,x := γp,y.
Remark. Notice that the point y ∈ H appeared in the above definition is not necessarily unique.
In this case, we fix one of such points y for any given x, z ∈ H.
Proposition 4.5. Suppose that H has the geodesic extension property. Then
gp(−γp,x, γp,q) ≤ −gp(γp,x, γp,q)
for all p, q, x ∈ H.
Proof. Suppose that p ∈ H and q, x ∈ H \ {p}, otherwise there is nothing to be proved.
Suppose that y ∈ H satifies γx,y(1/2) = p. By the triangle inequality, it follows that
π = ∡p(γp,x, γp,y) ≤ ∡p(γp,x, γp,q) + ∡p(γp,y, γp,q).
Rearranging the inequality yields ∡p(γp,x, γp,q) ≥ π − ∡p(γp,y, γp,q), and we further have
cos∡p(γp,x, γp,q) ≤ cos (π − ∡p(γp,y, γp,q)) = − cos∡p(γp,y, γp,q).
Using this fact, we obtain
gp(−γp,x, γp,q) = gp(γp,y, γp,q)
= cos∡p(γp,y, γp,q)
≤ − cos∡p(γp,x, γp,q)
= −gp(γp,x, γp,q).
Now that we have defined the negative geodesic, we use it in the definition of the so-called
complemenatary vector field.
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Definition 4.6. Given a mapping T : H → H. The complementary vector field of T , denoted
by AT : H → TH is defined by
ATx := ρ(x, Tx)(−γx,Tx) (∀x ∈ H).
It is immediate to observe that Fix(T ) = A−1T 0. The next proposition shows that a com-
plementary vector field is monotone if applied to a nonexpansive mapping.
Proposition 4.7. Suppose that H has the geodesic extension property. If T : H → H is
nonexpansive, then AT is monotone.
Proof. Let x, y ∈ H. In view of (2.1), the nonexpansivity of T , Propositions 2.14 and 4.5, we
have
2ρ(x, y)[gx(ATx, γx,y) + gy(AT y, γy,x)]
≤ −2ρ(x, y)[gx(ρ(x, Tx)γx,Tx, γx,y) + gy(ρ(y, Ty)γy,Ty), γy,x)]
≤ −2[gx(ρ(x, Tx)γx,Tx, ρ(x, y)γx,y) + gy(ρ(y, Ty)γy,Ty), ρ(x, y)γy,x)]
≤ −2[〈−−→xTx,−→xy〉+ 〈−−→yTy,−→yx〉]
= ρ2(y, Tx) + ρ2(x, Ty)− ρ2(x, Tx)− ρ2(y, Ty)− 2ρ2(x, y)
≤ 2ρ(x, y)ρ(Tx, Ty) − 2ρ2(x, y) ≤ 0.
Therefore, AT is monotone.
By using the complementary vector field defined above, we can construct an important
device called the Yosida approximation.
Definition 4.8. Suppose that H has the geodesic extension property, A : H ⇒ TH is a
monotone vector field with surjectivity condition. Let λ > 0. The λ-Yosida approximation of
A, denoted by Aλ, is defined by
Aλx := λ
−1AJλx, ∀x ∈ H.
One may see in the following proposition that Yosida approximations can produce a useful
estimate for each x ∈ domA.
Proposition 4.9. Suppose that H has the geodesic extension property and A is a monotone
vector field with the surjectivity condition. Then, the inequality
‖Aλx‖ ≤ |Ax| := inf
x∗∈Ax
‖x∗‖
holds for every λ > 0 and x ∈ H, where the convention inf ∅ = +∞.
Proof. If x 6∈ domA, the inequality always holds. Suppose now that x ∈ domA. If x ∈ A−10,
then ‖Aλx‖ = ‖0x‖ = 0 = |Ax|. On the other hand, if x 6∈ A−10 we pick u∗ ∈ Ax arbitrarily.
For some t > 0 and u ∈ H \ {x}, we have u∗ = tρ(x, u)γx,u and thus ‖u∗‖ = tρ(x, u).
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Since H has the geodesic extension property, there exists a map γ : R → H such that
ρ(γ(s), γ(t)) = ρ(x, u) |s− t| for all s, t ∈ R with γ(0) = x and γ(1) = u. Let λ > 0. Put
v := γ(λt) and v∗ := λ−1ρ(x, v)γx,v . Observe that ∡x(γx,u, γx,v) = 0 and that
‖v∗‖ = λ−1ρ(x, v) = λ−1λtρ(x, u) = tρ(x, u) = ‖u∗‖.
By the definition of a tangent space, we have λ−1ρ(x, v)γx,v = v∗ = u∗ ∈ Ax. This means
x = Jλv. As a consequence, we obtain
‖Aλx‖ = λ−1ρ(x, Jλx) = λ−1ρ(Jλv, Jλx) ≤ λ−1ρ(v, x) = ‖v∗‖ = ‖u∗‖.
Since u∗ ∈ Ax is chosen arbitrarily, we finally have ‖Aλx‖ ≤ |Ax|.
Proposition 4.10. If H satisfies the geodesic extension property and A : H ⇒ TH is a
monotone vector field with the surjectivity condition, then domA is convex.
Proof. First, we make a claim that limλ−→0+ Jλx = x for any x ∈ domA. For the moment,
consider x ∈ domA. For each λ > 0, we have
ρ(x, Jλx) = λ‖Aλx‖ ≤ λ |Ax| < +∞.
Letting λ −→ 0+, we get limλ−→0+ Jλx = x. Next, suppose that x ∈ domA and let (xk) be a
sequence in domA which converges to x. Since Jλ is nonexpansive, we have
ρ(x, Jλx) ≤ ρ(x, xk) + ρ(xk, Jλxk) + ρ(Jλxk, Jλx)
≤ 2ρ(x, xk) + ρ(xk, Jλxk)
and hence
lim sup
λ−→0+
ρ(x, Jλx) ≤ lim sup
λ−→0+
[2ρ(x, xk) + ρ(xk, Jλx
k)] = 2ρ(x, xk).
Letting k −→∞ on the right hand side then proves the claim.
Put Q := {x ∈ H | limλ−→0+ Jλx = x}. Sicne Jλx ∈ domA for all λ > 0 and x ∈ Q, its
limit x is included in domA. Hence Q ⊂ domA. On the other hand, we have domA ⊂ Q. We
thus have Q = domA.
Now, take x, y ∈ Q and t ∈ (0, 1). Put z := (1− t)x⊕ ty. For any λ > 0, we obtain
ρ(Jλz, x) ≤ ρ(Jλz, Jλx) + ρ(Jλx, x) ≤ ρ(x, z) + ρ(x, Jλx) = tρ(x, y) + ρ(x, Jλx), (4.2)
and similarly have
ρ(Jλz, y) ≤ ρ(Jλz, Jλy) + ρ(Jλy, y) ≤ ρ(y, z) + ρ(y, Jλy) = (1− t)ρ(x, y) + ρ(y, Jλy). (4.3)
Take any sequence (λk) in (0,∞) such that λk −→ 0. Then it follows from (4.2) and Jλkx −→ x
that the sequence (Jλkz) is bounded. So, (Jλkz) contains a ∆-convergent subsequence (Jλki z)
with ∆-limit p ∈ H. Putting λ = λki in (4.2) and (4.3) and letting i −→∞, we obtain
lim inf
i−→∞
ρ(Jλki z, x) ≤ tρ(x, y) (4.4)
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and also
lim inf
i−→∞
ρ(Jλki z, y) ≤ (1− t)ρ(x, y). (4.5)
By (CN), the ∆-lower semicontinuity of ρ(x, ·), and ineqalities (4.4) as well as (4.5), we have
ρ2(p, z) ≤ (1− t)ρ2(x, p) + tρ2(y, p)− t(1− t)ρ2(x, y)
≤ (1− t)
[
lim inf
i−→∞
ρ(x, Jλki z)
]2
+ t
[
lim inf
i−→∞
ρ(y, Jλki z)
]2
− t(1− t)ρ2(x, y)
≤ (1− t)t2ρ2(x, y) + t(1− t)2ρ2(x, y) − t(1− t)ρ2(x, y)
= 0.
Hence (Jλki z) is ∆-convergent to z, which implies that ω∆(Jλkz) = {z}. By Proposition 2.5
we conclude that (Jλkz) is ∆-convergent to z.
Next, observe that
ρ(Jλkz, x) ≤ ρ(Jλkz, Jλkx) + ρ(Jλkx, x) ≤ ρ(z, x) + ρ(Jλkx, x).
This inequality together with the ∆-lower semicontinuity of ρ(·, x), we obtain
ρ(z, x) ≤ lim inf
k−→∞
ρ(Jλkz, x) ≤ lim sup
k−→∞
ρ(Jλkz, x) ≤ ρ(z, x),
and so limk ρ(Jλkz, x) = ρ(z, x). By the Kadec-Klee property (Lemma 2.6), we get limk Jλkz =
z. Since (λk) is an arbitrary sequence of positive numbers with λk −→ 0, we can conclude that
limλ−→0+ Jλz = z and so z ∈ Q. This shows the convexity of Q = domA.
Theorem 4.11. Suppose that H satisfies the geodesic extension property, and A : H ⇒ TH
is a monotone vector field with the surjectivity condition. Then,
lim
λ−→0+
Jλx = PdomAx,
for every x ∈ H.
Proof. Put P := PdomA. Let x ∈ H and λ > 0. By the monotonicity of A, we have
0 ≥ 2λρ(Jλx, JλPx)
[
gJλx(λ
−1ρ(Jλx, x)γJλx,x, γJλx,JλPx)
+ gJλPx(λ
−1ρ(JλPx, Px)γJλPx,Px, γJλPx,Jλx)
]
= 2 [gJλx(ρ(Jλx, x)γJλx,x, ρ(Jλx, JλPx)γJλx,JλPx)
+ gJλPx(ρ(JλPx, Px)γJλPx,Px, ρ(Jλx, JλPx)γJλPx,Jλx)]
≥ 2 [〈γJλx,x, γJλx,JλPx〉+ 〈γJλPx,Px, γJλPx,Jλx〉]
= ρ2(x, Jλx) + 2ρ
2(Jλx, JλPx)− ρ2(x, JλPx) + ρ2(Px, JλPx)− ρ2(Px, Jλx). (4.6)
We recall from (ii) in Theorem 2.3 that
ρ2(x, Jλx) ≥ ρ2(x, Px) + ρ2(Px, Jλx).
Substitute this inequality in (4.6), we get
0 ≥ (ρ2(x, Px) + ρ2(Px, Jλx))+ 2ρ2(Jλx, JλPx)− ρ2(x, JλPx)
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+ ρ2(Px, JλPx)− ρ2(Px, Jλx)
= ρ2(x, Px) + 2ρ2(Jλx, JλPx)− ρ2(x, JλPx) + ρ2(Px, JλPx).
From the proof of the previous proposition and the fact that Px ∈ domA, letting λ −→ 0+ in
the above inequality yields
0 ≥ ρ2(x, Px) + 2 lim sup
λ−→0+
ρ2(Jλx, JλPx)− lim
λ−→0+
ρ2(x, JλPx) + lim
λ−→0+
ρ2(Px, JλPx)
= ρ2(x, Px) + 2 lim sup
λ−→0+
ρ2(Jλx, JλPx)− ρ2(x, Px) + ρ2(Px, Px)
= 2 lim sup
λ−→0+
ρ2(Jλx, JλPx) ≥ 2 lim inf
λ−→0+
ρ2(Jλx, JλPx) ≥ 0,
and so limλ−→0+ ρ
2(Jλx, JλPx) = 0. This equality and the triangle inequality further imply
0 = lim
λ−→0+
ρ(Jλx, JλPx) ≥ lim sup
λ−→0+
ρ(Jλx, Px)− lim
λ−→0+
ρ(Px, JλPx)
≥ lim sup
λ−→0+
ρ(Jλx, Px) ≥ lim inf
λ−→0+
ρ(Jλx, Px) ≥ 0.
We finally conclude that limλ−→0+ Jλx = Px.
Proposition 4.12. If H satisfies the geodesic extension property, then the mapping λ 7→ Jλx
is continuous on (0,+∞) for every x ∈ H. If x ∈ domA, then it is continuous on [0,+∞).
Proof. Let z ∈ domA and λ ≥ µ > 0. By (ii) and (iv) in Proposition 4.3 and Proposition 4.9,
we get
ρ(Jµz, Jλz) ≤ ρ
(
Jµz, Jµ
((
1− µ
λ
)
Jλz ⊕ µ
λ
z
))
≤ ρ
(
z,
(
1− µ
λ
)
Jλz ⊕ µ
λ
z
)
=
(
1− µ
λ
)
ρ(z, Jλz) ≤ (λ− µ) |Az| . (4.7)
Therefore, λ 7→ Jλz is continuous on (0,∞) for z ∈ domA. Now, let x ∈ H and I := [a, b] be
a bounded closed subinterval of (0,+∞). We have
ρ(x, Jtx) ≤ ρ(x, Jtz) + ρ(Jtz, Jtx) ≤ ρ(x, Jtz) + ρ(z, x)
for all t ∈ I. By the continuity of Jtz, we know that ρ(x, Jtz) is bounded on I. The above
inequality implies that ρ(x, Jtx) is also bounded on I. Thus there exists M > 0 such that we
may similarly obtain
ρ(Jµx, Jλx) ≤
(
1− µ
λ
)
ρ(x, Jλx) ≤
(
1− µ
λ
)
M
whenever µ, λ ∈ (a, b) and µ ≤ λ. This proves the desired continuity. Moreover, Theorem 4.11
shows the right continuity at λ = 0 for x ∈ domA.
Theorem 4.13. Suppose that H satisfies the geodesic extension property, A : H ⇒ TH is a
monotone vector field with the surjectivity condition, and A−1(0) 6= ∅. Then,
lim
λ−→∞
Jλx = PA−1(0)x,
for every x ∈ H.
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Proof. Let x ∈ H and (λk) ⊂ (0,∞) be a sequence with λk −→ ∞. For convenience, we put
u := PA−1(0)x and x
k := Jλkx for each k ∈ N. In view of the inequality (4.1), we have for each
k ∈ N:
ρ2(xk, x) ≤ ρ2(xk, x) + ρ2(xk, u) ≤ ρ2(x, u) =: K. (4.8)
Therefore, (xk) is bounded and so it admits a subsequence (xki) which is ∆-convergent to some
point z ∈ H. Recall that λ−1ki ρ(xki , x)γxki ,x ∈ Axki , and so∣∣∣Axki∣∣∣ ≤ ‖λ−1ki ρ(xki , x)γxki ,x‖ = λ−1ki ρ(xki , x) ≤ λ−1ki K.
Fix any µ > 0. From Proposition 4.9, we have
µ−1ρ(xki , Jµx
ki) = ‖Aµxki‖ ≤
∣∣∣Axki∣∣∣ ≤ λ−1ki K.
It follows that
ρ(xki , Jµx
ki) ≤ µλ−1ki K,
which yields limk ρ(xki , Jµxki) = 0. By the Demiclosedness Principle (Theorem 2.7), we have
z ∈ Fix(Jµ) = A−10. Since ρ2(·, x) is ∆-lower semicontinuous and (xki) is ∆-convergent to z,
we obtain from (4.8) the following:
ρ2(u, x) ≤ ρ2(z, x) ≤ lim inf
i−→∞
ρ2(xki , x) ≤ lim sup
i−→∞
ρ2(xki , x) ≤ ρ2(u, x).
Therefore, z = u and so ω∆(xk) = {u}. By Proposition 2.5 we conclude that (xk) is ∆-
convergent to u. With similar procedure above, we obtain limk ρ(xk, x) = ρ(u, x). By the
Kadec-Klee property (Lemma 2.6), we have the strong convergence limk Jλkx = Px. Since
(λk) is an arbitrary sequence with λk −→∞, the convergence is attained.
5. The generation of a nonexpansive semigroup
In this section, we state and prove the generation theorem applied to a monotone vector
field on a complete CAT(0) space. Our results in this section extend several results in the
literature. For instance, the generation theorems for proper, convex, lower semicontinuous
functions in complete CAT(0) spaces of Jost [13, Theorem 1.3.13], Mayer [19, Theorem 1.13],
Stojkovic [22, Theorem 2.18], and Bačák [4, Theorem 1.5] are successfully amplified to use
with monotone vector fields. Moreover, the results of Iwamiya and Okochi [11, Theorem 4.1]
are lifted to a greater generality where the previous requirement for the smoothness of class
C3 is completely removed.
Recall that for a nonempty subset C ⊂ H, a family {S(t)}t≥0 is said to be a nonexpansive
semigroup on C if the following conditions are satisfied:
(i) S(t) : C → C is nonexpansive for each t ≥ 0.
(ii) S(s+ t) = S(s) ◦ S(t) for all s, t ≥ 0.
(iii) S(0) = I, where I denotes the identity mapping on C.
(iv) t 7→ S(t)x is continuous on [0,+∞) for each x ∈ C.
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The following technical lemma can be extracted from the proof of [24, Theorem 1 of Chapter
XIV.7]. It also appears in a Japanese textbook [17] in the present form. Here, we adopt the
notation N0 := N ∪ {0}.
Lemma 5.1 ([17, 24]). Let λ > 0. For each k ∈ N0, let µk ∈ (0, λ], αk := µkλ , βk := 1 − αk,
and
tk :=
 0 if k = 0;∑k
i=1 µi if k ∈ N.
Let (Aj,k) be a double sequence such that{
A0,k ≤ kλ, Aj,0 ≤ tj (∀j, k ∈ N0);
Aj,k ≤ αjAj−1,k−1 + βjAj−1,k (∀j, k ∈ N).
Then the following inequality holds:
Aj,k ≤
√
(kλ− tj)2 + kλ2 +
√
(kλ− tj)2 + λtj (∀j, k ∈ N0).
Now, we are ready to prove the main result of this section. The theorem extends a similar
result of Crandal and Liggett [9] to the setting of a complete CAT(0) space.
Theorem 5.2. Suppose that H satisfies the geodesic extension property, A : H ⇒ TH is
a monotone vector field with the surjectivity condition. Assume that x ∈ domA. Then, the
following limit exists and is uniform on each bounded subinterval of [0,+∞):
S(t)x := lim
k−→∞
Jkt/kx (∀t ∈ [0,+∞)). (5.1)
Moreover, the following estimate holds for any x ∈ domA:
ρ(Jkt/kx, S(t)x) ≤ |Ax| ·
2t√
k
(5.2)
for any t ≥ 0 and k ∈ N.
Proof. Let t ≥ 0 be given. Then we first show the convergence on (5.1) by showing that (Jkt/k)
is Cauchy. Let x ∈ domA and λ > 0 be given. Let (µk) and (tk) be sequences given in Lemma
5.1. Put
A˜j,k :=
 ρ(JµjJµj−1 · · · Jµ1x, J
k
λx) (∀j ∈ N,∀k ∈ N0);
ρ(x, Jkλx) (j = 0,∀k ∈ N0).
For k ∈ N0, it follows from Propositions 4.3 and 4.9 that
A˜0,k = ρ(x, J
k
λx)
≤ ρ(x, Jλx) + ρ(Jλx, J2λx) + · · · + ρ(Jk−1λ x, Jkλx)
≤ kρ(x, Jλx) = kλ‖Aλx‖ ≤ kλ |Ax| .
For j ∈ N, we have
A˜j,0 = ρ(JµjJµj−1 · · · Jµ1x, x)
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≤ ρ(JµjJµj−1 · · · Jµ1x, JµjJµj−1 · · · Jµ2x) + ρ(JµjJµj−1 · · · Jµ2x, JµjJµj−1 · · · Jµ3x)
+ · · ·+ ρ(JµjJµj−1x, Jµjx) + ρ(Jµjx, x)
≤ ρ(Jµ1x, x) + ρ(Jµ2x, x) + · · ·+ ρ(Jµjx, x)
= µ1‖Aµ1x‖+ µ2‖Aµ2x‖+ · · · + µj‖Aµjx‖
≤ (µ1 + · · ·+ µj) |Ax| = tj |Ax| .
Now, let j, k ∈ N. By using (ii) and (iv) of Proposition 4.3, we get
A˜j,k = ρ(JµjJµj−1 · · · Jµ1x, Jkλx)
= ρ
(
JµjJµj−1 · · · Jµ1x, Jµj
(µj
λ
Jk−1λ x⊕
(
1− µk
λ
)
Jkλx
))
≤ ρ
(
Jµj−1 · · · Jµ1x,
µj
λ
Jk−1λ x⊕
(
1− µk
λ
)
Jkλx
)
≤ µj
λ
ρ(Jµj−1 · · · Jµ1x, Jk−1λ x) +
(
1− µk
λ
)
ρ(Jµj−1 · · · Jµ1x, Jkλx)
= αjA˜j−1,k−1 + βjA˜j−1,k.
If |Ax| = 0, then ρ(x, Jkλx) = A˜0,k = 0 and so (Jkt/kx) is a constant sequence. If |Ax| > 0, we
put Aj,k := A˜j,k/ |Ax| for all j, k ∈ N0. Then, (Aj,k) satisfies the hypotheses of Lemma 5.1 so
that we have
A˜j,k ≤ |Ax|
(√
(kλ− tj)2 + kλ2 +
√
(kλ− tj)2 + λtj
)
(∀j, k ∈ N0).
Fix t > 0 and n,m ∈ N with m < n. Take λ := tm and for each k ∈ N0, take µk := tn . So, we
have t0 = 0 and tn = t. Hence, we have
ρ(Jnt/nx, J
m
t/mx) = ρ(JµnJµn−1 · · · Jµ1x, Jmλ x) = A˜n,m
≤ |Ax|
(√
(mλ− tn)2 +mλ2 +
√
(mλ− tn)2 + λtn
)
= |Ax| · 2t√
m
.
This shows that (Jkt/kx) is Cauchy and so the limit S(t)x is defined, by the completeness of H.
The above inequality also yields the estimate (5.2). Take any T > 0, we further have
sup
t∈[0,T ]
ρ(Jkt/kx, S(t)x) ≤ |Ax| ·
2T√
k
(∀k ∈ N),
which guarantee that the convergence is uniform on compact intervals of [0,∞).
Next, we show convergence for any x ∈ domA. For instance, let (xi) be a sequence in
domA such that xi −→ x. For any m,m ∈ N, we have
ρ(Jnt/nx, J
m
t/mx) ≤ ρ(Jnt/nx, Jnt/nxi) + ρ(Jnt/nxi, Jmt/mxi) + ρ(Jmt/mxi, Jmt/mx)
≤ 2ρ(xi, x) + ρ(Jnt/nxi, Jmt/mxi).
Since xi −→ x and the sequence (Jkt/kxi)n∈N is Cauchy for any i ∈ N, we conclude that (Jkt/kx)
is a Cauchy sequence. The convergence is again obtained by the completeness of H.
It remains to show that S(t)x is attained uniformly on each bounded interval [0, T ] for
x ∈ domA. Again, let (xi) be a sequence in domA convergent to x. Since each mapping Jt is
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nonexpansive for any t ≥ 0, it follows that S(t) is also nonexpansive for each t ≥ 0. Consider
for 0 ≤ t ≤ T , we have
ρ(Jkt/kx, S(t)x) ≤ ρ(Jkt/kx, Jkt/kxi) + ρ(Jkt/kxi, S(t)xi) + ρ(S(t)xi, S(t)x)
≤ 2ρ(x, xi) + ρ(Jnt/nxk, S(t)xk)
≤ 2ρ(x, xi) + sup
0≤t≤T
ρ(Jkt/kx
i, S(t)xi)
≤ 2ρ(x, xi) + ∣∣Axi∣∣ · 2T√
k
.
Letting ε > 0 be arbitrary, we can choose i0 ∈ N such that 2ρ(x, xi0) < ε. This further implies
sup
0≤t≤T
ρ(Jkt/kx, S(t)x) ≤ ε+
∣∣Axi0∣∣ · 2T√
k
and hence
lim
k−→∞
sup
0≤t≤T
ρ(Jkt/kx, S(t)x) ≤ ε.
Since ε is chosen arbitrarily, then convergence is uniform on [0, T ].
In the above theorem, we have in fact defined a family {S(t)}t≥0 of mappings S(t) :
domA→ domA. We next show that this family is a nonexpansive semigroup. Note that the
semigroup constructed in this way is said to be generated by A.
Theorem 5.3. Under the assumptions of Theorem 5.2, the family {S(t)}t≥0 generated by the
formula (5.1) is a nonexpansive semigroup.
Proof. The fact that S(0) = I, S(t) is nonexpansive and t 7→ S(t)x is continuous on [0,∞)
follows from J0 = I, Jt is nonexpansive, t 7→ Jtx is continuous on [0,∞) and the uniform
convergence of {Jkt/kx} on each bounded subinterval of [0,∞) for x ∈ domA. It is therefore
sufficient to show only S(s+ t) = S(s)S(t).
Let t ≥ 0. We first show that S(nt) = S(t)n for all n ∈ N. For n = 2, we have
ρ(S(t)2x, J2kt/kx) ≤ ρ(S(t)S(t)x, Jkt/kS(t)x) + ρ(Jkt/kS(t)x, Jkt/kJkt/kx)
≤ ρ(S(t)2x, Jkt/kS(t)x) + ρ(S(t)x, Jkt/kx).
Letting k −→ ∞, we have S(t)2x = limn J2kt/kx = limn J2k2t/2kx = S(2t)x. Next, let n ≥ 3 and
suppose that S((n− 1)t) = S(t)n−1 holds true. We have
ρ(S(t)nx, Jnkt/kx) ≤ ρ(S(t)S(t)n−1x, Jkt/kS(t)n−1x) + ρ(S(t)n−1x, J (n−1)kt/k x).
Again, letting k −→ ∞, we similarly have S(t)n = S(nt). The claim that S(nt) = S(t)n for
all n ∈ N is thus proved.
Now, for two positive rationals s := c/d and t := p/q with c, d, p, q ∈ N, we have
S(s+ t) = S
(
c
d
+
p
q
)
= S
(
cq + dp
dq
)
= S
(
1
dq
)cq+dp
= S
(
1
dq
)cq
S
(
1
dq
)dp
= S
( c
d
)
S
(
p
q
)
= S(s)S(t).
The continuity of t 7→ S(t) at each x ∈ domA implies that S(s + t) = S(s)S(t) for s, t ≥ 0.
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The trajectory (S(t)x)t≥0 can behave very unstably. However, if a stationary point exists,
the trajectory is bounded. As is known from Hilbert space theory, (S(t)x)t≥0 is not necessarily
weakly convergent at all. The following result is our final result, and it shows that the men-
tioned trajectory is bounded if a stationary point exists and if all the accumulated points are
contained in A−10, we have its ∆-convergence to a stationary.
Theorem 5.4. Suppose that all the assumptions of Theorem 5.2 hold, A−10 6= ∅, and
{S(t)}t≥0 be the semigroup generated by A. Let x ∈ domA. Then, (S(t)x)t≥0 is bounded.
Moreover, if all ∆-accumulated points of (S(t)x)t≥0 is contained in A
−1
0, then (S(t)x)t≥0 is
∆-convergent to a stationary point as t −→∞.
Proof. Suppose that p ∈ A−10. Then, it is a fixed point to all S(t)’s. Therefore, we have
ρ(p, S(t)x) ≤ ρ(p, x), ∀t ≥ 0.
This shows the boundedness, and it implies that a ∆-accumulation point of (S(t)x)t≥0 exists.
Assume that every ∆-accumulation points of (S(t)x)t≥0 is contained in A−10. Then, we have
ρ(p, S(t)x) = ρ(S(t− s)p, S(t− s)S(s)x) ≤ ρ(p, S(s)x),
for any 0 ≤ s ≤ t. Hence, (S(t)x)t≥0 is Fejér monotone with respect to A−10. By the
hypothesis and Proposition 2.9, we conclude that (S(t)x)t≥0 is ∆-convergent to a stationary
point of A as t −→∞.
Conclusions
In this paper, we utilized the concept of tangent spaces to develop a theory on monotone
vector fields and generalized gradient flows over complete CAT(0) spaces. This approach is a
natural extension of the theory from the frameworks of Hilbert spaces and Hadamard man-
ifolds. Important instruments in our studies include resolvents and Yosida approximations.
Among others, we obtained the resolvent identity (see in Proposition 4.3), the convexity of
domA for a monotone vector field A (Proposition 4.10), asymptotic convergence for the resol-
vents (Theorems 4.11 and 4.13) and derived a useful estimate for the Yosida approximations
(Proposition 4.9). Finally, we used such devices to establish a generation theorem of nonexpan-
sive semigroup (Theorem 5.2) which improves and generalizes, to some extents, results of Jost
[13, Theorem 1.3.13], Mayer [19, Theorem 1.13], Stojkovic [22, Theorem 2.18], Bačák [4, The-
orem 1.5], and Iwamiya and Okochi [11, Theorem 4.1]. The error estimate for the generation
is also given in terms of Yosida approximations up to any given accuracy and time.
We also propose the following open questions which are yet to be considered from a view-
point of our paper.
Q1. Does the surjectivity condition always hold for a maximally monotone vector field?
Q2. Is it possible to drop the geodesic extension property in all definitions and results, where
the Yosida approximations are involved?
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