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EL RETICULa DE LAS LOGICAS DE PRIMER ORDEN
CON CUANTIFICADORES CARDINALES*
par
Luis Jaime CORREDOR
ABSTRACT. Associate to every class S of car-
dinals a quantifier QS so that QSx~{x) holds just
in case the number of individuals satisfying ~(x)
is a cardinal belonging to S. This includes the
well know cardinal quantifiers Qa' We give a sim-
ple combinatorial condition on the classes Sand
S' necessary and sufficient to have
A similar result is shown for logics generated by
families of such quantifiers. Some applications
follow; for example, it is shown that if nw de-
notes the set of multiples of the natural number
n, then Lww{QDw) ~ Lww{QIDW) if and only if n di-
vides m. Also, we construct infinite descending
chains of logics.
* Este trabajo se basa en la tesis de Magister del autor,
Universidad de los Andes, Bogota, 1983, realizada bajo
la direccion del Profesor X. Caicedo.
INTRODUCCION. Parte del trabajo desarrollado en Log i ca
en los ultimos anos ha estado orientado al estudio de exten-
siones de la 16gica de predicados de primer orden, Lww. Exis-
ten dos tipos principales de extensiones que son: las infini-
tisticas las cuales se obtienen de Lww permitiendo conjuncio-
nes y disyunciones infinitas, y las logicas que se obtienen
al adjuntar a Lww nuevos cuantificadores, introducidos por
primera vez por Mostowski en [MJ y Lindstrom en [L1J.
La familia de logicas que consideraremos en el presen-
te trabajo seran las extensiones de Lww que resultan al ad-
luntar a esta un cierto tipo de cuantificadores monadicos
(esto es, que ligan solamente una variable) los cuales deno-
Staremos por Q , donde S es una subclase cualquiera de la cla-
se de los cardinales. La semantica para QS sera la siguiente:
Si Ol- es una estructura,
Oll= QSX¢(x) si y solo si Card({ae:A/a 1=¢[aJ}) e: S.
En la seccion 1 precisamos las nociones fundament ales y hace-
mos algunas observaciones sobre las logicas en consideracion.
En la seccion 2 damos una condicion puramente conjuntista y
aritmetica entre las clases S, que nos permite determinar cO-
Smo se relacionan las logic as correspondientes, Lww(Q ), con
rcspecto a su poder expresivo. Finalmente en la seccion 3 da-
mos algunas aplicaciones concretas de esta caracterizacion.
Probamos, por ejemplo, que si nw denota el conjunto de los
multiplos de n,entonces para n y m naturales, m f 0, se tie-
ne Lww(Qnw) ~ Lww(Qrnw) si y solo si n divide a ITI. Mostramos
ademas la existencia de cadenas descendentes infinitas de 10-
gicas, con respecto a su poder expresivo.
Agradecemos al Profesor Xavier Caicedo por sus valiosas
sugerencias y ayuda durante la pr-epar-aci on y revision de es-
te trabajo.
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§1. NOCIONES PRELIHINARE$.
1 . 1. Def in ic jones. Una Log ica L eonsta eseneialmente de
una sintaxis y una semantiea. La sintaxis es una familia de
senteneias LT, para eada tipo T y la semantiea, que usual-
mente se denota por F=, es una relaeion entre estrueturas y
sentencias del mismo tipo, la eual intuitivamente define la
verdad. Ver la definieio~]eompleta en [B1] 0 [F1]. Para ca-
da tipo de estructura T sea EstT la elase de las estruetu~
ras de tipo T.
DEFINICION 1. 1. 1. a) Si L es una Log ica y cP e::L
T
sea Mod L(CP) := {Ol e::Est 100~c)}.T, T
b) Si L y L' son logicas dadas, cP e::LT y cp' e::L'T'
decimos que cp.eq. Cp' si Mod L(CP) = Mod L'(¢')·
T, T,
e) L es una ~ubl6giea de L', a L' extiende a L, en
s1rnbolos L ~ L', si para eada ¢ e::L existe ¢' e::L' talT T
que ¢ .eq.¢'. L < L' si L ~ L' pero L' i L.
d) L es equivalente a L', en s1rnbolos L - L', si
L ~ L' Y L' ~ L.
e) Una clqse de estructuras de tipo T, H, es ele-
mental en L, si existe ¢ e::LT tal que H = Mod L(~).T,
DEFINICION 1.1.2. Denotaremos par K la clase de
• ( 1)los cardlnales . Para cada subclase R de KXK, definimos
RLww(Q ) como la extension de Lww que se obtiene al adjuntar
Ra esta el nuevo s1rnbolo de cuantificador Q , el cual sin-
tacticamente se trata como V 0 3, y cuyo significado es el
(1) Utilizaremos TOUY superficialmente una teor1a de clases
de clases.
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siguiente: Para una estructura OZ, una formula <p( x,y1'...
Yn) Y elementos a1,··· ,an de A:
at 1= QRx<j>(x ) [a
1
,... ,an] si y solo Sl (m,n) E R,
donde
m = Car-df ia EAIOZI= <p[a,a1, .•• ,an]})
n = Car-d I ia e::: AIOZI= ""<P[a,al' ... ,an]}).
Decimos que QR es el ~uant£6i~ado~ ~o~ado a R. Es-
tos son, esencialmente, los cuantificadores generalizados
definidos par Mostowski en [M]. Los cuantificadores 3 y ~,
por ejemplo, son los asociados a las clases (K-{O})xK y
KX{O}, respectivamente, y los Qa ' ampliamente estudiados
(ver el capitulo 13 de [BS]), corresponden a los cuantifi-
ca dor-es asociados a las clases {k E K I k ~ W }xK, donde aa
es un ordinal.
1.2. las logicas Lww(QS). Los cuantificadores que conside-
raremos seran los asociadas a las clases de la forma SXK,
donde S es una clase de cardinales. Los denotaremos simple-
'mente por QS. Es claro que para una estructura a :
Oll= QSxcjJ(x)si y solo si el ~OYl.ju.VLtode- vendad de cj>(x)en
a , {a e::: A I OZI= cjJ[aJ},tiene par cardinal un elemento de S.
Par tal razon la llamaremos ~u.aYl.ti6i~ado~~ ~~d{na£~. Es-
tos incluyen a1 cuantificador 3 y a los Qa'
SiDenotaremos par Lww(Q )iEI a la logica que resul-
adjuntar a Lww' la familia de cuantificadores
i ~ I}, donde los Si son subclases de K. La sintaxis
semantica de Lww(QSi)i€I se definen de la manera ob-
ta de
S·{Q l
y la
via.
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una formula equivalente 8( ... ,¢, ...) en
S'cual Q ocurra solo en
S' SPara mostrar que Lww(Q ) ~ Lww(Q ), es suficiente
S' S'encontrar para cada formula de la forma Q x¢(x) de Lww(Q ~
S S'Lww(Q,Q ) , en la
1
la s ub for-rnuLa ¢. Pues es c-Lar-e que
podemos suponer, par induccion en formulas, que ¢eq.
~ S S' rh A) ( S)
'¥ e: Luw(Q ), y as i Q x '¥ .e q, 8( ••• ¢... e: Lww Q .
OBSERVAC IONES. a) S~ S co n6ta de. MnJ.;tOJ.> n.Ume.JtO-6
natuJta1.e-.o, ess» es S = {nl, •.• , nk} Sw, ento n.e.e..o
Luw = Lww(QS). En efecto, la formula QSx¢(x) de Lww(QS), es
definible en Luw por la formula 3=nx¢(x)v ...v"3=nkx¢(x),=ndonde 3 x¢( x ) abrevia:
n
:::I xl' ..3x ( A (x. # X.)I\ A ¢(x.) /\"Ix(¢(x) 0+-n i<j l J i=l l
n
V (x = x. ») •
i=l l
b) S~ S es un. -6ube.on.jun.to ~n.6.-i..nJ....to det e.on.jun.to de.
n.Ume.JtO-6 n.atuJta1.e-.o w, Luw (QS) e.s un.a e.x;te.11-6~6n. pfto p~ de.
Lww' En efecto, sea 1 = <R> el tipo que cansiste de una
unica relacion binaria R. Consideremos la clase de estruc-
turas de tipo 1, H = {(A,R) I (A,R) = (w,<)}, dande w deno-
ta el conjunto de los naturales y < el orden usual. Es bien
conocido que, par compacidad, H no es elemental en Lww; pa-
ra ver que sl 10 es en Lww(QS) tomemos la conjuncion ¢ de
la sentencia de Luw que expresa que R es un orden total es-
tricto con primero y sin ultimo elemento, y la sentencia
IJx3y (xky /\ QSz (zRy», que implica que todo segmento inicial
de R es finito. Es claro que H = Mod (¢) y par tanto H es
S 1elemental en Lww(Q ).
Como consecuencia de 10 anterior tambien se obtiene
que en este caso Luw(QS) no satisface compacidad:
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c) Se.an. 5 tj 5' -6ubda.6(!.!.l aAbdfta.fLZM de. K. S~ ro. ~-
,QeJLe.n.ua -6hne.vuca 5 f'.,5' e.!.l un. c.oniunro Ml1do de. caA~Yl.a.te6
n~n.dO-6, e.n.;ton.c~Lww(Q5) - Lww(Q5'). En efecto, sea
5'5' = {nl, ... ,nk} y 5"5 = {ml, ... ,m,f}'Para ver que
Lww(Q5) ~ Lww(Q5') basta con notar que:
5Q x cjJ(x ) •eq . 5'Q x cjJ(x ) II
,f k
1\ .., 3~mi cjJ(x) II V 3~ni <fl(x).
i=l i=l
La otra inclusion es semejante.
La condicion anterior, sin embargo, no es necesa-
ria. Denotemos por 2w y 2w+l los conjuntos de los pares y
los irnpares, respectivarnente. 2wf'.,2w+l = w es infinito pero
Lw~(Q2W) = Lww(Q2W+l), pues
2w+l ,f,Q x~'(x) .eq.
y
2w 2w+lQ xcjJ(x) .eq. ..,3x¢(x) v3x(¢(x)1I Q y(¢(y) II Y I x) .
§2.CARACTERIZACION DE LA RELACION ~.
2.'1. EI caso de un solo cuantificador. En esta sec-
cion damos una condicion puramente aritmetica para 5 y 5'
que determina cuando Lww(Q5') ~ Lww(Q5).
NOTACION 2.1.1. 5i 5 es una subclase de K y re:w,
sea S+r = {a+r I a e:: 5}, donde Sl a es un cardinal infinito
a + r := a. 5i n es un nume r-onatural, denotarnos con n el
conjunto {r e:wi 0 $ r < n}. 5c denota el cornplemento de 5
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con respecto a la clase de todos los cardinales K, y la di-
ferencia entre clases la denotamos por ,.
DEFINICION 2.1. 2. a) Para r e: W definimos la
relacion FS en K'r de la forma siguiente: si a,b e: K'r,
r
SaF b Sl Y solo si: (a-r) e: S~ (b-vr-)e: S.r
b) Para n e: W definimos la relacion rS en K,n par
\
S S naF b si y solo si:\Jr (O~r~n -+ aF b).
I n r
SEs claro que F es una relacion de equivalencia y
r
solo tiene dos clases de equivalencia en K~ que SOIl S+r y
c -SS +r. As! mismo, Fn es tambien una relacion de equivalencia;
-FS n FSmas aun, = y par tanto el numero de clases den rr,n _. n+lequivalencia de esta relacion en K'n es a 10 sumo 2 .
£(0) f'( n )Ademas, cada clase es de la forma S n ... n S , dondeo n
f es una funcion de n+l en {O,l} y para j = 0,...,n,
f(j) = 1
f Ij ) = O.
A continuacion probamos que la condie ion de que
S',n sea la union
de la relacion F~
S'para que Lww(Q )
de algunas
para algun
S~ Lww( Q ).
de las clases de equivalencia
n es necesaria y suficiente
TEOREMA 2.1.1 (Su fie i enc i a) . Si e.xiss:e. n e: W
.:ta.l que. S',n eJ.J.lo.uni6Yl de. algUYlaJ.> de. tal:, c.laJ.>e.-6 de. e.quiva-
o 'd 0 o~·, -s nt ( S') . ( s)~e.Yl~a e. ~a ~e.~~OYl Fn, e. OYlQe.-6 Lww Q ~ Lww Q .
Vemo~~Qi6Yl. Denotemos can 0 la union disyunta y
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supongamos que S ',Ii = A (J A2 0 U Ak donde cada A. para1 l -S
1 ~ i ~ k,es una clase de equivalencia de 13 relacion F .
fiCO) fi(n) n
Entonces A. = S n ... n S Jande f. es una fun-
l 0 n l
cion de n+J en {O,l} y
f. (j) {S+jS.l =
J SC+j si
si f.(j) = 1
l
f.(j) = O.
l
Sea ~(x) una formula arbitraria en L (QS'), de tipo T, en-
A' ww
tonces es facil ver que Q lX¢<X) es equivalente a:
[
S ]fi(O) n [ j S
.Q y~y) 1\ /\ 3x1, ... ,x.( /\ (x i-x)1\ /\ ep(x )1\ Q y(ep(y)j=l ] pi-m p m p=i p
j f'(j)
1\ /\(yi-xn]l 1\
p=i p
n-1
/\ I 3~P¢(x)
p=o
(1)
donde para una formula ljJ, [ljJ]l = ljJ Y [ljJ]O = 1ljJ . Pero S' =
Ai 0 A
2
0 ... 0 Ak 0 F donde F = s: n n, entonces
s'Q xljJ( x ) .eq.
k A'l -aV Q x ¢C x ) v V J X ~( x )
i=i a€:F
y por (1), esta ultima es equivalente a una formula en
S S' S'Lww(Q,Q ) , en la cual Q ocurre solo en la subformula
. S' S
Entonces Lww(Q ) ~ Lww(Q). Q.E.D.
Antes de mostrar que la condie ion es necesaria da-
mas una definicion y un par de lemas.
DEFINICION 2. 1. 3 Definimos en las formulas de
S·
Lww(Q J)j£J una funcion qr, por induccion en su complejidad:
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qr( ¢) = 0 si ¢ es at omi oa
qr Cl ¢) = qr( ¢)
qr(¢A \j!) = max(qr(¢),qr(\j!»
S·
qr G x¢( x ) ) = qr( \fx¢( x ) = qr'( Q lX¢( x ) = qr( ¢)+1 •
qr(¢) E W, Y se llama el ~ango cuanti6~cado~ de ¢. Si nEW,
S·
denotamos pOI' L:w(Q J)jEJ las formulas de rango euantifiea-
dor menor que n ,
Dos estrueturas CJl y 1'7 son e.lementalmente eq~va-
S'lente6 ha~ta ~ngo n en Lww(Q J)je:.J' en simbolos
na
S'
Lww( Q J). JJE
n SJ'
Sl satisfaeen las mismas sentencias en L (Q ). J'
ww JE:
LEMA 2. 1. 2 Se.an n E m+, ex tj 8 ca.J!..fUnale6 rrutjo~e6
que n tj at tj t e6tMC.tU~M de t~po T con W'li.VeMO~ A tj B de.
cMd~naUdad ex tj 8, ~e~pe.ctivame.nte., en donde. todas IM Jte.-
lauone6 ~e. ~nteJtp!Le.tan c.omo 0, erd» aces
L (QS)
oxo
Vemo~t~u6n. "=>" Probaremos pOI' induce ion en r,
o ~ I' :::;n+1, que si ¢(x1 'k" ,~) E L:1(QS) con 0 ~ k~ n- l-r
yay p son k-tuplas en A y Bk respectivamente tales que
a'\, o [i.e. La as i.gnac Lon a(i).,-v-+ p(i) cons t ituy e una bi--
yecc i on J, entonces
n+2
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Tomando r = n+1, k = 0 yay p como la tupla 0, se despren-
de la firmacion n+2
a f".
Para r = 0, 0 .s k ~ n+1, y <P:x1, ••• ,~) e: L:1(QS), 'f es
una formula atomica y la afirmacion es consecuencia trivial
de a ~ p. Supongamos la afirmacion cierta para r ~ n+1,
usamos induccion en formulas para probarla para r+1. Sea
r+2 Spues ~(x1"" ,xk) e: Lww (Q ) con 0 ~ k ~ n+1-(r+1) = n-r,
k k .a y p k-tuplas en A y B , respectlvamente, tales que a ~ p.
Si W es atomica la afirmacion resulta trivialmente, 10 mis-
rno que si es de la forma" <P 0 <P /\ <P' y la af ir-macion se supo-
ne para <P y <p'. Los unicos casos interesantes son los si-
guientes:
Caso I. W :::JXk+1 <P(x1,··· ,xk'~+l)'
r+L S r, JEntonces <P e: Lww ~Q ) y 0 ~ k+1 ~ n+1-r. Si a I=~La ,
debe existir a e: A tal que Olt=: <p[a,aJ. Pero S ~ n+1 ~ n+1-r
> k , luego existe b' e: B'P, donde p: = {p Ci ) I 1 ~ i ~ k },
Sea:
b:={b' si a;ta(i)
p(j) si a = a(j)
\:Ii=l,... ,k
entonces oa ~ pb Y por h ipfrtes is de induccion:f:, t=:<p [p,bJ,
por tanto b t=:~[p]. El converso se prueba en forma seme-
jante.
Caso
Note
_ S
II. ~ = QXk+1<P(x1,· '1',~,xk+1)'
r+ Sde nuevo que <p e: Lww (Q ) Y 0 ~ k+1 ~ n+1-r.
Para probar que Olt=: w[a] -=-L t=:W[pJ usaremos los siguien-
tes tres hechos:
(A) S-i. a,a' e: A.....(j e.rttoVlC.e.,~ Olt=:¢[a,aJ..g,Olt=:<P[a,a'J.
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Para ver esto, escoja b E B~, entonces Oa ~ pb ~ oa', Usan-
do dos veces la hipotesis de induccion se obtiene la equiva-
lencia deseada. Igualrnente si b ,b' e: Bxp, entonces:
tr 1= ct>[P,b]~:lr t= ct>[p,b'].
(B) Existe ae: A'a tal que Oll= <p[o,a] si y solo si existe
b e:B<p tal que!:r 1= <p[p,b].
(c) \fj = 1, ... ,k. Ol t= <jl[o,o(j)]~t,. 1= ct>[p,p(j)].
Las dos ultirnas afirmaciones salen de la prueba del caso 1.
Por (C) tenernos
l{ae:alal=<P[o,a]}/ = I{be:p!tr t=<P[P,b]}!. (~':)
Llarnernos a este cardinal t. Si no existe a e: A,a tal que
a 1= ct>[o,a], por (B) tarnpoco existe b e:B,p tal que
~ 1= <p[p,b] y estarlarnos listos pues (*) irnplicarla que
Ol 1= ljJ[0 ] ~:& t= ljJ[p], Supongarnos ahora que exist e a e: A" p
tal que Ol 1= ct>[0 ,a], por (B) existe b e: Bxp tal que
tr 1= ct>[p,b] y por (A) tendrlarnos que
I{a e: A I Oll= <j>[o,a]}I = (a-k)+t = a-(k-t),
I{b e: B 11- t= ct>[p,b]}1 = (/3-k)+t = /3-(k-t>
-Sdonde k-t ~ k ~ n-r ~ n , Pero aF 13 , luego a-(h-t) e: S~
n
13-(k-t) e: S y por tanto Oll= ljJ[o] ~1:s- 1= ljJ[p]
"~,, Es fElCil ver que las sentencias <j> :: Q~(x = x ) ,o - r
<P1 :: 3x(QS(y f x ) y ct>o:: ]x1' .... ,x ( A x . ., x.AQS( A y f x.»y r r 'i' l ] y '-1 l
2 ~ r ~ n son de rango cuantificaci6nl1 menor quel-n+2.
Entonces \fr = O, ••. ,n a 1= <P ~ /3 1= ct>. Per-o . y I=ct>r~
r r
y-r e:S. Entonces \lr = O, ••• ,n (a-r e: S~/3-r e: S), esto es
-S
()(F /3. Q. E. D.
n
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Modificando ligeramente la demostracion anterior,
obtenemos una para el siguiente lema.
LEMA 2. 1 • 3. Sean n e: :IN, a y S candinat.e» mayoJte6
que n , Ol y b e.otJtuc;tu.Jta,6 c.omo en el lema anren.io«, y
{S. , j E: J} una 6a.mt.L<:.ade C.lM e6 de candinaces , ent:o nc.e6:
J
\{j E: fr.
Otra manera de demostrar el Lema 2.1.2, consiste en
probar que si ar S entonces
n
en el sentido de [C2], es decir, existe entre Ol. y :tI- un sis-
tema de "hack-and-forth" con respecto al cuantificador QS,
con parametros <n,<>. De los resultados de [C2] se despren-
nde inmediatamente que Ol ir. Consideraciones analogas
LWl/ QS)valen para el Lema 2.1.3.
S' . S
TEOREMA 2.1.4 (Ne c e s i d ed l . S,£ LlW)<Q )~Lww<Q)
en:tonc.e6 excs :e n E: w tat que S ',Ii es u.nion de C.lMe6 de
equivalenc.ia de La Jtelac.ion rS.
n
Vemo~~ac~on. Demostramos la contrarreciproca, esto
es, Sl
-S\{ n e: W 3 a , S < a, 13 ~ n 1\ a e: S' 1\ B r:- S' 1\ oF B)n
S' Sentonces Lww< QC ) 4 Lww< Q ). Esto 10 hacemos mostrando que
la clase H = Mod <QS'x(x = x ) ) = {OlIOl~Est y IAI e: Sf}T T
no es elemental en Lww< OS), cualquiera que sea el tipo T.
Sea n e: W arbitrario, entonces por hipotesis existen a,B
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-Scardinales tales que a.,S ). n , a. e: S', S ¢ S' Y a.F S. Sean
n
Ol y 'tr estructuras de tipo T con A y B de cardinal a. y
n n n n
S, respectivamente, en donde todas las relaciones se inter-
pretan como ¢, entonces por el Lerna 2.1.2
a
n
So sea an y irn satisfacen las mismas sentencias de LUXJ)(Q)T
de rango cuantificacional menor que n+2. Pero Ol e: H yn
trn¢ H, par tanto ninguna sentencia can rango cuantificacio-
nal men or que n+2 caracteriza a H. Como n se tomo arbitrario
S Sfen w, H no es elemental en Lww(Q )T y por tanto Lww(Q ) t
SLUXJ)(Q). Q.E.D.
COROLARIO 2.1.5. LUXJ)(QS') -< LUXJ)(QS)~~ Y ~ofamen-
te ~~, ewte n e: W tal.. que Sf,n es fu uMon de a1.gumu c..fa-
de eqMva1.enua de fa tLelauo Yt -s~u F •n
2.2. Caractel"izacion booleana de la relacion ~ •
el caso de varios cuantificadores. Veamos como el re-
sultado principal (Corolario 2.1.5) se puede expresar de ma-
nera muy sencilla y util en terminos de algebras booleanas.
Para esto exponemos antes, brevemente, algunas ideas basicas
de la teorla de algebras booleanas que necesitaremos en 10
subsiguiente.
Sea B = <B,v,A,c,O,l> un algebra booleana y A S B,
denotamos por <A>B la subalgebra booleana de B generada por
A. Si es claro del contexto a que B nos r-ef'er-i.rno s, abreviare-
mos <A>B con <A>. Los hechos siguientes son bien conocidos:
13
LEMA 2.2. 1. Se.a B = <B, v, 1\,c,0,1> un alge.bJta boo-
Leana tj A SO B, entonc.e»
n m
<A> = {V A a ..
i=l j=l lJ
n,m <e: W y (a .. e: A 0 a .. c <e: A)}
lJ lJ
Sea ~ una relacion de congruencia en B. Si x e: B,
denotamos la clase de equivalencia de x par [x]. Sea B/~ el
algebra booleana cociente. Mas generalmente si A S B, sea
A/~ = {[x] I x e: A}.
LEMA
fe.ana tj A S B •
2.2.2. Se.a B = <B,v,I\,C,O,l> un alge.bna boo-
Se.a ~ una ne.fac.ion de. c.ongnue.nc.ia e.n B, e.nton-
donde. ~I eA fa ne.J.dJuc.c.ionde. fac.~ <A>B/ ~ <A/~>B/'VI ' ~,
ne.fac.ion 'V a <A>B'
En 10 que sigue identificaremos estas dos algebras.
Sea K la clase de los cardinales y P(K) el algebra
booleana de las subclases de K. Definamos ~ una relacion en
P(K) de la forma siguiente: si A y B son subclases de K,
A 'V B si Y solo Sl A ~ B S W Y es finito.
Es c'laro que ~ es una relacion de equivalencia. Para ver
que ~ es una congruencia, basta can notar que tanto
(AUC) ~ (BUD) como (An C) ~ (Bn D) son subclases de
(A~B)U(C~D) y que AC ~ BC = A ~ B.
Para n ~ W Y S S K, definamos Tr(S):= {S+n In e: w}.
TEOREMA 2.2.3. Lww(QS')-:s
~i [S'J e: <Tr(S»/~.
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V0mo~tna~on. k >" Por el Teorema 2.1.4, existe
nEW tal que S"n = .U Ai donde las A. son clases de equi-
l=l -S lvalencia de la relacion Fn y por tanto, paran . .
A. = n S~, donde cada S: es de la forma S+j
l j =0 J J
S+j e:: <Tr(S» y SC+j = (S+j )c'\J f\;
ro que [s~] e:: <Tr(S»/f\;, y aSl
J
cada l:
Sc. Co +J. omo
(Stj)c e:: <Tr(S», es cla-
[S' J
k n .
= [S"n ]= [U n S:] =
i=l j =0 J
k h .
V /\ [S:]
i=l j=l J
e:::: <Tr(S» /f\;.
"<=" Supongamos que [S,] E: <Tr(S»/f\;,entonces
S' '\;A donde A es combinaci6n booleana de S+jl'·.· ,Stjm.
Sea n ~ jl, ... ,jm tal que S' 6 A ~ n, entonces Akse puede
U nnSi.expresar como una forma normal disyuntiva: A =
i=l j=o J
donde cada S~ es Stj 6 (Stj)c. Sea
J
r si S~ = Stj-l o S:+i JS.J S~ (Stj )Csi =,~
k n
U n -l l 6 -l j <;;Y A = S .. Como S. S. ~ n, tenemos que
i=l j=0 J J J
A 6 11 <;;n y por tanto S' 6 A S n. Entonces
k n .
S"n = A'n = U (n S~'\n) =
i=l j=o J
k n-l. .
U ( n s:n (Sl,n)).
i=l j=0 J n
k n
-a L - -l S"n U .n -l el CorolarioPero S \,n = S , luego = S. Y porn n S' i=1 J=0 J2.1.5 tenemos que Lww(Q ) ~ Lww( QS). Q.E.D.
COROLARIO 2.2.4. Lww( OS') ~ Lww( OS) u. Ij Mlamen-
t:« ~i <Tr(S' »/'\;<;;<Tr(S»/,\;.
S' SVemM.tJtac.ion. "=>" Supongamos Lww(Q ) ~ Lww(Q ) y
sea [A] ~ <Tr(S'»/'\; entonces por el Teorema 2.2.3 ,
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AS' A SLWW(Q ) ~ Lww(Q ) Y por tanto Lww(Q ) ~ Lww(Q ). Otra vez
par el teorema tenemos [AJ £ <Tr(S»/~ y aSl <Tr(S'»/~ ~
<Tr(S»/~.
"<$=" Como [S I J £ <Tr( S' » /~ ~ <Tr( S» /~, usando el
S' Steorema tenemos Lww(Q ) ~ Lww(Q). Q.E.D.
COROLARIO 2.2.5. LWW(QS') ::::Lww(QS) -6i IJ -66.tame.n-
te -6i <TrCS'»/~ = <TrCS»/~.
S I
Resumiendo, si S <;;K, los S' tales que LwwCQ )~
son precisamente los elementos de U<TrCS)/~> y los
S' Sque LwwC Q )::::LwwC Q ) son los elemen-tos de este
para los cuales <TrCS'»/~ = <Tr(S»/~.canjunto
EJEMPLO 2.2.6. Sea S = 2w entonces S+2 ~ S Y por
tanto <TrC2w»/~ = <[SJ, [S+lJ>, es decir la siguiente ~lge-
bra booleana:
2w+1, (2w+1)c y C2w)c dan 16gicas equivalentes a LwwCQ2W),
y 0, K, w Y WC dan sub16gicas estrictas: LwwCQ~) ::::Lww(QK)
w _ wc_- Lww y LwwCQ ) = LwwCQ ) - Lww(Qo)'
El Teorema 2.2.3 se puede generalizar en la forma si-
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guiente:
i lL I, es expresable en
[S~] E: < U Tr(S.»/'\, y
l j£J J
k,m E: W Y cada A es de lauv
TEOREMA 2.2.7. Sean {sPiEl tj {Sj}jE:J 6am<:liM
de. .6ubc.1a..6e..6 de. fu c1a..6e. K. Entonc.e..o Lww( QSi) . ~If: I
Lww(QSj). .6.-L tj .66fume.nte..6.-L \:Iie:: I [S!] e: < U Tr(S.»/'\,·
J E:J l j£J J S ~
Ve.mo.6~ac..{6n. "< " Debemos mostrar que cada Q l
S·
Lww (Q J) jEJ .,par tanto S.
l
j E: J Y a E: w.
UV uv
Teorema 2.1.1 se puede interpretar cada
S· ~,cuantificador Q Juv y par tanto Q l par
Sj , _
tificadores Q (j e:: J). Pero S. '\,S.,
S. S· l l
presable en Lww(Q l) ~ Lww(Q J). J'JE:
forma s.., +a 0-Juv uv
En forma semejante a
Fijemos i E: I, entonces
k m
'\,Si = U n Auv dondeu=l v=l
s.., +a )c can-Juv uv
la demostracion del
AuvQ par media del
media de los cuan-
S \entonces Q l es ex-
"=>" Mostramos la contrarreclproca. Supongamos que
[S~] ~ <.U Tr(Sj»/'\, para algun i e:: I. Sea T un tipo pura-
J€J Slmente relacional y sea H = Mod (Q lX(X = x» =
{Ol E: Est I IA I e:: S ~}. Veamos que H no es elemental en
S. T l
Lww(Q J). J. Sea n natural, J' un subconjunto 6.-Ln.{to de J- n J~Sj
F = F.
n j€J' n
Afirmacion. Existen a,S cardinales mayores a igualro
, , -
que n tales que a e:: S., S ~ S. Y aF B.
l l n
Par contradiccion supongamos que:
\:la,S , -(a,S ) n" a e:: S." or S +
l n
,
SES.),
l
,
entonces s."fi es union finita de clases de equivalencia de
l
la relacion F Estas clases de equivalencia son de la for-n. u .nJ, A~ donde A~ clases de equivalencia derna C = los sonc. J n J ._C>J J~
A~ SJFn y par 10 tanto = n SJ donde es de la formaJ -' tt=o l
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S.+t 0 S~+t = (S.+t)c,t. Por 10 tanto [A~J E <Tr(S.»/~ y
J J ] J J
as i [CuJ = n [Alf]E < U Tr(S.»}\,.Por ser S'.~ UCu, tene-
j€J' J j€-J' J l u,
[S.] E: < U Tr(S.»/~, 10 cual es t a en corrtr-adi cci on con
l j£J' J
nuestra hipotesis. Esto prueba la afirmacion.
Sean ahora Oln y;t,.. estructuras de tipo T con A y
n n
B de cardinal a y 6 respectivamente, en donde todas lasn
relaciones de T se interpretan por 0, entonces por la afir-
macion y el Lema 2.1.3,
n+2 tz:.nS·
Lww (Q J). J'JE:
Pero an E H Y :tn ¢ H, por 10 tanto ninguna sentencia de
S·Lww(Q J). J' con rango cuantificacional menor que n+2 carac-Jf:
teriza a H. Como n y J'
S·
mental de Lww(Q J)j~J y por tanto
se tomaron arbitrarios, H no es ele-
S~ S·LwwC Q l). I I. Lww( Q J). JlE JE
Q.E.D.
S~ S·
COROLARIO 2 .2 .8. LllX.lJ(Q l). I < LUXJ.l(Q J). J -6-t Ijle: J€
-60l0 -6-t < U Tr(S~»/~ ~ < U Tr(S.»/~.if:I l jEJ J
S! S·
COROLARIO 2.2.9. LllX.lJ(Ql)i£I - LUXJ.l(Q J). J -6A- Ij]E
-66lo -6-t < U TrCS~»/'\, = < U TrCS. »/~.iE:I l jE:J J
§3. APLICACIONES.
Analizamos en esta secc i on algunos casos particula-
res, por ejemplo para Sew, cuando S es el conjunto nco de
multiplos de un natural fijo n, 0 el conjunto P+n de tras-
lados de los primos por n.
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DEFINICION 3.1. Sea SSw, S se llama flegU£afl
m
Sl S = r u r U A.) donde mEw, res un subconjunto finito
i=1 l .
de W y para cadai, 1~ i ~ m, A. = {al+kn.1 k EW} es una
. l 0 l
serie aritmetica con al y n. naturales; n. se llama el pe-o l l
«codo de A .•
l
tonc.u
LEr.1A 3. 1. Sea Ssw flegu£M tj S' =
S _ SfLww(Q ) = Lww(Q ).
V~o~t!lac.i6n. Supongamos
S+t, t E w, en-
m
que S = r U ( .U Ai) dondel=l
r = {r1, ...,rn} y A. = {ai+kn.1 k EW},l 0 l
ia ,n. EW.
o :L
Obviamente QS' es expresable con ayuda de QS; pues
Sf E <Tr(S». Por la regularidad de S tenemos que S es, sal-
vo finitos elementos, una union de trasladados de los con-
juntos A.+t, los cuales cubren casi todo Sf (excepto por un
l
conjunto finito). Para cada i la constante de traslacion
de A.+t es n.-r., donde r. es el residuo de la division del l l l
t por n .. Sea c. el cociente entero de esta division, errton-
l l
ces es facil comprobar que:
n m Ci i.
.eq , V C3=rix<jJ(x» v V ( V (3=aO+Jnix<jJ(x») v
i=1 i=l j=0
SQ x<jJ(x)
m
v V (3x1, ...,xn'-r'( 1\ (xi i- x.)"i=l l l i<j ]
ni-ri Sf1\ <1>( x . ) "Q y(<jJ(y )
j =1 ]
ni-ri
" 1\ (y i- x.»».
j =1 ]
Q.E.D.
Notese que en la primera parte no se uso la regula-
ridad de S, luego vale que si Sew es arbitrario y Sf =
Sf SS+t, t E w, entonces Lww(Q ) ~ Lww(Q ).
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S I =
PROPOSICION 3.2. Se.an S = {a +kn Ike: w} Ijo
{b +kn' IkE: w} donde. a ,b ,n,n' !.lon nUmeJto!.l natUlLafe.!.l
o 0 0 S '
f 0, e.n~on~e.!.l !.l~ n ~v~de. an', Lww(Q ) ~ Lww(QS ).
Ve.mo!.ltna~on. Supongamos que n' = en con c e: w,
Ij n'
c f o. Sin perdida de generalidad podemos suponer que b =o
por el lema anteriora , ya que, si por ejemplo b > a ,
oS' '" 0 0S' A ALww(Q ) = Lww(Q ) donde S' = S'+t para t = b -a estoo 0'
es] S' = {a +kn' Ike: w}. Entonces es facil ver que S =
C-l 0
.0 (S'+in). Por el lema anterior tenemos que para toda
~=o S'+i S' Sl = 0, ... ,c-1, Lww(Q ) ~ Lww(Q ). Pero Q x¢(x) .eq.
c-1 S' . S S'.V Q +lnx¢(x), luego Lww(Q ) ~ Lww(Q). Q.E.D.
l=O
COROLARIO 3.3. S~ S Ij S' Mn como e.n la pJtoPO!.lA:-
~on Ij n = n', e.~on~e.!.l Lww(QS) = Lww(QS').
COROLARIO 3.4. S~ n Ij m !.lon natuJLa.te.!.l,m > 0 Ij
nw de.no~a e.f ~onjuy~o de. .to!.l muttiplo!.l de. n, e.~on~e.!.l !.l~
nlm (n ~v~de. a ml, Lww(Qnw) ~ Lww(Qmw).
PROPOSICION 3.5. Se.an n Ij m natUlLMe.!.l maljoJte.!.l
que. ~eJto e.~on~e.!.l LWW(QDW) ~ Lww(QIDW) !.l~ Ij !.lola !.l~ nlm.
Ve.mO!.l~a~~on. El corolario 3.4 nos da la suficien-
cia de la condicion. Para mostrar que la condicion es nece-
. .r Lww( Qnw) Isarla, suponemos que nlm Y mostramos que
Lww(QIDW), para 10 cual, segun el Teorema 2.1.4 basta con
mostrar:
\{ke: wJa, S [a,S ~ k /\n Ia /\nts /\\{r(0 ~ r ~ k -+ (rnI(a-r)++ m I ( S-r) »]
Sea k e: w, tome a:= min{x e: w I x ~ k Y nix} y S:= a+m, en-
tODces a,S ~ k, nla y n}S. Ademas si r es tal que 0 ~ r ~ k,
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entonces m Ia-r ++ m I (a-r )+m ++ m 18-r. Q.E.D.
Tenemos entonces que
+e:W , <: >
+ +es isomorfo al reticula <w ,1> , donde w denota el conjun-
to de naturales sin el cero.
Para finalizar veamos algunos otros casos particu-
lares donde se aplica los resultados probados atras.
+EJEMPLO 3. 6. Sean m e::W y P e1- eon] unto de. .to-6
pJUmo-6, e.YL:tonc.e.-6 Lw.u(Qm..u)y Lw.u(QP) no Mn c.ompa/l1lb.te.-6.
En efecto, para ver que Lww(Qmw) ~ Lww(QP) basta
mostrar que
'dne: w Ja, 8(a,8 ~ n /\m Ia /\m'}B1\ 'dr((0 ~ r ~ n) -+ (a-re::P~ B-r e: P))).
Sea n e: W y sean p y p' dos primos consecutivos tales que
p'-p ~ n+m+2. Sea a e: W tal que p-m < a < p' Y mia, tal
a existe ya que p'_(p+n) ~ m+2. Sea B = w . Entonces si r
a
es tal que 0 ~ r ~ n , p < a-r < p'y B-r = wo; luego ni a-r
nl B-r son primos y esto implica que (a-r) e: P++ (B-r) e::P.
P mwPara ver que Lww(Q ) ~ Lww(Q ) mostramos que
'dne: w3a, B(a, 8 ~ n /\a e:p /\8 fP /\\lr((0 ~ r ~ n )-+( m Ia-r*+m 18-r) )).
Sea n e: w y sean p y p' dos primos consecutivos tales que
p ~ n y p'_p ~ m+l. Sean a:= p' y 8:= a-m, entonces a,8 ~ n,
a e:p, 8,tp y a:: 8 (rnodm) par tanto
\lr«O ~ r ~ n)---+(rnl(a-r)++ rnl(8-r))).
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(2W) L (Q2wU3W).EJEMPLO 3. 7. Lww Q < ww
En efecto, si hacemos S' = 2w Y S = 2wU3W, es facil
ver que S',2 es union de clases de equivalencia de la rela-
-Scion F2, pues
S',2 = (S n 8+1 n S+2) U (8 n SC+1 n S+2).
Para ver que la inclusion es estricta notemos simplemente
que con un argumento semejante al anterior se puede probar
3w 2wU3w .que Lww(Q ) ~ Lww(Q ), y por tanto Sl tuvieramos
( 2wU3w) ( 2w) ° ° id d d'Lww Q ~ L Q ,por transltlvl a ten rlamos3w ux~wLww(Q ) ~ Lww(Q ), 10 cual contradice la Proposicion 3.5.
EJEMPLO 3. 8. Sea S = 3w U (3w+1) y S' = (3w+1) U
(3Wi-2) entonces el Lema 3.1 se aplica y tenemos que
S _ S'Lww(Q ) = Lww(Q ).
EJEMPLO 3.9. La fLe£ac..-ton < tiene c.adenM deseen-
dente6 .-tnn.-tnita~.
Sea P el conjunto de los primos, mostramos que
Lww(QP+l) < Lww(QP). Por el Corolario 2.1.5, tenemos que
Lww,(QP+l) ~ Lww(QP). Para mostrar que Lww(QP) ~ Lww(QP+1)
usamos el mismo corolario. Sea nEW y escoja p y p', pri-
mos consecutivos mayores que n tales que p'-p > n+1. Tome
a = p' y S = pl-l, entonces a,S ~ n , a e: P, S ¢. P Y es cla-
d 1 ° aF-P+1S. L (QP) .rro e a escogenCla que n Entonces ww ~
P+lLww(Q ). El argumento se repite en forma semejante para
mos t r-ar-que Lww(QP+l<+l) < Lww(QP+l<). Luego {Lww(QP+l<)Il<e::: w}
constituye una cadena infinita descendente.
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Es facil ver que en el caso en que S sea una sub-
clas e de K tal que al menos uno de los conj untos S n w a
SC n w sea infinito y tenga huecos arbitrariamente arriba y
arbitrariamente grandes, como es el caso de P, se puede pro-
bar en forma semejante a 10 anterior que {Lww(QS+k)lk E w}
constituye una cadena infinita descendente, para el orden <.
EJEMPLO 3. 10. Si S Ij S' c.on6i!.>.:te.n .66io de. eandi-
S' C
nale..o in.MndO.6 Ij s' f 0 en.:ton.c.e..o Lww(Q ) ~ Lww(QO) u. Ij
.66io .6i S = S'.
Esto es consecuencia del Teorema 2.2.3, pues en es-
te caso Tr(S) = {S}y par tanto el algebra booleana
<Tr(S»/~ es la siguiente:
y dada la forma de S', S' E [S]. Pero ni S ni S' tienen car-
dinales finitos luego S' = S. Como consecuencia se tiene que
las logicas Lww(Qa) no son comparables entre sl. Usando el
Teorema 2.2.7, se puede probar alga mas general, esto es que
Para a ordinal, L (Q).f L (Q) } donde On denota«xo a ~ ww 13 13 E: On'.{a '
la clase de los ordinales.
Ob' t .. . ( SiVlamen e las loglcas de la forma Lww Q Ii E I)
forman un reticula y sus atomos son de la forma Lww(QS).
Damas en seguida lIDa caracterizacion de dichos atomos.
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PROPOS rcron 3.11. LUX)}QS) e.J.J un Momo .o"c Ij MW-
mente .o"c S Co Sc) ilene c.CU1..Unafe.o "cnMvU;to.o Ij a fo .sumo M-
vU;t 0.0 c.aJui"cnaf es 1I"cvU;t0.0 •
Vemo.oinac..-l6n. La conclusion de la proposicion se
puede expresar como S ~ S' 0 SC ~ S' donde~' i 0 y solo
tiene cardinales .inf.in it os . Baj 0 esta hi.pc't es.i s , L CQS) ==ww
LwwCQS') y <TrCS'»/~ = <[S'J> es el algebra boleana de cua-
tro elementos, pues S' ~ 0, K por tener, y solo tener, car-
dinales infinitos, por
S' Kde LwwCQ ) es LwwCQ )
cque S ~ S' Y S ~ S' para todo S' i 0 que solo contenga
cardinales infinitos y ademas LwwCQS) > Lww' entonces Sn w Y
SC n w deben ser infinitos. Si, por ej emplo, S n w fuera fi-
10 tanto la unica sublogica propia
_ LwwCQ0) = Lww. Supongamos ahora
ni to, entonces S ~ S-w y por h ipot es Ls tendrlamos S - w = 0,
es decir S £ w y as! S ~ 0, 10 que d~ LwwCQS) = Lww. Lo
mismo suceder-a si SCn w fuera finito. Ahora consideramos
dos casos:
Caso 1. S n w y SC n w no tienen huecos arbitrariamente gran-
des. Entonces [w] e: <TrCS»/~, pues en este caso w puede cu-
brirse con un numero finito de trasladados de S, pero
[s] €'/:. <TrCw»/~ pues S 'jJ «i , K-w, 0, K, por ser sn w y sCn w
infinitos; por tanto:
L < L CQW) < L CQS ) •
ww ww ww
Caso 2. S nw 6 SC nw tienen huecos arbitrariamente grandes.
Entonces como en el ejemplo 9,
En cualquier caso LwwCQS) no es minimal. Q.E.D.
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