We present a new efficient computational approach for time-dependent first-order HamiltonJacobi-Bellman PDEs. Since our method is based on a time-implicit Eulerian discretization, the numerical scheme is unconditionally stable, but discretized equations for each time-slice are coupled and non-linear. We show that the same system can be re-interpreted as a discretization of a static Hamilton-Jacobi-Bellman PDE on the same physical domain. The latter was shown to be "causal" in [40] , making fast (non-iterative) methods applicable. The implicit discretization results in higher computational cost per time slice compared to the explicit time marching. However, the latter is subject to a CFL-stability condition, and the implicit approach becomes significantly more efficient whenever the accuracy demands on the time-step are less restrictive than the stability. We also present a hybrid method, which aims to combine the advantages of both the explicit and implicit discretizations. We demonstrate the efficiency of our approach using several examples in optimal control of isotropic fixed-horizon processes.
problems characteristic speeds might vary significantly throughout the computational domain. In recognition of this, several implicit and hybrid methods were developed for linear and quasi-linear problems with stiff boundary layers [8, 27] . Our numerical results in section 5 demonstrate that implicit and hybrid (implicit/explicit) methods are similarly significantly better for a class of (fullynonlinear) Eikonal problems with strong time-space inhomogeneities. All considered examples can be naturally interpreted as dynamic programming equations for the value functions of fixed-horizon isotropic optimal control problems.
We conclude by discussing possible extensions and directions for future work in section 6.
2 Explicit, implicit, and hybrid methods for advection in 1D.
Implicit schemes for non-linear evolutive hyperbolic equations have been long considered noncompetitive primarily for two reasons: (i) implicit time schemes for non-linear PDEs result in a discretized system of coupled nonlinear equations, which is generally expensive to solve, (ii) for first-order PDEs, the accuracy requirement on time-steps are typically as restrictive as CFL stability conditions, and therefore the advantage of using large time-steps in implicit schemes becomes insignificant. The latter argument is frequently made even for advection equations [22] . Postponing the discussion of argument (i) until section 4, here we focus on the argument (ii) for simpler linear hyperbolic PDEs in 1D. We show that, for a wide range of strongly non-homogeneous advection speeds, the "computational cost per accuracy" of implicit schemes is lower than that of explicit schemes. This analysis remains largely valid even for the more general PDEs considered in the rest of this paper, but with a few caveats due to the higher dimensional state space and the non-linearity of HJB equations. Some of the material in this section is fairly standard, but we cover it from a different perspective, to set up the context for sections 3 and 4. In 1D the direct relation between HJB PDEs and hyperbolic conservation laws (HCLs) is wellknown: if v(x, t) is a C 2 solution to a HJB PDE v t + H(v x , x, t) = 0, then w(x, t) = v x (x, t) solves an HCL w t + [H(w, x, t)] x = 0. At the same time, the non-divergence-form advection problem v t + f (x, t)v x = 0, ∀x ∈ Ω = (0, 1), t ≥ 0;
v(x, 0) = α(x); v(0, t) = β(t); f (x, t) > 0;
can be also re-interpreted as a HJB equation corresponding to an "optimal" control problem with no running cost and a singleton set of control values; see also Remark 3.1. The spatial derivatives can be approximated using appropriate divided differences, resulting in a semi-discretization of (1) . Using 1D grid functions V i (t) ≈ v(hi, t) and F i = f (hi, t) with the spatial gridsize h = 1/M , we approximate this PDE with a system of ODEs
V i (0) = α(hi), i = 1 . . . M ;
where v x is approximated using the first-order upwind scheme. The usual fully discrete explicit and implicit schemes are respectively the forward and backward Euler time discretizations of (2). In particular, defining λ n i = k h f (hi, nk) and using the time-step k > 0, the explicit scheme computes V 
and the implicit scheme computes V 
The time step of the explicit scheme is restricted with a CFL stability condition max i,n λ n i ≤ 1 or, equivalently, k ≤k = h/f , wheref = max x,t f (x, t). So, the total cost of computing the solution up to the time T = N k is O(M N ) = O(T M 2f ). In contrast, the implicit scheme is unconditionally stable, resulting in a potentially much smaller computational cost of O(M T /k) when k is significantly larger thank.
Remark 2.1. The above cost comparison is based on simply counting the number of gridpoint values that need to be computed up to the time T . We note that the linearity of the PDE and the simple 1D flow nature of the problem ensure that in the implicit scheme V n+1 i can be computed directly/sequentially based on the already-known grid value V n+1 i−1 . Thus, the cost of each gridpoint update is the same in both explicit and implicit schemes (equations (3) and (4)). This is quite different from the general non-linear case in R d , where implicit updates are typically more expensive and an even larger k is needed to realize any computational savings. See also Remark 5.1.
For a fair comparison, any computational savings should be also balanced against the method's accuracy. E.g., if f is constant then the time stepk = h/f is obviously optimal for the explicit scheme, resulting in the exact solution since v(x i , t n+1 ) = v(x i − kf, t n+1 − k) = v(x i−1 , t n ). For this simple (constant advection speed) example, it is well-known that • the accuracy of the explicit scheme actually deteriorates if we insist on using some smaller timestep k <k;
• for any k ≤k, the errors in the implicit scheme will be larger than in the explicit scheme. This is best understood by analyzing the modified equations for each scheme, which are PDEs with h-dependent coefficients, satisfied by the numerical solution to a higher-order of accuracy than the original equation (1) . For the spatially non-homogeneous case f (x, t) = f (x), the Taylor series expansion shows that the modified equations are respectively
for the implicit scheme), and (6)
where λ = λ(x, t) = f (x) k h rather than a constant. The first term on the right-hand side represents the numerical viscosity of each scheme. For the constant f case, taking k <k makes λ < 1, and decreasing k increases the viscosity in the explicit scheme, while (1 + λ) > (1 − λ) implies higher numerical viscosity in the implicit scheme. The same argument also holds for a slowly varying advection speed f (x); Figure 1a shows the errors of both schemes measured in the time slice T = 1.5 for f (x) = 1 2x+1 . The errors are plotted for a range of h values, with a CFL prescribed time-step k =k used in both schemes, showing that the implicit scheme has lower accuracy even if we are willing to take as many time-steps as in the explicit case.
However, for strongly varying advection speeds, this argument is far less convincing. If f is time-independent , then (2) is a constant coefficient linear system with eigenvalues {−F i /h | i = 1, . . . , M }, and (−f /h) characterizes its stiffness. It is natural to expect implicit methods to perform much better on stiff problems, and this turns out to be the case here as well . The CFL-prescribed timek is still based onf even though the averagedf = 1 0 f (x) dx might be much smaller. In such scenarios, we might have λ 1 on most of Ω, resulting in a relatively large numerical viscosity of explicit scheme on most of Ω. Wherever f f , the additional increase in viscosity due to the implicitness of this scheme is relatively modest, and the opportunity to use k >k becomes attractive. Fig. 2 illustrates this observation with several test problems. All the examples solve the equation v t + f v x = 0 on x ∈ (0, 1) with the same boundary condition v(0, t) = sin(10πt) but with different speed functions. Examples (a-c) use highly stiff speed functions, which strictly limit the time-step sizes for explicit schemes. Consequently, errors based on spatial discretization are dominant, and we can take larger time-steps in implicit scheme without loss of too much accuracy. In each subfigure a blue curve shows the accuracy of the explicit scheme for various h values and the corresponding CFL-prescribed values ofk. Each green curve shows the accuracy of the implicit scheme for a fixed h, but with a number of different k ≥k values. (Starting from k =k and doubling the time-step as we (Fig. 2a-2c ), the green curves show that the implicit scheme with timesteps 8× or even 16× larger thank still yields comparable accuracy. The "computational-cost-peraccuracy" comparison is slightly more subtle since each step to the right along any green curve reduces the cost by a factor of 2, while a step to the right along the blue curve reduces the cost by a factor of 4. Nevertheless, it is clear that the implicit method is significantly more efficient here.
On the other hand, the last example in Fig.2d illustrates the performance of both schemes on non-stiff problems. In this case, the implicit scheme exhibits a steep increase in errors as k increases, and the explicit scheme is clearly much better. 10 , and (d)f = (2 − x) 2 . Each point on the blue (explicit scheme) curve corresponds to a particular h and the largest CFL-prescribed time stepk. Each green (implicit scheme) curve corresponds to a single h but with a number of different k values. The five green curves from bottom to top correspond to the spatial resolutions of 1024, 512, 258, 128 and 64 gridpoints respectively. Remark 2.2. The comparison of computational costs based on such plots is also dimensiondependent even if the cost-per-gridpoint-value-update remains the same for explicit and implicit schemes. In R d each step to the right along a blue curve would decrease the cost by a factor of 2 d+1 , while on green curves it would remain a factor of 2. This limits the advantages of our proposed techniques in higher dimensions, since the minimum stiffness of the problem needed to justify the use of implicit schemes grows exponentially with d. Remark 2.3. Our notion of problem stiffness informally defined in terms off /f is a good indicator for the potential usefulness of implicit schemes, but does not fully determine the outcome. Several additional considerations are enumerated below:
1. The location wheref is attained clearly also matters. E.g., if it occurs only close to the outflow boundary, it has a smaller impact on the L 1 errors.
2. The accuracy of each method also depends on the rate of change of the boundary condition β(t) (and, in a more general case, on f t (x, t)). In general, if β significantly changes on the time scale of h/f , the stability condition is not really restrictive and the explicit method is likely more efficient.
3. For a somewhat more general equation,
the implicit scheme might produce smaller errors than the explicit even when using the same k ≤k and even if the speed function is not really stiff. See Figure 1b and the discussion of semi-Lagrangian methods below. The numerical methods suitable for the more general stiff semi-linear source term (i.e., the case g = g(x, t, v)) are discussed in [24] .
4. If β is constant, both explicit and implicit schemes could be considered as iterative methods to recover the solution of a stationary problem. Since the implicit scheme corresponds to GaussSeidel iterations, it will converge faster. More generally, it is easy to show that this advantage of implicit schemes also occurs whenever v(x, t) is linear in time, regardless of the amount of stiffness present in the problem.
Comparison with semi-Lagrangian schemes: When interested in large time steps in problems such as (8) , one typical approach is to employ the standard semi-Lagrangian schemes [16] . The idea is to follow the characteristic from (x i , t n+1 ) for time k until reaching some point (x, t n ), wherex falls between gridpoints x j and x j−1 and can be recovered as their linear combinationx = ξ 1 x j + ξ 2 x j−1 , with ξ 1 , ξ 2 ≥ 0 and ξ 1 + ξ 2 = 1. The first-order semi-Lagrangian scheme is then obtained by approximatingx ≈ x i − kf (x i , t n+1 ) and
where the first term in the sum approximates the integral of g(x, t) along the characteristic. This scheme is also unconditionally stable, but uses an extended stencil (since i and j are generally not the same). We note that the finite difference schemes considered above can be also interpreted as semi-Lagrangian: the explicit scheme is recovered by simply taking k ≤k, ensuring that i = j; the implicit scheme corresponds to following the linearized characteristic for a smaller time τ
with a subsequent interpolation on the segment between (x i , t n ) and (x i−1 , t n+1 ); see Figure 1c .
We note that there are several different sources of errors in semi-Lagrangian techniques: 1) due to approximating the integral of g; 2) due to approximating the location ofx; and 3) due to interpolating the value of V (x, t n ).
With g = 0, only the second and the third of these are present (the scenario illustrated in Figures 1a and 2 ). The example in Figure 1b was selected to show what happens when the first of the above is the only source of error. The implicit scheme wins here due to a smaller error in approximating the integral along the characteristic (sincek > τ =k/2). We have not performed a systematic comparison of accuracy between (9) and (4) for k >k, but we expect the latter to be similarly more accurate for problems with strongly varying g(x, t). (2πx)) and evaluates the error at t = 0.663.
Hybrid method:
We note that it is also possible to combine the explicit and implicit schemes. The resulting combination could be best described as "implicit-on-demand" or "opportunisticallyexplicit", but for the sake of brevity we will refer to it as "hybrid". Given a fixed spatial resolution h and a fixed time-step size k ≥k, we solve for the values, V n+1 i
, at the next time-step using two passes. In the first pass, we compute V n+1 i using explicit scheme (3) at the nodes where the CFL stability condition is satisfied (i.e. λ n i ≤ 1). In the second pass, we use implicit scheme (4) to compute V n+1 i at the remaining nodes where the CFL stability condition can not be satisfied (i.e. λ n i > 1). Looking back to the modified equations, this further reduces the part of the domain on which the numerical viscosity is large. Let Ω e (k) ⊂ Ω be a set on which the CFL would be satisfied with current h and k values. When k >k, the hybrid method results in less numerical viscosity on Ω e (k) than would be produced by the purely explicit scheme with time-stepk. This suggests that for many problems a hybrid method can actually produce smaller errors than the explicit scheme even as we lower the cost by using larger time steps. Figure 3 illustrates this point for two different speed functions f . Orange curves, corresponding to the hybrid method start out with the same error as the explicit scheme when k =k and Ω e (k) = Ω. As k increases, Ω e (k) shrinks but λ becomes closer to one on that set, thus reducing the errors. As k continues to grow, the larger numerical viscosity (of the implicit scheme) on the rest of the domain becomes dominant; finally, for k > h/ min x f (x), we have Ω e (k) = ∅ and the hybrid scheme becomes equivalent to the purely implicit one.
We note that similar hybrid schemes were previously developed in the computational fluid dynamics community for linear advection problems with "spatially and/or temporally localized stiffness in wave speeds" [8] and then later generalized for unstructured meshes in higher dimensions [27] . Our version described above uses a different implicit stencil that is more suitable for the purposes of section 4.
Having shown the advantages of implicit and hybrid methods in the linear context, we now review the basics of optimal control formulation before introducing similar efficient methods for non-linear Hamilton-Jacobi PDEs.
value function (the minimal cost associated with an optimal control) u(x) satisfying a static PDE
where the Hamiltonian H encodes the dependence of u on the running cost and dynamics, θ ≥ 0 is the rate of time-discounting, while q is the additional terminal cost charged for crossing ∂Ω.
More specifically, suppose that Ω is open and bounded and the vehicle's dynamics inside Ω is defined by
where y(s) is the system state at the time s, a(s) is the currently used control value (chosen from a compact set A ⊂ R m ), x is the initial system state, and f : Ω × A → R d is the velocity. The exit time associated with this control is
with the convention that T x,a = +∞ if y(s) ∈ Ω for all s ≥ 0. The problem description also includes the running cost K : Ω × A → R and the terminal (non-negative, possibly infinite) cost q : ∂Ω → (R +,0 ∪ {+∞}). We will assume that • f and K are Lipschitz-continuous;
• q is lower semi-continuous and min ∂Ω q < +∞. This allows to specify the total cost of using the control a(·) starting from x:
The key idea of dynamic programming is to introduce the value function
Bellman's optimality principle and Taylor series can be used to formally derive a static HamiltonJacobi-Bellman PDE:
Unfortunately, a smooth solution to Eqn. (15) might not exist even for smooth f ,K, q, and ∂Ω. Generally, this equation has infinitely many weak Lipschitz-continuous solutions, but the unique viscosity solution can be defined using additional conditions on smooth test functions [10, 9] . It is a classic result that the viscosity solution of this PDE coincides with the value function of the above control problem and the characteristic curves of this PDE coincide with the trajectories of optimal motion; see [3] for a detailed discussion and extensive references 3 . For K ≡ 1 and θ = 0, this control problem amounts to finding the time-optimal trajectories and q is interpreted as an exit time penalty. We note that for autonomous dynamics, the mintime-from-x-to-∂Ω problem is equivalent to the min-time-from-∂Ω-to-x problem, with q simply interpreted as "entry time penalty" in the latter case. However, in the non-autonomous situation where f = f (y(s), a(s), s), these problems are quite different. Both are considered in detail in [40] .
While the min-time-from-x-to-∂Ω requires a time-dependent value function and an evolutive PDE, the min-time-from-∂Ω-to-x has a stationary value function u(x) satisfying the static PDE
In this setting, s is the time since entering Ω, and all optimal trajectories run from ∂Ω into the domain, hence the minus sign in the Hamiltonian. Along each optimal trajectory, s = u(y(s)), which explains the third argument of f in (16) .
In fixed-horizon problems the process starts at x ∈ Ω at the time t and stops either at the prespecified terminal time T or upon reaching the boundary before the time T . Correspondingly, the exit cost q is now charged on ∂Ω × [0, T ] Ω × {T }. Assuming no time-discounting (i.e., θ = 0) and defining the value function v(x, t) similarly to the exit-time problems, we can again use Bellman's optimality principle and Taylor series to formally derive the following evolutive PDE:
with the Hamiltonian
We refer to (17) as a terminal-value problem since v(x, T ) is known and v(x, t) needs to be found for earlier times. Intuitively, the information is propagating from the future into the past and one natural approach is to use an explicit time-marching discretization. As discussed in section 4, this yields a simple computational approach, but results in a restrictive CFL-stability condition. We note that for fixed-horizon problems the value function is usually time-dependent even if H = H(∇v, x) and q is autonomous on ∂Ω × [0, T ]. The reason is that the remaining time (T − t) might be insufficient to reach ∂Ω from x. One obvious exception is the case q(x, T ) = +∞, in which v(x, t) will not depend on time wherever v is finite. (I.e., all characteristics with finite values of v reach ∂Ω before the time T .) Remark 3.1. The above optimal control setting obviously also describes the total cost of "noncontrolled" processes. This corresponds to the simplest case where the set A = {a} is a singleton, f (x, t) = f (x, t, a) and K(x, t) = K(x, a, t), resulting in a linear HJB equation. In 1D and with the running cost K = 0, this HJB equation (17) would reduce to a simple non-homogeneous advection equation (1) considered in section 2.
Several simple types of controlled dynamics are frequently relevant in many applications. We will say that the system has geometric dynamics if A = {a ∈ R d | |a| = 1} and f (x, a, t) = f (x, a, t)a, where a is the direction of motion, and f is the speed. The local controllability assumption essentially states that we can move with non-zero speed in any direction; i.e., 0 < F 1 ≤ f (x, a, t) ≤ F 2 for all x ∈ Ω, a ∈ A, t ∈ [0, T ]. For geometric dynamics, "chattering controls" can also be used to effectively "stay in place". This "cost of not moving" can be defined as K(x, 0, t) = inf µ A K(x, a, t) dµ , where the infimum is taken over all probability measures µ on A such that A f (x, a, t)a dµ = 0.
If we further assume that the problem is isotropic (i.e., f = f (x, t) and K = K(x, t)) then the minimization in equation (17) can be performed analytically, yielding the following time-dependent Eikonal equation:
In autonomous exit-time problems, isotropic cost and dynamics reduce equation (15) to a static Eikonal PDE K(x) − f (x)|∇u| = 0. It is a simple observation that this value function can be also interpreted as solving a time-optimal problem
wheref (x) = f (x)/K(x). Finally, for a non-autonomous min-time-from-∂Ω-to-x problem [40] , the isotropy assumptions reduce equation (16) to a slightly more general static Eikonal PDE
4 Discretizations and numerical methods.
We start by considering two (first order accurate in time) semi-discretizations of the fixed horizon problem (17) with geometric dynamics (i.e., A = S 1 and f (x, a, t) = f (x, a, t)a). We will assume that the time step is k = T /N and a typical time-slice is t n = nk ≤ t N = N k = T. We will consider a sequence of functions v n : Ω → R approximating v(x, t n ). For notational simplicity we will use the superscripts to specify the time slice in the cost and dynamics (e.g., K
n (x, a) = K(x, a, t n )). Since (17) is a terminal time problem (i.e., v N (x) = q N (x) is specified on Ω), it is logical to consider the problem of finding v n (x) when v n+1 (x) is already known. Both time-discretizations are obtained by replacing v t (x, t n ) with the divided difference (v n+1 (x) − v n (x))/k. The explicit formula results from evaluating the Hamiltonian using v n+1 (x):
Similarly, the implicit formula results from evaluating the Hamiltonian using v n (x):
The key idea of our approach is to reinterpret (23) as a boundary value problem for v n (x) that corresponds to an auxiliary exit-time optimal control problem on Ω. In particular, (23) can be rewritten as (15) if we define
k , and q(x) = q n (x).
Another "stationary reinterpretation" is even more convenient for the case when the running cost K n is isotropic. If the optimal strategy at (x, t n ) is to stay in place, (23) is equivalent to v n (x) = v n+1 (x) + kK n (x). But on the rest of Ω × {t n }, we have v n+1 − v n + kK n > 0, and v n can be reinterpreted as a a value function for an auxiliary "min-time-from-∂Ω-to-x" optimal control problem. Indeed,
The latter is clearly equivalent to (16) if we define the modified velocity
where s is the time since entering Ω. In the next subsection this idea is used to build a grid discretization for the case of isotropic dynamics. For any grid discretization of the explicit equation (22), if the local stencil is used to approximate ∇v n+1 , this will yield CFL-type stability conditions, restricting the time step and thus increasing the computational cost. In contrast, any consistent grid discretization of the implicit equation (23) will be unconditionally stable. In addition, it is also possible to employ a hybrid approach by using (22) on some part of the domain Ω e ⊂ Ω (wherever the CFL condition is satisfied), then taking the result to specify additional boundary conditions on ∂Ω e , and using (23) to define v n on Ω\Ω e . The resulting method (fully discretized on a Cartesian grid X) is summarized in Algorithm 1. The opportunity to use larger time steps is the key advantage of implicit and hybrid methods, but the overall efficiency obviously hinges on our ability to quickly solve the boundary value problem (either (15) or (16)). As we explain in subsection 4.2, fast non-iterative methods for the latter problem are available, but in the general anisotropic case they rely on extending the discretization stencil, which makes it harder to compare the performance/efficiency with the time-explicit approach. To simplify this comparison, we will focus on isotropic problems, for which non-iterative methods are applicable even when (23) is discretized on a local stencil.
Eulerian discretizations for the isotropic case
We will consider a uniform Cartesian grid X superimposed on the domain Ω ⊂ R d . For the sake of notational simplicity, we will assume that d = 2 though generalizations to nonuniform and higher dimensional grids is straightforward. If h is the gridsize, a typical gridpoint will have coordinates x ij = (x i , y j ) = (ih, jh), and the total number of gridpoints in X is M = O(h −2 ). We will also assume that the domain boundary is conveniently discretized by the grid (e.g., all examples in section 5 are considered on a grid-aligned rectangular domain Ω).
We will use a grid function U ij = U (x ij ) to approximate the viscosity solution u(x ij ) of the static PDE (21) . Employing the usual one-sided approximations of partial derivatives
the standard upwind discretization of (21) can be written as follows [30] :
This discretization is consistent and monotone, which can be used to prove the convergence of U to u; see [4] . If f depends only on its first argument, (24) reduces to a (quadrant-by-quadrant) quadratic equation for U ij , which can be efficiently solved by a Fast Marching Method in O(M log M ) operations; see [29, 30, 31] . A modified version of this method is described in section 4.3. For time-dependent problems, we will use a grid function V n ij = V (x ij , t n ) to approximate the viscosity solution v(x ij , t n ) of PDE (19) , where t n = nk ≤ t N = N k = T. Since this is a terminal value problem, and the information propagates backward in time, we will need to compute all V n ij values with all V n+1 ij values already known. We will approximate the time derivative with the usual first-order divided difference v t (x i , y j , t n ) ≈ (V n+1 ij − V n ij )/k. The fully discrete version of the explicit scheme (22) can be then written as
This is a linear equation for V n ij , and the explicit causality of the method results in the computational cost of O(M ) per time slice. The convergence to viscosity solution is again demonstrated by an argument in [4] . However, this method is only conditionally stable, since the monotonicity of (25) can be guaranteed only if kF 2 ≤ h/ √ 2. Thus, to compute the solution for t ∈ [0, T ], the total cost is O( M h √ 2F 2 ) even though the actual speed f might be much smaller than F 2 on most of Ω. The reduction of this computational cost is the primary motivation for our proposed approach. The fully discrete version of the implicit scheme (23) can be then written as
The resulting system of equations is unconditionally stable -the scheme is monotone for an arbitrary time-step k; see [36] . As before, this equation has to be solved for each x ij . But in contrast to (25) , the equation for V n ij is non-linear and the system is coupled. Our key idea is to treat each timeslice of this system as a stationary boundary value problem, which is then efficiently solved by the modified Fast Marching Method; see Algorithm 2. Note that, if max D
This corresponds to situations were the optimal control is to "stay in place", making it easy to compute V n ij without knowing the adjacent grid values in the time slice t n . In all other cases, we can re-write (26) as follows:
We can then consider V n as the solution of the system (24), with the new speed functioñ
This results in a computational cost of O(M log M ) per time-slice, with the size of time-step dictated by the accuracy considerations alone. In section 5 we show that a relatively large k already results in sufficient precision for many strongly inhomogeneous problems. This often makes the method advantageous despite its higher computational cost per time-slice.
Single-pass methods for static HJB equations
Static HJB equations arise in a wide range of applications. As a result, the efficient numerical methods for them have been an active research area for the last 15-20 years. The efficiency here is defined in terms of the total number of floating point operations needed to obtain a numerical solution on a fixed grid. This is somewhat different from the traditional focus of numerical analysis on the rate of convergence of numerical solutions to the viscosity solutions under the grid refinement. The related literature is rather broad; here we provide only a brief description of the main approaches, with the context of the previous section in mind. More comprehensive overviews and discussions of the many connections to efficient algorithms on graphs can be found in [7, 41] . The computational challenge in solving static PDEs stems from the fact that the systems of discretized equations are typically nonlinear and coupled. Let N ij = N (x ij ) be the set of gridpoints adjacent to x ij and N U ij = {U (x) | x ∈ N ij } be the set of adjacent gridpoint values. If N U ij values were already known, the discretized equation (e.g., the equation (24) for the Eikonal equation) could be used to solve for the value of U ij . Assuming that this (implicitly defined) solution is unique, we will denote it as U ij = G ij (N U ij ) and will say that the vector of grid values U is a fixed point of the operator G :
Since the N U ij values are a priori unknown, one natural approach is to proceed iteratively: start with a suitable guess U 0 ∈ R M of all gridpoint values and define
Assuming that G has a unique fixed point, we will say that this process converges in ρ iterations if U = U ρ = G(U ρ ) regardless of U 0 . The total computational cost on this fixed grid is then O(ρM ). For many discretizations of static PDEs, if the process is performed in an infiniteprecision arithmetic, ρ could be in fact infinite even if these iterations converge. On a realistic finite-precision computer, this typically translates to a finite ρ(M ), which grows with M . We will say that a numerical algorithm is "single-pass" (or "non-iterative") if there exists some a priori known upper bound on ρ independent of M and of the machine precision.
It is fairly straightforward to show the uniqueness of G's fixed point and the convergence of the iterative process for a variety of Eulerian and semi-Lagrangian discretizations of (16); e.g., see [36, 14, 15] . For the first-order upwind discretization of the Eikonal equation (20) , it is easy to show that the convergence will be attained after at most ρ = M iterations. The proof relies on the causal property of the Eikonal also inherited by this particular discretization: U ij depends only on a subset of smaller values in N U ij ; as a result, at least one new gridpoint receives the correct/final value after each iteration. Gauss-Seidel iterations can be used to significantly decrease the number of iterations-to-convergence, but ρ will then be strongly dependent on the ordering imposed on the gridpoints. One popular ("Fast Sweeping") approach is to conduct the GaussSeidel iterations, alternating through the list of geometric gridpoint orderings [12, 6, 43, 37] . This idea works particularly well when the characteristics rarely change their direction (e.g., when all of them are straight lines) and the computational domain geometry is relatively simple. For the first order upwind discretization of the Eikonal PDE, the number of needed iterations becomes largely independent from the gridsize h and the overall cost is asymptotically O(νM ), where ν is the upper bound on the number quadrant-to-quadrant switches of a characteristic. Unfortunately, ν is typically unknown a priori and strongly depends on the grid orientation. Moreover, for the general anisotropic HJB, where ρ is typically infinite, theoretical bounds on this "sweeping" computational cost remain a challenge (and thus such algorithms are not necessarily "single-pass" according to the above definition). Still, the experimental evidence shows that Fast Sweeping results in substantial computational savings for a variety of discretizations [25, 42] and even for non-convex Hamiltonians [20] .
An alternative approach is to exploit the causal properties of the discretization to effectively decouple the system and solve equations one at a time. The classical Dijkstra's algorithm [13] uses this approach to solve a related discrete problem of finding the shortest path on a graph with non-negative transition costs. The key idea is to subdivide the graph nodes into 3 classes: Accepted (for which the exact value is already known), Considered (for which the current/tentative values are available based on their Accepted neighbors only), and F ar nodes, for which no tentative value can be reliably computed at that stage of the algorithm. The causal nature of the problem guarantees that the smallest of the tentative Considered values is actually correct. Therefore, a typical stage of the algorithm consists of making the corresponding node Accepted and updating the nodes of its not-yet-Accepted neighbors. For graphs with small/bounded node-connectivity, the overall cost of this algorithm is O(M log M ), where the log M term results from the need to maintain the min-heap list of Considered nodes. Two Dikstra-like methods were introduced for first-order upwind discretizations of the Eikonal equation on a grid by Tsitsiklis [38, 39] and Sethian [29, 31] ; see [34] for a detailed discussion of similarities and differences in these two approaches. Sethian's Fast Marching Method was later extended to higher order accurate schemes [31] , to triangulated meshes in R d and on manifolds [21, 32] , and to quasi-variational inequalities [35] . First-order upwind discretizations of the general HJB equations are generally not causal; Ordered Upwind Methods [33, 34, 1] dynamically extend the stencil just enough to ensure the causality, enabling space-marching solvers for these more general equations. In [40] Ordered Upwind Methods were extended to u-dependent Hamiltonians (16); applications of Fast Marching to similarly extended isotropic case (21) were previously illustrated in [35] . Two recent related methods [1, 26] perform the upwind stencil extension as a separate pre-processing step, with the goal of improving both the accuracy and efficiency.
Implicit and hybrid numerical methods for time-dependent HJB
Algorithm 1 summarizes our implicit and hybrid solvers for equation (17) . Within the main loop of the algorithm, we need to solve an auxiliary static problem (16) in each time slice. For the isotropic case, our implementation accomplishes the latter by a modified version of Fast Marching Method, described in Algorithm 2. We emphasize that, at least in principle, this could be done by any of the " fast" methods discussed above. The resulting efficiency would yet again depend on the advantages or disadvantages of a particular solver for this type of static problems. The issue of performance comparison of Marching and Sweeping remains contentious, with each approach advantageous on a separate subclass of examples; see [17, 18] for experimental comparison and [7] for the new (two-scale) methods combining the advantages of both approaches. n := n − 1
8:
Set up the non-updated set Q = {x ij | x ij ∈ ∂Ω} with V n ij := q(x ij , t n ). for each x ij ∈ Q such that max a∈A
Compute V n ij by an explicit update. (For the Eikonal case: formula (25).)
14:
Add x ij to Q. Solve an auxiliary static problem (16) by a "single pass" method 19: to recover V n ij on X\Q treating Q as a computational boundary.
20:
(For the Eikonal case: use Fast Marching to solve (24) on X\Q
21:
with the speed defined by (29); see Algorithm 2.) 22: end while Line 17 of Algorithm 2 requires solving the discretized equation (28) at a single gridpoint. It is easy to show that this can be accomplished in a quadrant-by-quadrant fashion and only using x i,j 's Accepted neighbors [31] . Moreover, only quadrants adjacent to the newly accepted gridpoint x are relevant. E.g., assuming thatx = x i−1,j and using the notation (28)), set V n ij to be the smallest solution V of the quadratic equation
satisfying V ≥ W 1 . If no such solution exists, set V n ij = +∞, ensuring that the update will be rejected.
• if
satisfying V ≥ max(W 1 , W 2 ). If no such solution exists, default to formula (30).
Numerical Experiments
In this section, we conduct a number of numerical experiments and compare the accuracy and performance of the explicit, implicit and hybrid methods. We consider four time-dependent HJB Algorithm 2 Fast Marching Method pseudocode for a time slice t n . 
Mark x ij as Considered and add it to the Considered List L.
5:
(Note that its V n ij has been already set in Algorithm 1.)
6:
Mark x ij as F ar and set V n ij := V n+1 ij + kK(x ij , t n ).
8:
end if 9: end for 10: End Initialization
11:
12: while L is nonempty do
13:
Remove the pointx with the smallest value from L.
14:
Markx as Accepted.
15:
for each not-yet-Accepted x ij ∈ N (x)\Q do 16: if V n (x) < V n ij then
17:
Compute a temporary value V n ij using the upwinding discretization (28). if x ij is F ar then
23:
Mark x ij as Considered and add it to L. 
Experiment 1:
We start with a simple homogeneous min-cost control problem with zero boundary/terminal conditions. Namely,
The analytic solution is u(x, t) = min{φ(x), T − t}, where φ(x) is the distance from x to ∂Ω, i.e. φ(x) = min{x, y, 1 − x, 1 − y}.
In Figure 4 , we compare the accuracy and efficiency of the explicit and implicit methods using T = 1.2. The format of Figure 4a is similar to the linear examples in Figure 3 . The blue curve presents explicit method results for various spatial resolutions (encoded by different marker shapes) with the timestep sizes specified by the CFL. Each green curve corresponds to the implicit method results for each of those resolutions. We start from the explicit method's timestep (the leftmost marker) and repeatedly double it as we move to the right along that green curve. Remark 5.1. Unlike the linear 1D examples considered in section 2, here it is not enough to know that some of the green markers fall below the blue accuracy-versus-h curve for a fair comparison of these methods' efficiency. There are three reasons for this:
• Since Ω is 2-dimensional, each step to the right along the blue curve decreases the number of gridpoint-updates by the factor of 8, while each step to the right along any green curve yields the factor of 2 reduction only. See also Remark 2.2.
• Our modified fast-marching implementation has complexity O(M log M ) per time slice, unlike the O(M ) per time slice complexity in the explicit approach.
• In addition to the computational complexity comparison, explicit update equation (25) is linear and thus less costly than the quadratic update used in the implicit discretization.
Thus, a fair comparison should be based on "accuracy vs. the running time" analysis; see Figure 4b .
A similar accuracy/efficiency comparison based on L ∞ errors is provided in Figures 4c and 4d . It shows that the presence of shock lines does not impede the advantages of implicit approach.
This simple example might seem counter-intuitive, since the speed f is not stiff at all. However, it is a very special case, since the solution becomes stationary (u(x, t) = φ(x)) for t < T − 0.5. Thus, both methods can be interpreted as iterative schemes converging to the stationary solution, which explains the flatness of green accuracy curves. Of course, a steady-state solution could be obtained more efficiently by solving the stationary PDE directly. The next example shows that the implicit methods also have similar performance advantages even for non-stiff problems, provided the dependence of u on t is nearly linear; see also Remark 2.3. 
Experiment 2:
We consider a simple test case
with T = 1.2 and the rest of the boundary considered to be "outflow". In this example, all the characteristics are perpendicular to x-axis; therefore, this is essentially a 1D problem (i.e. u x = 0). Its analytic solution is known as u(x, t) = y+y 2 +e λ(t+y+y due to the time-dependent boundary conditions, and its effect can be tuned by changing the value of the parameter λ > 0. The speed function f is only moderately stiff (its values range from 1/3 to 1). Figure 5 shows that, despite this lack of stiffness, the implicit method is better for smaller λs (when the dependence of u on t is not too far from linear on [0, T ]), but clearly loses to the explicit when λ > 0.25. This is to be expected, since larger time-steps will fail to capture the rapid changes in boundary conditions. 
where T = 1, φ(x) is the distance from x ∈ Ω to ∂Ω, and γ is a parameter to control the stiffness of the speed function ranging in [0, 1] . The boundary condition on ∂Ω × [0, T ] (see Figure 6b ) is spatially invariant, defined as
From the perspective of optimal control, the solution u(x, t) is the earliest time of exiting Ω if we start from x at the time t and pay exit time-penalty q on ∂Ω. It is easy to show that the minimal time to the boundary can be explicitly written as
Therefore, the analytic solution is u(x, t) = τ (x) + q(t + τ (x)), which we also use to specify the terminal condition(i.e., u(x, T ) = τ (x) + q(T + τ (x))).
Figures 7a and 7b show that the implicit method is much better than the explicit when we use a stiff speed function with γ = 11. This is due to the fact that large speeds occur at a small central part of the domain only; thus, the large timesteps can be used without much impact on accuracy. Here we also show the performance of the hybrid method in orange curves, but it yields no advantage over the implicit in this example. On the other hand, for a lower level of stiffness (γ = 5, Figures 7c and 7d) , the advantage of implicit method is less significant, but the hybrid method offers additional boost in both accuracy and efficiency. A careful look at orange curves in Figure 7d shows complex/non-monotone behavior of hybrid methods. A similar phenomenon is explained in detail in the next example.
Experiment 4:
We consider an equation with a highly oscillatory speed function and zero boundary/terminal conditions:
We choose a large terminal time T = 4 to ensure that all characteristics passing through the time slice t = 0 escape through ∂Ω before the terminal time T . Since the analytic solution formula is not available, we first use the explicit method on a very fine spatial grid (2048 × 2048) to compute the .0, but due to the high exponents, the speed f is fairly low on most of Ω in every time slice. The large ratio between maximal and average speeds yields very restrictive CFL conditions for the explicit methods. As a result, the implicit and hybrid methods have a clear advantage; see Figure 9 .
The accuracy of hybrid methods here is reminiscent of the linear examples in Figure 3 . When using the "global CFL-specified" timestep, the hybrid method defaults to the explicit update on the entire Ω. Similarly, for really large timesteps the hybrid method becomes equivalent to the implicit. For intermediate timesteps, the hybrid's accuracy is actually better than that of both the pure (explicit and implicit) alternatives. This happens since the CFL is locally satisfied on most of Ω, enabling explicit methods with larger timestep at those locations and thus lowering the numerical diffusion.
Figures 9b and 9d confirm the higher efficiency of the implicit and hybrid methods, but also show the non-monotonic scaling of performance for the latter. The insets show zoomed-in versions of performance curves for both methods on the 1024 × 1024 grid. For the smallest timestep (Marker 1), the hybrid produces the same output as the explicit but with a small additional overhead (to check if the CFL locally holds at every node). The first timestep increase (Marker 2) leads the hybrid to use quadratic updates on a part of the domain with an additional overhead of setting up the Fast Marching Method in each time slice. This has the net effect of increasing the computational time, despite the fact that the number of time slices is twice smaller. As we continue to increase the timestep, this additional overhead becomes negligible in comparison to the time slice savings, resulting in higher efficiency (Markers 3-6). Finally, when the quadratic update is used everywhere, the hybrid's running time becomes essentially the same as that of the implicit method (Marker 7).
We note that this example also exhibits shock lines common in viscosity solutions of HJ PDEs. But since the characteristics run into the shock lines, their presence does not impact the performance of implicit and hybrid methods; see also the L ∞ error analysis in Figures 9c and 9d. 
Conclusions
We have introduced new unconditionally stable methods for time-dependent Hamilton-Jacobi-Bellman PDEs, where each next time slice is computed in O(M log M ) operations. We have applied this approach to fixed-horizon isotropic control problems and implemented a modified version of Fast Marching Method to enable the time marching. We illustrated our approach using a number of numerical examples and showed that in many of them the new implicit and hybrid schemes outperform the explicit time-marching method because the CFL stability conditions are found to be more restrictive than the accuracy requirements. This is particularly true for speed/cost functions significantly varying on Ω in each time-slice.
Even though we did not test this, we expect that other fast methods for solving equation (24) could also be used to perform implicit time-marching in (28) . In particular, it would be interesting to compare the efficiency of our fast marching based implementation with that of fast sweeping based algorithms (e.g., [43, 37, 20] ) and other "fast iterative" methods (e.g., [28, 5, 19, 2] ) in this context.
All of our examples considered in this paper were isotropic, but the anisotropic problems could be handled similarly by using Ordered Upwind Method [33, 34] instead of Fast Marching. The extension to non-convex Hamiltonians (and the corresponding fixed-horizon differential games) would require a fast solver for the corresponding static problem. While some such fast marching-type algorithms are available [11] their computational complexity has not been sufficiently investigated so far. Similarly, the existing fast sweeping-type algorithm for non-convex problems [20] involves significant additional artificial viscosity, which is likely to impact its efficiency in the context of implicit methods for timedependent problems.
