This paper studies the two-stage fourth-order accurate time discretization [J.Q. Li and Z.F. Du, SIAM J. Sci. Comput., 38(2016)] and its application to the special relativistic hydrodynamical equations. Our analysis reveals that the new two-stage fourth-order accurate time discretizations can be proposed. With the aid of the direct Eulerian GRP (generalized Riemann problem) methods and the analytical resolution of the local "quasi 1D" GRP, the two-stage fourth-order accurate time discretizations are successfully implemented for the 1D and 2D special relativistic hydrodynamical equations. Several numerical experiments demonstrate the performance and accuracy as well as robustness of our schemes.
Introduction
The relativistic hydrodynamics (RHD) plays the leading role in astrophysics and nuclear physics etc. The RHDs is necessary in situations where the local velocity of the flow is close to the light speed in vacuum, or where the local internal energy density is comparable (or larger) than the local rest mass density of fluid. The paper is concerned with developing higher-order accurate numerical schemes for the 1D and 2D special RHDs. The d-dimensional governing equations of the special RHDs is a firstorder quasilinear hyperbolic system. In the laboratory frame, it can be written into the divergence form
where d = 1 or 2, and U and F i (U ) denote the conservative vector and the flux in the x i -direction, respectively, defined by
with the mass density D = ρW , the momentum density (row) vector m = DhW v, the energy density E = DhW − p, and the row vector e i denoting the i-th row of the unit matrix of size 2. Here ρ is the rest-mass density, v i denotes the fluid velocity in the x i -direction, p is the gas pressure, W = 1/ √ 1 − v 2 is the Lorentz factor with v := v 2 1 + · · · + v 2 d 1/2 , h is the specific enthalpy defined by h = 1 + e + p ρ , with units in which the speed of light c is equal to one, and e is the specific internal energy. Throughout the paper, the equation of state (EOS) will be restricted to the Γ-law
The Taylor series expansion of u in t reads
Substituting (4) into (5) gives
where
Because
Combining the second equation with (6) gives
The above discussion gives the two-stage fourth-order accurate time discretization of (4) [18] :
Step 1. Compute the intermediate value
Step 2. Evolve the solution at t n+1 via
Obviously, the additive decomposition in (5) is not unique. For example, it can be replaced with a more general decomposition
with α = 1 andũ * := u + τ
If α = 1 3 , then (9) becomes the additive decomposition in (5) for the two-stage fourth-order time discretization [18] .
The identity (10) implies
Comparing (11) to the following Taylor series expansion
where C is independent on τ , thenũ * t = L(ũ * ) + O(τ 3 ).
Therefore, if α = α(τ ) is a differentiable function ofτ and satisfies α(0) = 1/3, α = 1, andτ = Cτ p , then (12) does hold. For example, we may choose α = (1 − 6τ )/(3 − 6τ ) withτ = 1/2. At this time, one hasũ * = u t + τ
and similarly, from (10) and the Taylor series expansion of L t (ũ * ) at u, one can get
Substituting (13) into (9) gives
In conclusion, when α = α(τ ) is a differentiable function ofτ = Cτ p and satisfies α(0) = 1/3 and α = 1, where p ≥ 1 and C is independent on τ , the additive decomposition (9) can give new two-stage fourth-order accurate time discretizations as follows:
Application of two-stage time discretizations to 1D RHD equations
In this section, we apply the above two-stage fourth-order time discretizations to the 1D RHD equations, i.e. (1) with d = 1. For the sake of convenience, the symbols x 1 and v 1 are replaced with x and u, respectively, and a uniform partition of the spatial domain is given by I j = (x j− ) with ∆x = x j+ 1 2
For the given "initial" approximate cell averages {U n j } at t n , we want to reconstruct the WENO values of U and ∂ x U at the cell boundaries, denoted by U ±,n j+ 1 2 and (∂ x U ) ±,n j+ 1 2 . Our initial reconstruction procedure is given as follows:
(1) Use the standard 5th-order WENO reconstruction [14] to get U ±,n j+ 1 2 with the aid of the characteristic decomposition. If U ±,n j+ 1 2 does not belong to the admissible state set of 1D RHD equations [31] , then we set U ±,n j+ 
), which is the approximate cell average value of ∂ x U over the cell I j , and then use the above WENO again to get (∂ x U )
Such initial reconstruction is also used at t * = t n + τ /(3 − 3α), where α = α(τ ) is a differentiable function ofτ and satisfies α(0) = 1/3, α = 1, andτ = Cτ p with p ≥ 1 and C independent on τ .
The two-stage fourth-order time discretizations in Section 2.1 can be applied to the 1D RHD equations by the following steps.
Step 1. For the reconstructed data U ±,n j+ 1 2 and (∂ x U ) ±,n j+ 1 2 , following the GRP method [37] , solve the Riemann problem of
to get U RP,n j+ 1 2 and then resolve analytically the GRP of (16) to obtain the value of (∂U /∂t) n j+ 1 2
.
Step 2. Compute the intermediate values {U * j } by
where the terms
and
with
Step 3. Reconstruct the values U ±, * j+ 1 2 and (∂ x U ) ±, * j+ 1 2 with {U * j } by the above initial reconstruction procedure, and then resolve analytically the local GRP of (16) to get U RP, * j+ 1 2 and (∂U /∂t) * j+ 1 2
Step 4. Evolve the solution at t n+1 = t n + τ by
Application of two-stage time discretizations to 2D RHD equations
In this section, we apply the two-stage fourth-order time discretizations to the 2D RHD equations, i.e. (1) with d = 2 with the aid of the analytical resolution of the local "quasi 1D" GRP and an adaptive primitive-conservative scheme. The latter given in [17] is used to reduce the spurious solution generated by the conservative scheme across the contact discontinuity, see Example 2.1. Similarly, the symbols (x 1 , x 2 ) and (v 1 , v 2 ) are replaced with (x, y) and (u, v), respectively, and a uniform partition of the spatial domain is given by
, y k+ . Example 2.1 Because of the nonlinearity of (1), when a conservative scheme is used, a spurious solution across the contact discontinuity, a well-known phenomenon in multi-fluid systems, can arise even for a single material. It is similar to the phenomenon mentioned in [17] . To clarify that, let us solve the Riemann problem of (1) with the initial data (ρ, u, v, p)(x, y, 0) = (0.5, −0.5, 0.5, 5), x > 0.5, (0.5, −0.5, −0.5, 5), x < 0.5.
The computational domain is taken as [0, 1]×[0, 1]. Fig. 1 gives the solutions obtained by using the 2D (first-order, conservative) Godunov method. Fig. 2 gives the solutions obtained by using the 2D twostage fourth-order conservative method. The obvious oscillations near the contact discontinuity are observed, in other words, the spurious solutions have been generated near the contact discontinuity. It is easy to verify it theoretically. To overcome such difficulty, the generalized Osher-type scheme in an adaptive primitive-conservative framework [17] can be employed to avoid or reduce the above spurious solutions at the expense of the conservation. Figs. 3 and 4 do respectively display more better solutions obtained by the adaptive primitive-conservative scheme with the reconstructions of the characteristic and primitive variables than those in Figs. 1 and 2 , in which the generalized Osher-type scheme is adaptively used to solve the RHD equations (1) in the equivalently primitive form
where V = (ρ, u, v, p) T and
with H = 1 − u 2 − v 2 c 2 s and c 2 s = Γp ρh . The matrix B(V ) can be gotten by exchanging u and v, and then the second and third row, and the second and third column of the matrix A. With the given "initial" cell-average data {U n jk }, in the x−direction, we want to reconstruct
) denotes the associated
The procedure is given as follows:
,k l by the following two steps:
− For each j, use the standard 5th-order WENO technique [14] to reconstruct the approximate
, which is an approximation of 1 ∆x
,k l by the initial reconstruction procedure in Section 2.2 and the data {U
,k l as follows:
− Calculate {F 2 (U n jk )} and then for each j, use those data and the 5th-order WENO technique to reconstruct (F 2 ) ±,n j,k+ 1 2 , approximating 1 ∆x
, and then use those data and the 5th-
} and the 5th-order WENO technique to get (∂ y F 2 )
Such reconstruction is also used at t * = t n + τ /(3 − 3α), where α = α(τ ) is a differentiable function ofτ and satisfies α(0) = 1/3, α = 1, andτ = Cτ p with p ≥ 1 and C independent on τ .
The two-stage fourth-order time discretizations in Section 2.1 can be applied to the 2D RHD equations by the following steps.
Step 1. In the x-direction, solve the local Riemann problem
to get U RP,n j+ 1 2 ,k l and V RP,n j+ 1 2 ,k l , and resolve the local "quasi 1D" GRP of
to obtain
, where
The analytical resolution of the "quasi-1D" GRP is give in Appendix A. Similarly, solve the Riemann problem and resolve the "quasi 1D" GRP in the y-direction to get U RP,n j l ,k+
Step 2. Compute the intermediate solutions U * jk or V * jk at t * with the adaptive procedure [17, Section 3.3], whereby the conservative scheme is only applied to the cells in which the shock waves are involved and the primitive scheme is used elsewhere to address the issue mentioned in Example 2.1. With the help of U RP,n j± 1 2 ,k l and U RP,n j l ,k± 1 2 , the pressures p n j± 1 2 ,k l and p n j l ,k± 1 2 , the fastest shock speeds s n,L j+
,k l are first obtained and then we do the followings.
the cell I jk is marked and the solution in I jk is evolved by the conservative scheme
the term ∂ t L jk (U n ) can be similarly given to (19) , and P sw = 1 + denotes the shock sensing parameter.
-Otherwise, the cell I jk is marked to be updated by the non-conservative scheme
The above integrals are evaluated by using a numerical integration such as the Gauss-Legendre quadrature along a simple canonical path defined by
Step 3. With the "initial" data {U *
Step 4. Evolve the solution U n+1 jk or V n+1 jk at t n+1 = t n + ∆t by the adaptive primitive-conservative scheme in Step 2 with
3 Numerical results
In this section, several one-dimensional and two-dimensional tests are presented to demonstrate the performance of our methods. Unless otherwise stated, the time stepsizes for the 1D and 2D schemes are respectively chosen as
, where λ 1 (resp. λ 2 ) is the th eigenvalue of 2D RHD equations in the direction x (resp. y), = 1, 2, 3, 4. The parameter α is taken 1 3 , the CFL number µ are taken as 0.7 and 0.5 for the 1D and 2D problems, respectively. Our numerical experiments show that there is no obvious difference between α = 1 3 and α = (1 − 6τ )/(3 − 6τ ) or α = 1 3 + τ . Here we take K ≥ 3 in order to ensure that the degree of the algebraic precision of corresponding quadrature is at least 4. and the periodic boundary condition is specified. The exact solutions can be given by
One-dimensional case
In our computations, the adiabatic index Γ = 5/3 and τ = Tables 1−3 list the errors and convergence rates in ρ at t = 2 obtained by using our 1D method with different α. It is seen that the two-stage schemes can get the theoretical orders. Table 4 It is seen that the numerical solutions are in good agreement with the exact, and the shock and rarefaction waves and contact discontinuities are well captured, and the positivity of the density and the pressure can be wellpreserved. However, there exist slight oscillations in the density behind the left-moving shock wave of RP3 and serious undershoots in the density at x = 0.5 of RP4, similar to those in the literature, see e.g. [31, 35, 37] . It is worth noting that no obvious oscillation is observed in the densities of RP3 obtained by the Runge-Kutta central DG methods [39] and the adaptive moving mesh method [10] . It can be seen that our scheme resolves the high frequency waves better than the third order GRP scheme [35] . 
Two-dimensional case
Unless otherwise stated, the adiabatic index Γ is taken as 5/3 and the parameter in the adaptive switch procedure is specified as 0.05, that is to say, P sw = 1.05. The initial data of RP1 are given by It describes the interaction of four contact discontinuities (vortex sheets) with the same sign (the negative sign). Fig. 13 shows the contour of the density and pressure logarithms. The results show that the four initial vortex sheets interact each other to form a spiral with the low density around the center of the domain as time increases, which is the typical cavitation phenomenon in gas dynamics. where the left and bottom discontinuities are two contact discontinuities and the top and right are two shock waves with the speed of 0.9345632754. Fig. 15 shows the contour of the density and pressure logarithms. We see that four initial discontinuities interact each other and form a "mushroom cloud" around the point (0.5, 0.5) as t increases. widely used to test the high-resolution shock-capturing scheme, see e.g. [10, 29, 38] . Initially, a rightmoving oblique shock with speed v s = 0.4984 is located at (x, y) = (1/6, 0) and makes a 60 • angle with x-axis. Thus its position at time t may be given by h(x, t) = √ 3(x − 1/6) − 2v s t. The left and right states of the shock wave for the primitive variables are given by For the first shock-bubble interaction problem, the left and right states of planar shock wave moving left are given by V (x, y, 0) = (1, 0, 0, 0.05) T , x < 265, (1.865225080631180, −0.196781107378299, 0, 0.15) T , x > 265, and the bubble is described as V (x, y, 0) = (0.1358, 0, 0, 0.05) T if (x − 215) 2 + (y − 45) 2 ≤ 25. The setup of the second shock-bubble problem is the same as the first, except for that the initial state of the fluid in the bubble is replaced with V (x, y, 0) = (3.1538, 0, 0, 0.05) T if (x − 215) 2 + (y − 45) 2 ≤ 25. Fig. 19 gives the contour plots of the density at t = 90, 180, 270, 360, 450 (from top to bottom) of the first shock-bubble interaction problem, obtained by using our scheme with 325 × 90 uniform cells. Fig. 20 presents the contour plots of the density at several moments t = 100, 200, 300, 400, 500 (from top to bottom) of the second shock-bubble interaction problem, obtained by using our 2D twostage scheme with 325 × 90 uniform cells. Those results show that the discontinuities and some small wave structures including the curling of the bubble interface are captured well and accurately, and at the same time, the multi-dimensional wave structures are also resolved clearly. Those plots are also clearly displaying the dynamics of the interaction between the shock wave and the bubble and obviously different wave patterns of the interactions between those shock waves and the bubbles.
Conclusions
The paper studied the two-stage fourth-order accurate time discretization [18] and its application to the special relativistic hydrodynamical (RHD) equations. It was shown that new two-stage fourth-order accurate time discretizations could be proposed. The local "quasi 1D" GRP (generalized Riemann problem) of the special RHD equations was also analytically resolved. With the aid of the direct Eulerian GRP methods [37, 38] and the analytical resolution of local "quasi 1D" GRP as well as the adaptive primitive-conservative scheme [17] , the two-stage fourth-order accurate time discretizations were successfully implemented for the 1D and 2D special RHD equations. The adaptive primitiveconservative scheme was used to reduce the spurious solution generated by the conservative scheme across the contact discontinuity. Several numerical experiments were conducted to demonstrate the performance and accuracy as well as robustness of our schemes.
A The resolution of quasi 1D GRP of special RHD equations
The equation (26) can be equivalently written into the primitive variable form
and h := (h 1 , h 2 , h 3 , h 4 ) T denotes the right hand of (26) . For the matrix A(V ) given in (24) , its eigenvalues and (right and left) eigenvector matrices can be easily given as follows and
For the sake of brevity, we will omit the notation (·) * widely used in the direct Eulerian GRP methods [8, 9, 30, 35, 36, 37, 38] .
A.1 Resolution of shock wave
It is very similar to that given in [38] except for (3.43), because the source terms affect
where s is the shock speed. The present result is given in the following lemma.
Lemma A. 1 The limiting values of (Du/Dt) * and (Dp/Dt) * satisfy
with A u and A p defined in [38] .
A.2 Resolution of centered rarefaction wave
With the help of R(V ), we can easily derive the Riemann invariants
The Riemann invariants ψ ± satisfy
Note that the lower limits of two integrals in (38) may be ρ 0 > 0 and p 0 > 0, respectively. Thanks to the thermodynamic relation T dS = de − p ρ 2 dρ and the Γ-law p = (Γ − 1)ρe, one has
Together with V = hW v, (37) and (30), we obtain
Based on the above preparation, following the procedure in [38] , one can get the main result of resolving the left rarefaction waves.
Lemma A. 2 The limiting values of (Du/Dt) * and (Dp/Dt) * satisfy
where ∂ x S, ∂ x V and ∂ψ + ∂α are calculated by (42), (43) and (44), respectively.
Proof Since
taking α-derivative to (41) gives
Together with
Hence it holds
and the subscript L represents (0, β L ). Therefore, one gets
Similarly, one can calculate
Finally, let us calculate
Some tedious manipulations yield
Together with (37) and (39), the proof of Lemma A.2 is completed.
A.3 Time derivatives of solutions at singularity point
Solving the 2 × 2 linear system formed by (34) (ii) (Sonic case) If assuming that the t-axis is located inside the rarefaction wave associated with the λ 1 characteristic family, then 
With the help of (45) and (46), the proof can be completed. 
A.3.2 Acoustic case
When U L = U R = U * and U L = U R , we meet the acoustic case.
Theorem A.5 If assuming (λ 1 ) * < 0 and (λ 4 ) * > 0, then (∂u/∂t) * and (∂p/∂t) * can be calculated by
With the aid of the EOS p = p(ρ, S), (∂ρ/∂t) * is calculated by 
