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Abstract Let (X , d, µ) be a metric measure space satisfying the upper doubling condition and the geo-
metrically doubling condition in the sense of T. Hyto¨nen. In this paper, the authors prove that the Lp(µ)
boundedness with p ∈ (1, ∞) of the Marcinkiewicz integral is equivalent to either of its boundedness from
L1(µ) into L1,∞(µ) or from the atomic Hardy space H1(µ) into L1(µ). Moreover, the authors show that, if the
Marcinkiewicz integral is bounded from H1(µ) into L1(µ), then it is also bounded from L∞(µ) into the space
RBLO(µ) (the regularized BLO), which is a proper subset of RBMO(µ) (the regularized BMO) and, conversely,
if the Marcinkiewicz integral is bounded from L∞
b
(µ) (the set of all L∞(µ) functions with bounded support) into
the space RBMO(µ), then it is also bounded from the finite atomic Hardy space H1,∞
fin
(µ) into L1(µ). These
results essentially improve the known results even for non-doubling measures.
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1 Introduction
It is well known that the Littlewood-Paley g-function is a very important tool in harmonic analysis and
the Marcinkiewicz integral is essentially a Littlewood-Paley g-function. In 1938, as an analogy of the
classical Littlewood-Paley g-function without going into the interior of the unit disk, Marcinkiewicz [28]
introduced the integral on one-dimensional Euclidean space R, which is today called the Marcinkiewicz
integral, and conjectured that it is bounded on Lp([0, 2π]) for any p ∈ (1, ∞). In 1944, by using a
complex variable method, Zygmund [38] proved the Marcinkiewicz conjecture. The higher-dimensional
Marcinkiewicz integral was introduced by Stein [30] in 1958. Let Ω be homogeneous of degree zero in
R
n for n > 2, integrable and have mean value zero on the unit sphere Sn−1. The higher-dimensional
Marcinkiewicz integral MΩ is then defined by
MΩ(f)(x) :=
∫ ∞
0
∣∣∣∣∣
∫
|x−y|<t
Ω(x − y)
|x− y|n−1
f(y) dy
∣∣∣∣∣
2
dt
t3
1/2 , x ∈ Rn.
∗Corresponding author
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Stein [30] proved that, if Ω ∈ Lipα(S
n−1) for some α ∈ (0, 1], then MΩ is bounded on L
p(Rn) for any
p ∈ (1, 2] and also bounded from L1(Rn) to L1,∞(Rn). Since then, many papers focus on the boundedness
of this operator on various function spaces. We refer the reader to see [7–9, 13, 14, 27, 33, 34, 36] for its
developments and applications.
On the other hand, many results from real analysis and harmonic analysis on the classical Euclidean
spaces have been extended to the space of homogeneous type introduced by Coifman and Weiss [5]. Recall
that a metric space (X , d) equipped with a Borel measure µ is called a space of homogeneous type, if
(X , d, µ) satisfies the following measure doubling condition that there exists a positive constant Cµ such
that, for all balls B(x, r) := {y ∈ X : d(x, y) < r} with x ∈ X and r ∈ (0, ∞),
µ(B(x, 2r)) 6 Cµµ(B(x, r)). (1.1)
Moreover, it is known that many results concerning the theory of Caldero´n-Zygmund operators and
function spaces remain valid even for non-doubling measures; see, for example [2, 3, 12, 21, 29, 31, 32, 37].
In particular, let µ be a non-negative Radon measure on Rn which only satisfies the polynomial growth
condition that there exist positive constants C0 and κ ∈ (0, n] such that, for all x ∈ R
n and r ∈ (0, ∞),
µ(B(x, r)) 6 C0r
κ, (1.2)
where B(x, r) := {y ∈ Rn : |x − y| < r}. Such a measure µ need not satisfy the doubling condition
(1.1). The analysis with non-doubling measures plays a striking role in solving the long-standing open
Painleve´ problem by Tolsa in [32]. In [12], the authors introduced the Marcinkiewicz integral on Rn
with a measure as in (1.2). Moreover, under the assumption that the Marcinkiewicz integral is bounded
on L2(µ), the authors then obtained its boundedness, respectively, from L1(µ) into L1,∞(µ), from the
atomic Hardy space H1(µ) into L1(µ) or from L∞(µ) into the space RBLO(µ).
However, as pointed out by Hyto¨nen in [17] that the measures satisfying the polynomial growth condi-
tion are different from, not general than, the doubling measures. Hyto¨nen [17] introduced a new class of
metric measure spaces which satisfy the so-called upper doubling condition and the geometrically dou-
bling condition (see also, respectively, Definitions 1.1 and 1.3 below). This new class of metric measure
spaces is called the non-homogeneous space, which includes both the spaces of homogeneous type and
metric spaces with the measures satisfying (1.2) as special cases.
From now on, we always assume that (X , d, µ) is a non-homogeneous space in the sense of Hyto¨nen [17].
In this setting, Hyto¨nen [17] introduced the space RBMO(µ), the space of the regularized BMO, and
Hyto¨nen and Martikainen [19] further established a version of Tb theorem. Later, Hyto¨nen, Da. Yang
and Do. Yang [20] studied the atomic Hardy space H1(µ) and proved that the dual space of H1(µ) is
just the space RBMO(µ). Some of results in [20] were also independently obtained by Bui and Duong [1]
via different approaches. Moreover, Lin and Yang [23] introduced the space RBLO(µ) (the space of
the regularized BLO) and applied this space to the boundedness of the maximal Caldero´n-Zygmund
operators. Several equivalent characterizations for the boundedness of the Caldero´n-Zygmund operators
and the maximal Caldero´n-Zygmund operators were established in [16, 18, 25, 26]. Some weighted norm
inequalities for the multilinear Caldero´n-Zygmund operators were presented by Hu, Meng and Yang
in [15]. Very recently, Fu, Yang and Yuan [11] established the boundedness of multilinear commutators
of Caldero´n-Zygmund operators with RBMO(µ) functions on Orlicz spaces. Moreover, by a method
different from the classical one, Lin and Yang [24] proved an interpolation result that a sublinear operator,
which is bounded from H1(µ) to L1,∞(µ) and from L∞(µ) to RBMO(µ), is also bounded on Lp(µ) for all
p ∈ (1, ∞). More developments on harmonic analysis in this setting can be found in the monograph [37].
The main purpose of this paper is to generalize and improve the corresponding results in [12] for
X := Rn with a measure µ as in (1.2) to the present setting (X , d, µ). Precisely, we prove that the Lp(µ)
boundedness with p ∈ (1, ∞) of the Marcinkiewicz integral is equivalent to either of its boundedness
from L1(µ) into L1,∞(µ) or from the atomic Hardy space H1(µ) into L1(µ). As for the endpoint case of
p =∞, we show that, if the Marcinkiewicz integral is bounded from H1(µ) into L1(µ), then it is bounded
from L∞(µ) into the space RBLO(µ), which is a proper subset of RBMO(µ). Moreover, we prove that, if
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the Marcinkiewicz integral is bounded from L∞b (µ) (the set of all L
∞(µ) functions with bounded support)
into the space RBMO(µ), then it is also bounded from the finite atomic Hardy space H1,∞fin (µ) into L
1(µ).
These results essentially improve the existing results.
To state our main results, we first recall some necessary notions and notation. We start with the notion
of the upper doubling and geometrically doubling metric measure space introduced in [17].
Definition 1.1. A metric measure space (X , d, µ) is called upper doubling, if µ is a Borel measure on
X and there exist a dominating function λ : X × (0, ∞)→ (0, ∞) and a positive constant Cλ such that,
for each x ∈ X , r → λ(x, r) is non-decreasing and, for all x ∈ X and r ∈ (0, ∞),
µ(B(x, r)) 6 λ(x, r) 6 Cλλ(x, r/2). (1.3)
Remark 1.2. (i) Obviously, a space of homogeneous type is a special case of upper doubling spaces,
where one can take the dominating function λ(x, r) := µ(B(x, r)). Moreover, let µ be a non-negative
Radon measure on Rn which only satisfies the polynomial growth condition. By taking λ(x, r) := Crκ,
we see that (Rn, | · |, µ) is also an upper doubling measure space.
(ii) It was proved in [20] that there exists a dominating function λ˜ related to λ satisfying the property
that there exists a positive constant Cλ˜ such that λ˜ 6 λ, Cλ˜ 6 Cλ and, for all x, y ∈ X with d(x, y) 6 r,
λ˜(x, r) 6 Cλ˜λ˜(y, r). (1.4)
Based on this, in this paper, we always assume that the dominating function λ also satisfies (1.4).
We now recall the notion of the geometrically doubling space (see, for example, [17]).
Definition 1.3. A metric space (X , d) is said to be geometrically doubling, if there exists some N0 ∈
N := {1, 2, . . .} such that, for any ball B(x, r) ⊂ X , there exists a finite ball covering {B(xi, r/2)}i of
B(x, r) such that the cardinality of this covering is at most N0.
Remark 1.4. Let (X , d) be a metric space. In [17, Lemma 2.3], Hyto¨nen showed that the following
statements are mutually equivalent:
(i) (X , d) is geometrically doubling.
(ii) For any ǫ ∈ (0, 1) and ball B(x, r) ⊂ X , there exists a finite ball covering {B(xi, ǫr)}i of B(x, r)
such that the cardinality of this covering is at most N0ǫ
−n, here and in what follows, N0 is as in
Definition 1.3 and n := log2N0.
(iii) For every ǫ ∈ (0, 1), any ball B(x, r) ⊂ X can contain at most N0ǫ
−n centers {xi}i of disjoint balls
with radius ǫr.
(iv) There exists M ∈ N such that any ball B(x, r) ⊂ X can contain at most M centers {xi}i of disjoint
balls {B(xi, r/4)}
M
i=1.
The following coefficients δ(B, S) for all balls B and S were introduced in [17] as analogues of Tolsa’s
numbers KQ,R in [31]; see also [20].
Definition 1.5. For all balls B ⊂ S, let
δ(B, S) :=
∫
(2S)\B
dµ(x)
λ(cB , d(x, cB))
,
where above and in that follows, for a ball B := B(cB, rB) and ρ ∈ (0, ∞), ρB := B(cB, ρrB).
The following atomic Hardy space was introduced in [20] and a slight different equivalent variant was
independently introduced in [1]. In what follows, L1loc (µ) denotes the space of all µ-locally integrable
functions.
Definition 1.6. Let ρ ∈ (1, ∞) and p ∈ (1, ∞]. A function b ∈ L1loc (µ) is called a (p, 1)λ-atomic block,
if
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(i) there exists some ball B such that supp (b) ⊂ B;
(ii)
∫
X b(x) dµ(x) = 0;
(iii) for any j ∈ {1, 2}, there exist a function aj supported on a ball Bj ⊂ B and κj ∈ C such that
b = κ1a1 + κ2a2
and
‖aj‖Lp(µ) 6 [µ(ρBj)]
1/p−1[1 + δ(Bj , B)]
−1.
Moreover, let
|b|H1, patb (µ)
:= |κ1|+ |κ2|.
Definition 1.7. Let p ∈ (1, ∞].
(1) The space H1, pfin (µ) is defined to be the set of all finite linear combinations of (p, 1)λ-atomic blocks.
The norm of f in H1, pfin (µ) is defined by
‖f‖H1, pfin (µ)
:= inf

N∑
j=1
|bj |H1, patb (µ)
: f =
N∑
j=1
bj , bj is a (p, 1)λ-atomic block, N ∈ N
 .
(2) A function f ∈ L1(µ) is said to belong to the atomic Hardy space H1, patb (µ), if there exist (p, 1)λ-
atomic blocks {bj}j∈N such that f =
∑∞
j=1 bj and
∑∞
j=1 |bj|H1, patb (µ)
< ∞. The norm of f in H1, patb (µ) is
defined by
‖f‖H1, p
atb
(µ) := inf
∑
j
|bj |H1, p
atb
(µ)
 ,
where the infimum is taken over all the possible decompositions of f as above.
Remark 1.8. (1) It was proved in [20] that, for each p ∈ (1, ∞], the atomic Hardy space H1, patb (µ) is
independent of the choice of ρ and that, for all p ∈ (1, ∞), the spaces H1, patb (µ) and H
1,∞
atb (µ) coincide
with equivalent norms. Thus, in the following, we denote H1, patb (µ) simply by H
1(µ).
(2) When µ(X ) <∞, as in the space of homogeneous type, the constant function having value [µ(X )]−1
is also regarded as a (p, 1)λ-atomic block (see [6, p. 591]) and, moreover, ‖[µ(X )]
−1‖H1(µ) 6 1.
We now recall the definition of the space RBMO(µ) introduced in [17].
Definition 1.9. Let ρ ∈ (1, ∞). A function f ∈ L1loc (µ) is said to be in the space RBMO(µ), if there
exist a positive constant C and a number fB for any ball B such that, for all balls B,
1
µ(ρB)
∫
B
|f(y)− fB| dµ(y) 6 C
and, for balls B ⊂ S,
|fB − fS | 6 C[1 + δ(B, S)].
Moreover, the norm of f in RBMO(µ) is defined to be the minimal constant C as above and denoted by
‖f‖RBMO(µ).
It was proved in [17, Lemma 4.6] that the space RBMO(µ) is independent of the choice of ρ.
Let K be a locally integrable function on (X × X ) \ {(x, x) : x ∈ X}. Assume that there exists a
positive constant C such that, for all x, y ∈ X with x 6= y,
|K(x, y)| 6 C
d(x, y)
λ(x, d(x, y))
(1.5)
and, for all y, y′ ∈ X ,∫
d(x, y)>2d(y, y′)
[
|K(x, y)−K(x, y′)|+ |K(y, x)−K(y′, x)|
] 1
d(x, y)
dµ(x) 6 C.
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The Marcinkiewicz integral M(f) associated to the above kernel K is defined by setting, for all x ∈ X ,
M(f)(x) :=
∫ ∞
0
∣∣∣∣∣
∫
d(x, y)<t
K(x, y)f(y) dµ(y)
∣∣∣∣∣
2
dt
t3
1/2 . (1.7)
Obviously, by taking λ(x, r) := Crn, we see that, in the classical Euclidean space Rn, if
K(x, y) :=
1
|x− y|n−1
Ω(x− y)
with Ω being homogeneous of degree zero and Ω ∈ Lipα(S
n−1) for some α ∈ (0, 1], then K satisfies (1.5)
and (1.6), and M in (1.7) is just the Marcinkiewicz integral MΩ introduced by Stein in [30]. Thus, M
in (1.7) is a natural generalization of the classical Marcinkiewicz integral in the present setting.
One of main results of this article is as follows.
Theorem 1.10. Let K satisfy (1.5) and (1.6), and M be as in (1.7). Then the following four statements
are equivalent:
(i) M is bounded on Lp0(µ) for some p0 ∈ (1, ∞);
(ii) M is bounded from L1(µ) into L1,∞(µ);
(iii) M is bounded on Lp(µ) for all p ∈ (1, ∞);
(iv) M is bounded from H1(µ) into L1(µ).
Comparing with the corresponding result in [12], Theorem 1.10 makes an essential improvement.
As for the endpoint case of p =∞, we obtain the following result. Recall that L∞b (µ) denotes the set
of all L∞(µ) functions with bounded support and RBLO(µ) the regularized BLO space introduced in [23]
(see also Definition 2.2 below).
Theorem 1.11. Let K satisfy (1.5) and (1.6), and M be as in (1.7).
(i) If M is bounded from H1(µ) into L1(µ), then, for f ∈ L∞(µ), M(f) is either infinite everywhere
or finite µ-almost everywhere, more precisely, if M(f) is finite at some point x0 ∈ X , then M(f)
is finite µ-almost everywhere and
‖M(f)‖RBLO(µ) 6 C‖f‖L∞(µ),
where the positive constant C is independent of f .
(ii) If there exists a positive constant C such that, for all f ∈ L∞b (µ),
‖M(f)‖RBMO(µ) 6 C‖f‖L∞(µ), (1.8)
then M is bounded from H1,∞fin (µ) into L
1(µ).
Remark 1.12. (i) Recall that it was proved in [23] that RBLO(µ) is a proper subset of RBMO(µ),
which, together with Theorem 1.11(i), further implies that, if M is bounded from H1(µ) into L1(µ),
then, for any f ∈ L∞(µ), M(f) is either infinite everywhere or
‖M(f)‖RBMO(µ) . ‖f‖L∞(µ).
This is the known result for the Marcinkiewicz integral over the classical Euclidean space Rn. Moreover,
Lin et al. [22] constructed a nonnegative function belonging to BMO(Rn) but not to BLO(Rn), which
further shows that our result indeed improves the known corresponding result even on the classical
Euclidean space Rn.
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(ii) From Theorem 1.10, we deduce that, if M is bounded from H1(µ) into L1(µ), then it is also
bounded on Lp(µ) for all p ∈ (1, ∞). Since L∞b (µ) ⊂ L
p(µ) for all p ∈ (1, ∞), we then see that, if M is
bounded from H1(µ) into L1(µ), then, for any f ∈ L∞b (µ), M(f) is finite at some point x0 ∈ X , which,
together with Theorem 1.11(i), implies that it is bounded from L∞b (µ) into RBLO(µ) and hence, by (i)
of this remark, it is also bounded from L∞b (µ) into RBMO(µ).
(iii) In the present setting, it is still unclear whether the boundedness of sublinear operators on the
atomic Hardy space can be deduced only from their behaviors on atoms. More precisely, it is unclear
whether the uniform boundedness in some Banach space B of a sublinear operator T on all (∞, 1)λ-atoms
can guarantee the boundedness of T from H1(µ) to B or not. Thus, under the assumption of Theorem
1.11, it is unclear whether the Marcinkiewicz integralM can extends boundedly from H1(µ) to L1(µ) or
not.
This paper is organized as follows. In Section 2, under the assumption that the Marcinkiewicz integral
is bounded on Lp0(µ) for some p0 ∈ (1, ∞), we then obtain its boundedness, respectively, from L
1(µ) to
L1,∞(µ), from H1(µ) to L1(µ), from L∞(µ) to the space RBLO(µ) and on Lp(µ) for all p ∈ (1, ∞); see
Theorem 2.3 below. From this, we deduce that Theorem 1.10(i) implies (ii), (iii) and (iv) of Theorem 1.10,
which slightly improves the corresponding result in [12] by relaxing the assumption that the Marcinkiewicz
integral is bounded on L2(µ) into that it is bounded on Lp0(µ) for some p0 ∈ (1, ∞).
In Section 3, we prove Theorem 1.10. Indeed, by Theorem 2.3 and an obvious fact that Theorem
1.10(iii) implies Theorem 1.10(i), to prove Theorem 1.10, we only need to prove that Theorem 1.10(ii)
implies Theorem 1.10(iii) and Theorem 1.10(iv) implies Theorem 1.10(iii). To this end, we need some
fine estimates on the sharp maximal function M ♯r (see (3.1) below) and the non-centered doubling Hardy-
Littlewood maximal function Nr (see (3.2) below); for example, see the technical Lemmas 3.1 and 3.2
concerning with the operators M ♯r and Nr from [24] and the estimate for M
♯
r(M(f)) in Lemma 3.4. We
also need to consider the decomposition of the function f ; for example, in the proof that Theorem 1.10(ii)
implies Theorem 1.10(iii), for any fixed ℓ ∈ (0, ∞), we split f into f1 and f2 with f1 := fχ{y∈X : |f(y)|>ℓ}
and f2 := fχ{y∈X : |f(y)|6ℓ}, while in the proof that Theorem 1.10(iv) implies Theorem 1.10(iii), we use
the Caldero´n-Zygmund decomposition from [1, Theorem 6.3] (see also Lemma 2.5 below). Here and in
what follows, for any µ-measurable set E, χE denotes its characteristic function. Based on these facts,
by some argument similar to that used in the proof of [24, Theorem 1.1], we then complete the proof of
Theorem 1.10.
Section 4 is devoted to the proof of Theorem 1.11. Indeed, Theorem 1.11(i) can be deduced directly
from Theorems 1.10 and 2.3. By using a technical estimate for M (see (4.3) below) and some argument
used in the proof of Theorem 2.3, we then obtain the desired conclusion of Theorem 1.11(ii).
We finally make some conventions on notation. Throughout this paper, we denote by C a positive
constant which is independent of the main parameters involved, but may vary from line to line. Positive
constants with subscripts, such as C1, do not change in different occurrences. The subscripts of a constant
indicate the parameters it depends on. The symbol Y . Z means that there exists a positive constant
C such that Y 6 CZ. The symbol A ∼ B means that A . B . A. For any ball B ⊂ X , we denote its
center and radius, respectively, by cB and rB and, moreover, for any ρ ∈ (1, ∞), the ball B(cB, ρrB) by
ρB. Given any q ∈ (1, ∞), let q′ := q/(q − 1) denote its conjugate index. Also, let N := {1, 2, . . .}.
2 Boundedness of Marcinkiewicz integrals
In this section, under the assumption that the Marcinkiewicz integral is bounded on Lp0(µ) for some
p0 ∈ (1, ∞), we then obtain its boundedness on Lebesgue spaces and Hardy spaces. We first recall the
notions of (α, β)-doubling property and the space RBLO(µ).
Definition 2.1. Let α, β ∈ (1, ∞). A ballB := B(x, r) ⊂ X is called (α, β)-doubling, if µ(αB) 6 βµ(B).
It was proved in [17] that, if a metric measure space (X , d, µ) is upper doubling and β > C
log2 α
λ =: α
ν ,
then, for every ball B(x, r) ⊂ X , there exists some j ∈ Z+ := N ∪ {0} such that α
jB is (α, β)-doubling.
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Moreover, let (X , d) be geometrically doubling, β > αn with n := log2N0 and µ be a Borel measure
on X which is finite on bounded sets. Hyto¨nen [17] also showed that, for µ-almost every x ∈ X , there
exist arbitrarily small (α, β)-doubling balls centered at x. Furthermore, the radius of these balls may
be chosen to be of the form α−jr for j ∈ N and any preassigned number r ∈ (0, ∞). Throughout this
paper, for any α ∈ (1, ∞) and ball B, B˜α always denotes the smallest (α, βα)-doubling ball of the form
αjB with j ∈ N, where
βα := max
{
α3n, α3ν
}
+ 30n + 30ν = α3(max{n, ν}) + 30n + 30ν. (2.1)
If α = 6, we denote the ball B˜α simply by B˜.
The following space RBLO(µ) was introduced in [23]. Recall that the classical space BLO(Rn) was
introduced by Coifman and Rochberg [4] and, in the setting of (Rn, | · |, µ) with µ only satisfying the
polynomial growth condition, the space RBLO(µ) was first introduced by Jiang [21].
Definition 2.2. Let η, ρ ∈ (1, ∞), and βρ be as in (2.1). A real-valued function f ∈ L
1
loc (µ) is said to
be in the space RBLO(µ), if there exists a non-negative constant C such that, for all balls B,
1
µ(ηB)
∫
B
[
f(y)− ess inf
B˜ρ
f
]
dµ(y) 6 C
and, for all (ρ, βρ)-doubling balls B ⊂ S,
ess inf
B
f − ess inf
S
f 6 C[1 + δ(B, S)].
Moreover, the RBLO(µ) norm of f is defined to be the minimal constant C as above and denoted by
‖f‖RBLO(µ).
It was proved in [23] that RBLO(µ) ⊂ RBMO(µ) and the definition of RBLO(µ) is independent of the
choice of the constants η, ρ ∈ (1, ∞).
Theorem 2.3. Let K satisfy (1.5) and (1.6), and M be as in (1.7). Suppose that M is bounded on
Lp0(µ) for some p0 ∈ (1, ∞). Then,
(i) M is bounded from L1(µ) into L1,∞(µ);
(ii) M is bounded from H1(µ) into L1(µ);
(iii) for f ∈ L∞(µ), M(f) is either infinite everywhere or finite µ-almost everywhere; more precisely, if
M(f) is finite at some point x0 ∈ X , then M(f) is finite µ-almost everywhere and
‖M(f)‖RBLO(µ) 6 C‖f‖L∞(µ),
where the positive constant C is independent of f ;
(iv) M is bounded on Lp(µ) for all p ∈ (1, ∞).
To prove Theorem 2.3, we first recall some necessary technical lemmas. The following useful properties
of δ were proved in [20].
Lemma 2.4. (i) For all balls B ⊂ R ⊂ S, it holds true that δ(B, R) 6 δ(B, S).
(ii) For any ρ ∈ [1, ∞), there exists a positive constant C, depending on ρ, such that, for all balls
B ⊂ S with rS 6 ρrB, δ(B, S) 6 C.
(iii) For any α ∈ (1, ∞), there exists a positive constant C˜, depending on α, such that, for all balls B,
δ(B, B˜α) 6 C˜.
(iv) There exists a positive constant c such that, for all balls B ⊂ R ⊂ S, δ(B, S) 6 δ(B, R)+cδ(R, S).
In particular, if B and R are concentric, then c = 1.
(v) There exists a positive constant c˜ such that, for all balls B ⊂ R ⊂ S, δ(R, S) 6 c˜[1 + δ(B, S)];
moreover, if B and R are concentric, then δ(R, S) 6 δ(B, S).
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Now we recall the Caldero´n-Zygmund decomposition from [1, Theorem 6.3].
Lemma 2.5. Let p ∈ [1, ∞), f ∈ Lp(µ) and ℓ ∈ (0,∞) (ℓ > ℓ0 := γ
1
p
0 [µ(X )]
− 1
p ‖f‖Lp(µ) if µ(X ) < ∞,
where γ0 is any fixed positive constant satisfying that γ0 > max{C
3 log2 6
λ , 6
3n}, Cλ is as in (1.3) and
n := log2N0). Then,
(i) there exists an almost disjoint family {6Bj}j of balls such that {Bj}j is pairwise disjoint,
1
µ(62Bj)
∫
Bj
|f(x)|p dµ(x) >
ℓp
γ0
for all j,
1
µ(62ηBj)
∫
ηBj
|f(x)|p dµ(x) 6
ℓp
γ0
for all j and all η ∈ (2, ∞)
and
|f(x)| 6 ℓ for µ− almost every x ∈ X \ (∪j6Bj);
(ii) for each j, let Sj be a (3×6
2, C
log2(3×6
2)+1
λ )-doubling ball of the family {(3×6
2)kBj}k∈N and ωj :=
χ6Bj/(
∑
k χ6Bk). Then, there exists a family {ϕj}j of functions such that, for each j, supp (ϕj) ⊂ Sj,
ϕj has a constant sign on Sj, ∫
X
ϕj(x) dµ(x) =
∫
6Bj
f(x)ωj(x) dµ(x),
∑
j
|ϕj(x)| 6 γℓ for µ− almost every x ∈ X ,
where γ is some positive constant, depending only on (X , µ), and there exists a positive constant C,
independent of f , ℓ and j, such that, when p = 1, it holds true that
‖ϕj‖L∞(µ)µ(Sj) 6 C
∫
X
|f(x)ωj(x)| dµ(x)
and, when p ∈ (1, ∞), it holds true that[∫
Sj
|ϕj(x)|
p dµ(x)
]1/p
[µ(Sj)]
1/p′ 6
C
ℓp−1
∫
X
|f(x)ωj(x)|
p dµ(x);
(iii) for p ∈ (1, ∞), if, for any j, choosing Sj in (ii) to be the smallest (3× 6
2, C
log2(3×6
2)+1
λ )-doubling
ball of the family {(3×62)kBj}k∈N, then h :=
∑
j(fωj−ϕj) ∈ H
1, p
atb (µ) and there exists a positive constant
C, independent of f and ℓ, such that
‖h‖H1, patb
(µ) 6
C
ℓp−1
‖f‖pLp(µ).
The following characterization of the space RBLO(µ) was proved in [23].
Lemma 2.6. Let ρ ∈ (1, ∞) and βρ be as in (2.1). If f ∈ RBLO(µ), then there exists a non-negative
constant C1 satisfying that, for all (ρ, βρ)-doubling balls B,
1
µ(B)
∫
B
[
f(y)− ess inf
B
f
]
dµ(y) 6 C1
and, for all (ρ, βρ)-doubling balls B ⊂ S,
mB(f)−mS(f) 6 C1[1 + δ(B, S)], (2.2)
where above and in what follows, mB(f) denotes the mean of f over B, namely,
mB(f) :=
1
µ(B)
∫
B
f(y) dµ(y).
Moreover, the minimal constant C1 is equivalent to ‖f‖RBLO(µ).
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To prove Theorem 1.10, we also need the following two interpolation results.
Lemma 2.7. Let p ∈ (1, ∞) and T be a sublinear operator bounded from L1(µ) to L1,∞(µ). If there
exists a positive constant C such that, for all (p, 1)λ− atomic blocks b,
‖Tb‖L1(µ) 6 C|b|H1, patb (µ)
,
then T extends to be a bounded sublinear operator from H1(µ) to L1(µ).
The proof of Lemma 2.7 is similar to that of [35, Theorem 1.13], the details being omitted. The
following lemma is just [24, Theorem 1.1].
Lemma 2.8. Suppose that T is a sublinear operator bounded from L∞(µ) to RBMO(µ) and from H1(µ)
to L1,∞(µ). Then T extends boundedly to Lp(µ) for every p ∈ (1, ∞).
Based on the above lemmas, we now turn to the proof of Theorem 2.3.
Proof of Theorem 2.3. We first show (i). Let f ∈ L1(µ) and ℓ ∈ (0, ∞). To prove (i), it suffices to show
that
µ ({x ∈ X : M(f)(x) > ℓ}) . ℓ−1‖f‖L1(µ). (2.3)
By applying Lemma 2.5 and its notation, we see that f = g + h, where h :=
∑
j(fωj − ϕj) =:
∑
j hj.
Obviously, ‖g‖L∞(µ) . ℓ and ‖g‖L1(µ) . ‖f‖L1(µ). This, together with the L
p0(µ) boundedness of M,
implies that
µ({x ∈ X : M(g)(x) > ℓ}) . ℓ−p0‖g‖p0Lp0(µ) . ℓ
−1‖f‖L1(µ).
By Lemma 2.5(i), to prove (2.3), we only need to prove that
µ
x ∈ X \
⋃
j
62Bj
 : M(h)(x) > ℓ

 . ℓ−1 ∫
X
|f(x)| dµ(x). (2.4)
To this end, for each fixed j, let Sj be as in Lemma 2.5(iii) with cSj and rSj being, respectively, its
center and radius, and write∫
X\2Sj
M(hj)(x) dµ(x)
6
∫
X\2Sj
∫ d(x, cSj )+rSj
0
∣∣∣∣∣
∫
d(x, y)<t
K(x, y)hj(y) dµ(y)
∣∣∣∣∣
2
dt
t3
1/2 dµ(x)
+
∫
X\2Sj
[∫ ∞
d(x, cSj )+rSj
· · ·
]1/2
dµ(x) =: I1 + I2,
From (1.3) and (1.4), we deduce that, for any ball B with the center cB, x 6∈ kB with k ∈ (1, ∞) and
y ∈ B,
λ(cB , d(x, cB)) ∼ λ(x, d(x, cB)) ∼ λ(x, d(x, y)), (2.5)
which, together with the Minkowski inequality, (1.3) and (1.5), shows that
I1 .
∫
X\2Sj
∫
X
[∫ d(x, cSj )+rSj
d(x, y)
dt
t3
]1/2
|hj(y)|d(x, y)
λ(x, d(x, y))
dµ(y) dµ(x)
. r
1/2
Sj
[∫
X
|hj(y)| dµ(y)
] ∫
X\2Sj
1
[d(x, cSj )]
1/2λ(x, d(x, cSj ))
dµ(x) . ‖hj‖L1(µ).
For x ∈ X \ 2Sj and y ∈ Sj , it holds true that d(x, y) < d(x, cSj ) + rSj . Thus, by the vanishing moment
of hj and (1.6), we obtain
I2 .
∫
X\2Sj
∣∣∣∣∫
X
[K(x, y)−K(x, cSj )]hj(y) dµ(y)
∣∣∣∣ 1d(x, cSj ) + rSj dµ(x)
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.
∫
X
|hj(y)|
∫
X\2Sj
|K(x, y)−K(x, cSj )|
1
d(x, cSj )
dµ(x) dµ(y) . ‖hj‖L1(µ).
Notice that supp (fωj) ⊂ 6Bj and |ωj | 6 1. From this, the Minkowski inequality, (1.5), (2.5) and
Lemma 2.4, it follows that∫
(2Sj)\62Bj
M(fωj)(x) dµ(x)
.
∫
(2Sj)\62Bj
∫
X
[∫ ∞
d(x, y)
dt
t3
]1/2
|f(y)ωj(y)|d(x, y)
λ(x, d(x, y))
dµ(y)dµ(x)
.
∫
(2Sj)\62Bj
1
λ(cBj , d(x, cBj ))
dµ(x)
∫
6Bj
|f(y)| dµ(y)
. δ(Bj , Sj)
∫
6Bj
|f(y)| dµ(y) .
∫
6Bj
|f(y)| dµ(y). (2.6)
On the other hand, by the Ho¨lder inequality, the Lp0(µ)-boundedness of M and Lemma 2.5(ii), we
conclude that∫
2Sj
M(ϕj)(x) dµ(x) 6
{∫
2Sj
[M(ϕj)(x)]
p0 dµ(x)
}1/p0
[µ(2Sj)]
1/p′0
.
[∫
Sj
|ϕj(x)|
p0 dµ(x)
]1/p0
[µ(Sj)]
1/p′0 .
∫
6Bj
|f(y)| dµ(y),
where 1/p0 + 1/p
′
0 = 1. The above two estimates, together with the estimates for I1 and I2 and Lemma
2.5, show that
µ
x ∈ X \
⋃
j
62Bj
 : M(h)(x) > ℓ


6 ℓ−1
∑
j
∫
X\2Sj
M(hj)(x) dµ(x) +
∑
j
∫
(2Sj)\62Bj
· · ·

. ℓ−1
∑
j
‖hj‖L1(µ) +
∑
j
∫
6Bj
|f(y)| dµ(y)
 . ℓ−1 ∫
X
|f(x)| dµ(x),
which implies (2.4) and hence completes the proof of (i).
To prove (ii), as pointed out in Remark 1.8, since the definition of H1(µ) is independent of the choice
of the constant ρ ∈ (1, ∞), without loss of generality, we may assume that ρ = 2 in Definition 1.6. It
follows, from (i), thatM is bounded from L1(µ) to L1,∞(µ). Thus, by Lemma 2.7, to show (ii), it suffices
to prove that, for all (p0, 1)λ-atomic blocks b,
‖M(b)‖L1(µ) . |b|H1, p0atb (µ)
. (2.7)
Let b :=
∑2
j=1 κjaj be a (p0, 1)λ-atomic block, where, for any j ∈ {1, 2}, supp (aj) ⊂ Bj ⊂ B for some
Bj and B as in Definition 1.6. Write∫
X
M(b)(x) dµ(x)
=
∫
X\2B
M(b)(x) dµ(x) +
∫
2B
· · ·
6
∫
X\2B
M(b)(x) dµ(x) +
2∑
j=1
|κj |
[∫
2Bj
M(aj)(x) dµ(x) +
∫
(2B)\2Bj
· · ·
]
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=: J1 + J2.
By Definition 1.6 and an argument similar to that used in the estimates for I1 and I2, we see that
J1 . ‖b‖L1(µ) . |b|H1, p0atb (µ)
. (2.8)
From the Ho¨lder inequality, the Lp0(µ) boundedness of M and Definition 1.6(iii), it follows that, for
each fixed j, ∫
2Bj
M(aj)(x) dµ(x) 6 ‖M(aj)‖Lp0(µ)[µ(2Bj)]
1/p′0
. ‖aj‖Lp0(µ)[µ(2Bj)]
1/p′0 . 1. (2.9)
Similar to the estimate for (2.6), by Definition 1.6(iii), we have∫
(2S)\2Bj
M(aj)(x) dµ(x) .
∫
(2S)\2Bj
1
λ(cBj , d(x, cBj ))
dµ(x)‖aj‖L1(µ)
. δ(Bj , S)‖aj‖L1(µ) . 1.
Combining the above estimates, we see that
J2 . |κ1|+ |κ2| ∼ |b|H1, p0atb (µ)
,
which, together with (2.8), implies (2.7) and hence completes the proof of (ii).
We now prove (iii). First, we claim that there exists a positive constant C such that, for any f ∈ L∞(µ)
and (6, β6)-doubling ball B,
1
µ(B)
∫
B
M(f)(y) dµ(y) 6 C‖f‖L∞(µ) + inf
y∈B
M(f)(y). (2.10)
To prove this, we decompose f as
f(x) = fχ5B + fχX\5B =: f1 + f2.
By the Ho¨lder inequality and Lp0(µ) boundedness of M, we have
1
µ(B)
∫
B
M(f1)(y) dµ(y) 6
1
[µ(B)]1/p0
{∫
X
[M(f1)(y)]
p0 dµ(y)
}1/p0
.
[µ(5B)]1/p0
[µ(B)]1/p0
‖f‖L∞(µ) . ‖f‖L∞(µ). (2.11)
Noticing that, for y ∈ B and z ∈ X \ 5B, it holds true that d(y, z) > rB . By the Minkowski inequality,
(1.3) and (1.5), we conclude that, for any y ∈ B,
M(f2)(y) =
∫ ∞
rB
∣∣∣∣∣
∫
d(y, z)<t
K(y, z)f2(z) dµ(z)
∣∣∣∣∣
2
dt
t3
1/2
6
∫ ∞
rB
∣∣∣∣∣
∫
d(y, z)<t
K(y, z)f(z) dµ(z)
∣∣∣∣∣
2
dt
t3
1/2
+
∫ ∞
rB
∣∣∣∣∣
∫
d(y, z)<t
K(y, z)f1(z) dµ(z)
∣∣∣∣∣
2
dt
t3
1/2
6M(f)(y) +
∫ ∞
rB
∣∣∣∣∣
∫
d(y, z)<6rB
K(y, z)f1(z) dµ(z)
∣∣∣∣∣
2
dt
t3
1/2
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6M(f)(y) + C‖f‖L∞(µ)r
−1
B
∫
d(y, z)<6rB
d(y, z)
λ(y, d(y, z))
dµ(z)
6M(f)(y) + C‖f‖L∞(µ), (2.12)
where C is a positive constant independent of f and y. Thus, the proof of the estimate (2.10) can be
reduced to proving that, for all x, y ∈ B,
|M(f2)(x) −M(f2)(y)| . ‖f‖L∞(µ). (2.13)
To this end, write
|M(f2)(x) −M(f2)(y)|
6
∫ ∞
0
∣∣∣∣∣
∫
d(x, z)<t
K(x, z)f2(z) dµ(z)−
∫
d(y, z)<t
K(y, z)f2(z) dµ(z)
∣∣∣∣∣
2
dt
t3
1/2
6

∫ ∞
0
[∫
d(y, z)<t6d(x, z)
|K(y, z)||f2(z)| dµ(z)
]2
dt
t3

1/2
+

∫ ∞
0
[∫
d(x, z)<t6d(y, z)
|K(x, z)||f2(z)| dµ(z)
]2
dt
t3

1/2
+

∫ ∞
0
[∫
max{d(y, z), d(x, z)}<t
|K(y, z)−K(x, z)||f2(z)| dµ(z)
]2
dt
t3

1/2
=: M1 +M2 +M3.
Applying the Minkowski inequality, (1.3), (1.5) and (2.5), we conclude that, for all x, y ∈ B,
M1 .
∫
X
|f2(z)|d(y, z)
λ(y, d(y, z))
[∫
d(y, z)<t6d(x, z)
dt
t3
]1/2
dµ(z)
. ‖f‖L∞(µ)
∫
X\5B
rB
1/2
[d(z, cB)]1/2λ(cB , d(z, cB))
dµ(z) . ‖f‖L∞(µ).
Similarly, M2 . ‖f‖L∞(µ). Another application of the Minkowski inequality and (1.6) shows that
M3 .
∫
X
|K(y, z)−K(x, z)||f2(z)|
[∫
max{d(y, z), d(x, z)}<t
dt
t3
]1/2
dµ(z)
. ‖f‖L∞(µ)
∫
X\5B
|K(y, z)−K(x, z)|
d(z, cB)
dµ(z) . ‖f‖L∞(µ).
Combining the estimates for M1, M2 and M3, we obtain (2.13). Thus, (2.10) holds true.
By (2.10), for f ∈ L∞(µ), if M(f)(x0) < ∞ for some point x0 ∈ X , then M(f) is finite µ-almost
everywhere and, in this case,
1
µ(B)
∫
B
[
M(f)(x)− ess inf
x∈B
M(f)(x)
]
dµ(x) . ‖f‖L∞(µ),
provided that B is a (6, β6)-doubling ball. To prove thatM(f) ∈ RBLO(µ), by Lemma 2.6, we still need
to prove that M(f) satisfies (2.2). Let B ⊂ S be any two (6, β6)-doubling balls. For any x ∈ B and
y ∈ S, we write
M(f)(x) .M(fχ5B)(x) +M(fχ(5S)\5B)(x)
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+
[
M(fχX\5S)(x) −M(fχX\5S)(y)
]
+M(fχX\5S)(y).
By an estimate similar to that of (2.12), for all y ∈ S, we have
M(fχX\5S)(y) 6M(f)(y) + C‖f‖L∞(µ),
where C is a positive constant independent of f and y. On the other hand, by the estimate same as that
of (2.13), for all x, y ∈ S, we see that
|M(fχX\5S)(x) −M(fχX\5S)(y)| . ‖f‖L∞(µ).
For all x ∈ B, by the Minkowski inequality, (1.5), (2.5) and Lemma 2.4, we obtain
M(fχ(5S)\5B)(x) .
∫
X
[∫ ∞
d(x, y)
dt
t3
]1/2
|fχ(5S)\5B(y)|d(x, y)
λ(x, d(x, y))
dµ(y)
. ‖f‖L∞(µ)
∫
(5S)\B
1
λ(cB , d(z, cB))
dµ(z)
. [1 + δ(B, S)]‖f‖L∞(µ). (2.14)
Therefore, for any x ∈ B and y ∈ S, we find that
M(f)(x) .M(fχ5B)(x) +M(f)(y) + [1 + δ(B, S)]‖f‖L∞(µ).
Taking mean value over B for x and over S for y, we conclude that
mB(M(f))−mS(M(f)) . [1 + δ(B, S)]‖f‖L∞(µ),
where we used (2.11). This finishes the proof of Theorem 2.3(iii).
Notice that RBLO(µ) ⊂ RBMO(µ). It then follows, from (ii), (iii) and Lemma 2.8, thatM is bounded
on Lp(µ) for all p ∈ (1, ∞), which implies (iv) and hence completes the proof of Theorem 2.3.
3 Proof of Theorem 1.10
To prove Theorem 1.10, we need some maximal functions in [1,17] as follows. Let f ∈ L1loc (µ) and x ∈ X .
The non-centered doubling Hardy-Littlewood maximal function N(f)(x) and the sharp maximal function
M ♯(f)(x) are, respectively, defined by setting,
N(f)(x) := sup
B∋x
B (6, β6)−doubling
1
µ(B)
∫
B
|f(y)| dµ(y)
and
M ♯(f)(x) := sup
B∋x
1
µ(5B)
∫
B
|f(y)−mB˜(f)| dµ(y)
+ sup
x∈B⊂S
B, S (6, β6)−doubling
|mB(f)−mS(f)|
1 + δ(B, S)
.
Moreover, for all r ∈ (0, ∞), the operators M ♯r and Nr are defined, respectively, by setting, for all
f ∈ Lrloc (µ) and x ∈ X ,
M ♯r(f)(x) := {M
♯(|f |r)(x)}
1
r (3.1)
and
Nr(f) := [N(|f |
r)]1/r. (3.2)
14 Lin H et al. Sci China Math January 2012 Vol. 55 No. 1
By the Lebesgue differentiation theorem, we see that, for µ-almost every x ∈ X ,
|f(x)| 6 N(f)(x); (3.3)
see [17, Corollary 3.6]. Moreover, it follows, from [17, Proposition 3.5], that, for any p ∈ [1, ∞), Nf is
bounded from Lp(µ) to Lp,∞(µ).
The following two technical lemmas were, respectively, [24, Lemmas 3.2 and 3.3].
Lemma 3.1. Let p ∈ [1, ∞) and f ∈ L1loc(µ) such that
∫
X
f(x) dµ(x) = 0 if µ(X ) < ∞. If, for any
R ∈ (0, ∞),
sup
ℓ∈(0,R)
ℓpµ({x ∈ X : N(f)(x) > ℓ}) <∞,
then there exists a positive constant C, independent of f , such that
sup
ℓ∈(0,∞)
ℓpµ({x ∈ X : N(f)(x) > ℓ}) 6 C sup
ℓ∈(0,∞)
ℓpµ
({
x ∈ X : M ♯(f)(x) > ℓ
})
.
Lemma 3.2. Let r ∈ (0, 1) and Nr(f) be as in (3.2). Then, for any p ∈ [1, ∞), there exists a positive
constant C, depending on r, such that, for any suitable function f and ℓ ∈ (0, ∞),
µ({x ∈ X : Nr(f)(x) > ℓ}) 6 Cℓ
−p sup
τ∈[ℓ,∞)
τpµ({x ∈ X : |f(x)| > τ}).
Lemma 3.3. Let r ∈ (0, 1), K satisfy (1.5) and (1.6), and M be as in (1.7). If M is bounded from
H1(µ) into L1(µ), then there exists a positive constant C, depending on r, such that, for any ρ ∈ (1, ∞),
ball B and function a ∈ L∞(µ) supported on B,
1
µ(ρB)
∫
B
[M(a)(x)]r dµ(x) 6 C‖a‖rL∞(µ). (3.4)
Proof. Without loss of generality, we may assume that ρ = 2. For any given ball B := B(cB , rB), we
consider the following two cases on rB.
Case (i) rB 6 diam ( suppµ)/40. We use the same notation as in the proof of [26, Lemma 3.1]. Let
S be the smallest ball of the form 6jB such that µ(6jB \ 2B) > 0 with j ∈ N. Thus, µ(6−1S \ 2B) = 0
and µ(S \ 2B) > 0. This leads to µ(S \ (6−1S ∪ 2B)) > 0 and B˜ ⊂ S˜. By this and [17, Lemma 3.3], we
choose x0 ∈ S \ (6
−1S ∪ 2B) such that the ball center at x0 with the radius 6
−krS for some integer k > 2
is (6, β6)-doubling. Let B0 be the largest ball of this form. Then, it is easy to show that B0 ⊂ 2S and
d(B0, B) > rB/2. It was proved, in the proof of [26, Lemma 3.1], that δ(B, 2S) . 1 and δ(B0, 2S) . 1,
which imply that δ(B, 2˜S) . 1 and δ(B0, 2˜S) . 1.
For any a ∈ L∞(µ) supported on B, set
CB0 := −
1
µ(B0)
∫
X
a(x) dµ(x) and b := a+ CB0χB0 .
It is easy to see that b is an (∞, 1)λ-atomic block with supp (b) ⊂ 2S and
∫
X
b(x) dµ(x) = 0. Moreover,
by the choice of CB0 , the doubling property of B0 and the assumption of a, we have
|CB0 |µ(2B0) . |CB0 |µ(B0) . ‖a‖L1(µ) . ‖a‖L∞(µ)µ(2B), (3.5)
which further shows that
‖b‖H1,∞atb (µ)
6 [1 + δ(B, 2S)]‖a‖L∞(µ)µ(2B) + [1 + δ(B0, 2S)]|CB0 |µ(2B0) . ‖a‖L∞(µ)µ(2B).
Notice that, for any x ∈ B and y ∈ B0, it holds true that d(x, y) > rB/2. It then follows, from the
Minkowski inequality, (1.5), (1.3), (1.4) and (3.5), that, for any x ∈ B,
M(CB0χB0)(x) =
∫ ∞
0
∣∣∣∣∣
∫
d(x, y)<t
K(x, y)CB0χB0(y) dµ(y)
∣∣∣∣∣
2
dt
t3
1/2
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. |CB0 |
∫
B0
[∫ ∞
d(x, y)
dt
t3
]1/2
d(x, y)
λ(x, d(x, y))
dµ(y)
. |CB0 |
µ(B0)
λ(x, rB)
.
‖a‖L∞(µ)µ(2B)
λ(cB , rB)
. ‖a‖L∞(µ).
On the other hand, by the boundedness from H1(µ) to L1(µ) ofM, together with the Ho¨lder inequality,
we see that, for any r ∈ (0, 1), there exists a positive constant Cr, depending on r, such that, for all
b ∈ H1(µ) and balls B, ∫
B
[M(b)(x)]r dµ(x) 6 Cr
‖b‖rH1(µ)
[µ(B)]r−1
.
Combining the above estimates, we see that∫
B
[M(a)(x)]r dµ(x) 6
∫
B
[M(b)(x)]r dµ(x) +
∫
B
[M(CB0χB0)]
r dµ(x)
.
‖b‖rH1(µ)
[µ(B)]r−1
+ µ(B)‖a‖rL∞(µ) . µ(2B)‖a‖
r
L∞(µ). (3.6)
Case (ii) rB > diam ( suppµ)/40. In this case, without loss of generality, we may assume that rB 6
8 diam ( suppµ). Then Remark 1.4(ii) tells us that B ∩ suppµ is covered by finite number balls {Bj}
N
j=1
with radius rB/800, where N ∈ N. For j ∈ {1, . . . , N} and a as Lemma 3.3, we define aj :=
χBj∑
N
k=1 χBk
a.
By the argument used in Case (i), we see that (3.6) also holds true, if we replace B and a by 2Bj and
aj , respectively. It then follows that∫
B
[M(a)(x)]r dµ(x) 6
N∑
j=1
∫
2Bj
[M(aj)(x)]
r dµ(x)
.
N∑
j=1
µ(4Bj)‖aj‖
r
L∞(µ) . µ(2B)‖a‖
r
L∞(µ),
which, combined with (3.6), completes the proof of Lemma 3.3.
Lemma 3.4. Let r ∈ (0, 1), K satisfy (1.5) and (1.6), and M be as in (1.7). Suppose that M is bounded
from H1(µ) into L1(µ), or from L1(µ) into L1,∞(µ). Then, there exists a positive constant Cr, depending
on r, such that, for all f ∈ L∞b (µ),
‖M ♯r(M(f))‖L∞(µ) 6 Cr‖f‖L∞(µ). (3.7)
Proof. For any ball B ⊂ X and r ∈ (0, 1), set
hB, r := mB([M(fχX\2B)]
r).
Observe that, for any ball B ⊂ X ,
1
µ(5B)
∫
B
|[M(f)(x)]r −mB˜([M(f)]
r)| dµ(x)
6
1
µ(5B)
∫
B
|[M(f)(x)]r − hB, r| dµ(x) + |hB, r − hB˜, r|
+
1
µ(B˜)
∫
B˜
|[M(f)(x)]r − hB˜, r| dµ(x)
and, for two doubling balls B ⊂ S,
|mB([M(f)]
r)−mS([M(f)]
r)|
6 |mB([M(f)]
r)− hB, r|+ |hB, r − hS, r|+ |hS, r −mS([M(f)]
r)|.
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Therefore, to show (3.7), it suffices to prove that, for all balls B ⊂ X ,
D1 :=
1
µ(5B)
∫
B
|[M(f)(x)]r − hB, r| dµ(x) . ‖f‖
r
L∞(µ) (3.8)
and, for all balls B ⊂ S ⊂ X with S being (6, β6)-doubling ball,
D2 := |hB, r − hS, r| . [1 + δ(B, S)]
r‖f‖rL∞(µ). (3.9)
To prove (3.8), from the trivial inequality, ||a|r − |b|r| 6 |a− b|r for all a, b ∈ C and r ∈ (0, 1), and the
fact that M is sublinear, we deduce that
D1 6
1
µ(5B)
∫
B
|[M(f)(x)]r − [M(fχX\2B)(x)]
r | dµ(x)
+
1
µ(5B)
∫
B
|[M(fχX\2B)(x)]
r − hB, r| dµ(x)
6
1
µ(5B)
∫
B
[M(fχ2B)(x)]
r dµ(x)
+
1
µ(B)
1
µ(5B)
∫
B
∫
B
|M(fχX\2B)(x) −M(fχX\2B)(y)|
r dµ(y) dµ(x)
=: D1, 1 +D1, 2.
For the term D1, 1, we consider the following two cases.
Case (i) M is bounded from H1(µ) into L1(µ). By Lemma 3.3, we have
D1, 1 6
1
µ(5B)
∫
2B
[M(fχ2B)(x)]
r dµ(x) . ‖fχ2B‖
r
L∞(µ) 6 ‖f‖
r
L∞(µ).
Case (ii) M is bounded from L1(µ) into L1,∞(µ). By the Kolmogorov inequality (see [10, p. 102]), we
conclude that
D1, 1 6
[µ(2B)]1−r
µ(5B)
‖fχ2B‖
r
L1(µ) . ‖f‖
r
L∞(µ).
Therefore, D1, 1 . ‖f‖
r
L∞(µ).
For the term D1, 2, by an argument used in the estimate for (2.13), we see that, for all x, y ∈ B,
|M(fχX\2B)(x) −M(fχX\2B)(y)| . ‖f‖L∞(µ), which implies that D1, 2 . ‖f‖
r
L∞(µ).
Combining the estimates for D1, 1 and D1, 2, we obtain the desired estimate (3.8).
Now we prove (3.9). Write
|hB, r − hS, r| = |mB([M(fχX\2B)]
r)−mS([M(fχX\2S)]
r)|
6 |mB([M(fχ4S\2B)]
r)|+ |mS([M(fχ4S\2S)]
r)|
+ |mB([M(fχX\4S)]
r)−mS([M(fχX\4S)]
r)|
=: D2, 1 +D2, 2 +D2, 3.
Similar to the estimate for (2.14), we see that, for all x ∈ B,M(fχ4S\2B)(x) . [1+ δ(B, S)]‖f‖L∞(µ),
which further implies that D2, 1 . [1 + δ(B, S)]
r‖f‖rL∞(µ).
To estimate D2, 2, notice that S is a (6, β6)-doubling ball. Then, similar to the estimate for D1, 1, we
have
D2, 2 .
1
µ(6S)
∫
4S
[M(fχ4S\2S)(x)]
r dµ(x) . ‖f‖rL∞(µ).
Similar to the estimate for D1, 2, it is easy to see that D2, 3 . ‖f‖
r
L∞(µ), which, together with the
estimates for D2, 1 and D2, 2, implies (3.9) and hence completes the proof of Lemma 3.4.
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Proof of Theorem 1.10. By Theorem 2.3, we have already known that (i) implies (ii), (iii) and (iv).
Obviously, (iii) implies (i). Therefore, to prove Theorem 1.10, it suffices to prove that (ii) implies (iii)
and (iv) implies (iii).
To prove (ii) implies (iii), by the Marcinkiewicz interpolation theorem, we only need to prove that, for
all f ∈ Lp(µ) with p ∈ (1, ∞) and ℓ ∈ (0, ∞),
µ({x ∈ X : M(f)(x) > ℓ}) . ℓ−p‖f‖pLp(µ). (3.10)
Let r ∈ (0, 1) and Nr be as in (3.2). Notice that M(f) 6 Nr(M(f)) µ-almost everywhere on X and
L∞b (µ) is dense in L
p(µ) for all p ∈ (1, ∞). Then, by a standard density argument, to prove (3.10), it
suffices to prove that, for all f ∈ L∞b (µ) and p ∈ (1, ∞),
sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f))(x) > ℓ}) . ‖f‖
p
Lp(µ). (3.11)
To this end, we consider the following two cases for µ(X ).
Case (i) µ(X ) = ∞. Fix ℓ ∈ (0, ∞). For any f ∈ L∞b (µ), we split f into f1 and f2 with f1 :=
fχ{y∈X : |f(y)|>ℓ} and f2 := fχ{y∈X : |f(y)|6ℓ}. It is easy to see that
‖f1‖L1(µ) 6 ℓ
1−p‖f‖pLp(µ), ‖f2‖L1(µ) 6 ‖f‖L1(µ) and ‖f2‖L∞(µ) 6 ℓ. (3.12)
For each r ∈ (0, 1), let M ♯r be as in (3.1). From Lemma 3.4 and (3.12), it follows that
‖M ♯r(M(f2))‖L∞(µ) . ‖f2‖L∞(µ) . ℓ.
Hence, if c0 is a sufficiently large constant, we have
µ({x ∈ X : M ♯r(M(f2))(x) > c0ℓ}) = 0. (3.13)
On the other hand, by (3.12), together with the boundedness from L1(µ) into L1,∞(µ) ofM and Lemma
3.2, we see that, for any p ∈ (1, ∞) and R ∈ (0,∞),
sup
ℓ∈(0,R)
ℓpµ ({x ∈ X : Nr(M(f2))(x) > ℓ})
. sup
ℓ∈(0,R)
ℓp−1 sup
τ∈[ℓ,∞)
τµ({x ∈ X : M(f2)(x) > τ}) <∞.
It then follows, from the fact that Nr ◦ M is quasi-linear, Lemma 3.1 and (3.13), that there exists a
positive constant C such that
sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f))(x) > Cc0ℓ})
6 sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f2))(x) > c0ℓ})
+ sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f1))(x) > c0ℓ})
. sup
ℓ∈(0,∞)
ℓpµ
({
x ∈ X : M ♯r(M(f2))(x) > c0ℓ
})
+ sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f1))(x) > c0ℓ})
∼ sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f1))(x) > ℓ}) . (3.14)
By the boundedness from L1(µ) into L1,∞(µ) of N , the boundedness from L1(µ) into L1,∞(µ) ofM and
(3.12), we conclude that
µ({x ∈ X : Nr(M(f1))(x) > ℓ})
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6 µ
({
x ∈ X : N
(
[M(f1)]
rχ
{y∈X : (M(f1))(y)>ℓ/2
1
r }
)
(x) >
ℓr
2
})
. ℓ−r
∫
X
[
M(f1)(x)χ
{y∈X : M(f1)(y)>ℓ/2
1
r }
(x)
]r
dµ(x)
. ℓ−rµ
({
x ∈ X : M(f1)(x) > ℓ/2
1
r
})∫ ℓ/2 1r
0
sr−1 ds
+ ℓ−r
∫ ∞
ℓ/2
1
r
sr−1µ({x ∈ X : M(f1)(x) > s}) ds
. µ
({
x ∈ X : M(f1)(x) > ℓ/2
1
r
})
+
1
ℓ
sup
s>ℓ/2
1
r
sµ({x ∈ X : M(f1)(x) > s})
.
‖f1‖L1(µ)
ℓ
. ℓ−p‖f‖pLp(µ), (3.15)
which, together with (3.14), implies (3.11).
Case (ii) µ(X ) < ∞. In this case, we assume that f ∈ L∞b (µ). For each fixed ℓ ∈ (0, ∞), with the
same notation f1 and f2 as in Case (i), we have f := f1 + f2. Let r ∈ (0, 1). We claim that
F :=
1
µ(X )
∫
X
[M(f2)(x)]
r dµ(x) . ℓr. (3.16)
Indeed, by the boundedness from L1(µ) into L1,∞(µ) of M, we have∫
X
[M(f2)(x)]
r dµ(x)
= r
∫ ‖f2‖L1(µ)/µ(X )
0
tr−1µ ({x ∈ X : M(f2)(x) > t}) dt+ r
∫ ∞
‖f2‖L1(µ)/µ(X )
· · ·
. µ(X )
∫ ‖f2‖L1(µ)/µ(X )
0
tr−1 dt+ ‖f2‖L1(µ)
∫ ∞
‖f2‖L1(µ)/µ(X )
tr−2 dt
. [µ(X )]1−r‖f2‖
r
L1(µ) . µ(X )ℓ
r ,
which implies (3.16).
Observe that
∫
X ([M(f2)(x)]
r − F) dµ(x) = 0 and, for any R ∈ (0, ∞),
sup
ℓ∈(0,R)
ℓpµ ({x ∈ X : N([M(f2)]
r − F)(x) > ℓ}) 6 Rpµ(X ) <∞.
It then follows, from Lemma 3.1, M ♯r(F) = 0, (3.13) and (3.15), that there exists a positive constant c˜
such that
sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f))(x) > c˜c0ℓ})
6 sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : N([M(f2)]
r − F)(x) > (c0ℓ)
r})
+ sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f1))(x) > c0ℓ})
. sup
ℓ∈(0,∞)
ℓpµ
({
x ∈ X : M ♯r(M(f2))(x) > c0ℓ
})
+ sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f1))(x) > c0ℓ})
∼ sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f1))(x) > ℓ}) . ‖f‖
p
Lp(µ),
where, in the first inequality, we chose c0 large enough such that F 6 (c0ℓ)
r. This finishes the proof that
(ii) implies (iii).
Lin H et al. Sci China Math January 2012 Vol. 55 No. 1 19
Now we prove that (iv) implies (iii). To this end, we consider the following two cases for µ(X ).
Case (I) µ(X ) = ∞. In this case, let L∞b, 0(µ) :=
{
f ∈ L∞b (µ) :
∫
X f(x) dµ(x) = 0
}
. Then, L∞b, 0(µ) is
dense in Lp(µ) for all p ∈ (1,∞). Therefore, it suffices to prove that (3.11) holds true for all f ∈ L∞b, 0(µ)
and p ∈ (1, ∞).
For each fixed ℓ ∈ (0, ∞), applying Lemma 2.5, we conclude that f = g + h, where h is as in Lemma
2.5 and g := f − h, such that
‖g‖L∞(µ) . ℓ, (3.17)
and
h ∈ H1(µ), ‖h‖H1(µ) . ℓ
1−p‖f‖pLp(µ). (3.18)
For each r ∈ (0, 1), let M ♯r be as in (3.1). Similar to (3.13), if c˜0 is a sufficiently large constant, we then
have
µ({x ∈ X : M ♯r(M(g))(x) > c˜0ℓ}) = 0. (3.19)
On the other hand, since both f and h belong to H1(µ), we see that g ∈ H1(µ) and
‖g‖H1(µ) 6 ‖f‖H1(µ) + ‖h‖H1(µ) . ‖f‖H1(µ) + ℓ
1−p‖f‖pLp(µ),
which, together with the boundedness from H1(µ) into L1(µ) ofM and Lemma 3.2, implies that, for any
p ∈ (1, ∞) and R ∈ (0, ∞),
sup
ℓ∈(0, R)
ℓpµ ({x ∈ X : Nr(M(g))(x) > ℓ})
. sup
ℓ∈(0, R)
ℓp−1 sup
τ∈[ℓ,∞)
τµ({x ∈ X : M(g)(x) > τ}) <∞.
By some estimates similar to those of (3.14) and (3.15), via the boundedness of M from H1(µ) into
L1(µ) and (3.18), we conclude that there exists a positive constant C such that
sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(f))(x) > Cc˜0ℓ}) . sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(h))(x) > ℓ})
. sup
ℓ∈(0,∞)
ℓp
‖h‖H1(µ)
ℓ
. ‖f‖pLp(µ),
which implies that (3.11) holds true for all f ∈ L∞b, 0(µ) and p ∈ (1, ∞).
Case (II) µ(X ) <∞. In this case, we assume that f ∈ L∞b (µ). Notice that, if ℓ ∈ (0, ℓ0], where ℓ0 is as
in Lemma 2.5, then (3.10) holds true trivially. Thus, we only need to consider the case when ℓ ∈ (ℓ0, ∞).
For each fixed ℓ ∈ (ℓ0, ∞), applying Lemma 2.5, we see that f = g + h with g and h satisfying (3.17)
and (3.18), respectively. Let r ∈ (0, 1). We claim that
G :=
1
µ(X )
∫
X
[M(g)(x)]r dµ(x) . ℓr. (3.20)
Indeed, since µ(X ) < ∞, we regard X as a ball and the constant function having value [µ(X )]−1 as a
(p, 1)λ-atomic block, respectively. By (3.17), we have
g0 := g −
1
µ(X )
∫
X
g(x) dµ(x) ∈ H1(µ) and ‖g0‖H1(µ) . ℓ.
It then follows, from the Ho¨lder inequality, the boundedness from H1(µ) into L1(µ) of M and (3.17),
that ∫
X
[M(g)(x)]r dµ(x)
6 [µ(X )]1−r
[∫
X
M(g)(x) dµ(x)
]r
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6 [µ(X )]1−r
{∫
X
M(g0)(x) dµ(x) + ℓµ(X )
∫
X
M([µ(X )]−1)(x) dµ(x)
}r
.
{
‖g0‖H1(µ) + ℓ‖[µ(X )]
−1‖H1(µ)
}r
. ℓr,
which implies (3.20).
Notice that
∫
X
([M(g)(x)]r −G) dµ(x) = 0 and, for any R ∈ (0, ∞),
sup
ℓ∈(0,R)
ℓpµ ({x ∈ X : N([M(g)]r −G)(x) > ℓ}) 6 Rpµ(X ) <∞.
Therefore, from an argument similar to that used in Case (ii), together with Lemma 3.1, M ♯r(G) = 0 and
(3.19), we deduce that
sup
ℓ∈(ℓ0,∞)
ℓpµ ({x ∈ X : Nr(M(f))(x) > ℓ})
. sup
ℓ∈(0,∞)
ℓpµ ({x ∈ X : Nr(M(h))(x) > ℓ}) . ‖f‖
p
Lp(µ),
which completes the proof that (iv) implies (iii) and hence the proof of Theorem 1.10.
4 Proof of Theorem 1.11
To prove Theorem 1.11, we need the following lemma, which is a corollary of [23, Lemma 3.2].
Lemma 4.1. Let η ∈ (1, ∞) and β6 be as in (2.1). Then, there exists a positive constant C such that,
for all f ∈ RBMO(µ) and balls B,
1
µ(ηB)
∫
B
∣∣f(y)−mB˜(f)∣∣ dµ(y) 6 C‖f‖RBMO(µ) (4.1)
and, for all (6, β6)-doubling balls B ⊂ S,
|mB(f)−mS(f)| 6 C[1 + δ(B, S)]‖f‖RBMO(µ). (4.2)
Proof of Theorem 1.11. From Theorems 1.10 and 2.3, we deduce Theorem 1.11(i) immediately. To prove
Theorem 1.11(ii), we first claim that, for all f ∈ L∞b (µ) with supp f ⊂ B,∫
B
M(f)(x) dµ(x) . µ(2B)‖f‖L∞(µ). (4.3)
We consider the following two cases for rB .
Case (i) rB 6 diam( suppµ)/40. In this case, choose η = 2 in Lemma 4.1. It then follows, from
Lemma 4.1 and (1.8), that∫
B
∣∣M(f)(x)−mB˜(M(f))∣∣ dµ(x) . µ(2B)‖M(f)‖RBMO(µ) . µ(2B)‖f‖L∞(µ).
Therefore, the proof of (4.3) is reduced to showing∣∣mB˜(M(f))∣∣ . ‖f‖L∞(µ). (4.4)
Let S, B0 be the same notation as in the proof of Lemma 3.3. Recall that δ(B, 2S) . 1, δ(B0, 2S) . 1,
δ(B, 2˜S) . 1 and δ(B0, 2˜S) . 1. By this, together with Lemmas 2.4 and 4.1, we see that∣∣mB0(M(f))−mB˜(M(f))∣∣ 6 ∣∣mB0(M(f)−m2˜S(M(f))∣∣+ ∣∣m2˜S(M(f))−mB˜(M(f))∣∣
6
[
2 + δ(B0, 2˜S) + δ(B˜, 2˜S)
]
‖M(f)‖RBMO(µ) . ‖f‖L∞(µ),
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which further implies that, to prove (4.4), it suffices to prove that
|mB0(M(f))| . ‖f‖L∞(µ). (4.5)
Notice that, for all y ∈ B0 and z ∈ B, it holds true that d(y, z) > rB/2 and hence d(cB , y) 6 d(cB , z) +
d(z, y) . d(y, z). By the Minkowski inequality, (1.5), (1.3), (1.4) and the fact that supp f ⊂ B, we
conclude that, for all y ∈ B0,
M(f)(y) =
∫ ∞
0
∣∣∣∣∣
∫
d(y, z)<t
K(y, z)f(z) dµ(z)
∣∣∣∣∣
2
dt
t3
1/2
. ‖f‖L∞(µ)
∫
B
[∫ ∞
d(y, z)
dt
t3
]1/2
d(y, z)
λ(y, d(y, z))
dµ(z)
. ‖f‖L∞(µ)
∫
B
1
λ(cB , d(y, z))
dµ(z) . ‖f‖L∞(µ)
µ(B)
λ(cB, rB)
. ‖f‖L∞(µ),
which implies (4.5). Hence, (4.3) holds true in this case.
Case (ii) rB > diam ( suppµ)/40. In this case, the argument is almost the same as the one of Case (ii)
in the proof of Lemma 3.3. We omit the details, which shows that the claim (4.3) also holds true in this
case.
Now based on the claim (4.3), we prove Theorem 1.11(ii). Take ρ = 4 and p = ∞ in Definition 1.6.
By the definition of H1,∞fin (µ), it suffices to show that, for any (∞, 1)λ-atomic block b,
‖M(b)‖L1(µ) . |b|H1,∞atb (µ)
. (4.6)
By the argument used in the estimate for (2.7), we see that (4.6) holds true if we replace any (p0, 1)λ-
atomic block and (2.9) by an (∞, 1)λ-atomic block and (4.3), respectively. We omit the details, which
completes the proof of Theorem 1.11.
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