We propose a workflow to assess the uncertainty about a global reservoir parameter such as net-to-gross during early exploration. As opposed to traditional statistical approaches that assume data independence and cannot easily account for either seismic data or geological interpretation, this model, based on multiple point statistics, integrates the main components of uncertainty, namely:
Introduction
Advances in deep water drilling technologies have cleared the path for new domains of hydrocarbon exploration. The appraisal of such deep offshore reservoirs is a high risk exercise: in addition to political and economical unknows, the sparsity of early exploration data compounds with the geological complexity of turbiditic formations, making any global reserve estimate highly uncertain.
However, early in the appraisal stage, corporate decisions must be made about developing the field by drilling one or several new wells, or just abandoning the field and moving on to a safer prospect. Decision science provides tools to address this type of issue 1 , but calls for a sound assessment of uncertainty about the reservoir potential. In deep offshore reservoirs, the uncertainty on the oil in place is controlled in great part by the reservoir geometry and the pore volume, the latter depending on the net-to-gross (NTG).
At this stage, such global quantities can only be estimated from 3D seismic and a small number of exploratory wells.
Dynamic information about the reservoir is not yet available: no production or well test data can be used to constrain the petrophysical model. Moreover, the wells are typically drilled in likely high-pay areas, which may introduce a bias in the global estimates.
In this article, we propose a new framework to quantify the uncertainty of such a global reservoir parameter. We first state the difficulty of assessing the uncertainty of a global event that has, by definition, no replicates in space or time; we point out that statistical techniques commonly used for that purpose rely on unrealistic data independence hypothesis and cannot handle jointly the different types of early exploration information available (wells, seismic, and geological interpretation). Then, we present our uncertainty assessment framework, which accounts for all data available and for the geological scenario(s) inferred from these data, the latter being a significant component of uncertainty. This model is demonstrated on a synthetic, exhaustively known reservoir for assessing the uncertainty on its net-to-gross.
Uncertainty assessment
Uncertainty assessment is an uneasy endeavor 2, 3 because it forces us to face our ignorance and then to quantify this ignorance. Even when abundant and reliable information are available, e.g., for mature reservoirs, uncertainty should not be disregarded in decision making 4 . This remark is even more relevant during early exploration of petroleum prospects 5, 6 .
What is an appropriate statement of uncertainty? By definition, uncertainty cannot be objectively measured or even checked. It is simply not possible to verify objectively the truth of a statement like "given the available data, the probability for the NTG being lower than 0.15 is 10%". Such a statement necessarily results from retaining a particular distribution model and from the choice of its parameters. This model and its parameters completely determine the results obtained, and they cannot ever be fully objective. Being subjective, a statement of uncertainty calls for a clear and honest description of the model used and for a justification of the parameters input to that model. This is the only way to judge whether a statement of uncertainty is appropriate for the problem at hand. Subjectivity in itself is not "good" or "bad": it just needs to be supported by sound expertise. Global uncertainty assessment. Assessing the uncertainty about a global reservoir parameter such as NTG is an even more challenging task 5, 6, 7 7 . That challenge is similar to that of assessing the probability of the faces of a specific and loaded dice based on one single toss of that dice.
Statistical methods have been defined to answer this type of issue 8 . Typically, these methods are based on some rearrangement of the available information (bootstrap methods 9 ) or use some analytical distribution whose parameters are determined from the observations (e.g., Dirichlet 10 ). When applied to our global NTG assessment problem, these methods have significant limitations :
• They only provide a model for the variability of the global estimate, not that of the unknown actual value. They result in a confidence interval for the global estimate given the true value. We actually need the probability distribution of the unknown true value given the observed data and some estimate drawn from these data.
• They cannot easily handle well data together with seismic data, the latter being an essential piece of information at appraisal stage.
• They consider that the observed well data are representative of the whole reservoir, while wells are drilled in potentially high-pay zones as determined from the seismic image of the reservoir.
• They assume statistical independence between well data, a hypothesis that is never met in practice: geological formations always display spatial patterns, hence geological data are always spatially correlated. Discounting spatial dependency is not a safe choice, and is likely to produce too narrow uncertainty ranges. It has been shown 6 that both bootstrap and the corresponding Dirichlet formulation could indeed lead to over-optimistic confidence intervals. Geostatistical methods 11 aim at overcoming these limitations: they produce realistic petrophysical models of the subsurface by integrating various data types, and do not rely on data independence hypotheses. However, geostatistical algorithms always call for a prior geological scenario (a model of spatial continuity) and the corresponding prior global parameters such as net to gross, whose uncertainty is precisely the goal of the appraisal study! For instance, sequential indicator simulation 12 can generate hundreds of equiprobable reservoir models honoring both the well and the seismic data. Each of these reservoir realization represents a possible state of the subsurface given the retained geological scenario. The variations observed from one realization to another allow for capturing some local uncertainty (typically, the location and relative position of geological bodies), but do not reflect the global uncertainty about the reservoir because the scenario and the facies proportions were frozen in the first place.
Spatial bootstrap 5, 6, 13 provides a means to assess the uncertainty on a global parameter while honoring geological scenarios. The idea of spatial bootstrap is to resample well data from a synthetic field obtained by geostatistical simulation. Resampled data are then used to produce alternative global estimates that account for spatial continuity Several alternative models of that spatial continuity can and should be considered.
The sources of uncertainty at appraisal stage
The determination and ranking of the main sources of uncertainty is paramount in defining and applying an uncertainty assessment method 3, 4, 6 .
Available data. The data themselves are one main source of uncertainty. The number and density of data samples, the measurement and calibration errors, the well drilling strategy and resulting well locations, the seismic acquisition geometry and processing, all contribute to uncertainty. In this paper, for simplicity, we consider only the uncertainty arising from the well location, although all other components can take place in the framework proposed. Because data are a source of uncertainty, we consider them as a vector random variable D. The actually observed data are but one possible realization of that random variable:
For assessing the uncertainty, alternative data realizations are considered, which are noted as:
Geological scenario. In early exploration, the geological settings of the domain under study are poorly known. From just one or very few wells, sedimentologists may agree on the general type of sedimentary environment, but not on every aspects of the geological scenario (position of the reservoir along the slope, sedimentary discharge, correlations between well logs, etc.) 3 . One should not retain only one geological scenario, that which "best" explains the observed data, but a range of different scenarios, those which cannot be excluded from the available data. Agreement between various geological interpretations should never be a goal when assessing uncertainty: conflicting views about the geology reflect essential uncertainties and should be accounted for.
We propose to represent the set of possible geological scenarios
as the possible outcomes of a discrete random variable S. Each scenario s k , inferred from the actually available quantitative data d 0 , can either be summarized into one or more variogram models or, better, depicted by a prior conceptual training image TI k which delivers the multiplepoint spatial patterns deemed existing in the subsurface. The workflow presented hereafter is not restricted to any specific representation of the spatial variability (geological scenario). We do, however, recommend using training images, since these can carry geological interpretation more comprehensively than mere variogram or covariance models.
Global estimation method.
The global estimate is built from the quantitative data d 0 and their interpretation under a given geological scenario. Note that each different estimation method (regression, kriging 11 , PCA 14, 15 , neural net 16 , etc.) will likely produce a different estimated value though using the same data. In this paper, we consider this component of uncertainty to be of second order as compared to that associated to the data themselves and to the geological interpretation. 
Proposed Workflow
Goal. The final goal is to obtain a model for the probability distribution ) | (
of the global parameter A taking any value a given the observed quantitative data d 0 . This probability is obtained though the Bayesian inversion framework depicted in Figure 1 .
Development.
The previous probability distribution can be developed as follows to account for uncertainty in the geological scenario S:
Assessing the prior probability ) ( k s S P = for each geological scenario is not an easy task. One convenient solution may be to assume equal probability:
Based on expert opinion, analogs and process-based simulations, one could consider decreasing the weight of scenarios deemed possible but unlikely. The novelty of our proposal is to displace the necessarily arbitrary decision about a prior probability for the unknown true value A into that for the geological scenario S. Geological expertise might give ) (
Probability of the unknown value given the observed data and a specific scenario. As suggested by Figure 1 , the probability ) ,
In words, the posterior probability distribution of the unknown value A strictly conditioned to the observed data d 0 and under the geological scenario s k is a function of: 1. the prior probability distribution of that value A defined for the scenario s k . must be defined from geological expertise, based for instance on analog reservoirs. The choice of this prior distribution requires special care for it may be very consequential to the final result. In particular, any value a whose prior probability is zero has, de facto, a zero posterior probability.
L L simulations simulations
can be assessed by simulating several synthetic fields for all possible values A = a using any appropriate geostatistical simulation algorithm. These fields need only be constrained by the geological scenario s k . In practice, the evaluation of this data likelihood is very demanding because the data d is complex and comprised of different types of information. We propose to summarize the data set d by one or more appropriate functions, one such function being the processing function ϕ used to deduce the estimate a * from the data and the specific geological scenario: ) , ( ϕ may be applied, for instance the estimates based on co-located seismic-to-well Bayesian calibration 6 , kriging with local prior means 11 , principal component analysis 15 , canonical correlation techniques 14 , multiple-point calibration 16 , etc. As suggested by Figure 2 (third row), this likelihood can be assessed by a spatial bootstrap approach 5, 6, 13 , where synthetic wells are sampled from simulated fields. Such a sampling must be random though mimicking the actual drilling strategy (e.g., drill only in the lowest impedance areas). Evaluation of the data likelihood may also call for varying some aspects of the seismic processing, e.g., the interval velocities.
Application: net-to-gross of a a fluvial reservoir
The proposed workflow is now applied to the exhaustively known Stanford V synthetic reservoir 18, 19 . This is a necessary first step to demonstrate the methodology and check the consistency of the obtained results before moving on to real cases where the "truth"always remains unknown.
Based on very limited information extracted from this reservoir, this study aims at assessing the uncertainty about the reservoir net-to-gross (NTG), defined as the proportion of pay facies (channel, levees and crevasses). The reference reservoir. Stanford V is a three layer reservoir created using an object-based simulation of fluvial bodies 20 . Within each of the three simulated facies (channel, crevasse and floodplain), sequential Gaussian simulations were run to generate petrophysical properties. The resulting petrophysical model was then used to forward simulate an impedance cube and seismic travel times. This synthetic seismic signal was purposely degraded by applying moving average and Born filters to emulate limited vertical and areal seismic resolutions typically observed on actual seismic surveys.
For the sake of simplicity, only the synthetic impedance and the facies values are considered in this application. The original 3 facies, channel, flood plain and crevasse have been lumped into two categories, pay (sand) and non-pay (shale), see Figure 3 .
The Stanford V reservoir is represented as a stratigraphic grid of size 100x110x30 cells. For convenience, all calculations have been performed on a Cartesian grid; the actual reservoir geometry could be accounted for using a geochronological coordinates transform 21 . The three layers have the same normalized thickness of 10 cells, but have varying channel orientation, thickness, width and sinuosity (Fig. 3) . The net-to-gross values for the three layers are 0.34, 0.51 and 0.58, resulting into a global net-to gross of 0.48 for the whole reservoir.
In an early exploration survey, the differences between these three layers may not be obvious, unless seen on the seismic cube. In this study, we have chosen to assess the netto-gross uncertainty for the reservoir taken as a whole.
Uncertainty assessment with one single exploration well and a reasonably optimistic geological scenario. To mimic early exploration data, a single vertical initial exploration well is randomly selected among locations of 10% lowest vertically averaged impedance, yielding 30 facies data sampled from the exhaustive grid. The facies values obtained along this initial well are classified into reservoir or non-reservoir rock types. The proportion 0.57 of reservoir rocks along this well is known to be likely biased, higher than the true NTG of the reservoir due to the preferential location of that well.
The scenario s 1 chosen is depicted in Figure 4 . It consists of a conceptual picture (training image) TI 1 , obtained by an unconditional object-based simulation using the fluvsim program 20 . This 3D picture is conceptually similar to 2D sketches that could be drawn by sedimentologists to depict the style of meandering channels deemed realistic given the available data d 0 . The training image contains multiple point statistics that are borrowed to simulate fields honoring the observed data d 0 22 . This scenario s 1 provides a fair representation of the actual reservoir, although ignoring the 3 layers shown on Figure 3 ; its net-to-gross is 0.46, also close to the actual true value 0.48. This can be considered as a "lucky" geological interpretation, even though the channels in the training image TI 1 (Fig. 4) and in Stanford V (Fig. 3) have different shapes and orientations.
Under this scenario, a better estimate ) , ( 1 0 * s a d ϕ = than the mere average of well data can be obtained by averaging the probabilities of sand throughout the reservoir given the colocated seismic impedance values. Using the 30 well data and the co-located impedance values as a calibration set 6 , we obtain a NTG estimate of 0.44, a value more accurate and representative of all available data than the average 0.57 of facies along the single preferentially located well.
To apply our workflow, we need to propose a prior distribution for the true value A conditional to the geological scenario s 1 . This distribution should state to which extent the reservoir net-to-gross may depart from the net-to-gross value 0.46 carried by the training image. For this example, a triangular NTG prior distribution has been retained, with a minimum of 0.24, a maximum of 0.70 and a mode of 0.47. This prior distribution ) | ( • Generating 20 synthetic fields honoring all available data (wells, seismic, geological interpretation) and each of these NTG values. This is achieved by the using the multiple point simulation algorithm snesim 22 . • For each of these 20 fields, applying a spatial bootstrap to obtain 600 alternative wells in the 10% lowest vertically averaged impedance, and summarizing these alternative data D = d by an estimation algorithm ) ,
here is a Bayesian seismic-towell calibration 6 , that allows to correct for the preferential single well location. Distribution obtained. The combination (3) of the prior triangular distribution and the data likelihood probabilities results in the posterior distribution of the true value shown as vertical bars in Figure 6 .
The updating (3) does reduce the uncertainty as compared to the prior distribution: the initial [p 10 , p 90 ] probability interval, [0.34, 0.60], is shrunk to [0.39, 0.53] after the study. Also, both distributions are centered on the same value, which suggests that the prior distribution is reasonably consistent with the observed quantitative data. Uncertainty assessment with one single exploration well and a pessimistic, risk-avert, geological scenario. Based on the same initial data set, the previous study can be repeated with a less favorable geological scenario. Indeed, a risk-avert strategy would be to suspect that the initial well displaying 0.57 of sand is extremely "lucky", the net-to-gross of the reservoir being much smaller. The scenario s 2 is a good candidate for such a safe standpoint: the training image shown on Figure 7 has a NTG of 0.35.
Applying our workflow now requires to choose a prior distribution for the true value A conditional to this pessimistic geological scenario s 2 . As in the previous study, a triangular NTG prior distribution has been retained, now with a minimum of 0.10, a maximum of 0.60 and a mode of 0. 
=
. Under this scenario, the NTG As with the optimistic scenario, the posterior distribution computed from expression (3) has a smaller probability interval [p 10 , p 90 ] = [0.28, 0.44] than the prior distribution, see Figure 8 . This reduction of uncertainty is not symmetrical and shows a small shift towards the actual 0.48 value of the Stanford V reservoir. This shows that the available single well data correct, though slightly, for the pessimism of the geological scenario s 2 .
Conclusion
The proposed workflow for global uncertainty assessment provides two major improvements over previous approaches. First, the procedure is not limited to assessing the distribution of some global estimate A * given a fixed global value a, but considers the uncertainty about the unknown global value A itself. Second, as opposed to bootstrap resampling 9 or the Dirichlet formalism 10 , spatial continuity and geological interpretation is accounted for.
One could argue that the resulting uncertainty assessment would depend "too much" on the choice of the alternative geological scenarios retained and their associated prior probabilities. This only reflects the hard fact that geological interpretation is indeed the most significant source of uncertainty during early exploration.
The proposed methodology also requires a well thought and explicit determination of the data likelihood. We suggest a spatial bootstrap whereby alternative data sets are simulated on simulated representations of each possible geological scenario.
The proposed workflow explicitly assesses the value of available data to reduce the prior uncertainty. This As such, it will be of great use for planning future well drilling campaigns in order reduce appraisal uncertainty. 
