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We discuss classical algorithms for approximating the largest eigenvalue of quantum spin and
fermionic Hamiltonians based on semidefinite programming relaxation methods. First, we consider
traceless 2-local Hamiltonians H describing a system of n qubits. We give an efficient algorithm
that outputs a separable state whose energy is at least λmax/O(log n), where λmax is the maximum
eigenvalue of H . We also give a simplified proof of a theorem due to Lieb that establishes the
existence of a separable state with energy at least λmax/9. Secondly, we consider a system of n
fermionic modes and traceless Hamiltonians composed of quadratic and quartic fermionic operators.
We give an efficient algorithm that outputs a fermionic Gaussian state whose energy is at least
λmax/O(n log n). Finally, we show that Gaussian states can vastly outperform Slater determinant
states commonly used in the Hartree-Fock method. We give a simple family of Hamiltonians for
which Gaussian states and Slater determinants approximate λmax within a fraction 1−O(n
−1) and
O(n−1) respectively.
I. INTRODUCTION
Quantum many-body systems with local interactions
are central to condensed matter physics and chemistry.
Their significance in quantum computer science derives
from the fact that computing the minimal or maximal
energy configuration of such a system is a quantum ana-
logue of constraint satisfaction [1, 2]. While the worst-
case hardness of such quantum constraint satisfaction
problems is well-understood (and largely parallels the
classical theory) [1–4], the study of quantum approx-
imation problems has been a topic of recent interest,
motivated by the prospect of generalizing the classical
PCP (probabilistically checkable proofs) theorem [5–9].
Here we show that optimization problems encountered
in quantum many-body physics can be tackled using ap-
proximation algorithms based on the semidefinite pro-
gramming relaxation method pioneered by Goemans and
Williamson [10] and generalized further in Refs. [11–14].
Our starting point is the classical problem of maximiz-
ing a binary quadratic function
F (x) = xTBx+ vTx, x ∈ {±1}n, (1)
defined by a matrix B ∈ Rn×n and a vector v ∈ Rn. We
shall assume that B has zero diagonal so that F (x) has
no constant terms. Computing the maximum
Fmax = max
x∈{±1}n
F (x)
exactly is NP-hard; for example, if B is a {0, 1} matrix
and v = 0 then computing Fmax is equivalent to comput-
ing the Max-Cut of the simple graph with adjacency ma-
trix B. Charikar and Wirth [11] considered the approxi-
mation problem in which one aims to compute x ∈ {±1}n
such that the approximation ratio F (x)/Fmax is as large
as possible. They showed that an efficient classical algo-
rithm based on rounding a semidefinite programming re-
laxation achieves an approximation ratio of Ω(log−1(n)).
Conversely, Arora et al. [15] have established that for
some absolute constant 0 ≤ γ ≤ 1 it is quasi-NP hard
to obtain a Ω(log−γ(n)) approximation ratio [16]. We
note that including a linear term in Eq. (1) is unneces-
sary, as there is a simple and efficient reduction to the
case v = 0 [17]. On the other hand, the definition of
approximation ratio used here depends crucially on the
assumption that F (x) has no constant terms (in partic-
ular, Fmax ≥ 0 since the expected value of F (x) on a
random uniform bit string x is zero).
In the present paper we consider a natural quantum
analogue of binary quadratic functions – traceless Hamil-
tonians H that describe systems of qubits or fermions
with two-body interactions. We show how to adapt ap-
proximation algorithms developed in the classical case to
approximate the maximum (or minimum) eigenvalue of
H . We discuss qubit Hamiltonians and approximations
by separable states in Section II. Fermionic Hamiltonians
and approximations based on Slater determinants and
Gaussian states are discussed in Section III.
II. TWO-LOCAL QUBIT HAMILTONIANS
A traceless 2-local Hamiltonian is a quantum general-
ization of the binary quadratic function Eq. (1). Write
the Pauli operators acting on the a-th qubit as P3a−2 =
Xa, P3a−1 = Ya, P3a = Za. Here 1 ≤ a ≤ n. We shall
consider traceless 2-local Hamiltonians acting on a sys-
tem of n qubits, that is
H = H1 +H2 (2)
H1 =
3n∑
j=1
DjPj H2 =
3n∑
i,j=1
Ci,jPiPj
2where we assume that Ci,j = 0 if Pi and Pj act on the
same qubit. Without loss of generalityCT = C ∈ R3n×3n
is symmetric. Note that any traceless 2-local Hamilto-
nian can be expressed as in Eq. (2). Moreover, the clas-
sical binary quadratic optimization problem described
above is obtained as a special case where the Hamiltonian
is diagonal in the computational basis.
The maximum energy ofH is its largest eigenvalue [18]
which we denote λmax(H). Computing this quantity ex-
actly or estimating it with a small additive error is known
to be a QMA-hard problem [2]. It is considered highly
unlikely that such problems admit an efficient algorithm,
either classical or quantum. Instead, here we seek to com-
pute an estimate λ˜ ≤ λmax(H) with a good approxima-
tion ratio λ˜/λmax(H). What is the best (largest) approx-
imation ratio that can be achieved by a polynomial-time
algorithm? The hardness result of Arora et al. [15] imply
that we cannot hope to beat Ω(log−γ(n)) for some con-
stant γ > 0. In this section we generalize the algorithm
of Ref. [11] while retaining its performance guarantee.
Theorem 1. There is an efficient classical algorithm
which, given H of the form in Eq. (2), outputs a product
state |φ〉 = |φ1〉 ⊗ . . .⊗ |φn〉 such that with probability at
least 2/3
〈φ|H |φ〉 ≥ λmax(H)
O(log n)
.
Moreover, each single-qubit state φi is an eigenstate of
one of the Pauli operators X,Y or Z.
The proof (given below) is based on rounding a
semidefinite programming relaxation of the optimization
over product states, mirroring the classical proof from
Ref. [11].
Theorem 1 complements previous work on product
state approximations for local Hamiltonian problems
and the fundamental limitations of mean-field theory
[5, 7, 19]. However, our setting is slightly different and
our results are not directly comparable. For example,
Gharibian and Kempe [5] studied approximation ratio
with respect to the maximal eigenvalue of a local Hamil-
tonian which is a sum of positive semidefinite terms,
whereas an essential feature of our definition is that the
Hamiltonian is traceless. Brandao and Harrow [7] estab-
lished upper bounds on the additive error between the
energy attainable by a product state and the maximal
eigenvalue. The most closely related result is an algo-
rithm due to Harrow and Montanaro [19] which, given a
traceless 2-local Hamiltonian H of the form in Eq. (2),
outputs a product state |φ〉 with energy at least a Ω(n−1)
fraction of the 1-norm of the coefficients appearing in the
Hamiltonian, i.e.,
〈φ|H |φ〉 ≥ 1
Kn

 3n∑
i,j=1
|Cij |+
3n∑
i=1
|Di|

 , (3)
where K > 0 is an absolute constant. Here we study
a different notion of approximation ratio defined with
respect to the maximum eigenvalue λmax(H) rather than
the 1-norm of the coefficients.
While we do not expect a polynomial-time algorithm
to significantly beat the approximation ratio achieved by
Theorem 1, it is natural to ask: what is the best possible
approximation ratio that is achieved by a product state
(even if such state cannot be efficiently found) ? Define
λsep(H) = max
φ1,...,φn
〈φ1⊗φ2⊗ . . . φn|H |φ1⊗φ2⊗ . . . φn〉.
where the maximization is over normalized single-qubit
states φ1, . . . , φn. A counterpart to Theorem 1 and the
quasi-NP hardness result of Ref. [15] is that there always
exists a product state whose energy achieves a constant
approximation ratio. In particular, using a quasi-classical
representation of quantum spin systems Lieb [20] estab-
lished the following result [21].
Theorem 2 (Lieb 1973). Suppose H is a traceless 2-
local Hamiltonian. Then
λsep(H) ≥ 1
9
λmax(H). (4)
Ref. [20] proved the theorem for 2-local Hamiltonians
without linear terms (that is, H1 = 0). Here we re-
move this restriction and give a simplified proof of Lieb’s
theorem which is based on applying an entanglement-
breaking depolarizing channel to each qubit of an eigen-
vector of H with maximal eigenvalue. We also establish
that the above approximation ratio is achieved by a ten-
sor product of single-qubit stabilizer states, i.e., a state
|φ〉 = |φ1〉⊗ . . .⊗ |φn〉 where each |φi〉 is an eigenstate of
one of the Pauli operators X,Y or Z [22].
We suspect that the constant 1/9 appearing in Lieb’s
theorem is not optimal and leave this as an open ques-
tion. By minimizing the approximation ratio R(H) =
λsep(H)/λmax(H) numerically over the set of all 2-local
Hamiltonians H we observed that minH R(H) ≈ 1/3
for n ≤ 6 qubits. Along these lines we establish that
product states achieve a slightly better constant approx-
imation ratio for the related problem of maximizing the
absolute value of the energy. In particular, defining
‖H‖sep = max {λsep(H), λsep(−H)}, we prove
‖H‖sep ≥ 1
6
‖H‖. (5)
The proof, provided in the Appendix B, is a variant of a
strategy used by H˚astad to establish approximation guar-
antees for classical constraint satisfaction problems [23],
augmented with some extra quantum ingredients such as
an entanglement-breaking measurement.
We begin with a lemma that allows us to reduce The-
orems 1, 2 to the special case where the linear term van-
ishes, i.e., H1 = 0. Given a general Hamiltonian of the
form Eq. (2), we form the n+ 1-qubit Hamiltonian
H ′ = H2 + Zn+1H1
which has no linear term.
3Lemma 1. λmax(H
′) = λmax(H). Moreover, given any
(n + 1)-qubit product state ω we can efficiently compute
an n-qubit product state φ such that
〈φ|H |φ〉 ≥ 〈ω|H ′|ω〉. (6)
If ω is a tensor product of single-qubit stabilizer states
then so is φ.
Proof. Since Zn+1 commutes with H
′, all eigenvalues of
H ′ are either eigenvalues of H1 + H2 or H2 − H1. The
operatorH2−H1 is obtained fromH by the time-reversal
map:
(Y ⊗n(H2 +H1)Y
⊗n)T = H2 −H1 (7)
where T indicates the matrix transpose (in the computa-
tional basis). Since conjugation by the unitary operator
Y ⊗n and the matrix transpose operation both preserve
the spectrum, we see that H2 − H1 and H2 + H1 have
the same eigenvalues, and thus so do H,H ′.
Now suppose we are given an n+1-qubit product state
|ω〉 = |ω1 ⊗ . . .⊗ ωn+1〉. Since Zn+1 commutes with H ′,
one of the product states
|ω(z)〉 = |ω1 ⊗ . . .⊗ ωn〉 ⊗ |z〉 z ∈ {0, 1}
has energy at least that of ω. If z = 0 we take |φ =
|ω1 ⊗ . . .⊗ ωn〉 while if z = 1 we take
|φ〉 = Y ⊗n|ω⋆1 ⊗ . . .⊗ ω⋆n〉
where ⋆ indicates the complex conjugate in the computa-
tional basis. One can then directly check (using Eq. (7)
for the case z = 1) that φ satisfies Eq. (6).
Proof of Theorem 2. We fix H1 = 0 below; Lemma 1
implies this is without loss of generality. For any δ ∈ [0, 1]
let Eδ be a single-qubit depolarizing channel defined by
its action on the basis {I,X, Y, Z} of 2 × 2 Hermitian
operators:
Eδ(I) = I Eδ(P ) = δP P ∈ {X,Y, Z}. (8)
When δ = 1 we recover the identity channel, and when
δ = 0 the channel is maximally noisy. It is well known
that below a critical value δ ≤ 13 the depolarizing channel
is entanglement breaking [24, 25]. As a consequence, for
any n-qubit state ρ, the depolarized state σ = E⊗n1
3
(ρ) is
separable (i.e, a mixture of product states). One way to
see this explicitly is to use the identity
E 1
3
(R) =
1
3
∑
Q∈{±X,±Y,±Z}
〈Q|R|Q〉 |Q〉〈Q|. (9)
Here | ± Q〉 is the eigenvector of the single-qubit Pauli
matrix Q with eigenvalue ±1. Eq. (9) shows that a state
σ = E⊗n1
3
(ρ)
can be prepared by measuring each qubit of ρ in the
Pauli X,Y or Z basis uniformly at random, and is there-
fore clearly separable. Indeed, σ is always a probabilistic
mixture of product states |φ1〉⊗ . . .⊗|φn〉 such that each
φi is an eigenstate of either X,Y or Z. Moreover, using
Eq. (8) we see that expectation values in the state σ are
simply related to those of ρ:
Tr(σPj1Pj2 . . . PjL) =
1
3L
Tr(ρPj1Pj2 . . . PjL) (10)
for L Pauli operators acting on distinct qubits.
Now consider an n-qubit state ψ satisfying 〈ψ|H |ψ〉 =
λmax(H). By the above argument the depolarized state
σ = E⊗n1
3
(|ψ〉〈ψ|)
is separable and using Eq. (10) gives
λsep(H) ≥ Tr(σH) = 1
9
〈ψ|H |ψ〉 (11)
We prove Theorem 1 following essentially the same
steps used in Ref. [11] for the classical case.
Proof of Theorem 1. Below we assume H1 = 0 with-
out loss of generality (due to Lemma 1).
Let Herm(m) be the set of m×m Hermitian matrices.
Consider the following semidefinite program:
maximize Tr(CM) over M ∈ Herm(3n) (12)
subject to M ≥ 0 and Mi,i = 1 for all i. (13)
The first step of the algorithm is to compute the optimal
solution M , which can be done in polynomial time using
standard techniques. Note that M provides an upper
bound
Tr(CM) ≥ λmax(H). (14)
Indeed, if ψ is a normalized n-qubit state such that
λmax(H) = 〈ψ|H |ψ〉 then the matrix K with Ki,j =
〈ψ|PiPj |ψ〉 is a feasible solution of the SDP satisfying
Tr(CK) = λmax(H).
We may assume wlog that M is a real matrix (other-
wise, replaceM by (M+M∗)/2). Then one can represent
M as
Mi,j = 〈vi|vj〉 (15)
for some unit vectors v1, v2, . . . , v3n+1 ∈ R3n+1. Let c =
O(1) be a constant to be chosen later. The algorithm
proceeds as described in the following pseudocode.
4T ← c
√
log(n)
|r〉 ← vector of 3n i.i.d. N(0, 1) random variables
for i = 1, . . . , 3n do
zi ← 〈r|vi〉/T
if |zi| > 1/
√
3 then
yi ← sgn(zi)/
√
3
else
yi ← zi
end if
end for
return ρ = ρ1 ⊗ · · · ⊗ ρn, where
ρa = 1/2(I + y3a−2P3a−2 + y3a−1P3a−1 + y3aP3a).
Consider the output state ρ of this algorithm. Since ρ is a
product state, one has Tr(ρPiPj) = Tr(ρiPi)Tr(ρjPj) =
yiyj if Pi and Pj act on different qubits. Therefore
Tr(Hρ) = yTCy. (16)
Below we establish the following approximation guaran-
tee :
Lemma 2. We may choose c = O(1) such that
Er [Tr(ρH)] ≥ λmax(H)
O(log n)
. (17)
This is almost what we want to prove. To go from
Lemma 2 to Theorem 1, we need to show that we can
efficiently compute a pure product state (of the claimed
form) that achieves the same approximation ratio with
high probability (rather than merely in expectation).
We shall use the entanglement breaking measurement
from the proof of Theorem 2 to map the state ρ to a
tensor product of single-qubit stabilizer states. To this
end let us choose a string b ∈ {X,Y, Z}n uniformly
at random and then measure each qubit of ρ in the
corresponding single-qubit basis (more precisely, let us
simulate this process using our classical description of
ρ). Suppose the measurement outcome is s ∈ {±1}n.
The post-measurement state is a product state |φ〉 =
|φ1〉 ⊗ . . .⊗ |φn〉 where each φi is an eigenstate of X,Y ,
or Z. Moreover,
Eb,s[|φ〉〈φ|] = E⊗n1/3(ρ)
where Eδ(·) is the depolarizing channel defined in Eq. (8).
Using Eq. (10) we get
Eb,s,r [〈φ|H |φ〉] ≥ Er [1/9Tr(ρH)]
≥ Ω(log−1(n))1
9
λmax(H), (18)
where in the last line we used Eq. (17). Now using the
upper bound 〈φ|H |φ〉 ≤ λmax(H) we get
Pr [〈φ|H |φ〉 ≥ α] ≥ Eb,s,r [〈φ|H |φ〉]− α
λmax(H)− α
for all α ≤ λmax(H). Choosing α = 12Eb,s,r [〈φ|H |φ〉]
and substituting Eq. (18) we see that with probabil-
ity at least Ω(log−1(n)) the product state φ satisfies
〈φ|H |φ〉 ≥ Ω(log−1(n))λmax(H). Repeating the above
procedure O(log(n)) times and choosing the output prod-
uct state φ with the highest energy is therefore sufficient
to increase the success probability above 2/3.
It remains to prove Lemma 2. First we prove that the
yi variables are a good approximation to the zi variables
in the following sense.
Lemma 3. Define ∆i,j = zizj − yiyj. Then
Er|∆i,j | ≤ e−Ω(T
2) 0 ≤ i < j ≤ 3n. (19)
Proof. Define
χ(r) =
{
0 if yi = zi and yj = zj
1 otherwise
Noting that ∆i,j = ∆i,jχ(r) and that |∆i,j | ≤ 2|zizj| one
gets
Er|∆i,j | ≤ 2Er|zizj|χ(r). (20)
By Cauchy-Schwarz, Erf(r)g(r) ≤
√
Erf2(r) ·
√
Erg2(r)
for any real-valued functions f(r) and g(r). Choose
f(r) = |zizj| and g(r) = χ(r). Since ‖vi‖ = ‖vj‖ = 1,
random variables Tzi and Tzj are normally distributed
according to N(0, 1). Hence
Erz
2
i z
2
j ≤
1
2
(
Erz
4
i + Erz
4
j
)
= O(T−4) = O(1). (21)
By the union bound,
Erχ(r)
2 = Erχ(r) ≤ 2Pr(|zi| > 1/
√
3) = e−Ω(T
2). (22)
Here we again used the fact that Tzi ∈ N(0, 1). Com-
bining all above proves Eq. (19).
Proof of Lemma 2. Using Eq. (16) we get
Er [Tr(Hρ)] = Er
[
yTCy
]
= Er(z
TCz)− ErTr(C∆) (23)
=
Tr(CM)
T 2
− ErTr(C∆), (24)
where ∆ is defined in Lemma 3, and in the last line we
used the fact that Er(zizj) = 〈vi|vj〉/T 2.
Substituting Eq. (14) in the first term of Eq. (24) and
upper bounding the second term one gets
Er [Tr(Hρ)] ≥ λmax(H)
T 2
−
3n∑
i,j=1
|Ci,j | · Er|∆i,j | (25)
≥ λmax(H)
T 2
− e−Ω(T 2)
3n∑
i,j=1
|Ci,j | . (26)
5where in the last line we used Lemma 3. We bound the
second term using the fact that
3n∑
i,j=1
|Ci,j | ≤ Knλmax(H) (27)
for some absolute constant K > 0, which follows directly
from Eq. (3) and is proved in Ref. [19]. For complete-
ness we provide an alternative proof of Eq. (27) in Ap-
pendix A. From Eqs. (26, 27) we get
Er [Tr(Hρ)] ≥ λmax(H)
(
1
T 2
− e−Ω(T 2)Kn
)
,
where K = O(1). Now we can see that choosing T =
c
√
log(n) with c = O(1) is sufficient to ensure the term
in parentheses is Ω(log−1(n)).
III. MANY-BODY FERMIONIC PROBLEMS
So far we have viewed a traceless 2-local Hamiltonian
as a quantum generalization of a binary quadratic func-
tion. Another physically motivated generalization is a
system of fermionic modes with two-body interactions.
The Hilbert space of n fermi modes can be identified
with the one of n qubits and equipped with the standard
basis {|x〉}, where x ∈ {0, 1}n. Here xj = 0 or xj = 1
indicate that the j-th mode is empty or occupied by a
fermionic particle. Define particle annihilation operators
a1, . . . , an such that a1 = |0〉〈1|1 and
aj = Z1 · · ·Zj−1|0〉〈1|j
for 2 ≤ j ≤ n. The corresponding creation operators are
defined as a†1, . . . , a
†
n. They obey commutation rules
aiaj = −ajai and a†iaj + aja†i = δi,jI
for all i, j. Most of the fermionic systems studied in
physics can be described by a Hamiltonian
h = h1 + h2 + ωI (28)
h1 =
n∑
p,q=1
Vp,qa
†
paq, h2 =
n∑
p,q,r,s=1
Wpqrsa
†
pa
†
qaras.
Here Vp,q andWpqrs are complex coefficients chosen such
that h1 and h2 are hermitian. The last term is an overall
energy shift ω ∈ R. We note that the quadratic term
h1 is the fermionic analogue of a 1-local Hamiltonian for
qubits. In particular, one can map h1 to a linear com-
bination of single-mode operators a†jaj = (I − Zj)/2 by
performing a suitable change of basis, see e.g. Ref. [26].
The quartic term h2 allows for non-trivial two-body in-
teractions between fermions. For example, a notable spe-
cial case of Eq. (28) are the Hamiltonians which describe
molecular structure in quantum chemistry.
As before, we are interested in approximating the max-
imum eigenvalue of h denoted λmax(h). Can we match
the approximation guarantees of Theorems 1,2 with ap-
propriate fermionic analogs of product states? Natu-
ral candidates are Slater determinant states used in the
Hartree-Fock method from quantum chemistry. Recall
that a Slater determinant state ψ can be specified by the
number of particles 0 ≤ k ≤ n and a unitary matrix U
of size n such that
|ψ〉 = b†1 · · · b†k|0n〉 with bp =
n∑
q=1
Up,qaq. (29)
Let
λSlater(h) = max
ψ
〈ψ|h|ψ〉, (30)
where the maximization is over all Slater determinant
states ψ (with k = 0, 1, . . . , n). We can establish the
following weaker version of Theorem 1.
Theorem 3. There is a classical algorithm which takes
as input a traceless Hamiltonian h of the form Eq. (28)
and outputs a Slater determinant state ψ such that
〈ψ|h|ψ〉 ≥ λSlater(h)
O(log n)
(31)
with probability at least 2/3. The algorithm has runtime
poly(n).
The approximation ratio in Eq. (31) is close to opti-
mal. Indeed, fermionic Hamiltonians of the form Eq. (28)
subsume classical quadratic functions F (x) defined in
Eq. (1). The latter can be expressed by a diagonal
Hamiltonian h such that h|x〉 = F (x)|x〉 for all x. Then
λSlater(h) = λmax(h) = Fmax. Moreover, h is quadratic
in Pauli operators Zj = aja
†
j − a†jaj , that is, h has the
form Eq. (28). The classical hardness result [15] then im-
plies that improving the approximation ratio in Eq. (31)
beyond Ω(log−γ(n)) is quasi-NP hard for some γ > 0.
The proof of Theorem 3, given in Appendix F, relies on
the fact that the optimization problem defining λSlater(h)
can be rephrased as a quadratic optimization with or-
thogonality constraints (known as Qp-Oc) [12–14]. The
latter admits an efficient approximation algorithm based
on a suitable SDP-type relaxation [13] similar to the one
considered in Section II. For completeness, we provide all
relevant facts regarding Qp-Oc in Appendix E.
Theorem 3 motivates the question of how well
λSlater(h) approximates the largest eigenvalue λmax(h)
and whether one can establish a fermionic analogue of
Lieb’s theorem for Slater determinants. Unfortunately,
we show that the ratio λSlater(h)/λmax(h) can be as small
as O(n−1). Namely, we present a family of traceless
fermionic Hamiltonians h of the form Eq. (28) for which
λmax(h) scales as Ω(n
2) whereas the energy of any Slater
determinant state is at most O(n). To state this result
6consider a variant of Richardson’s Hamiltonian [27, 28]
defined as
h = P †P P =
n/2∑
j=1
a2j−1a2j . (32)
Here we assume that the number of modes n = 2N is
even. Note that h has the form Eq. (28) with h1 = 0.
Richardson’s model is exactly solvable [27]. In particular,
λmax(h) =
N(N + 2) + ǫN
4
, (33)
where ǫN = N (mod 2) ∈ {0, 1}. For completeness, we
provide a simple proof of Eq. (33) in Appendix D.
Lemma 4. Let h be Richardson’s Hamiltonian acting on
n fermi modes. Then
λSlater(h)
λmax(h)
≤ 8
n
. (34)
We note that Richardson’s Hamiltonian h can be made
traceless by performing an energy shift h← h− (n/8)I.
Since λmax(h) is proportional to n
2, such an energy shift
does not affect the conclusion that Slater determinants
achieve approximation ratio at most O(n−1). A physi-
cal intuition behind Lemma 4 comes from the fact that
Slater determinants cannot describe states with a super-
conducting order parameter. At the same time, Richard-
son’s Hamiltonian Eq. (32) describes a system of fermions
with attractive interactions [29] which favor a supercon-
ducting order.
Proof of Lemma 4. Let ψ be a Slater determinant
state with k particles. Define a covariance matrix
Qij = 〈ψ|a†iaj |ψ〉 1 ≤ i, j ≤ n.
One can easily check that Q is a rank-k projector. The
fermionic version of Wick’s theorem asserts that
〈ψ|(apaq)†aras|ψ〉 = Qp,rQq,s −Qp,sQq,r
for any tuple of modes p, q, r, s. This gives
〈ψ|h|ψ〉 =
N∑
i,j=1
〈ψ|a†2ia†2i−1a2j−1a2j |ψ〉
=
N∑
i,j=1
Q2i,2jQ2i−1,2j−1 −Q2i,2j−1Q2i−1,2j .
The inequality 2|ab| ≤ |a|2 + |b|2 gives
〈ψ|h|ψ〉 ≤ 1
2
N∑
i,j=1
(|Q2i,2j |2 + |Q2i−1,2j−1|2
+ |Q2i,2j−1|2 + |Q2i−1,2j |2
)
=
1
2
Tr(Q†Q) =
1
2
Tr(Q) = k/2 ≤ N. (35)
where in the last line we used the fact that Q is rank-k
projector and k ≤ n = 2N . Since this is true for any
Slater determinant ψ, we arrive at
λSlater(h) ≤ N. (36)
Combining Eqs. (33,36) proves the lemma.
Given the limitations of Slater determinants exposed
by Lemma 4, it is natural to consider approximation algo-
rithms for more general classes of fermionic states. A nat-
ural candidate is the class of fermionic Gaussian states.
The latter are defined most naturally in terms of Majo-
rana fermion operators c1, . . . , c2n such that
c2p−1 = ap + a
†
p and c2p = (−i)(ap − a†p) (37)
for 1 ≤ p ≤ n. They obey commutation rules c†p = cp
and cpcq + cqcp = 2δp,qI. For any orthogonal matrix
R ∈ O(2n) let UR be a unitary operator acting on the
Hilbert space of n fermi modes such that
(UR)
† cp(UR) =
2n∑
q=1
Rp,qcq (38)
for all p = 1, . . . , 2n. Such unitary UR is uniquely deter-
mined by R up to an overall phase [30]. A state ψ of n
fermi modes is called Gaussian if it has the form
|ψ〉 = UR|0n〉 (39)
for some orthogonal matrix R ∈ O(2n). Slater determi-
nants can be viewed as a subset of Gaussian states such
that the rotation Eq. (38) does not mix creation and an-
nihilation operators. Given a fermionic Hamiltonian h,
let
λGauss(h) = max
ψ
〈ψ|h|ψ〉, (40)
where the maximization is over all Gaussian states ψ.
Approximation algorithms based on Gaussian states as
well as projections of Gaussian states onto a fixed parti-
cle number subspace have been previously used as an ex-
tension of the Hartree-Fock method from quantum chem-
istry [31–34]. We find the following:
Lemma 5. Let h be Richardson’s Hamiltonian acting on
n ≥ 8 fermi modes. Then
λGauss(h)
λmax(h)
≥ 1− 6
n
. (41)
From Eqs. (34,41) we infer that approximation ratios
achieved by Gaussian and Slater determinant states for
Richardson’s Hamiltonian approach 1 and 0 respectively
in the limit n → ∞. Thus general Gaussian states can
vastly outperform Slater determinants as a variational
ansatz, even if one considers particle number preserving
Hamiltonians. We note that similar conclusions have pre-
viously been reached by Bach, Lieb, and Solovej [31], as
well as Kraus and Cirac [33] in the study of the fermionic
Hubbard model with attractive interactions.
7Proof of Lemma 5. We shall need the following well-
known fact, see e.g. Ref. [35].
Fact 1. Consider any permutation σ ∈ S2n. Then there
is a unique (up to an overall phase) state ψ satisfying
cσ(2p−1)cσ(2p)|ψ〉 = i|ψ〉, p = 1, . . . , n.
The state ψ is Gaussian for any permutation σ.
We claim that
λGauss(h) ≥ N(N + 1)
4
. (42)
Indeed, rewrite P in terms of Majorana operators
αj ≡ c4j−3, βj ≡ c4j−2, γj ≡ c4j−1, δj ≡ c4j .
Then a2j−1 = (1/2)(αj − iβj) and a2j = (1/2)(γj − iδj)
so that
P =
1
4
N∑
j=1
(αjγj − βjδj)− i (βjγj + αjδj) . (43)
Let ψ be a “paired” state defined by
βjγj |ψ〉 = i|ψ〉 and αjδj |ψ〉 = i|ψ〉 (44)
for 1 ≤ j ≤ N . Note that Eq. (44) contains 2N = n
pairs of Majorana operators and all pairs are disjoint.
Thus Fact 1 implies that ψ is Gaussian. Using Eq. (43)
gives
P |ψ〉 = N
2
|ψ〉+ 1
4
N∑
j=1
(αjγj − βjδj) |ψ〉. (45)
From Eq. (44) we see that 〈ψ|O|ψ〉 = 0 for any operator
O which anticommutes with βjγj or αjδj . Using this fact
we obtain
〈ψ|αjγjβkδk|ψ〉 = δjk (46)
〈ψ|αjγjαkγk|ψ〉 = −δjk (47)
〈ψ|βjδjβkδk|ψ〉 = −δjk. (48)
(Here δj,k denotes the Kronecker delta whereas δj denotes
a Majorana operator.) Putting together Eqs. (45-48) we
arrive at
λGauss(h) ≥ 〈ψ|h|ψ〉 = N(N + 1)
4
. (49)
Combining Eqs. (33,42) proves the lemma.
Next let us establish a lower bound on the approxima-
tion ratio achieved by Gaussian states for more general
fermionic Hamiltonians that can be written in terms of
quadratic and quartic Majorana operators:
h = h1 + h2 (50)
h1 =
2n∑
p,q=1
iVpqcpcq h2 =
2n∑
p,q,r,s=1
Wpqrscpcqcrcs.
Here Vp,q andWpqrs are real coefficients. We shall assume
that V and W are antisymmetric under a transposition
of any pair of indices. This guarantees that h1 and h2
are hermitian and traceless. Otherwise, V and W can
be completely arbitrary. In particular, below we do not
assume that h is particle number preserving. As before,
the quadratic term h1 is the fermionic analog of a 1-local
Hamiltonian. It is exactly solvable and all its eigenstates
are Gaussian states [30].
By definition, this class of Hamiltonians contains the
models defined in Eq. (28). Furthermore, it subsumes
the 2-local qubit Hamiltonians considered in Section II.
Indeed, suppose we are given a traceless N -qubit 2-local
Hamiltonian of the form Eq. (2). Assume for simplic-
ity that N is even. Then we may (efficiently) compute
a Hamiltonian of the form Eq. (50) with n = 3N fermi
modes that has the same maximal eigenvalue λmax(H)
[36]. This proceeds by encoding each qubit 1 ≤ a ≤ N
using three Majorana modes c3a−2, c3a−1, c3a and repre-
senting the qubit Pauli operators as
Xa = ic3a−2c3a−1 Ya = ic3a−1c3a Za = ic3a−2c3a
One can directly verify that they satisfy the correct Pauli
commutation relations. Making this replacement for all
Pauli operators in Eq. (2) we obtain a Hamiltonian of
the form Eq. (50). One can show that this transforma-
tion preserves eigenvalues, while the degeneracy of each
eigenvalue is increased by a factor of 2N/2 [37].
As in the case of 2-local qubit Hamiltonians, the pres-
ence of the linear term h1 in Eq. (50) is a bit unwieldy and
it suffices to consider Hamiltonians with quartic terms
only. This (efficient) reduction to the case h1 = 0 pro-
ceeds using the following fermionic analogue of Lemma 1.
Given a Hamiltonian of the form Eq. (50) we define a re-
lated Hamiltonian on n+ 1 fermi modes
h′ = h1 · (−ic2n+1c2n+2) + h2
Note that h′ contains only quartic Majorana operators.
Lemma 6. We have λmax(h
′) = λmax(h). Moreover, for
any (n + 1)-mode Gaussian or Slater determinant state
ω we may efficiently compute an n-mode Gaussian or
Slater determinant state φ such that 〈φ|h|φ〉 ≥ 〈ω|h′|ω〉.
The proof of Lemma 6, provided in Appendix C, is
based on a fermionic analogue of the time reversal op-
eration. Finally, we establish a fermionic analogue of
Theorem 1 for Gaussian states.
Theorem 4. There is a classical algorithm which takes
as input a Hamiltonian of the form Eq. (50) and outputs
a Gaussian state ψ such that
〈ψ|h|ψ〉 ≥ λGauss(h)
O(log n)
(51)
and
〈ψ|h|ψ〉 ≥ λmax(h)
O(n log n)
(52)
8with probability at least 2/3. The algorithm has runtime
poly(n).
The proof is given in Appendices F,G. We leave as an
open question whether Gaussian states achieve a constant
approximation ratio, that is, whether
λGauss(h) ≥ Cλmax(h) (53)
for some universal constant C > 0 and for all fermionic
Hamiltonians h of the form Eq. (50). If true, the con-
jecture Eq. (53) would imply that the approximation al-
gorithm of Theorem 4 outputs a Gaussian state ψ with
energy 〈ψ|h|ψ〉 ≥ λmax(h)/O(logn). This would match
the best known approximation algorithms for classical
quadratic functions and 2-local qubit Hamiltonians, see
Sections I,II.
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Appendix A: Lower bound on the maximum eigenvalue of 2-local Hamiltonians
In this section we consider qubit Hamiltonians H2 =
∑3n
i,j=1 Ci,jPiPj that contain only weight-two Pauli operators.
Lemma 7 ([19]).
λmax(H2) ≥
∑3n
i,j=1 |Ci,j |
9n
Proof. Define a graph G = (V,E) where V = [n] and E contains nine edges connecting each pair of vertices a 6= b ∈ V .
One should think of vertices and edges of G as qubits and two-qubit Pauli operators respectively. Then there is a
two-to-one correspondence between the Pauli terms of the Hamiltonian H2 and the edges of G (for example, if Pi = Z1
and Pj = Z2, we would count PiPj and PjPi as two different terms of H2 whereas they are represented by the same
edge of G). Thus one can write
H2 =
3n∑
i,j=1
Ci,jPiPj = 2
∑
e∈E
CePe, (A1)
where Ce ≡ Ci,j and Pe ≡ PiPj .
Assume for simplicity that n is even. Let M be the set of perfect matchings on G. We claim that for any fixed
M ∈M one can define a random n-qubit state |φ〉 = |φ1 ⊗ · · · ⊗ φn〉 such that
Eφ〈φ|CePe|φ〉 =
{ |Ce| if e ∈M,
0 otherwise
(A2)
Indeed, consider some fixed edge e ∈ M and let a < b be the qubits connected by e. Write Pe = QaQb, where
Qa, Qb ∈ {X,Y, Z}. Choose single-qubit Clifford gates Ua, Ub such that
Qa = UaZaU
†
a and Qb = UbZbU
†
b .
Let x ∈ {0, 1} be a random uniformly distributed bit. Set
|φa〉 = Ua|x〉 and |φb〉 = Ub|x⊕ y〉
where y = 0 if Ce ≥ 0 and y = 1 if Ce < 0. Then
Ex〈φa ⊗ φb|QaQb|φa ⊗ φb〉 = sgn(Ce) and Ex|φa〉〈φa| = Ex|φb〉〈φb| = I
2
. (A3)
Let us define random single-qubit states φa, φb as above independently for every edge e ∈M . Choosing φ as a tensor
product of all φa and using Eq. (A3) one easily gets Eq. (A2).
Suppose now that M ∈ M is picked at random from the uniform distribution. Let φM ≡ φ be a random product
state satisfying Eq. (A2). Then
EMEφM 〈φM |H2|φM 〉 = 2
∑
e∈E
Pr(e ∈M)|Ce| = 2
9(n− 1)
∑
e∈E
|Ce| = 1
9(n− 1)
3n∑
i,j=1
|Ci,j |, (A4)
where we noted that Pr(e ∈ M) = 1/(9(n − 1)). This establishes the existence of a product state which achieves
energy at least the right-hand-side.
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Appendix B: Stronger version of Lieb’s theorem
In this section we prove a lower bound ‖H‖sep/‖H‖ ≥ 1/6, see Section II.
Proof. In light of Lemma 1 it suffices to consider the case H1 = 0.
Let ρ satisfy Tr(ρH) = λmax(H). Let S ⊂ [n] be a uniformly random subset of size |S| = αn and let T = [n] \ S.
Here α is a constant we will fix later. Define
ρ(S) =
(
ES1/3 ⊗ IT
)
(ρ)
In other words ρ(S) is obtained from ρ by applying the entanglement-breaking depolarizing channel E1/3 to all qubits
in S. Write the Hamiltonian as
H = HS +HT +HST
where
HS =
∑
i,j∈S
CijPiPj HT =
∑
i,j∈T
CijPiPj HST = H −HS −HT .
Now we have
ES [Tr(ρ(S)HS)] = ES

Tr

ρ · 1
9
∑
i,j∈S
CijPiPj



 = α2λmax(H)
9
(B1)
where we used the fact that Pr [i ∈ S and j ∈ S] = α2 for any i 6= j. Similarly,
ES [Tr(ρ(S)HST )] =
2α(1− α)λmax(H)
3
. (B2)
Since E1/3 is entanglement-breaking we may write
ρ(S) =
∑
k
p(k)σkS ⊗ ǫkT (B3)
where for each index k, σkS is a product state of the qubits in S, and p(k) is a probability distribution. Here ǫ
k
T is
some state of the qubits in T which is in general not separable. For each k and j ∈ T we denote the single-qubit
marginals of ǫk as
ωkj = TrT\{j}(ǫ
k) j ∈ T. (B4)
Since it is a one-qubit density matrix, we may write ωkj as
ωkj = 1/2(I + aX + bY + cZ).
For each j, k we extend the above to a one-parameter family
ωkj (t) = ω
k
j = 1/2(I + taX + tbY + tcZ) − 1 ≤ t ≤ 1.
Finally, we define a family of separable states Γ(S, t) which are obtained by replacing the state ǫk in Eq. (B3) as
follows
Γ(S, t) =
∑
k
p(k)σkS ⊗
⊗
j∈T
ωkj (t).
Note that
ES [Tr(Γ(S, t) · (HS +HST )) = Tr(ρ(S) · (HS + tHST ))] =
(
α2
9
+ t
2α(1− α)
3
)
λmax(H)
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and we may write
ES [Tr(Γ(S, t) ·HT )] = t2F (α)
where F (α) ∈ R is a function of α defined by the left-hand side with t = 1. We now fix α = 1/2. Putting together
the above and writing F = F (1/2) gives
ES [Tr(Γ(S, t)H)] =
(
1
36
+
t
6
)
λmax(H) + t
2F. (B5)
We now consider two cases depending on the value of F :
Case 1: F ≥ − 136λmax(H)
Choosing t = 1 in Eq. (B5) gives
λsep(H) ≥ ES [Tr(Γ(S, t = 1)H)] ≥
(
1
36
+
1
6
− 1
36
)
λmax(H) =
1
6
λmax(H).
Case 2: F ≤ − 136λmax(H)
Plugging in t = −1 and multiplying Eq. (B5) by −1 gives
λsep(−H) ≥ −ES [Tr(Γ(S, t = −1)H)] ≥
(
1
36
t2 − 1
36
− 1
6
t
)
t=−1
λmax(H) =
1
6
λmax(H).
We have shown that either λsep(−H) ≥ 16λmax(H) or λsep(H) ≥ 16λmax(H). This establishes that
‖H‖sep ≥ 1
6
λmax(H). (B6)
Applying Eq. (B6) to H and −H we arrive at the statement of the theorem.
Appendix C: Fermionic time reversal operation
In this section we prove Lemma 6.
Proof. Below we shall make use of the complex conjugation and transpose operations with respect to the standard
basis {|x〉}, x ∈ {0, 1}n. Expressing Majorana operators c1, . . . , c2n in terms of qubit Pauli operators one gets
c1 = X1 c2 = Y1
c2j−1 = Z1 ⊗ . . . Zj−1 ⊗Xj c2j = Z1 ⊗ . . . Zj−1 ⊗ Yj 2 ≤ j ≤ n. (C1)
From the above we see that
c⋆2j = c
T
2j = −c2j and c⋆2j−1 = cT2j−1 = c2j−1 1 ≤ j ≤ n. (C2)
Now let us proceed with the proof of Lemma 6. We may simultaneously diagonalize the commuting operators h′ and
Zn+1 = −ic2n+1c2n+2. The eigenvalues of h′ consist of eigenvalues of h1 + h2 (Zn+1 = +1) as well as all eigenvalues
of h2 − h1 (Zn+1 = −1), i.e.,
λmax(h
′) = max {λmax(h1 + h2), λmax(−h1 + h2)} . (C3)
Define a unitary
Uodd = c1c3c5 . . . c2n−1.
A direct calculation using Eq. (C2) gives
U †odd(h1 + h2)Uodd = (−h1 + h2)T . (C4)
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Since conjugation by the unitary matrix Uodd and the transpose operation both preserve the spectrum, we see that
Hamiltonians h1 + h2 and −h1 + h2 have the same spectrum. Thus so do h and h′.
Now suppose that ω is an (n + 1)-mode state which is either a Gaussian state or a Slater determinant. Define a
projector
Πz =
1
2
(1 + (−1)zZn+1) .
Since Zn+1 commutes with h
′, one of the states
|ω(z)〉 = 1‖Πz |ω〉‖Πz |ω〉, z ∈ {0, 1}
has energy at least 〈ω|h′|ω〉. Note that we may write
|ω(z)〉 = |α〉 ⊗ |z〉.
Now observe that
〈α|h|α〉 = 〈ω(0)|h′|ω(0)〉
and, using Eq. (C4),
〈α⋆|U †oddhUodd|α⋆〉 = 〈α| − h1 + h2|α〉 = 〈ω(1)|h′|ω(1)〉
The n-mode φ claimed in the Lemma is chosen to be |φ〉 = |α〉 if
〈ω(0)|h′|ω(0)〉 ≥ 〈ω|h′|ω〉
and |φ〉 = Uodd|α⋆〉 otherwise. It remains to notice that the projector Πz maps the set of Gaussian states (Slater
determinant states) to itself [30]. The same applies to the complex conjugation operation. Thus the state φ is Gaussian
(Slater determinant) whenever ω is Gaussian (Slater determinant).
Appendix D: Maximum eigenvalue of Richardson’s model
Recall that we consider n = 2N fermi modes and a Hamiltonian
h = P †P, P =
N∑
j=1
a2j−1a2j . (D1)
In this section we prove that the largest eigenvalue of h is
λmax(h) =
N(N + 2) + ǫN
4
, (D2)
where ǫN = N (mod 2) ∈ {0, 1}.
First let us prove that Eq. (D2) gives an upper bound on λmax(h). Consider an identity decomposition
I =
n∑
k=0
Λk
where Λk is a projector onto the k-particle subspace (that is, the subspace spanned by all states with exactly k
occupied modes). Since h is particle number preserving, one has hΛk = Λkh for all k. Therefore
λmax(h) = max
0≤k≤n
‖ΛkhΛk‖ = max
0≤k≤n
‖PΛk‖2, (D3)
By definition, each term in P annihilates a pair of particles. Therefore PΛk = 0 for k = 0, 1 and PΛk = Λk−2PΛk
for k ≥ 2. This gives
λmax(h) = max
2≤k≤n
‖Λk−2PΛk‖2. (D4)
We shall need the following simple fact.
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Fact 2. Let M be a complex matrix such that each row of M has at most R non-zeros and each column has at most
C non-zeros. Then
‖M‖ ≤
√
RC ·max
i,j
|Mi,j |. (D5)
For completeness, we provide a proof at the end of this section. Choose M = Λk−2PΛk and consider the matrix of
M in the standard basis {|x〉}, x ∈ {0, 1}n. Using the definition of P one can check that each row of M has at most
R = N +1− ⌈k/2⌉ non-zeros while each column of M has at most C = ⌊k/2⌋ non-zeros. Furthermore, each non-zero
element of M has magnitude one. Thus
‖Λk−2PΛk‖2 ≤ (N + 1− ⌈k/2⌉)⌊k/2⌋ ≡ f(k).
Therefore
λmax(h) ≤ max
2≤k≤n
f(k) =
N(N + 2) + ǫN
4
.
To show that this upper bound is tight consider a state |ψk〉 = (P †)k|0n〉. Let
K =
n∑
j=1
a†jaj
be the particle number operator. Using the commutation rules [h, P †] = P †(N · I −K), one easily gets
h|ψk〉 = g(k)|ψk〉, where g(k) = k(N − k + 1).
Thus
λmax(h) ≥ max
0≤k≤N
g(k) =
N(N + 2) + ǫN
4
.
Proof of Fact 2. We shall label rows and columns of M by i and j respectively. For each row i let C(i) be the set of
columns j such that Mi,j 6= 0. For each column j let R(j) be the set of rows i such that Mi,j 6= 0. Assume wlog that
|Mi,j | ≤ 1 for all i, j. Let ψ be a normalized vector such that ‖M‖2 = ‖Mψ‖2. The Cauchy-Schwarz inequality gives
‖Mψ‖2 =
∑
i
∣∣∣∣∣∣
∑
j∈C(i)
Mi,jψj
∣∣∣∣∣∣
2
≤
∑
i
|C(i)| ·
∑
j∈C(i)
|ψj |2 ≤ R
∑
i
∑
j∈C(i)
|ψj |2.
For the last inequality we used |C(i)| ≤ R. Changing the order of summations gives
‖Mψ‖2 ≤ R
∑
j
|ψj |2 · |R(j)| ≤ CR
∑
j
|ψj |2 = CR.
Appendix E: Quadratic optimization with orthogonality constraints
Let Md be the space of real d × d matrices. We say that X ∈ Md is positive semidefinite and write X ≥ 0 if
X = XT and all eigenvalues of X are non-negative. The notation X ≤ Y stands for Y −X ≥ 0.
Consider an objective function F : Md → R such that
F (X) =
d∑
p,q,r,s=1
WpqrsXp,qXr,s (E1)
where Wpqrs are real coefficients. We can assume wlog that Wpqrs = Wrspq for all p, q, r, s. Consider the following
problem [13].
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Problem 1 (Qp-Oc). Given a linear subspace L ⊆Md, compute
θ(L,W ) = max
X∈L : ‖X‖≤1
F (X). (E2)
Here and below ‖X‖ denotes the operator norm (the largest singular value). Note that X = 0 is a feasible solution
so that θ(L,W ) ≥ 0. We shall need the following result established by So [13].
Lemma 8. The problem Qp-Oc admits an approximation algorithm that outputs a matrix X ∈ L such that ‖X‖ ≤ 1
and
F (X) ≥ θ(L,W )
O(log d)
(E3)
with probability at least 2/3. The algorithm has runtime poly(d).
We shall also need an SDP relaxation of Qp-Oc introduced in Ref. [13]. To define this relaxation, it will be
convenient to identify a matrix X ∈Md and a vector |X〉 ∈ Rd ⊗ Rd such that
|X〉 =
d∑
p,q=1
Xp,q|p, q〉.
Define an operator W : Rd ⊗ Rd → Rd ⊗ Rd such that
W =
d∑
p,q,r,s=1
Wpqrs|p, q〉〈r, s|.
Note that F (X) = 〈X |W |X〉. Suppose X ∈ Md is a feasible solution of the Qp-Oc. Define
ρ = |X〉〈X | =
d∑
p,q,r,s=1
Xp,qXr,s|p, q〉〈r, s|.
The constraint ‖X‖ ≤ 1 gives XXT ≤ I and XTX ≤ I. The latter conditions can be rephrased in terms of the partial
traces of ρ as
Tr1(ρ) ≡
d∑
p,q,s=1
Xp,qXp,s|q〉〈s| ≤ I and Tr2(ρ) ≡
d∑
p,q,r=1
Xp,qXr,q|p〉〈r| ≤ I.
Finally, let us choose a set of matrices L1, . . . , Lk ∈ Md such that
X ∈ L iff 〈La|X〉 = 0 for all a = 1, . . . , k.
Then clearly, 〈La|ρ|La〉 = 0 for all a. Ref. [13] defines the following SDP relaxation of the Qp-Oc:
θ∗(L,W ) = max
ρ
Tr(ρW ) subject to


ρ ≥ 0,
Tr1(ρ) ≤ I,
Tr2(ρ) ≤ I,
〈La|ρ|La〉 = 0 for all a = 1, . . . , k.
(E4)
Here the maximization is over symmetric real matrices ρ of size d2 × d2, that is,
ρ =
d∑
p,q,r,s=1
ρpqrs|p, q〉〈r, s|, ρpqrs = ρrspq.
Note that θ∗(L,W ) ≥ θ(L,W ) since Eq. (E4) is a relaxation of Eq. (E2). The following result is a special case of
Theorem 1 from Ref. [13].
Lemma 9.
θ∗(L,W ) ≤ O(log d) · θ(L,W ). (E5)
The approximation algorithm of Lemma 8 works by solving the SDP relaxation defined in Eq. (E4) and representing
the optimal solution ρ as a probabilistic mixture of pure states |Xα〉〈Xα| such that ‖Xα‖ ≤ O(√log d) with high
probability. Then Y α ≡ Xα/O(√log d) is a feasible solution of the original Qp-Oc with the expected value of F (Y α)
equal to θ∗(L,W )/O(log d).
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Appendix F: Maximizing the energy over Slater determinants and Gaussian states
In this section we prove Theorem 3 and the first part of Theorem 4. We begin by summarizing some well-known
properties of Gaussian and Slater determinant states, see e.g. Refs. [26, 30].
Suppose ρ is a (mixed) state of n fermi modes. We say that ρ is a mixed Gaussian state iff there exists an orthogonal
matrix R ∈ O(2n) and real numbers λ1, . . . , λn ∈ [0, 1] such that
ρ = (UR)ρλ(UR)
†, ρλ ≡
n⊗
j=1
(λj |0〉〈0|+ (1 − λj)|1〉〈1|). (F1)
Here UR is a unitary operator defined by Eq. (38). By definition, any mixed Gaussian state is a probabilistic mixture
of pure ones, see Section III. Thus one can compute λGauss(h) by maximizing the energy Tr(ρh) over the set of mixed
Gaussian states ρ.
Given any n-mode state ρ, define a covariance matrix
Xp,q = (−i/2)Tr(ρ(cpcq − cqcp)), 1 ≤ p, q ≤ 2n.
It is known that any mixed Gaussian state ρ obeys Wick’s theorem, that is,
−Tr(ρcpcqcrcs) = Xp,qXr,s −Xp,rXq,s +Xp,sXq,r (F2)
for any tuple (p, q, r, s) of pairwise distinct indices. Furthermore, for any real anti-symmetric matrix X such that
‖X‖ ≤ 1 there exists a mixed Gaussian state ρ such that X is the covariance matrix of ρ. Combining the above facts
gives
λGauss(h) = max
X∈L : ‖X‖≤1
F (X), (F3)
where L is the space of real anti-symmetric matrices of size 2n and
F (X) = −3
2n∑
p,q,r,s=1
WpqrsXp,qXr,s. (F4)
Here we used the assumption that W is fully antisymmetric and assumed wlog that h1 = 0 (using Lemma 6). This is
an instance of the Qp-Oc problem considered in the previous section. The first part of Theorem 4 now follows directly
from Lemma 8.
To prove Theorem 3 let us consider the subset of mixed Gaussian states ρ satisfying
Tr(ρ apaq) = 0, 1 ≤ p, q ≤ n. (F5)
We claim that such states are probabilistic mixtures of Slater determinant states. Indeed, define a covariance matrix
Qi,j = Tr(ρa
†
iaj). Let V be unitary operator such that V
†QV is a diagonal matrix with entries λ1, . . . , λn on the
main diagonal. Define a new set of annihilation operators
bp =
n∑
q=1
Vq,paq, 1 ≤ p ≤ n.
Then Tr(ρb†pbq) = λpδp,q. Furthermore, Eq. (F5) gives Tr(ρbpbq) = 0 for all p, q. Wick’s theorem now implies that ρ
is a product of single-mode states λjb
†
jbj + (1 − λj)bjb†j. Thus ρ is a mixture of pure product states such that each
mode bj either empty or occupied, that is, ρ is a mixture of Slater determinants, as claimed.
Combining the above facts gives
λSlater(h) = max
X∈L′ : ‖X‖≤1
F (X), (F6)
where L′ ⊆ L is the linear subspace of covariance matrices X such that the corresponding mixed Gaussian state
satisfies Eq. (F5). Recalling that ap = (c2p−1 + ic2p)/2 one gets
L′ = {X ∈ L : X2p−1,2q−1 = X2p,2q and X2p−1,2q = −X2p,2q−1 for all 1 ≤ p < q ≤ n}.
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We conclude that Eq. (F6) is another instance of the Qp-Oc problem from the previous section. Theorem 3 now follows
directly from Lemma 8: the latter algorithm produces a mixed Gaussian state ρ satisfying (F5) and Tr(ρh) ≥ λSlater(h)O(logn) .
Eq. (F1) shows that ρ is a convex combination of Slater determinants. By first computing UR and the numbers
λ1, . . . , λn ∈ [0, 1] from ρ, one can thus efficiently sample from an ensemble of Slater determinant states φ such that
the expected value of 〈φ|h|φ〉 is Tr(ρh). Repeatedly sampling from this distribution O(log(n)) times and choosing
the output Slater determinant state φ with the highest energy, we obtain a success probability of at least 2/3. This
follows from an argument identical to that given after Eq. (18).
As a side remark we note that optimization over separable states considered in Section II can also be represented
as a special case of Qp-Oc (although this representation is slightly more cumbersome and not very insightful).
Appendix G: Proof of Theorem 4
Consider a fermionic Hamiltonian
h =
2n∑
p,q,r,s=1
Wpqrscpcqcrcs.
Here we assumed wlog that h1 = 0 (using Lemma 6). Let ψ be a largest eigenvector of h such that
λmax(h) = 〈ψ|h|ψ〉.
In this section we prove that λGauss(h) ≥ λmax(h)/O(n logn). Moreover, we show that the algorithm from the previous
section outputs a Gaussian state that achieves this approximation ratio. The proof given below depends crucially on
the material of Appendices E,F.
Define an operator ρ : R2n ⊗ R2n → R2n ⊗ R2n such that
ρ = − 1
2n
2n∑
p,q,r,s=1
ǫp,qǫr,sRe(〈ψ|cpcqcrcs|ψ〉)|p, q〉〈r, s|, (G1)
where ǫp,q = 1 if p 6= q and ǫp,q = 0 if p = q. Define also an operator
W = −
2n∑
p,q,r,s=1
Wpqrs|p, q〉〈r, s|.
Here we introduced the minus sign to cancel the minus sign that comes from Wick’s theorem, see Eqs. (F3,F4). Note
that
Tr(ρW ) =
1
2n
〈ψ|h|ψ〉 = λmax(h)/2n. (G2)
We claim that ρ is a feasible solution of the SDP relaxation defined in Eq. (E4), where d = 2n and L is the space of
real anti-symmetric matrices. Indeed, consider any state |φ〉 ∈ R2n ⊗ R2n. Define an operator
O =
2n∑
r,s=1
ǫr,s〈r, s|φ〉crcs.
Taking into account that ǫr,scrcs is anti-hermitian for all r, s one gets
〈φ|ρ|φ〉 = 1
2n
〈ψ|O†O|ψ〉 ≥ 0.
Thus ρ is positive semidefinite. Next,
Tr1(ρ) = − 1
2n
2n∑
p,q,s=1
ǫp,qǫp,sRe(〈ψ|cpcqcpcs|ψ〉) |q〉〈s|.
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Since ǫp,qcpcq = −ǫp,qcqcp for all p, q we arrive at
Tr1(ρ) =
1
2n
2n∑
p,q,s=1
ǫp,qǫp,sRe(〈ψ|cqcs|ψ〉) |q〉〈s| = (2n− 1)
2n
I ≤ I.
Here we noted that Re(〈ψ|cqcs|ψ〉) = 0 for q 6= s and Re(〈ψ|cqcs|ψ〉) = 1 for q = s. By symmetry, Tr2(ρ) ≤ I. Finally,
ρ has support on the subspace L of real anti-symmetric matrices since the tensor
ǫp,qǫr,sRe(〈ψ|cpcqcrcs|ψ〉)
is antisymmetric under the swap of p, q and the swap of r, s. This proves that ρ is a feasible solution of the SDP
relaxation Eq. (E4) and thus
λmax(h) = 2n · Tr(ρW ) ≤ 2n · θ∗(L,W ) ≤ O(n logn) · θ(L,W ) = O(n log n) · λGauss(h).
Here we used Lemma 9 and Eqs. (F3,F4). It remains to note that the approximation algorithm of Lemma 8 outputs
a feasible solution X ∈ L, ‖X‖ ≤ 1 such that F (X) ≥ θ∗(L,W )/O(log (n)). Such X defines a covariance matrix of a
mixed Gaussian state ρ such that
Tr(ρ h) ≥ λmax(h)
O(n log n)
.
By definition, ρ is a probabilistic mixture of pure Gaussian states φ such that the expected value of 〈φ|h|φ〉 is Tr(ρ h).
Repeatedly sampling from the corresponding distribution and choosing the state with the highest energy, we can
amplify the success probability above 2/3 following the argument after Eq. (18). This proves Theorem 4.
