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Abstract
Local solutions of the multidimensional Navier-Stokes equations for isentropic compress-
ible flow are constructed with spherically symmetric initial data between a solid core and a
free boundary connected to a surrounding vacuum state. The viscosity coefficients λ, µ are
proportional to ρθ, 0 < θ < γ, where ρ is the density and γ > 1 is the physical constant of
polytropic fluid. It is also proved that no vacuum develops between the solid core and the
free boundary, and the free boundary expands with finite speed.
1 Introduction
We study compressible Navier-Stokes equations with degenerate viscosity coefficients in Rn(n ≥
2), which can be written in Eulerian coordinates as{
∂tρ+∇ · (ρ~u) = 0,
∂t(ρ~u) +∇ · (ρ~u⊗ ~u) +∇P = div(µ(∇~u+∇~u
⊤)) +∇(λdiv~u) + ρ~f,
(1.1)
where ρ, P, ~u = (u1, · · · , un) and ~f = (f1, · · · , fn) are the density, pressure, velocity and the
given external force, respectively; λ = λ(ρ) and µ = µ(ρ) are the viscosity coefficients with the
property λ(0) = µ(0) = 0.
In this paper, we focus on the following initial-boundary value problem for (1.1). The initial
conditions are
(ρ, ~u)|t=0 = (ρ0, ~u0)(x) = (ρ0(r), u0(r)
x
r
), 0 < a ≤ r ≤ b, (1.2)
where r = |x| =
√
x21 + · · · + x
2
n and b > a > 0 are two constants, the boundary conditions are
~u|r=a = 0, (1.3)
ρ|x∈∂Ωt = 0, (1.4)
where ∂Ωt = ψ(∂Ω0, t) is a free boundary. Here, ∂Ω0 = {x ∈ R
n
∣∣ |x| = b} is the initial free
boundary and ψ is the flow of u:{
∂tψ(x, t) = ~u(ψ(x, t), t), x ∈ R
n
ψ(x, 0) = x.
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For the initial-boundary value problem (1.1)-(1.4) with the spherically symmetric external
force
~f(x, t) = f(r, t)
x
r
,
we are looking for a spherically symmetric solution (ρ, u):
ρ(x, t) = ρ(r, t), ~u(x, t) = u(r, t)
x
r
.
Then (ρ, u) is determined by
∂tρ+ ∂r(ρu) +
n−1
r ρu = 0,
ρ(∂tu+ u∂ru) + ∂rP = (λ+ 2µ)(∂
2
rru+
n− 1
r
∂ru−
n− 1
r2
u)
+2∂rµ∂ru+ ∂rλ(∂ru+
n− 1
r
u) + ρf,
(1.5)
with the initial data
(ρ, u)|t=0 = (ρ0, u0)(r), 0 < a ≤ r ≤ b, (1.6)
the fixed boundary condition
u|r=a = 0, (1.7)
and the free boundary condition
ρ(b(t), t) = 0, (1.8)
where b(0) = b, b′(t) = u(b(t), t), t > 0.
To handle this problem, it is convenient to reduce the problem in Eulerian coordinates (r, t)
to the problem in Lagrangian coordinates (x, t) moving with the fluid, via the transformation:
x =
∫ r
a
yn−1ρ(y, t)dy,
then the fixed boundary r = a and the free boundary r = b(t) become
a˜ = 0 and b˜(t) =
∫ b(t)
a
yn−1ρ(y, t)dy =
∫ b
a
yn−1ρ0(y)dy,
where
∫ b
a y
n−1ρ0(y)dy is the total mass initially. Without loss of generality, we can normalized
it to 1, so that the region {(r, t)|a ≤ r ≤ b(t), 0 ≤ t < T} under consideration is transformed
into the region {(x, t)|0 ≤ x ≤ 1, 0 ≤ t < T}.
Under the coordinate transformation, the equations (1.5)∼(1.8) are transformed into
∂tρ = −ρ
2∂x(r
n−1u),
∂tu = r
n−1∂x
(
ρ(λ+ 2µ)∂x(r
n−1u)− P
)
− 2(n− 1)rn−2u∂xµ+ f(r, t),
rn(x, t) = an + n
∫ x
0 ρ
−1(y, t)dy,
(1.9)
with the initial data
(ρ, u)|t=0 = (ρ0, u0)(x), r|t=0 = r0(x) =
(
an + n
∫ x
0
ρ−10 (y)dy
) 1
n
, (1.10)
and the boundary conditions:
u(0, t) = 0, (1.11)
2
ρ(1, t) = 0. (1.12)
It is a well-know fact that if we can solve the problem (1.9)∼(1.12), then the free boundary
problem (1.5)∼(1.8) has a solution.
For simplicity of presentation, we consider only the polytropic gas in this paper. That is, we
assume 
P (ρ) = Cργ , γ > 1,
µ(ρ) = c1ρ
θ,
λ(ρ) = c2ρ
θ, θ > 0.
Without lose of generality, we assume C = 1 . Additionally, we assume that the external force
f(r, t) satisfies
f(r, t) ∈ C1([a,+∞)× [0,+∞)) and |f(r, t)| ≤ f˜(t), ∀ r ≥ a, t ≥ 0, (1.13)
with f˜ ∈ C1([0,∞)) and f˜ ≥ 0.
The results in [5, 16] show that the compressible Navier-Stokes system with the constant
viscosity coefficient has a singularity at vacuum. Considering the modified Navier-Stokes system
in which the viscosity coefficients depend on the density, Liu, Xin and Yang in [8] proved
that such system is local well-posed. It is motivated by the physical consideration that in the
derivation of the Navier-Stokes equations from the Boltzmann equation through the Chapman-
Enskog expansion to the second order, cf. [4], the viscosity is a function of the temperature.
If we consider the case of isentropic gas, this dependence is reduced to the dependence on the
density function.
In this paper, we establish the existence, uniqueness and the continuous dependence on initial
data of the local solution to the initial-boundary value problem (1.9)∼(1.12). The important
physical consequences of our results are that no vacuum states can occur between the solid
core and the free boundary, the interface separating the flow and vacuum propagates with finite
speed.
The main analytical difficulty to handle this problem is the singularity of the solution near
the free boundary. The most difficult thing is to get the low bound of ρ, i.e. ρ ≥ A3 (1 − x)
α.
Since n ≥ 2 and the viscosity coefficient µ depends on ρ, the nonlinear term rn−2u∂xµ in (1.9)2
makes the analysis significantly different from the one-dimensional case [2, 8, 15, 17, 18]. For
example, in the proof of Proposition 2.2, Lemmas 2.5 and 5.1, the nonlinear term do cause much
trouble. Another difficult thing is to obtain the bound of ‖u‖L4m . In one-dimensional case, one
can obtain the bound of ‖u‖L4m easily, but it’s difficult in our case. We apply the inductive
method to prove it in Lemma 2.2. In the proof of Proposition 2.2, we must get
∫ 1
x
∂tu
rn−1
dy ≤ Cρθ0.
For this purpose, Yang-Zhao[17] needed to obtain the L4m norm of ∂tu in one-dimensional case.
Here, we only need to get the L2 norm of ∂tu. In this paper, we use the continuation method,
the energy method and the pointwise estimate techniques to deal with the singularity of the
solution near the free boundary, and obtain the bounded estimates of the solution.
Under some new a priori estimates, using an effective difference scheme to construct ap-
proximate solutions, we could obtain the existence of the local solution with 0 < θ < γ. Using
weighted function ρl11 ρ
l2
2 (ρ1 − ρ2)
2, l1 + l2 = θ − 3, (not only l1 = −1 + θ and l2 = −2 as in [3]),
we prove that the local solution is continuously dependent on the initial data. To do this, we
need αθ ≤ 12 , so θ can be any value in (0, γ) when α ≤
1
2θ .
For related free boundary problems for isentropic fluids with density-dependent viscosity (µ =
ρθ), see Fang-Zhang[2], Liu-Xin-Yang[8], Vong-Yang-Zhu[15], Yang -Zhao[17] and the references
cited therein. For the other one-dimensional or spherically symmetric solutions of the Navier-
Stokes equations for isentropic compressible flow with a free boundary connected to a vacuum
3
state, see MatusuNecasova-Okada-Makino[9], Nishida[10, 11], Okada[12], Okada-Makino[13] and
the references cited therein. Also see Lions[7] and Vaigant[14] for multidimensional isentropic
fluids. Especially, Chen-Kratka[1] studied the free boundary problem of compressible heat-
conducting flow with constant viscosity coefficients and spherically symmetry initial data.
Now we list some assumptions on the initial data and constants (γ, θ, c1, c2).
(A1) Let c1, c2, θ, γ satisfy
c1 > 0, 2c1 + nc2 > 0,
0 < θ < γ, γ > 1. (1.14)
(A2) There exist three positive constants 0 < α < 1, A ≥ B > 0 satisfying
1
2γ
< α < min{
3
4θ
,
1
θ + 1
}, α(θ − 1) <
1
2
, (1.15)
and
A(1− x)α ≤ ρ0(x) ≤ B(1− x)
α. (1.16)
(A3) Assume
u0 ∈ L
∞([0, 1]), ρ1+θ0 (u0)
2
x ∈ L
1([0, 1]),
(ργ0)x ∈ L
2([0, 1]), (1− x)α0(ρθ0)
2
x ∈ L
1([0, 1]),
(
(2c1 + c2)ρ
θ+1
0 (r
n−1
0 u0)x
)
x
− 2c1(n− 1)
u0
r0
(ρθ0)x ∈ L
2([0, 1]), (1.17)
where 1− 2αθ < α0 < min{1, 1 + 2α− 2αθ}, and m is a integer satisfying
m > max{
1
1 + αθ − α
,
1
2(1− θα)
,
1
4− 4α
, 2}. (1.18)
Under the above assumptions, our main results can be stated as follows:
Theorem 1.1 (Existence). Under the assumptions (A1)∼ (A3), there is a positive constant
T1 > 0 such that the free boundary problem (1.9)∼(1.12) admits a weak solution (ρ, u, r)(x, t)
on [0, 1] × [0, T1] in the sense that
ρ(x, t), u(x, t), r(x, t) ∈ L∞([0, 1] × [0, T1]) ∩ C
1([0, T1];L
2([0, 1])),
A
3
(1− x)α ≤ ρ(x, t) ≤ 3B(1− x)α, (x, t) ∈ [0, 1] × [0, T1],
ρθ+1∂x(r
n−1u) ∈ L∞([0, 1] × [0, T1]) ∩C
1
2 ([0, T1];L
2([0, 1])),
∂xr, ∂xu ∈ L
∞([0, T1], L
λ0([0, 1])),
where λ0 > 1 is a constant which will be defined at (2.19), and the following equations hold:
∂tρ = −ρ
2∂x(r
n−1u), ρ(x, 0) = ρ0,
rn(x, t) = an + n
∫ x
0
ρ−1(y, t)dy, ∂tr = u
4
for almost all x ∈ [0, 1], any t ∈ [0, T1],∫ T1
0
∫ 1
0
uφtdxdt =
∫ T1
0
∫ 1
0
(
(2c1 + c2)ρ
θ+1∂x(r
n−1u)− ργ
)
∂x(r
n−1φ)dxdt
−
∫ T1
0
∫ 1
0
2c1(n− 1)ρ
θ∂x(φr
n−2u)dxdt
−
∫ T1
0
∫ 1
0
fφdxdt−
∫ 1
0
u0φ(x, 0)dx (1.19)
for any test function φ(x, t) ∈ C∞0 ([0, T1)× (0, 1]). Furthermore, if αθ ≤
1
2 , the solution satisfies
ρ∂x(r
n−1u) ∈ L∞([0, 1] × [0, T1]), (1.20)
(1− x)−αρ ∈ C([0, T1];L
∞([0, 1])). (1.21)
Theorem 1.2 (Continuous Dependence). Under the assumptions of Theorem 1.1 and 0 < αθ ≤
1
2 , if (ρi, ui, ri) is a solution to the system (1.9)∼(1.12) with the initial data (ρ0i, u0i, r0i), and
satisfies regularity conditions in Theorem 1.1, i = 1, 2, then we have∫ 1
0
(
(u1 − u2)
2 + ρ1−θ1 ρ
2θ−4
2 (ρ1 − ρ2)
2 + ρθ1ρ
−1
2 (r1 − r2)
2
)
dx
≤ CeCt
∫ 1
0
(
(u01 − u02)
2 + ρ1−θ01 ρ
2θ−4
02 (ρ01 − ρ02)
2 + ρθ01ρ
−1
02 (r01 − r02)
2
)
dx,
for all 0 ≤ t ≤ T1.
Remark 1.1. It is noticed that the set of initial data (ρ0, u0, r0) verifying all assumptions in
Theorem 1.1 and 1.2 contains a quite general family of functions. For example, if ρ0 = C(1−x)
α
with the exponent α satisfying (1.15), then it satisfies all assumptions on the initial density.
From Theorem 1.2, we can obtain the uniqueness of the solution immediately.
Theorem 1.3 (Uniqueness). Under the assumptions of Theorem 1.2, if the free boundary prob-
lem (1.9)∼(1.12) has two weak solutions (ρi, ui, ri) (i = 1, 2) on [0, 1] × [0, T1] as described in
Theorem 1.1, then for all t ∈ [0, T1] and almost all x ∈ (0, 1), (ρ1, u1, r1)(x, t) = (ρ2, u2, r2)(x, t).
The rest of this paper is organized as follows. In Section 2, we obtain some basic energy
estimates, the lower and upper bounds of the density. Then in Section 3, we construct approxi-
mate solutions by the difference scheme, and obtain the existence of the local solution. And in
Section 4, we prove Theorem 1.2 by the energy method. At last, in Section 5, we prove some
useful lemmas, which are used in Section 2. In what follows, we always use C(Ci) to denote a
generic positive constant depending only on the initial data.
2 Some a priori estimates
In this section, for simplicity of presentation, we establish certain a priori estimates for smooth
solutions to the initial boundary value problem (1.9)∼(1.12).
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Proposition 2.1. Let (ρ, u, r)(x, t), x ∈ [0, 1], t ∈ [0, T ], be a solution of (1.9) ∼ (1.12). Then
under the assumptions of Theorem 1.1, there exists a positive constant C1 = C1(‖ρ0‖L∞x , ‖u0‖L2x,
‖f˜‖L∞t , ) such that, for all t ∈ [0, T ]∫ 1
0
(
1
2
u2 +
1
γ − 1
ργ−1)(x, t)dx +
∫ t
0
∫ 1
0
{(c2 +
2
n
c1)ρ
θ+1(∂x(r
n−1u))2
+
2(n − 1)
n
c1ρ
θ+1(rn−1∂xu−
u
rρ
)2}(x, s)dxds
≤ et/2
(∫ 1
0
(
1
2
u20 +
1
γ − 1
ργ−10 )(x)dx+
∫ t
0
f˜2(s)ds
)
≤ C1e
t/2. (2.1)
Proof. Multiplying (1.9)1 by ρ
γ−2, (1.9)2 by u and integrating it over [0, 1] × [0, t], using the
boundary conditions (1.11)∼(1.12) and Young’s inequality, we have∫ 1
0
(
1
2
u2 +
1
γ − 1
ργ−1)(x, t)dx +
∫ t
0
∫ 1
0
{(c2 +
2
n
c1)ρ
θ+1(∂x(r
n−1u))2
+
2(n − 1)
n
c1ρ
θ+1(rn−1∂xu−
u
rρ
)2}(x, s)dxds
=
∫ 1
0
(
1
2
u20 +
1
γ − 1
ργ−10 )dx+
∫ t
0
∫ 1
0
fudxds
≤
∫ 1
0
(
1
2
u20 +
1
γ − 1
ργ−10 )dx+
1
4
∫ t
0
∫ 1
0
u2dxds +
∫ t
0
f˜2ds.
Using Gronwall’s inequality and (A1), we can obtain (2.1) easily.
Lemma 2.1. Under the assumptions of Proposition 2.1, we have for all t ∈ [0, T ],
∂tr(x, t) = u(x, t), ∂xr(x, t) =
1
rn−1ρ
> 0, r ≥ a, (2.2)
rβ∂xρ
θ(x, t) = (rβ0 ∂xρ
θ
0)(x)−
θ
2c1 + c2
((r1+β−nu)(x, t) − (r1+β−n0 u0)(x))
+
θ
2c1 + c2
∫ t
0
(
−rβ∂xρ
γ + r1+β−nf + (1 + β − n)u2rβ−n
)
(x, s)ds, (2.3)
where β = 2c1θ(n−1)2c1+c2 is a positive constant.
Proof. From (1.9)3, we can get (2.2) immediately. From (1.9)1 and (2.2), we have
∂t(r
β∂xρ
θ) = βrβ−1u∂xρ
θ + rβ∂txρ
θ, (2.4)
∂tρ
θ = −θρθ+1∂x(r
n−1u). (2.5)
From (1.9)2 and (2.4) ∼ (2.5), we obtain
∂t(r
β∂xρ
θ) = βrβ−1u∂xρ
θ − rβ∂x(θρ
θ+1∂x(r
n−1u))
= −
θ
2c1 + c2
(r1+β−n(∂tu− f) + r
β∂xρ
γ).
Integrating both sides of the above equality in time [0, t], using integration by parts, we can
obtain (2.3) immediately.
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In Lemmas 3.3-3.5, we use the continuation method to estimate the lower bound of the
density. The key point is in the following proposition.
Proposition 2.2. Under the assumptions of Theorem 1.1, there exists T1 > 0, such that if
1
3
ρ0(x) ≤ ρ(x, t) ≤ 3ρ0(x), ∀ t ∈ [0, T
′], (2.6)
where T ′ ∈ (0, T1] is any fixed positive constant, then we have
1
2
ρ0(x) ≤ ρ(x, t) ≤ 2ρ0(x), ∀ t ∈ [0, T
′]. (2.7)
Remark 2.1. Here T1 can be defined by
T1 ≡ min{1, T 1, T 2, T 3, T 4}, (2.8)
where T 1, T 2, T 3 and T 4 are defined by (2.24), (2.28), (2.30) and (5.14), respectively. We
assume that T1 ≤ 1, since we only obtain the local existence of solution.
From (2.6), we obtain
a ≤ r ≤
(
an + n
∫ x
0
(
A
3
(1− y)α)−1dy
) 1
n
≤ R <∞, for all t ∈ [0, T ′], (2.9)
where R is a constant.
Under the assumption (2.6), we could obtain the following lemmas. The proof of Lemmas
2.2∼2.6 and Corollary 2.1 can be found in Appendix 5.
Lemma 2.2. Under the assumptions of Theorem 1.1 and (2.6), there exists a positive constant
C2 = C2(a, ‖ρ0‖L∞x , ‖u0‖L4mx , ‖f˜‖L∞t , C1), such that for all t ∈ [0, T
′] and k = 1, 2, · · · , 2m,∫ 1
0
u2k(x, t)dx+
∫ t
0
∫ 1
0
ρθ+1u2k−2r2n−2(∂xu)
2dxds ≤ C2. (2.10)
Lemma 2.3. Under the assumptions of Lemma 2.2, there exists a positive constant C3 =
C3(a,R,A,B, ‖ρ
1+θ
0 (u0)
2
x‖L1 , ‖f˜‖L∞t , C1) such that, for all t ∈ [0, T
′],∫ 1
0
|u(x, t) − u0(x)|
2dx ≤ C3t. (2.11)
Corollary 2.1. Under the assumptions of Lemma 2.2, there exists a positive constant C4 =
C4(a,R, ‖u0‖L∞x , C2, C3) such that, for all t ∈ [0, T
′],∣∣∣∣∫ t
0
∫ 1
x
∂tu
rn−1
dxds
∣∣∣∣ ≤ C4t 12(2m−1) (1− x) 2m−12m . (2.12)
Lemma 2.4. Under the assumptions of Lemma 2.2, there exists a positive constant C5 =
C5(a,R, ‖(1 − x)
α0(ρθ0)
2
x‖L1 , ‖f˜‖L∞t , C2), such that, for t ∈ [0, T
′],∫ 1
0
(1− x)α0(∂xρ
θ(x, t))2dx ≤ C5, (2.13)
where α0 > 1− 2αθ.
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Lemma 2.5. Under the assumptions of Lemma 2.2, there exist a positive constant C6 which is
defined by (5.13) and a positive constant C7 such that, for all t ∈ [0, T
′],∫ 1
0
(∂tu)
2dx+
∫ t
0
∫ 1
0
[
ρθ+1r2n−2(∂txu)
2 + ρθ−1r−2(∂tu)
2
]
dxds ≤ C6, (2.14)∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2
)
dx+
∫ t
0
∫ 1
0
(∂tu)
2dxds ≤ C7 (2.15)∫ 1
0
ρθ+3(∂xu)
4dx ≤ C7. (2.16)
Lemma 2.6. Under the assumptions of Lemma 2.2, there exists a positive constant C8 such
that, for all t ∈ [0, T ′],
‖u‖L∞([0,1]×[0,T ′]) ≤ C8, (2.17)∫ 1
0
|∂xu|
λ0dx ≤ C8, (2.18)
where λ0 is a constant satisfying:
1 < λ0 < min{
4m
4mα+ 1
,
1
α(1 + θ)
}. (2.19)
Remark 2.2. Since m > 14−4α and α <
1
θ+1 , we have 1 < min{
4m
4mα+1 ,
1
α(1+θ)} and the set of λ0
is not empty.
Now, we turn to prove Proposition 2.2:
Proof. From (1.9), we have
ρθ(x, t) +
θ
2c1 + c2
∫ t
0
ργ(x, s)ds = ρθ0(x) +
θ
2c1 + c2
∫ t
0
∫ 1
x
(
∂tu
rn−1
)
(y, s)dyds
−
2c1(n− 1)θ
2c1 + c2
∫ t
0
(
uρθ
r
)
(x, s)ds −
2c1(n− 1)θ
2c1 + c2
∫ t
0
∫ 1
x
(
ρθ∂x
(u
r
))
(y, s)dyds
−
θ
2c1 + c2
∫ t
0
∫ 1
x
(fr1−n)(y, s)dyds.
Using (2.12), we get
ρθ(x, t) +
θ
2c1 + c2
∫ t
0
ργ(x, s)ds
≥ ρθ0(x)−
θ
2c1 + c2
C4t
1
2(2m−1) (1− x)
2m−1
2m −
2c1(n− 1)θ
2c1 + c2
∫ t
0
uρθ
r
ds
−
2c1(n− 1)θ
2c1 + c2
∫ t
0
∫ 1
x
ρθ∂x
(u
r
)
dyds−
θ
2c1 + c2
a−n+1‖f˜‖L∞t (1− x)t
≥ ρθ0(x)− C9t
1
2(2m−1) ρθ0 −
2c1(n− 1)θ
2c1 + c2
∫ t
0
uρθ
r
ds
−
2c1(n− 1)θ
2c1 + c2
∫ t
0
∫ 1
x
ρθ∂x
(u
r
)
dyds− C10(1− x)t, (2.20)
where m ≥ 12(1−θα) and C9 :=
θ
2c1+c2
C4, C10 :=
θ
2c1+c2
a−n+1‖f˜‖L∞t .
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Using Lemma 2.6, (2.2), (2.6) and 0 < α < 1, we have∣∣∣∣∫ t
0
u(x, s)ρθ(x, s)
r(x, s)
ds
∣∣∣∣ ≤ (3ρ0)θa
∫ t
0
|u(x, s)|ds ≤ C8
(3ρ0)
θ
a
t := C11ρ
θ
0t, (2.21)
∣∣∣∣∫ t
0
∫ 1
x
ρθ
∂xu
r
dxds
∣∣∣∣ ≤ (3ρ0)θa
∫ t
0
∫ 1
x
|∂xu|dxds ≤ C8
(3ρ0)
θ
a
t := C12(ρ0)
θt, (2.22)
and ∣∣∣∣∫ t
0
∫ 1
x
ρθ
u∂xr
r2
dxds
∣∣∣∣ = ∣∣∣∣∫ t
0
∫ 1
x
ρθ−1r−n−1udxds
∣∣∣∣
≤ a−n−1(3ρ0)
θ
∫ t
0
‖u‖L∞‖3(ρ0)
−1‖L1ds
≤ Ct(ρ0)
θ
∫ 1
0
(1− x)−αdx ≤ C13(ρ0)
θt. (2.23)
We define
T 1 =
(
(1− (23)
θ)Aθ
C9 + C10 + C11 + C12 + C13
)2(2m−1)
. (2.24)
From (2.20) ∼ (2.23), we have
ρθ(x, t) +
θ
2c1 + c2
∫ t
0
ργ(x, s)ds ≥ (
2
3
ρ0)
θ, (2.25)
for all 0 ≤ t ≤ T ′ ≤ T1 ≤ T 1.
To get a lower bound on ρ(x, t) from (2.25), we need to get a upper bound of the term∫ t
0 ρ
γ(x, s)ds for sufficiently small t. For this purpose, we set
Z(t) =
∫ t
0
ργ(x, s)ds. (2.26)
Similar to the proof of (2.25), we can deduce that Z(t) satisfies the following differential inequal-
ity from (1.9):
(
Z ′(t)
) θ
γ +
θ
2c1 + c2
Z(t) ≤ ρθ0 + (C9 + C10 + C11 + C12 + C13)t
1
2(2m−1) (1− x)θα, (2.27)
for t ∈ [0, T ′]. Define
T 2 =
(
(2θ − 1)Aθ
C9 + C10 + C11 + C12 + C13
)2(2m−1)
. (2.28)
For all t ≤ T ′ ≤ T 2, we have(
Z ′(t)
) θ
γ +
θ
2c1 + c2
Z(t) ≤ C14(1− x)
αθ
and
ρ(x, t) ≤ 2ρ0(x), ∀ x ∈ [0, 1], t ∈ [0, T
′].
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This is the second inequality of (2.7).
Noticing Z(0) = 0 and 0 < θ < γ, we finally deduce from (2.27) that
−
θ
2c1 + c2
Z(t) ≥ C14(1− x)
θα((1 +
γ − θ
2c1 + c2
(C14(1− x)
θα)
γ−θ
θ t)
θ
θ−γ − 1). (2.29)
By choosing T 3 > 0 sufficiently small such that
C14
(
1−
(
1 +
γ − θ
2c1 + c2
(C14(1− x)
θα)
γ−θ
θ T 3
) θ
θ−γ
)
≤
(
(
2
3
)θ − (
1
2
)θ
)
Aθ, (2.30)
we can get from (2.29)∼(2.30) that
−
θ
2c1 + c2
∫ t
0
ργ(x, s)ds ≥ −
(
(
2
3
)θ − (
1
2
)θ
)
ρθ0(x). (2.31)
Inserting (2.31) into (2.25), we can arrive at
ρθ ≥ (
1
2
ρ0)
θ, (2.32)
provided that 0 ≤ t ≤ T ′ ≤ T1. This completes the proof of Proposition 2.2.
Using the pointwise bound for ρ (2.6), we can also derive other estimates for (ρ, u) in the
following propositions.
Proposition 2.3. Under the conditions in Lemma 2.2, we have∫ 1
0
|∂tρ(x, t)|
2dx ≤ C, (2.33)∫ t
0
∫ 1
0
∣∣∣∂t (ρθ+1∂x(rn−1u)) (x, η)∣∣∣2 dxdη ≤ C, t ∈ [0, T ′]. (2.34)
Proof. From equation (1.9)1 and Ho¨lder’s inequality, we have∫ 1
0
|ρt(x, t)|
2 dx =
∫ 1
0
∣∣(ρ2∂x(rn−1u)) (x, t)∣∣2 dx
≤ C
∫ 1
0
(
ρ2r−2u2 + ρ4r2n−2(∂xu)
2
)
(x, t)dx.
Using Lemma 2.5, (2.1), (2.6), (2.9), (2.16) and α < 11+θ , we have∫ 1
0
ρ2r−2u2(x, t)dx ≤ C
∫ 1
0
u2(x, t)dx ≤ C,∫ 1
0
ρ4r2n−2(∂xu)
2(x, t)dx ≤ C
∫ 1
0
(ρ2∂xu)
2(x, t)dx
≤ C
(∫ 1
0
ρθ+3(∂xu)
4dx+
∫ 1
0
ρ5−θdx
)
≤ C.
From above, we get (2.33) immediately.
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Now, we turn to prove (2.34):∫ t
0
∫ 1
0
∣∣∣∂t (ρθ+1∂x(rn−1u)) (x, t)∣∣∣2 dxdη
≤ C
∫ t
0
∫ 1
0
(
ρ2θ+4[∂x(r
n−1u)]4 + ρ2θ+2
(
∂tx(r
n−1u)
)2)
(x, η)dxdη.
Denote
D1 =
∫ t
0
∫ 1
0
(
ρ2θ+4
(
∂x(r
n−1u)
)4)
(x, η)dxdη,
D2 =
∫ t
0
∫ 1
0
(
ρ2θ+2
(
∂tx(r
n−1u)
)2)
(x, η)dxdη.
From Lemmas 2.2, 2.5, (2.6) and (2.9), we have
D1 ≤ C
∫ t
0
∫ 1
0
ρ2θ+4
(
ρ−4r−4u4 + r4n−4(∂xu)
4
)
dxdη
≤ C
∫ t
0
∫ 1
0
(
u4 + ρθ+3(∂xu)
4
)
dxdη
≤ C
and
D2 ≤ C
∫ t
0
∫ 1
0
(ρ2θ+2(∂x(r
n−2u2))2 + ρ2θ+2(∂x(r
n−1∂tu))
2)dxdη
≤ C
∫ t
0
∫ 1
0
[
ρ2θ+2r−4ρ−2u4 + ρ2θ+2r2n−4(∂xu)
2u2
]
dxdη + CC6
≤ C.
This completes the proof.
Proposition 2.4. Under the assumptions of Lemma 2.2, we get
‖[ρθ+1∂x(r
n−1u)](x, t)‖L∞([0,1]×[0,T ′]) ≤ C, (2.35)∫ 1
0
∣∣∣∂x (ρθ+1∂x(rn−1u))∣∣∣ dx ≤ C, (2.36)∫ 1
0
|∂xρ|dx ≤ C, for all t ∈ [0, T
′]. (2.37)
Proof. From (1.9)2, we have
∂x[ρ
θ+1∂x(r
n−1u)] =
∂tu
(2c1 + c2)rn−1
+
∂xρ
γ
2c1 + c2
+
2c1(n− 1)u∂xρ
θ
(2c1 + c2)r
−
f
(2c1 + c2)rn−1
.
From (1.13) and Lemmas 2.5∼2.6, using similar arguments as that in (2.21)∼(2.23), we get∣∣∣ρθ+1∂x(rn−1u)∣∣∣
11
≤
1
(2c1 + c2)an−1
∫ 1
x
|∂tu| dx+
1
2c1 + c2
|ργ |
+
2c1(n− 1)
(2c1 + c2)
(
ρθ
|u|
r
+
∣∣∣∣∫ 1
x
ρθ∂x
(u
r
)
dx
∣∣∣∣)+ 1(2c1 + c2)an−1
∫ 1
x
|f |dx
≤ C.
Similarly, using (2.13) and α0 < 1, we have∫ 1
0
∣∣∣∂x (ρθ+1∂x(rn−1u))∣∣∣ dx ≤ C + C ∫ 1
0
|∂x(ρ
θ)|dx
≤ C + C
∫ 1
0
(1− x)α0 |(ρθ)x|
2dx+C
∫ 1
0
(1−x)−α0dx
≤ C + CC5 +
∫ 1
0
(1− x)−α0dx ≤ C.
From (2.6), (2.13), α0 < 1 + 2α − 2αθ and Ho¨lder’s inequality, we get∫ 1
0
|ρx|dx ≤ C
(∫ 1
0
(1− x)α0(ρθ)2xdx
) 1
2
(∫ 1
0
(1− x)−α0ρ2−2θdx
) 1
2
≤ C
(∫ 1
0
(1− x)−α0+2α−2αθdx
) 1
2
≤ C.
This completes the proof.
Lemma 2.7. Under the assumptions of Lemma 2.2, we have
‖r(·, t)‖L∞∩W 1,λ0 ≤ C, ∀ t ∈ [0, T
′].
Lemma 2.8. Under the assumptions of Lemma 2.2 and 0 < αθ ≤ 12 , there exists a constant
C15 > 0 such that
‖ρ∂xu‖L∞([0,1]×[0,T ′]) ≤ C15, (2.38)
‖ρ−10 ρt‖L∞([0,1]×[0,T ′]) ≤ C15. (2.39)
Proof. From (1.9)2, we get
ρ∂xu =
r1−n
2c1 + c2
ργ−θ − (n− 1)ur−n −
ρ−θr1−n
2c1 + c2
∫ 1
x
∂tu
rn−1
dy
+
2c1(n− 1)
2c1 + c2
(
r−nu+ ρ−θr1−n
∫ 1
x
ρθ∂x
(u
r
)
dy
)
+
ρ−θr1−n
2c1 + c2
∫ 1
x
f
rn−1
dy.
It’s easy to show that the first, second and fifth terms of the right side of above equation have
bounded L∞ norm. Similar to the proof of (2.21)∼(2.23), we get the same result of the fourth
term. Now we turn to estimate the third term. Using (2.14) and 0 < αθ ≤ 12 , we have∣∣∣∣ρ−θr1−n2c1 + c2
∫ 1
x
∂tu
rn−1
dx
∣∣∣∣ ≤ Cρ−θ(∫ 1
0
|∂tu|
2dx)
1
2 (1 − x)
1
2 ≤ C(1− x)
1
2
−αθ ≤ C.
From above all, we get (2.38) immediately. From (1.9)1, (2.6) and (2.38), we can obtain (2.39)
immediately.
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3 The proof of Theorem 1.1
To construct a weak solution to the initial boundary value problem (1.9)∼(1.12), we apply the
space-discrete difference scheme method as in [1], which can be described as follows.
Let h be an increment in x, such that Nh = 1 for some N ∈ Z+, and xj = jh for j ∈
{0, · · · , N}. For each integer N , we construct the following time-dependent functions:
(ρj(t), uj(t), rj(t)), j = 0, · · · , N
that form a discrete approximation to (ρ, u, r)(xj , t) for j = 0, · · · , N .
First, (ρi(t), uj(t), rj(t)), i = 0, · · · , N , j = 1, · · · , N , are determined by the following system
of 3N + 2 differential equations:
ρ˙i = −ρ
2
i δ(r
n−1
i ui), (3.1)
u˙j = r
n−1
j δσj − 2c1(n− 1)r
n−2
j ujδ(ρ
θ
j−1) + fj, (3.2)
rni+1 = a
n + n
i∑
k=0
h
ρk
, (3.3)
with boundary conditions
u0(t) = 0, r0(t) = a,
ργN − ρ
1+θ
N (2c1 + c2)δ(r
n−1
N uN ) + 2c1(n− 1)
uN+1
rN+1
ρθN = 0, (3.4)
and initial data
ρj(0) =
1
h
∫ jh
(j−1)h
ρ0(y)dy, uj(0) =
1
h
∫ jh
(j−1)h
u0(y)dy, (3.5)
where j = 1, · · · , N ,
ρ0(0) = ρ1(0), u0(0) = 0, r0(0) = a, (3.6)
rni (0) = a
n + n
i−1∑
j=0
h
ρj(0)
, i = 1, · · · , N + 1. (3.7)
Here, δ is the operator defined by δwj = (wj+1 − wj)/h, and
σj(t) = (2c1 + c2)ρ
θ+1
j−1δ(r
n−1
j−1 uj−1)− ρ
γ
j−1, fj(t) = f(rj, t). (3.8)
The basic theory of ordinary differential equations guarantees the local existence and unique-
ness of smooth solutions (ρi, ui, ri), i = 0, · · · , N , to the system (3.1)-(3.4) on some interval
[0, T h], such that
0 < ρi(t) <∞, |uj(t)|, |rj(t)| <∞, t ∈ [0, T
h],
where i = 0, · · · , N and j = 0, · · · , N + 1. Here, we use the fact min
i=0,...,N
ρi(0) > 0.
So, we can let T hmax be the maximal time such that the smooth solutions exist on [0, T
h
max)
and satisfy
0 < ρi(t) <∞, |uj(t)|, |rj(t)| <∞, t ∈ [0, T
h
max),
where i = 0, · · · , N and j = 0, · · · , N + 1. Our first goal is to show that T hmax > T1, and the
solutions satisfy
1
3
ρi(0) ≤ ρi(t) ≤ 3ρi(0), i = 0, · · · , N, (3.9)
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for all t ∈ [0, T1], where T1 > 0 is given in (2.8) and independent of h.
Based on the work of Proposition 2.1 and Lemma 2.1, using similar arguments as that in
[1, 6], we have following two lemmas.
Lemma 3.1. Let (ρj(t), uj(t), rj(t)), j = 0, · · · , N be the solutions to (3.1) ∼ (3.4), then there
exists a positive constant C(A, ‖u0‖L2x , f˜) such that, for all t ∈ [0, T
h
max),
N∑
j=0
(
1
2
u2j +
1
γ − 1
ργ−1j
)
h+
∫ t
0
N∑
j=0
(
(2c1 + c2) ρ
θ+1
j
(
δ
(
rn−1j uj
))2
+c1
2(n − 1)
n
ρθ+1j (r
n−1
j δuj −
uj
rj
ρj)
2
)
h ≤ Cet. (3.10)
Lemma 3.2. The solutions (ρi(t), ui(t), ri(t)), i = 0, · · · , N , satisfy the following identities:
∂tri(t) = ui(t), δr
n
i (t) =
n
ρi
,
rβj δρ
θ
j (t) = r
β
j (0)δρ
θ
j (0) −
θ
2c1 + c2
(
r1+β−nj (t)uj(t)− r
1+β−n
j (0)uj(0)
)
+
θ
2c1 + c2
(∫ t
0
(
−rβj δρ
γ
j + r
1+β+n
j fj + (1 + β − n)u
2
jr
β−n
j )(s)ds
))
,
for all i = 0, · · · , N , j = 0, · · · , N − 1 and t ∈ [0, T hmax).
Based on the work of Proposition 2.2 and 2.4, using similar arguments as that in [1, 6], we
have following lemma.
Lemma 3.3. Under the assumptions in Theorem 1.1, we have that for all h ∈ (0, h0](h0 is a
sufficiently small positive constant ), there is a T1 > 0 such that, if
1
3
ρi(0) ≤ ρi(t) ≤ 3ρi(0),
for all i = 0, . . . , N and t ∈ [0, T ′] where T ′ ∈ (0, T hmax) ∩ (0, T1], then we have
0 <
1
2
ρi(0) ≤ ρi(t) ≤ 2ρi(0), (3.11)
a ≤ rj(x, t) ≤ C, (3.12)
|uj(x, t)| ≤ C, (3.13)
for all i = 0, · · · , N , j = 0, · · · , N + 1 and t ∈ [0, T ′], where C is independent of T ′ and h.
Remark 3.1. For simplicity of presentation, in Section 2, we establish some a priori estimates
in the continuous version to the initial boundary value problem (1.9)∼(1.12), so we need h0 is
a sufficiently small positive constant.
Then, applying the continuation method, we obtain the following lemma.
Lemma 3.4. Under the assumptions in Lemma 3.3, we have (3.9) holds for all t ∈ [0, T hmax) ∩
[0, T1].
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Proof. Let A = {T ′ ∈ [0, T hmax) ∩ [0, T1] | (3.9) holds for all t ∈ [0, T
′]}.
Since min ρi(0) > 0, we have
ρi(t)
ρi(0)
∈ C([0, T hmax)), i = 0, . . . , N , and there exists T
h
1 ∈
(0, T hmax) such that (3.9) holds for all t ∈ [0, T
h
1 ]. Thus, A is not empty and relatively closed in
[0, T hmax) ∩ [0, T1]. To show that A is also relatively open in [0, T
h
max) ∩ [0, T1], and hence the
entire interval, it therefore suffices to show that the weaker bound
1
3
ρi(0) ≤ ρi(t) ≤ 3ρi(0), i = 0, . . . , N, t ∈ [0, T
′] ⊂ [0, T hmax) ∩ [0, T1],
implies (3.11) holds for all t ∈ [0, T ′]. Thus, from Lemma 3.3, we have A = [0, T hmax)∩ [0, T1].
Then, applying the reduction to absurdity, we have the following lemma.
Lemma 3.5. Under the assumptions in Lemma 3.3, we have T hmax > T1.
Proof. If T hmax ≤ T1, from Lemmas 3.3∼3.4, we have (3.11)∼(3.13) hold on t ∈ [0, T
h
max).
Thus, we can extend the existence interval [0, T hmax) to [0, T
h
max]. It contradicts the definition of
T hmax.
Based on the work of Lemmas 2.2∼2.8, using similar arguments as that in [1, 6], we have
following lemma.
Lemma 3.6. Under the assumptions in Lemma 3.3, we have that (ρj(t), uj(t), rj(t)), j =
0, · · · , N , satisfy
N∑
j=0
u4mj (t)h+
∫ t
0
N∑
j=0
[
ρθ+1j (s)u
4m−2
j (s)δ(r
n−1
j (s)uj(s))
2
+ρθ−1j (s)r
−2
j (s)u
4m
j (s)
]
hds ≤ C, (3.14)
N−1∑
j=0
(1− jh)α0(δρθj (t))
2h+
N∑
j=0
(∂tuj)
2h+
N∑
j=0
|δuj(t)|
λ0h ≤ C, (3.15)
N∑
j=0
|
d
dt
ρj(t)|
2h+
∫ T1
0
N∑
j=0
∣∣∣∣ ddt (ρθ+1j δ(rn−1j uj)) (t)
∣∣∣∣2 hdt ≤ C, (3.16)
‖ρθ+1i δ(r
n−1
i ui)(t)‖L∞([0,T1]) + ‖ui(t)‖L∞([0,T1]) ≤ C, (3.17)
N−1∑
j=0
|δ(ρθ+1j δ(r
n−1
j uj))(t)|h +
N−1∑
j=0
|δρj(t)|h ≤ C, (3.18)
|ri(t)|+
N∑
j=0
|δrj |
λ0h+ |
d
dt
ri| ≤ C, (3.19)
for i = 0, · · · , N , 0 ≤ s ≤ t ≤ T1. Furthermore, if αθ ≤
1
2 , we have
‖ρiδ(r
n−1
i ui)‖L∞([0,T1]) + ‖ρ
−1
i (0)
dρi(t)
dt
‖L∞([0,T1]) ≤ C, i = 0, · · · , N. (3.20)
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Now, we turn to prove Theorem 1.1.
With (ρi, ui, ri), i = 0, · · · , N , we can define our approximate solutions (ρ
N ,uN , rN )(x, t) for
the system (1.9)∼(1.12). For each fixed N and t ∈ [0, T1], we define piecewise linear continuous
functions (ρN , uN , rN )(x, t) with respect to x as follows: when x ∈ ([xN ]h, ([xN ] + 1)h],
ρN (x, t) = ρ[xN ](t) + (xN − [xN ])(ρ[xN ]+1(t)− ρ[xN ](t)), (3.21)
uN (x, t) = u[xN ](t) + (xN − [xN ])(u[xN ]+1(t)− u[xN ](t)), (3.22)
rN(x, t) =
(
rn[xN ](t) + (xN − [xN ])(r
n
[xN ]+1(t)− r
n
[xN ](t))
)1/n
. (3.23)
We have for jh ≤ x ≤ (j + 1)h
∂xu
N (x, t) =
uj+1(t)− uj(t)
h
. (3.24)
We also introduce the corresponding step functions:
(ρh, uh, rh)(x, t) = (ρ[xN ], u[xN ], r[xN ])(t), x ∈ ([xN ]h, ([xN ] + 1)h]. (3.25)
Using Lemmas 3.1-3.6, we have, for all h ∈ (0, h0]
sup
t∈[0,T1]
(
‖uN (·, t)‖L∞∩W 1,λ0 + ‖u
N
t (·, t)‖L2 + ‖∂t(ρh)(·, t)‖L2
)
≤ C,
1
3
ρN (x, 0) ≤ ρN (x, t) ≤ 3ρN (x, 0), ∀ (x, t) ∈ [0, 1] × [0, T1],
sup
t∈[0,T1]
(∫ 1
0
(1− x)α0((ρN )θ)2xdx+ TV[0,1](ρ
N )
)
≤ C,
sup
t∈[0,T1]
(
‖(ρ1+θh ∂x((r
N )n−1uN ))‖L∞x + TV[0,1](ρ
1+θ
h ∂x((r
N )n−1uN ))
)
≤ C,
∫ T1
0
‖∂t(ρ
1+θ
h ∂x((r
N )n−1uN ))(·, t)‖2L2dt ≤ C,
sup
t∈[0,T1]
(
‖rN (·, t)‖L∞∩W 1,λ0 + ‖∂tr
N (·, t)‖L∞
)
≤ C,
where TV (g) is the total variation of g, x ∈ [0, 1] and t ∈ [0, T1].
With the above estimates, using Helly’s theorem and similar arguments as that in Section 9
of [1], we can get the following compactness of the approximate solutions (If necessary, we can
choose the subsequence.):
(ρh, ρ
N , uN , rN )(x, t)→ (ρ, ρ, u, r)(x, t), a.e.
(ρh)
1+θ∂x((r
N )n−1uN )(x, t)→ ρ1+θ∂x(r
n−1u)(x, t), a.e.
(∂xr
N , ∂xu
N )(x, t) ⇀ (∂xr, ∂xu)(x, t), weakly in L
λ0([0, 1] × [0, T1]),
∂tρ
N (x, t) ⇀ ∂tρ(x, t), weakly in L
2([0, 1] × [0, T1]), (3.26)
when N →∞, where r(x, t) = (an + n
∫ x
0
dy
ρ(y,t) )
1
n .
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For any given test function ψ(x, t) ∈ C∞0 ((0, 1) × [0, T1]), we choose N =
1
h is large enough
such that the support of the test function ψ is away enough from the boundaries, that is, supp
ψ ⊂ ((h, 1 − h)× [0, T1]) = ((
1
N , 1−
1
N )× [0, T1]).
Define
ψi(t) = ψh(x, t) = ψ([xN ]h, t), ih ≤ x < (i+ 1)h. (3.27)
We can see that ψi(t) = 0 for i = 0, N − 1, N .
Multiplying (3.1) by ψi, summing it up for i = 0, · · · , N , and integrating it over [0, T1], we
get
0 =
∫ T1
0
N∑
i=0
(
ψi∂tρi + ψiρ
2
i δ(r
n−1
i ui)
)
hdt
= O(h) +
∫ T1
0
∫ 1
0
(
ψh∂tρh + ψh(ρh)
2∂x((r
N )n−1uN )
)
dxdt
= O(h) +
∫ T1
0
∫ 1
0
(
ψ∂tρh + ψ(ρh)
2∂x((r
N )n−1uN )
)
dxdt. (3.28)
Using (3.26), we can pass the limit in (3.28) to obtain the first equation in (1.9).
For any given test function φ(x, t) ∈ C∞0 ((0, 1] × [0, T1)), we choose N =
1
h is large enough
such that the support of the test function φ is away enough from the fixed boundary, that is,
φ|x∈[0,h] = 0.
Define
φi(t) = φh(x, t) = φ([xN ]h, t), (3.29)
φN (x, t) = φ[xN ](t) + (xN − [xN ])(φ[xN ]+1(t)− φ[xN ](t)), (3.30)
when ih ≤ x < (i+ 1)h. We can see that φi(t) = 0 for i = 0, N − 1, N .
Multiplying (3.2) by φj , summing it up for j = 1, · · · , N , and integrating it over [0, T1], we
get
0 =
∫ T1
0
N∑
j=1
φj∂tujhdt−
∫ T1
0
N∑
j=1
φjr
n−1
j δσjhdt
+2c1(n− 1)
∫ T1
0
N∑
j=1
φjr
n−2
j ujδ(ρ
θ
j−1)hdt−
∫ T1
0
N∑
j=1
φjfjhdt
= O(h)−
∫ 1
0
φhu
N (x, 0)dx −
∫ T1
0
∫ 1
0
∂tφhu
N (x, t)dxdt
+
∫ T1
0
∫ 1
0
(2c1 + c2)∂x(φ
NrN)ρθ+1h ∂x((r
N )n−1uN )dxdt
−
∫ T1
0
∫ 1
0
∂x(φ
NrN )ργhdxdt−
∫ T1
0
∫ 1
0
2c1(n− 1)
(
∂xφ
N (rN )n−2uN
+(n− 2)φh(r
N )n−3∂xr
NuN + φh(r
N )n−2∂xu
N
)
ρθhdxdt
−
∫ T1
0
∫ 1
0
φhfhdxdt, (3.31)
where fh(x, t) = f[xN ](t), x ∈ ([xN ]h, ([xN ] + 1)h]. Using (3.26), we can pass the limit in (3.31)
to obtain (1.19). Thus we complete the proof of Theorem 1.1.
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Remark 3.2. When αθ ≤ 12 , from (3.20), we have
‖ρN ((rN )n−1uN )x‖L∞([0,1]×[0,T1]) + ‖(ρ
N (x, 0))−1(ρN )t‖L∞([0,1]×[0,T1]) ≤ C.
Thus, the limit function (ρ, u, r) satisfies
‖ρ(rn−1u)x‖L∞([0,1]×[0,T1]) + ‖ρ
−1
0 ρt‖L∞([0,1]×[0,T1]) ≤ C,
and
(1− x)−αρ ∈ C([0, T1];L
∞([0, 1])).
Remark 3.3. There is another method to prove Theorem 1.1. At first, we consider system
∂tρ = −ρ
2∂x(r
n−1u)
∂tu = r
n−1∂x
(
ρ(λ+ 2µ)∂x(r
n−1u)− P
)
− 2(n− 1)rn−2u∂xµ+ f(r(x, t), t)
rn(x, t) = an + n
∫ x
0 ρ
−1(y, t)dy
(3.32)
with the initial data
(ρ, u)|t=0 = (ρ
ε
0, u
ε
0)(x), r|t=0 = r
ε
0(x) =
(
an + n
∫ x
0
(ρε0)
−1(y)dy
) 1
n
, (3.33)
where ρε0(> ε), u
ε
0, r
ε
0 converge to ρ0, u0, r0 in some suitable spaces as ε goes to 0, and the
boundary conditions:
u(0, t) = 0, (3.34)
{
ρ(λ+ 2µ)∂x(r
n−1u)− P − 2(n− 1)r−1uµ
}∣∣
x=1
= 0. (3.35)
Using similar arguments as that in Sections 2∼3, we can obtain the existence of the weak
solution (ρε, uε, rε) to the system (3.32)∼(3.35), and some uniform estimates of the solution.
Letting ε → 0, we can prove that the limit function (ρ, u, r) is the weak solution to the system
(1.9)∼(1.12).
4 Continuous dependence
In this section, we will prove Theorem 1.2, applying the energy method. Let (ρ1, u1, r1)(x, t) and
(ρ2, u2, r2)(x, t) be two solutions in Theorem 1.1 corresponding to the initial data (ρ01, u01, r01)(x, t)
and (ρ02, u02, r02)(x, t), respectively. Then we have, i = 1, 2, (x, t) ∈ [0, 1] × [0, T1],
A
3
(1− x)α ≤ ρi(x, t) ≤ 3B(1− x)
α, |ui(x, t)| ≤ C, a ≤ ri ≤ C. (4.1)
From Lemma 2.8, we can easily get
‖ρi∂x(r
n−1
i ui)‖L∞([0,1]×[0,T1]) ≤ C. (4.2)
For simplicity, we may assume that (ρ1, u1, r1)(x, t) and (ρ2, u2, r2)(x, t) are suitably smooth
since the following estimates are valid for the solutions with the regularities indicated in Theorem
1.1 by using the Friedrichs mollifier.
Let
̺ = ρ1 − ρ2, w = u1 − u2, R = r1 − r2.
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̺0 = ρ01 − ρ02, w0 = u01 − u02, R0 = r01 − r02.
From (1.9)1, (4.1)∼(4.2), Lemma 2.1 and Young’s inequality, we have
d
dt
∫ 1
0
ρθ1ρ
−1
2 R
2dx
=
∫ 1
0
2ρθ1ρ
−1
2 RRt − θρ
θ+1
1 ∂x(r
n−1
1 u1)ρ
−1
2 R
2 + ρθ1∂x(r
n−1
2 u2)R
2dx
≤ Cε
∫ 1
0
ρθ1ρ
−1
2 R
2dx+ ε
∫ 1
0
w2
r21
ρθ−11 dx, (4.3)
where ε > 0 is chosen later.
From (1.9)1, we have
∂t̺ = −ρ
2
1r
n−1
1 ∂xw − ̺(∂xu2r
n−1
1 (ρ1 + ρ2) + (n − 1)
u2
r2
)
−(n− 1)
ρ1
r1
w − ρ22∂xu2(r
n−1
1 − r
n−1
2 ) + (n− 1)
u2ρ1
r1r2
R, (4.4)
and
d
dt
∫ 1
0
ρ1−θ1 ρ
2θ−4
2 ̺
2dx
=
∫ 1
0
2ρ1−θ1 ρ
2θ−4
2 ̺∂t̺− (1− θ)ρ
2−θ
1 ∂x(r
n−1
1 u1)ρ
2θ−4
2 ̺
2
−(2θ − 4)ρ1−θ1 ∂x(r
n−1
2 u2)ρ
2θ−3
2 ̺
2dx
≤ 2
∫ 1
0
ρ1−θ1 ρ
2θ−4
2 ̺∂t̺dx+ C
∫ 1
0
ρ1−θ1 ρ
2θ−4
2 ̺
2dx
= 2
∫ 1
0
−ρ3−θ1 ρ
2θ−4
2 ̺r
n−1
1 ∂xw − ρ
1−θ
1 ρ
2θ−4
2 ̺
2(∂xu2r
n−1
1 (ρ1 + ρ2) + (n− 1)
u2
r2
)
−(n− 1)
ρ2−θ1 ρ
2θ−4
2 ̺
r1
w − ρ1−θ1 ρ
2θ−2
2 ̺∂xu2(r
n−1
1 − r
n−1
2 )
+(n− 1)
u2ρ
2−θ
1 ρ
2θ−4
2 ̺
r1r2
Rdx+ C
∫ 1
0
ρ1−θ1 ρ
2θ−4
2 ̺
2dx
≤ Cε
∫ 1
0
ρ1−θ1 ρ
2θ−4
2 ̺
2dx+ Cε
∫ 1
0
ρ−11 ρ
θ
2R
2dx+ ε
∫ 1
0
w2
r21
ρθ−11 dx
+ε
∫ 1
0
ρθ+11 r
2n−2
1 (∂xw)
2dx. (4.5)
Remark 4.1. We can use the weighted function ρl11 ρ
l2
2 (ρ1−ρ2)
2, where l1, l2 satisfy l1+ l2 = θ−3.
For simple, we choose l1 = 1− θ, l2 = 2θ − 4.
We only give a part of the proof of the last inequality. The rests are the same.∫ 1
0
−ρ3−θ1 ρ
2θ−4
2 ̺r
n−1
1 ∂xwdx ≤ R
n−1
∫ 1
0
ρ
θ+1
2
1 ∂xw  ρ
1−θ
2
1 ρ
θ−2
2 ̺  ρ
2−θ
1 ρ
θ−2
2 dx
≤ Rn−1(
9B
A
)2−θ
∫ 1
0
|ρ
θ+1
2
1 ∂xw  ρ
1−θ
2
1 ρ
θ−2
2 ̺|dx
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≤ ε
∫ 1
0
ρθ+11 r
2n−2
1 (∂xw)
2dx+ Cε
∫ 1
0
ρ1−θ1 ρ
2θ−4
2 ̺
2dx.
From equation (1.9)2 and boundary conditions (1.10)-(1.12), we get
d
dt
∫ 1
0
1
2
w2(x, t)dx =
∫ 1
0
{
−(λ(ρ1) + 2µ(ρ1))ρ1∂x(r
n−1
1 u1)∂x(r
n−1
1 w)
+(λ(ρ2) + 2µ(ρ2))ρ2∂x(r
n−1
2 u2)∂x(r
n−1
2 w)
}
dx
+
∫ 1
0
{
P (ρ1)∂x(r
n−1
1 w) − P (ρ2)∂(r
n−1
2 w)
}
dx
+2(n−1)
∫ 1
0
{
µ(ρ1)∂x(r
n−2
1 u1w)−µ(ρ2)∂x(r
n−2
2 u2w)
}
dx
+
∫ 1
0
(f(r1, t)− f(r2, t))wdx := U1 + U2 + U3 + U4. (4.6)
Using the similar argument as that in Proposition 2.1, Cauchy-Schwartz inequality and (4.1)∼(4.2),
we have
U1 + U3 ≤ −
1
2
∫ 1
0
{(c2 +
2
n
c1)ρ
1+θ
1 [∂x(r
n−1
1 w)]
2
+
2c1(n− 1)
n
ρθ+11 [r
n−1
1 ∂xw −
w
r1ρ1
]2}dx
+C
∫ 1
0
(ρ1−θ1 ρ
2θ−4
2 ̺
2 + ρθ1ρ
−1
2 R
2)dx, (4.7)
U2 ≤ ε
∫ 1
0
ρ1+θ1 r
2n−2
1 [∂xw]
2dx+ ε
∫ 1
0
ρθ−11 w
2dx
+Cε
∫ 1
0
(ρ1−θ1 ρ
2θ−4
2 ̺
2 + ρθ1ρ
−1
2 R
2)dx, (4.8)
and
U4 =
∫ 1
0
(f(r1, t)− f(r2, t))wdx (4.9)
≤ C
∫ 1
0
|Rw|dx ≤ Cε
∫ 1
0
ρθ−11 R
2dx+ ε
∫ 1
0
ρ1−θ1 w
2dx
≤ Cε
∫ 1
0
ρθ−11 R
2dx+ εC‖w‖2L∞
≤ Cε
∫ 1
0
ρθ−11 R
2dx+ εC
∫ 1
0
ρθ+11 r
2n−2
1 (∂xw)
2dx
∫ 1
0
ρ−θ−11 r
−2n+2
1 dx
≤ Cε
∫ 1
0
ρθ−11 R
2dx+ εC
∫ 1
0
ρθ+11 r
2n−2
1 (∂xw)
2dx. (4.10)
Here, we use the fact that f(r, t) ∈ C1([a,+∞)× [0,+∞)). Choosing a sufficiently small positive
constant ε, we obtain
d
dt
∫ 1
0
(
w2+ρ1−θ1 ρ
2θ−4
2 ̺
2+ρθ1ρ
−1
2 R
2
)
dx+C16
∫ 1
0
ρθ1
(
ρ1r
2n−2
1 (∂xw)
2+
w2
r21ρ1
)
dx
≤ C17
∫ 1
0
(
w2 + ρ1−θ1 ρ
2θ−4
2 ̺
2 + ρθ1ρ
−1
2 R
2
)
dx,
20
where C16, C17 are two positive constants dependent on ε.
Using Gronwall’s inequality, we have for any t ∈ [0, T1],∫ 1
0
(
w2+ρ1−θ1 ρ
2θ−4
2 ̺
2+ρθ1ρ
−1
2 R
2
)
dx ≤ CeCt
∫ 1
0
(
w20+ρ
1−θ
01 ρ
2θ−4
02 ̺
2
0+ρ
θ
01ρ
−1
02 R
2
0
)
dx.
Then, we finish the proof of Theorem 1.2.
5 Appendix
5.1 Proof of Lemma 2.2
Proof. We apply the inductive method to prove this lemma.
First we consider the case of k = 1. From Proposition 2.1, we obtain (2.10) with k = 1
immediately.
Assume (2.10) holds for k = l − 1, i.e.,∫ 1
0
u2(l−1)dx+
∫ t
0
∫ 1
0
ρθ+1u2(l−1)−2r2n−2(∂xu)
2dxds ≤ C.
Thus, using α < 11+θ , we have∫ t
0
‖ul−1‖2L∞ds ≤
∫ t
0
(∫ 1
0
|∂x(u
l−1)|dx
)2
ds
≤
∫ t
0
(∫ 1
0
ρθ+1
(
∂x(u
l−1)
)2
dx
)(∫ 1
0
ρ−θ−1dx
)
ds ≤ C. (5.1)
Now we need to prove (2.10) holds for k = l. Multiplying (1.9)2 by u
2l−1 and integrating it
over x from 0 to 1, using the boundary conditions (1.11) ∼ (1.12), we have
d
dt
∫ 1
0
1
2l
u2l(x, t)dx = −(2c1 + c2)
∫ 1
0
ρθ+1∂x(r
n−1u)∂x(r
n−1u2l−1)dx
+
∫ 1
0
ργ∂x(r
n−1u2l−1)dx+2c1(n−1)
∫ 1
0
ρθ∂x(r
n−2u2l)dx
+
∫ 1
0
fu2l−1dx
:= G1 +G2 +G3 +G4. (5.2)
Set
A21 = ρ
θ+1u2l−2r2n−2(∂xu)
2 ≥ 0, A22 = ρ
θ−1r−2u2l ≥ 0.
Thus
G1 +G3 = −(2l − 1)(2c1 + c2)
∫ 1
0
A21dx− 2(n − 1)lc2
∫ 1
0
A1A2dx
+
(
2(n− 1)(n − 2)c1 − (n− 1)
2(2c1 + c2)
) ∫ 1
0
A22dx.
Then, from (5.2) and Young’s inequality, we get
d
dt
∫ 1
0
1
2l
u2ldx+ (2l − 1)(2c1 + c2)
∫ 1
0
A21dx
21
≤ ε
∫ 1
0
A21dx+ Cε
∫ 1
0
A22dx+
∫ 1
0
ργ∂x(r
n−1u2l−1)dx+
∫ 1
0
fu2l−1dx. (5.3)
From (1.15), (2.6), (5.1), Young’s inequality and r ≥ a, we obtain∫ 1
0
A22dx ≤
∫ 1
0
C(1− x)α(θ−1)a−2u2ldx
≤ C
∫ 1
0
(1− x)α(θ−1)u2l−2dx+ C
∫ 1
0
u2l+2dx
≤ C‖u2l−2‖L∞
∫ 1
0
(1− x)α(θ−1)dx+ C‖u2‖L∞
∫ 1
0
u2ldx
≤ C(‖ul−1‖2L∞ + ‖u‖
2
L∞
∫ 1
0
u2ldx),
∫ 1
0
ργ∂x(r
n−1u2l−1)dx ≤ ε
∫ 1
0
A21dx+ Cε + Cε
∫ 1
0
u2ldx,
and ∫ 1
0
fu2l−1dx ≤ C + C
∫ 1
0
u2ldx.
Inserting above inequalities to (5.3) and choosing ε = (2l−1)(2c1+c2)−12 , we get that there exist
two positive constants C18 and C19 such that
d
dt
∫ 1
0
u2ldx+
∫ 1
0
ρθ+1u2l−2r2n−2(∂xu)
2dx
≤ C18 + C19(‖u
l−1‖2L∞ + ‖u‖
2
L∞
∫ 1
0
u2ldx).
Then, using Gronwall’s inequality, (A3) and (5.1), we get∫ 1
0
u2k(x, t)dx +
∫ t
0
∫ 1
0
(
ρθ+1u2k−2r2n−2(∂xu)
2
)
(x, s)dxds
≤ (C18 + C19
∫ t
0
‖ul−1‖2L∞ds)e
C19
R t
0 ‖u‖
2
L∞
ds ≤ C2, 0 ≤ t ≤ T
′.
So (2.10) holds for k = l. From all above, we get the result immediately.
5.2 Proof of Lemma 2.3
Proof. From (1.9), we get
∂t(u− u0) = r
n−1∂x
(
(2c1 + c2)ρ
θ+1∂x(r
n−1u)− ργ
)
− 2c1(n− 1)r
n−2u∂xρ
θ + f.
Multiply the above equation by u−u0 and integrating it over x from 0 to 1, similar to the proof
of proposition 2.1, and using the inequality ab ≤ 1pa
p + 1q b
q , where 1p +
1
q = 1, p, q > 1, a, b ≥ 0,
we have
d
dt
∫ 1
0
1
2
(u− u0)
2dx
+
∫ 1
0
(c2 +
2
n
c1)ρ
θ+1
(
∂x(r
n−1u)
)2
+
2(n − 1)
n
c1ρ
θ+1
(
rn−1∂xu−
u
rρ
)2
dx
22
=∫ 1
0
(2c1 + c2)ρ
θ+1∂x(r
n−1u0)∂x(r
n−1u)dx
−
∫ 1
0
2c1(n− 1)
(
(n− 2)r−2ρ−1uu0 + r
n−2∂xuu0 + r
n−2u(u0)x
)
ρθdx
+
∫ 1
0
∂x(r
n−1u)ργdx−
∫ 1
0
∂x(r
n−1u0)ρ
γdx+
∫ 1
0
(u− u0)fdx
≤
ǫ
2
∫ 1
0
ρθ+1
(
∂x(r
n−1u)
)2
dx+
ǫ
2
∫ 1
0
ρθ−1u2r−2dx+
ǫ
2
∫ 1
0
ρθ+1(∂xu)
2r2n−2dx
+Cǫ
∫ 1
0
ρθ+1
(
∂x(r
n−1u0)
)2
dx+ Cǫ
∫ 1
0
ρθ−1u20r
−2dx
+Cǫ
∫ 1
0
ρθ−1r−2u20dx+ Cǫ
∫ 1
0
ρθ+1r2n−2((u0)x)
2dx+ Cǫ
∫ 1
0
ρ2γ−(θ+1)dx
+
1
2
∫ 1
0
ρθ+1
(
∂x(r
n−1u0)
)2
dx+
1
2
∫ 1
0
ρ2γ−(θ+1)dx+
∫ 1
0
|(u− u0)f |dx.
Choosing ǫ = min{c2 +
2
nc1,
2(n−1)
n c1}, using n ≥ 2, (1.15), (2.6) and ρ
1+θ
0 (u0)
2
x ∈ L
1, we get
d
dt
∫ 1
0
1
2
(u− u0)
2dx+
∫ 1
0
(c2 +
2
n
c1 − ǫ)ρ
θ+1
(
∂x(r
n−1u)
)2
dx
+
∫ 1
0
(
2(n − 1)
n
c1 − ǫ)ρ
θ+1
(
rn−1∂xu−
u
rρ
)2
dx
≤ Cǫ
∫ 1
0
ρθ+1
(
∂x(r
n−1u0)
)2
dx+Cǫ
∫ 1
0
ρθ−1u20r
−2dx
+Cǫ
∫ 1
0
ρθ+1r2n−2(u0)
2
xdx+ Cǫ
∫ 1
0
ρ2γ−(θ+1)dx+
∫ 1
0
|(u− u0)f |dx
≤ C.
Thus, we can get (2.11) immediately.
Now we turn to prove Corollary 2.1:
Proof. Using integration by parts, we get∣∣∣∣∫ t
0
∫ 1
x
∂tu
rn−1
dxds
∣∣∣∣ = ∣∣∣∣∫ 1
x
u
rn−1
dx−
∫ 1
x
u0
rn−10
dx+
∫ t
0
∫ 1
x
(n− 1)u2r−ndxds
∣∣∣∣
≤
∫ 1
x
|u− u0|
rn−1
dx+
∫ 1
x
∣∣∣∣u0( 1rn−1 − 1rn−10 )
∣∣∣∣ dx+ ∫ t
0
∫ 1
x
(n− 1)u2r−ndxds.
Then, using Lemmas 2.2∼2.3 and Ho¨lder’s inequality, we have
(n− 1)
∫ t
0
∫ 1
x
u2r−ndxds ≤ (n− 1)a−n
∫ t
0
∫ 1
x
u2dxds
≤ (n− 1)a−n
∫ t
0
(
∫ 1
0
u4mdx)
1
2m dt(1− x)
2m−1
2m ≤ Ct(1− x)
2m−1
2m ,
∫ 1
x
|u(y, t)− u0(y)|
rn−1(y, t)
dy ≤ a1−n(
∫ 1
0
|u(y, t)− u0(y)|
2mdy)
1
2m (1− x)
2m−1
2m
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≤ a1−n(
∫ 1
0
|u(y, t)− u0(y)|
2dy)
1
2(2m−1)
×(
∫ 1
0
|u(y, t)− u0(y)|
4mdy)
m−1
2m(2m−1) (1− x)
2m−1
2m
≤ Ct
1
2(2m−1) (1− x)
2m−1
2m ,
and ∫ 1
x
∣∣∣∣u0( 1rn−1 − 1rn−10 )
∣∣∣∣ dx ≤ ‖u0‖L∞x a2−2n ∫ 1
x
|rn−1 − rn−10 |dx
≤ ‖u0‖L∞x a
2−2n
∫ 1
x
∣∣∣∣∫ t
0
∂tr
n−1ds
∣∣∣∣ dx
≤ (n− 1)‖u0‖L∞x a
2−2nRn−2
∫ 1
x
∫ t
0
|u|dsdx
≤ C‖u0‖L∞x a
2−2nRn−2
∫ t
0
(
∫ 1
0
u4mdx)
1
4m (1− x)
4m−1
4m ds ≤ Ct(1− x)
4m−1
4m .
Finally, we can get (2.12) immediately.
5.3 Proof of Lemma 2.4
Proof. Multiplying (2.3) by (1−x)α0rβ∂xρ
θ and integrating it over x from 0 to 1, using Young’s
inequality, we have∫ 1
0
(1− x)α0(rβ∂xρ
θ)2dx
≤
1
2
∫ 1
0
(1− x)α0(rβ∂xρ
θ)2dx+ C
∫ 1
0
(1− x)α0(rβ0 (ρ
θ
0)x)
2dx
+C
∫ 1
0
(1− x)α0(r1+β−nu)2dx+ C
∫ 1
0
(1− x)α0(r1+β−n0 u0)
2dx
+C
∫ 1
0
(1− x)α0
(∫ t
0
(−rβ∂xρ
γ + r1+β−nf + (1 + β − n)u2rβ−n)ds
)2
dx.
From Lemma 2.2, α0 > 1− 2θα and m >
1
2(1−θα) , we have∫ 1
0
(1− x)α0(r1+β−nu)2dx ≤ C
∫ 1
0
(1− x)
2m
2m−1
α0dx+ C
∫ 1
0
u4mdx ≤ C,
and ∫ 1
0
(1− x)α0
(∫ t
0
u2rβ−n(1 + β − n)ds
)2
dx
≤ C
∫ 1
0
(1− x)α0(
∫ t
0
u2ds)2dx ≤ C
∫ 1
0
(1− x)α0
∫ t
0
u4dsdx
≤ C
∫ 1
0
(1− x)
m
m−1
α0dx+C
∫ 1
0
∫ t
0
u4mdsdx ≤ C.
Thus, we get ∫ 1
0
(1− x)α0(rβ∂xρ
θ)2dx ≤ C + C
∫ 1
0
(1− x)α0
∫ t
0
|rβ∂xρ
γ |2(x, s)dsdx
24
≤ C + C
∫ t
0
max(ργ−θ)2
∫ 1
0
(1− x)α0(rβ∂xρ
θ)2dxds
≤ C + C
∫ t
0
∫ 1
0
(1− x)α0(rβ∂xρ
θ)2dxds.
Using Gronwall’s inequality, we can obtain (2.13) immediately..
5.4 Proof of lemma 2.5
At first, we consider the following two lemmas.
Lemma 5.1. Under the assumptions of Lemma 2.2, we have, for any t ∈ [0, T ′],∫ 1
0
(
ρθ−1u2 + ρθ+1(∂xu)
2
)
dx+
∫ t
0
∫ 1
0
(∂tu)
2(x, s)dxds
≤ C +
∫ t
0
∫ 1
0
ρ3+θ(∂xu)
4dxds. (5.4)
Proof. Multiplying (1.9)2 by ∂tu, integrating it over [0, 1] × [0, t], and using the boundary con-
ditions (1.11)-(1.12), we have∫ t
0
∫ 1
0
(∂tu)
2(x, s)dxds
=
∫ t
0
∫ 1
0
ργ∂x(r
n−1(∂tu))dxds
−
∫ t
0
∫ 1
0
(2c1 + c2)ρ
1+θ∂x(r
n−1u)∂x(r
n−1(∂tu))dxds
+
∫ t
0
∫ 1
0
2c1(n− 1)ρ
θ∂x(r
n−2u(∂tu))dxds −
∫ t
0
∫ 1
0
f(∂tu)dxds
:=
4∑
i=1
Hi. (5.5)
Using (A3), (2.1), (2.6), (2.9), Cauchy-Schwarz inequality, Young inequality and m > 34(1+αθ−α) ,
we have
H2 +H3
=
{∫ 1
0
[
−
2c1 + c2
2
ρ1+θ[∂x(r
n−1u)]2 + c1(n− 1)ρ
θ∂x(r
n−2u2)
]
dx
}∣∣∣∣t
0
+
∫ t
0
∫ 1
0
{(2c1 + c2)(n− 1)ρ
1+θ∂x(r
n−1u)∂x(r
n−2u2)
−
(2c1 + c2)
2
(1 + θ)ρ2+θ[∂x(r
n−1u)]3 + 2θc1(n− 1)ρ
θ+1u
r
[∂x(r
n−1u)]2
−θc1n(n− 1)ρ
θ u
2
r2
∂x(r
n−1u) + 2nc1(n− 1)(n − 2)ρ
θ−1u
3
r3
−3c1(n− 1)(n − 2)ρ
θ u
2
r2
∂x(r
n−1u)}dxds
≤ C + C
∫ t
0
∫ 1
0
[
ρ2+θ(∂xu)
3 + ρθ−1u3
]
dxds
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−C−1
∫ 1
0
[
ρ1+θ(∂xu)
2 + ρθ−1u2
]
dx
≤ C + C
∫ t
0
∫ 1
0
[
u4m + ρ
4m(θ−1)
4m−3 + ρ3+θ(∂xu)
4
]
dxds
−C−1
∫ 1
0
[
ρ1+θ(∂xu)
2 + ρθ−1u2
]
dx
≤ C + C
∫ t
0
∫ 1
0
ρ3+θ(∂xu)
4dxds
−C−1
∫ 1
0
[
ρ1+θ(∂xu)
2 + ρθ−1u2
]
dx, (5.6)
H1 =
{∫ 1
0
ργ∂x(r
n−1u)dx
}∣∣∣∣t
0
+
∫ t
0
∫ 1
0
γργ+1[∂x(r
n−1u)]2dxds
−
∫ t
0
∫ 1
0
2(n− 1)ργ
u
r
∂x(r
n−1u)dxds+
∫ t
0
∫ 1
0
n(n− 1)ργ−1
u2
r2
dxds
≤
∫ 1
0
ργ∂x(r
n−1u)dx+ C, (5.7)
H4 ≤
1
2
∫ t
0
∫ 1
0
(∂tu)
2dxds + C. (5.8)
Using (5.5)-(5.8), we can obtain (5.4) immediately.
Lemma 5.2. Under the assumptions of Lemma 2.2, there exist two constants C20 and C21, such
that, for any t ∈ [0, T ′]∫ 1
0
ρθ+3(∂xu)
4dx ≤ C20 + C21
(∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
)2
, (5.9)∫ 1
0
(ρ∂xu)
4dx ≤ C20 + C21
(∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
)2
. (5.10)
Proof. From (1.9)2 and (1.12), we have
∂xu =
r1−n
2c1 + c2
ργ−θ−1 − (n− 1)ρ−1ur−n −
ρ−θ−1r1−n
2c1 + c2
∫ 1
x
∂tu
rn−1
dy
+
2c1(n− 1)
2c1 + c2
(
u
ρrn
+ ρ−θ−1r1−n
∫ 1
x
ρθ∂y(
u
r
)dy
)
+
ρ−θ−1r1−n
2c1 + c2
∫ 1
x
f
rn−1
dy. (5.11)
Using r ≥ a, γ > 1 and γ > θ, we get∫ 1
0
ρθ+3(∂xu)
4dx
≤ C + C
∫ 1
0
ρθ−1dx+ C
∫ 1
0
ρθ−1u4dx+ C
∫ 1
0
ρ−3θ−1
(∫ 1
x
|∂tu|dy
)4
dx
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+C
∫ 1
0
ρ−3θ−1
(∫ 1
x
|ρθ∂yu|+|ρ
θ−1u|dy
)4
dx+C
∫ 1
0
ρ−3θ−1
(∫ 1
x
|f |dy
)4
dx.
Then, using α(θ − 1) > −1, α < min{ 33+θ ,
3
3θ+1} and m >
1
1+αθ−α , we have∫ 1
0
ρθ−1dx ≤ C
∫ 1
0
(1− x)α(θ−1)dx ≤ C,
∫ 1
0
ρθ−1u4dx ≤ C
∫ 1
0
ρ(θ−1)
m
m−1 dx+C
∫ 1
0
u4mdx ≤ C,
∫ 1
0
ρ−3θ−1
(∫ 1
x
|∂tu|dy
)4
dx ≤ C
∫ 1
0
ρ−3θ−1
(
(
∫ 1
0
|∂tu|
2dy)
1
2 (1− x)
1
2
)4
dx
≤ C
(∫ 1
0
|∂tu|
2dx
)2 ∫ 1
0
(1− x)−α(3θ+1)+2dx ≤ C
(∫ 1
0
|∂tu|
2dx
)2
,
∫ 1
0
ρ−3θ−1
(∫ 1
x
|f |dy
)4
dx ≤ C
∫ 1
0
(1− x)−α(3θ+1)+4dx ≤ C,
∫ 1
0
ρ−3θ−1
(∫ 1
x
|ρθ∂yu|dy
)4
dx
≤ C
(∫ 1
0
ρ1+θ(∂xu)
2dx
)2 ∫ 1
0
(1− x)−α(1+3θ)
(∫ 1
x
(1− y)α(θ−1)dy
)2
dx
≤ C
(∫ 1
0
ρ1+θ(∂xu)
2dx
)2 ∫ 1
0
(1− x)2−α(3+θ)dx
≤ C
(∫ 1
0
ρ1+θ(∂xu)
2dx
)2
, when θ < 1,
∫ 1
0
ρ−3θ−1
(∫ 1
x
|ρθ−1u|dy
)4
dx
≤ C
(∫ 1
0
ρθ−1u2dx
)2 ∫ 1
0
(1− x)−α(1+3θ)
(∫ 1
x
(1− y)α(θ−1)dy
)2
dx
≤ C
(∫ 1
0
ρθ−1u2dx
)2 ∫ 1
0
(1− x)2−α(3+θ)dx
≤ C
(∫ 1
0
ρθ−1u2dx
)2
, when θ < 1,
and ∫ 1
0
ρ−3θ−1
(∫ 1
x
|ρθ∂yu|+ |ρ
θ−1u|dy
)4
dx
≤ C
(∫ 1
0
ρ1+θ(∂xu)
2dx
)2
+ C
(∫ 1
0
ρθ−1u2dx
)2
, when θ ≥ 1.
Thus, we get (5.9). Similarly, using α < 34θ and α <
3
2(1+θ) , we can obtain (5.10) easily.
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Now, we can prove Lemma 2.5 as follows:
Proof. Differentiating (1.9)2 respect to t, we get
∂ttu
= ∂t
(
rn−1
(
(2c1 + c2)ρ
θ+1(rn−1u)x − ρ
γ
)
x
)
− 2c1(n− 1)∂t
(
rn−2u∂xρ
θ
)
+ ∂tf
:= I + J, (5.12)
where I = rn−1∂x
(
(2c1 + c2)ρ
θ+1∂x(r
n−1∂tu)
)
− 2c1(n− 1)
(
rn−2∂tu∂xρ
θ
)
.
Multiplying (5.12) by ∂tu and integrating it over x from 0 to 1, we have
d
dt
∫ 1
0
1
2
(∂tu)
2dx+ (
2
n
c1 + c2)
∫ 1
0
ρθ+1
(
∂x(r
n−1∂tu)
)2
dx
+2
(n− 1)
n
c1
∫ 1
0
ρθ+1
(
rn−1∂txu− ρ
−1r−1∂tu
)2
dx =
∫ 1
0
J∂tudx.
Denote
B21 = ρ
θ+1r2n−2(∂txu)
2, B22 = ρ
θ−1r−2(∂tu)
2.
Thus ∫ 1
0
J∂tudx ≤ η
∫ 1
0
(B21 +B
2
2)dx+ Cη
∫ 1
0
(
ρθ+3(∂xu)
4r4n−4
+ρθ+1(∂xu)
2u2r2n−4 + ρ2γ−θ+1(∂xu)
2r2n−2 + ρ2(∂xu)
2
+ρ3−θ(∂xu)
2r2n−2 +ρθ−1u4
)
dx+
∫ 1
0
|∂tu∂tf |dx.
Using a ≤ r ≤ R, m > 11+αθ−α , 2α(1 − θ) > −1, Lemmas 2.2 and 5.2, we get∫ 1
0
ρθ+3(∂xu)
4r4n−4dx ≤ C
(∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
)2
+ C,
∫ 1
0
ρθ+1(∂xu)
2u2r2n−4dx ≤ C
∫ 1
0
ρθ+3(∂xu)
4dx+ C
∫ 1
0
ρθ−1u4dx
≤ C
∫ 1
0
ρθ+3(∂xu)
4dx+ C
∫ 1
0
ρ(θ−1)
m
m−1 dx+ C
∫ 1
0
u4mdx
≤ C
(∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
)2
+ C,
∫ 1
0
ρ2γ−θ+1(∂xu)
2r2n−2dx ≤ C
∫ 1
0
ρθ+3(∂xu)
4dx+ C
∫ 1
0
ρ4γ−3θ−1dx
≤ C
(∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
)2
+ C,
∫ 1
0
ρ3−θ(∂xu)
2r2n−2dx ≤ C
∫ 1
0
ρ4(∂xu)
4dx+ C
∫ 1
0
ρ2−2θdx
28
≤ C
(∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
)2
+ C,
∫ 1
0
ρ2(∂xu)
2dx ≤ C
∫ 1
0
ρθ+3(∂xu)
4dx+ C
∫ 1
0
ρ1−θdx
≤ C
(∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
)2
+ C,
and ∫ 1
0
ρθ−1u4dx ≤ C
∫ 1
0
ρ(θ−1)
m
m−1 dx+C
∫ 1
0
u4mdx ≤ C.
Since
∫ 1
0 {r
n−1∂x[(2c1 + c2)ρ
θ+1∂x(r
n−1u) − ργ ] − 2c1(n − 1)r
n−2u∂xρ
θ + f}2dx|t=0 is bounded
(see (A3)), we have
∫ 1
0 u
2
t (x, 0)dx is bounded. Thus, we have∫ 1
0
(∂tu)
2dx+
∫ t
0
∫ 1
0
[
ρθ+1r2n−2(∂txu)
2 + ρθ−1r−2(∂tu)
2
]
dxds
≤ C + C
∫ t
0
(∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
)2
ds.
From (5.4) and (5.9), we have∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
+
∫ t
0
∫ 1
0
[
ρθ+1r2n−2(∂txu)
2 + ρθ−1r−2(∂tu)
2
]
dxds
≤ C24 + C25
∫ t
0
(∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
)2
ds.
Using Gronwall’s inequality, we get∫ 1
0
(
ρ1+θ(∂xu)
2 + ρθ−1u2 + (∂tu)
2
)
dx
+
∫ t
0
∫ 1
0
[
ρθ+1r2n−2(∂txu)
2 + ρθ−1r−2(∂tu)
2
]
dxds
≤
1
1
C24
− C25t
≤ 2C24 := C6, 0 ≤ t ≤ T 4, (5.13)
where
T 4 =
1
2C24C25
. (5.14)
Using Lemmas 5.1∼5.2 and (5.13), we can get (2.15)∼(2.16) immediately.
5.5 Proof of Lemma 2.6
Proof. From (5.11), we have
|∂xu|
λ0 ≤ C
(
ρλ0(γ−θ−1) +
∣∣ρ−1u∣∣λ0 + ∣∣∣∣ρ−θ−1 ∫ 1
x
|∂tu|dx
∣∣∣∣λ0
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+∣∣∣∣ρ−θ−1 ∫ 1
x
|f |dx
∣∣∣∣λ0 + ∣∣∣∣ρ−θ−1 ∫ 1
x
|ρθ∂xu|dx
∣∣∣∣λ0 + ∣∣∣∣ρ−θ−1 ∫ 1
x
|uρθ−1|dx
∣∣∣∣λ0
)
,
for some positive constant C.
From (1.15), (2.6), (2.19), Lemmas 2.2 and 2.5 we have∫ 1
0
|ρ|λ0(γ−θ−1)dx ≤ C
∫ 1
0
(1− x)λ0α(−θ−1)dx ≤ C,
∫ 1
0
|ρ−1u|λ0dx ≤
(∫ 1
0
ρ
− 4m
4m−λ0
λ0dx
) 4m−λ0
4m
(∫ 1
0
u4mdx
) λ0
4m
≤ C,∫ 1
0
∣∣∣∣ρ−θ−1 ∫ 1
x
|∂tu|dy
∣∣∣∣λ0 dx ≤ ∫ 1
0
|ρ−θ−1(1− x)
1
2 |λ0dx‖∂tu‖
λ0
L2
≤ C
∫ 1
0
(1− x)(−α(θ+1)+
1
2
)λ0dx ≤ C,∫ 1
0
∣∣∣∣ρ−θ−1 ∫ 1
x
|ρθ∂xu|dy
∣∣∣∣λ0 dx ≤ ∫ 1
0
∣∣∣∣ρ−θ−1(∫ 1
0
ρθ+3(∂xu)
4dy)
1
4 (
∫ 1
x
ρθ−1dy)
3
4
∣∣∣∣λ0dx
≤ C
∫ 1
0
(1− x)−λ0α(θ+1)dx ≤ C,
and ∫ 1
0
∣∣∣∣ρ−θ−1 ∫ 1
x
|ρθ−1u|dy
∣∣∣∣λ0 dx ≤ ∫ 1
0
∣∣∣∣ρ−θ−1(∫ 1
0
ρθ−1u2dy)
1
2 (
∫ 1
x
ρθ−1dy)
1
2
∣∣∣∣λ0 dx
≤ C
∫ 1
0
(1− x)−λ0α(θ+1)dx ≤ C,
where we use the fact that λ0 < min{
4m
4αm+1 ,
1
α(θ+1)}.
From above all, we can find a positive constant C8 such that
∫ 1
0 |∂xu|
λ0dx ≤ C8. Using
Lemma 2.2, (2.18) and Sobolev’s embedding theorem, we can get (2.17) immediately.
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