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depolarizing current injection to
b-lobe neurons with respect to
the phase of odor-evoked LFP
oscillations (and thus with respect
to the firing of Kenyon cells). As
predicted by the model, artificially
advancing the timing of the
depolarization with respect to the
phase at which the b-lobe neurons
would normally fire caused
a subsequent delay in the phase of
spiking, while imposing an artificial
phase-delay induced a corrective
advance in phase in subsequent
trials (Figure 1C). Spike-timing
dependent plasticity therefore
serves an adaptive role here,
ensuring that the precise timing of
spikes in b-lobe neurons is
carefully regulated and preserved.
Thus, a new role for spike-timing
dependent plasticity has been
revealed: it can serve to maintain
spike timing relationships in
a complex, multi-layered circuit
that uses a temporal coding
scheme. Several modeling studies
have suggested that spike-timing
dependent plasticity, when utilized
during development for connecting
neurons into functional networks,
might predispose those networks
toward the use of temporal coding
[14,15]. It is interesting how quickly
changes in synaptic strength could
be induced (in some cases, after
a single pairing). Such a speedy
mechanism might underlie the
transient formation or
reconfiguration of neural networks
in brain areas involved in sensory
binding, working memory, and
other fleeting processes.
Cassenaer and Laurent’s [10]
work opens new avenues to
understanding how changes in
individual synapses work together
with network dynamics to ensure
temporal fidelity in asensorycoding
system. The discovery of genes
in Drosophila for the N-methyl-
D-aspartate (NMDA) subtype of
glutamate receptors— regarded as
a detector of coincident pre- and
postsynaptic activity — as well as
learning mutants deficient in
proteins typically involved in the
NMDA receptor pathway, suggest
that the canonical molecular
mechanisms for synaptic plasticity
are strongly conserved through
evolution [16,17]. In the locust,
however, as in most insects,
acetylcholine, and not glutamate,
is the major excitatory
neurotransmitter, suggesting that
a mechanism other than one based
on the NMDA receptor might be
responsible. Regardless, in light of
this recent work, it appears that
spike-timing dependent plasticity
may be a fundamental process
used by neural systems to enable
precise temporal coding as well as
development, memory, and
learning.
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R799Auditory Neuroscience: Filling in
the Gaps
Our sensory systems fill in information obscured by other, competing
signals tomaintain a stable representation of theworld. A correlate of the
continuity illusion, in which sounds are perceived to continue despite
being interrupted by other sounds, has now been found in the auditory
cortex.Andrew J. King
Imagine that you are sitting in the
audience of a play and someone
coughs at a crucial moment.
Irritating though this can be, the
auditory system actuallypossesses a remarkable capacity
to fill in the sound that ismasked by
the cough or by other background
sounds through a process known
as auditory induction. This is
obviously a very useful property, as
it potentially allows speech or other
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R800sounds of interest to be followed in
the presence of extraneous sounds
produced by other objects.
The impact of auditory induction
on speech intelligibility was
demonstrated by showing that
replacing a phoneme from
a recorded sentence by a loud
cough or tone leads to the illusion
that the missing speech sound
is still present [1] (Figure 1).
Moreover, if bursts of noise are
inserted at different places in
a recording, the missing
segments are restored by the
brain and the speech is heard as
though it is continuous [2]. This is
part of a more general property of
our sensory systems to fill in
missing information, which has
been shown to occur for a variety of
sounds [3–5] and also in other
stimulus modalities [6]. Although
the neurophysiological basis for
the auditory continuity illusion is
not well understood, recent
evidence suggests that it might
have its origin in the response
properties of neurons in the
auditory cortex [7].
Induction and Auditory Scene
Analysis
One of the most challenging tasks
performed by the auditory system
is to group together the sound
frequency components associated
with a particular object, such as
a speaker’s voice, and separate
them from those belonging to other
objects that are present at the
same time. It is also necessary for
sounds to be grouped sequentially,
so that the same auditory object
can be recognized when it occurs
at different times. These principles
are fundamental to our ability to
make sense of our complex
acoustic environment.
Psychophysical studies in
humans suggest that the same
grouping rules apply to auditory
induction. In order for the illusory
percept of a continuous sound to
be produced, the sounds occurring
before and after the interrupting
noise have to be grouped into
a single auditory stream [8].
Similarly, judgments aboutwhether
a continuous sound is present or
not can be influenced by whether
the component frequencies of the
interrupted sounds are grouped
simultaneously into a single object[5]. Thus, identifying the neural
substrate for auditory induction
should provide valuable insights
into the more general process of
auditory scene analysis.
Neural Correlates of Auditory
Induction
By recording event-related
potentials in humans, Micheyl and
colleagues [9] found that the
auditory continuity illusion can be
measured using the mismatch
negativity signal, which is thought
to be generated primarily within the
auditory cortex when a sudden
deviant sound is presented among
a sequence of standard stimuli.
Neural network modelling also
points to the involvement of early
cortical areas in auditory induction
[10]. Interestingly, both studies
suggest that the illusion can occur
without having to direct attention
toward the sounds that give rise to
it, implying that top-down
influences are not required.
Isolating the likely origin of the
continuity illusion to the auditory
cortex — or possibly even
to subcortical processing
levels — potentially paves the
way for exploring the underlying
mechanisms by recording from
individual neurons in animals.
But the feasibility of doing
this obviously depends on
demonstrating that perceptual
filling-in occurs in species other
than humans. This is difficult to do,
but there is evidence that monkeys
experience this illusory percept
[11,12] and electophysiological
recordings in anaesthetized cats
[13] and awake monkeys [7]
suggest that some neurons in the
primary auditory cortex (A1)
respond in a manner that is
consistent with induction.
In the more recent of these
recording studies, Petkov et al. [7]
compared the responses of
monkey A1 to tone pips interrupted
by a loud noise to those evoked
by the individual stimulus
components or to the stimuli that
should have been perceived had
induction occurred. Some neurons
responded to continuous tones in
a sustained fashion (Figure 2A),
whereas others gave phasic
responses that signalled when the
stimulus was turned on or off. The
sustained neurons were deemed tofill in the missing tone if introducing
a silent gap in the middle of the
stimulus reduced the subsequent
activity of the neuron (Figure 2B),
which was reversed by filling the
gap with noise (Figure 2C), even
though no responsewas evoked by
the noise alone. Onset neurons
appeared to represent the missing
tone by no longer registering the
end of the gap when it was filled
with noise, whereas offset neurons
failed to detect the start of the gap,
although whether these responses
actually reflect induction depends
critically on how the neurons
respond to the interrupting noise
by itself.
Not all of the A1 neurons
recorded by Petkov et al. [7]
behaved in this fashion, but they
argue that, at a population level, the
activity of these neurons is
compatible with the continuity
illusion. They also simulated
auditory nerve fibre responses,
which — unlike many of the
neurons recorded in A1 — were
found to be dominated by the
interrupting noise and did not
show a correlate of induction.
This is important because
psychoacoustic measurements
in humans are often interpreted
in terms of the sensitivity of
Figure 1. Auditory induction — also
known as phonemic restoration when
speech is used — is an illusion in which
a sound is perceived to be continuous
when a gap in the sound is replaced by
noise.
If the ‘s’ in ‘legislature’ is omitted, this is
clearly heard as an interruption in the
word. But if noise of the same duration
is played in its place, the ‘s’ is heard as
clearly as any of the phonemes that are
present and the word becomes intelligi-
ble again.
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Figure 2. A neurophysiological correlate of auditory induction has been described by
Petkov et al. [7] in monkey primary auditory cortex.
Schematic illustrating one of the response types observed in this study. This neuron
gives a sustained response to a continuous tone (A) and shows a reduction in activity
when a gap is introduced in the middle of the tone (B). However, if the gap in the dis-
continuous tone is replaced by loud noise — which, so long as it contains energy at the
induced frequency, would produce the percept of a continuous tone — the neuron
again responds in a sustained fashion (C).peripheral auditory neurons. These
results therefore suggest that the
neural processing that enables
perceptual filling-in to occur
emerges within the central auditory
pathway and — in keeping with the
earlier electrophysiological and
modelling studies — is manifest at
the level of the auditory cortex.
The data described by Petkov
et al. [7] do not show that A1 is the
neural substrate of the auditory
continuity illusion, merely that the
response properties of some of
its neurons are compatible with
this important phenomenon.
Establishing a more direct link
between auditory induction and the
activity of neurons in A1 or otherSex Ratios: Huma
Fraternal Effects
Historical data from Finnish populatio
exposure to a male twin in the womb
effects on subsequent fitness, with p
evolution of sex ratios and brood size
Sarah C.L. Knowles
and Ben C. Sheldon
‘‘We allow 30% of the females
to develop normally. The
others get a dose of male sex
hormone. Result: they’rebrain regions would necessitate
themore challenging experiment of
recording in awake, behaving
animals whilst they experience
illusory continuity. Nevertheless,
neurophysiological investigations
of this and other auditory
perceptual illusions are likely to
play an increasingly important role
in our attempts to explore the brain
processes that enable our complex
acoustic world to be interpreted.
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DOI: 10.1016/j.cub.2007.07.013In Brave New World, Aldous
Huxley’s vision of a dystopian
future, the majority of women are
‘freemartins’: exposed to male
hormones before birth they thus
experience enforced sterility. The
term freemartin predates Huxley,
and has long been applied to cows
to describe female calves that are
the product of twin births and
which are sterile; as a result of
chorionic membrane sharing, the
female calves are exposed to
male-derived hormones which
effectively sterilise them. Similar, if
less extreme effects have been
quite extensively studied in other
