Flows over edge-disjoint mixed multipaths and applications  by Aneja, Y.P. et al.
Discrete Applied Mathematics 155 (2007) 1979–2000
www.elsevier.com/locate/dam
Flows over edge-disjoint mixed multipaths and applications
Y.P. Anejaa, R. Chandrasekaranb, S.N. Kabadic, K.P.K. Nairc
aOdette School of Business, University of Windsor, Windsor, Ont., Canada N9B 3P4
bDepartment of Computer Science, University of Texas at Dallas, Richardson, TX, USA
cFaculty of Business Administration, University of New Brunswick, Fredericton, N.B., Canada
Received 29 December 2002; received in revised form 2 March 2006; accepted 4 May 2007
Available online 22 May 2007
Abstract
For improving reliability of communication in communication networks, where edges are subject to failure, Kishimoto [Reliable
ﬂow with failures in a network, IEEE Trans. Reliability, 46 (1997) 308–315] deﬁned a -reliable ﬂow, for a given source-sink pair of
nodes, in a network for  ∈ (0, 1], where no edge carries a ﬂow more than a fraction  of the total ﬂow in the network, and proved a
max-ﬂow min-cut theorem with cut-capacites deﬁned suitably. Kishimoto and Takeuchi in [A method for obtaining -reliable ﬂow
in a network, IECCE Fundamentals E-81A (1998) 776–783] provided an efﬁcient algorithm for ﬁnding such a ﬂow.
When (1/) is an integer, say q, Kishimoto and Takeuchi [Onm-route ﬂows in a network, IEICE Trans. J-76-A (1993) 1185–1200
(in Japanese)] introduced the notion of a q-path ﬂow. Kishimoto [A method for obtaining the maximum multi-route ﬂows in a
network, Networks 27 (1996) 279–291] proved a max-ﬂow min-cut theorem for q-path ﬂow between a given source-sink pair (s, t)
of nodes and provided a strongly polynomial algorithm for ﬁnding a q-path ﬂow from s to t of maximum ﬂow-value.
In this paper, we extend the concept of q-path ﬂow to any real number q1. When q (=1/) is fractional, we show that this
general q-path ﬂow can be viewed as a sum of some q-path ﬂow and some q-path ﬂow. We discuss several applications of this
results, which include a simpler proof and generalization of a known result on wavelength division multiplexing problem.
Finally we present a strongly polynomial, combinatorial algorithm for synthesizing an undirected network with minimum sum
of edge capacities that satisﬁes (non-simultaneously) speciﬁed minimum requirements of q-path ﬂow-values between all pairs of
nodes, for a given real number q1.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In [12] Kishimoto deﬁned a -reliable ﬂow, for a given source-sink pair (s, t) of nodes, in a network for  ∈ (0, 1].
The goal in this paper is to ﬁnd a ﬂow such that the loss of an edge results in no more than a fraction  of the total ﬂow
in the network. By suitably deﬁning the capacity of a cut, he showed that max-ﬂow min-cut theorem holds for this type
of ﬂow. He also gave a node-edge formulation for this problem. In [15], Kishimoto and Takeuchi provided a strongly
polynomial algorithm for determining this maximum -reliable ﬂow by solving no more than 1/ standard max ﬂow
problems.
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In [11] Kishimoto, and in [14] Kishimoto and Takeuchi, introduced the notion of multipath ﬂows. Given a network
G, a source-sink pair (s, t) of nodes in G and a positive integer q, an “elementary q-path set” from s to t in G is a set
of q edge-disjoint s–t paths in G. A q-path ﬂow from s to t in G is an allocation of non-negative weights to elementary
q-path sets from s to t in G such that the total ﬂow along an edge does not exceed its capacity. The sum of the weights
assigned to the elementary q-path sets gives us the corresponding q-path ﬂow-value. In an elementary q-path set, at
least one of the q paths remains unaffected if no more than (q − 1) edges in G fail. Hence, in any q-path ﬂow from s
to t in G, transmission from s to t of an amount of ﬂow equal to its ﬂow-value is guaranteed if no more than (q − 1)
edges fail. When q = 1, we have the regular network ﬂow [8]. Kishimoto [11] considered the problem of ﬁnding
a q-path ﬂow between a given pair (s, t) of nodes in a given network G with maximum q-path ﬂow-value. For any
cut separating s and t in G, he deﬁned q-capacity of the cut in a particular way, and showed that a max-ﬂow min-cut
theorem holds for q-path ﬂows as well. He also gave a node-edge formulation of this problem and a strongly polynomial
algorithm for ﬁnding such a ﬂow. This is done by showing a path ﬂow equivalent to a given edge ﬂow satisfying the
constraints of the problem. These results are valid for both directed and undirected networks. Related results appear
in [1,13,16].
The node-edge formulation for the problems in [1,11,14], and that in [12], [15] is the same with the substitution of
1/q for . We can view the work in [11], [14] as showing path decomposition for -reliable ﬂows only when 1/ is an
integer. The ﬁrst part of our work, in Section 3, is in this spirit for the case when q(=1/) is not an integer but greater
than 1.We show that a -reliable ﬂow can be decomposed into an appropriate mixture of a q-path ﬂow and a q-path
ﬂow. In Section 4 that follows, we discuss a simpler proof and generalization of a known result [5] on wavelength
division multiplexing problem as an application of this work. Other practical applications are also described.
In [6,10], the problem of synthesizing an undirected network to meet givenminimum q-path ﬂow-value requirements
for all pairs of nodes (non-simultaneously) is considered when q is an integer greater than or equal to 2. Here, we are
given a positive integer q and a symmetric, non-negative n×nmatrix R of minimum requirements of q-path ﬂow-values
between all pairs of distinct nodes in N = {1, 2, . . . , n}. The problem is to construct an edge-capacitated, undirected
network on node set N with minimum sum of edge capacities which is capable of meeting non-simultaneously the
ﬂow-value requirements given by R. In [6] and [10], O(n3) combinatorial algorithms are given for the continuous and
integer versions of the problem, respectively, generalizing the results in [9,17] and [7,19] for the respective classical
cases of the problem corresponding to regular ﬂows (q = 1). Synthesis problem corresponding to fractional value
of q, (q > 1), is signiﬁcantly different from that corresponding to integer values of q. In Section 5, we present a
combinatorial algorithm, and illustrate with an example, for this more general version of the synthesis problem whose
worst case time complexity is O(n3). Finally, the appendix provides proofs for certain lemmas and statements made in
developing the synthesis algorithm.
2. Preliminaries
We denote by N the set {1, 2, . . . , n}. Throughout the paper, we consider only undirected networks. However, results
in Section 3 can be easily extended to the directed case as in [11]. Let G=[N,E, b] be an undirected network on node
set N with edge set E, where bi is the capacity of edge ei ∈ E.
Deﬁnition 1 (Kishimoto [11]). Given a source-sink pair (s, t) of nodes in N and a positive integer q, an “elementary
q-path set” from s to t in G is a set of q edge-disjoint s–t paths in G. For each edge ei ∈ E, we say that the edge ei
lies on an elementary q-path set from s to t if ei lies on one of its q paths. A q-path ﬂow from s to t is an allocation of
non-negative weights to elementary q-path sets from s to t , such that for each edge ei ∈ E, the corresponding ﬂow on
ei (i.e., the sum of weights assigned to the elementary q-path sets on which ei lies), is no more than its capacity bi . The
sum of the weights assigned to all the elementary q-path sets is the ﬂow-value of the q-path ﬂow. The corresponding
q-path ﬂow-sum equals q times the q-path ﬂow-value.
It may be noted that weight assigned to an elementary q-path set applies to each path in the set. In each elementary
q-path set from s to t, at least one of the q paths from s to t remains unaffected if no more than (q −1) edges fail. Hence,
in any q-path ﬂow from s to t in G, transmission from s to t of an amount of ﬂow equal to its ﬂow-value is guaranteed
if no more than (q − 1) edges fail. When q = 1, we get the regular ﬂow [8], and we shall refer to it as regular ﬂow
throughout.
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Deﬁnition 2 (Kishimoto [11]). For any cut (S, S) in G, let the edges of the cut be {e1, e2, . . . , er}, numbered such that
the corresponding capacity vector (b1, b2, . . . , br ) satisﬁes b1b2 · · · br . For any positive integer q, the q-capacity
of (S, S) is deﬁned as:
Cq(S, S) =
⎧⎨⎩min
{
1
q
r∑
i=1
bi,
1
q − 1
r∑
i=2
bi, . . . ,
1
q − (q − 1)
r∑
i=q
bi
}
if qr,
0 if q > r.
The following lemma is proved in [1,11].
Lemma 1. The q-capacity of cut (S, S) equals , where  is the largest value such that
q =
r∑
i=1
min{bi, }. (1)
Deﬁnition 3. For any positive integer q and any pair {s, t} of distinct nodes inN, a cut (S, S) such that s ∈ S ⊆ N −{t}
is a q-minimum cut separating nodes s and t in G if and only if Cq(S, S) = min{Cq(X,X): s ∈ X ⊆ N − {t}}.
Theorem 2 (Kishimoto [11]). For any positive integer q, a network G = [N,E, b] and a source-sink pair (s, t) of
distinct nodes in N, the maximum ﬂow-value of q-path ﬂow from s to t in G equals the q-capacity of a q-minimum cut
separating s and t in G.
Deﬁnition 4. For any network G = [N,E, b] and a value 0, G() = [N,E, b()] is the parametric network with
bi() = min{bi, } for each ei ∈ E.
Analysis of such parametric networks has been considered recently in [2,3]. The theorem below follows from Lemma
1 and Theorem 2.
Theorem 3. For any positive integer q, a network G = [N,E, b], a source-sink pair (s, t) of distinct nodes in N, and
a number ∗0, the following two statements are equivalent:
(i) ∗ is the maximum ﬂow-value of q-path ﬂow from s to t in G.
(ii) The maximum ﬂow-value of regular ﬂow from s to t in G(∗) equals ∗q and ∗ is the largest value satisfying this
property.
In fact, Kishimoto gives an interesting algorithmic proof (involving a matching scheme) of the following theorem.
Theorem 4 (Kishimoto [11]). For any positive integer q, a network G = [N,E, b] and a source-sink pair (s, t) of
distinct nodes in N, let q be the maximum ﬂow-value of q-path ﬂow from s to t in G. For any q , let {fi : ei ∈ E}
be the edge-ﬂows corresponding to a regular ﬂow from s to t in G() of ﬂow-value q. Then, there exists a q-path ﬂow
from s to t in G of ﬂow-value  such that the corresponding ﬂow on each edge ei ∈ E is less than or equal to fi . Such
a q-path ﬂow can be computed in O(n3) time.
3. -Reliable ﬂows and path decomposition
Deﬁnition 5 (Kishimoto [12]). Given a networkG=[N,E, b], source-sink pair (s, t) of nodes inN, and a real number
 ∈ (0, 1], a -reliable ﬂow from s to t in G is a ﬂow from s to t in G() where  = F and F is the value of the total
ﬂow from s to t in G().
We now generalize the deﬁnition of q-path ﬂow to admit non-integral values of q.
Deﬁnition 6. For a real value q = 1/1, let  = (q − q). Given a network G = [N,E, b] and a source-sink pair
(s, t) of nodes in N, a q-path ﬂow from s to t in G of ﬂow-value  is the sum of a q-path ﬂow from s to t of ﬂow-value
(1 − ) and a q-path ﬂow from s to t of ﬂow-value .
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Theorem 5. For any real value q1, a network G = [N,E, b], a source-sink pair (s, t) of nodes in N and a value
0, there exists a regular ﬂow from s to t in G() of value q if and only if there exists a q-path ﬂow in G of
ﬂow-value .
proof. If q is integer then the result follows from Theorem 3. So assume that q > 1 and is fractional. That is, 0< < 1,
where  = q − q.
To prove the “if” part, let {fi : ei ∈ E} be the edge-ﬂows corresponding to a q-path ﬂow from s to t in G of ﬂow-value
. Then, from deﬁnition 6 of a q-path ﬂow, it follows that no arc carries a ﬂow of more than (1− )+ = , and the
total regular ﬂow equals (1− )q + q = (q − )= q. Thus, the same edge-ﬂows deﬁnes a regular ﬂow in
G() of ﬂow-value q.
Now, to prove the “only if” part, let {fi : ei ∈ E} be the edge-ﬂows corresponding to a regular ﬂow from s to t inG()
of value q. Create a network Ĝ by adding to G an artiﬁcial (s, t)-edge with capacity ; and deﬁne the corresponding
network Ĝ(). In Ĝ() consider the edge-ﬂows {fi : ei ∈ E} and a ﬂow of  on the artiﬁcial (s, t)-edge. The ﬂow-value
of this feasible regular ﬂow from s to t in Ĝ() is q +  = q. Hence it follows from Theorem 4 that there exists
a q-path ﬂow from s to t in Ĝ of ﬂow-value . Consider the corresponding elementary q-path sets with positive
weights and separate these into two types: (i) those that contain the artiﬁcial edge (s, t); and (ii) those that do not. Then
the elementary q-path sets of the ﬁrst type (after deleting from each the path containing the artiﬁcial edge) give a
q-path ﬂow from s to t in G of ﬂow-value  and those of the second type give a q-pathﬂow in G of ﬂow-value
(1 − ). Thus, there exists a q-path ﬂow in G of ﬂow-value . This proves the theorem. 
It follows from Theorem 5 that the linear programming formulation of the problem of ﬁnding the maximum q-path
ﬂow-value for any positive integer q, given in [1], where we maximize the total ﬂow q subject to ﬂow conservation
constraints and no arc carrying a ﬂow of more than , also applies to the case of any q1. Given the maximum q-path
ﬂow-value ∗, the proof of Theorem 5 gives an algorithm for ﬁnding a q-path ﬂow of ﬂow-value ∗, which involves
solving maximum regular ﬂow problem in G(∗) and the algorithmic proof in [11] for Theorem 4.
We now show the extension of Deﬁnition 2 of q-capacity of a cut from positive integer q to any q1. This extension
is necessary for developing Section 5 dealing with network synthesis.
Deﬁnition 7. For any cut (S, S) inG, let the edges of the cut be {e1, e2, . . . , er}, numbered such that the corresponding
capacity vector (b1, b2, . . . , br ) satisﬁes b1b2 · · · br . For any q1, the q-capacity of (S, S) is deﬁned as:
Cq(S, S) =
⎧⎨⎩min
{
1
q
∑r
i=1bi,
1
q − 1
∑r
i=2bi, . . . ,
1
q − (q − 1)
∑r
i=qbi
}
if qr,
0 if q > r.
For the edge set {e1, e2, . . . , er} of a cut (S, S) in G, (with b1b2 · · · br ), let us deﬁne function vS as follows:
vS() =
r∑
i=1
min{bi, }. (2)
Lemma 6. For any positive real number q1, let S be the maximum value of  such that vS(S)= Sq. Then Sq is
the (classical) capacity of the cut (S, S) in G(S); and Cq(S, S) = S .
Proof. Clearly, for any value of , vS() is the (classical) capacity of the cut (S, S) in G().
It is easy to see that the function vS() is a piece-wise linear, concave and non-decreasing with all linear pieces of
the function having integral slopes ranging from r (the number of edges in the cut) to 0.
If r < q, then S = 0 and vS()< q ∀> 0; and also Cq(S, S) = 0. Thus, the result holds in this case.
Suppose rq. Then S lies in the interval [bj+1, bj ) for some jq. (Here, we assume that b0 =∞.) Substituting
this in Eq. (2), we get :
qS = jS +
r∑
i=j+1
bi . (3)
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Or, equivalently,
S = 1
q − j
r∑
i=j+1
bi . (4)
Since bj+1S = (1/(q − j))∑ri=j+1bi < bj , it follows that S < (1/(q − (j − 1)))∑ri=j bi , and, S(1/(q −
(j + 1)))∑ri=j+2bi (assuming q > j + 1).
Extending the above observation, we get:
S = min
⎧⎨⎩ 1q
r∑
i=1
bi,
1
q − 1
r∑
i=2
bi, . . . ,
1
q − (q − 1)
r∑
i=q
bi
⎫⎬⎭ . 
For a network G = [N,E, b] and a source-sink pair (s, t) of nodes in N, let us deﬁne:
v() = min{vS() : S ⊂ N, s ∈ S, t /∈ S}. (5)
In light of Theorem 5 and Lemma 6 as above, and results in [1], the max-ﬂow min-cut theorem in [11], relating to
-reliable ﬂows, can be restated as follows.
Theorem 7. For any q1, the maximum q-path ﬂow-value from s to t in G is equal to the minimum q-capacity among
all the cuts separating s and t in G. Further, the maximum q-path ﬂow value from s to t in G equals q , where q is the
largest  such that v() = q.
4. Applications
The results of the previous section facilitate answering certain questions of interest in both theory and practice
relating to communication networks. Some such questions are addressed in this section.
1. Maximizing reliability of a regular ﬂow: Suppose there exists a regular ﬂow from s to t in G of ﬂow-value v0. We
want to determine the largest q(q1) such that there exists a q-path ﬂow from s to t in G of ﬂow-sum equal to v0.
Let q0 be largest q such that qq = v0, or q = v0/q . The problem of obtaining the value of q0 is equivalent to that
of ﬁnding the smallest  such that the maximum ﬂow-value of regular s–t ﬂow in G() has the value v0. This problem
has been addressed in different contexts in [2,3], where a strongly polynomial algorithm based on Newton’s method
is given for it which involves solving at most |N | maximum regular ﬂow problems. Clearly q01. A q0-path ﬂow
with ﬂow-sum equal to v0 can now be obtained using Kishimoto’s matching scheme [11] if q0 is integer, and using the
scheme in the proof of Theorem 5 if q0 is fractional.
2. Optimal utilization of residual capacity after sending a q-path ﬂow of given ﬂow-value: Suppose we are given a
network G=[N,E, b], a source-sink pair (s, t) of nodes in N, a positive integer q̂ and a real value 0q̂ . (Here, q̂ is
the maximum ﬂow-value of q̂-path ﬂow from s to t in G.) It is pertinent to ask two questions: (i) what is the maximum
ﬂow-value ∗ of a (̂q − 1)-path ﬂow such that by extracting a suitable q̂-path ﬂow of a required ﬂow-value 0 from G,
we can get a (̂q − 1)-path ﬂow of ﬂow-value ∗ in the residual network? and (ii) what is the maximum such ﬂow-value
of (̂q + 1)-path ﬂow, deﬁned analogously?
Let us ﬁrst consider the question relating to the (̂q − 1)-path ﬂow stated above. Note that for any 0, vS(),
deﬁned in Eq. (2) above, is a piece-wise linear, non-decreasing concave function with integral slopes. Hence, v(),
deﬁned in Eq. (5), is the s to t minimum (classical) cut value in G(); and being a minimum of piece-wise linear,
non-decreasing concave functions with integral slopes, v() is also piece-wise linear, non-decreasing and concave with
integral slopes.
Let 10, be the maximum value of  such that v() = 0q̂ + ( − 0)(̂q − 1) = (̂q − 1) + 0. We show below
that ∗ = 1 − 0.
Let q1 = (̂q − 1) + 0/1. Then v(1) = 1q1. Thus, from Theorem 7, any max-ﬂow in G(1) is a q1-path ﬂow of
ﬂow-sum v(1). From Theorem 5 it now follows that this ﬂow can be decomposed into a q̂-path ﬂow of value 0 and
a (̂q − 1)-path ﬂow of value (1 − 0).
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We now show that this (̂q − 1)-path ﬂow of value (1 − 0) is the maximum ﬂow by which we can augment the
residual network. Consider the function f ()= v()− (̂q − 1)− 0. Function f () is piece-wise linear and concave
with integral slopes. Further, f (0)0, and f () has at most one zero for > 0. Hence, v()< (̂q − 1)+ 0 for any
> 1. Now, consider the sum of a q̂-path ﬂow of value 0 and a (̂q − 1)-path ﬂow of value (1 − 0 + ) for some
small > 0. This results in a total ﬂow of (1 + )(̂q − 1) + 0 in G(1 + ). This ﬂow is not feasible in G(1 + ),
since, as stated above, v()< (̂q − 1) + 0 for any > 1. This proves our assertion.
Newton’s method for combinatorial optimization [4,18] provides a strongly polynomial algorithm for computing 1.
This method involves solving at most n maximum regular ﬂow problems in G() for different values of .
An interesting observation can be made when q̂ = 2. Since the last positively sloped linear piece of v() has slope
at least one, it is easy to see that v(1) = v(∞)= value of max s − t ﬂow in G. Thus, given any feasible 2-path ﬂow,
we can utilize the residual network completely.
Question (ii) can be answered in a similar way.
Before discussing the next application, we shall introduce an additional deﬁnition and some results.
Deﬁnition 8. An integral q-path ﬂow from s to t is a q-path from s to t in which weights assigned to all the elementary
q-path sets are integers.
The two results below follow easily from the algorithmic proof of Kishimoto [11] for Theorem 4.
Corollary 8. For any network G = [N,E, b], a source-sink pair (s, t) of nodes in N, and a positive integer q, if for
some integer 0, there exists a regular ﬂow from s to t in G() with ﬂow-value q and integer edge-ﬂows, then there
exists an integral q-path ﬂow from s to t in G with ﬂow-value .
Corollary 9. For any network G with integer-valued edge capacities, any positive integer q and any source-sink pair
of nodes (s, t) in G, let the maximum ﬂow-value of (continuous) q-path ﬂow from s to t in G be ∗. Then the maximum
ﬂow-value of integral q-path ﬂow from s to t in G is ∗.
3.Wavelength divisionmultiplexing problem (WDMP):The following problem is considered in [5],which ismotivated
bywavelength divisionmultiplexing in all-optical networks.Given an undirected graph,G, a source node s and amultiset
T of sink nodes, the problem is to select a path Ps,i in G from node s to node i for each i ∈ T , and assign a wavelength
to each of the |T | paths selected such that (i) any two paths which share an edge are assigned different wavelengths,
and (ii) the total number of wavelengths used is minimum.
Assign to each of the edges in G a capacity of |T |. Add a new super-sink node t to G and connect it to each of the
nodes in T by an edge of capacity 1. (If the multiset T contains say k copies of some node i then connect node i to t
using k parallel edges, each with capacity 1.) Let the resultant network be G.
In the network G, let the maximum ﬂow-value of regular ﬂow from s to t be v. If v < |T |, then the given in-
stance of WDMP problem is obviously infeasible. Suppose v = |T |. Let  be the smallest value such that there
exists a regular ﬂow from s to t in G() of ﬂow-value v. (This can be computed by solving at most log |T | max-
imum regular ﬂow problems.) It is easy to see that  is a lower bound on the minimum number of wavelengths
required.
Let q =v/. Then =q . Let = (q−q). Then both (1−) and  are integers. From this and
Theorem 5 and Corollary 9 it follows that there exists a q-path ﬂow from s to t in G in which weight of 1 is assigned
to (1 − ) elementary q-path sets and  elementary q-path sets. Assigning a distinct wavelength to
each elementary path set (which is assigned to all the paths in the set), we get a solution to WDMP with minimum
number of wavelengths equal to . We thus have the following theorem, which is a slightly stronger version of the
result in [5].
Theorem 10. For any instance of theWDMP problem, the minimum number of wavelengths equals the smallest integer
 such that there exists a collection of paths, one from s to each node in T, such that no edge lies in more than  paths.
Further, there exists an optimal solution to the WDMP problem in which difference between cardinalities of any two
sets of paths with two different wavelengths is no more than one.
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5. Network synthesis
In this section we consider the following network synthesis problem:
We are given a number q > 1, a positive integer n> q, and a symmetric, non-negative n × n matrix R, where
for each i = j , ri,j represents a lower bound on the desired q-path ﬂow-value between node i and node j in an
undirected network on the node set N = {1, 2, . . . , n}. We want to construct a network G = [N,E, u] such that
each of the requirements given by R can be realized (one at a time) and the sum of all the edge-capacities in G is
minimum.
The case (q = 1) of this problem is the classical synthesis problem for regular ﬂows that is considered in [8,9,17]. In
[6], the special case of the problem, with q integer, and greater than 1, is considered, and an algorithm of complexity
O(n3) is given for it.
To obtain a good feasible solution to this synthesis problem, one could use the algorithm in [6] to synthesize
a network to meet the requirements R for q-path ﬂow-values, and another similar network for q − 1-path
ﬂow values, and then get a combined network by taking appropriate combination, according to Deﬁnition 6, of
the two obtained networks. Section 4 of the appendix shows that such a network needs not provide an optimal
design.
Using the results of Section 2, we shall now generalize the algorithm in [6] so as to hold for any real number q
greater than one.As in [6], we identify a set of lower bounds on the optimal objective function value of the problem and
we develop an algorithm that produces a feasible solution to the problem that achieves the maximum of these lower
bounds. This implies that the solution produced by the algorithm is optimal for the problem.
Let i := max{ri,j : j ∈ N − {i}} ∀i ∈ N . As in the case of integer valued q, discussed in [6], the only information
about the matrix R needed by the algorithm is the vector  = (1, 2, . . . , n). Again, as in [6], we assume that the
nodes are arranged so that 1 = 23 · · · n from now on. The algorithm outputs a network that is an optimal
solution to the given instance of the problem and in which for any i, j ∈ N , i = j , we can send a q-path ﬂow from i
to j of ﬂow-value at least min{i , j }ri,j .
For any vector z ∈ Rn, and p ∈ {1, 2, . . . , q + 1}, let us deﬁne
LB
(q)
p (z) =
q−p+1∑
j=1
(q − j + 1)zj + max
{
0,
(q − q + p − 1)
2
}
q−p+2(z),
where j (z) =
∑n
i=j zi . The following lemma can be proved using Deﬁnition 7 of q-capacity of a cut and the same
approach as in the proof of Lemma 2 in [6].
Lemma 11. For each p ∈ {1, 2, . . . , q + 1}, LB(q)p () is a lower bound for the optimal objective function value of
the synthesis problem.
It is easy to show the following lemma using the above formula for LB(q)p .
Lemma 12. Among all permutations of a vector z ∈ Rn+ the vector that gives the maximum value for maxpLB(q)p is
obtained by arranging the components of the vector z in nonincreasing order.
Our algorithm ﬁrst computes the values {i : i ∈ N}, orders the nodes in the set N = {1, 2, . . . , n} such that
1 = 23 · · · n and sets the vector (0) = . It then iteratively constructs a feasible solution to the synthesis
problem that attains one of the lower bounds in Lemma 11 corresponding to the vector , and hence is an optimal
solution to the problem. Let us number the iterations of the algorithm as 0, 1, . . . , k∗. In each iteration k ∈ {0, 1, . . . k∗},
the algorithm starts with a vector (k) with (k)1 =(k)2 (k)3  · · · (k)n 0. If in the vector (k), the number of positive
components is less or equal to q, then Step 5 of the algorithm directly constructs an optimal network for (k). Else,
Step 3 or Step 4 of the algorithm is performed where we go to case 1 of the algorithm, where, a suitable vector (k)
is constructed such that:
(i) An optimal solution to the synthesis problem corresponding to (k) can be easily constructed.
(ii) The vector (k+1) = (k) − (k) satisﬁes: (k+1)1 = (k+1)2 (k+1)3  · · · (k+1)n 0.
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(iii) (The optimal objective function value to the synthesis problem corresponding to vector (k)) = (sum of the optimal
objective function values to the instances of the problemwith vectors(j) constructed in iterations j=k, k+1 . . .
as the -vectors).
For this the following observation (that is easy to prove) and lemma are used.
Observation 1. For any z1, z2 ∈ Rn+, and any p ∈ {1, 2, . . . , q + 1},
LB
(q)
p (z1) + LB(q)p (z2) = LB(q)p (z1 + z2).
Lemma 13. Let  = q − q. For any integer 0m< q; S ⊂ {m + 1,m + 2, . . . , n} with |S| = q − m + 1; and
x, y ∈ S. Let a vector z be deﬁned as:
zi =
⎧⎪⎪⎨⎪⎪⎩
2
2 −  if i ∈ {1, 2, . . . , m} ∪ S − {x, y},
1 if i ∈ {x, y},
0 otherwise.
Then,
(a) q(q + 1)/(2 − ) = LB(q)i (z)LB(q)j (z) for all i ∈ {q + 1 − m, . . . , q + 1} and j ∈ {1, 2, . . . , q − m}.
(b) If we use the z-vector as the -vector, then network G∗, on node set N ={1, 2, . . . , m}∪S with the edge-capacity
vector u∗ as deﬁned below, is an optimal solution to the synthesis problem with optimal objective function value
equal to LB(q)p (z) for all p ∈ {q + 1 − m, . . . , q + 1}:
u∗i,j =
{
min{zi, zj } if i, j ∈ {1, 2, . . . , m} ∪ S; i = j ; {i, j} = {x, y},
(1 − ) if i = x and j = y.
Proof. Part (a) is shown using straightforward algebra (see Section 1 of the appendix for the algebraic details). Proof
of part (b) follows here.
Let X = {1, 2, . . . , m} ∪ S − {x, y}. For i, j ∈ X; i = j , let  = 2/(2 − ) = min{zi, zj }. Then in G∗() we can
send a regular ﬂow of ﬂow-value q from i to j as follows: Send 2/(2 − ) units of ﬂow along each of the paths
{(i, , j) :  ∈ X − {i, j}} ∪ {(i, j)}; send 1 unit of ﬂow along each of the paths {(i, x, j), (i, y, j)}.
For i ∈ X and j ∈ {x, y}, let = 1=min{zi, zj }. Let s = {x, y} − {j}. Then in G∗() we can send a regular ﬂow of
ﬂow-value q = q from i to j by sending 1 unit of ﬂow along each of the paths {(i, , j) :  ∈ X − {i}} ∪ {(i, j)}, and
(1 − ) units of ﬂow along the path (i, s, j).
Similarly, it can be shown that for  = min{zx, zy} = 1, we can send in G∗() a regular ﬂow of ﬂow-value q = q
from x to y.
It now follows from Theorem 5 that we can send a q-path ﬂow of ﬂow-value min{zi, zj } between each pair {i, j} of
distinct nodes inG. It is easy to verify that the sum of capacities of edges inG equals q(q+1)/(2−)=LB(q)p (z)∀p ∈
{q + 1 − m, . . . , q + 1}. 
For a suitably deﬁned integer 0mk < q, and each of several choices of S, x, y, we deﬁne vector 	S(x,y) as a
suitable multiple ( = 
k) of the corresponding vector z deﬁned in Lemma 13; and (k) as the sum of all the 	S(x,y)
vectors. For each vector 	S(x,y), we construct an optimal network for the instance of the problem with 	
S
(x,y) as the
-vector using Lemma 13. It follows from Lemmas 11 and 13, and Observation 1 that the network G(k) obtained
by superposing these networks, is optimal for instance of the problem with (k) as the -vector with total sum of
edge-capacities equal to
∑
LB
(q)
p (	S(x,y)) = LB(q)p ((k)) for any p> q − mk . The vector (k) thus satisﬁes the
ﬁrst of the three conditions mentioned prior to this lemma.
The constant 
k is chosen as the largest number such that for (k+1) = (k) − (k) we have:
(k+1)1 = (k+1)2 (k+1)3  · · · (k+1)n 0.
This ensures that the vector (k) satisﬁes the second condition.
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Step 5 of the algorithm is not performed in any iteration except possibly the last. This is because if this step is
performed at step k, then the vector (k+1) is the zero vector. If the algorithm never performs Step 5, then it follows
from Lemma 13 and Observation 1 that in the network, obtained by superposing all the networks {G(j) : jk}, the sum
edge-capacities equals
∑
jkLB
(q)
p (	((j)))=LB(q)p ((k)) for any p> q−min{mj : jk}}. If Step 5 is performed
in iteration k∗ then there exists an integer p∗ > q − min{mj : k∗ >jk} such that LB(q)p∗ ((k
∗))LB(q)p ((k
∗)) for
every other p (see Section 3 of the appendix for details). Hence in this case, in the network obtained by superposing
all the networks {G(j) : jk}, the sum edge-capacities equals∑jkLB(q)p (	((j))) = LB(q)p∗ ((k)).The vector (k)
thus satisﬁes the third condition.
5.1. Synthesis algorithm
Step 0: For each i ∈ N = {1, 2, . . . , n}, calculate i = max{rij : j ∈ N − {i}}. Renumber the nodes in N such that
1 = 2 · · · n. Set k = 0, (0)i = i∀i.
Step 1: Compute the value of nk , the largest positive integer such that (k)nk > 0. If nkq, then go to Step 5.
Step 2: Compute mk and k which are, respectively, the smallest and largest integers such that (k)mk+1 = 
(k)
q = (k)k .
If k = nk , go to Step 4.
Step 3: Compute (k) = min{(k)nk ,(k)1 ,(k)2 }, where,
(k)1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(2 − )(k − mk)
(2q − 2mk − ) (
(k)
k
− (k)k+1) if k <nk − 1,
(2 − )(k − mk)
((k − mk − 1) − 2(k − q)) (
(k)
nk−1 − 
(k)
nk ) if k = nk − 1;
(k − mk − 1)> 2(k − q),
∞ otherwise.
(k)2 =
⎧⎨⎩
(2 − )(k − mk)
(2k − 2q + ) (
(k)
mk − (k)mk+1) if mk > 0,
∞ otherwise.
Deﬁne
(k)i =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(
2
2 − 
)
(k) if 1 imk
(2q − 2mk − )
(k − mk)(2 − ) 
(k) if mk + 1 ik,
(k) if i = nk,
0 otherwise.
Construct network G(k) = [N(k), E(k), u(k)] on node set N(k) = {1, 2, . . . , k, nk}, with edge-capacities:
u
(k)
i,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
2
2 − 
)
(k) if {i, j} ⊆ {1, 2, . . . , mk}, i = j,
(2q − 2mk − )
(k − mk)(2 − ) 
(k) if i ∈ {1, 2, . . . , mk};
j ∈ {mk + 1, . . . , k},
(k) if i ∈ {1, 2, . . . , mk}; j = nk,
2(q − mk − 1)(q − mk − )
(k − mk)(k − mk − 1)(2 − ) 
(k) if mk < (q − 1);
{i, j} ⊂ {mk + 1, . . . , k}, i = j
q − mk − 
k − mk 
(k) if i ∈ {mk + 1, . . . , k}; j = nk.
1988 Y.P. Aneja et al. /Discrete Applied Mathematics 155 (2007) 1979–2000
Compute (k+1)i = (k)i − (k)i ∀i, and go to Step 6.
Step 4: Compute
(k) = min
{
(2 − )(k − mk)
2(q − mk + 1 − )
(k)
k
,(k)1
}
,
where,
(k)1 =
⎧⎨⎩
(2 − )(k − mk)
2(k − q − 1 + ) (
(k)
mk − (k)mk+1) if mk > 0,
∞ otherwise.
Construct network G(k) = [N(k), E(k), u(k)] on node set N(k) = {1, 2, . . . , k}, with edge-capacities:
u
(k)
i,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
2
2 − 
)
(k) if {i, j} ⊆ {1, 2, . . . , mk}, i = j,
2(q − mk −  + 1)
(2 − )(k − mk) 
(k) if i ∈ {1, 2, . . . , mk};
j ∈ {mk + 1, . . . , k},
2(q − mk − )(q − mk −  + 1)
(2 − )(k − mk − 1)(k − mk) 
(k) if {i, j} ⊂ {mk + 1, . . . , k}, i = j.
Deﬁne the vector (k)i as follows:
(k)i =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
2
2 − 
)
(k) if 1 imk,
2(q − mk + 1 − )
(2 − )(k − mk) 
(k) if mk + 1 ik,
0 otherwise.
Compute (k+1)i = (k)i − (k)i ∀i, and go to Step 6.
Step 5: If nk = 0 then go to Step 7.
Create network G(k) = [N(k), E(k), u(k)] on the node set
N(k) = {1, 2, . . . , q + 1} with edge set
E(k) = {(i, j) : 1 ink; 1jq + 1; i = j}, and with
edge-capacities as follows:
For (i, j) ∈ E(k) such that 1 ink and 1jq,
u
(k)
i,j = max[(k)i , (k)j ]; for 1 ink u(k)i,q+1 = (1 − )((k)i ).
Set (k+1) = 0.
Step 6: If (k+1)1 > 0 then increment k by 1 and go to Step 1.
Step 7: Set k∗ = k. Construct network G = [N,E, u∗] where,
E = ∪{E(k) : k = 0, 1, . . . k∗}; and
u∗e =
∑{u(k)e : e ∈ E(k); k ∈ {0, 1, . . . , k∗}}. (Thus, G
is obtained by superposing the networks G(0),G(1), . . . , G(k∗).)
Output the network G and stop.
Before giving a proof of validity of the synthesis algorithm, we shall provide some insight into Steps 3 and 4 of the
algorithm which will help in understanding the algorithm better.
The networkG(k) constructed inStep 3of the algorithmcould also be obtained as follows:Construct (k−mk)!/(q−
mk − 1)!(k − q)! networks, each on a set of (q + 1) nodes, as follows: choose a subset S of {mk + 1, . . . , k}
of cardinality (q − mk). For each x ∈ S, let GSx be a complete graph on node set NSx = {1, 2, . . . , mk} ∪ S ∪ {nk}.
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Choose 
k = ((q − mk − 1)!(k − q)!/(k − mk)!))(k), (where (k) is as deﬁned in Step 3), and
	Sx (i) =
⎧⎨⎩
(
2
2 − 
)

k if i ∈ NSx − {x, nk},

k if i ∈ {x, nk}.
Assign to edges of GSx the following capacities, u
S,x
i,j :
u
S,x
i,j =
{
min{	Sx (i),	Sx (j)} if i ∈ NSx − {x, nk}; j ∈ NSx , i = j,
(1 − )	Sx (x) if i = x and j = nk.
Then, it follows from Lemma 13 that the resultant network is an optimal solution to the synthesis problem with
	Sx as the -vector. The superposition of all these networks gives us the network G(k) = [N(k), E(k), u(k)] which is
constructed directly in Step 3 of the algorithm. That is, E(k) is the union of edge sets of these networks; and for any
edge e ∈ E(k), u(k)e equals the sum of capacities assigned to the edge in each of the individual networks. Also, the
vector (k) deﬁned in Step 3 of the algorithm, is the sum of all the 	Sx -vectors. It follows from Lemmas 11 and 13
that G(k), if feasible, is an optimal solution to the problem with (k) as the -vector. The choice of values of(k) and

k ensures that (k+1)1 = (k+1)2  · · · (k+1)n .
Similarly, the network G(k) constructed in Step 4 of the algorithm could also be obtained as follows: Construct
(k − mk)!/(q − mk − 1)!(k − q − 1)! networks, each on a set of (q + 1) nodes, as follows: choose a subset S
of {mk + 1, . . . , k} of cardinality (q −mk + 1). For each ordered pair (x, y) of nodes in S, let GS(x,y) be a complete
graph on node set NS(x,y) = {1, 2, . . . mk} ∪ S. Choose 
k = ((q − mk − 1)!(k − q − 1)!/(k − mk)!)(k), where
(k) is as deﬁned in Step 4, and
	S(x,y)(i) =
{( 2
2 − 
)

k if i ∈ NS(x,y) − {x, y},

k if i ∈ {x, y}.
Assign to edges of GS(x,y) the following capacities, u
S,x,y
i,j :
u
S,x,y
i,j =
{
min{	S(x,y)(i),	S(x,y)(j)} if i ∈ NS(x,y) − {x, y}, and j ∈ NS(x,y),
(1 − )	S(x,y)(x) if i = x and j = y.
Superposition of these networks gives us the network G(k) that is directly constructed in Step 4. The vector (k)
deﬁned in Step 4 of the algorithm, is the sum of all the 	S(x,y)-vectors. It follows, as in the previous case, that G(k), if
feasible, is an optimal solution to the problem with (k) as the -vector. Again, the choice of values of (k) and 
k
ensures that (k+1)1 = (k+1)2  · · · (k+1)n .
Before presenting the computational complexity and the proof of validity of the algorithm, we shall illustrate it with
an example.
Example 1.  = (0) = [320, 320, 240, 200, 178, 20]; q = 3.6.
In ﬁrst iteration, n0 = 6,m0 = 3, 0 = 4. The algorithm performs Step 3.
(0) =min{20, (1.6)(1)(40)/1.6, (1.6)(1)(40)/0.4}=20,(0) =[25, 25, 25, 20, 0, 20]. The network G(0) is given
in Fig. 1.
Now (1) = [295, 295, 215, 180, 178, 0]; n1 = 5,m1 = 3, 1 = 4, and the algorithm again performs Step 3. (1) =
min[178,∞, (1.6)(35)/0.4] = 140,(1) = [175, 175, 175, 140, 140, 0]. The network G(1) is given in Fig. 2.
(2) = [120, 120, 40, 40, 38, 0]; n2 = 5,m2 = 2, 2 = 4. Again the algorithm performs Step 3. (2) = min{20,
(1.6)(2)(2)/0.4, (1.6)(2)(80)/0.4}=16, and(2)=[20, 20, 18, 18, 16, 0]. The networkG(2) is given in Fig. 3, where
we also show the two individual networks, superposition of which gives us G(2).
(3) = [100, 100, 22, 22, 22, 0]; n3 = 5,m3 = 2, 3 = 5. In this iteration, the algorithm performs Step 4. (3) =
min{(1.6)(3)(22)/(2)(2.6), (1.6)(3)(78)/(2)(0.4)} = (12)(22)/13, and (3) = [330/13, 330/13, 22, 22, 22, 0]. The
network G(3) is given in Fig. 4. Again, for more insight, we give the six individual networks, superposition of which
gives us G(3).
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Fig. 1.
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140
140
140
140
140
Fig. 2.
(4) = [970/13, 970/13, 0, 0, 0, 0]. We have n4 = 2; hence, the algorithm performs Step 5. The network G(4) is
given in Fig. 5. We now have (5) = 0.
The ﬁnal network, G, is obtained by superposing all these networks. This achieves the lower bound LB(3.6)3 () =
2494.4.
Let us now discuss the computational complexity and validity of the synthesis algorithm.
At each step either two components of the vector(k) become equal or one component goes to zero. Equal components
stay equal thereafter and so also zero components stay at zero value in subsequent steps. Thus, it is easy to see that
the algorithm terminates in O(n) iterations. In Step 3 or 4, the algorithm computes(k), the vectors (k) and (k+1),
and the edge-capacities of G(k). These take O(n2) time. The complexity of Step 5 can be easily seen to be O(n2). The
superposition of the networks in Step 7 takes O(n3) time. Hence, the overall computational complexity of the algorithm
is O(n3).
It is easy to check that each vector (k) satisﬁes the condition (k)1 = (k)2  · · · (k)n (see Section 2 of the appendix
for a proof).As shown before, each time Step 3 or 4 is performed, the networkG(k) constructed, if feasible, is optimal for
(k) as the -vector. Also, Step 5 is performed in an iteration k only if it is the last iteration (since (k+1) will be zero),
k∗ (this is true because after one iteration of Step 5 of the algorithm at iteration k the vector (k+1) =0), and in this case,
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A=55/13; B=44/13; C=26.4/13
Six networks are obtained by
letting {a,b,c} be the six
possible permutations of
{3,4,5}
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Fig. 4.
the sum of edge-capacities of the network G(k∗) equals LB(q)(q−nk∗ )(
(k∗)). Hence, the network G(k∗), if feasible, is an
optimal solution for  = (k∗). It now follows from Lemma 13, Observation 1, and the fact that nk∗mj mi∀i < j ,
that the solution produced by the algorithm, if it is feasible, is optimal.
To prove the feasibility of the synthesis algorithm, we shall need the following results from [6].
Lemma 14. Consider any two undirected networks, G′ and G′′ on the same node set N. Let network G be obtained by
superposing the two networks. Then for any non-empty proper subset S of N, the sum of q-capacities of the cut (S, S)
in G′ and G′′ is no more than the q-capacity of the cut in G.
Lemma 15. Let G be an undirected network on node set N = {1, 2, . . . , n} and let  = (1, 2, . . . , n) with
12 · · · n. If in G we can send a q-path ﬂow of ﬂow-value i between nodes i and 1 for all i, then for
any pair {i, j} of distinct nodes in N, we can send in G a q-path ﬂow of ﬂow-value min{i , j } between nodes i and j.
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Theorem 16. The synthesis algorithm produces a feasible solution to the synthesis problem.
Proof. Using Lemma 15, it sufﬁces to prove that in the superposed network G, produced by the algorithm, we can
send i units of q-path ﬂow between nodes i and 1 for all i. We shall prove the result by induction on the value of k∗,
the ﬁnal iteration number of the algorithm, which can be easily seen to be of O(n) size. To visualize better the cases
that occur in the proof, see Fig. 6.
Let us ﬁrst consider the case k∗ = 0. In this case, the algorithm requires only one iteration. If there is only one
iteration of the algorithm, it can be one of only three possibilities: Step 3, Step 4, or Step 5. If Step 3 or Step 4 was
performed, then either m0 = 0 or m0 > 0.
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Suppose in its unique iteration the algorithm performs Step 3 or Step 4 and m0 > 0. Then from Lemma 13 and the
explanation of these steps given immediately after the description of the algorithm, it follows that for any i > 1, a q-path
ﬂow of value (0)i = i can be sent from node i to node 1 in the network constructed in the iteration.
Suppose the algorithm performs Step 3 and m0 = 0. Then 0 = n0 − 1.
Consider any i ∈ {2, 3, . . . , n0 − 1}. Then every cut in G(0) separating nodes 1 and i has at least (n0 − 2) edges
with capacity (2q(q − 1)/0(0 − 1)(2 − ))(0) each, and at least one edge with capacity (q/0)(0). Thus, the
total q-capacity of every cut in G(0) separating nodes 1 and i is at least i (=i ). Hence, it follows using the max-ﬂow
min-cut Theorem 7 that we can send a q-path ﬂow of ﬂow-value i between nodes 1 and i.
Let us now consider the case i = n0. Using the max-ﬂow min-cut Theorem 7, it is sufﬁcient to show that every cut
(S, S) in G, such that node 1 is in S and node n0 is in S, has a q-capacity of at least n0 . If S contains some node
j <n0, then the q-capacity of the cut is at least j n0 , since the result has been shown to hold for every node i < n0.
So, let us consider the case, S = {n0}. The q-capacity of this cut in G(0) can be easily seen to be at least (0) = n0 .
Suppose the algorithm performs Step 4 and m0 = 0. Then 0 = n0, i = j and ui,j = (q/(n0 − 1))n0 ∀i, j ∈
{1, 2, . . . , n0}. Thus, for any proper subset S of N containing node 1, the cut (S, S) contains at least (n0 −1) edges with
capacity (q/(n0 − 1))n0 each and hence, has a q-capacity of at least n0 . The result now follows from the max-ﬂow
min-cut Theorem 7.
If the algorithm performs Step 5, then it is easy to see that for any i > 1, a q-path ﬂow of value i can be sent from
node i to node 1 in the network constructed in the iteration. This proves the result for k∗ = 0.
Suppose the result is true for all values of k∗ <h for some h> 0. Let us now prove the result for k∗ = h.
Consider an instance of the problem for which k∗=h. The algorithm generates vectors (0)(=), (1), (2), . . . , (h),
(h+1)(=0), and corresponding networks,G(0),G(1), . . . , G(h). The algorithm takes one less step for the vector (1) but
it will use the superposition of graphsG(1), . . . , G(h). By induction argument, it follows that for any i ∈ {2, 3, . . . , n0},
we can send a q-path ﬂow of ﬂow-value (1)i between nodes i and 1 using the network obtained by superposition of the
networks G(1), . . . , G(h). We will show that in the graph G(0) we can send (0)i from i to 1. Note that if the algorithm
starts with the vector (0)i , it will terminate in one step with the graph G
(0)
.
Since, h> 0, in the ﬁrst iteration, the algorithm performs Step 3 or 4. If m0 > 0, then as we have shown before for
the case k∗ = 0, for any i ∈ {2, 3, . . . , n0}, we can send a q-path ﬂow of ﬂow-value (0)i from node i to node 1 in the
network G(0). The result now follows from the induction argument.
Suppose m0 = 0. Then in the ﬁrst iteration, the algorithm performs Step 3. (For else, we shall have h = 0.)
For any i ∈ {2, 3, . . . , n0 − 1}, it can be shown using the same argument as in the case k∗ = 0, that we can send a
q-path ﬂow of ﬂow-value (0)i between nodes 1 and i in G(0). It now follows by induction argument that we can send
a q-path ﬂow of ﬂow-value i between nodes 1 and i in G.
For the case i = n0, we can again use the same arguments as used in the case k∗ = 0. The result now follows from
the induction argument, Lemma 14, and the fact that (0)n0 − (1)n0 =(0).
This proves the result. 
We thus have the following theorem:
Theorem 17. The synthesis algorithm terminates in O(n3) time with an optimal solution to the synthesis problem.
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Appendix A.
A.2. Sketch of proof of part (a) of Lemma 13
The vector z stated in the lemma when permuted so that the components are in nonincreasing order is of the form:
[2/(2− ), 2/(2− ), . . . , 22− , 1, 1] where the number of times 2/(2− ) occurs is q−1. If we compute the bounds
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for this permuted vector, we get LB(q)i =q(q +1)/(2− ) for i =1, 2, . . . , q+1. For any other vector, since smaller
values might occur earlier than the index q−m , some of the earlier values might go down but not the later ones. So
it sufﬁces to show the result for the permuted vector.
We start with the easiest one; p = q + 1:
LB
(q)
q+1(z) =
q
2
1(z)
= q
2
{(
2
2 − 
)
(q − 1) + 2
}
= q + q(q +  − 1)
2 − 
= q(q + 1)
2 −  +
q( − 2)
2 −  + q
= q(q + 1)
2 −  .
Next we show for p = q:
LB
(q)
q(z) = q
2
2 −  +
q − 1
2
2(z)
= q 2
2 −  +
q − 1
2
{(
2
2 − 
)
(q − 2) + 2
}
= q 2
2 −  +
q − 1
2
{(
2
2 − 
)
(q +  − 2) + 2
}
= 2q + (q − 1)(q +  − 2)
2 −  + (q − 1)
= q(q + 1)
2 −  +
q + q( − 2) − (q +  − 2)
2 −  + (q − 1)
= q(q + 1)
2 −  +
(q − 1)( − 2)
2 −  + (q − 1)
= q(q + 1)
2 −  .
Next we skip several (done along similar lines) and go to p = q + 1 − m:
LB
(q)
q+1−m(z)
=
m∑
j=1
(q − j + 1)zj + (q − m)2 m+1(z)
= 2
2 − 
[
(q + 1)m − m(m + 1)
2
]
+ (q − m)
2
[(
2
2 − 
)
(q − 1 − m) + 2
]
= 2(q + 1)m − m(m + 1) + (q − m)(q +  − 1 − m)
2 −  + (q − m)
= q(q + 1)
2 −  +
2(q + 1)m − m(m + 1) + (q − m)(q +  − 1 − m) − q(q + 1)
2 −  + (q − m)
= q(q + 1)
2 −  +
(q − m)( − 2)
2 −  + (q − m)
= q(q + 1)
2 −  .
Y.P. Aneja et al. /Discrete Applied Mathematics 155 (2007) 1979–2000 1995
Next we consider the case p = q − m:
LB
(q)
q−m(z) =
m+1∑
j=1
(q − j + 1)zj + (q − m − 1)2 m+2(z)
= 2
2 − 
[
(q + 1)(m + 1) − (m + 1)(m + 2)
2
]
+ (q − m − 1)
2
[(
2
2 − 
)
(q − m − 2) + 2
]
= 2
2 − 
[
(q + 1)(m + 1) − (m + 1)(m + 2)
2
+ (q − m − 1)
2
(q − m − 2)
]
+ (q − m − 1)
= q(q + 1)
2 −  +
( − 2)(q − m − 1)
2 −  + (q − m − 1) =
q(q + 1)
2 −  .
We leave the remaining cases to the reader; these are done in a similar manner.
To show that the
∑
i <ju
∗
i,j = q(q + 1)/(2 − ):
∑
i<j
u∗i,j =
(
2
2 − 
)(
(q − 1)(q − 2)
2
)
+ 2(q − 1) + (1 − )
=
(
2
2 − 
)(
(q +  − 1)(q +  − 2)
2
)
+ 2(q +  − 1) + (1 − )
= q(q + 1)
2 −  +
( − 2)(2q +  − 1)
2 −  + (2q +  − 1)
= q(q + 1)
2 −  .
A.3. Proof that in each iteration k
(k)1 = (k)2  · · · (k)mk > (k)mk+1 = · · · = 
(k)
lk
> (k)lk+1 · · · 
(k)
n ,
⇓
(k+1)1 = (k+1)2  · · · (k+1)mk (k+1)mk+1 = · · · = 
(k+1)
lk
 · · · (k+1)nk .
Step 3: Compute (k) = min{(k)nk ,(k)1 ,(k)2 }, where,
(k)1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(2 − )(k − mk)
(2q − 2mk − ) (
(k)
k
− (k)k+1) if k <nk − 1,
(2 − )(k − mk)
((k − mk − 1) − 2(k − q)) (
(k)
nk−1 − 
(k)
nk ) if k = nk − 1,
(k − mk − 1)> 2(k − q),
∞ otherwise.
(k)2 =
⎧⎨⎩
(2 − )(k − mk)
(2k − 2q + ) (
(k)
mk − (k)mk+1) if mk > 0,
∞ otherwise.
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Deﬁne
(k)i =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(
2
2 − 
)
(k) if 1 imk
(2q − 2mk − )
(k − mk)(2 − ) 
(k) if mk + 1 ik,
(k) if i = nk,
0 otherwise.
Let (k+1) = (k) − (k) where
(k)1 = (k)2  · · · (k)mk > (k)mk+1 = · · · = 
(k)
lk
> (k)lk+1 · · · (k)n .
Want to show that
(k+1)1 = (k+1)2  · · · (k+1)mk (k+1)mk+1 = · · · = 
(k+1)
lk
 · · · (k+1)nk .
Moreover, at least one of the following is true: (k+1)nk = 0; (k+1)mk = (k+1)mk+1; 
(k+1)
lk
= (k+1)lk+1 .
For 1 imk: (k+1)i = (k)i − (2/(2 − ))(k). Since we are subtracting a quantity that is independent of i,
[(k)1 = (k)2  · · · (k)mk ] ⇒ [(k+1)1 = (k+1)2  · · · (k+1)mk ].
For mk + 1 i lk:(k+1)i = (k)i − ((2q − 2mk − )/(k − mk)(2 − ))(k). Since we are subtracting a quantity
that is independent of i,
[(k)mk+1 = · · · = 
(k)
lk
] ⇒ [(k+1)mk+1 = · · · = 
(k+1)
lk
].
For lk + 1 ink − 1 since (k+1)i = (k)i the result holds.
To show that (k+1)mk 
(k+1)
mk+1:
(k+1)mk = (k)mk −
(
2
2 − 
)
(k),
(k+1)mk+1 = 
(k)
mk+1 −
(2q − 2mk − )
(k − mk)(2 − ) 
(k)
,
(k+1)mk − (k+1)mk+1 = (k)mk −
(
2
2 − 
)
(k) − (k)mk+1 +
(2q − 2mk − )
(k − mk)(2 − ) 
(k)
= (k)mk − (k)mk+1 −
[(
2
2 − 
)
− (2q − 2mk − )
(k − mk)(2 − )
]
(k),[
2
2 −  −
(2q − 2mk − )
(k − mk)(2 − )
]
(k) = 2lk − 2q + 
(k − mk)(2 − )
(k)
(k)mk − (k)mk+1.
The last inequality of the above follows from the fact that (k)(k)2 . We show 
(k+1)
lk
(k+1)lk+1 similarly using the
fact that (k)(k)1 .
[(k) = (k)nk ] ⇒ [(k+1)nk = 0],
[(k) =(k)2 ] ⇒ [(k+1)mk = (k+1)mk+1],
[(k) =(k)1 ] ⇒ [(k+1)lk = 
(k+1)
lk+1 ].
Since(k) =min{(k)nk ,(k)1 ,(k)2 }, one of these conditions must hold and hence the rest of this result follows. If we
do Step 4 of the algorithms these results are shown in a similar manner. If we do Step 5, the vector becomes zero and
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hence there is nothing to show. But this also shows that Step 5 can only be performed once and this would be the last
iteration of the algorithm.
A.4. Proof of the statement that if Step 5 is performed at iteration k∗, there exists a p∗ > q − min{mj : k∗ >jk}
such that LB(q)p∗ ((k
∗))LB(q)p ((k
∗)) for every other p
First we show that∑
LB
(q)
p (	
S
(x,y)) = LB(q)p ((k)) for any p> q − mk .
If we perform Step 3 of the algorithm,
(k)i =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
2
2 − 
)
(k) if 1 imk,
(2q − 2mk − )
(k − mk)(2 − ) 
(k) if mk + 1 ik,
(k) if i = nk,
0 otherwise.
With (k) = min{(k)nk ,(k)1 ,(k)2 }, where
(k)1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(2 − )(k − mk)
(2q − 2mk − ) (
(k)
k
− (k)k+1) if k <nk − 1,
(2 − )(k − mk)
((k − mk − 1) − 2(k − q)) (
(k)
nk−1 − 
(k)
nk ) if k = nk − 1,
(k − mk − 1)> 2(k − q),
∞ otherwise.
(k)2 =
⎧⎨⎩
(2 − )(k − mk)
(2k − 2q + ) (
(k)
mk − (k)mk+1) if mk > 0,
∞ otherwise.
Here y = nk;x ∈ S ⊆ {mk + 1, . . . , lk, nk}; |S| = q + 1 − mk . (	S(x,y))nk = 1; (	S(x,y))i = (2/(2 − )) for all
i ∈ {1, 2, . . . , lk} except one index i ∈ {mk + 1, . . . , lk} and for this exceptional index in the set it is 1. The number of
possible such sets S is (lk − mk)!/(q − mk)!(lk − q)!. For each set there are (q − mk) possible indices one of
which is set to 1 in one of these 	S(x,y). Hence for 1 imk(∑
	S(x,y)
)
i
=
(
2
2 − 
)
(lk − mk)!
(q − mk)!(lk − q)! (q − mk)
=
(
2
2 − 
)
(lk − mk)!
(q − mk − 1)!(lk − q)! .
By a similar analysis, for mk + 1 i lk:(∑
	S(x,y)
)
i
= (lk − mk − 1)!
(q − mk − 1)!(lk − q)!
{
(q − mk − 1)
(
2
2 − 
)
+ 1
}
=
(
2q − 2mk − 
(2 − )
)(
(lk − mk − 1)!
(q − mk − 1)!(lk − q)!
)
.
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Finally,∑
	S(x,y))nk =
(lk − mk)!
(q − mk − 1)!(lk − q)! .
A suitable multiple 
k of this vector (
∑
	S(x,y)) gives the vector 
(k)
. Let
(k) = (lk − mk)!
(q − mk − 1)!(lk − q)!
k .
Now the result follows by simple algebra.
Step 4: Compute
(k) = min
{
(2 − )(k − mk)
2(q − mk + 1 − )
(k)
k
,(k)1
}
,
where,
(k)1 =
⎧⎨⎩
(2 − )(k − mk)
2(k − q − 1 + ) (
(k)
mk − (k)mk+1) if mk > 0,
∞ otherwise
(k)i =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
2
2 − 
)
(k) if 1 imk,
2(q − mk + 1 − )
(2 − )(k − mk) 
(k) if mk + 1 ik,
0 otherwise.
Here y, x ∈ S ⊆ {mk + 1, . . . , lk = nk}; |S| = q + 1 − mk . (	S(x,y))x = (	S(x,y))x = 1; (	S(x,y))i = (2/(2 − ))
for all i ∈ {1, 2, . . . , lk} except two indices x, y ∈ {mk + 1, . . . , lk = nk}. The number of possible such sets S is
(lk −mk)!/(q −mk + 1)!(lk − q − 1)!. For each set there are (q −mk + 1)(q −mk) possible choices for two
indices x and y which are set to 1 in one of these 	S(x,y). Hence for 1 imk(∑
	S(x,y)
)
i
=
(
2
2 − 
)
(lk − mk)!
(q − mk + 1)!(lk − q − 1)! (q − mk + 1)(q − mk)
=
(
2
2 − 
)
(lk − mk)!
(q − mk − 1)!(lk − q − 1)! .
By a similar analysis, for mk + 1 i lk:(∑
	S(x,y)
)
i
= (lk − mk − 1)!
(q − mk)!(lk − q − 1)!
{
(q − mk)(q − mk − 1)
(
2
2 − 
)
+ 2(q − mk)
}
=
(
2(q − mk −  + 1)
(2 − )
)(
(lk − mk − 1)!
(q − mk − 1)!(lk − q − 1)!
)
.
A suitable multiple 
k of this vector (
∑
	S(x,y)) gives the vector 
(k)
. Let
(k) = (lk − mk)!
(q − mk − 1)!(lk − q − 1)!
k .
Now the result follows by simple algebra. Now the main result follows from Observation 1 and Lemma 12.
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We perform Step 5 of the algorithm only if 1nkq. Suppose we perform this step at iteration k∗. If k∗ = 1, then
we have nothing to show. If not, then it is simple to verify that nk∗ = mk∗−1mj for all j < k∗ − 1.
max
p
LB
(q)
p (
(k∗)) =
nk∗∑
j=1
(q − j + 1)(k∗)j .
For this q − p∗ + 1nk∗ . This implies
p∗q − nk∗ + 1 = q − mk∗−1 + 1.
Any such value will do. If we choose p∗ = q − mk∗−1 + 1, since q − mk∗−1 + 1> q − mk∗−1q − mj for
all j < k∗ − 1, we have the result.
A.5. To show that we cannot solve the synthesis problem for fractional values of q splitting the demands appropriately
into two parts for two neighboring integer values
To demonstrate this, we use our example with  = (0) = [320, 320, 240, 200, 178, 20]; q = 3.6
LB
(q)
1 () =
4∑
j=1
(q − j + 1)j
= 3.6 × 320 + 2.6 × 320 + 1.6 × 240 + 0.6 × 200
= 1152 + 832 + 384 + 120
= 2488.0.
LB
(q)
2 () =
3∑
j=1
(q − j + 1)j + 0.34()
= 3.6 × 320 + 2.6 × 320 + 1.6 × 240 + 0.3 × 398
= 2487.4.
LB
(q)
3 () =
2∑
j=1
(q − j + 1)j + 0.83()
= 3.6 × 320 + 2.6 × 320 + 0.8 × 638
= 2494.4.
LB
(q)
4 () = q1 + 1.32()=
= 3.6 × 320 + 1.3 × 958
= 1152 + 1245.4
= 2397.4.
LB
(q)
5 () = 1.8 × 1278
= 2300.4.
Hence maxp LB
(q)
p () = LB(q)3 () = 2494.4.
0.6 = ∗ = [192, 192, 144, 120, 106.8, 20];maxp LB(4)(∗) = LB(4)1 (∗) = 1752;
0.4 = ∗∗ = [128, 128, 96, 80, 71.2, 8];maxp LB(3)p (∗∗) = LB(3)2 (∗∗) = 767.6;
LB
(4)
1 (
∗) + LB(3)2 (∗∗) = 1752 + 767.6 = 2519.6> 2494.4.
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So we cannot do this by doing two problems one with q = 4 and one with q = 3 by suitably dividing up the demand.
We need to solve one problem with fractional value for q.
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