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Dans cette thèse, nous étudions les applications potentielles des nano-dispositifs
mémoires émergents dans les architectures de calcul. Nous montrons que des architec-
tures neuro-inspirées pourraient apporter l’efficacité et l’adaptabilité nécessaires à des
applications de traitement et de classification complexes pour la perception visuelle et
sonore. Cela, à un cout moindre en termes de consommation énergétique et de surface
silicium que les architectures de type Von Neumann, grâce à une utilisation synaptique
de ces nano-dispositifs.
Ces travaux se focalisent sur les dispositifs dit «memristifs», récemment (ré)-in-
troduits avec la découverte du memristor en 2008 et leur utilisation comme synapse
dans des réseaux de neurones impulsionnels. Cela concerne la plupart des technolo-
gies mémoire émergentes : mémoire à changement de phase – «Phase-Change Me-
mory» (PCM), «Conductive-Bridging RAM» (CBRAM), mémoire résistive – «Resis-
tive RAM» (RRAM)... Ces dispositifs sont bien adaptés pour l’implémentation d’algo-
rithmes d’apprentissage non supervisés issus des neurosciences, comme «Spike-Timing-
Dependent Plasticity» (STDP), ne nécessitant que peu de circuit de contrôle.
L’intégration de dispositifs memristifs dans des matrices, ou «crossbar», pourrait en
outre permettre d’atteindre l’énorme densité d’intégration nécessaire pour ce type d’im-
plémentation (plusieurs milliers de synapses par neurone), qui reste hors de portée d’une
technologie purement en «Complementary Metal Oxide Semiconductor» (CMOS).
C’est l’une des raisons majeures pour lesquelles les réseaux de neurones basés sur
la technologie CMOS n’ont pas eu le succès escompté dans les années 1990. A cela
s’ajoute la relative complexité et inefficacité de l’algorithme d’apprentissage de rétro-
propagation du gradient, et ce malgré tous les aspects prometteurs des architectures
neuro-inspirées, tels que l’adaptabilité et la tolérance aux fautes.
Dans ces travaux, nous proposons des modèles synaptiques de dispositifs mem-
ristifs et des méthodologies de simulation pour des architectures les exploitant. Des
architectures neuro-inspirées de nouvelle génération sont introduites et simulées pour
le traitement de données naturelles. Celles-ci tirent profit des caractéristiques synap-
tiques des nano-dispositifs memristifs, combinées avec les dernières avancées dans les
neurosciences.
Nous proposons enfin des implémentations matérielles adaptées pour plusieurs types
de dispositifs. Nous évaluons leur potentiel en termes d’intégration, d’efficacité éner-
gétique et également leur tolérance à la variabilité et aux défauts inhérents à l’échelle
nano-métrique de ces dispositifs.
Ce dernier point est d’une importance capitale, puisqu’il constitue aujourd’hui en-
core la principale difficulté pour l’intégration de ces technologies émergentes dans des
mémoires numériques.
Mots clefs : memristor, dispositif memristif, réseau de neurones impulsionnels, sys-




Title: Adaptive Computing Architectures Based on Nano-fabricated Components.
In this thesis, we study the potential applications of emerging memory nano-devices
in computing architecture. More precisely, we show that neuro-inspired architectural
paradigms could provide the efficiency and adaptability required in some complex im-
age/audio processing and classification applications. This, at a much lower cost in
terms of power consumption and silicon area than current Von Neumann-derived ar-
chitectures, thanks to a synaptic-like usage of these memory nano-devices.
This work is focusing on memristive nano-devices, recently (re-)introduced by the
discovery of the memristor in 2008 and their use as synapses in spiking neural network.
In fact, this includes most of the emerging memory technologies: Phase-Change Mem-
ory (PCM), Conductive-Bridging RAM (CBRAM), Resistive RAM (RRAM)... These
devices are particularly suitable for the implementation of natural unsupervised learn-
ing algorithms like Spike-Timing-Dependent Plasticity (STDP), requiring very little
control circuitry.
The integration of memristive devices in crossbar array could provide the huge
density required by this type of architecture (several thousand synapses per neuron),
which is impossible to match with a CMOS-only implementation.
This can be seen as one of the main factors that hindered the rise of CMOS-based
neural network computing architectures in the nineties, among the relative complexity
and inefficiency of the back-propagation learning algorithm, despite all the promising
aspects of such neuro-inspired architectures, like adaptability and fault-tolerance.
In this work, we propose synaptic models for memristive devices and simulation
methodologies for architectural design exploiting them. Novel neuro-inspired archi-
tectures are introduced and simulated for natural data processing. They exploit the
synaptic characteristics of memristives nano-devices, along with the latest progresses
in neurosciences.
Finally, we propose hardware implementations for several device types. We assess
their scalability and power efficiency potential, and their robustness to variability and
faults, which are unavoidable at the nanometric scale of these devices.
This last point is of prime importance, as it constitutes today the main difficulty
for the integration of these emerging technologies in digital memories.





Cette thèse a été effectuée d’abord au Laboratoire Calcul Embarqué (LCE), puis au
Laboratoire Fiabilisation des Systèmes Embarqués (LFSE) du Département Architec-
tures Conception & Logiciels Embarqués (DACLE) au Laboratoire d’Intégration des
Systèmes et Technologies du Commissariat à l’énergie atomique et aux énergies alterna-
tives (CEA) (CEA LIST), sur le plateau de Saclay. J’ai été accueilli au sein du Service
Architectures et Conception (SARC) du Département Technologies et Systèmes Intel-
ligents (DTSI) dans un premier temps, puis au sein du DACLE.
Je remercie Thierry Collette, ancien chef du SARC et chef du DACLE, ainsi que
Jean-René Lèquepeys, son prédécesseur au DACLE et Denis Platter, ancien chef du
DTSI, pour leur accueil et les moyens qu’ils m’ont fournis pour accomplir cette thèse
dans les meilleures conditions.
Je tiens à remercier Raphaël David, chef du LCE, pour la confiance et le soutien
qu’il m’a accordés tout au long de ces trois ans, ainsi que Laurent Letellier, qui m’a
accueilli lorsqu’il était chef de ce laboratoire.
Je remercie également Fabrice Auzanneau et Yannick Bonhomme, respectivement
ancien et nouveau chefs du LFSE pour leur accueil chaleureux dans leur laboratoire.
Je remercie Simon Thorpe, directeur de recherche au Centre national de la re-
cherche scientifique (CNRS) et Jean-Philippe Bourgoin, directeur de la stratégie et des
programmes au CEA, pour avoir accepté de co-diriger cette thèse et pour avoir parti-
cipé à mon jury. Je tiens à les remercier pour leur enthousiasme et leur soutien sans
faille tout au long de ma thèse. Nos échanges réguliers m’ont permis de progresser ef-
ficacement dans la conduite de mes travaux et j’ai beaucoup appris de leurs conseils
avisés.
Je remercie Christian Gamrat, ingénieur chercheur au CEA LIST, pour avoir effec-
tué l’encadrement de ma thèse et pour avoir participé à mon jury. Je tiens à le remercier
pour la confiance qu’il m’a accordée et pour la grande autonomie qu’il m’a laissée tout
en étant toujours présent aux moments où j’en avais besoin.
Je remercie Lionel Torres, professeur à l’Université Montpellier 2, et Angelo Ar-
leo, directeur de recherche au CNRS, pour avoir accepté de juger mon travail en tant
que rapporteurs ainsi que pour leur participation à mon jury de thèse. Je remercie
également Yusuf Leblebici, professeur à l’École Polytechnique Fédérale de Lausanne,
Jacques-Olivier Klein, professeur à l’Université Paris-Sud 11, pour leur participation à
mon jury et Sylvie Renaud, professeur à l’Université de Bordeaux 1, pour avoir accepté
de présider mon jury de thèse.
Je tiens à remercier Weisheng Zhao et Damien Querlioz, avec qui j’ai collaboré lors-
xv
qu’ils étaient en post-doc au CEA. Je leur dois beaucoup et sans eux cette thèse ne
ressemblerait sans doute pas à ce qu’elle est aujourd’hui.
Je remercie mes collègues de l’Institut d’Électronique, de Microélectronique et de
Nanotechnologie (IEMN), Fabien Alibart, Stéphane Pleutin et Dominique Vuillaume.
C’est un réel plaisir de travailler avec eux et j’espère que cela pourra continuer dans le
futur.
Je remercie mes collègues du Laboratoire d’électronique des technologies de l’infor-
mation du CEA (CEA LETI), Barbara De Salvo, chef de l’Advanced Memory Techno-
logy Laboratory (AMTL), Ludovic Poupinet et Manan Suri, pour la confiance qu’ils
m’ont accordée et l’excellent travail que nous avons accompli ensemble.
Je remercie Jean-Marc Philippe, ingénieur chercheur au CEA LIST, pour avoir ré-
pondu à ma demande de candidature spontanée au sein du laboratoire et m’avoir mis
en relation avec Christian pour mon stage et ma thèse.
Je tiens à remercier l’ensemble des membres du LCE et du LFSE que j’ai pu cô-
toyer pendant ma thèse. La bonne ambiance de travail qui règne au sein du laboratoire
a grandement contribué à la réussite de cette expérience. J’ai une pensée particulière
pour les collègues - et amis - ayant partagé mon bureau.
Je remercie enfin l’ensemble de ma famille et de mes amis pour leur soutien et
l’intérêt qu’ils ont porté à mes travaux.
xvi
Introduction
L’industrie et le monde de la recherche mettent aujourd’hui en œuvre des efforts
considérables pour poursuivre l’augmentation exponentielle de la densité d’intégration,
qui assure la croissance d’un grand nombre de secteurs économiques, alors que l’in-
dustrie de base du semi-conducteur pèse à elle seule près de 315 milliards de dollars
annuels dans le monde en 2012 1. Celle-ci se heurte cependant de plus en plus aux limites
physiques et des procédés de fabrication. Ainsi, la taille des transistors ne pourra vrai-
semblablement plus diminuer significativement en dessous de la dizaine de nanomètres,
même si la loi de Moore devrait se poursuivre au moins jusqu’en 2025 notamment
grâce à la lithographie ultraviolet extrême, aux transistors multi-grilles et à l’intégra-
tion 3D (voir figure 1). Pourtant, malgré l’augmentation exponentielle des capacités de
calcul ces dernières décennies, les applications envisageables notamment dans les sys-
tèmes embarqués restent extrêmement éloignées des capacités cognitives humaines. Le
traitement de données naturelles par exemple (vision, audition, ou plus généralement,
perception), progresse lentement par rapport au rythme de l’évolution technologique.
A cet égard, la reconnaissance de visages reste un problème de référence, compte tenu
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Figure 1 – Prévisions International Technology Roadmap for Semiconductors (ITRS) 2011
(ITRS, 2011), jusqu’à l’horizon 2026. A gauche, la diminution programmée du nœud techno-
logique, pour la mémoire flash et la couche M1 pour les microprocesseurs/ASIC, ainsi que
l’introduction des nouveaux procédés de fabrication devant permettre cette évolution. A droite,
l’augmentation programmée de la densité de stockage pour les mémoires flash, qui devrait
poursuivre une augmentation exponentielle grâce au «3D-stacking» et au «Multi-level Cell»
(MLC).
S’il existe aujourd’hui des systèmes de reconnaissance très performants pour des pro-
blèmes contraints (cadrage, éclairement, ...), en reconnaissance de caractères et même
de visages, ceux-ci saturent assez rapidement en performances dès que l’on relâche ces
contraintes. En effet, il reste difficile de rendre de tels systèmes tolérants aux défor-
mations, à commencer par les invariances en translation, rotation et à l’échelle. A cela
1. Source : International Data Corporation (IDC)
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viennent généralement s’ajouter les variations liées aux conditions d’illumination et aux
occlusions partielles. Dans ces systèmes, le gain en performances n’augmente malheu-
reusement pas linéairement avec la quantité de mémoire et la puissance de calcul. Par
exemple, sur la base de chiffres manuscrits MNIST (60 000 chiffres), pour passer d’un
taux de reconnaissance de 95% à 99.7%, soit une amélioration relative de 5%, il faut
multiplier la taille de la mémoire d’apprentissage par 50 (Querlioz et al., 2011a). Pour
atteindre un taux de reconnaissance de 15.8% sur 20 000 catégories d’objets (800 par
catégorie) sur la base ImageNet (Deng et al., 2009), 16 000 cœurs et 3 jours de calcul
sont nécessaires pour faire évoluer un milliard de paramètres (Le et al., 2011), soit
environ 100 fois plus de mémoire pour une amélioration relative de 70% par rapport
au précédent état de l’art. Ce dernier exemple, l’un des systèmes les plus imposants en
termes de quantité de mémoire utilisée pour l’apprentissage, représente très grossière-
ment l’équivalent d’environ 100 000 neurones biologiques (à raison de 10 000 synapses
par neurone), soit une infime fraction du cerveau humain (0.0001%), alors que le cortex
visuel en est le système le plus imposant.
De ces chiffres et de l’état de l’art, on peut retirer plusieurs choses. Tout d’abord,
il est notable que les algorithmes de traitement d’image qui ont le plus de succès s’ins-
pirent très fortement de l’organisation du système visuel dans le cerveau, qui est or-
ganisé en couches, en partant de la première couche V1, spécialisée dans la détection
d’orientations et de contours. Malgré tout, la bonne manière de coder l’information
dans un tel système reste une question ouverte, même si les progrès dans les neuros-
ciences sont une source d’inspiration importante et légitime compte tenu du succès
qu’ont les réseaux de neurones biologiques dans le traitement de l’information. Ensuite,
les systèmes de reconnaissance les plus performants restent encore hors de porté des
systèmes embarqués, dans lesquels la puissance de calcul et les ressources mémoires
sont très contraintes et ce, même si l’apprentissage ou l’optimisation des paramètres
sur des bases d’exemples se fait hors ligne. Pour des systèmes isolés ou temps réel, il
n’est également pas forcément possible de déporter les calculs sur des serveurs distants,
comme cela se fait déjà pour la reconnaissance vocale sur les smartphones. En outre, la
puissance (énergétique) nécessaire pour faire fonctionner des algorithmes simples reste
démesurée par rapport à l’énergie totale consommée par le cerveau, de l’ordre de la
dizaine de watts (Kandel et al., 2000).
Plus fondamentalement, les raisons de ce décrochage entre l’évolution géométrique
de la puissance de calcul brute des processeurs et les performances des systèmes de vi-
sion ou de perception sont à chercher dans la nature des opérations et des algorithmes en
jeux. Alors que les opérations de traitement d’image sont typiquement locales et paral-
lèles (convolutions, extractions de points d’intérêt, segmentation, reconnaissance), leur
implémentation sur des processeurs de calcul reste de nature profondément séquentielle.
Le «manycore» et les instructions «Single Instruction Multiple Data» (SIMD) ne modi-
fient pas fondamentalement ce paradigme. Ces architectures continuent de se heurter au
goulot d’étranglement («bottleneck») de Von Neumann (Backus, 1978), qui en isolant
la mémoire du calcul induit un cout d’accès aux données et une limite sur le nombre de
données pouvant être chargées en parallèle. Cette limite ne se résume toutefois pas à de
simples choix architecturaux : elle est liée à la technologie sous-jacente. La plupart des
architectures actuelles utilisent en effet extrêmement efficacement les transistors «Com-
plementary Metal Oxide Semiconductor» (CMOS), en permettant d’effectuer n’importe
quel type d’opération de manière programmable à l’aide d’une «Instruction Set Archi-
tecture» (ISA). Au contraire, les tentatives d’implémentation de réseaux de neurones
artificiels en technologie CMOS, nombreuses dans les années 1990, n’ont pas connu le
succès escompté. La difficulté à coupler la mémoire et le calcul (c’est-à-dire le poids
synaptique et sa règle d’apprentissage associée) efficacement avec la technologie CMOS
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ont toujours conduit à des systèmes qui deviennent rapidement obsolètes, devancés à
la fois en puissance de calcul et en énergie par des implémentations logiciels sur «Cen-
tral Processing Unit» (CPU)/«Graphics Processing Unit» (GPU), grâce à la loi de
Moore. En particulier, il n’existe aucune solution satisfaisante pour lire et modifier
simultanément des milliers d’éléments mémoires indépendamment les uns des autres
et en fonction de leur état antérieur. L’implémentation de tels éléments mémoire peut
nécessiter en CMOS plusieurs dizaines de transistors (Ishii et al., 1992). L’histoire se
répète, puisqu’il existe aujourd’hui une résurgence de projets de ce type, portés par une
nouvelle génération de réseaux de neurones (Schemmel et al., 2010; Furber et al., 2006;
Choudhary et al., 2012).
Aujourd’hui, le rapprochement entre les progrès récents dans les neurosciences et
dans le domaine des dispositifs mémoire laissent entrevoir la possibilité de créer des
architectures radicalement nouvelles pour la perception de données naturelles. En éli-
minant le «bottleneck» de Von Neumann et avec un codage temporel de l’information,
leur efficacité énergétique pourrait se rapprocher de celle du cerveau. Sur des appli-
cations de reconnaissance simples, déjà existantes dans des systèmes embarqués, on
envisage ici de gagner plusieurs ordres de grandeur sur la consommation du système,
qui pourrait être divisée par 100, 1000, 10 000 ou plus. A puissance égale, un tel gain
permettrait également de multiplier les capacités des systèmes envisageables. Montrer
que de telles architectures sont réalisables est l’objectif de ces travaux.
Dans le domaine des neurosciences tout d’abord, les expériences montrent qu’un
humain est capable de reconnaitre un objet en moins de 200 ms (Thorpe et al., 1996). Le
codage de l’information dans le cerveau est évènementiel : l’information se propage d’un
neurone à l’autre à l’aide de potentiels d’action («spikes»). Avec des fréquences mesurées
de ces potentiels d’action de l’ordre de 1 à 100 Hz et compte tenu de l’organisation
hiérarchique du système visuel, une telle réactivité du cerveau exclu un codage purement
fréquentiel de l’information, puisqu’un neurone ne peut guère se déclencher plus d’une
ou deux fois en moyenne durant un temps aussi court. Cela suggère également que le
traitement de l’information se fait largement à sens unique («feedforward») (Thorpe
and Imbert, 1989; Thorpe et al., 1996). Il existe aujourd’hui des pistes sérieuses sur la
manière de réaliser un tel codage à partir de données visuelles ou auditives, combiné
à des règles d’apprentissage adaptées de type «Spike-Timing-Dependent Plasticity»
(STDP), elles aussi mises en évidence dans les réseaux de neurones biologiques (Dan
and ming Poo, 2004). On parle ainsi de la troisième génération de réseaux de neurones
(Maass, 1997), après le modèle historique du perceptron, suivi par les premiers modèles
de réseaux de neurones impulsionnels avec codage fréquentiel. Ces progrès dans la
compréhension des systèmes visuels biologiques inspirent fortement le développement
des architectures de vision actuelles. Montrer que ces réflexions mènent à applications
concrètes constitue le premier enjeu majeur de ces travaux.
Ensuite, dans le domaine des dispositifs mémoire, ces dernières années ont vu l’émer-
gence de nombreuses nouvelles technologies mémoire, dont le but est de poursuivre
l’augmentation de la densité d’intégration qui est de plus en plus compliquée à main-
tenir avec la mémoire flash (voir figure 1). On citera par exemple la mémoire à chan-
gement de phase – «Phase-Change Memory» (PCM), la «Conductive-Bridging RAM»
(CBRAM), la mémoire résistive – «Resistive RAM» (RRAM) ou encore la mémoire
magnétique – «Magnetic RAM» (MRAM). Si le principe physique de fonctionnement
de chaque technologie est différent, celles-ci entrent toutes dans la classe des dispositifs
dit memristifs (Chua and Kang, 1976), c’est-à-dire des dispositifs dont la conductance
entre deux terminaux est modulée en fonction de la tension appliquée à leurs bornes
et de leur état précédent. Alors que le concept de memristivité n’est pas nouveau, le
lien avec ces technologies mémoire n’a été véritablement popularisé que récemment
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avec le memristor (basé sur du TiO2, de la famille des RRAM) de Hewlett-Packard
(HP) Labs (Strukov et al., 2008). Certaines de ces technologies présentent des caracté-
ristiques extrêmement intéressantes pour en faire des éléments mémoire distribués de
type synaptique, avec notamment la possibilité de modifier directement l’état mémorisé
relativement à l’état précédent sans cycle de lecture-écriture à l’origine du «bottleneck»
de Von Neumann. Cette caractéristique, leur compatibilité avec le CMOS, ainsi que la
possibilité de lire et programmer ces dispositifs avec des courtes impulsions de ten-
sion, ouvre la voie à des implémentations efficaces des architectures évoquées ci-dessus.
Proposer des implémentations basées sur ces technologies permettant d’implémenter ef-
ficacement ces architectures constitue le second enjeu de ces travaux.
Ces technologies mémoire émergentes peinent encore à concurrencer la technologie
CMOS. Le principe de formation d’un filament conducteur dans un oxyde isolant, à la
base de la RRAM, n’est pourtant pas nouveau (Hickmott, 1962), tout comme celui de la
PCM. Une difficulté essentielle est le fait qu’à l’échelle nanométrique, les mécanismes de
commutation en jeux ne sont plus entièrement déterministes. Cela a des conséquences
importantes sur la variabilité des dispositifs et les défauts de programmation, qui aug-
mentent avec la réduction de la taille des dispositifs. Or, le cout matériel pour corriger
et éliminer ces défauts numériquement explose avec la probabilité de défaut. A noter
que déjà, sur les mémoires flash avancées (en technologie CMOS classique), certains
contrôleurs peuvent réserver jusqu’à 10% de la mémoire à cette fin. Cela limite égale-
ment fortement le stockage multi-niveaux pour faire des mémoires numériques. Enfin,
une intégration très dense, en matrice de composants, pose de nombreuses difficultés
supplémentaires. Outre les défauts éventuels dans la matrice, la lecture et l’écriture d’un
point mémoire ne doit pas perturber les dispositifs adjacents. Montrer qu’une architec-
ture qui utiliserait ces points mémoire comme des synapses est au contraire extrêmement
tolérante à la fois à la variabilité des dispositifs et aux défauts, tout en permettant d’ex-
ploiter des matrices de composants efficacement constitue par conséquent le troisième
enjeu majeur de ces travaux (Lee and Likharev, 2007) (Querlioz et al., 2011a).
Organisation du mémoire Le mémoire est organisé de la manière suivante :
– Le premier chapitre, «Traitement de l’information : apport des dispositifs mem-
ristifs et mise en perspective avec les neurosciences», commence par introduire
brièvement la notion de dispositif memristif. Il recense ensuite quelques uns des
travaux les plus intéressants sur les propositions d’architectures basées sur ces
dispositifs et examine de manière critique leur apport potentiel pour le traite-
ment de l’information, leur faisabilité et leurs perspectives. Enfin, il revient plus
en détail sur les idées développées dans cette introduction. Il dresse un état de
l’état de l’art notamment dans le domaine de la vision, en ce qui concerne les
architectures actuelles et le système visuel biologique.
– Le second chapitre, «Technologies mémoires émergentes et memristivité», détaille
les différentes technologies memristives qui ont été considérées dans ces travaux,
à savoir, le «Nanoparticle-Organic Memory Field Effect Transistor» (NOMFET),
la PCM, la CBRAM et enfin la RRAM. Les dispositifs à jonction tunnel sont
évoqués en raison de leur potentiel et de leur proximité (activités du laboratoire
et d’équipes voisines). Les mécanismes physiques sont expliqués dans les grandes
lignes et des modèles comportementaux sont proposés à partir des caractérisations
expérimentales.
– Le chapitre suivant, «Outils de modélisation et de simulation», introduit les outils
qui ont été développés pour mener à bien ces travaux.
– Le quatrième chapitre, «Étude d’architectures neuro-inspirées nouvelle génération
pour le traitement de données naturelles», s’articule autour de trois applications
4
INTRODUCTION
principales étudiées durant cette thèse : l’apprentissage et l’extraction de motifs
visuels, l’extraction de motifs auditifs et la classification.
– Le cinquième chapitre, «Implémentations matérielles sur des technologies mem-
ristives», s’intéresse à l’implémentation des architectures présentées dans le cha-
pitre précédent sur les différentes technologies memristives introduites dans le
deuxième chapitre.
– Enfin, le chapitre de conclusion présente un ensemble de réflexions plus per-
sonnelles sur ces travaux et ma vision sur l’avenir de ce domaine, au travers de
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1.1 Introduction
Dans ce chapitre, nous introduisons tout d’abord la notion de dispositif memristif,
qui dans le contexte des technologies qui seront introduites dans le chapitre suivant se
restreint généralement à celle de résistance programmable. Cette dénomination a été
popularisée par le memristor de Hewlett-Packard (HP) Labs (Strukov et al., 2008).
Elle est depuis couramment utilisée dans les publications architectures et circuits car
elle permet de désigner formellement une famille de dispositifs indépendamment de la
technologie. Nous présentons les propositions architecturales essentielles basées sur ces
dispositifs, ainsi que les principales difficultés qu’elles posent, qui sont importantes pour
implémenter de la mémoire et des circuits logiques.
Nous revenons ensuite en détail sur les problématiques évoquées dans l’introduction.
Une première réflexion est menée sur le traitement des données naturelles, ses parti-
cularités et les difficultés que cela implique en termes d’implémentation et d’efficacité
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calculatoire et énergétique. Elle est ensuite mise en perspective avec ce que nous ap-
prennent les neurosciences, notamment dans le domaine de la vision et par conséquent
sur la pertinence des démarches adoptées de ce point de vue. L’objectif est de souligner
l’adéquation des dispositifs memristifs aux architectures pour la perception.
1.2 Les dispositifs memristifs
Un dispositif memristif est un composant électronique à deux terminaux qui se com-
porte comme une résistance dont la valeur change dynamiquement avec l’application
d’un courant ou d’une tension à ses bornes. Ce changement dépend de l’état précédent
du dispositif.
Avant de parler de dispositif memristif, Leon Chua a d’abord introduit le memris-
tor (raccourci pour «memory resistor»), un composant passif théorique décrit comme le
quatrième composant passif élémentaire, avec la résistance, le condensateur et l’induc-
tance (Chua, 1971). Chua, en se basant sur un argument de symétrie et de complétude
entre les équations liant les trois autres composants passifs élémentaires, a estimé qu’il
manquait un quatrième composant liant le flux magnétique φ à la charge q. Mis en
équation, cela donne
v(t) = M(q(t)).i(t) avec dq
dt
= i (1.1)
i est le courant traversant le dispositif, v la tension à ses bornes etM(q) = dφdq est sa
memristance. Chua a ensuite étendu sa théorie à toute une classe de systèmes, qu’il a
appelé systèmes memristifs (Chua and Kang, 1976). Si l’on se restreint à des dispositifs à
deux terminaux invariants dans le temps, la plupart des technologies mémoires peuvent
se modéliser par les équations suivantes. Pour un dispositif contrôlé en courant :
v = R(x, i).i (1.2)
dx
dt
= f(x, i) (1.3)
Et pour un dispositif contrôlé en tension :
i = G(x, v).v (1.4)
dx
dt
= h(x, v) (1.5)
x ∈ <n représente l’état interne (physique) du dispositif. Si une seule variable suffit
à décrire l’état interne du dispositif, x est un réel. S’agissant d’un dispositif passif, le
courant est toujours nul lorsque la tension est nulle et vice versa, ce quelque soit l’état
x du système, qui intègre donc l’effet mémoire. Ces modèles ne pré-supposent pas du
mécanisme physique, ni de la nécessité de l’existence d’un champ magnétique dans un
dispositif réel.
Alors que l’invention du concept du memristor remonte à 1971, un modèle physique
se comportant comme un memristor n’a été proposé qu’assez récemment par HP Labs
avec son dispositif basé sur du TiO2 (Strukov et al., 2008). Cette publication a suscité
énormément d’intérêt dans le domaine, avec pas loin de 1000 citations depuis 2008,
même si le modèle physique qui a été proposé a une plage de validité restreinte et
ne se généralise pas à d’autres technologies dont les mécanismes de commutation sont
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différents et complexes. La compréhension physique du memristor TiO2 a d’ailleurs
largement évolué dans les travaux qui ont suivi (Strukov et al., 2009; Pickett et al.,
2009). Néanmoins, toutes les technologies de mémoire résistive sont modélisables par
un modèle memristif (Chua, 2011). Ces technologies sont basées sur une structure
métal-isolant-métal (MIM), dans laquelle un filament ou pont conducteur peut être
créé ou détruit dans la couche isolante. Ces recherches ne sont pas nouvelles puisque
les premières caractérisations de telles structures datent des années 1950 (Hickmott,
1962). Mais leur caractère mémristif n’avait pas été identifié à l’époque et leur utilisation
potentielle pour de la mémoire semblait assez éloignée.
1.2.1 Caractéristiques statiques
La caractéristique statique, ou quasi-statique, est obtenue avec un balayage lent de
la tension appliquée aux bornes du dispositif entre les valeurs minimales et maximales
admissibles (typiquement un signal triangulaire). Sur les dispositifs qui ont un effet mé-
moire, donc de type memristif, celle-ci fait apparaitre le cycle d’hystérésis quasi-statique
constitué des caractéristiques ON, ou «Low Resistance State» (LRS) (résistance mini-
male Ron) et OFF, ou «High Resistance State» (HRS) (résistance maximale Roff). Ces
caractéristiques sont généralement linéaires autour de 0, ce qui signifie que la plupart
des dispositifs non volatiles se comportent comme une simple résistance sous un faible
champ électrique. Le passage de OFF à ON est communément appelé le SET tandis
que le passage de ON à OFF est le RESET.
On distingue de manière générale deux types de caractéristiques statiques, selon que
les passages de Roff à Ron et de Ron à Roff se font dans le même cadrant dans le plan I-V
(unipolaire) ou non (bipolaire), comme illustré figure 1.1 (Waser and Aono, 2007). Le
type de caractéristique dépend du mécanisme de commutation dans la structure MIM
et diffère selon les matériaux utilisés. La mémoire à changement de phase – «Phase-
Change Memory» (PCM) est unipolaire et la «Conductive-Bridging RAM» (CBRAM)



















Figure 1.1 – Classification des caractéristiques statiques des dispositifs de type MIM. (a)
Commutation unipolaire : les tensions de SET et de RESET sont toutes les deux du même
signe. (b) Commutation bipolaire : le SET a lieu dans la polarité opposée au RESET. Il peut
être nécessaire d’imposer une limitation en courant («current compliance») lors du SET pour
éviter un claquage du dispositif.
1.2.2 Caractéristiques dynamiques
Dans le cadre d’une utilisation mémoire (synaptique ou numérique), les dispositifs
memristifs ne sont pas utilisés en régime continu, mais en régime impulsionnel : la
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lecture et la modification de l’état se font par des impulsions de tension. Plusieurs
caractéristiques sont désirables pour un élément mémoire.
Multi-niveaux
Le stockage de plusieurs bits par élément mémoire est essentiel pour gagner en den-
sité d’intégration et fait l’objet d’un effort de recherche conséquent. Les contraintes de ce
point de vue ne sont pas les mêmes pour de la mémoire numérique ou pour une synapse.
La mémoire numérique ne tolère pas d’erreur et nécessite des niveaux de résistances
suffisamment stables et déterministes pour garantir une marge de bruit suffisante à un
nombre de niveaux donné. Du stockage multi-niveaux allant de 2 à 4 bits par dispositif,
soit 4 à 16 niveaux de résistance différents, a été montré expérimentalement pour la
PCM (Nirschl et al., 2007; Papandreou et al., 2011) et la CBRAM (Kund et al., 2005;
Schrogmeier et al., 2007), mais n’est pas pour le moment industrialisé. Dans les deux
cas, le processus de programmation consiste en une boucle programmation-vérification,
ce qui implique un circuit complexe susceptible d’être un facteur limitant important
des performances de la mémoire en écriture. Ainsi, stocker de manière fiable 8 bits
par dispositif, soit 256 niveaux, est un véritable défi, qui semble très difficile à relever
d’autant plus que la variabilité et le caractère non déterministe des dispositifs tend à
augmenter quand on diminue la taille des cellules. Une précision de programmation
relative de 1% par rapport à l’objectif cible a été montrée récemment sur un dispositif
memristif (Alibart et al., 2012a), ce qui équivaut à une précision de l’ordre de 7 bits.
Au prix toutefois de plusieurs centaines d’étapes de programmation en moyenne pour
atteindre le niveau désiré. Une synapse, elle, se comporte comme une mémoire analo-
gique et n’exige pas de niveaux discrets bien définis, comme nous le verrons dans la
suite de ces travaux.
Cumulativité
Par «cumulativité», nous entendons la possibilité de modifier la résistance du dis-
positif, dans un sens ou dans l’autre, relativement à son état précédent sans devoir
le lire au préalable. Cette caractéristique, absente des mémoires classiques, est d’un
immense intérêt pour une synapse. La cumulativité permet d’implémenter efficacement
les algorithmes d’apprentissage synaptiques (qu’il s’agisse de «Spike-Timing-Dependent
Plasticity» (STDP) ou de rétro-propagation du gradient par exemple) puisqu’elle per-
met d’augmenter ou de diminuer progressivement le poids synaptique relativement à sa
valeur précédente sans nécessiter de cycle lecture-incrément/décrément-écriture. C’est
précisément cette caractéristique qui permettrait de s’affranchir du «bottleneck» de
Von Neumann qui rend complexe et inefficace les implémentations de réseaux de neu-
rones sur des architectures «Complementary Metal Oxide Semiconductor» (CMOS)
(Jin et al., 2010; Schemmel et al., 2006).
Stochasticité
Il s’agit ici de la probabilité qu’a le dispositif de commuter d’un état à l’autre selon
les conditions de programmation utilisées. Un dispositif au comportement stochastique
serait catastrophique dans une mémoire numérique, dans laquelle la probabilité de
commuter doit être de 1 en toutes circonstances. Les impulsions de programmation
pour la CBRAM doivent être suffisamment fortes (en amplitude et durée) pour garantir
une commutation et ce avec une marge de sécurité suffisante, ce qui impose une limite
basse de l’énergie nécessaire à la programmation. Concernant la famille des RRAM, une
formation probabiliste du filament conducteur a été mise en évidence et caractérisée
sur les dispositifs Ag/a-Si/p-Si de l’Université du Michigan (Jo et al., 2009b).
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1.2.3 Intégration
Les technologies PCM, CBRAM et RRAM sont des structures de type MIM. Ces
structures peuvent potentiellement être intégrées entre deux couches de métal. Il est
ainsi possible de former une matrice de composants, ou «crossbar», pour obtenir la
plus grande densité d’intégration possible, comme illustré sur la figure 1.2. En outre,
la possibilité d’intégrer ces structures entre les couches de métal permettrait d’empiler
des «crossbar» sur plusieurs niveaux au dessus du CMOS (comme pour les capacités
MIM). En plus de multiplier la densité d’intégration, cela faciliterait la connectivité avec
le CMOS, qui pourrait se faire verticalement. Cette perspective contribue à motiver
un effort de recherche important dans ces technologies. Elle se heurte toutefois à de
nombreux obstacles pour réaliser de la mémoire numérique comme nous le verrons
dans la suite.
La taille des cellules formées à l’intersection de deux pistes de métal pourrait à
terme avoisiner les 10×10 nm pour les trois technologies citées précédemment (ITRS,
2011). Des puces mémoires de grande capacité ont déjà été réalisées avec de la PCM
et de la mémoire magnétique – «Magnetic RAM» (MRAM) : 1 Go en 58 nm par
Samsung Electronics Co. Ltd. (Chung et al., 2011) et 64 Mo en 65 nm par Toshiba
Corporation (Tsuchida et al., 2010) respectivement. Concernant la technologie RRAM,
un «crossbar» de 32×32 lignes, soit 1024 cellules avec une structure Ag/a-Si/p-Si a été
démontrée avec 92% de dispositifs fonctionnels (Jo et al., 2009a). Plus récemment, la
même équipe a montré un «crossbar» entièrement fonctionnel de 40×40 avec un demi-
pas de 50 nm (Kim et al., 2012). Contrairement aux puces mémoires précédentes, basées
sur une architecture classique, ces «crossbar» peuvent être programmés sur plusieurs








Figure 1.2 – Intégration de structures memristives de type MIM dans un «crossbar» entre
deux couches de métal, sans dispositif de sélection, rendant possible une densité d’intégration
extrêmement importante.
L’intégration de nano-dispositifs memristifs en «crossbar» pour réaliser de la mé-
moire ou de la logique se heurte toutefois principalement à deux points durs : les défauts,
c’est-à-dire des dispositifs qui ne commutent pas et restent dans un état ON ou OFF
et les courants de fuite, qui limitent fortement la taille des matrices passives réalisables
en pratique.
11
1.2. LES DISPOSITIFS MEMRISTIFS
CHAPITRE 1. TRAITEMENT DE L’INFORMATION : APPORT DES . . .
Figure 1.3 – «Crossbar» de l’Université du Michigan (Jo et al., 2009a). (a) «Crossbar» formé
de nanofils constitués d’électrodes en Ag et p-Si et d’une couche active en a-Si. (b) Image
obtenue par microscopie électronique à balayage – «Scanning Electron Microscopy» (SEM)
d’une matrice de 1 Kb. Échelle : 40 µm. (c) Zoom de l’image précédente. (d) Carte des états
de 400 points mémoire après envoi d’une impulsion de programmation. Certains n’ont pas
commuté.
Dispositifs défectueux
Outre la variabilité des dispositifs, qui est un facteur limitant pour le stockage
multi-niveaux, la gestion des dispositifs défectueux pose un problème supplémentaire
dans une structure en «crossbar». Idéalement, afin de gagner en densité d’intégration,
une matrice la plus grande possible est désirable. Mais cela rend plus difficile et plus
couteux l’isolement d’un dispositif défectueux, si cela implique par exemple d’éliminer
la ligne d’adressage du «crossbar» contenant celui-ci. En outre, un taux de défaut de
1% signifie, dans tous les cas, en moyenne un défaut par ligne ou par colonne, ce qui est
ingérable pour de la mémoire numérique. Des mécanismes de correction d’erreur sont
possibles, mais ne sont plus efficaces passé un faible niveau de défaut, de 0.1 à 0.5%
(Kuekes et al., 2005).
Ce problème est moins pénalisant pour de la logique reconfigurable. En effet, si la
matrice de cellules mémoires est utilisée pour l’interconnexion de fonctions logiques,
une stratégie possible est de d’abord lire l’ensemble de la matrice et de caractériser les
défauts, pour pouvoir ensuite calculer un routage qui contourne les dispositifs défec-
tueux. Un taux de circuits fonctionnels de 99% a été montré avec ce type d’approche
pour 20% de dispositifs défectueux (Strukov and Likharev, 2005).
Courants de fuite
Un «crossbar», ou une matrice passive, c’est-à-dire sans dispositif de sélection
comme ceux des figures 1.2 et 1.3, est essentiel pour atteindre les densités d’intégration
promises. L’ajout d’un transistor ou d’une diode de sélection pour chaque dispositif
est en effet une limitation sérieuse, car il n’existe pas pour le moment de technique
d’intégration satisfaisante avec la structure MIM (ce qui exclut l’empilement 3D de
matrices sur plusieurs niveaux de métal). Cependant, sans dispositif de sélection, les
courants de fuite («sneak paths») limitent fortement la taille du «crossbar». Le pro-
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blème se pose à la fois pour la lecture et pour l’écriture. Les courants parasites dans les
dispositifs le long d’une ligne produisent une chute de la tension de programmation à
l’extrémité de la ligne (voir figure 1.4). Il est à noter que même avec des sélecteurs, la
résistance de la ligne de métal provoque une chute de tension aux bornes du dispositif
sélectionné en formant un pont diviseur de tension avec celui-ci. En outre, ces chutes
de tension dépendent de l’état des dispositifs memristifs et donc des données stockées
dans le «crossbar». Minimiser ces courants parasites implique d’augmenter Ron et le
ratio Roff/Ron (Liang and Wong, 2010). Pour atteindre une taille de 1000×1000, Ron
doit être de l’ordre du MΩ, ce qui est supérieur à la plupart des dispositifs dont les
caractéristiques sont publiées dans la littérature.
La nécessité d’avoir un Ron élevé peut toutefois avoir pour effet d’augmenter si-
gnificativement les temps de propagation dans le «crossbar», du fait des capacités de
ligne parasites. Cela pourrait limiter la vitesse de lecture dans le cas d’une mémoire
numérique. Nous verrons dans la suite que cela n’est pas un facteur limitant dans le
cas d’une utilisation synaptique, car les fréquences en jeu sont faibles.
Figure 1.4 – Opération d’écriture (a) et de lecture (b) (Liang and Wong, 2010). La cellule
pire-cas est celle la plus éloignée des sources de tension ligne/colonne. L’étude du pire cas peut
se simplifier en considérant trois groupes de cellules, avec toutes les cellules dans le même état
dans chaque groupe (B1, B2 et B3).
Un assemblage de deux dispositifs memristifs montés en tête-bêche pour former un
«Complementary Resistive Switches» (CRS) a été proposé pour résoudre ce problème
(Linn et al., 2010). Le principe est expliqué figure 1.5. Il exploite la caractéristique
combinée de deux dispositifs pour toujours passer par un état de forte résistance au
voisinage de 0 V. Cette stratégie résout en partie les problèmes d’intégration d’une
diode ou d’un transistor aux cotés du dispositif memristif. Cependant elle pose des
contraintes de fabrication supplémentaires et suppose des caractéristiques symétriques
entre les deux dispositifs, ce qui rend le CRS peu robuste à la variabilité. En outre,
une programmation multi-niveaux avec une telle structure n’est pas démontrée. L’intro-
duction d’une non-linéarité directement dans la caractéristique du dispositif memristif
pourrait également être une solution prometteuse (Yang et al., 2012).
Une utilisation en mémoire numérique nécessite une marge de bruit suffisante à
la lecture d’un élément mémoire. Les courants de fuite ont pour effet de diminuer la
différence ∆I entre les courants mesurés en bout de ligne pour les états Ron et Roff
d’un dispositif dans la matrice. Cette différence doit être supérieure à la marge de bruit
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Figure 1.5 – Principe du CRS (Linn et al., 2010). (a) Dispositif memristif Pt/électrolyte
solide/Cu (famille des CBRAMs). (b) Caractéristique I-V du dispositif. (c) Dispositif memristif
Cu/électrolyte solide/Pt. (d) Caractéristique I-V du dispositif. (e) Les dispositifs memristifs
sont assemblés en tête-bêche pour former un CRS. (f) Caractéristique de la pile CRS ainsi
obtenue : quel que soit l’état du dispositif, on reste sur la caractéristique Roff au voisinage de
0 V.
de l’amplificateur d’instrumentation utilisé pour la lecture pour pouvoir distinguer les
deux états (Liang andWong, 2010). Cette contrainte est démultipliée pour l’exploitation
dans le «crossbar» de dispositifs en multi-niveaux. Cette notion de marge de bruit est
absente dans un réseau de neurones où les courants lus augmentent progressivement le
potentiel de membrane du neurone jusqu’à le déclencher au-delà d’un seuil. L’effet des
fuites de courant a dans ce cas globalement pour effet de pondérer les poids synaptiques
selon l’emplacement des synapses dans la matrice. Le dispositif dans le pire cas de la
figure 1.4 contribue en moyenne moins à l’intégration du neurone que tous les autres,
quel que soit sont état.
1.2.4 Propositions architecturales
Depuis la publication de HP Labs introduisant le memristor (Strukov et al., 2008),
de nombreux travaux proposant d’exploiter ce type de dispositif dans des architectures
numériques, analogiques ou neuromorphiques ont été publiés. Un bon nombre des ap-
proches proposées restent assez conceptuelles. Une proposition réaliste doit en effet
traiter d’un grand nombre de problématiques :
– Le réalisme du modèle et de la simulation. Le modèle du memristor introduit
dans (Strukov et al., 2008) n’est vérifié que sur la faible plage de tension pour
laquelle la caractéristique du dispositif est linéaire. D’autres modèles «génériques»
de dispositifs memristifs bipolaires y ajoutent une non-linéarité (Pershin et al.,
2009; Zamarreño-Ramos et al., 2011). Enfin, les modèles plus précis s’appuient
sur les données physiques d’une technologie et intègrent la réponse mesurée des
dispositifs pour les conditions de programmation utilisées en simulation.
– La prise en compte des défauts. Pour les architectures logiques, cela peut inclure
14
CHAPITRE 1. TRAITEMENT DE L’INFORMATION : APPORT DES . . .
1.2. LES DISPOSITIFS MEMRISTIFS
typiquement de la redondance, des codes correcteurs d’erreur ou un cycle de
caractérisation/programmation post-fabrication.
– La prise en compte de la variabilité. Pour la programmation multi-niveaux (analo-
gique ou numérique), ce point n’est traité de manière réaliste que par des boucles
programmation-vérification.
– Le passage à l’échelle. Le passage d’une brique élémentaire à base de dispositifs
memristifs à un circuit complet et fonctionnel est complexe. La génération des
signaux de contrôle et des impulsions de tension pour la programmation peut
représenter un surcout très important et facilement ignoré dans les études théo-
riques.
– L’intégration avec le CMOS. Peu de dispositifs expérimentaux sont fabriqués avec
des procédés industriels standards. Cela rend incertain leur intégration à grande
échelle et co-intégration avec le CMOS.
Interconnexions programmables
L’utilisation de dispositifs memristifs comme interconnexions programmables au
dessus de portes logiques est l’idée la plus aboutie, avec la démonstration d’un cir-
cuit intégré (Borghetti et al., 2009; Xia et al., 2009). Cette idée a été introduite avec
l’approche «CMOS/molecular» (CMOL) (Strukov and Likharev, 2005), qui consiste à
interconnecter des inverseurs avec des dispositifs memristifs qui réalisent de la logique
OU câblée. Une évolution ultérieure de HP Labs propose plutôt d’interconnecter des
portes logiques pour réaliser un «Field-Programmable Nanowire Interconnect» (FPNI)
(Snider and Williams, 2007). Les deux approches sont résumées figure 1.6. L’idée es-
sentielle est d’intégrer des interconnexions memristives au dessus du CMOS avec un
angle entre les lignes formant les matrices d’interconnexion et les portes CMOS. Cela
permet de maximiser la densité d’intégration puisque l’intégralité des connexions entre
la couche CMOS et les matrices memristives se fait avec des vias sans routage autour.
Dans cette architecture, les interconnexions sont reprogrammées pour former un circuit
logique à la manière d’un «Field-Programmable Gate Array» (FPGA) classique.
Autres circuits logiques
(Borghetti et al., 2010) a proposé un concept intéressant pour réaliser avec les mêmes
dispositifs memristifs la fonction logique et la mémorisation, combinant ainsi dans un
seul bloc élémentaire la porte logique et le registre. Il s’agit d’implémenter un bloc
logique d’implication matériel, qui est l’un des éléments logique de base permettant de
réaliser tout type de fonction logique. Le principe est illustré figure 1.7. Si l’idée est
élégante, la génération des signaux de programmation et de contrôle reste problématique
et aucun circuit à plus grande échelle basé sur cet élément n’a été présenté pour l’instant.
Une bascule logique basée sur un memristor a également été montrée par la même
équipe, avec un taux d’erreur de 0.1% sur la récupération de l’état stocké (Robinett
et al., 2010), ce qui la laisse pour l’instant inexploitable.
Il a été également proposé d’utiliser de la mémoire memristive pour implémenter les
cellules de mémoire adressable par contenu – «Content-Addressable Memory» (CAM),
classiquement basées sur de la SRAM (Alibart et al., 2011).
Autres applications
Outre les applications neuromorphiques, dont l’état de l’art sera traité au cœur
du chapitre «Implémentations matérielles sur des technologies memristives», un grand
nombre d’autres applications ont été proposées autour du memristor ou de dispositifs
memristifs. Celles-ci n’entrent pas directement dans la problématique de ces travaux.
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Figure 1.6 – Deux approches pour réaliser des circuits hybrides (Snider and Williams, 2007).
A gauche, le CMOL consiste à interconnecter avec des nanofils des inverseurs CMOS. En pro-
grammant les interconnexions on réalise de la logique OU câblée avec le CMOS fournissant le
gain et l’inversion (Strukov and Likharev, 2005). A droite, le FPNI utilise les nanofils unique-
ment pour réaliser les interconnexions, toute la logique étant implémentée en CMOS (Snider
and Williams, 2007).
Nous nous contenterons donc ici de citer quelques publications qui ont eu un impact
important. Nous citerons les oscillateurs et circuits chaotiques basés sur le memristor
(Muthuswamy and Kokate, 2009) (application suggérée par Chua lorsqu’il a introduit le
memristor) et l’électronique analogique programmable (Pershin and Di Ventra, 2010b).
1.3 Traitement des données naturelles
1.3.1 Qu’entend-on par «donnée naturelle» ?
Dans le contexte présent, nous désignerons de manière très générale par donnée
naturelle tout type de donnée, principalement sonore et visuelle, pouvant être perçue et
interprétée sans effort par un être humain. Il y a notamment la parole, la reconnaissance
d’objets, de personnes et de scènes visuelles de la vie courante. Mais cela peut inclure
tout signal complexe et difficile à modéliser issu de l’environnement extérieur et perçu
par nos sens (du point de vue physiologique), qu’il soit de nature chimique, mécanique,
etc...
Concrètement, nous parlons de donnée naturelle par opposition aux données numé-
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Figure 1.7 – Logique d’implication matérielle (Borghetti et al., 2010). (a) L’implication est
réalisée en appliquant simultanément les tensions VCOND et VSET aux jonctions P et Q, qui
entraine la commutation de Q en fonction de l’état logique de P. (b) La table logique de q’←p
IMP q. (c) Tensions appliquées et courants lues aux jonctions P et Q avant et après l’implication.
riques traitées dans un ordinateur, typiquement une série d’instructions. Une différence
qualitative existe entre ces deux types de données, qui se mesure au niveau de connais-
sance requis à priori pour les interpréter. Pour une application de détection de piétons
embarquée dans un véhicule (présenté ci-dessous), 10 000 paramètres mémorisés sont
nécessaires pour un taux de détection de 97%. De l’ordre de 50 000 paramètres sont né-
cessaires pour une détection de visages avec un taux de 91.4% (et 10% de faux positifs)
sur la base MIT + CMU (Viola and Jones, 2004). Pour la reconnaissance de chiffres
manuscrits (base MNIST), plus de 11 millions de paramètres mémorisés sont nécessaires
pour atteindre un taux de reconnaissance de 99.7% (Cireşan et al., 2010). Enfin, un
taux de reconnaissance de 19.2% sur 10 000 catégories d’objets est atteint avec un mil-
liard de paramètres (soit à raison de 8 bits par paramètre, près de 1 Go de connaissance
à priori) (Le et al., 2011). Concernant la reconnaissance de parole, le modèle de Markov
caché – «Hidden Markov Model» (HMM) est le plus populaire et nécessite également
un grand nombre de paramètres, typiquement de l’ordre de quelques millions pour une
langue (Povey et al., 2011), avec des performances encore à l’heure actuelle en retrait
par rapport à un être humain. L’amélioration des performances en reconnaissance de
parole passe d’ailleurs par des approches incluant des données visuelles sur l’orateur
(tel que le mouvement des lèvres) (Potamianos et al., 2003).
Ces chiffres de l’état de l’art montrent que même des algorithmes et des codages
optimisés, sur des architectures hiérarchiques, nécessitent une base de connaissance im-
portante pour traiter des données naturelles. En plus de la grande quantité de mémoire,
leur traitement nécessite idéalement des accès aux données parallèles et simultanés. Et
la tendance pour l’amélioration des performances des systèmes de reconnaissance passe
invariablement par une augmentation de la connaissance à priori. Elle est déjà consi-
dérable dans l’état de l’art actuel, mais la comparaison en nombre de paramètres avec
le nombre de synapses contenues dans le cerveau humain (entre 1014 et 1015) reste
dérisoire. Le cortex visuel primaire (c’est-à-dire la couche V1 du système visuel) oc-
cupe à lui seul un volume proche de 1% du cerveau (Leuba and Kraftsik, 1994), soit
proportionnellement un nombre de synapses de 1011 à 1012. Même s’il s’agit là d’une
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estimation approximative (le cerveau n’est pas homogène), cela reste deux à trois ordres
de grandeurs plus élevé en nombre de paramètres comparé à l’état de l’art. Cela suggère
fortement que pour approcher les performances de l’humain, cette tendance doit encore
largement se poursuivre dans le futur.
1.3.2 Architectures classiques
Par architecture classique, on entend les systèmes implémentés avec de la technolo-
gie CMOS, généralement constitués d’un algorithme tournant sur des unités de calcul
de type «Central Processing Unit» (CPU) ou «Graphics Processing Unit» (GPU). On
s’intéresse plus particulièrement aux systèmes embarqués, pour lesquels la quantité de
mémoire et l’accès aux données est une problématique prépondérante. Pour illustrer
cette problématique, une architecture de vision de l’état de l’art pour la détection de
piéton est prise en référence. Ce type d’architecture a été introduit pour la détection
et le reconnaissance de visages (Viola and Jones, 2004). La figure 1.8 présente le sys-
tème, développé au DIASI (Département Intelligence Ambiante et Systèmes Interactifs)
du CEA LIST (Yon et al., 2003). L’étape de détection et classification est de loin la
plus exigeante en termes de ressources calculatoires nécessaires (plus de 80% des be-
soins du système malgré un compromis sur les performances en détection, plus de 95%
pour des performances optimales). Le détail de cette étape est expliqué sur la figure
1.9. L’image est analysée avec des boites aux échelles et aux positions pouvant corres-
pondre à celles d’un piéton, appelée «Region Of Interest» (ROI). Tout a été fait dans
ce système pour réduire au maximum la quantité de données à traiter, en utilisant des
signatures calculées en peu d’opérations grâce à une représentation intégrale de l’image
(Viola and Jones, 2004). La zone de recherche dans l’image est également restreinte
pour l’invariance en translation et en échelle. La classification reste pourtant le goulot
d’étranglement car elle nécessite l’accès à énormément de connaissance à priori, qui
correspond à la base de signature apprise hors ligne. Cela nécessite une quantité impor-
tante d’accès mémoire dont la concurrence est limitée par le bus série entre la mémoire


















































Figure 1.8 – Architecture de vision moderne pour la détection de piéton développée au DIASI.
L’architecture se décompose en une étape de pré-traitement (extraction de contours et calcul
des images intégrales), une étape d’extraction de signatures et de classification et une étape
post-traitement pour le suivi de trajectoires.
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Figure 1.9 – Détail de l’étape de détection/classification. L’image est analysée avec des boites
aux échelles et aux positions pouvant correspondre à celles d’un piéton, appelées ROIs (à
gauche). Il y a 1 612 800 ROIs à analyser. Pour chaque ROI, une succession de phases de
classification détermine si un piéton est présent ou non. Si à une phase donnée, aucun piéton
n’est détecté, la ROI est rejeté, sinon on passe à la phase suivante. La complexité calculatoire
des phases successives va en augmentant : pour chaque phase, un certain nombre de signatures
sont calculées et comparées avec une base apprise hors ligne. Une signature correspond à un
vecteur de l’intensité pour différentes orientations des contours dans une sous-région de la ROI.
Pour chaque ROI retenue (présence d’un piéton), environ 1000 signatures auront été testées.
Les systèmes basés sur ou dérivés de réseaux de neurones, implémentés avec des
architectures classiques se heurtent de plein fouet à cette problématique, malgré un
effort de recherche conséquent dans les années 1990 (Ishii et al., 1992; Kosaka et al.,
1995; Tam et al., 1992). Aucune technologie mémoire actuelle ne permet de lire et pon-
dérer/accumuler simultanément des milliers de valeurs efficacement. Cela correspond à
l’opération multiplie puis accumule – «Multiply-Accumulate» (MAC) qui est courante
dans les processeurs de signal numérique – «Digital Signal Processors» (DSPs) et dont
le nombre d’occurrences dans un algorithme de traitement d’image est souvent une
bonne mesure de sa complexité. Il est possible d’implémenter des synapses artificielles
en technologie CMOS sans passer par un bus mémoire (Hynna and Boahen, 2006; In-
diveri et al., 2011). Mais celles-ci nécessitent plusieurs dizaines de transistors et ne
permettent donc pas d’atteindre une densité d’intégration et une efficacité énergétique
qui les rendent concurrentielles avec de la mémoire traditionnelle. Plus fondamentale-
ment, on retiendra que n’importe quelle structure de classifieur faisant appel à de la
connaissance à priori consiste en le calcul de signatures ou l’extraction de motifs et leur
comparaison avec des données mémorisées.
1.3.3 Apprentissage versus programmation
La notion d’apprentissage est essentielle dans les systèmes de classification de don-
nées naturelles, qu’il s’agisse d’un algorithme supervisé, non supervisé ou plus généra-
lement de la résolution d’un problème d’optimisation. Dans les applications pratiques
(telles que la détection de piéton), cet apprentissage se fait hors ligne, sur une base
d’exemples, puis le résultat est chargé en mémoire ou programmé dans le système final.
Le processus d’apprentissage est en effet l’une des pires démonstration du «bottleneck»
de Von Neuman. Si l’on prend pour référence la règle d’apprentissage classique de la
rétro-propagation du gradient dans les réseaux de neurones (Rumelhart et al., 1986),
celle-ci consiste à venir charger un poids, calculer sa mise à jour, puis la sauvegarder
en mémoire et cela pour toutes les synapses du réseau pour chaque présentation d’un
exemple d’apprentissage. Ainsi, le temps d’apprentissage pour les systèmes actuels de
reconnaissance atteint aisément plusieurs jours, voire plusieurs semaines sur une ma-
chine de bureau standard lorsque le nombre de paramètres et la base d’exemple fait
plusieurs millions d’éléments.
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Un apprentissage hors ligne puis une programmation de la mémoire du système de
traitement suppose toutefois que celle-ci ne contienne aucun défaut et peu de varia-
bilité. Ces contraintes induisent un cout significatif pour l’intégration des technologies
mémoires émergentes à base de nano-dispositifs memristifs. L’augmentation de la den-
sité d’intégration et des performances, qui se fait au détriment de la reproductibilité
des caractéristiques des dispositifs individuels, pourrait être rapidement stoppée par
le cout et la complexité des circuits à mettre en œuvre pour gérer ces défauts dans le
monde numérique (Snider, 2007). Une solution pourrait être de caractériser au préa-
lable le circuit, puis de réaliser un apprentissage tenant compte de ses caractéristiques
et défauts pour le programmer ensuite. Mais cette approche ne semble pas réaliste pour
une fabrication en masse, compte tenu du cout de l’apprentissage.
Une architecture intrinsèquement parallèle à base de dispositifs memristifs pourrait
permettre de surmonter ces difficultés en se programmant par apprentissage. Plutôt
que de réaliser l’apprentissage hors ligne, celui-ci se ferait directement sur les disposi-
tifs memristifs, et tiendrait donc compte des défauts et de la variabilité. L’apprentissage
pourrait constituer de fait la méthode la plus efficace pour programmer de manière ro-
buste et précise des dispositifs aux caractéristiques fortement dispersées et variables
d’un changement d’état à l’autre (Alibart et al., 2012b). En outre, l’apprentissage per-
mettrait d’exploiter efficacement la mémoire analogique des dispositifs memristifs. Il
pourrait remplacer les cycles de programmation-vérification, seule solution pour de la
programmation multi-niveaux robuste, même pour des dispositifs au stade industriel
tels que la PCM et la CBRAM (Papandreou et al., 2011; Schrogmeier et al., 2007).
Enfin, l’apprentissage en ligne ouvre potentiellement la voie à la fabrication de
systèmes de traitement génériques et adaptables au problème à résoudre in situ. De
tels systèmes pourraient implémenter des algorithmes d’apprentissage non supervisé,
pour l’extraction automatique des motifs et des corrélations optimales (Olshausen and
Field, 1996). Les travaux qui seront présentés par la suite explorent en profondeur cette
perspective.
1.4 Ce que nous apprennent les neurosciences
De nombreux systèmes pour la perception s’inspirent des réseaux de neurones bio-
logiques, en particulier du système visuel humain pour la reconnaissance d’éléments
visuels. L’organisation hiérarchique de celui-ci se retrouve dans de nombreux algo-
rithmes : filtrage, extraction de contours et de points d’intérêt, classification... Malgré
tout, la manière d’implémenter ces fonctionnalités en dehors des neurosciences est gé-
néralement très éloignée de la biologie. Les premiers réseaux de neurones formels, de
type perceptron (Rosenblatt, 1958), en sont un exemple. Il s’agit de réseaux purement
statiques, qui ne font pas intervenir le temps dans le codage de l’information, contrai-
rement aux réseaux impulsionnels biologiques. Ce sont les limitations de ces modèles,
ainsi qu’une meilleure compréhension du codage de l’information et de l’apprentissage
dans le cerveau qui poussent aujourd’hui à se rapprocher des neurosciences (Maass,
1997), comme nous allons le voir dans cette partie. Le mode de programmation impul-
sionnel des dispositifs memristifs dans un «crossbar» est une autre motivation majeure
qui pousse à s’orienter vers un codage temporel de l’information (Zamarreño-Ramos
et al., 2011).
1.4.1 Codage de l’information
L’information transite dans le cerveau sous la forme d’impulsions électriques, ou
potentiels d’action. Le mécanisme de transduction des stimuli visuels et sonores en
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trains d’impulsions est donc un premier élément essentiel pour la compréhension du
codage et du traitement de l’information. La figure 1.10 explique de manière brève et
simplifiée le principe de fonctionnement de la rétine. Les cellules sensibles à la lumière
(les cônes et les bâtonnets) propagent un signal vers les cellules bipolaires, sensibles
essentiellement aux changements de luminosité, signal qui est converti en un train
d’impulsions dans les cellules ganglionnaires de la rétine. La figure 1.11 montre plus en
détail l’activité typique des cellules ganglionnaires pour différentes stimulations de leur
champ récepteur. Contrairement à une caméra vidéo, la rétine ne capture donc pas une
succession d’images statiques, mais répond localement et de manière asynchrone aux
variations d’intensité lumineuse. Un changement complet de plan visuel (par exemple
lors de la lecture d’un album photo) induit toutefois logiquement une réponse globale
synchrone sous la forme d’une vague de trains d’impulsions, sur une durée de l’ordre
de 20 à 40 ms. En outre, la rétine compresse l’information d’un facteur 100, puisque
le nombre de cellules photosensibles est d’environ 100 millions alors que le nombre de
fibres nerveuses constituant le nerf optique n’est que d’un million.
Lumière
Figure 1.10 – Circuits impliqués dans la production des réponses des champs récepteurs de la
rétine (Purves et al., 2005). Le fond de l’œil est en haut, la lumière venant d’en bas (topologie
similaire à un capteur CMOS classique, où la lumière doit traverser les couches d’interconnexions
en métal pour atteindre le capteur). Sur la figure de gauche, les cônes et les bâtonnets sont en
haut et le signal se propage de haut en bas jusqu’aux fibres nerveuses du nerf optique, en passant
par les cellules bipolaires (couche jaune) et les cellules ganglionnaires. La figure de droite est une
représentation schématique de celle de gauche, qui montre l’évolution des potentiels d’action
des différentes cellules pour un changement de luminosité.
Malgré une très bonne compréhension du fonctionnement de la rétine, le codage
de l’information transitant dans le nerf optique continue de faire débat (Van Rullen
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Figure 1.11 – Réponse des cellules ganglionnaires ON et OFF pour différentes stimulations de
leur champ récepteur (Purves et al., 2005). L’activité impulsionnelle en sortie des cellules dépend
de leur éclairement. Celles-ci sont particulièrement sensibles aux changements de luminosité.
and Thorpe, 2001). La manière dont cette information est exploitée dans les différentes
couches du système visuel est en effet encore mal comprise. Le modèle le plus courant
pour décrire les trains d’impulsions observés est un modèle probabiliste de Poisson,
caractérisé par une fréquence moyenne. Toutefois, la capacité d’un être humain de re-
connaitre un objet ou une personne en à peine plus de 200 ms suggère que l’information
ne peut pas être codée simplement fréquentiellement. Les fréquences moyennes des po-
tentiels d’action dans le cerveau sont en effet de l’ordre de 1 à 100 Hz (Thorpe et al.,
1996). Simon Thorpe notamment défend l’idée d’un codage basé sur l’ordre d’arrivée
des potentiels d’action et propose un modèle basé sur ce principe pour la reconnaissance
d’objets (Thorpe, 1990). Celui-ci est mis en œuvre avec succès par SpikeNet Technology
pour leur solution de vision logicielle (Delorme et al., 1999; Thorpe et al., 2004).
1.4.2 Mécanismes d’apprentissage
Les capacités d’apprentissage et de généralisation du cerveau sont formidables et
restent hors de portée des connaissances et de la technologie actuelle. Néanmoins, les
mécanismes de plasticité des synapses sont de mieux en mieux connus, avec les pre-
mières observations dans les années 1990 de la modification de l’efficacité synaptique
en fonction de la coïncidence entre les impulsions pré- et post-synaptiques (Markram
et al., 1997; Bi and Poo, 1998). Cette plasticité synaptique induite par les potentiels
d’action est appelée «Spike-Timing-Dependent Plasticity» (STDP). Ce mécanisme est
aujourd’hui considéré comme fondamental pour expliquer les capacités d’apprentissage
et d’adaptation du cerveau (Dan and ming Poo, 2004). Et ce, même s’il ne s’agit que
d’un modèle possible pour interpréter les mesures biologiques, qu’il serait bien diffi-
cile d’établir formellement. En particulier, il offre une base solide pour comprendre
les phénomènes de potentialisation à long terme – «Long-Term Potentiation» (LTP)
et de dépression à long terme – «Long-Term Depression» (LTD). STDP est large-
ment utilisée, bien qu’avec de nombreuses variations, à la fois dans les neurosciences
computationnelles (Bohte and Mozer, 2007; Izhikevich and Desai, 2003) et dans l’ap-
prentissage automatique (Nessler et al., 2010; Masquelier and Thorpe, 2007; Gupta and
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Long, 2007). STDP est un raffinement de la règle de Hebb avec une prise en compte des
aspects temporels. La figure 1.12 présente des mesures expérimentales sur des synapses
biologiques mettant en évidence différentes formes de STDP (asymétrique à gauche et
symétrique à droite).
La manière exacte dont STDP est utilisée pour apprendre dans le cerveau reste
néanmoins encore floue, même si cette règle d’apprentissage arrive à concurrencer des
algorithmes classiques tels que celui de la rétro-propagation du gradient, lorsque le co-
dage des données est adapté. La figure 1.13 présente une démonstration des capacités
de STDP à extraire un motif temporel noyé dans du bruit. Les synapses activées juste
avant le déclenchement du neurone sont renforcées, tandis que celles activées trop tardi-
vement sont affaiblies. Le neurone renforce ainsi les synapses dont l’instant d’activation
est corrélé avec son déclenchement. Dans le cas du motif répétitif dans du bruit, dès
lors que le neurone s’active durant le motif, celui-ci va renforcer les synapses activées
par le motif et aura plus de chance de se réactiver lors de la prochaine présentation
de celui-ci. Dans le même temps, puisque les synapses activées plus tardivement sont
affaiblies, le neurone aura moins de chance de se déclencher sur une portion de bruit.
Après une période d’apprentissage, le neurone parvient à devenir exclusivement sélectif
au motif.
En résumé, la conséquence de la règle d’apprentissage STDP est de renforcer le
poids des synapses qui contribuent de manière répétée à activer le neurone, le rendant
ainsi sensible à un motif répétitif dans les stimuli d’entrée. Par motif, on entend ici un
paquet d’impulsions (ou potentiels d’action) fortement corrélées temporellement.
Figure 1.12 – STDP observée en biologie. A gauche, le pourcentage de modification du courant
post-synaptique excitateur – «Excitatory Postsynaptic Current» (EPSC) 20 à 30 minutes après
un train de 60 impulsions à 1 Hz pré-post corrélées (Bi and Poo, 1998). A droite, une mesure
similaire sur la modification du courant post-synaptique dans des synapses GABAergiques (10
à 20 minutes après un train d’impulsions de 30 s à 5 Hz) (Woodin et al., 2003).
1.4.3 Architectures biologiques
L’un des systèmes corticaux les plus étudiés et les mieux connus est le cortex visuel,
notamment chez les primates. Il se décompose en plusieurs couches, les trois premières,
V1, V2 et V3 faisant largement consensus dans les neurosciences. Il s’agit d’un réseau
bien hiérarchisé et dans lequel l’information se propage principalement dans un sens
(«feedforward») (Thorpe and Imbert, 1989; Thorpe et al., 1996). Fonctionnellement, la
première partie de la couche V1 consiste en des filtres spatio-temporels sélectifs et bien
localisés. Ces champs récepteurs sont typiquement modélisés par des filtres de Gabor
(Daugman, 1985), sensibles à l’orientation spatiale et temporelle (mouvement). Il est
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Figure 1.13 – Extraction non supervisée d’un motif répétitif dans du bruit (Masquelier et al.,
2008). A gauche, le motif spatio-temporel d’entrée, avec en rouge un motif répétitif de 50 ms
sur 500 des 1000 entrées (seules 100 entrées sont représentées). Les fréquences moyennes sur les
entrées (encart à droite) ou sur des intervalles de temps de 10 ms (encart en bas) ne permettent
pas de caractériser le motif répétitif, ce qui exclut une détection purement fréquentielle. A droite,
l’état des synapses et du neurone de sortie après apprentissage. Les synapses renforcées sont
celles activées au début du motif répétitif (points blancs dans l’encart en haut), qui induisent
une brusque augmentation du potentiel de membrane (à partir de 449.6 s dans l’encart en bas)
suffisante pour déclencher le neurone et ainsi détecter le motif répétitif.
remarquable que ce type de champ récepteur peut émerger naturellement avec STDP
sur une base de stimuli visuels suffisamment large (Delorme et al., 2001). La couche
V2 peut encoder des formes plus complexes telles que des combinaisons d’orientations,
prémisses de la détection de contour et de la segmentation de surface (Anzai et al.,
2007).
Cette organisation en couches n’est pas incompatible avec un codage basé sur l’ordre
d’arrivée des impulsions, qui pourraient se propager par vagues successives d’une couche
à l’autre (VanRullen and Thorpe, 2002). Chaque couche peut manipuler l’information
de rang (les instants d’émission des impulsions) en fonction des sélectivités des neurones
ou de l’inhibition latérale par exemple.
La figure 1.14 présente un exemple d’architecture bio-inspirée s’inspirant des couches
V1 et V2 du système visuel humain, pour la détection de visages. Les couches S1 et C1
sont sensibles aux contours, tandis que des formes complexes sont apprises sur la couche
S2 de manière non supervisée avec STDP. Certaines caractéristiques visuelles apprises
par la couche S2 sont illustrées sur la figure 1.15. Les résultats de cette étude montrent
que les caractéristiques extraites avec STDP sont analogues à celles qu’il serait possible
d’obtenir avec la règle de Hebb et un codage non temporel. L’apprentissage dans ce
système est compétitif : un neurone qui se déclenche inhibe ses voisins. Ce mécanisme
de type «Winner-Take-All» (WTA) est présent également dans les systèmes biologiques
et permet à chaque neurone de se spécialiser dans un motif différent.
De la formation de champs récepteurs complexes dans les premières couches du sys-
tème visuel à la reconnaissance de personnes et d’objets et leur association avec d’autres
concepts plus abstraits, il reste un large champ d’investigation pour les neurosciences.
A ce niveau, une découverte importante a vu le jour récemment, celui des «concept
cells» (Quian Quiroga et al., 2005). Des neurones ultra sélectifs à des objets et des
personnes ont été observés chez l’être humain. Par exemple, un neurone s’activant à la
vue de Jennifer Aniston mais pas d’autres femmes semblables, ou encore un neurone
s’activant à la fois à la vue d’une personne et à l’évocation de son nom (Roy, 2011). Ces
cellules pourraient être une clé pour comprendre les processus de traitement en amont
et pourquoi pas certains mécanismes de la pensée en aval. Elles ramènent en tout cas
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Spike-Timing-
Dependent Platicity
Figure 1.14 – Principe d’extraction non supervisée de caractéristiques visuelles avec STDP
(Masquelier and Thorpe, 2007). Il s’agit d’un réseau de neurones «feedforward» constitué de 5
couches. S1 détecte les contours au moyen de convolutions, C1 sous-échantillonne S1 à l’aide de
l’opérateur MAX, tandis que S2 est sensible à certains motifs de contours. L’extraction de motifs
de la couche C1 à S2 se fait grâce à l’algorithme d’apprentissage STDP, qui identifie de manière
non supervisée les caractéristiques pertinentes des images sur lesquels se fait l’apprentissage
(par exemple un œil ou une bouche dans le cas de détection de visages comme cela est suggéré
par la figure). Enfin, C2 prend la réponse maximale de S2 pour effectuer une classification
(présence ou non de visage).
Figure 1.15 – Reconstruction des caractéristiques visuelles extraites avec STDP, pour l’appren-
tissage de visages et de motos (Masquelier and Thorpe, 2007). Certaines cellules ont développé
une sélectivité aux visages et d’autres aux motos.
les capacités de traitement des données naturelles du cerveau dans une dimension très
concrète, matérielle et mesurable !
1.5 Discussion et perspectives
Dans ce chapitre, nous avons introduit les dispositifs memristifs de manière générale,
sans se focaliser sur une technologie particulière, puisque cela est l’objet du chapitre
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suivant. Nous avons notamment décrit les caractéristiques principales de ces dispositifs
et les problèmes que cela pose pour leur intégration dans des architectures de calcul
numériques classiques. A l’opposé, nous avons vu en quoi ces dispostifs avaient un
fort potentiel pour le traitement de données naturelles, pour lesquelles une répartition
spatiale des calculs est plus adaptée qu’une répartition temporelle, propre aux archi-
tectures des ordinateurs actuels. Les problématiques du «bottleneck» de Von Neumann
et de la quantité de connaissance à priori nécessaire à un système de reconnaissance
ont été évoquées. La programmation de nano-composants par nature peu fiables et très
variables pour de telles architectures pourrait être résolue par un mécanisme d’appren-
tissage. Enfin, un état de l’art bref et choisi sur ce que nous apprennent les neurosciences
dans le fonctionnement des réseaux de neurones biologiques met en exergue l’adéqua-
tion potentielle entre les dispositifs memristifs et les architectures bio-inspirées pour le
traitement de données naturelles.
Nous espérons avoir posé dans ce chapitre les bases essentielles pour la compréhen-
sion de ces travaux et pour en saisir leur pertinence pour le futur des architectures
de traitement de données. Les idées présentées ici suggèrent de s’orienter vers des sys-
tèmes véritablement en rupture avec l’existant, avec des gains potentiels de plusieurs
ordres de grandeurs sur la consommation énergétique, la surface silicium et leurs per-
formances fonctionnelles. Les résultats qui vont suivre visent à confirmer la viabilité de
ces approches et évaluer dans la mesure du possible les gains réels qu’elles peuvent nous
apporter. Le potentiel est énorme, mais la réalité du monde industriel et de l’évolution
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2.1 Introduction
Ce chapitre présente en détail les trois technologies auxquelles nous avons eu ac-
cès dans le cadre de collaborations et sur lesquelles nous avons basé nos travaux :
le «Nanoparticle-Organic Memory Field Effect Transistor» (NOMFET), la mémoire à
changement de phase – «Phase-Change Memory» (PCM) et la «Conductive-Bridging
RAM» (CBRAM). Le NOMFET est fabriqué par l’Institut d’Électronique, de Mi-
croélectronique et de Nanotechnologie (IEMN) à Lille, dans l’équipe de Dominique
Vuillaume. La PCM est fabriquée par le Laboratoire d’électronique des technologies de
l’information du Commissariat à l’énergie atomique et aux énergies alternatives (CEA)
(CEA LETI) à Grenoble en collaboration avec STMicroelectronics et la CBRAM est fa-
briquée par Altis Semiconductor en collaboration avec le CEA LETI. Ces deux dernières
technologies sont par ailleurs considérées comme les plus matures pour une intégration
à l’échelle industrielle.
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Dans le cadre des technologies memristives, il n’est pas possible de faire l’impasse
sur la technologie de mémoire résistive – «Resistive RAM» (RRAM), qui constitue
également un champ d’exploration prometteur, même si celle-ci n’a pas encore atteint
le niveau de maturité des deux technologies précédentes. Une partie présentant les
technologies de type RRAM est donc également présente. Les dispositifs à jonction
tunnel, dont la mémoire magnétique – «Magnetic RAM» (MRAM), qui n’ont pas fait
l’objet d’étude dans ces travaux, sont également brièvement évoqués.
L’objectif de ce chapitre est d’introduire pour chaque technologie les caractérisa-
tions expérimentales utiles pour une utilisation synaptique de celles-ci, ainsi que de
donner un aperçu des mécanismes physiques sous-jacents. Un modèle fonctionnel ou
semi-physique est également proposé pour le NOMFET et la PCM. Des architectures
pour le traitement de données naturelles capables de tirer partie de ces technologies
seront introduites dans le chapitre «Étude d’architectures neuro-inspirées nouvelle gé-
nération pour le traitement de données naturelles» et des implémentations utilisant
les caractérisations et les modèles introduits ci-après seront proposées dans le chapitre
«Implémentations matérielles sur des technologies memristives».
2.2 Nanoparticle-Organic Memory transistor (NOMFET)
Le NOMFET est un dispositif memristif particulier, puisqu’il est volatile et n’est
donc utilisable qu’en régime dynamique. Il possède néanmoins des caractéristiques
dynamiques remarquablement similaires à celles d’une synapse biologique (Novembre
et al., 2008; Alibart et al., 2010). Montrer qu’il est possible d’implémenter des fonc-
tions neuro-inspirées telles que la «liquid state machine» (Maass et al., 2002) ou de
l’apprentissage «Spike-Timing-Dependent Plasticity» (STDP) (Markram et al., 1997)
sur un tel dispositif constitue un travail original et en rupture par rapport aux propo-
sitions architecturales sur les autres dispositifs memristifs. Une technique spécifique a
été développée pour la modélisation du comportement dynamique du NOMFET.
Dans cette partie, nous introduisons le NOMFET et son comportement synaptique
et proposons un modèle fonctionnel que se base en partie sur les mécanismes physiques
du dispositif. Celui-ci est plus réaliste qu’un modèle purement logique et plus rapide
à simuler qu’un modèle compact (Meixner et al., 2008) pour de l’exploration architec-
turale. Une méthodologie pour extraire les paramètres du modèle à partir des données
expérimentales est détaillée. Une implémentation du modèle en Verilog-A (Agi, 2007)
sur le simulateur Spectre de Cadence (Cad, 2008a) est présentée avec des résultats
de simulation. Enfin, nous simulons avec ce modèle une fonction de contrôle du gain
synaptique.
Ces travaux ont été publiés en collaboration avec l’IEMN dans (Bichler et al., 2010)
(Bichler et al., 2010).
2.2.1 Description
Le NOMFET est constitué de trois terminaux, comme le transistor «Metal Oxide
Semiconductor» (MOS) conventionnel (voir figure 2.1) : drain (D), source (S) et grille
(G). L’électrode de grille est fabriquée avec une configuration grille par le dessous,
couverte de 200 nm de SiO2. Les terminaux D et S sont en or avec un intervalle inter-
électrode de 0.2 à 20 µm. Des nano-particules (NPs) d’or (diamètre de 5, 10 ou 20
nm) sont immobilisées chimiquement sur la surface de l’intervalle inter-électrode avant
la déposition du pentacène. Le pentacène est un semi-conducteur organique de type
p (Novembre et al., 2008; Alibart et al., 2010). La conduction électrique entre les ter-
minaux D et S est assurée par les trous, qui sont créés à l’interface avec l’oxyde de
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Figure 2.1 – Structure physique du transistor NOMFET. Celui-ci est constitué d’une électrode
de grille dopée p+ en dessous, couverte d’oxyde de silicium. Les électrodes de source et de drain
sont en or et les NPs d’or sont déposées dans l’intervalle inter-électrode avant la déposition de
pentacène.











Figure 2.2 – (a) Configuration du dispositif utilisé pour établir notre modèle, (b) circuit
électrique équivalent (en régime linéaire). La tension d’entrée v est une séquence d’impulsions
d’amplitude VAP . Rn est la résistance équivalente drain-source à la n-ième impulsion. Rn dépend
de la polarisation du dispositif et du niveau de charge des NPs, contenu dans le terme Rn−1.
silicium lors de l’application d’une tension de grille négative. Le courant drain-source
IDS est négatif. En plus du comportement classique d’un transistor, une tension de
grille négative charge positivement les NPs d’or. Cela réduit la conductivité du canal
du transistor, car les NPs chargées induisent une interaction électrostatique répulsive
entre les trous piégés dans les NPs et ceux accumulés dans le canal de pentacène. Le
temps de rétention de la charge dans les NPs peut atteindre plusieurs dizaines de mi-
nutes, ce qui confère au NOMFET sa propriété de mémoire à court terme, ainsi que sa
memristivité (Novembre et al., 2008).
Le modèle présenté dans la suite a été établi pour une configuration du dispositif
à deux terminaux comme illustré sur la figure 2.2. Les électrodes de grille et de drain
sont commandées par la même tension d’entrée, une impulsion d’amplitude constante
VAP et une fréquence variable (voir figure 2.3). Il y a une compétition entre la charge
des NPs ajoutée par les impulsions de grille et la relaxation naturelle de celle-ci. Cela
peut induire respectivement une diminution et une augmentation du courant du canal
IDS . Lorsqu’une nouvelle séquence d’impulsions d’entrée survient, le NOMFET pré-
sente donc un comportement soit dépressif, soit facilitateur, selon l’intervalle entre les
impulsions et le niveau de charge des NPs. Le courant IDS est donc dépendant de
l’historique du signal d’entrée.
Cette propriété est équivalente au comportement d’une synapse biologique dépres-
29
2.2. NANOPARTICLE-ORGANIC MEMORY TRANSISTOR (NOMFET)
CHAPITRE 2. TECHNOLOGIES MÉMOIRES ÉMERGENTES ET . . .
Time






















Figure 2.3 – Train d’impulsions en entrée sur les électrodes de drain et de grille. In est la
valeur du courant drain-source IDS à la n-ième impulsion, qui a lieu au temps tn. La nouvelle
valeur In+1 est calculée à partir de In, W et T . W est la largeur de l’impulsion précédente et
T est l’intervalle entre les impulsions, qui peut être variable.
sive, avec une plasticité à court terme (Abbott et al., 1997). L’amplitude des impulsions
transmises représente la quantité de neurotransmetteurs disponible à un temps donné.
Elle dépend à la fois de l’historique et de l’activité actuelle du stimulus sur la sy-
napse. Ainsi, l’amplitude des impulsions transmises peut être diminuée ou augmentée
en modulant la fréquence de la stimulation. La variation maximale de l’amplitude des
impulsions transmises dans nos dispositifs est proche de 30% pour les NOMFETs avec
un intervalle inter-électrode de l’ordre du micron. Une variation allant jusqu’à 40% a
pu être montrée avec des dispositifs avec un intervalle inter-électrode réduit à 200 nm
et une tension de commande de -3 V (Alibart et al., 2010) (voir également la figure 2.6).
Des variations de courant plus importantes sont possibles dans d’autres configurations
du dispositif.
2.2.2 Modèle fonctionnel
Le modèle intègre à la fois l’effet des charges piégées dans les NPs sur IDS (c’est-
à-dire sur la conductivité) et les dynamiques de charge/décharge des NPs. Le courant
dans le dispositif est déterminé par l’expression proposée dans (Alibart et al., 2010) :
IDS = σ.VDS avec σ = A0.eβ.f .e−β.∆ (2.1)
avec β = 1/(kB.θ), θ est la température, A0 est un paramètre dépendant de la
température, f est l’énergie de Fermi fixée par la tension de grille et ∆ est la variation
de l’énergie de Fermi induite par les charges piégées dans les NPs. Pour une polarisation
donnée, une forme simplifiée de l’équation précédente est :
IDS = I˜ .e−β.∆ (2.2)
où I˜ est un pseudo-courant représentant la conductivité entre les terminaux de drain
et de source lorsque les NPs sont à l’équilibre et que les trois terminaux sont reliés à la
masse. Par soucis de simplification, on suppose dans notre modèle que dans ce cas les
NPs sont complètement déchargées. Cette expression est cohérente avec l’interprétation
physique présente dans la partie précédente.
Construction d’un modèle itératif
Le signal appliqué à l’entré du dispositif est illustré figure 2.3. In est le courant
drain-source à la n-ième impulsion. De tn à tn+ = tn + W (largeur de l’impulsion),
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la tension négative VGS charge les NPs. La charge suit une certaine dynamique carac-
térisée par une fonction empirique fC(t), prenant ses valeurs entre 0 et 1. Pour une
largeur d’impulsion infinie, les NPs tendent à être complètement chargées, induisant
une variation de l’énergie de Fermi maximale ∆max. L’expression du courant à t = tn+
est
In+ = In.fC(W ) + I˜ .e−β.∆max .(1− fC(W )) (2.3)
De tn+ à tn+1 = tn +T , la charge piégée dans les NPs est relaxée et le courant tend
vers I˜. Comme pour la charge, la dynamique de relaxation est décrite par une autre
fonction empirique fD(t)
In+1 = In+.fD(T −W ) + I˜ .(1− fD(T −W )) (2.4)
L’expression générale de l’évolution du courant IDS entre deux impulsions peut être
obtenue en intégrant 2.3 dans 2.4 :
In+1 = In.fC(W ).fD(T −W ) + I˜ .
[
e−β.∆max .(1− fC(W )).fD(T −W ) + 1− fD(T −W )
]
(2.5)
Caractéristiques de charge/décharge des NPs
En introduisant deux constantes de temps τC et τD dans le modèle, une simple
fonction exponentielle peut être utilisée pour les fonctions fC(t) et fD(t), ce qui est
suffisant pour simuler les dynamiques de charge et de décharge avec un bonne précision :
fC(t) = e−t/τC , fD(t) = e−t/τD (2.6)
Expression du courant en régime permanent
En faisant tendre le nombre d’itérations vers l’infini dans l’équation 2.5, on obtient
le courant en régime permanent pour une largeur d’impulsion et une fréquence donnée :
I∞ = I˜ .
e−β.∆max .(1− fC(W )).fD(T −W ) + 1− fD(T −W )
1− fC(W ).fD(T −W ) (2.7)
Si T = W , alors fD(T −W ) = fD(0) = 1 et les NPs sont chargées continument.
Lorsque la capacité maximale de charge des NPs est atteinte, I∞ = I˜ .e−β.∆max . Au
contraire, si T >> W , les NPs sont complètement relaxées entre chaque impulsion
et I∞ = I˜. La figure 2.4 compare le courant en régime permanent théorique avec les
mesures expérimentales, pour différentes fréquences d’impulsions. Les deux courbes
concordent bien.
2.2.3 Extraction des paramètres du modèle
Notre modèle intègre les quatre paramètres physiques introduit précédemment : les
constantes de temps de charge et de décharge des NPs τC et τD, la variation maxi-
male de l’énergie de Fermi ∆max et I˜, qui dépend principalement de la polarisation du
dispositif. Le tableau 2.1 liste les paramètres utilisés pour la fonction d’ajustement («fit-
ting» de courbes), avec ces quatre paramètres. L’ordre de grandeur et les contraintes
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= -7.5 nA τC = 2.57 s 
Δ = 0.00778 eV τD = 12.4 s 
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Figure 2.4 – Courant en régime permanent calculé à partir du modèle (courbe verte) et issu des
mesures expérimentales (points bleus). L’ajustement de courbe est basé sur plusieurs séquences
de fréquence constante. La largeur de l’intervalle inter-électrode du NOMFET est de 12 µm
et les NPs font 5 nm de diamètre. W est fixé à 200 ms et T varie entre 200 ms et l’infini. Le
courant en régime permanent est de -5.6 nA lorsque les NPs sont entièrement chargées, contre
-7.5 nA lorsqu’elles sont déchargées.
physiques/mathématiques sont spécifiés pour chaque paramètre. La valeur initiale des
paramètres pour la première itération de l’ajustement est choisie en accord avec ces
ordres de grandeur, qui peuvent également être utilisés pour fixer des limites hautes et
basses et améliorer la convergence lorsque c’est nécessaire.
Table 2.1 – Paramètres présents dans la fonction d’ajustement.
Paramètre Ordre de grandeur Contrainte Dépendance
I˜ 1 µA - 1 nA < 0 Polarisation, déposition du pentacène
∆max 0.001 eV - 0.01 eV > 0 Distribution des NPs
τC 1 - 10 s > 0 Distribution des NPs, largeur du canal
τD 1 - 20 s > 0 Distribution des NPs, largeur du canal
W 50 ms - 200 ms 0 < W < T (signal d’entrée)
T 0.2 s - 20 s W < T <∞ (signal d’entrée)
I0 Même que I˜ < 0 Aucune (courant initial)
Plusieurs mesures de la réponse en courant pour des séquences d’impulsions de ten-
sion avec une fréquence variable ont été utilisées pour l’ajustement. L’outil «nonlinear
curve fit» d’OriginPro 8.0 et le langage OriginC ont été utilisés. Celui-ci permet d’utili-
ser des variables statiques directement dans la fonction itérative (voir 2.5). Parce qu’il y
a moins de données expérimentales pour les trains d’impulsions de basse fréquence que
pour les hautes fréquences durant le même intervalle de temps, un poids inversement
proportionnel à la fréquence des impulsions est appliqué à chaque donnée. Cela assure
que la même importance est donnée à chaque partie de la séquence d’impulsions pour
l’ajustement, quelle que soit la fréquence. En suivant cette méthodologie, les figures 2.5
et 2.6 montrent la superposition des données expérimentales avec le modèle pour une
séquence d’impulsions particulière, pour deux dispositifs différents avec un intervalle
inter-électrode de 12 µm et de 200 nm respectivement. La diminution de l’intervalle
inter-électrode permet des tensions de fonctionnement plus faibles, compatibles avec
des circuits «Complementary Metal Oxide Semiconductor» (CMOS). Un autre point
important à noter est la réduction de la constante de temps τC à une valeur du même
ordre que celle typiquement observée dans les synapses biologiques (Abbott et al., 1997).
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Figure 2.5 – Comportement du NOMFET avec une séquence d’impulsions incluant différentes
fréquences. Les cercles rouges correspondent au modèle itératif. La valeur des paramètres ex-
traits de cet ajustement est donnée sur la figure 2.9. La largeur de canal du NOMFET est de















Figure 2.6 – Ajustement de courbe avec un NOMFET de largeur de canal 200 nm et des
impulsions d’amplitude -3 V. La durée des impulsions est de 50 ms et la taille des NPs est de
10 nm. I˜ = 1.84 nA, ∆max = 0.0203 eV, τC = 0.387 s et τD = 1.08 s.
Le processus de fabrication par auto-assemblage du NOMFET et notamment les
variations dans le dépôt des NPs peut conduire à une variabilité importante, qui peut
avoir un impact considérable dans la conception d’architectures et de circuits. C’est
pourquoi la variabilité doit être prise en compte et intégrée dans le modèle fonction-
nel. La figure 2.7 présente le résultat de la modélisation statistique pour un ensemble
de 7 dispositifs. Une loi normale est utilisée pour modéliser la distribution statistique
des paramètres. Avec ces données, la dispersion obtenue est assez pessimiste, puisque
des valeurs non physiques sont statistiquement possibles pour certains paramètres, no-
tamment le courant drain-source. Dans l’implémentation du modèle, les paramètres ne
peuvent pas prendre des valeurs au-delà de leurs limites physiques. Par exemple, I˜ est
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forcé à zéro si sa valeur initiale est positive, émulant ainsi un dispositif non fonctionnel.
L’apprentissage neuromorphique post-fabrication, intrinsèquement tolérant aux varia-
tions et aux dispositifs défectueux, devrait permettre à une telle architecture d’ignorer
ces dispositifs non fonctionnels.
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Figure 2.7 – Modélisation statistique des quatre paramètres physiques du modèle. «pdf» si-
gnifie fonction de densité de probabilité. Ces statistiques sont obtenues après ajustement du
modèle avec 7 dispositifs (largeur du canal 5 µm, taille des NPs 5 nm). La valeur moyenne µ et
l’écart-type σ sont calculés pour chaque paramètre à partir des 7 caractérisations expérimentales
et la loi normale est utilisée.
2.2.4 Implémentation et simulations
Le modèle électrique itératif a été implémenté dans la langage de description maté-
riel Verilog-A (Agi, 2007), qui peut être utilisé directement dans le simulateur de circuit
Spectre de Cadence. Il permet au concepteur de prédire les performances du NOMFET
dans des circuits de test et de simuler des circuits hybrides avec d’autres composants
(par exemple transistors MOS). Dans notre implémentation, le courant IDS est calculé
au début de chaque impulsion. Il dépend de W et T , qui sont obtenus en mesurant les
fronts descendant et montant de chaque impulsion durant la simulation : T = tn+1− tn
etW = tn+− tn (voir la figure 2.3). Les autres paramètres sont extraits de l’ajustement
de courbe. Les valeurs des paramètres physiques sont initialisées suivant la distribution
statistique de la figure 2.7 au pas initial de la simulation, de manière indépendante pour
chaque NOMFET. C’est indispensable pour simuler la robustesse des architectures de
circuit. Plusieurs fonctions analogiques et numériques intégrées dans Verilog-A ont été
utilisées pour améliorer l’efficacité de la simulation, par exemple, la fonction aléatoire
$rdist_normal ou la fonction de détection de front @(cross)...
Une simulation transitoire Spectre et les mesures expérimentales correspondantes,
pour le même train d’impulsions, sont présentées figure 2.10, qui montre une bonne
correspondance dans le comportement dynamique. Afin de montrer la précision et les
capacités de prédiction du modèle, la séquence d’entrée utilisée pour la comparaison
est différente de celle utilisée pour l’ajustement des paramètres du modèle, figure 2.5.
Les comportements de dépression et de facilitation synaptique sont observés, ceux-ci
dépendant à la fois de la fréquence d’entrée et de l’historique des niveaux de courant.
La séquence de 1 Hz est un exemple démontrant ce dernier point (voir figure 2.10) : le
poids ou la conductance du NOMFET peut augmenter ou diminuer en fonction de son
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Figure 2.8 – Symbole du NOMFET et circuit de test dans l’éditeur de schéma de Cadence. Le
symbole a trois terminaux comme le dispositif réel. Dans notre implémentation, les terminaux
de drain et de grille sont connectés ensemble pour obtenir un comportement synaptique.
état précédent. Le circuit de test pour le NOMFET, simulé sur la plateforme conception
assistée par ordinateur (CAO) de Cadence 5.1.41 (Cad, 2008a) est montré figure 2.8. La
séquence d’impulsions de tension d’entrée est générée avec une source de tension linéaire
par morceaux. Un symbole est créé pour le NOMFET pour faciliter la conception de
circuits hybrides et hiérarchiques avec de la technologie CMOS.
Netlist generation
with Matlab Spice netlist
Circuit simulation 
with Spectre









Figure 2.9 – Flot de développement pour la co-simulation d’architectures hybrides nano/C-
MOS avec Matlab et Spectre de Cadence.
Nous avons développé un flot de simulation spécifique pour le modèle fonctionnel
du NOMFET, présenté figure 2.9, différent des méthodes classiques pour la modéli-
sation des dispositifs semi-conducteurs. Nous utilisons une technique de co-simulation
Matlab/Cadence Spectre pour gérer les signaux d’entrée/sortie qui peuvent être com-
plexes, avec des fréquences variables. Matlab permet de générer des netlists de circuits
hybrides nano/CMOS et de traiter les résultats de simulation. Ainsi, nous bénéficions à
la fois des avantages du simulateur Spectre avec son interface Verilog-A et des capacités
d’analyse et de génération de signaux puissantes de Matlab. L’outil Spectre Toolbox
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for Matlab inclus dans MMSIM (Cad, 2008b) fournit l’interface nécessaire pour impor-
ter les résultats de simulation dans Matlab. Ce flot de simulation peut être aisément
étendu pour étudier le comportement dynamique d’autres nano-dispositifs synaptiques
tels que des transistors synaptiques (Lai et al., 2008; Agnus et al., 2010) ainsi que
d’autres dispositifs memristifs (Yang et al., 2008; Li et al., 2008).
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Figure 2.10 – La simulation transitoire avec le modèle fonctionnel (courbe bleue) est en accord
avec la mesure expérimentale de la réponse en courant drain-source du NOMFET (largeur du
canal 12 µm, taille des NPs 5 nm) (courbe noire). La même séquence d’impulsions est utilisée
pour les deux courbes, avec une fréquence variable allant de 0.05 Hz à 3 Hz. En fonction de
l’historique du niveau de courant, un comportement facilitateur ou dépressif peut être observé
pour une même fréquence (voir par exemple à 1 Hz).






















Figure 2.11 – Circuit utilisé pour simuler la détection d’un changement synchrone et non
corrélé du taux d’activité en entrée de 10 NOMFETs, avec une fréquence d’entrée moyenne de
6 Hz. La fréquence de chaque entrée est choisie aléatoirement à l’instant t = 0 s et les fréquences
sont permutées aléatoirement à t = 30 s pour assurer que la fréquence moyenne et la somme
des courants restent rigoureusement identiques après la transition. Le seuil du neurone est fixé
à 3.65 µV et sa constante de temps d’intégration est de 4 s. Les paramètres du modèle du
NOMFET sont ceux de la figure 2.6. La variabilité des dispositifs n’est pas prise en compte
dans cette simulation.
Le modèle fonctionnel du NOMFET permet de simuler et d’explorer certaines
fonctions neuromorphiques complexes. Dans cette partie, nous présentons un exemple
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d’étude de dépression synaptique et de contrôle du gain.
Le contrôle transitoire du gain synaptique est un processus biologique dans lequel
une dépression synaptique à court terme a lieu pour compenser une hausse de fréquence
sur les entrées du neurone. Ce processus peut être mis en évidence avec une simulation
basée sur des mesures biologiques (Abbott et al., 1997). Il permet aux neurones d’être
sensibles aux changements relatifs de fréquence sur leurs afférents, réduisant ainsi l’effet
des fluctuations sur les entrées de haute fréquence, qui peuvent occulter des change-
ments informatifs sur des entrées de plus faible fréquence. Les simulations (figure 2.10)
montrent que le poids synaptique (ou la conductivité du canal) du NOMFET diminue
lorsque la fréquence augmente, ouvrant la voie à une forme de contrôle du gain. Se-
lon les paramètres du neurone et la plage de fréquence, une sensibilité aux variations
relatives de fréquence sur les entrées synaptiques est possible.













































Figure 2.12 – (a) Somme des courants provenant des NOMFETs vue à l’entrée du neurone
LIF (lissée en rouge), la fréquence des entrées change à 30 s, la fréquence moyenne restant la
même (6 Hz). (b) Intégration du neurone (courbe verte) et activité en sortie (courbe bleue). En
utilisant la dépression synaptique issue du modèle du NOMFET, la simulation montre que le
changement de fréquence peut être détecté à environ 30.5 s.
Une application potentielle du mécanisme de contrôle du gain est la détection de
changements synchrones et non corrélés sur le taux d’activité des entrées. Nous re-
produisons dans ce qui suit une simulation mettant en évidence ce principe (Abbott
et al., 1997) en utilisant le modèle fonctionnel du NOMFET et un modèle Verilog-A
de neurone «Leaky integrate-and-fire» (LIF) (Stein, 1967; Tuckwell, 1988). Un neurone
associé à des milliers de synapses est avant tout sensible à la fréquence moyenne de ses
afférents. Il n’est pas possible, sans dépression synaptique, de détecter un changement
synchrone et non corrélé dans le taux d’activité des entrées si la fréquence moyenne
ne change pas. Au contraire, avec de la dépression synaptique, le poids synaptique est
réduit pour les hautes fréquences. Ainsi, lorsqu’un changement du taux d’activité des
afférents se produit, les synapses subissant une augmentation brutale de leur activité
auraient une contribution temporairement plus importante à l’intégration du neurone,
avant que leur poids ne se réduise par contrôle du gain synaptique. Ce mécanisme est
illustré sur la figure 2.11, aux transitions de fréquence basse vers haute. Même si la
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fréquence moyenne reste inchangée, l’effet du contrôle du gain peut être suffisant pour
déclencher le neurone, comme cela est montré par la simulation figure 2.12. Le seuil
du neurone est fixé à 3.65 µV et sa constante de temps d’intégration est de 4 s. En
accord avec (Abbott et al., 1997), la variabilité des dispositifs n’est pas incluse dans
cette simulation, afin de montrer que le changement de fréquence peut être détecté
uniquement avec la plasticité du NOMFET et non grâce à la dispersion.
2.3 Mémoire à changement de phase (PCM, PRAM ou
PCRAM)
La mémoire à changement de phase est parmi les différentes technologies memris-
tives l’une des plus matures (Wuttig and Yamada, 2007). Les matériaux à changement
de phase sont étudiés depuis les années 1960 et sont largement utilisés dans les supports
de stockage optiques. Dans ces supports, c’est la modification de la réflectivité provo-
quée par le changement de phase qui permet d’encoder l’état d’un bit. Mais le change-
ment de phase s’accompagne également d’une modification de la résistance électrique
du matériau. En phase cristalline, le matériau est fortement conducteur et fortement
réflecteur (état ON, ou SET), tandis qu’en phase amorphe, c’est l’inverse (état OFF,
ou RESET). De nombreuses entreprises cherchent à l’heure actuelle à développer des
produits mémoire non volatile basés sur la PCM, avec pour principal objectif d’être
complémentaire ou supplanter la mémoire flash. On citera Micron (anciennement Nu-
monyx) (Bedeschi et al., 2009), IBM (Nirschl et al., 2007) et Samsung Electronics (Lee
et al., 2007b), qui a récemment réalisé une puce mémoire atteignant 1 Go (Chung et al.,
2011). Des dispositifs PCM en technologie 45 nm ont également déjà été produits avec
succès (Servalli, 2009).
Ces travaux ont été publiés en collaboration avec le CEA LETI dans (Suri et al.,
2012) (Suri et al., 2011) (Suri et al., 2012).
2.3.1 Description
Le mécanisme de commutation de la PCM est induit par le changement de phase
réversible d’un verre de chalcogénure. Celui-ci peut passer d’une phase amorphe (forte
résistance) à une phase cristalline (faible résistance) et inversement par effet Joule.
La figure 2.13 montre la structure physique d’une cellule PCM. Pour une intégration
dans une mémoire classique, celle-ci est accompagnée d’un transistor de sélection. Le
matériau à changement de phase est un chalcogénure, inséré entre deux électrodes
de métal et un plot en tungstène formant une résistance chauffante. Deux types de










Figure 2.13 – Structure physique d’un dispositif PCM. A droite, une image obtenue au micro-
scopie électronique à balayage – «Scanning Electron Microscopy» (SEM) du CEA LETI.
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Lorsqu’une tension est appliquée aux bornes des électrodes de métal, un courant
traverse le plot en tungstène et la couche de chalcogénure. Pour que la PCM passe d’un
état cristallin à un état amorphe, la température doit dépasser sa température de fusion,
de l’ordre de 600°C pour du GST, ce qui nécessite une impulsion en courant de plusieurs
dizaines de nanosecondes. La chute de température doit ensuite être suffisamment ra-
pide pour que le matériau n’ait pas le temps de cristalliser. Le passage du courant doit
donc être interrompu rapidement, en quelques nanosecondes. Pour ramener le matériau
dans un état cristallin, la température doit être supérieure à la température de tran-
sition vitreuse, mais rester inférieure à celle de fusion et cela suffisamment longtemps
pour que la cristallisation ait le temps de se faire (durée de l’ordre de 50 à 150 ns pour
une cristallisation complète) (Peng et al., 1997). La matrice cristalline correspond à la
configuration structurelle de niveau d’énergie minimal (Wuttig and Yamada, 2007) et
se restaure avec l’énergie thermique. Les profils de température pour l’amorphisation
et la cristallisation sont représentés sur la figure 2.14. La caractéristique R-I de la fi-
gure 2.15 montre l’évolution progressive de la résistance du matériau en fonction de la
densité de courant appliquée.
Molten chalcogenide
Rapid cooling










Figure 2.14 – Profils de température pour l’amorphisation et la cristallisation (Suri et al.,
2011).
Figure 2.15 – Caractéristique R-I des dispositifs GST et GeTe, avec une représentation de la
répartition des phases du matériau selon l’état du dispositif (caractérisation du CEA LETI).
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2.3.2 Caractérisation expérimentale
La cristallisation étant un processus progressif, il est possible avec des impulsions
courtes de ne cristalliser que partiellement le matériau. Ce processus est en plus cumu-
latif, c’est-à-dire que le taux de cristallisation peut être augmenté graduellement par
une succession d’impulsions de programmation. Ce mécanisme a pour effet d’augmen-
ter progressivement la conductance de la PCM, comme le montre les caractérisations
expérimentales de la figure 2.16, pour les dispositifs d’IBM et des figures 2.17 et 2.18,
pour les dispositifs du CEA LETI. Cela correspond du point de vue d’une synapse à
une augmentation de son poids, ou une potentialisation à long terme – «Long-Term
Potentiation» (LTP). Il est également possible d’obtenir des niveaux de conductance
intermédiaire via l’amorphisation pour émuler une dépression à long terme – «Long-
Term Depression» (LTD), comme le montre la caractéristique R-I de la figure 2.15,
mais de manière non cumulative.
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Figure 2.16 – Caractéristiques expérimentales de LTP pour les dispositifs PCM GST d’IBM




Afin de pouvoir modéliser des millions de synapses PCM dans des réseaux de neu-
rones à grande échelle et ainsi pouvoir évaluer le potentiel d’une technologie synaptique
PCM, une modélisation efficace de son comportement est hautement désirable. Dans
ce but, nous avons introduit le modèle phénoménologique suivant pour modéliser les









où G est la conductance du dispositif et α, β sont des paramètres d’ajustement.
Gmin et Gmax sont respectivement les valeurs minimale et maximale de la conductance
du dispositif. Pour modéliser le changement de conductance ∆G après l’application
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Figure 2.17 – Caractéristiques expérimentales de LTP pour les dispositifs PCM GST. Pour
chaque courbe, une impulsion de RESET (7 V, 100 ns) est d’abord appliquée, suivie de 30
impulsions identiques consécutives de potentialisation (2 V). Les courbes en pointillés montrent
l’ajustement du modèle phénoménologique décrit à l’équation 2.9.
Figure 2.18 – Caractéristiques expérimentales de LTP pour les dispositifs PCM GeTe. Les
courbes en pointillés montrent l’ajustement du modèle phénoménologique décrit à l’équation
2.9.








Ces équations modélisent plutôt bien les mesures faites à la fois sur les dispositifs
GST et GeTe, comme illustré sur les figures 2.17 et 2.18. Ceci est important car la forme
de la courbe de potentialisation peut avoir un impact important sur les performances
du système comme le suggères les travaux en neurosciences computationnels (Rubin
et al., 2001). Pour les dispositifs GST et GeTe, nous avons utilisé un unique jeu de
paramètres α, β, Gmin et Gmax pour différentes largeurs d’impulsions. Le tableau 2.2
liste les valeurs des paramètres pour l’ajustement de courbes avec les données GST et
GeTe des figures 2.17 et 2.18.
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Table 2.2 – Paramètres pour le modèle phénoménologique des courbes de LTP des dispositifs
GST et GeTe.
Paramètre GST (300 ns) GeTe (100 ns)
Gmin (µS) 8.50 8.33
Gmax (mS) 2.3 2.9
α (S/s) 1100 3300
β -3.8 -0.55
Modèle compatible circuit
Afin de pouvoir concevoir un circuit neuronal hybride composé de neurones CMOS
et de synapses PCM, un modèle compatible circuit pour la PCM est nécessaire. Nous
avons développé un tel modèle, qui est spécifiquement conçu pour reproduire correcte-
ment le comportement progressif des expériences de LTP présentées précédemment. Ce
modèle circuit simple, inspiré de (Sonoda et al., 2008), a été développé en VHDL-AMS
et inclus les comportements de LTP et de LTD. Les simulations ont été faites à l’aide du
simulateur mixte analogique/numérique – «Analog and Mixed-Signal» (AMS) de Ca-
dence. La figure 2.20 montre les courbes de LTP simulées pour six largeurs d’impulsion
différentes pour un dispositif GST. Le tableau 2.3 liste l’ensemble des constantes et des
paramètres d’ajustement utilisés dans ce modèle circuit. Le modèle se décompose en
trois parties : électrique, thermique et changement de phase. Pour la partie électrique,
la relation entre le courant et la tension est supposée ohmique :
v = Rgst.i (2.10)
Nous avons préféré ne pas inclure la non-linéarité du courant à forte tension («thre-
shold switching effect») dans ce modèle, car il est avant tout conçu pour émuler le
comportement de LTP durant l’apprentissage dans des réseaux de neurones de grande
taille, où la vitesse de simulation est essentielle. Rgst est la résistance faible champ du
dispositif, qui consiste en la somme de la résistance de la couche GST et de la résistance
des électrodes du dessous et du dessus Rs. La résistance de la couche à changement de
phase est une fonction de la fraction du volume en phase amorphe Ca :
Rgst = Rs +R(1−Ca)0c .RCa0a (2.11)
R0c et R0a correspondent respectivement aux résistances de l’état entièrement cris-
tallisé et entièrement amorphisé. Nous avons utilisé une interpolation logarithmique,
qui est intermédiaire entre les cas série et parallèle (Sonoda et al., 2008), ce qui conduit
au meilleur résultat pour nos dispositifs GST.
La technologie PCM est affectée par le phénomène de dérive de la résistance («re-
sistance drift»). Des relaxations structurelles dans le matériau en phase amorphe pro-
voquent la dérive de sa résistance dans le temps (voir figure 2.19). Cela se produit à
température ambiante, jusqu’à ce que la résistance atteigne une valeur de saturation
(Karpov et al., 2007). Cet effet est d’autant plus marqué que la fraction du volume en
phase amorphe Ca, et donc la résistance de la PCM, est grande. Afin d’évaluer l’impact
de la dérive de la résistance sur la stabilité de l’apprentissage, nous avons inclus une
modélisation comportementale de ce phénomène, qui peut être activé ou non dans la
simulation. Pour ce faire, R0a est remplacé par Ra :
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Figure 2.19 – Mesure expérimentale de la dérive de la résistance PCM dans le temps (Suri
et al., 2011). La première caractéristique (ronds) est obtenue pour une tension de programmation
initiale de 8 V, tandis que la seconde (triangles), pour une tension initiale de 10 V.
où t0 est l’instant auquel le dernier changement de phase a eu lieu (c’est-à-dire la
dernière fois où Tb a atteint Tg).
Dans la partie thermique du modèle, la puissance électrique Pt et la température
du matériau à changement de phase Tb sont liés par l’équation suivante, avec T0 la
température ambiante :
Tb = T0 + Pt.Rtgst (2.13)
La résistance thermique du matériau à changement de phase Rtgst est décrite par
l’équation :
Rtgst = (1− Ca).Rtc0 + Ca.Rta0 (2.14)
où Rtc0 et Rta0 sont les résistances thermiques de l’état entièrement cristallisé et
entièrement amorphisé respectivement. Avec l’augmentation de la tension aux bornes du
dispositif, le courant dans la phase amorphe subit une non-linéarité. A forte tension, la
résistance de la phase amorphe se rapproche de celle de la phase cristalline. La puissance
électrique durant la change de phase est alors essentiellement indépendante du taux de
phase amorphe. La puissance électrique est donc calculée en utilisant la résistance






La partie du modèle changement de phase utilise des équations comportementales.
L’amorphisation a lieu lorsque la température Tb est supérieure à Tm, la température
de fusion. La vitesse d’amorphisation est supposée augmenter linéairement avec la tem-
pérature et est nulle lorsque Tb = Tm, assurant ainsi la continuité avec la vitesse de








lorsque Tb > Tm (2.16)
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La cristallisation est régie par deux mécanismes, la nucléation et la croissance.
La prédominance de l’un sur l’autre dépend du matériau. L’équation modélisant la
vitesse de cristallisation n’inclut pas un modèle séparé pour la vitesse de nucléation
(«nucleation-driven») et un modèle pour la vitesse de croissance («growth-driven»).
L’expression 2.16 se rapproche toutefois d’un modèle de croissance. Elle inclut un terme
C2a car la vitesse de cristallisation dépend typiquement de la surface de l’interface





















lorsque Tb < Tm et Tb > Tg
(2.17)
Ce modèle, avec les paramètres listés dans la tableau 2.3 donne de bons résultats
pour les courbes de LTP, bien que l’ajustement ne soit pas aussi bon que pour le
modèle phénoménologique. Une simulation de l’évolution de la conductance en fonction
de la tension appliquée, avec les mêmes paramètres, est montrée figure 2.20. Bien que
l’ajustement soit moins précis pour des impulsions plus courtes, toutes les courbes de la
figure 2.20 correspondent à un unique jeu de paramètres. Le modèle est donc adapté à de
l’exploration rapide et de la conception simplifiée de circuit où les dispositifs PCM sont
utilisés pour émuler des millions de synapses. Pour référence, le modèle VHDL-AMS
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Figure 2.20 – Gauche : simulation au niveau circuit des caractéristiques de LTP pour les dis-
positifs GST. Droite : simulation au niveau circuit de l’évolution de la conductance en fonction
de la tension appliquée pour les dispositifs GST avec six largeurs d’impulsion différentes.









9 entity model_pcm is
10 generic(
11 -- Electrical model
12 Rs: RESISTANCE:= 100.0; -- Serial resistance (top and bottom electrodes)
13 R0a: RESISTANCE:= 159.0e3; -- Resistance of the fully amorphized state (ohm)
14 R0c: RESISTANCE:= 135.0; -- Resistance of the fully crystallized state (ohm)
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Table 2.3 – Paramètres utilisés pour les simulations de la figure 2.20 avec le modèle semi-
compact de la PCM GST.
Paramètre Valeur Description
Modèle électrique
Rs 100 Ω Résistance série (électrodes d’accès)
R0a 159 kΩ Résistance de l’état entièrement amorphisé
R0c 135 Ω Résistance de l’état entièrement cristallisé
Modèle thermique
Rta0 15.9×103 W/K Résistance thermique de l’état entièrement amorphisé
Rtc0 5.07×103 W/K Résistance thermique de l’état entièrement cristallisé
T0 300 K Température ambiante
Modèle changement de phase
Ea 0.335 Paramètre pour la vitesse de cristallisation haute T°
Eb 5.77×103 Paramètre pour la vitesse de cristallisation basse T°
Tg 380 K Température minimale de cristallisation
Tm 698 K Température de fusion
τa 8.17×10−13 s−1 Taux de cristallisation
τc 1.10×10−6 s−1 Taux d’amorphisation
dr 0.03 Coefficient de dérive
td 0.03 Constante de temps de dérive
15
16 -- Thermal model
17 Rta0: THERMAL_RESISTANCE:= 15.9e3; -- Thermal resistance of the fully
crystallized state (W/K)
18 Rtc0: THERMAL_RESISTANCE:= 5.07e3; -- Thermal resistance of the fully amorphized
state (W/K)
19 T0: TEMPERATURE:= 300.0; -- Ambiant temperature (K)
20
21 -- Phase-change model
22 Ea: POSITIVE_REAL:= 0.335; -- Fitting parameter for crystallization rate
23 Eb: POSITIVE_REAL:= 5.77e3; -- Fitting parameter for crystallization rate
24 Tm: TEMPERATURE:= 698.0; -- Melting point (K)
25 Tg: TEMPERATURE:= 380.0; -- Lowest temperature at which crystallization can
occur (K)
26 tauC: POSITIVE_REAL:= 8.17e-13; -- Crystallization rate (1/s)
27 tauA: POSITIVE_REAL:= 1.10e-6; -- Amorphization rate (1/s)
28 dr: POSITIVE_REAL:= 0.03; -- Drift coefficient
29 td0: POSITIVE_REAL:= 1.0; -- Drift time constant
30
31 -- Behavioral simulation only




36 terminal p: ELECTRICAL;
37 terminal n: ELECTRICAL
38 );
39 end entity model_pcm;
40
41 architecture behavioral of model_pcm is
42 quantity v across i through p to n;
43
44 -- Electrical model
45 quantity Rgst: RESISTANCE; -- Resistance of the phase-change layer (ohm)
46 quantity Ra: RESISTANCE; -- Resistance of the fully amorphized state, with drift (
ohm)
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48 -- Thermal model
49 quantity Pt: HEAT_FLOW; -- Thermal power in the phase-change layer (W)
50 quantity Rtgst: THERMAL_RESISTANCE; -- Thermal resistance of the phase-change layer
(K/W)
51 quantity Tb: TEMPERATURE; -- Temperature of the phase-change layer (K)
52
53 -- Phase-change model
54 quantity Ca: PERCENT_T:= Ca_init; -- Amorphous ratio
55 quantity td: POSITIVE_REAL; -- Drift period (s)
56 begin
57 -- Electrical model --
58 ----------------------
59 Rgst == Rs + (R0c**(1.0 - Ca))*(Ra**Ca);
60 i == v/Rgst;
61
62 -- Drift behavioral modeling
63 Ra == R0a*(((now-td)/td0)**(Ca*dr));
64
65 -- Thermal model --
66 -------------------
67 Pt == v**2/(Rs + R0c);
68 Rtgst == (1.0 - Ca)*Rtc0 + Ca*Rta0;
69 Tb == T0 + Pt*Rtgst;
70
71 -- Phase-change model --
72 ------------------------
73 if (domain=quiescent_domain) use
74 Ca == Ca_init;
75 td == now;
76 else
77 if (Tb’ABOVE(Tm)) use
78 -- Amorphizing
79 Ca’DOT == tanh(10.0*(1.0 - Ca))*(Tb - Tm)/Tm/tauA;
80 td == now;
81 elsif (Tb’ABOVE(Tg)) use
82 -- Crystallizing
83 Ca’DOT == -(Ca**2)*(1.0 - exp(Ea*(Tb - Tm)/Tb))*exp(-Eb/Tb)/tauC;
84 td == now;
85 else
86 Ca’DOT == 0.0;




91 break on Tb’ABOVE(Tm);
92 break on Tb’ABOVE(Tg);
93 end architecture behavioral;
2.4 Conductive-Bridging RAM (CBRAM)
La CBRAM est également appelée «Programmable-Metallization-Cell» (PMC), ou
mémoire à électrolytes solides. Cette technologie est originaire de l’Université d’État
de l’Arizona, qui a monté une «start-up» pour valoriser la technologie en 1996, Axon
Technologies Corporation (Kozicki and West, 1998). Axon Technologies Corporation
a licencié sa technologie à Micron Technology, Inc. en 2002, qui a popularisé la déno-
mination de CBRAM (Kund et al., 2005), puis à Infineon Technologies AG en 2004.
Le brevet original est aujourd’hui cité par plus de 300 brevets, dont les deux tiers ont
été déposés par Micron Technology, Inc. Cette technologie est également développée
par Altis Semiconductor (initialement une coentreprise entre IBM Microelectronics et
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Infineon Technologies), en collaboration avec le CEA. L’une des premières communi-
cations portant sur l’utilisation de cette technologie, publiée par son inventeur, porte
sur l’apprentissage de Hebb dans un réseau de neurones (Swaroop et al., 1998). Les
produits à base de CBRAM tardent à venir sur le marché et aucune puce mémoire de
grande capacité n’a pour l’instant été démontrée. Une EEPROM de 1 Mo basée sur
de la CBRAM est toutefois commercialisée depuis 2011 par Adesto Technologies en
partenariat avec Altis Semiconductor.
Ces travaux ont été publiés en collaboration avec le CEA LETI dans (Suri et al.,
2012).
2.4.1 Description
Parmi les matériaux utilisés pour réaliser l’électrolyte solide on trouve du germa-
nium (Ge) combiné avec des chalcogénures (S, Se, Te) (Kozicki et al., 2005), ou du SiO2
(Schindler et al., 2008). Le principe physique de commutation est la dissolution d’une
électrode soluble (Ag, Cu) dans l’électrolyte (migration de cations), ce qui permet de
créer ou de détruire un pont conducteur par oxydoréduction, selon la polarité de la
tension appliquée au dispositif (voir figure 2.21). La caractéristique statique est donc
généralement bipolaire pour ce type de dispositif, souvent avec une asymétrie entre les
seuils de SET et de RESET, bien que des caractéristiques unipolaires aient également
été observées pour des structures proches (Schindler et al., 2007). Parmi les articles de
revue les plus complets sur le sujet on citera (Waser and Aono, 2007) (pour la partie
migration de cations). Une limite théorique de la taille d’une cellule a été estimée à 2.5














ions à la cathode
Ag+(Ag2S) + e-  Ag
Cu
Figure 2.21 – Mécanisme de commutation bipolaire avec les électrolytes solides : migration
des cations.
La structure des dispositifs CBRAM utilisés dans nos travaux, qui comprend un
transistor de sélection pour le contrôle du courant, est schématisée sur la figure 2.22
(structure 1T-1R). La commutation se fait par migration des cations Ag+ dans la
couche GeS2, qui se déchargent sur l’électrode inerte en tungstène (W) pour former un
filament conducteur (SET). L’inversion du champ électrique provoque la dissolution du
filament (RESET). Une commutation binaire sans transistor de sélection est possible,
mais la programmation multi-niveaux nécessite de pouvoir contrôler le diamètre du
filament conducteur, ce qui se fait en limitant le courant durant la formation de celui-ci
(Palma et al., 2012). Ainsi, dans le cadre d’une utilisation en tant que synapse, une
LTP progressive est difficile à réaliser. Pour ce faire, il faut adapter la tension de grille
du transistor de contrôle au niveau de conductance désiré. Cet effet n’est pas non plus
cumulatif, ce qui signifie que pour augmenter graduellement le poids de la synapse,
il est nécessaire d’adapter cette tension de contrôle en fonction de l’état précédent de
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celle-ci. Une LTD progressive est quant à elle est encore plus difficile à obtenir du fait













Figure 2.22 – Structure d’un dispositif CBRAM avec son transistor de sélection (1T-1R) et
image SEM de l’élément CBRAM (à droite).
2.4.2 Caractérisation expérimentale
La caractéristique quasi-statique du dispositif est bien bipolaire, avec une asymétrie
sur les seuils de tension de SET et de RESET, comme illustré sur la caractéristique de
gauche de la figure 2.23. La caractéristique de droite montre la programmation multi-
niveaux de la CBRAM avec son transistor de limitation du courant. Elle est obtenue
en augmentant progressivement la tension de grille du transistor, comme illustré dans
l’encart de la figure.
Figure 2.23 – Gauche : caractéristique I-V quasi-statique du dispositif CBRAM, mettant en
évidence le fonctionnement bipolaire de celui-ci. Droite : programmation multi-niveaux de la
CBRAM par contrôle du courant avec le transistor de sélection. Les données simulées sont
issues de (Suri et al., 2012) (le rayon du filament conducteur pour les différents niveaux de
conductivité est indiqué sur la figure).
La non cumulativité de la CBRAM pour la programmation multi-niveaux ne permet
à priori pas de résoudre le «bottleneck» de Von Neumann inhérent à l’apprentissage
synaptique. Mais les caractéristiques de cette technologie restent excellentes pour de la
programmation binaire, qui reste donc intéressante pour l’implémentation de synapses
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binaires. La CBRAM présente en outre une autre caractéristique à la fois très pénali-
sante pour de la mémoire numérique et potentiellement intéressante pour des synapses :
une commutation stochastique intrinsèque. Cette stochasticité pose une contrainte im-
portante sur les conditions de programmation utilisées pour en faire une cellule mé-
moire. Celles-ci doivent en effet être suffisamment fortes, en termes d’amplitude et de
durée de tension de programmation, pour garantir qu’une commutation ait lieu dans
100% des cas. La figure 2.24 montre que la probabilité de commutation diminue lorsque
les tensions de SET et de RESET sont réduites. Sur 1000 cycles de commutation, il est
par exemple possible de régler la tension de SET pour n’avoir qu’une chance sur deux
de passer à l’état ON.
Figure 2.24 – Gauche : probabilités de SET et de RESET du dispositif en fonction de la tension
de programmation (conditions relâchées par rapport à la programmation binaire). Droite :
illustration de la commutation stochastique pour un dispositif CBRAM.
2.5 Resistive RAM (RRAM ou ReRAM)
La RRAM est également appelée OxRRAM, ou mémoire à oxydes métalliques. La
CBRAM est parfois incluse dans cette dénomination, tandis que le terme plus générique
de «mémoire résistive» comprend généralement les deux. Parmi les articles de revue
les plus complets sur le sujet on citera (Lin et al., 2008; Sawa, 2008) pour les oxydes
de pérovskite, (Yu et al., 2012) pour les oxydes binaires et (Waser and Aono, 2007)
pour la partie migration d’anions. Il reste difficile de parler de la technologie RRAM
compte tenu de la multitude de dispositifs et de matériaux différents présentés comme
tel. Tout le monde ne s’accorde pas non plus sur les mécanismes de commutation
dans ces dispositifs, qui dépendent des matériaux utilisés. Pour ajouter à la confusion,
certains de ces dispositifs sont désormais présentés comme des memristors, suite au
succès rencontré par la publication de Hewlett-Packard (HP) Labs (Strukov et al.,
2008).
2.5.1 Description
Les dispositifs RRAM peuvent être séparés en deux catégories, selon l’oxyde utilisé
pour former la couche isolante de la structure métal-isolant-métal (MIM) : oxyde binaire
ou oxyde de pérovskite.
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Oxyde binaire
L’isolant dans la structure MIM peut être un oxyde binaire métallique (NiO (Baek
et al., 2005; Sato et al., 2008), TiO2, CuO, HfO2, ZrO2, ...). La caractéristique statique
est généralement unipolaire pour ce type de dispositif, mais elle peut également dans
certains cas être bipolaire, pour le même matériau, selon le mécanisme de commutation
privilégié (Jeong et al., 2007). L’explication généralement avancée pour expliquer le
mécanisme de commutation unipolaire est la formation et la destruction d’un filament
conducteur dans l’oxyde via des effets thermiques, comme illustré sur la figure 2.25. La
formation se fait par claquage électronique dans le diélectrique tandis que la destruction
se fait par effet Joule. Il s’agit d’un mécanisme de type «fuse-antifuse», pour lequel
la limitation de courant («current compliance») durant le SET a un impact fort sur
la valeur de la résistance ainsi obtenue (Cao et al., 2009). S’il est possible d’obtenir
plusieurs niveaux de conductance, ce mécanisme n’est à priori pas le plus favorable à
une utilisation en synapse, du fait qu’il ne permet pas facilement d’augmenter ou de
diminuer la valeur de la résistance de manière incrémentale (absence d’effet cumulatif).
Le mécanisme de commutation pourrait en outre être stochastique (Jo et al., 2009b).
Electrode inerte 









par effet JouleForming process
Claquage diélectrique 
partiel
Figure 2.25 – Mécanisme de commutation unipolaire pour les oxydes métalliques : formation
et destruction d’un filament métallique.
Oxyde de pérovskite
L’isolant dans la structure MIM peut être un oxyde ternaire, à structure de pé-
rovskite, de formule générale ABO3 (SrZrO3 (Beck et al., 2000), SrTiO3 (Szot et al.,
2006), ...). L’inconvénient de cette technologie est qu’elle est plus difficile à mettre en
œuvre que les oxydes binaires métalliques (Baek et al., 2004). La caractéristique sta-
tique est généralement bipolaire pour ce type de dispositif. Le mécanisme physique de
commutation le plus souvent reporté pour cette structure est la migration d’anions,
plus précisément d’ions oxygène et leur réaction à l’interface entre l’anode et l’oxyde,
comme illustré sur la figure 2.26.
Ce mécanisme est également observé avec des oxydes binaires et notamment le TiO2.
Ceci est très certainement le cas du memristor de HP Labs. Celui-ci a une structure MIM
Pt/TiO2/Pt, dans laquelle l’oxyde est composé de deux couches, l’une de TiO2 et l’autre
de TiO2-x, déplété en atome d’oxygène et de plus grande conductivité. Le mécanisme
de changement de conduction est attribué à la migration des lacunes d’oxygène, qui a
pour effet de déplacer la frontière entre ces deux couches (Strukov et al., 2008) et/ou
de créer et détruire des chemins conducteurs dans l’oxyde (Do et al., 2009).
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Ti4+ + n.e- Ti(4-n)+
Figure 2.26 – Mécanisme de commutation bipolaire pour les oxydes métalliques : migration
des anions (ou de manière équivalente, migration des lacunes d’oxygène).
2.5.2 Exemples de caractéristiques
Nous présentons brièvement dans cette partie les caractéristiques, pour de la pro-
grammation graduelle, des deux dispositifs les plus populaires pour réaliser des sy-
napses : la nano-synapse de l’Université du Michigan (figure 2.27) et le memristor
TiO2 de HP Labs (figure 2.28). La nano-synapse a été spécialement optimisée pour
une utilisation en tant que synapse. Les dispositifs précédents de la même équipe ont
un fonctionnement binaire (Jo and Lu, 2008), mais également stochastique (Jo et al.,
2009b). Un mélange Ag/Si est pulvérisé dans la couche isolante du dispositif, avec un
gradient de concentration pour l’argent. Le champ électrique appliqué aux bornes du
dispositif a pour effet de déplacer les atomes d’argent pour donner naissance à une zone




























Figure 2.27 – Caractéristiques de la nano-synapse de l’Université du Michigan. Gauche :
évolution de la conductance (mesurée sous 1 V) pour une série d’impulsions de potentialisation
(de -3.2 V). Droite : évolution de la conductance pour une série d’impulsions de dépression (de
2.8 V). La durée des impulsions est de 300 µs. Données expérimentales de (Jo et al., 2010).
L’extraction à partir des données issues de la littérature et la modélisation des ca-
ractéristiques présentés ici ont été publiés dans (Querlioz et al., 2011b). La figure 2.27
montre que la conductance de la nano-synapse peut être à la fois augmentée et diminuée
de manière progressive et cumulative, puisque les caractéristiques sont obtenues pour
une série d’impulsions identiques. Cela fait de ce dispositif un excellent candidat pour
implémenter une synapse, qui peut être renforcée ou affaiblie par une simple impulsion
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Figure 2.28 – Caractéristiques du memristor de HP Labs. Gauche : potentialisation, pour des
impulsions de -1.4 V et -1.25 V. Droite : dépression, pour des impulsions de 4 V, 3.5 V et 3 V.
Données expérimentales de (Pickett et al., 2009).
de tension, sans nécessiter de connaitre son état au préalable. Des caractéristiques simi-
laires sont obtenues pour le memristor, sur la figure 2.28. Les changements de conduc-
tance sont toutefois plus brutaux que pour le dispositif de l’Université du Michigan.
Notamment, la diminution de la conductance est abrupte (contrairement aux autres
caractéristiques, la caractéristique correspondante est tracée en échelle logarithmique).
2.6 Dispositifs à jonction tunnel
Il en existe deux types : les jonctions tunnel magnétiques – «Magnetic Tunnel
Junctions» (MTJs), à la base de la MRAM, et les jonctions tunnels ferroélectriques,
à la base de la mémoire ferroélectrique (FRAM ou FeRAM). Ces dispositifs entrent
également dans la famille des dispositifs memristifs.
Figure 2.29 – Caractéristiques du memristor ferroélectrique de CNRS/Thales, pour une suc-
cession d’impulsions de programmation identiques (Chanthbouala et al., 2012). Évolution de la
résistance de la jonction avec des séquences d’impulsions de différentes amplitudes (à gauche
pour 2.9 V et -2.7 V et à droite pour 3 V et -3 V).
Les MTJs se basent sur la magnétorésistance à effet tunnel – «Tunnel Magneto-
resistance» (TMR), qui apparait lorsque qu’une fine couche isolante est coincée entre
deux matériaux ferromagnétiques (formant ainsi une structure de type MIM). Le cou-
rant passe par effet tunnel à travers la couche isolante. La résistance de celle-ci dépend
de l’orientation relative de l’aimantation des deux couches ferromagnétiques. Des mé-
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moires à base de MRAM ont déjà été réalisées avec succès, par exemple par Toshiba
Corporation : 64 Mo en technologie 65 nm (Tsuchida et al., 2010). Ces dispositifs pour-
raient également être intéressants pour implémenter des neurones (Sharad et al., 2012).
La génération actuelle de MRAM utilise le transfert de spin pour changer l’aimantation
des couches ferromagnétiques (STT-MRAM). En éliminant le recours à un champ ma-
gnétique extérieur pour programmer les jonctions, celle-ci offre de nombreux avantages
et permet notamment une plus grande densité d’intégration.
La structure d’un dispositif ferroélectrique est également de type MIM et le maté-
riau ferroélectrique forme la couche isolante. Le courant passe par effet tunnel à travers
celle-ci. Sa résistance électrique dépend de la polarisation ferroélectrique du matériau.
La figure 2.29 montre une caractérisation synaptique du memristor ferroélectrique ré-
cemment publiée par l’Unité Mixte de Physique CNRS/Thales, qui semble prometteuse
(Chanthbouala et al., 2012).
2.7 Discussion et perspectives
Ce chapitre a présenté les trois technologies qui ont directement été caractérisées et
modélisées dans le cadre de ces travaux, à savoir le NOMFET, la PCM et la CBRAM.
La technologie RRAM devrait faire l’objet des prochaines études en collaboration avec
le CEA LETI, dans la logique de la continuité de l’évaluation des différentes technologies
pour des applications synaptiques. La MRAM est quant à elle le cheval de bataille des
équipes voisines du CNRS/Thales et de l’Institut d’Électronique Fondamentale (IEF)
de l’Université Paris-Sud 11. Cette technologie est également activement développée
par le CEA, via l’entreprise Crocus Technology, fondée en 2004. Toutes ces techno-
logies présentent des caractéristiques intéressantes pour des applications synaptiques.
Leur comparaison est un exercice difficile, car chaque technologie a des avantages et
des inconvénients. Outre leurs caractéristiques synaptiques (nombre de niveaux et pro-
gressivité pour la potentialisation et la dépression), la complexité et la faisabilité de
leur procédé de fabrication à l’échelle industrielle, ainsi que leur intégrabilité et densité
d’intégration dans un circuit, sont autant d’éléments qui peuvent décider de l’avenir
ou non d’une technologie. A noter que seules les technologies PCM et MRAM sont
pour le moment considérées comme matures par l’International Technology Roadmap
for Semiconductors (ITRS) (ITRS, 2011).
Le graphique de la figure 2.30 compare les dispositifs introduits précédemment sur
six critères importants pour des synapses : la taille des cellules, le nombre de niveaux
progressifs en potentialisation et dépression, l’énergie de programmation, la résistance
Ron et le ratio Roff/Ron. Ces deux derniers paramètres doivent être aussi grands que
possible pour limiter la consommation énergétique en lecture et surtout permettre une
intégration dans une matrice de grande taille (Liang and Wong, 2010). Cette compa-
raison se base sur des données réelles de dispositifs expérimentaux publiés et non sur
des extrapolations. Ainsi, il est remarquable de constater que la taille des cellules sur
lesquelles les caractérisations multi-niveaux les plus complètes ont été faites, quelque
soit la technologie, est supérieure à 200 nm. Si de la PCM à 2.5 nm a été démontrée
(Liang et al., 2011) et que la limite théorique pour de la CBRAM est estimée à 2.5
nm (Zhirnov et al., 2011), seuls des comportements binaires ont été pour le moment
observés à ces échelles là.
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Figure 2.30 – Comparaison des différentes technologies pour une application synaptique :
NOMFET (Alibart et al., 2010), PCM (Suri et al., 2011), CBRAM (Suri et al., 2012), RRAM
(Jo et al., 2010) et FRAM (Chanthbouala et al., 2012). Les axes sont normalisés par rapport
au meilleur dispositif et en échelle logarithmique.
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3.1 Introduction
L’évaluation des technologies memristives pour des applications de traitement de
données naturelles pose de nombreuses difficultés, à commencer par la modélisation
des dispositifs. Pour une utilisation synaptique, un modèle doit tenir compte des as-
pects multi-niveaux, cumulatif et stochastique du dispositif. Réaliser un modèle phy-
sique rassemblant correctement tous ces aspects pour chaque technologie est compliqué.
Les mécanismes physiques ne sont pas toujours bien compris et la multiplication des
paramètres physiques rend leur ajustement sur des mesures expérimentales difficile.
Alors qu’il existe des modèles très complets pour la mémoire à changement de phase
– «Phase-Change Memory» (PCM) par exemple, un modèle semi-physique a été in-
troduit dans le chapitre précédent principalement pour cette raison. Pour les autres
technologies, un modèle comportemental, ou fonctionnel, permet d’émuler avec préci-
sion la ou les caractéristiques désirées, pour certaines conditions de programmation (par
exemple amplitude et durée des impulsions de tension) déterminées à l’avance. Avec le
«Nanoparticle-Organic Memory Field Effect Transistor» (NOMFET), nous avons mon-
tré que cette approche est efficace pour développer rapidement un modèle performant
pour de l’exploration architecturale. Elle nécessite toutefois d’avoir accès aux dispositifs
expérimentaux pour réaliser les caractérisations à inclure dans le modèle. La recherche
des conditions de programmation optimales pour l’application envisagée se fait alors
par cycles caractérisation-modélisation-simulation.
Démontrer la faisabilité d’un système de traitement de données naturelles basé sur
ces modèles de dispositifs synaptiques suppose de pouvoir à la fois explorer les applica-
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tions possibles et valider leur implémentation matérielle. La grande quantité de données
(connaissance à priori) nécessaire pour réaliser de la détection ou de la reconnaissance
d’objets suppose d’une part de pouvoir simuler efficacement des systèmes comprenant
des millions de synapses pour être capable de mettre au point des applications inté-
ressantes. D’autre part, une implémentation au niveau circuit est indispensable pour
évaluer les performances réelles d’un tel système. Malgré cette contrainte, il est vite ap-
paru que des simulations même fonctionnelles dans des langages de description matériel
ne permettent pas de passer à l’échelle au niveau applicatif, en termes de performance
et de productivité, ce qui m’a poussé à réaliser un outil de simulation de haut niveau
pour l’exploration architecturale et applicative : le simulateur Xnet, présenté dans la
première partie. En parallèle, la topologie en réseau de neurones et le codage de l’in-
formation impulsionnel ont motivé le développement d’une interface Python utilisant
les outils de simulation de Cadence. Cette interface, présentée dans la deuxième partie,
facilite la création au niveau circuit de réseaux complexes et la génération des signaux
d’entrée adaptés.
3.2 Simulateur évènementiel Xnet
3.2.1 Justification et objectifs
Pour simuler des systèmes pour l’extraction de motifs audio ou vidéo, l’apprentis-
sage, la reconnaissance et le suivi d’objets, les langages de description matériel tels que
VHDL (IEEE, 2008) ou SystemC (IEEE, 2006) ne fournissent pas un niveau d’abstrac-
tion suffisant pour une exploration architecturale rapide et performante, qui implique
généralement d’adapter la topologie du réseau, les paramètres neuronaux ou la règle
d’apprentissage selon la tâche à effectuer. A l’opposé, les simulateurs de réseaux de neu-
rones populaires dans la communauté des neurosciences tels que Neuron (Carnevale and
Hines, 2006), Brian (Goodman and Brette, 2008) ou NEST (Gewaltig and Diesmann,
2007) peuvent procurer un haut niveau d’abstraction. Cependant, ils ne permettent pas
d’intégrer facilement des contraintes liées au matériel ou manquent de flexibilité pour
implémenter des fonctionnalités spécifiques pour le niveau applicatif.
3.2.2 Principe de fonctionnement
Xnet est conçu pour permettre la simulation d’architectures neuromorphiques im-
pulsionnelles de grande échelle efficacement, avec un contrôle total de tous les détails
d’implémentation des modèles de synapse et de neurone. Le simulateur est implémenté
en C++11 (ISO, 2011), pour ses bonnes performances et ses capacités de programma-
tion bas niveau. Le cœur de Xnet peut essentiellement être vu comme une combinaison
entre un gestionnaire d’évènements et un jeu d’objets de base fournissant les fonction-
nalités génériques pour la construction de modèles et de la topologie du réseau.
Traitement des évènements
Le moteur de simulation évènementiel de Xnet est décrit dans la figure 3.1 :
1. Les évènements sont triés par leur horodatage, avec le conteneur standard file
de priorité de la bibliothèque standard C++ – «Standard Template Library»
(STL). L’évènement en haut de la file est donc le prochain évènement programmé
qui doit avoir lieu dans le temps virtuel du simulateur. Un évènement est défini
par l’adresse du nœud d’origine qui l’a généré, l’adresse du nœud de destina-
tion et son horodatage virtuel. En plus, celui-ci contient un identifiant de type,
utile lorsque plusieurs types d’évènements sont requis par les nœuds du réseau.
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Figure 3.1 – Traitement des évènements dans Xnet. Le prochain évènement programmé est
traité par son nœud de destination dans la routine incomingSpike() (1), qui peut générer des
évènements internes au nœud (2) qui sont insérés dans la file de priorité (3). Les évènements
internes sont traités dans la routine emitSpike() (4), qui peut émettre des évènements vers ses
nœuds de sortie en appelant la routine propagateSpike() de ceux-ci (5).
Lorsque l’adresse de destination est connue, la routine incomingSpike() du nœud
de destination est appelée.
2. Le routine incomingSpike() traite l’évènement. Dans le cas d’un simple neurone
«Leaky integrate-and-fire» (LIF), le poids synaptique de la connexion est ajouté
à l’intégration du neurone (les connexions entrantes sont stockées dans un conte-
neur associatif standard de type std::unordered_map<Node*, Synapse*>, contenant les
adresses des nœuds d’origine et l’adresse de leur objet Synapse associé, contenant
l’état de la synapse). Si l’intégration du neurone atteint le seuil, un nouvel évène-
ment est créé et inséré dans la file de priorité. Lorsqu’il ne contient pas d’adresse
vers un nœud de destination (NULL), celui-ci est considéré comme un évènement
interne au nœud courant. Les évènements en attente de traitement dans la file
de priorité sont annulables. Cela est utile pour des modèles de neurone plus com-
plexes où des évènements doivent être prédis et dont la prédiction peut changer
en fonction d’évènements intermédiaires.
3. Les évènements sont traités dans l’ordre jusqu’à ce que l’évènement précédemment
inséré se retrouve en haut de la file.
4. Si l’évènement n’a pas été annulé et comme il s’agit d’un évènement interne, la
routine emitSpike() du nœud d’origine est appelée.
5. La routine emitSpike() traite les évènements internes et créé les évènements vers
les nœuds de sortie en appelant la routine propagateSpike(). propagateSpike() dans
le nœud de sortie permet d’implémenter par exemple un délais de propagation
pour la synapse, ou de modéliser des formes d’impulsions plus sophistiquées (voir
la section 3.2.3).
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Les nœuds du réseau héritent tous du même objet de base, Node, qui fourni une inter-
face minimaliste pour le simulateur, incluant les routines propagateSpike(), incomingSpike
() et emitSpike(). Les nœuds d’entrée du réseau sont de type NodeEnv et ceux-ci peuvent
directement propager des impulsions vers leurs enfants en appelant incomingSpike(). Les
modèles de neurone héritent normalement de l’objet de base NodeNeuron (lui-même hérité
de Node), qui fournit des interfaces communes par exemple pour l’inhibition, la recons-
truction des poids synaptiques, l’activité, etc... D’autres types de nœuds peuvent être
créés, par exemple pour de la synchronisation, autorisant ainsi une grande flexibilité
dans la description du réseau.
Modèle de base d’un neurone LIF
Dans cette section, l’explication théorique précédente est transposée à l’implémen-
tation concrète d’un modèle de neurone LIF. Le listing 3.1 présente le code C++
minimaliste (et dépouillé de certaines lourdeurs syntaxiques) du neurone, avec inhi-
bition latérale, période réfractaire et «Spike-Timing-Dependent Plasticity» (STDP).
On y retrouve les 3 routines de base nécessaires pour le traitement des évènements :
propagateSpike(), incomingSpike() et emitSpike(). La fonction propagateSpike() implémente
le délais synaptique delay, stocké dans l’objet Synapse et donc propre à chaque synapse.
La fonction incomingSpike() met à jour l’instant d’activation de la synapse (temps pré-
synaptique), utilisé par la règle d’apprentissage STDP. Elle met également à jour le
potentiel de membrane du neurone (intégration) en y ôtant la valeur correspondante à
la fuite depuis la dernière activation du neurone. Enfin, si celui-ci n’est pas en période
réfractaire, le poids de la synapse est ajouté au potentiel de membrane. Si le potentiel
de membrane est supérieur au seuil, un évènement est créé. Cet évènement est traité
dans emitSpike(), qui remet l’intégration à zéro, calcule la période réfractaire, applique
STDP aux synapses, inhibe les autres neurones et propage l’impulsion post-synaptique
vers les neurones de sortie.
Le tableau 3.1 récapitule la liste des paramètres synaptiques et neuronaux consti-
tuant une simulation de base dans Xnet. La plupart des paramètres se rapportant aux
synapses forment des couples (valeur moyenne, écart type) pour modéliser la variabilité
inhérente aux dispositifs memristifs. Ceux-ci sont de la forme Weight*.
Listing 3.1 – Implémentation d’un modèle de neurone LIF avec inhibition latérale, période
réfractaire et STDP. La fonction stdp() met à jour le poids de la synapse suivant la règle
d’apprentissage.
1 void NodeNeuron::propagateSpike(Node* origin, Time_T timestamp) {
2 Synapse* synapse = mLinks[origin];
3 newEvent(origin, this, timestamp + synapse->delay);
4 }
5
6 void NodeNeuron::incomingSpike(Node* origin, Time_T timestamp) {
7 Synapse* synapse = mLinks[origin];
8 synapse->lastSpike = timestamp;
9
10 // Leak
11 mIntegration*= exp(-(timestamp - mLastSpikeTime)/mLeak);
12 mLastSpikeTime = timestamp;
13
14 if (timestamp >= mRefractoryEnd) {
15 // If not in refractory period:
16 // Integrate incoming spike
17 mIntegration+= synapse->weight;
18
19 if (mIntegration >= mThreshold)
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20 // Fire!




25 void NodeNeuron::emitSpike(Time_T timestamp) {
26 // Reset interation
27 mIntegration = 0.0;
28
29 // Enter refractory period
30 mRefractoryEnd = timestamp + mRefractory;
31
32 // STDP
33 for (auto it = mLinks.begin(), itEnd = mLinks.end(); it != itEnd; ++it) {
34 Synapse* synapse = (*it).second;
35 stdp(synapse, timestamp - synapse->lastSpike)
36 }
37
38 // Lateral inhibition
39 for_each(mLateralBranches.begin(), mLateralBranches.end(), bind(&lateralInhibition,
_1, timestamp));
40
41 // Propagate spikes to child nodes




45 void NodeNeuron::lateralInhibition(Time_T timestamp) {
46 if (mRefractoryEnd < timestamp + mInhibitRefractory)
47 // Add inhibition time to refractory period
48 mRefractoryEnd = timestamp + mInhibitRefractory;
49 }
Construction d’une topologie de réseau
Bien que les nœuds peuvent être instanciés et connectés individuellement pour for-
mer n’importe quelle topologie, la structure de base pour créer un groupe de neurones
dans Xnet est l’objet Xcell. Celle-ci implémente un groupe de neurones complètement
connectés à leurs entrées avec une inhibition latérale globale. L’inhibition latérale peut
être de n’importe quelle forme, la plus simple étant un «Winner-Take-All» (WTA)
entre tous les neurones de la Xcell. Comme Xnet est avant tout destiné à l’implémen-
tation matérielle, l’architecture canonique d’une Xcell est un «crossbar» de dispositifs
synaptiques memristifs, comme illustré sur la figure 3.2.
Plusieurs Xcell peuvent être groupées dans un objet Layer pour simplifier la concep-
tion de grands réseaux. Les entrées d’un Layer peuvent être distribuées entre ses Xcell
pour permettre l’apprentissage concurrent de sous-motifs spatialement localisés dans
les stimuli d’entrée. Dans le cas de la modélisation d’applications de traitement en vi-
sion, les Xcell dans un Layer peuvent être automatiquement distribués et connectés à
différentes parties de l’image d’entrée pour former des macro-blocs, ou macro-pixels,
qui peuvent par exemple apprendre des champs récepteurs locaux.
Les objets Xcell et Layer permettent de faire des manipulations de groupe sur les
neurones en une seule opération, comme la modification des paramètres neuronaux ou
synaptiques, la sauvegarde ou le chargement de l’état des neurones et des synapses,
etc...
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Table 3.1 – Paramètres de base d’une simulation Xnet.
Paramètre du modèle Type Description
WeightsMinMean Weight_T Poids minimal moyen des synapses
WeightsMinStdDev double Écart type sur les poids minimaux
WeightsMaxMean Weight_T Poids maximal moyen des synapses
WeightsMaxStdDev double Écart type sur les poids maximaux
WeightsInitMean Weight_T Poids initial moyen des synapses
WeightsInitStdDev double Écart type sur les poids initiaux
WeightIncrementMean Weight_T Incrément moyen du poids lorsque la synapse
subit une LTP
WeightIncrementStdDev double Écart type sur les incréments du poids
WeightIncrementDamping double Coefficient d’amortissement lors de l’incrément
du poids (STDP multiplicative)
WeightDecrementMean Weight_T Décrément moyen du poids lorsque la synapse
subit une LTD
WeightDecrementStdDev double Écart type sur les décréments du poids
WeightDecrementDamping double Coefficient d’amortissement lors du décrément
du poids (STDP multiplicative)
IncomingDelayMean Time_T Temps de propagation moyen des synapses
IncomingDelayStdDev Time_T Écart type sur le temps de propagation
EmitDelayMean Time_T Délai moyen à l’émission du neurone
EmitDelayStdDev Time_T Écart type sur le délai moyen à l’émission
Threshold double Valeur initiale du seuil du neurone
StdpLtp Time_T Durée de la LTP
Leak Time_T Terme de fuite du neurone (constante de temps)
Refractory Time_T Période réfractaire du neurone après son déclen-
chement (intégration bloquée)
InhibitRefractory Time_T Période réfractaire du neurone après que celui-ci

















Figure 3.2 – Structure de base pour un groupe de neurones (Xcell), qui peut implémenter une
inhibition latérale. Gauche : vue topologique. Droite : vue planaire du «crossbar» d’éléments
synaptiques équivalent.
Génération des stimuli d’entrée
Les nœuds d’entrée du réseau (NodeEnv) peuvent gérer divers types de stimuli exté-
rieurs via l’objet Environment, résumés sur la figure 3.3. Les images statiques et les stimuli
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audio peuvent être codés temporellement pour émuler des capteurs de type rétine ou co-
chlée artificielle. Des données évènementielles, de type «Address-Event Representation»
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Figure 3.3 – Stimuli d’entrée possibles : données AER (readAer()), images statiques (readFrame
()), signal audio (readCochlea()). Les étapes de pré-traitement et de codage temporel peuvent
être adaptées pour émuler des capteurs matériels ou des unités de pré-traitement.
3.2.3 Études de cas
Dans cette partie, plusieurs exemples de simulations au niveau système effectuées
avec Xnet sont présentées. Ils montrent la polyvalence du simulateur en intégrant di-
verses contraintes matérielles comme la durée des impulsions de tension, l’inhibition
latérale, la modélisation système et comportementale de mémoire à changement de
phase et l’implémentation d’opérateurs arithmétiques à l’aide d’un réseau de neurones
impulsionnels.
Modélisation d’impulsions de durée non nulle
Bien que Xnet soit un simulateur évènementiel, simuler des impulsions de largeur
non nulle est possible, sans la pénalité sur les performances qu’impliquerait l’intro-
duction de pas de temps dans la simulation. La prise en compte de la largeur des
impulsions est essentielle pour se rapprocher d’un niveau de modélisation électrique et
faire le lien avec les simulations au niveau circuit. Pour se faire, les évènements dans
Xnet possèdent un type et chaque nœud dans le réseau peut définir ses propres types.
La figure 3.4 montre schématiquement comment un nœud simulant des impulsions de
durée non nulle sur ses synapses peut être implémenté. Cela se fait avec l’introduction
de deux types d’évènement, EventOn et EventOff, correspondant respectivement au front
montant et au front descendant de l’impulsion. Au niveau des performances du simu-
lateur, le doublement du nombre d’évènements pour la modélisation des impulsions a
logiquement pour effet de multiplier par deux environ le temps de simulation.
Ce type de modèle est implémenté dans la classe NodeNeuron_FirstOrder, qui a été
utilisée pour plusieurs publications (Querlioz et al., 2011a) (Querlioz et al., 2012a).
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#dest->propagateSpike(#origin, t)
...
newEvent(#origin, #dest, t, EventOn)








Figure 3.4 – Principe de la modélisation d’une impulsion de durée non nulle dans Xnet. Les
évènements de type EventOn et EventOff modélisent respectivement le front montant et le front
descendant de l’impulsion.
Extraction non supervisée de motifs
Dans cet exemple, nous simulons le développement de sélectivité pour un groupe
de 10 neurones recevant des évènements d’une rétine 128×128 pixels, sensible aux va-
riations relatives d’intensité lumineuse au niveau du pixel. Les neurones implémentent
une forme spéciale de STDP, qui augmente le poids des synapses associées aux entrées
activées juste avant l’impulsion post-synaptique et diminue le poids de toutes les autres
synapses. Lorsque testé sur une séquence de 10 minutes de trafic sur une autoroute,
le système développe des neurones sélectifs aux trajectoires des véhicules. Nous pré-
senterons en détail cette simulation au chapitre «Étude d’architectures neuro-inspirées
nouvelle génération pour le traitement de données naturelles», avec une étude du sys-
tème complet constitué de deux couches de neurones et une analyse de la tolérance au
bruit et à la variabilité.
Ce système peut être facilement simulé avec Xnet à l’aide du programme 3.2.
D’abord, un Environment est instancié, avec deux filtres à l’échelle 1.0 (= 128×128) qui
seront automatiquement mis en correspondance avec les deux types d’évènement gé-
nérés par la rétine (changements de luminosité positifs et négatifs (Lichtsteiner et al.,
2008)). Une Xcell contenant 10 neurones avec des paramètres réglables est créée et
connectée aux nœuds d’entrée de l’Environment. La séquence AER est ensuite lue par
l’Environment et la simulation est démarrée (run()). Un Monitor permet d’enregistrer et
de tracer l’activité des neurones, comme illustré sur la figure 3.5.
Listing 3.2 – Extraction de trajectoires de véhicules à partir d’un enregistrement AER.
1 Network net;
















18 for (unsigned int n = 0; n < 8; ++n) {
19 for (unsigned int i = 0; i < 85; ++i) {
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Figure 3.5 – Données en sortie d’une simulation typique. (a) Activité pour les 10 nœuds de
sortie. (b) État interne de l’intégration d’un neurone. (c) Nombre d’activations pour les 10
nœuds de sortie. (d) Reconstruction des poids synaptiques pour un neurone de sortie.
Modélisation d’un système basé sur la PCM
L’étude de cas suivante présente l’implémentation de l’exemple précédent avec des
dispositifs PCM pour les synapses. Le système complet est détaillé dans le chapitre
«Implémentations matérielles sur des technologies memristives». Comme seule l’aug-
mentation de la conductance des PCM est progressive avec des impulsions de tension
identiques (voir figure 3.6(a)), un système utilisant deux dispositifs PCM par synapse
a été inventé et simulé avec Xnet (figure 3.6(b)). Pour chaque connexion, l’état synap-
tique est stocké dans un objet spécifique Synapse_PCM, hérité de l’objet de base Synapse,
qui contient deux jeux complets de paramètres pour le modèle comportemental de la
figure 3.6(a).
Modélisation d’opérateurs logiques
Bien que cela sorte du cadre de ces travaux, Xnet a également été utilisé avec succès
pour simuler des fonctions logiques implémentées avec des réseaux de neurones impul-
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Figure 3.6 – Aperçu de la modélisation d’un système basé sur la PCM. (a) Interpolation de la
caractéristique expérimentale des dispositifs (augmentation de la conductance du dispositif en
fonction du nombre d’impulsions de tension appliquées). (b) Modèle de la synapse 2-PCM. (c)
Variabilité simulée des dispositifs PCM sur 100 cycles de potentialisation. (d) Diagramme des
opérations de rafraichissement telles qu’implémentées dans Xnet.
sionnels. Il a notamment permis de simuler une fonction transformée de Fourier rapide
– «Fast Fourier Transform» (FFT) sur des vecteurs d’entrée de taille 256, constituée
d’un peu plus de 40 000 neurones (Gasnier, 2011). Le codage de l’information est fré-
quentiel. Ce travail a été effectué par des collaborateurs au Laboratoire d’électronique
des technologies de l’information du Commissariat à l’énergie atomique et aux énergies
alternatives (CEA) (CEA LETI).
3.2.4 Comparaison avec les simulateurs existants
Xnet ne se destine pas à simuler des systèmes biologiques, contrairement aux si-
mulateurs pour les neurosciences, qui eux ne sont pas prévus pour simuler du matériel
neuromorphique. Le simulateur Brian (Goodman and Brette, 2008) intègre toutefois
de plus en plus de fonctionnalités tournées dans ce sens. Dans sa version 1.3 (sortie
en février 2011), il est possible d’émuler approximativement l’application d’extraction
de motifs, à partir d’un enregistrement AER, telle qu’implémentée dans Xnet. Cela
demande d’utiliser des fonctionnalités expérimentales du simulateur. En outre, il n’est
pas possible de remettre à zéro le potentiel de membrane des neurones via l’inhibition
latérale, mais cette limitation est partiellement contournée en bloquant la contribution
des impulsions pré-synaptiques à l’intégration des neurones durant leur période d’inhi-
bition. Le potentiel de membrane des neurones revient alors à des valeurs proches de
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zéro à la fin de l’inhibition grâce au terme de fuite. Le listing 3.3 contient le code Brian
pour la simulation d’extraction de trajectoires de véhicules présenté dans la section
précédente.
Listing 3.3 – Extraction de trajectoires de véhicules à partir d’un enregistrement AER avec
Brian.
1 # Simulation parameters
2 parNbPass = 8
3 parNbNeuronsL1 = 60
4
5 # Synaptic parameters
6 WeightsMinMean = 0.001 * brian.volt
7 WeightsMaxMean = 1.0 * brian.volt
8 WeightsInitMean = 0.8 * brian.volt
9 WeightsInitStdDev = 0.16 * brian.volt
10 WeightIncrementMean = 0.1 * brian.volt
11 WeightDecrementMean = 0.05 * brian.volt
12
13 # Neural parameters
14 Threshold = 50.0 * brian.volt
15 StdpLtp = 15 * brian.ms
16 Refractory = 50 * brian.ms
17 InhibitRefractory = 10 * brian.ms
18 Leak = 200 * brian.ms
19
20 env = brian.experimental.neuromorphic.AERSpikeGeneratorGroup("/local/xnet_data/dvs/
events20051221T014416␣freeway.mat.dat", relative_time=False)
21
22 def lessOrEqual(inh, inhLim):
23 return 1.0*(inh <= inhLim)
24
25 inhLim = math.exp(-1.0) * brian.volt
26 eqs = """
27 dsyn/dt = -syn/1.0e-3 : volt
28 dinh/dt = -inh/InhibitRefractory : volt
29 dv/dt = (-v+syn*lessOrEqual(inh, inhLim))/Leak : volt
30 """
31 l1 = brian.NeuronGroup(N=parNbNeuronsL1, model=eqs, threshold=Threshold, reset=0.0 *
brian.volt, refractory=Refractory)
32
33 winit = WeightsInitMean + WeightsInitStdDev*numpy.random.randn(len(env), len(l1))
34 synapses = brian.Connection(env, l1, ’syn’, weight=winit)
35 inhibition = brian.Connection(l1, l1, ’inh’, weight=1.0 * brian.volt)
36
37 eqsStdp = """
38 tPre : second
39 tPost : second
40 wUpdate : volt
41 """





44 monitorL1 = brian.SpikeMonitor(l1)
45 net = brian.Network(env, l1, synapses, inhibition, monitorL1)
46
47 for n in xrange(0, parNbPass):
48 for i in xrange(0, 85):
49 print "Learning␣from␣%d␣␣s␣to␣%d␣s␣(pass␣%d)" % (i, i+1, n+1),
50 nspikes = monitorL1.nspikes
51 net.run(1 * brian.second)
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52 print "␣␣␣[%d]" % (monitorL1.nspikes - nspikes)
53
54 net.reinit()
En termes de performances, les deux implémentations ont été comparées pour des
simulations de réseaux de taille identique avec la même séquence en entrée. La confi-
guration par défaut du simulateur Brian est utilisée (pour référence, la documentation
indique que l’activation de l’ensemble des optimisations, ce qui inclut l’utilisation de
code C compilé, peut résulter en un gain d’environ 30%). Les résultats du tableau 3.3
mettent bien en évidence les différences entre la simulation évènementielle et la simu-
lation par pas de temps. Avec un pas de temps de 0.1 ms, Brian est plus d’une fois et
demi plus lent que Xnet pour simuler un réseau de 60 neurones et pas loin de 2 millions
de synapses, tandis qu’il devient près de 3 fois plus rapide en multipliant le nombre
de neurones et de synapses par 5. Le fait de multiplier par 5 le nombre de synapses
multiplie par 5 le nombre d’évènements et la simulation prend logiquement 5 fois plus
de temps avec Xnet. Ce résultat peut sembler finalement défavorable pour Xnet. Mais
avec un pas de temps de 0.1 ms, la résolution temporelle de la simulation Brian est as-
sez faible. Elle est tout juste suffisante par rapport aux constantes de temps du réseau,
le pas de temps se rapprochant de 1% de la durée de la période de potentialisation à
long terme – «Long-Term Potentiation» (LTP) de STDP. Une faible résolution peut
en outre faire facilement apparaitre des effets de bord tels que l’activation simultanée
de plusieurs neurones malgré l’inhibition latérale, car elle ne permet pas de modéliser
les délais aléatoires de propagation des synapses, ni les délais à l’émission des neu-
rones. Ainsi, Xnet redevient plus de deux fois plus performant pour 300 neurones si la
résolution temporelle de Brian est augmentée d’un ordre de grandeur, à 0.01 ms. La
résolution temporelle des évènements dans Xnet est quant à elle fixée arbitrairement à
1 fs.
Table 3.3 – Performances comparées entre Xnet et Brian. Le nombre de synapses est de 1 966
080 pour 60 neurones et de 9 830 400 pour 300 neurones. Xnet traite en moyenne 2 millions
d’évènements par seconde.
Simulation Temps d’exécution Conso. mémoire (max)
Xnet (60 neurones) 148 s (×1.0) 601 Mo (×1.0)
Brian (60 neurones, ∆T = 0.1 ms) 249 s (×1.68) 967 Mo (×1.61)
Brian (300 neurones, ∆T = 0.1 ms) 312 s (×2.11) 2425 Mo (×4.03)
Xnet (300 neurones) 855 s (×5.78) 2743 Mo (×4.56)
Brian (300 neurones, ∆T = 0.01 ms) 2000 s (×13.5) 2472 Mo (×4.11)
3.3 Modélisation et simulation au niveau circuit
Nous proposons dans cette partie une méthodologie pour faire de la simulation de
circuit et de l’analyse de résultats dans un contexte neuronal, ce pour quoi les outils de
conception assistée par ordinateur (CAO) pour les circuits intégrés sont inadaptés. Pour
ce faire, le langage de programmation Python est utilisé pour préparer les simulations
et les analyser.
Le type d’architecture que l’on cherche à concevoir et à valider au niveau circuit
est en effet radicalement différent des architectures de traitement classiques. Les mé-
thodes de test numériques usuelles, consistant à vérifier les données générées en sortie
de l’algorithme implémenté - ou du programme exécuté - sur le circuit, ne permettent
pas facilement de vérifier les résultats issus d’un apprentissage, qui sont variables et
non déterministes du fait du traitement analogique de l’information sur des dispositifs
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aux paramètres fortement variables et intrinsèquement stochastiques. La génération des
vecteurs de test pour de l’apprentissage est également compliquée par la quantité de
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Figure 3.7 – Flot pour la simulation hybride nano-dispositif memristif/CMOS avec Python et
Cadence.
Pour pallier à ces difficultés et faciliter la conception d’une architecture hybride
nano-dispositif memristif/«Complementary Metal Oxide Semiconductor» (CMOS), un
flot de simulation développé en Python utilisant les outils de simulation de Cadence a
été développé (représenté sur la figure 3.7). Celui-ci reprend le concept introduit dans
la section 2.2.4 pour le NOMFET et remplace Matlab par Python, qui a l’avantage
d’offrir un modèle de programmation objet et de disposer de meilleures interfaces pour la
manipulation de données non numériques (fichiers texte par exemple). L’interface entre
Python et Cadence est rendu possible par la commande irun. Cet utilitaire, fourni par
Cadence, permet de lancer des simulations multi-langage (Verilog, VHDL, SystemC...)
et multi-environnement (analogique, numérique, mixte) en une seule commande, qui
peut prendre en entrée l’ensemble des fichiers sources et options de configuration pour
la simulation.
3.3.1 Présentation des langages de description matériel utilisés
Pour réaliser des simulations de circuits mixtes analogique/numérique, les deux lan-
gages de description matériel universels sont Verilog-AMS et VHDL-AMS. Ils disposent
globalement des mêmes fonctionnalités et du même support sur les principaux simula-
teurs mixte analogique/numérique – «Analog and Mixed-Signal» (AMS). Il est possible
dans une même simulation d’instancier des modèles dans les deux langages de manière
transparente. Contrairement à Verilog, VHDL sépare la déclaration et l’implémentation
d’une entité, ce qui facilite beaucoup la description et la simulation d’une architecture
sur plusieurs niveaux de granularité. Cela permet de concevoir l’architecture en partant
de sa description fonctionnelle de haut niveau jusqu’à son implémentation au niveau
transistor. Cette méthodologie est illustrée sur la figure 3.8. VHDL permet également
pour chaque entité de créer des configurations, spécifiant quelles architectures utiliser
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pour les entités plus bas dans la hiérarchie. Ainsi, la sélection des branches à simuler sur



















Figure 3.8 – Méthodologie de conception d’une architecture en partant d’un modèle à haut
niveau d’abstraction pour arriver au niveau transistor par raffinement successif, avec le langage
VHDL-AMS.
3.3.2 Exemple de co-simulation Python/Cadence
Dans cette partie, nous nous proposons de simuler le mécanisme d’apprentissage
STDP sur des dispositifs PCM, en implémentant au niveau circuit le mécanisme de
programmation qui est décrit dans le chapitre «Implémentations matérielles sur des
technologies memristives». Le modèle semi-physique de la PCM introduit avec la pré-
sentation de la technologie est utilisé.
Pour référence, l’implémentation se décompose en 8 fichiers VHDL :
– model_pcm.vhms : modèle semi-physique d’un dispositif PCM ;
– neuron_ctrl.vhd : machine d’état globale contrôlant l’inhibition des neurones ;
– neuron_in_ctrl.vhd : machine d’état d’un neurone d’entrée ;
– neuron_in.vhms : interface analogique d’un neurone d’entrée ;
– neuron_out_ctrl.vhd : machine d’état d’un neurone de sortie ;
– neuron_out.vhms : interface analogique d’un neurone de sortie ;
– xbar_pcm.vhms : matrice de synapses PCM, interfacée avec les neurones d’entrée et
de sortie ;
– cell.vhms : système complet.
Le listing 3.4 montre comment créer une «netlist» Verilog-AMS avec la classe Py-
thon VamsNetlist. La figure 3.9 correspond au schéma équivalent après instanciation des
deux entités U0 et U1. La classe Stimuli permet quant à elle de générer des signaux
logiques en VHDL. En passant par Python pour générer la «netlist» de haut niveau
(«top-level»), la création des signaux d’entrée à partir de données extérieures, comme
une base d’images ou de vidéos, est facilitée (VHDL et Verilog disposent tous deux
de fonctions basiques pour la gestion de fichiers, mais bien trop limitées pour faire du
pré-traitement sur des images par exemple). L’utilisation d’un script simplifie égale-
ment l’automatisation de simulations, pour faire varier des paramètres ou tester un
grand nombre de vecteurs d’entrée. Enfin, il offre un gain de productivité par rapport
à une saisie sur schéma via une interface graphique, pour l’édition des paramètres des
instances ou le changement de la taille des bus d’entrée/sortie notamment.
Listing 3.4 – Génération d’une «netlist» avec un script Python. La création des stimuli d’entrée,
contenu dans la variable stimu, n’est pas détaillée (voir figure 3.10 pour leur représentation
graphique).
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1 # Simulation parameters
2 SizeIn = 4 # Number of input neurons (= size of input stimuli)
3 SizeOut = 1 # Number of output neurons
4 Tclk = 1e-5 # Clock period
5 Tstimu = 1e-3 # Duration of a stimuli
6 StimuliLength = 60 # Number of stimuli presented during learning
7 UpdateLimit = 20 # Number of weight updates on a 2-PCM synapse before a refresh
8
9 # Generate netlist
10 netlist = VamsNetlist.VamsNetlist()
11 netlist.addElectrical("rd_voltage", "wr_voltage", "rst_voltage", "thres_voltage")
12 netlist.addBus("in_event", SizeIn)
13 netlist.addDcSource("Vrd", ["rd_voltage", "gnd"], 0.1)
14 netlist.addDcSource("Vwr", ["wr_voltage", "gnd"], 1.0)
15 netlist.addDcSource("Vrst", ["rst_voltage", "gnd"], 8.0)
16 netlist.addDcSource("Vthres", ["thres_voltage", "gnd"], 3.5e-5)
17 netlist.addInstance("U0", {
18 "clk": "clk", "rst": "rst", "in_event": "in_event", "out_event": "out_event", "
rd_voltage": "rd_voltage", "wr_voltage": "wr_voltage", "rst_voltage": "
rst_voltage", "thres_voltage": "thres_voltage", "ref": "gnd"
19 }, "cell", {
20 "SizeIn": SizeIn, "SizeOut": SizeOut, "Tread": netlist.time(100e-9), "Twrite":
netlist.time(300e-9), "Treset": netlist.time(100e-9), "Tleak": netlist.time
(0.35*Tstimu), "Tltp": 0.35*Tstimu/Tclk, "Tinhibit": 0.35*Tstimu/Tclk, "
UpdateLimit": UpdateLimit
21 })
22 netlist.addInstance("U1", {"clk": "clk", "rst": "rst", "in_event": "in_event"}, "
ctrl_stimu")
23
24 # Generate control stimuli
25 stm = Stimuli.Stimuli("ctrl_stimu")
26 stm.addClock("clk", Tclk)






























Figure 3.9 – Schéma de la «netlist» correspondante au listing 3.4, obtenue avec l’outil SimVi-
sion de Cadence.
La configuration de la simulation se fait avec la classe AmsSimulation, listing 3.5.
Listing 3.5 – Configuration de la simulation et exécution.
1 # Generate simulation
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Enfin, le listing 3.6 montre comment il est possible de récupérer les signaux de la
simulation et de les afficher directement avec Python grâce au module Pylab. Les deux
figures générées par ce script sont montrées figure 3.10 et 3.11.
Listing 3.6 – Récupération des résultats.







8 pylab.subplot(SizeIn + 1, 1, 1)
9 ams.plot("out_event")
10
11 for i in xrange(0, SizeIn):
12 pylab.subplot(SizeIn + 1, 1, i + 2)
13 pylab.hold(True)
14 pylab.plot(Rgst_p[i][0].time, 1.0/numpy.array(Rgst_p[i][0].V), ’r’, Rgst_n[i][0].
time, 1.0/numpy.array(Rgst_n[i][0].V), ’b’)
15 pylab.ylabel("in␣#%d" % (i))
La figure 3.10 montre de haut en bas les stimuli pour les quatre neurones d’en-
trée (pré-synaptiques), le signal d’inhibition et le signal de sortie du neurone post-
synaptique. Trois entrées sur 4 sont activées aléatoirement toutes les millisecondes,
avec une probabilité d’activation de la dernière entrée inférieure de 50% aux 3 autres.
Les synapses ayant activé le neurone sont renforcées avec la règle d’apprentissage STDP,
tandis que celles qui n’ont pas été activées sont affaiblies. Sur la figure 3.11, on vérifie
bien que la dernière synapse voit son poids équivalent diminuer plus rapidement que
les 3 autres, puisqu’elle subit plus souvent une dépression à long terme – «Long-Term
Depression» (LTD), ce qui a pour effet d’augmenter la conductance du dispositif LTD.
Passé une trentaine de présentations de triplets (après 30 ms), seule l’activation rap-
prochée des trois premières entrées déclenche l’activation du neurone, qui est devenu
sélectif au motif le plus probable. Entre 35 et 40 ms, le mécanisme de rafraichissement
des synapses reprogramme les poids synaptiques en minimisant la conductance des
dispositifs PCM. Cette procédure, déjà simulée dans Xnet, peut être étudiée ici avec
un modèle fonctionnel du circuit. Cela constitue un premier pas vers sa validation qui
nécessiterait la conception des blocs analogiques au niveau transistor.
3.4 Discussion et perspectives
Le simulateur Xnet a depuis sa création mi-2010 été utilisé pour les résultats de
9 publications scientifiques (Bichler et al., 2012a,b; Suri et al., 2012; Querlioz et al.,
2012b,a) (Suri et al., 2011, 2012) (Bichler et al., 2011; Querlioz et al., 2011a). Il a éga-
lement été utilisé dans le cadre d’un stage sur l’implémentation d’une FFT avec des
opérateurs neuromorphiques (Gasnier, 2011) et est actuellement utilisé pour un autre
stage à l’Institut d’Électronique Fondamentale (IEF) sur le développement d’architec-
tures à base de jonctions tunnel magnétiques – «Magnetic Tunnel Junctions» (MTJs).
Xnet dispose aujourd’hui d’une assise solide et de nombreuses fonctionnalités pour fa-
ciliter la conception et l’analyse de réseaux de neurones impulsionnels. Il supporte bien
la comparaison avec les simulateurs existants tout en étant le seul à notre connaissance
à réellement se focaliser à la fois sur l’implémentation et l’aspect applicatif pour des
architectures à base de dispositifs memristifs.
La plateforme de co-simulation Python/Cadence et la méthodologie sous-jacente ont
été développées pour faciliter la conception et la validation d’un système de traitement
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Figure 3.10 – Visualisation des signaux d’entrée et de la sortie du neurone pour le système




















































Figure 3.11 – Évolution de la conductance des dispositifs PCM.
de données naturelles complet au niveau circuit, qui aurait été dans un premier temps
mis au point avec Xnet.
A l’heure actuelle, dans le monde, aucun système hybride à base de dispositifs
memristifs de taille conséquente n’a été réalisé avec succès (ou rendu public), malgré
un effort considérable dans le projet SyNAPSE, financé par la Defense Advanced Re-
search Projects Agency (DARPA). La difficulté est en grande partie technologique,
mais aussi méthodologique. La tendance générale des implémentations proposées de
STDP est d’émuler les mesures biologiques dans l’idée de s’affranchir de l’aspect ap-
plicatif, qui est considéré comme acquis de par les capacités cognitives du cerveau
biologique. Les approches explorées, en particulier dans le projet de la DARPA, sont
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donc de type «bottom-up». La méthodologie que nous proposons est au contraire de
type «top-down», puisqu’elle part d’un ensemble d’applications possibles pour aller par
raffinements successifs à un implémentation circuit adaptée à celles-ci. Nous espérons
que cette méthodologie ainsi que les outils associés pourrons être mis en œuvre avec
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4.1 Introduction
Ce chapitre présente en détail trois applications de traitement de données naturelles
étudiées dans ces travaux : l’apprentissage et l’extraction de motifs visuels, de motifs
auditifs et la classification. Nous développons et mettons en œuvre les idées présentées
dans l’introduction et le premier chapitre. Nous montrons comment - et avec quel
codage temporel de l’information - réaliser de l’apprentissage non supervisé de motif
en utilisant la règle d’apprentissage «Spike-Timing-Dependent Plasticity» (STDP). Ce
chapitre répond au premier enjeu majeur évoqué dans l’introduction : montrer que des
applications concrètes sont ainsi réalisables pour le traitement des données naturelles. Il
répond également en partie au troisième enjeu, qui est de démontrer la tolérance de telles
architectures aux variabilités synaptiques. Ce dernier point est essentiel pour envisager
des implémentations sur des dispositifs memristifs, qui à l’échelle nanométrique sont
intrinsèquement fortement variables.
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Les applications présentées dans ce chapitre se veulent être relativement indépen-
dantes vis-à-vis du nano-dispositif memristif utilisé pour implémenter les synapses.
Ainsi, nous préférons dans la suite parler simplement de synapse, plutôt que de dési-
gner explicitement telle ou telle technologie memristive. L’implémentation concrète des
architectures présentées dans ce chapitre sur des nano-dispositifs fait l’objet du chapitre
suivant, «Implémentations matérielles sur des technologies memristives». Dans ce cha-
pitre, nous réintroduisons et réutilisons le modèle déjà utilisé pour les caractéristiques
de potentialisation et de dépression des dispositifs mémoire à changement de phase –
«Phase-Change Memory» (PCM) et mémoire résistive – «Resistive RAM» (RRAM)
(section 2.3.3), comme modèle générique d’évolution du poids synaptique.
4.2 Extraction non supervisée de motifs visuels
La grande majorité des senseurs de vision et des systèmes de traitement associés
fonctionnent à partir d’une capture d’images statiques, chaque image passant dans
l’ensemble de la chaine de traitement. Cependant, pour de nombreuses applications,
notamment liées au mouvement, les images successives contiennent une quantité im-
portante d’information redondante, qui doit tout de même être traitée. Cela a un cout
élevé en termes de puissance de calcul, de temps de traitement et de consommation
électrique. Pour de l’analyse de mouvements, les changements locaux au niveau des
pixels et leur instant d’apparition sont les seules informations vraiment nécessaires, ce
qui peut ne représenter qu’une faible fraction de l’ensemble des données transmises
par un senseur de vision conventionnel. L’élimination de cette information redondante
est d’ailleurs à la base des algorithmes de compression vidéo. Le fait que chaque pixel
d’une image ait le même temps d’exposition contraint également la plage dynamique
et la fréquence d’échantillonnage du capteur.
Les rétines impulsionnelles silicium, qui s’inspirent du fonctionnement des rétines
biologiques, sont une réponse directe à cette problématique. Au lieu d’envoyer des
images, une rétine artificielle utilise l’«Address-Event Representation» (AER) pour
transmettre les impulsions en réponse aux changements locaux temporels et/ou spa-
tiaux (Lichtsteiner et al., 2008; Zaghloul and Boahen, 2004). Dans ces capteurs, éga-
lement appelés senseurs de vision dynamique AER, les adresses des impulsions sont
transmises de manière asynchrone (en temps réel) sur un bus série. Bien que relative-
ment récentes, plusieurs types de rétines impulsionnelles ont déjà été réalisés, avec des
résolutions de l’ordre de 128×128 pixels.
Les avantages indéniables de ces rétines dynamiques du point de vue de la quantité
d’information à traiter les rendent également plus difficile à appréhender, car la plupart
des algorithmes de traitement de la vision classiques ne sont pas exploitables ou sont
inefficaces (Delbruck, 2008). Les convolutions classiques par exemple sont difficiles à
implémenter, car l’activation des pixels est asynchrone et le flot de données AER est
continu. Des réseaux convolutionnels basés sur des impulsions ou de l’AER existent
(Pérez-Carrasco et al., 2010). Les poids des noyaux de convolution sont souvent ap-
pris hors ligne en utilisant une architecture classique à base d’images statiques. Plus
fondamentalement, ces approches se basent sur la fréquence moyenne de chaque pixel,
ignorant ainsi toute l’information contenue dans les instants d’arrivée relatifs entre les
impulsions (Guyonneau et al., 2004).
Pour surpasser ces difficultés, nous proposons une approche qui exploite pleinement
la nature impulsionnelle et asynchrone d’une rétine et capable d’extraire des motifs
visuels complexes, se recouvrant temporellement, de manière robuste et non supervisée.
Nous montrons une nouvelle manière de traiter des stimuli impulsionnels, issus de
scènes réelles enregistrées avec un capteur AER, avec un algorithme de type STDP.
74
CHAPITRE 4. ÉTUDE D’ARCHITECTURES NEURO-INSPIRÉES . . .
4.2. EXTRACTION NON SUPERVISÉE DE MOTIFS VISUELS
Des séquences de mouvements d’objets individuels peuvent être apprises à partir de
séquences complexes avec un réseau de neurones impulsionnels «feedforward» multi-
couches non supervisé. Ces travaux qui s’appuient sur les concepts introduits dans le
premier chapitre (Masquelier et al., 2008), exploitent les temps d’arrivée relatifs des
impulsions et montrent des performances excellentes, en considérant la simplicité et
la nature non supervisée du mécanisme d’apprentissage mis en œuvre. Ces résultats
seront exploités dans le chapitre suivant pour des implémentations matérielles efficaces
avec des dispositifs memristifs.
Ces travaux ont été publiés dans (Bichler et al., 2011) Bichler et al. (2012a).
4.2.1 Méthodologie
Un réseau de neurones impulsionnels faisant de la reconnaissance de motif à partir
de données issues d’une rétine AER est simulé. Pour cela, nous utilisons le simulateur
évènementiel C++ Xnet pour l’ensemble des simulations. La simulation évènementielle
est particulièrement bien adaptée au traitement d’un flux de données AER, contraire-
ment aux simulateurs de réseaux de neurones classiques basés sur des pas de temps, qui
sont généralement plus focalisés sur le réalisme de la modélisation biologique que sur
une simulation matérielle efficace. Notre simulateur est capable de traiter les données
d’une rétine AER 128×128 pixels en quasi temps réel sur un «Central Processing Unit»
(CPU) standard de bureau.
Règle d’apprentissage
La règle d’apprentissage, commune pour l’ensemble des simulations présentées dans
cette section, est une règle STDP simplifiée. Toutes les synapses d’un neurone sont af-
faiblies de la même ampleur lorsqu’elles reçoivent une impulsion post-synaptique. Ceci
à l’exception des synapses qui ont été activées avec une impulsion pré-synaptique un
court instant avant. Celles-ci sont au contraire fortement renforcées, comme illustré sur
la figure 4.3. L’affaiblissement des autres synapses est systématique, qu’elles soient ac-
tivées ensuite ou non et même si elles n’ont jamais été activées avant. Ce comportement
ne peut donc pas être entièrement modélisé avec la fonction «fenêtre» STDP classique
∆w = f(tpost − tpre).
Nous verrons dans la suite que cette règle, dite «simplifiée», a en fait des consé-
quences importantes pour l’apprentissage. Cela est discuté de manière approfondie dans
les sections 4.2.2 et 4.2.3.
Dans le cas d’un renforcement du poids synaptique, ou potentialisation à long terme
– «Long-Term Potentiation» (LTP), la forme générale de l’équation de mise à jour du
poids est la suivante :
∆w+ = α+. exp
(




Dans le cas d’un affaiblissement, ou dépression à long terme – «Long-Term Depres-
sion» (LTD), l’équation est similaire :
∆w− = α−. exp
(




où α+ > 0, β+ ≥ 0, α− < 0 et β− ≥ 0 sont quatre paramètres. w est le poids de
la synapse et peut évoluer entre wmin (> 0) et wmax. En fonction des deux paramètres
β, on peut modéliser une règle de mise à jour des poids purement additive (β = 0) ou
pseudo-multiplicative, ce qui permet de modéliser différents types d’implémentations
matérielles (ou logicielles) (Querlioz et al., 2011b) sans altérer le principe de fonc-
tionnement du processus d’apprentissage proposé. Nous avons montré des exemples de
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Figure 4.1 – Règle d’apprentissage STDP : les synapses subissent une LTP lorsque 0 ≤ tpost−
tpre ≤ TLTP et une LTD sinon.
dispositifs memristifs au chapitre «Technologies mémoires émergentes et memristivité»
pouvant être modélisés avec ce modèle (PCM et RRAM notamment).
Modèle de neurone impulsionnel
Dans notre simulateur évènementiel, un évènement impulsionnel au temps tspike est
modélisé par une impulsion de Dirac δ(t− tspike). Entre deux impulsions, l’intégration






L’état de l’intégration du neurone n’a besoin d’être mis à jour que lors de l’évè-
nement impulsionnel suivant, au temps tspike, où le poids synaptique w de l’impulsion
entrante est ajouté à l’intégration :
u = u. exp
(




Lorsque l’intégration u atteint le seuil du neurone, un nouvel évènement impul-
sionnel est créé et envoyé à l’ensemble des neurones de sortie. L’intégration est alors
réinitialisée à zéro et ne peut plus augmenter avant la fin de la période réfractaire
Trefrac.
Inhibition latérale
Lorsqu’un neurone se déclenche, celui-ci désactive tous les autres neurones durant
une période Tinhibit, durant laquelle aucune impulsion entrante n’est intégrée. Cette
période d’inhibition s’ajoute à la période réfractaire des neurones récemment activés,
dans le cas où Tinhibit < Trefrac. Parce que les neurones fuient, si Tinhibit >> Tleak,
ceux-ci sont complètement réinitialisés après la période d’inhibition latérale.
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Données AER
Ces simulations utilisent les données AER enregistrées avec le capteur TMPDIFF128
DVS (Lichtsteiner et al., 2008) et téléchargées à partir de (DVS128 Dynamic Vision
Sensor Silicon Retina data, 2011) ou générées dans le même format. Un ensemble de
données AER consiste en une liste d’évènements, avec pour chaque évènement l’adresse
du pixel correspondant de la rétine, son temps d’émission et son type. Pour le capteur
TMPDIFF128, un pixel génère un évènement dès que l’intensité lumineuse qu’il re-
çoit atteint un seuil, positif ou négatif. Ainsi, selon le signe du changement d’intensité
lumineuse, les évènements peuvent être de type ON ou de type OFF, correspondant
respectivement à une augmentation ou une diminution de luminosité.
4.2.2 Principe de l’apprentissage
Dans cette section, nous présentons tout d’abord un exemple d’apprentissage simple
de trajectoires de balles à partir d’une séquence AER générée par ordinateur. Nous
passerons à la démonstration d’un apprentissage sur une séquence réelle enregistrée à
partir d’une rétine AER 128×128 pixels dans la section suivante.








t = 0 s t = 100 ms
Ball velocity: 480 pixels/s
Figure 4.2 – Caractéristiques des trajectoires de balles générées par ordinateur, utilisées comme
stimuli d’entrée du réseau. Une balle se déplace dans l’une des 8 directions à la vitesse de
480 pixels/s sur une grille de 16×16 pixels. Les évènements AER sont générés en imitant les
propriétés d’une rétine impulsionnelle artificielle.
Pour la première expérience, nous avons généré par ordinateur 8 séquences AER,
chacune représentant la trajectoire d’une balle dans une direction différente, comme
illustré sur la figure 4.2. Les caractéristiques des données générées sont identiques à
celles enregistrées avec le capteur TMPDIFF128, avec une résolution plus faible de
16×16 pixels. Chaque pixel d’entrée nécessite deux synapses, pour transmettre les évè-
nements de type ON et OFF, ce qui donne un nombre total de 2 × 16 × 16 = 512
adresses d’entrée. Notre réseau de neurones est constitué de 48 neurones de sortie, avec
512 synapses par neurone (voir figure 4.3), chaque synapse étant identifiée par son
évènement correspondant. Une inhibition latérale est également implémentée : chaque
neurone inhibe l’ensemble des autres neurones durant une période Tinhibit lorsqu’il est
activé.
Lorsqu’un neurone se déclenche à l’instant tspike, la STDP augmente le poids des
synapses les plus récemment activées, entre tspike − TLTP et tspike, et diminue le poids
de l’ensemble de ses autres synapses. Cela a pour effet d’augmenter la sensibilité du
neurone au motif spécifique qui a mené à son activation. Il est ainsi plus susceptible
de se déclencher pour un motif similaire, corrélé, dans le futur. Comme le neurone
comprend un terme de fuites, seule la contribution des évènements ayant activé une
majorité de synapses fortement renforcées sur une période courte a des chances d’élever
l’intégration du neurone au-dessus du seuil. Cela assure que le neurone est uniquement
sensible à un motif spécifique, typiquement un groupe d’évènements fortement corrélés
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Figure 4.3 – Topologie du réseau de neurones pour l’extraction de trajectoires partielles. Il
s’agit d’un réseau «feedforwad» avec une couche complètement connecté et une inhibition la-
térale complète, de chaque neurone à tous les autres neurones. Il n’y a donc pas d’inhibition
spatiale spécifique entre les neurones.
temporellement. Les figures 4.4 et 4.5 montrent l’activité du réseau avant et après
apprentissage, respectivement.
    
Figure 4.4 – Les évènements impulsionnels émis par les neurones de sortie (axe vertical)
en fonction du temps (axe horizontal). La direction des trajectoires de balles présentées est
indiquée en haut de la figure. Initialement, le poids des synapses est égal en moyenne à 80% du
poids maximal. Les neurones sont donc très actifs et ne présentent pas de sélectivité pour les
différentes trajectoires, comme cela peut être vu lorsque les 8 stimuli AER sont présentés dans
l’ordre, un toute les 200 ms.
Deux mécanismes assurent un apprentissage compétitif et complémentaire des neu-
rones (Masquelier et al., 2009). Le premier est l’inhibition latérale, qui est fondamentale
pour permettre à plusieurs neurones d’apprendre plusieurs motifs. Sans inhibition la-
térale, tous les neurones finiraient par apprendre le même motif. Le temps d’inhibition
Tinhibit contrôle en fait l’intervalle de temps minimum entre les parties dans lesquelles
une trajectoire peut être décomposée, chaque partie étant apprise par un neurone dif-
férent, comme vu sur la figure 4.6.
Le deuxième mécanisme est la période réfractaire du neurone lui-même, qui permet
avec l’inhibition latérale d’adapter la dynamique de l’apprentissage (et spécifiquement le
nombre de parties utilisées pour décomposer une trajectoire) à la dynamique des stimuli
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d’entrée (la vitesse du mouvement). Si par exemple le mouvement est lent par rapport à
la période d’inhibition, la période réfractaire des neurones assure qu’un neurone unique
ne peut pas remonter une trajectoire entière en se déclenchant de manière répétitive et
en adaptant ses poids aux stimuli d’entrée évoluant lentement. Un tel neurone serait
«glouton», dans le sens où il enverrait continument des trains d’impulsions en réponse
à diverses trajectoires, ne laissant aucune chance aux autres neurones de se déclencher
et d’apprendre quelque chose d’utile.
Après l’apprentissage, on peut désactiver l’inhibition latérale pour vérifier que les
neurones sont suffisamment sélectifs pour ne se déclencher qu’avec le motif qu’ils ont
appris, comme cela peut se déduire de la reconstruction des poids. A partir de ce
moment, même en poursuivant la présentation de stimuli avec STDP activé, l’état de
la plupart des neurones reste stable sans inhibition latérale. Quelques uns s’adaptent
vers d’autres motifs, ce qui est attendu puisque STDP est toujours en action. Mais plus
important, aucun neurone «glouton» n’apparait, qui se déclencherait pour de multiples
motifs sans sélectivité.
    
Figure 4.5 – Après 2000 présentations dans un ordre aléatoire, les 8 stimuli AER sont à
nouveau présentés, un toutes les 200 ms. Maintenant, chaque neurone se déclenche uniquement
pour un morceau de trajectoire particulier.
Les paramètres neuronaux de cette simulation sont résumés dans le tableau 4.1. En
général, les paramètres pour les poids synaptiques ne sont pas critiques pour le méca-
nisme d’apprentissage proposé (voir tableau 4.2). Seules deux conditions importantes
doivent être vérifiées :
1. Dans toutes nos simulations, ∆w+ devait rester supérieur à ∆w−. Dans les pre-
mières phases de l’apprentissage, la LTD est initialement plus forte que la LTP.
Les neurones ne sont pas sélectifs et tous leurs poids synaptiques sont en moyenne
diminués. Toutefois, parce que les poids initiaux sont distribués aléatoirement et
grâce à l’inhibition latérale, les neurones deviennent forcément à partir d’un cer-
tain moment plus sensibles à certains motifs qu’à d’autres. La LTP induite par le
motif préféré doit alors surpasser la LTD induite par les autres motifs, ce qui n’est
pas forcément garanti si ∆w+ est trop faible. D’un autre coté, si ∆w+ est trop
grand, les poids synaptiques ne sont plus diminués en moyenne et les synapses
des neurones ne peuvent pas être suffisamment affaiblies pour permettre à ceux-ci
de devenir sélectifs.
2. On doit avoir ∆w < (wmax − wmin). Toutefois, une haute précision n’est pas
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nécessaire. 4 à 5 bits par poids sont suffisants, puisque dans nos simulations









Figure 4.6 – Reconstruction des poids après apprentissage. Les reconstructions sont ordonnées
du premier au dernier neurone activé pour chaque trajectoire, d’après l’activité reportée sur la
figure 4.5. Le rouge représente les synapses renforcées connectées aux sorties positives (ON) des
pixels et le bleu représente les synapses renforcées connectées aux sorties négatives (OFF) des
pixels. Lorsque les synapses ON et OFF sont toutes les deux renforcées pour un pixel donné,
la couleur résultante est gris clair.
Table 4.1 – Description et valeur des paramètres des neurones pour l’extraction de trajectoires
partielles.
Paramètre Valeur Effet
Ithres 40000 Le seuil affecte directement la sélectivité des neurones. La
valeur maximale du seuil est limitée par TLTP et τleak.
TLTP 2 ms La taille temporelle du morceau à apprendre par un neurone.
Trefrac 10 ms Doit être supérieur à Tinhibit, mais inférieur à la période ty-
pique de répétition du motif appris par le neurone.
Tinhibit 1.5 ms Intervalle de temps minimum entre les morceaux dans les-
quels une trajectoire peut être décomposée.
τleak 5 ms La constante de fuite doit être légèrement supérieure à la
durée typique des motifs à apprendre.
Il est remarquable qu’en moyenne, il y a 1.4 fois plus de neurones activés pour les
trajectoires diagonales que pour les trajectoires horizontales et verticales. Ce chiffre est




Trouver des valeurs optimales pour les paramètres neuronaux Ithres, TLTP , Trefrac,
Tinhibit et τleak peut être une tâche difficile. Toutefois, puisque tous les neurones dans
une même couche partagent les mêmes paramètres, cela ne fait que 5 paramètres diffé-
rents par couche qu’il faut adapter à un type particulier de stimuli. Cette tâche peut être
accomplie efficacement avec un algorithme génétique, à condition que l’activité cible
du réseau puisse être correctement formulée. Pour ce faire, des instances multiples du
réseau de neurones avec des paramètres «mutés» aléatoirement apprennent en parallèle
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Table 4.2 – Moyenne et écart type pour les paramètres synaptiques, pour toutes les simulations
de cette section. Les paramètres sont choisis aléatoirement pour chaque synapse au début des
simulations, en utilisant une distribution normale.
Paramètre Moyenne Écart type Description
wmin 1 0.2 Poids minimum (normalisé).
wmax 1000 200 Poids maximum.
winit 800 160 Poids initial.
α+ 100 20 Incrément du poids.
α− 50 10 Décrément du poids.
β+ 0 0 Saturation à l’incrément.
β− 0 0 Saturation au décrément.
et un score pour chaque instance est calculé à la fin de l’apprentissage. Les paramètres
des instances avec les meilleurs scores sont alors «mutés» à nouveau pour la généra-
tion suivante. Le score est calculé en comparant l’activité de la deuxième couche avec
l’activité de référence obtenue avec un étiquetage à la main de la séquence. Les trains
d’impulsions d’activité sont convolués avec la fonction gaussienne exp
(−(t/τ)2) pour
former un signal continu. La valeur absolue de la différence des signaux résultants, pour
l’activité de sortie du réseau et l’activité de référence, est intégrée et normalisée. Des
paramètres corrects peuvent être obtenus en moins de 10 générations, avec 80 instances
et 8 gagnants par génération, même pour l’apprentissage de motifs complexes dans de
grands réseaux comme celui présenté dans la section suivante. Dans toute cette partie,
les paramètres neuronaux sont obtenus avec une évolution génétique.
4.2.3 Apprentissage de motifs à partir de capteurs de vision dyna-
miques
Figure 4.7 – Illustration du jeu de données utilisé pour l’apprentissage de motifs complexes :
véhicules passant sous un pont sur l’autoroute 210 à Pasadena. Les pixels blancs représentent les
évènements ON et les pixels noirs les évènements OFF. Au centre de l’image, les délimitations
des voies de circulations sont matérialisées avec des lignes en pointillés. Cette séquence AER,
ainsi que plusieurs autres, sont disponibles sur (DVS128 Dynamic Vision Sensor Silicon Retina
data, 2011).
Dans cette section, nous montrons comment le mécanisme d’apprentissage intro-
duit précédemment peut être utilisé pour extraire des trajectoires plus complexes, se
recouvrant dans le temps, directement à partir d’une rétine AER. Le stimulus utilisé
dans cette partie a été enregistré à partir du capteur TMPDIFF128 DVS par le groupe
de Tobi Delbruck et est disponible sur (DVS128 Dynamic Vision Sensor Silicon Re-
tina data, 2011). Il représente des véhicules passant sous un pont sur l’autoroute 210
à Pasadena. La séquence dure 78.5 s, contient 5.2M évènements avec une fréquence
d’évènement moyenne de 66.1k évènements par seconde. La figure 4.7 montre un rendu
de la séquence obtenu avec le logiciel jAER (jAER Open Source Project, 2011), qui
accumule les évènements pendant une courte durée pour former une image. Compter le
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nombre de véhicules passant sur chaque voie de circulation en regardant la séquence à
l’œil nu est une tâche pratiquement impossible, car il n’y a pas de repère autre que le
















Figure 4.8 – Topologie du réseau de neurones pour l’apprentissage de trajectoires complexes,
directement à partir de données enregistrées avec le capteur AER. Il s’agit d’un réseau de type
«feedforward», de deux couches, complètement connecté, avec de l’inhibition latérale, de chaque
neurone vers tous les autres neurones. Il n’y a pas d’inhibition spatialement localisée entre les
neurones. La couche du bas représente le capteur AER et n’est pas considérée comme une
couche du réseau de neurones.
Le réseau de neurones utilisé pour cette simulation est décrit à la figure 4.8. Il s’agit
d’un réseau de type «feedforward», de deux couches, complètement connecté, avec 60
neurones sur la première couche et 10 neurones sur la seconde. Le nombre total de
synapses dans ce système est de 2×128×128×60 + 60×10 = 1 966 680. Chacune des
couches peut être implémentée avec un ou plusieurs «crossbar» de dispositifs memristifs.
Deux stratégies d’apprentissage ont été successivement testées dans la suite, toutes
les deux complètement non supervisées. Dans la première, qui peut être appelée ap-
prentissage «global», les deux couches apprennent simultanément, l’inhibition latérale
étant toujours activée. Dans la deuxième stratégie, seule la première couche est active
dans une première étape. Une fois que les trajectoires apprises sont stables, l’inhibition
latérale est supprimée et STDP est désactivée pour cette couche. La deuxième couche
n’est autorisée à apprendre qu’après cette étape et l’inhibition latérale est également
supprimée après apprentissage. Dans cette stratégie, il n’y a plus d’inhibition latérale
du tout dans le réseau après que chaque neurone se soit spécialisé et nous montrerons les
avantages de cette méthode pour l’extraction exhaustive de trajectoires se recouvrant
temporellement.
Apprentissage global
Dans la première stratégie d’apprentissage, les deux couches apprennent en même
temps et l’inhibition latérale est toujours active. Si l’on ne considère que la première
couche, cette expérience est identique à la précédente avec les trajectoires des balles. Il
est remarquable que, malgré le fait que les trajectoires se recouvrent continuellement
dans le temps, le trafic étant plutôt dense, le mécanisme d’apprentissage décrit pré-
cédemment arrive toujours à extraire les morceaux de trajectoires associés avec une
seule voie de circulation, comme le confirme la reconstruction des poids de la première
couche sur la figure 4.9. Parce qu’il n’y a pas de corrélation particulière entre les temps
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1st lane 2nd lane 3rd lane 4th lane 5th lane 6th lane
Figure 4.9 – Reconstruction des poids synaptiques de la première couche après apprentissage
de la séquence des véhicules. Il y a 60 neurones et chacun d’eux est sélectif à un morceau de
trajectoire spécifique pour seulement une voie de circulation. Le rouge représente les synapses
renforcées connectées à la sortie positive (ON) des pixels et le bleu représente les synapses
renforcées connectées à la sortie négative (OFF) des pixels. Lorsque les synapses ON et OFF
sont toutes les deux renforcées pour un même pixel, la couleur résultante est gris clair.
de passage des véhicules sur les différentes voies de circulation, deux groupes de sy-
napses appartenant spatialement à deux voies de circulation différentes ne peuvent pas
rester tous les deux renforcés en moyenne. Grâce aux conditions initiales et à l’inhibi-
tion latérale, le neurone devient nécessairement de plus en plus sélectif à l’un des deux
groupes. La LTP renforce alors l’un des groupes plus que l’autre, quelles que soient
les autres synapses activées en même temps, qui subiront en moyenne une LTD parce
qu’elles ne sont pas corrélées temporellement. Si le seuil est suffisamment haut pour
autoriser une bonne sélectivité du neurone, les véhicules activant ce groupe de synapse
seront au bout d’un moment suffisant pour déclencher le neurone la plupart du temps.
Cela ne fonctionne que si la LTD est systématiquement appliquée aux synapses qui
ne subissent pas une LTP, même celles qui n’ont pas reçu d’impulsion pré-synaptique.
Ainsi, le mécanisme STDP classique, modélisé avec l’équation ∆w = f(tpost − tpre)
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échoue pour réaliser cette tâche, car il n’est pas possible avec cette règle simple de
diminuer le poids des synapses dont l’instant d’activation n’est justement pas corrélé
avec l’impulsion post-synaptique.
Une alternative pourrait être d’utiliser des synapses avec fuite pour obtenir le même
effet avec la STDP classique. En effet, les synapses qui ne seraient pas continuellement
renforcées lors de l’activation du neurone seraient constamment affaiblies grâce à la
fuite. Dans ce cas, la sélectivité du neurone pour un motif particulier pourrait être
maintenue tant que ce motif apparait de manière régulière dans les simuli d’entrée,
émulant ainsi une mémoire à court terme. Cette approche est toutefois moins efficace
à implémenter logiciellement et est difficile à obtenir avec les nano-composants synap-
tiques non volatiles. Elle introduit également une contrainte temporelle inutile entre la
dynamique des stimuli d’entrée (durée temporelle et espacement entre les trajectoires)
et la constante de temps de fuite des synapses.
En utilisant le même mécanisme, une seconde couche de neurones complètement
connectée à la première est capable d’apprendre des trajectoires complètes à partir des
trajectoires partielles extraites avec la première couche. Avec les paramètres appropriés
(voir tableau 4.3), cette seconde couche peut identifier des voies de circulation complètes
en recombinant des trajectoires partielles. L’activité de sortie de cette couche peut être
utilisée pour compter le nombre de véhicules passant sur chaque voie de circulation,
comme le montre le tracé de l’activité de la figure 4.10. Le taux de détection va de 47%
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Figure 4.10 – Détection des véhicules sur chaque voie de circulation après apprentissage, avec
la stratégie d’apprentissage globale. L’activité de référence, obtenue avec un étiquetage à la
main, est comparée avec l’activité du meilleur neurone de la seconde couche pour la voie de
circulation correspondante (numéroté de 1 à 6). L’activité de référence se situe en bas de chaque
encart (en bleu) et l’activité en sortie du réseau est en haut (en rouge).
Le graphique de l’activité et la reconstruction des poids sont calculés après que
la séquence AER d’entrée de 78.5 s ait été présentée 8 fois. Cela correspond à un
temps réel d’apprentissage d’approximativement 10 minutes, après quoi l’évolution des
poids synaptiques est faible. Il est notable qu’après seulement une présentation de la
séquence, un début de spécialisation de la plupart des neurones est déjà apparent sur
la reconstruction des poids et la majorité de trajectoires visibles à cette étape restent
stables jusqu’à la fin de l’apprentissage.
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Table 4.3 – Paramètres des neurones pour l’apprentissage de motifs complexes. Un jeu de
paramètres différent est utilisé selon la stratégie d’apprentissage (global ou couche par couche).
Paramètre Apprentissage global Apprentissage couche par couche
1ère couche 2ème couche 1ère couche 2ème couche
Ithres 500000 1500 1060000 2240
TLTP 12 ms 300 ms 14.7 ms 46.5 ms
Trefrac 300 ms 250 ms 517 ms 470 ms
Tinhibit 50 ms 100 ms 10.2 ms 182 ms
τleak 450 ms 300 ms 187 ms 477 ms
Taux recon. 47% to 100% / voie 98% en tout
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Figure 4.11 – Détection des véhicules sur chaque voie de circulation après apprentissage, avec
la stratégie d’apprentissage optimisée couche par couche. L’activité de référence, obtenue par
étiquetage manuel (en bleu) est comparée à l’activité du meilleur neurone de la seconde couche
pour la voie de circulation correspondante (numéroté de 1 à 6) - en rouge.
Comme nous l’avons montré pour l’apprentissage de trajectoires partielles de balles,
l’inhibition latérale n’est plus nécessaire lorsque les neurones sont spécialisés. En fait,
l’inhibition latérale n’est même pas désirée, puisqu’elle peut empêcher des neurones
légitimes de se déclencher lors de trajectoires se recouvrant temporellement. Cela n’em-
pêche toutefois pas l’apprentissage à condition que la séquence soit suffisamment longue
pour pouvoir considérer que les trajectoires à apprendre ne sont pas temporellement
corrélées. Ce mécanisme, qui est fondamental pour permettre un apprentissage compé-
titif, est donc également la cause de performances médiocres en terme de détection de
trajectoires après que l’apprentissage ait convergé. En conclusion, plus un neurone est
sélectif, moins il a besoin d’être inhibé par ses voisins.
La figure 4.11 montre l’activité des neurones de sortie lorsque l’inhibition latérale
et la STDP sont désactivées après l’apprentissage, sur la première couche, puis sur la
seconde. La reconstruction des poids de la seconde couche est également représentée sur
la figure 4.12. Celle-ci est obtenue en calculant la somme pondérée des reconstructions
de la première couche, avec les poids synaptiques correspondant pour chaque neurone
de la seconde couche. La durée en temps réel d’apprentissage est de 10 minutes par
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couche, ce qui correspond à 20 minutes au total. Une détection quasiment exhaustive
des trajectoires est possible. Le réseau apprend à détecter les véhicules passant sur
chaque voie de circulation d’une manière totalement non supervisée, avec seulement
10 paramètres réglables en tout pour les neurones et sans avoir programmé le réseau
de neurones pour effectuer une quelconque tâche. Nous sommes capables de compter
les véhicules passant sur chaque voie de circulation avec une précision particulièrement
bonne, simplement parce qu’il s’agit d’une conséquence de l’extraction de motifs tem-
porellement corrélés. Sur 207 véhicules passant sur les six voies durant les 78.5 s de la
séquence, seuls 4 véhicules sont ignorés, avec un total de 9 faux positifs, correspondant
essentiellement à des camions activant les neurones deux fois ou des véhicules circulant
au milieu de deux voies. Cela nous donne un taux de détection très bon de 98% sans
même qu’un réglage fin des paramètres ne soit requis.
1st lane 2nd lane 3rd lane 4th lane 5th lane 6th lane
Figure 4.12 – Reconstruction des poids pour la seconde couche après l’apprentissage couche par
couche (obtenue en calculant la somme pondérée des reconstructions de la première couche, avec
les poids synaptiques correspondant pour chaque neurone de la seconde couche). Les neurones
de la seconde couche associent plusieurs neurones de la première couche se déclenchant pour des
successions de morceaux de trajectoire très rapprochées pour permettre une détection robuste
de manière complètement non supervisée.
Si l’inhibition latérale est supprimée après apprentissage, mais que STDP reste
active, nous avons observé que les motifs principaux extraits avec la première couche
restent stables, comme cela était le cas pour l’apprentissage des trajectoires de balles.
Toutefois, les neurones sensibles à la même voie de circulation finissent par apprendre
le même morceau de trajectoire. Notre hypothèse est que la constante de temps de
fuite est trop longue comparée à la période d’inhibition pendant l’apprentissage, ce qui
signifie que même après apprentissage, l’inhibition latérale empêche les neurones de
remonter les morceaux de trajectoires si STDP reste active.
Extraction spatialement localisée et combinaison de motifs
Dans la topologie du réseau précédent, la première couche est complètement connec-
tée au capteur AER, résultant en un nombre total de synapses de 1 966 680. En effet,
il n’était pas nécessaire de contraindre spatialement les entrées des neurones pour au-
toriser un apprentissage compétitif de motifs localisés. Pour des applications pratiques
toutefois, il n’est pas très réaliste d’avoir pratiquement 30 000 synapses pour chaque
motif à extraire (un par neurone). C’est pourquoi des approches plus hiérarchiques sont
préférables (Wersing and Körner, 2003) et nous allons en introduire une dans ce qui
suit. La rétine est divisée en 64 carrés de 8 par 8, de 16×16 pixels chacun, ce qui fait
64 groupes de neurones. L’inhibition latérale est restreinte à chaque groupe, comme
illustré sur la figure 4.13. Avec 4 neurone par groupe, il y a au total 8×8×4 + 10 =
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Figure 4.13 – Topologie du réseau de neurones pour l’apprentissage spatialement localisé,
directement à partir de données enregistrées à partir d’un capteur AER. La première couche
consiste en 64 groupes indépendants, chacun connecté à une partie différente du capteur avec
4 neurones par groupe, au lieu de neurones complètement connectés à la rétine.
En utilisant la méthode d’apprentissage couche par couche introduite précédem-
ment, on obtient des taux de détections similaires (> 95% en tout), mais avec dix fois
moins de synapses et un temps de simulation réduit (plus rapide que le temps réel) car
il y a moins de neurones par pixel. Les paramètres d’apprentissage sont donnés dans la
tableau 4.4. Tous les neurones des groupes de la première couche partagent les mêmes
paramètres.
Table 4.4 – Paramètres des neurones pour l’extraction du sous-motifs (stratégie d’apprentissage
couche par couche).
Paramètre 1ère couche 2ème couche
Ithres 60000 2000
TLTP 6 ms 70 ms
Trefrac 700 ms 300 ms
Tinhibit 100 ms 450 ms
τleak 100 ms 250 ms
Taux recon. > 95% en tout
Quelques statistiques sur l’apprentissage sont également données dans le tableau
4.5, pour le système multi-groupes et le système complètement connecté de la partie
précédente. Il montre que la fréquence de mise à jour des poids synaptiques (c’est-à-dire
la fréquence post-synaptique) est de l’ordre de 0.1 Hz et la fréquence pré-synaptique
moyenne est sous les 2 Hz. De plus, ces fréquences sont indépendantes de la taille du
réseau. Les fréquences moyennes pour la deuxième couche sont également similaires,
mais, à cause du nombre réduit de synapses pour la topologie multi-groupes, le nombre
total d’évènements est plus de dix fois plus faible. Ces chiffres sont relativement proches
de ce qui peut se trouver dans les réseaux de neurones biologiques. La faible fréquence
des impulsions dans ce type de réseaux de neurones est remarquable, au regard de la
tâche de détection complexe réalisée. Elle est un bon indicateur du potentiel de mise
à l’échelle et de la haute efficacité de l’association de capteurs de vision dynamiques
et de réseaux de neurones impulsionnels pour ce type de tâche, comparé à l’analyse
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synchrone de mouvement classique, image par image.
Table 4.5 – Statistiques d’apprentissage, pour la durée complète de l’apprentissage (8×85 =
680 s), pour le nouveau réseau, comparé à la topologie complètement connectée. Les nombres
d’évènements de lecture par synapse dépendent uniquement des stimuli et sont donc identiques,
contrairement au nombre total d’évènement de lecture.
/synapse (moy.) /synapse/s Total
1ère couche (multi-groupes)
Evt. de lecture 1270 1.86 166M
Evt. de LTP 8.18 0.012 1.07M
Evt. de LTD 81.6 0.12 10.7M
1ère couche (complètement connecté)
Evt. de lecture 1270 1.86 2.490M
Evt. de LTP 7.61 0.011 15M
Evt. de LTD 244 0.36 481M
2ème couche (complètement connecté)
Evt. de lecture 309 0.45 185k
Evt. de LTP 4.94 0.0073 2.96k
Evt. de LTD 103 0.15 61.8k
Formation de champs récepteurs
Dans la dernière expérience qui suit, nous avons utilisé la même topologie de ré-
seau pour extraire des champs récepteurs à partir d’une séquence de type «marche
dans l’environnement» 1 (où contrairement aux expériences précédentes, l’observateur
se déplace au lieu d’être immobile). La séquence ne contient aucun motif qui se répète
continument à l’échelle globale, pourtant la plupart des neurones au niveau des groupes
deviennent sélectifs à différentes formes, de la simple ligne verticale ou d’un rond à des
motifs plus complexes, comme vu sur la figure 4.14. Ces formes rappellent des champs
récepteurs observés en biologie dans la couche V1, ou générés par plusieurs algorithmes
d’apprentissage automatique (Wimbauer et al., 1994).
Figure 4.14 – Reconstructions des poids pour quelques neurones de la première couche, après
l’apprentissage d’une séquence de type «marche dans l’environnement». Bien qu’il n’y ait pas
de motif se répétant à l’échelle globale, des motifs locaux émergent.
1. Conduite dans Pasadena vers la poste. Disponible sur (DVS128 Dynamic Vision Sensor Silicon
Retina data, 2011).
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4.2.4 Robustesse et immunité au bruit
Dans cette partie, nous montrons que notre processus d’apprentissage est remarqua-
blement tolérant à la variabilité synaptique, même lorsque de la variabilité au niveau
des neurones est également ajoutée. Des paramètres neuronaux exacts ne sont donc
pas requis. Cela montre que le réseau est robuste et ne nécessite pas un réglage fin de
ses paramètres pour fonctionner (ce qui est également un critère d’évaluation pour une
règle d’apprentissage «pratique»). Nous montrons également la tolérance extrême au
bruit et au «jitter», à des niveaux bien supérieurs aux données déjà bruitées enregis-
trées à partir du capteur AER. En outre, l’analyse de la robustesse et de l’immunité au
bruit est particulièrement importante si l’on considère une implémentation matérielle
de la règle d’apprentissage proposée sur les nano-dispositifs synaptiques.
Table 4.6 – Statistiques du taux de détection sur 100 simulations, avec une dispersion de 20%
pour tous les paramètres synaptiques. La dispersion est définie comme l’écart type par rapport
à la valeur moyenne.
Voies apprises Véhicules manqués† Total (%)
≤ 10 79
Cinq premières > 10 et ≤ 20 10
> 20 2
Seulement quatre ≤ 10 9
†Sur les voies apprises 100
Table 4.7 – Statistiques du taux de détection sur 100 simulations, avec une dispersion de 10%
pour tous les paramètres neuronaux, en plus d’une dispersion de 20% pour tous les paramètres
synaptiques.
Voies apprises Véhicules manqués† Total (%)
Toutes les six ≤ 20 1
≤ 10 51
Cinq premières > 10 et ≤ 20 21
> 20 5
Cinq (autres) ≤ 10 3
≤ 10 16
Seulement quatre > 10 et ≤ 20 1
> 20 2
†Sur les voies apprises 100
Variabilité synaptique
Le tableau 4.6 résume les résultats en terme de véhicules manqués pour un lot de
100 simulations, où une dispersion de 20% a été appliquée à l’ensemble des paramètres
synaptiques : wmin, wmax, winit, α+ et α− (β+ = β− = 0). Ceci est une variabilité
considérable : 20% des synapses ont un poids maximum supérieur ou inférieur de 25%
à la valeur maximale moyenne. Sur 100 simulations, 9 ont échoué à apprendre plus de
4 voies de circulation, mais même lorsque deux voies ne sont pas apprises, le taux de
détection sur les autres reste supérieur à 95%. Il n’y a jamais eu plus de 10 faux positifs
en tout sur les voies apprises. La sixième voie de circulation n’est jamais apprise. Il
s’agit de la voie la plus difficile à identifier, car les véhicules passant sur celle-ci (tout à
droite de la rétine) activent moins de pixels au cours de leur trajectoire que sur les autres
voies et le nombre total de véhicules passant sur cette voie est également plus faible. En
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conséquence, comme l’activité impulsionnelle sur la voie 6 est au moins 50% plus faible
que sur les autres, il est vraisemblable qu’en fonction des conditions initiales ou une
valeur critique de certains paramètres, aucun neurone ne soit capable de suffisamment
renforcer les synapses correspondantes pour devenir exclusivement sélectif à cette voie.
En effet, la figure 4.9 montre un exemple spécifique où toutes les voies de circulation
ont été apprises et seuls 3 neurones sur 60 parviennent à devenir sélectifs à la dernière
voie.
Variabilité neuronale
Un nouveau lot de 100 simulations a été effectué, cette fois-ci avec une dispersion
supplémentaire de 10% appliquée à tous les paramètres neuronaux du tableau 4.3,
pour les deux couches. Les résultats du tableau 4.7 sont encore bons pour 75% des
simulations et très bons pour 50% d’entre elles, si on ignore la sixième voie. Dans les
pires cas, quatre voies sont apprises. Il est notable que les voies 4 et 5 sont toujours
correctement apprises, avec toujours plus de 90% des véhicules détectés dans toutes les
simulations. Cela est du au fait que ces voies sont facilement identifiables (contrairement
aux voies 1 et 6) et subissent le plus de trafic (le double que sur les voies 2 et 3). De
meilleurs résultats pourraient être possibles avec des séquences AER plus longues, sans
même considérer la possibilité d’augmenter la résolution du capteur.
Bruit et «jitter»
La robustesse au bruit et au «jitter» du mécanisme d’apprentissage proposé a éga-
lement été évaluée. Du bruit blanc ajouté à la séquence (de manière à ce que 50% des
impulsions de la séquence soient aléatoires) et 5 ms de «jitter» ajouté n’ont eu pra-
tiquement aucun impact sur l’apprentissage de la séquence. Bien que seules les cinq
premières voies de circulation soient apprises, essentiellement pour les raisons décrites
précédemment, il y a moins de 5 véhicules manqués et 10 faux positifs avec les pa-
ramètres du tableau 4.3. Cela montre encore une fois qu’un système basé sur STDP
fonctionne sur des données extrêmement bruitées sans nécessiter de filtrage particulier.
4.3 Détection de motifs auditifs dans du bruit
Dans cette partie, nous montrons comment la méthodologie et les résultats obtenus
pour l’apprentissage de motifs visuels peuvent être transposés pour l’apprentissage de
motifs auditifs. De même que pour la rétine, le codage de l’information dans l’oreille
humaine, qui a lieu dans la cochlée, est très différent de l’échantillonnage classique
utilisé en traitement du signal. Les algorithmes de reconnaissance de la parole se rap-
prochent en revanche, au niveau du pré-traitement, du fonctionnement de la cochlée.
Typiquement, le pré-traitement consiste à extraire des tranches de quelques dizaines de
millisecondes de signal et y appliquer une transformée de Fourier pour obtenir un vec-
teur codant l’amplitude du signal à plusieurs fréquences. Ce vecteur est alors comparé
à un ensemble de vecteurs prototypes, ou plus généralement à un modèle statistique
dans le cas des chaines de modèle de Markov caché – «Hidden Markov Model» (HMM),
pour identifier les mots et la parole.
La construction de ces vecteurs prototypes se fait par apprentissage et les modèles
de réseaux de neurones classiques se sont déjà révélés très performants pour l’extraction
de motifs auditifs de bas niveau, utilisés en amont de HMM (Bengio et al., 1992). Les
réseaux de neurones statiques ne permettent toutefois pas de modéliser de manière sa-
tisfaisante des motifs complexes contenant des dépendances temporelles (Bengio et al.,
1992). Les motifs de bas niveau sont en effet extraits à partir de tranches de signal de
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courte durée (10 ms), qui sont supposées quasi-stationnaires. Des réseaux impulsion-
nels, exploitant le codage temporel de l’information, pourraient lever cette limitation.
En outre, une implémentation memristive efficace éliminerait le goulot d’étranglement
lié à l’accès aux données.
Pour démontrer le potentiel d’une telle implémentation, nous proposons un modèle
simple constitué d’un unique neurone équipé d’un apprentissage de type STDP. Nous
montrons que celui-ci est capable d’expliquer la formation rapide de la mémoire auditive
chez l’être humain pour du bruit blanc. Nous nous référons pour cela aux expériences
psychoacoustiques de (Agus et al., 2010), qui sont parmi les premières à mettre en
évidence cette capacité à apprendre du bruit, et montrent que la mémoire ainsi acquise
peut durer des semaines. Avec ce modèle, nous obtenons des résultats en termes de
capacité et temps d’apprentissage compatibles avec ceux observés lors de ces expériences
psychoacoustiques. Celui-ci s’avère même capable d’expliquer certaines invariances en
détection non triviales, tel que l’invariance à la direction du temps du motif audio.
4.3.1 Méthodologie
Nous simulons un neurone impulsionnel faisant de l’extraction d’un motif répétitif
dans du bruit. Pour cela, nous utilisons le simulateur évènementiel C++ Xnet pour
l’ensemble des simulations. Une boite à outils complète pour le traitement de signal
a été développée et associée à Xnet pour ces travaux : lecture/écriture de fichiers de
type «WAVEform audio file format» (WAV), filtrage, ré-échantillonnage, transformée
de Fourier rapide – «Fast Fourier Transform» (FFT), spectrogramme...
Règle d’apprentissage et modèle du neurone
La règle d’apprentissage est la règle STDP simplifiée déjà introduite dans la partie
précédente. Le modèle d’évolution des poids synaptiques est identique également, mais
dans les simulations qui suivent, contrairement à l’apprentissage des données AER, les
paramètres β sont non nuls, β+ = β− = 3. Cela a pour effet de simuler une règle
d’évolution des poids pseudo-multiplicative. Cela a une conséquence importante pour
l’apprentissage, qui sera mise en évidence dans la dernière partie de ce chapitre. Le
neurone est de type LIF et est modélisé de la même manière que pour la détection de
motifs visuels.
Modélisation de la cochlée
La cochlée est modélisée de manière très classique et la plus simple possible par un
banc de filtres passe-bande, suivis de détecteur d’enveloppe, comme illustré sur la figure
4.15. Les filtres sont de type Butterworth d’ordre 8. La bande passante des filtres est
déterminée en utilisant l’échelle bande passante rectangulaire équivalente – «Equivalent
Rectangular Bandwidth» (ERB), approximée par la fonction suivante (Glasberg and
Moore, 1990), avec f la fréquence centrale du filtre et ERB(f) la bande passante
correspondante :
ERB(f) = f/Qear +BWmin avec Qear = 9.26449 et BWmin = 24.7 (4.5)
Qear est le coefficient de qualité du filtre asymptotique aux hautes fréquences et
BWmin est la bande passante minimale pour les canaux de basse fréquence. L’espa-
cement des fréquences centrales suit une loi géométrique d’après l’équation suivante
(Slaney, 1993) :
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Figure 4.15 – Modélisation de la cochlée humaine. (a) Système auditif humain avec une vue
déroulée de la cochlée, montrant l’évolution de la sensibilité en fréquence des fibres nerveuses
en fonction de leur position le long de celle-ci. (b) Modélisation de la cochlée. Chaque canal est
sensible à une plage de fréquence. Le signal est d’abord filtré dans un filtre passe-bande, puis un
redresseur suivi d’un filtre passe-bas en extrait l’enveloppe. Un neurone LIF émule pour chaque
canal la transduction du signal en impulsions et modélise ainsi la fibre nerveuse en sortie du
canal.





. [log (fup +Qear.BWmin)− log (flow +Qear.BWmin)]
) (4.6)
L’évolution du gain d’un filtre en fonction de sa fréquence centrale sur l’échelle
ERB est représentée sur la figure 4.16. Les fréquences minimales et maximales du banc
de filtres sont respectivement flow = 50 Hz et fup = 16 KHz. Le filtre passe-bas du
détecteur d’enveloppe est un filtre de Butterworth d’ordre 1 et de fréquence de coupure
65 Hz.
Génération des stimuli
Les stimuli utilisés pour l’apprentissage sont constitués de tranches de 1 s de bruit
blanc. Celles-ci sont de deux types : les tranches N, qui sont toutes différentes et générées
aléatoirement et les tranches RefRN, qui sont toutes identiques dans un même stimulus
et qui constituent donc le motif répétitif à extraire. Une tranche RefRN correspond
également à 1 s de bruit blanc et est statistiquement indistinguable d’une tranche N. En
outre, il n’y a jamais deux tranches de types RefRN qui se suivent, celles-ci sont insérées
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Figure 4.16 – Mise en évidence de l’échelle ERB pour les filtres passe-bande constituant le
modèle de la cochlée. Les caractéristiques de 16 filtres entre la fréquence minimale et la fréquence
maximale sont représentés. La sensibilité est plus grande dans les basses fréquences.
aléatoirement entre des tranches N. L’extraction des instants d’occurrence des tranches
RefRN nécessite un apprentissage et une mémorisation, puisque leur identification ne
peut se baser que sur leur répétition dans le stimulus.
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Figure 4.17 – Construction d’un stimulus auditif pour l’extraction d’un motif répétitif (Re-
fRN). Les premières 400 s sont constituées de bruit blanc, suivi du bloc contenant le motif
RefRN, d’une durée de 200 s. Un bloc témoin de 200 s avec un autre motif RefRN suivi d’un
bloc de bruit de 20 s permettent d’évaluer la sélectivité du neurone après l’apprentissage (en
haut). Durant la présentation du stimulus, un bloc de 20 s de bruit teste le taux d’activité du
neurone après chaque tranche N ou RefRN (de durée 1 s).
Pour générer une tranche de bruit, un signal échantillonné à 44.1 KHz est construit
à partir de tirages aléatoires d’une loi normale de moyenne nulle et d’écart-type l’unité.
Les tranches de 1 s sont ensuite accolées pour former un stimulus d’une durée totale
de 820 s, de la manière détaillée sur le haut de la figure 4.17. Les blocs de bruit de
20 s représentés sur la figure, composés de 20 tranches N, sont tirés aléatoirement
d’une bibliothèque de 200 blocs générée à l’avance pour l’ensemble des stimuli pour
une question de temps de calcul.
Les trains d’impulsions obtenus en sortie de notre modèle de cochlée pour une
tranche N ou RefRN sont présentés sur la figure 4.18. Le train d’impulsions en sortie
de chaque canal de la cochlée est envoyé sur une synapse d’entrée du neurone.
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Figure 4.18 – (a) Trains d’impulsions générés par notre modèle de cochlée avec 64 canaux,
pour une tranche de bruit blanc. (b) Topologie du réseau : un seul neurone équipé de STDP
est entièrement connecté aux canaux de sortie de notre modèle de cochlée.
4.3.2 Résultats des simulations
La figure 4.19 présente l’évolution de l’activité du neurone durant l’apprentissage
d’un stimulus tel que décrit à la figure 4.17. L’apprentissage se fait sur la durée du
stimulus, qui n’est présenté qu’une seule fois en entrée du système. L’apprentissage
STDP est actif durant toute la durée de la séquence. Le premier résultat remarquable,
en 4.19(a) est qu’en l’absence de motif répétitif (sur les 400 premières secondes du
stimulus), l’activité du neurone se maintient à un peu plus d’un évènement par se-
conde en moyenne. Cela est le résultat de l’utilisation d’une règle d’évolution des poids
pseudo-multiplicative, qui permet de conserver une valeur moyenne des poids synap-
tiques stable avec STDP (Querlioz et al., 2011b). En 4.19(b), l’activité du neurone lors
des premières présentations du motif RefRN est enregistrée. Le neurone n’est initiale-
ment pas spécialement sélectif à la tranche RefRN, puisqu’il continue de se déclencher
pour les tranches N. En 4.19(c), l’activité du neurone est à nouveau enregistrée après 2
min de présentation du bloc contenant les tranches RefRN. Celui-ci est devenu complè-
tement sélectif au motif répétitif et ne se déclenche plus pour le bruit N, après seulement
une vingtaine de répétitions de RefRN. Cette sélectivité est vérifiée en 4.19(d), avec
une activité nulle pour 20 s de bruit blanc.
Sélectivité après apprentissage
L’évolution de la sélectivité du neurone au cours de l’apprentissage est illustrée sur
la figure 4.20. Celle-ci met clairement en évidence le maintien de l’activité du neurone
avant l’apparition d’un motif répétitif (entre 0 et 400 s). Le neurone devient très rapi-
dement sélectif aux tranches RefRN, après seulement 10 à 20 apparitions. Ces chiffres
sont remarquablement similaires aux résultats des expériences psychoacoustiques (Agus
et al., 2010). La probabilité du neurone de se déclencher sur une tranche de bruit après
apprentissage (au-delà de 600 s) avoisine dans le cas présent les 0.1% (5 activations sur
un total cumulé de 4400 s). Cette probabilité tombe facilement à 0 sur des simulations
impliquant 3000 canaux auditifs au lieu de 64. Dans ce cas, le neurone devient véritable-
ment une «cellule grand-mère», c’est-à-dire qu’il est sélectif à un motif et sa probabilité
de se déclencher sur d’autres motifs aléatoires est extrêmement faible (Bowers, 2009).
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(a) Initial noise test









(d) Final noise test
Background 0.0 evt/s
Figure 4.19 – Apparition de sélectivité au motif de bruit blanc audio répétitif avec STDP.
Pour chaque extrait de l’activité du neurone, le potentiel de membrane (en haut) ainsi que le
spectrogramme du stimulus (en bas) sont représentés. Les occurrences du motif répétitif RefRN
sont mise en avant par un rectangle gris. Au fur et à mesure du déroulement de la séquence





























Figure 4.20 – Évolution de la sélectivité du neurone durant l’apprentissage. (a) Nombre d’ac-
tivations du neurone par tranche de 1 s, qui peut être de type N (en rouge) ou RefRN (en
vert). (b) Mesure de l’activité du neurone pour 20 s de bruit blanc au fur et à mesure de la
présentation des tranches du stimulus. L’état du neurone est sauvegardé avant la mesure puis
restauré après les 20 s de bruit et STDP est désactivé durant ce test.
Sensibilité et reproductibilité
La sensibilité (d’) est une mesure couramment utilisée dans la théorie de détec-
tion du signal. Formellement, elle donne une mesure de la séparation entre la moyenne
de la distribution obtenue lorsque le signal est présent et la moyenne de la distribu-
tion obtenue en l’absence de signal (bruit), pour une grandeur de sortie d’un capteur.
La sensibilité s’exprime en écart-type de la distribution du bruit. La sensibilité peut
s’exprimer en fonction du taux de succès («hit-rate») et du taux de fausses alarmes
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(«false-alarm rate») (Macmillan and Creelman, 2004) :
d′ = Z(hit rate)− Z(false alarm rate) (4.7)
avec Z(x) la bijection réciproque de la fonction de répartition de la loi normale.
L’évolution de la sensibilité moyenne, mesurée entre 400 et 600 s (correspondant à
la séquence contenant les tranches RefRN à identifier) pour 10 stimuli différents, est
représentée sur la figure 4.21, avec les barres d’erreurs. A droite de la figure, les activités
moyennes mesurées pour les 10 stimuli sont superposées. La sensibilité moyenne aux
tranches RefRN atteint les 2.7 à la fin de l’apprentissage, ce qui est comparable et
même supérieur à celle mesurée en psychoacoustique avec un protocole expérimental
identique, allant en moyenne de 2.0 à 2.7 selon les stimuli (Agus et al., 2010).
En répétant l’expérience sur plusieurs stimuli, il est notable que certains ne sont pas
toujours appris. Si la même observation a été faite lors des expériences psychoacous-
tiques, qui ont mis en évidence certains stimuli plus difficiles à apprendre que d’autres,
il semblerait que dans le cas de nos simulations la capacité à apprendre un stimuli soit
fortement liée aux conditions initiales. La répétition de l’expérience pour un même sti-
mulus le prouve, avec un taux d’échec pouvant varier entre 0 et 20-30% sur une dizaine

























































Figure 4.21 – Statistiques de l’évolution de la sensibilité moyenne du neurone durant l’ap-
prentissage pour 10 stimuli différents. (a) Moyenne et écart-type de la mesure de sensibilité d’
(«d-prime») au motif répétitif du stimuli. (b) Mesure de l’activité moyenne, sur les 10 stimuli,
du neurone pour 20 s de bruit blanc au fur et à mesure de la présentation des tranches du
stimulus.
Bilan et perspectives avec les neurosciences
Nous avons introduit un modèle extrêmement simple de système auditif, puisqu’il
fait appel à une modélisation rudimentaire de la cochlée et ne comporte qu’un neurone
connecté à ses 64 canaux. Avec seulement 64 synapses équipées de la règle d’appren-
tissage STDP simplifiée introduite dans la partie précédente, nous avons montré que
le système est capable d’extraire de manière non supervisée le motif répétitif dans une
séquence de bruit blanc, le motif seul étant indiscernable du reste de la séquence. Ce
modèle reproduit étonnamment bien l’évolution de la sensibilité et la vitesse d’appren-
tissage observée chez l’être humain.
D’autres observations devraient pouvoir être reproduites avec notre modèle, comme
l’invariance à la direction du temps du motif audio, ou la tolérance à la compression du
temps. Celles-ci font l’objet de travaux en cours et ne seront pas détaillées ici. Enfin,
l’application à la reconnaissance de motifs significatifs, voire à la reconnaissance de
parole, devrait pouvoir découler naturellement de ces résultats.
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4.4 Apprentissage et classification de motifs
Les applications d’extraction de motifs temporels visuels ou auditifs introduites
jusqu’à présent visent à identifier des paquets d’évènements fortement corrélés tem-
porellement et à renforcer le poids des synapses associées à ces évènements. Si l’algo-
rithme d’apprentissage STDP s’avère très performant pour ce type de tâches, celles-ci ne
constituent pas des problèmes de classification. En effet, l’extraction de motif consiste
à identifier le support spatial de groupes d’évènements corrélés, tandis que la classifi-
cation nécessite d’identifier les corrélations entre les motifs d’entrée de même nature
pour construire un prototype mémorisé dans les poids synaptiques.
Dans cette partie, nous essayons de répondre à deux problématiques. La première
est de savoir si ces deux problèmes, extraction de motifs répétitifs et classification,
sont équivalents pour l’algorithme d’apprentissage STDP. La deuxième, le cas échéant,
est de savoir si STDP peut offrir des performances en classification comparables aux
algorithmes Hebbiens classiques, tels que la règle du Delta. Pour se faire, nous présen-
terons une formalisation partielle de notre règle STDP simplifiée, ainsi qu’un exemple
d’apprentissage et de classification sur la base de chiffres manuscrits MNIST. Sur cet
exemple, nous obtenons des performances en reconnaissance comparables à un percep-
tron classique de même taille.
4.4.1 Méthodologie
Génération des stimuli
Pour de la classification, les stimuli sont générés à partir d’images statiques. Si
l’on reste dans le domaine spatial, comme c’est le cas dans toutes nos simulations, à
chaque pixel de l’image est associée une entrée du réseau, via un neurone d’entrée. La
fonction du neurone d’entrée est de convertir la valeur du pixel en une ou plusieurs
impulsions codant celle-ci dans le temps. Le codage peut être fréquentiel ou basé sur
l’ordre (Van Rullen and Thorpe, 2001). Dans le cas d’un codage fréquentiel, STDP va
avoir tendance à renforcer le poids des synapses activées les plus fréquemment (voir la
formalisation dans la suite). La figure 4.22 représente plusieurs variations possibles pour
un codage fréquentiel. Un codage basé sur l’ordre a l’avantage de ne nécessiter qu’un
seul évènement par synapse, dont l’instant d’arrivée (ou «rang») est proportionnel à
la valeur «informative» du pixel. Dans ce cas, STDP va avoir tendance à renforcer le
poids des synapses activées en premier (Guyonneau et al., 2005).




Figure 4.22 – Illustration de trois variations possibles d’un codage fréquentiel d’une image
statique : (a), (b) et (c). Pour chaque codage, les évènements générés par dix neurones d’entrée
associées à des pixels de même valeur sont représentés.
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Ce sont les synapses associées aux pixels les plus informatifs, ou discriminatifs,
pour l’image à apprendre qui doivent être renforcées. Pour que cela se produise avec
STDP, les pixels informatifs doivent donc être codés avec une fréquence élevée, ou avec
un rang faible. Les pixels les plus discriminatifs ne sont pas nécessairement ceux de
luminance la plus élevée dans une image. Sur une photo par exemple, la partie la plus
lumineuse est souvent le ciel, qui ne contient aucune information sur l’image. Si l’on
prend exemple sur le fonctionnement de la rétine, ce sont essentiellement les saillances
dans l’image qui produisent une réponse des cellules ganglionnaires. Comme ce sont
souvent les contours qui sont les plus discriminatifs, ce type de réponse est adapté
pour un apprentissage STDP. Pour émuler cette caractéristique de la rétine, des filtres
d’extraction de contours sont classiquement utilisés. Le plus élémentaire est le filtre de
Laplace 3×3. Celui-ci peut être à centre positif ou négatif, émulant ainsi les cellules
ganglionnaires à centre ON ou à centre OFF :
L+ =
 0 −1 0−1 4 −1
0 −1 0
 L− =
0 1 01 −4 1
0 1 0
 (4.8)
D’autres noyaux de convolution sont utilisés, tels que les noyaux de Gabor (Daug-
man, 1985), qui donnent l’orientation des contours ou des mouvements, émulant ainsi
une partie des champs récepteurs de la couche V1 du système visuel humain. L’informa-
tion de luminance après convolution peut ensuite être utilisée pour coder la fréquence
ou le rang, par exemple avec une relation proportionnelle (Thorpe et al., 2010).
En ce qui concerne la résolution nécessaire pour classifier des images, les expé-
riences psychovisuelles montrent que des objets et des scènes sont reconnaissables avec
des images de résolution aussi basse que 32×32 pixels (Torralba, 2009). En outre, les in-
formations de colorimétrie n’améliorent pas significativement les taux de reconnaissance
(Delorme et al., 2000).
Formalisation de la règle d’apprentissage
Dans cette section, nous proposons une formalisation partielle de la règle d’appren-
tissage STDP simplifiée dans un cas simple, qui permet néanmoins d’interpréter un
certain nombres résultats sur l’évolution des poids synaptiques dans nos différentes
simulations. Nous verrons également les conséquences sur le codage de l’information.
Pour ce faire, nous cherchons dans un premier temps une relation entre la probabilité
d’une synapse de subir une LTP et l’évolution de son poids moyen. On note P (LTP )
la probabilité d’une synapse d’être renforcée et P (LTD) la probabilité d’une synapse
d’être affaiblie. Avec notre règle d’apprentissage STDP, on a :
P (LTD) = 1− P (LTP ) (4.9)
Dans un souci de simplification, on suppose que le poids des synapses w est compris
entre 0 et 1. Notre modèle d’évolution des poids est donc le suivant :
w ∈ [0, 1] (4.10a)
∆w+(w) = ∆+. exp−β.w (4.10b)
∆w−(w) = −∆−. exp−β.(1−w) (4.10c)
avec ∆w+(w) l’augmentation du poids synaptique induit par une LTP et ∆w−(w)
la diminution du poids synaptique induite par une LTD. La suite de l’évolution du
poids moyen d’une synapse peut s’écrire de la manière suivante :
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wn+1 = wn + ∆w+(wn).P (LTP ) + ∆w−(wn).P (LTD) (4.11)
En calculant le point fixe de cette suite, on obtient l’expression du poids moyen de
la synapse en régime permanent w = wn+1 = wn :
∆w+(w).P (LTP ) = −∆w−(w).P (LTD) = −∆w−(w).(1− P (LTP ))
∆+. exp−β.w .P (LTP ) = ∆−. exp−β.(1−w) .(1− P (LTP ))
w = 12 +
1
2.β . ln
( ∆+.P (LTP )
∆−.(1− P (LTP ))
)
(4.12a)






( ∆+.P (LTP )
∆−.(1− P (LTP ))
)
(4.13)












β = 1.0, Δ+/Δ− = 0.5
β = 1.0, Δ+/Δ− = 1.0
β = 1.0, Δ+/Δ− = 2.0
β = 2.0, Δ+/Δ− = 0.5
β = 2.0, Δ+/Δ− = 1.0
β = 2.0, Δ+/Δ− = 2.0
β = 3.0, Δ+/Δ− = 0.5
β = 3.0, Δ+/Δ− = 1.0
β = 3.0, Δ+/Δ− = 2.0
Figure 4.23 – Poids synaptique moyen w en fonction de la probabilité de LTP pour différents
jeux de paramètres. β règle la pente au point d’inflexion et le rapport ∆+/∆− règle le décalage
de la plage de variation du poids par rapport à P (LTP ).
L’équation ci-dessus donne donc une relation formelle entre le poids moyen d’une
synapse et sa probabilité d’être renforcée. Celle-ci est représentée sur la figure 4.23.
Elle montre que STDP peut maintenir des poids intermédiaires stables pour certaines
valeurs de P (LTP ), à condition que le modèle de mise à jour des poids synaptiques soit
pseudo-multiplicatif. Dans le cas limite où β → 0, on se retrouve dans le cas purement
additif et le tracé de la caractéristique correspondante sur la figure 4.24 montre que
dans ce cas l’apprentissage STDP ne peut résulter que sur des valeurs de poids binaires.
Ceci est effectivement observé à la fin de l’apprentissage dans l’application d’extraction
de motifs visuels, pour laquelle β avait été laissé à zéro. Une deuxième conséquence
importante de ce résultat est que l’activité d’un neurone ne peut pas être maintenue
avec des poids additifs si les probabilités de LTP des synapses sont identiques. En effet,
dans le cas où P (LTP ) est le même pour toutes les synapses, l’ensemble des poids
synaptiques va converger vers 0 (si P (LTP ) < 0.5, ce qui est généralement le cas pour
que le neurone puisse devenir sélectif). Ceci est le cas de l’application d’extraction de
motif auditif, où des poids pseudo-multiplicatifs ont été utilisés pour que le neurone
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n β = -3.0
β → 0.0
β = 3.0
Figure 4.24 – Cas limites du poids synaptique moyen w en fonction de la probabilité de LTP
pour β = 0, 3 et -3.
puisse maintenir une activité moyenne sur du bruit blanc et permettre au système de
fonctionner.
Dans le cas d’un codage fréquentiel, il est aisé de mettre en relation P (LTP ) avec
la fréquence en entrée de la synapse f(x), x étant la valeur du pixel associé (que l’on
suppose normalisée entre 0 et 1). En notant TLTP la fenêtre de LTP de STDP, on a
simplement :
P (LTP ) =
{
f(x).TLTP si f(x) < TLTP
1 sinon
(4.14)
Ainsi, dans le cas simple d’une relation linéaire de type f(x) = fmax.x (avec x ∈
[0, 1]), et si l’on suppose que fmax = 1/TLTP , on obtient P (LTP ) = x. Si l’on considère
désormais l’ensemble I des images pour lesquelles un même neurone se déclenche, en
supposant que chaque image est équiprobable, on obtient globalement P (LTP ) = x,
avec x la valeur du pixel de l’image moyenne I.
De cette étude nous concluons que, sous réserve des hypothèses émises dans cette
partie, un neurone équipé de STDP mémorise dans ses poids synaptiques une représen-
tation de l’image moyenne de l’ensemble des images pour lesquelles celui-ci est sensible.
La relation entre cette image moyenne et l’«image synaptique», c’est-à-dire l’image
formée par les poids synaptiques du neurone, est donnée par la relation non-linéaire
représentée sur la figure 4.23. En outre, il est remarquable que seuls les dispositifs dont
les caractéristiques de LTP et de LTD sont modélisables par les équations 4.10 avec
un β non nul permettent d’obtenir des poids synaptiques intermédiaires stables pour
une large plage de P (LTP ), comme le montre la figure 4.25 (voir également (Querlioz
et al., 2011b)). Nous avons montré que c’était le cas pour la caractéristique de LTP de
la PCM ainsi que pour la nano-synapse de l’Université du Michigan.
Enfin, ces résultats suggèrent que dans cette application précise, un codage semi-
fréquentiel est bien adapté. Alors que la fréquence maximale nécessaire est donnée par
1/TLTP , il n’y a pas de contrainte sur la fréquence minimale. En supposant que les
phases initiales des trains d’impulsions sont aléatoires, une intégration des impulsions
sur une fenêtre de temps de 1/TLTP suffit pour donner une estimation de la valeur
moyenne du potentiel de membrane du neurone en régime permanent (en ignorant le
terme de fuite). Dans ce cas on peut donc parler de codage semi-fréquentiel, puisqu’il
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Figure 4.25 – Stabilité des poids synaptiques pour différents modèles de synapses en fonction
de P (LTP ) (Ppot sur le graphique). En haut à gauche, le modèle linéaire du memristor de HP
Labs. En haut à droite et en bas à gauche, les modèles linéaires par morceaux «classiques»,
à seuils, sur la résistance et sur la conductance respectivement. Le modèle en bas à gauche
est équivalent à un modèle purement additif d’évolution du poids synaptique (β = 0). En bas
à droite, notre modèle décrit aux équations 4.10. Pour le détail des différentes modèles, voir
(Querlioz et al., 2011b).
n’est pas nécessaire de pouvoir estimer la période des trains d’impulsions de plus basse
fréquence, ce qui impliquerait d’en avoir au moins une période, pour que le système
fonctionne. On se rapproche donc dans ce cas de l’efficacité d’un codage par rang,
en termes de nombres d’évènements. La formalisation présentée ici n’est toutefois pas
suffisante pour montrer l’équivalence entre les deux.
Calcul du taux de succès en non supervisé
Le calcul du taux de succès pour l’apprentissage en mode non supervisé repose sur
la formation et la stabilisation d’une classe d’équivalence pour chaque neurone. Pour
se faire, on stocke en mémoire pour chaque neurone le nombre de fois qu’il a été le plus
actif pour chacune des classes des stimuli qui lui ont été présentés. Le neurone le plus
actif est celui qui s’est déclenché le plus de fois pour un stimulus donné ou le premier
à s’être déclenché si les neurones ne sont autorisés à se déclencher qu’une seule fois par
stimulus. Ainsi, comme l’illustre la figure 4.26, on considère que la reconnaissance du
stimulus en entrée est bonne si le neurone qui a été le plus actif pour ce stimulus est
aussi le plus actif pour la classe d’équivalence à laquelle appartient ce stimulus. Il est
ensuite possible de calculer un taux de succès instantané moyen du réseau en faisant
une moyenne glissante de Success sur les N derniers stimuli présentés.
101
4.4. APPRENTISSAGE ET CLASSIFICATION DE MOTIFS
CHAPITRE 4. ÉTUDE D’ARCHITECTURES NEURO-INSPIRÉES . . .




















First neuron to be activated or most active neuron for the presented stimuli
* Current class associated to the neuron (= the most active one for that neuron)
Figure 4.26 – Illustration du calcul du taux de succès pour l’apprentissage non supervisé.
4.4.2 Performances comparées avec un Perceptron
Les simulations suivantes ont été effectuées par Damien Querlioz avec l’aide du simu-
lateur Xnet (Querlioz et al., 2011a). L’étude porte sur l’apprentissage et la classification
de chiffres écrits à la main. Pour cela, la base MNIST est utilisée, celle-ci consiste en
images de 28×28 pixels représentant des chiffres écrits par 250 personnes (Lecun et al.,
1998). Cette base est couramment utilisée pour évaluer les performances d’algorithmes
d’apprentissage. Pour réaliser un apprentissage, nous présentons l’ensemble de la base
MNIST (60 000 chiffres) trois fois au système. Chaque neurone d’entrée est connecté
à un pixel de l’image. Il émet une impulsion avec une fréquence proportionnelle à l’in-
tensité du pixel (fréquence maximale de 20 Hz). La phase initiale est aléatoire. Le
formalisme introduit précédemment pour STDP est donc applicable. Chaque chiffre est
présenté durant 350 ms. Aucun pré-traitement sur les chiffres n’est utilisé et le jeu de
données n’est pas augmenté avec des distorsions. Le réseau est ensuite testé avec la
base de donnée de test MNIST (10 000 chiffres).
La figure 4.27 représente les poids synaptiques appris par le système dans une
configuration avec seulement 10 neurones de sortie. Il est remarquable que sans aucune
supervision et en utilisant uniquement notre règle STDP locale, le système a identifié 9
chiffres différents (sur 10), c’est-à-dire les vrais motifs constituant l’entrée. De plus, il a
identifié les caractéristiques distinctives de chaque chiffre (et pas simplement le chiffre
écrit à la main le plus courant) : la boucle du chiffre deux, le bas du six, ou les parties
horizontales consistant les chiffres trois et huit.
Afin d’évaluer quantitativement les performances du réseau, la figure 4.28 montre
le taux de reconnaissance durant le processus d’apprentissage pour différents nombres
de neurones de sortie. Pour évaluer le taux de reconnaissance, nous associons chaque
neurone de sortie au chiffre pour lequel il s’active le plus souvent a postériori. Ma-
tériellement, cette association pourrait être implémentée avec un circuit logique. Cet
étiquetage peut également être implémenté avec une deuxième couche supervisée com-
patible avec la variabilité des dispositifs (Querlioz et al., 2012).
Avec dix neurones de sortie, le taux de reconnaissance atteint 60%. Avec 50 neurones
de sortie, celui-ci atteint 81% et avec 300 neurones, 93.5% (avec le même nombre de
synapses par neurone). Un réseau de neurones classique avec apprentissage par rétro-
propagation du gradient et 300 neurones cachés atteint 95% (Lecun et al., 1998), proche
des 93.5% que nous obtenons. Le meilleur algorithme dans la littérature atteint un taux
de reconnaissance nettement supérieur de 99.7%, mais avec l’équivalent de 12 millions
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de poids ajustables (contre 235 200 ici) et en utilisant un jeu de données d’apprentissage
largement augmenté (Cireşan et al., 2010). Bien que nos chiffres soient clairement plus
modestes, l’intérêt de notre réseau est qu’il est entièrement non supervisé avec une règle
d’apprentissage locale extrêmement simple et non sensible à la variabilité.
Figure 4.27 – Reconstruction des poids appris dans une simulation avec 10 neurones de sortie.
























Figure 4.28 – Taux de reconnaissance durant l’apprentissage pour différents nombres de neu-
rones de sortie (de bas en haut : 10, 50, 100 et 300). Le taux de reconnaissance est calculé à
partir d’une moyenne glissante sur 10 000 itérations.
Robustesse à la variabilité
Les simulations ont montré une tolérance à des niveaux de variabilités impres-
sionnants pour les paramètres synaptiques (Querlioz et al., 2011a). Sont concernés les
paramètres modélisant l’évolution des poids synaptiques α+, α−, wmin, wmax et winit.
Une variabilité de 25% sur l’ensemble de ces paramètres n’affecte pas les performances
en classification du réseau. Les performances chutent légèrement avec 50% de variabi-
lité. Avec une variabilité extrême de 100%, le système reste fonctionnel et le taux de
reconnaissance des chiffres reste de 67% avec seulement 50 neurones. A ce niveau de
variabilité, il est notable que 30% des synapses ne peuvent plus être programmées (α+
ou α− est nul).
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4.5 Discussion et perspectives
Dans ce chapitre, nous espérons avoir pu apporter un premier aperçu convainquant
des possibilités et de la richesse de notre approche pour le traitement des données
naturelles. Tout d’abord, nous avons introduit le premier système à notre connaissance
capable d’extraire de manière exhaustive et non supervisée des motifs se recouvrant
temporellement directement à partir de données AER non filtrées, en utilisant une règle
STDP simple et locale, ne comportant en tout que 10 paramètres pour les neurones.
Nous avons montré que ce type de réseau de neurones impulsionnel peut apprendre
à compter des véhicules avec une précision supérieure à 95%, à partir d’une rétine
artificielle à la résolution limitée de 128×128 pixels et seulement 10 min de données au
temps réel.
Nous avons appliqué ces mêmes principes avec succès sur de l’apprentissage de mo-
tifs auditifs, générés à partir d’un modèle de cochlée. Ces travaux proposent en outre
un modèle simple capable d’expliquer plusieurs résultats significatifs en psychoaccous-
tique, sur la formation rapide de mémoire auditive robuste. Ce modèle dispose même de
qualités prédictives, qui ne manqueront pas d’être explorées dans le futur. Il offre enfin
des perspectives intéressantes pour le traitement de données auditives plus complexes,
et en premier lieu celui de la parole.
Enfin, nous avons établi des résultats forts sur les capacités de l’apprentissage de
STDP pour la classification de motifs, avec un début de formalisme inédit à notre
connaissance. La force de ces résultats tient également dans la comparaison avec une
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5.1 Introduction
Dans ce chapitre, nous présentons tout d’abord un état de l’art des propositions
d’implémentation de «Spike-Timing-Dependent Plasticity» (STDP) sur des dispositifs
memristifs. Cet état de l’art, mis en perspective avec nos études d’apprentissage STDP
introduites dans le chapitre précédent, nous permet de proposer une implémentation
simplifiée adaptée à des dispositifs memristifs dont la conductance peut être modifiée
de manière progressive et cumulative. Ceci est le cas pour certains dispositifs expéri-
mentaux de type mémoire résistive – «Resistive RAM» (RRAM), mais des dispositifs
plus matures comme la mémoire à changement de phase – «Phase-Change Memory»
(PCM) et la «Conductive-Bridging RAM» (CBRAM) n’ont pas cette caractéristique.
Pour cette raison, nous proposons dans ce chapitre des implémentations spécifiques
pour la PCM et la CBRAM. Dans le cadre de ces travaux, nous avons également réalisé
une démonstration de mémoire associative sur le «Nanoparticle-Organic Memory Field
Effect Transistor» (NOMFET), qui est un dispositif mémoire volatile, et nous montrons
en quoi celle-ci peut être mise en relation avec notre règle d’apprentissage STDP.
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Chacune des parties de ce chapitre a fait l’objet d’une ou plusieurs publications et
les architectures STDP présentées sur les dispositifs memristifs progressifs, sur la PCM
et sur la CBRAM ont fait l’objet d’un dépôt de brevet.
5.2 État de l’art
Les premières propositions d’implémentation d’une règle d’apprentissage STDP sur
des dispositifs memristifs remontent à 2008 (Snider, 2008) et 2009 (Linares-Barranco
and Serrano-Gotarredona, 2009). Celles-ci concernent des dispositifs memristifs bipo-
laires dont les changements de conductance sont progressifs et cumulatifs, et qui peuvent
donc être modélisés par la caractéristique de la figure 5.1. Cette caractéristique, ou une
variante linéaire par morceau, est couramment utilisée pour les modèles de memristor
dans les applications neuromorphiques. Elle ne modélise cependant de manière réa-
liste que quelques dispositifs, de la famille des RRAM, en particulier le memristor de
Hewlett-Packard (HP) Labs et la nano-synapse de l’Université du Michigan (ainsi que
la PCM dans un cadrant uniquement, pour la cristallisation). Sur ces dispositifs, une
faible tension ne modifie pas significativement la conductance et un seuil est généra-
lement défini entre la caractéristique faible champ et celle à tension plus élevée. La
règle STDP implémentée émule la forme asymétrique observée en biologie (Bi and Poo,



















Figure 5.1 – Caractéristique dynamique d’un dispositif memristif bipolaire progressif et cu-
mulatif.
Dans (Snider, 2008), la dépendance temporelle de l’amplitude de la potentialisa-
tion à long terme – «Long-Term Potentiation» (LTP) ou de la dépression à long terme
– «Long-Term Depression» (LTD) avec l’intervalle entre l’impulsion post-synaptique
et l’impulsion pré-synaptique est émulée par une série d’impulsions dont la durée di-
minue dans le temps. Cela est illustré sur la figure 5.2(a). A gauche de la figure, un
signal pré-synaptique génère une série d’impulsions dont l’amplitude est insuffisante
pour modifier le poids de la synapse. Lorsque le neurone se déclenche plus tard dans
le temps, l’impulsion post-synaptique s’additionne avec l’une des impulsions de la sé-
rie pré-synaptique. La différence de potentiel résultante dépasse le seuil du dispositif
memristif et a pour effet d’augmenter la conductance de la synapse. Si l’on suppose
que cette modification est progressive, l’amplitude du changement de conductance sera
d’autant plus faible que cette impulsion de programmation est courte, ce qui permet
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(a)
(b)
Figure 5.2 – Propositions d’implémentation de STDP avec des dispositifs memristifs bipolaires.
(a) (Snider, 2008). (b) (Linares-Barranco and Serrano-Gotarredona, 2009).
donc de moduler la LTP avec une série d’impulsions pré-synaptiques de plus en plus
courtes. Le principe est identique pour la LTD (à droite de la figure), qui est implé-
mentée avec une série d’impulsions post-synaptiques. Pour que les mécanismes de LTP
et de LTD puissent avoir lieu simultanément, un mécanisme de multiplexage temporel
«mélange» les signaux de communication, de LTP et de LTD. Dans ce système, une
énergie conséquente peut être dépensée dans les très nombreuses charges et décharges
des lignes du «crossbar».
Dans (Linares-Barranco and Serrano-Gotarredona, 2009), la modulation de l’am-
plitude de la LTP/LTD est obtenue par une combinaison entre amplitude et durée des
impulsions, comme cela est illustré sur la figure 5.2(b). L’amplitude du changement de
conductance est supposée être proportionnelle à l’intégrale de la tension au-dessus du
seuil du dispositif. Il est ainsi possible d’obtenir différentes formes de caractéristiques
STDP asymétriques en fonction de la forme des impulsions pré- et post-synaptiques.
Dans cette proposition d’implémentation, la largeur des impulsions doit être égale aux
fenêtres temporelles de la LTP/LTD, qui sont typiquement de l’ordre de 10 à 100
ms pour les applications présentées dans le chapitre précédent. Cela implique que la
dynamique du dispositif corresponde à la dynamique de STDP, c’est-à-dire que des im-
pulsions de plusieurs millisecondes ne doivent que modifier légèrement sa conductance.
Si le dispositif peut être lu et programmé en quelques microsecondes, cette solution
multiplie par mille la consommation énergétique par rapport à un protocole optimal.
Nous avons montré qu’il n’était pas nécessaire d’émuler la forme de STDP biologique
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pour mettre au point des applications intéressantes. Au contraire, une forme simplifiée
de STDP, avec seulement un niveau de LTP et un niveau de LTD, nous a permis de
montrer des applications nouvelles à l’état de l’art. Cette règle STDP est nettement
plus simple à implémenter, puisqu’elle n’implique pas de dépendance temporelle entre
l’amplitude de la LTP/LTD et les instants pré-post synaptiques. La figure 5.3 présente
une implémentation de cette règle avec des dispositifs memristifs bipolaires modélisables
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LTD
Figure 5.3 – Notre proposition d’implémentation de la STDP simplifiée avec des dispositifs
memristifs bipolaires.
Le système fonctionne comme suit. Lorsqu’un neurone d’entrée est activé, celui-
ci propage une impulsion d’amplitude et de durée minimales vers ses synapses pour
permettre l’intégration de leur conductance (poids synaptique) par les neurones de
sortie. Le neurone d’entrée passe alors dans un état dit «LTP» pour la durée de la
fenêtre de LTP de la règle STDP (implémenté par une machine d’état par exemple).
Lorsqu’un neurone de sortie se déclenche, il envoie un signal «POST spike» à l’ensemble
de ses neurones d’entrée pour leur signaler une opération de mise à jour des poids
synaptiques. Les neurones d’entrée qui sont alors dans un état «LTP» émettent une
impulsion de programmation VPRE, qui interagit avec l’impulsion de programmation
VP+/VP- émise par le neurone de sortie et induit une LTP sur leur synapse. En cas
d’absence d’impulsion VPRE, les synapses subissent une LTD, avec les impulsions telles
que représentées en bas de la figure 5.3.
Il est en outre possible de calculer les valeurs optimales des tensions VPRE, VP+
et VP- par rapport aux tensions de seuil des dispositifs memristifs Vth+ et Vth- pour
autoriser une variabilité maximale sur les seuils (flèches grisées sur l’axe) :
VPRE = 2/3.Vth+ (5.1a)
VP- = −2/3.Vth+ (5.1b)
VP+ = 1/3.Vth+ − Vth- (5.1c)
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5.3 Démonstration d’une mémoire associative sur NOM-
FET
Ces travaux ont été publiés dans (Bichler et al., 2012c)
5.3.1 Introduction
Dans le concept du conditionnement classique, l’apprentissage associatif implique
d’appairer de manière répétitive un stimulus inconditionnel, qui déclenche toujours une
action réflexe, avec un stimulus neutre, qui ne provoque normalement pas de réponse.
Après conditionnement, une réponse peut être provoquée indifféremment par le stimu-
lus inconditionnel et par le stimulus neutre, qui devient alors un stimulus conditionné.
Ce concept remonte aux études d’Ivan Pavlov du début 1900. Dans ses célèbres expé-
riences, il a montré comment un stimulus neutre, comme le son d’une cloche, pouvait
être associé à la vue de nourriture et déclencher la salivation de ses chiens (Pavlov,
1927). La mémoire associative est aujourd’hui un concept clé dans l’apprentissage et
les capacités d’adaptation du cerveau. Le mécanisme d’association, omniprésent dans la
vie de tous les jours, est une conséquence directe de la plasticité du cerveau, qui découle
de la plasticité synaptique. Ce concept est à la base de la théorie de Hebb, qui peut
être résumée par les cellules qui s’activent ensemble, se lient ensemble. L’apprentissage
associatif est ainsi largement étudié dans le domaine des réseaux de neurones artificiels
(Hassoun, 1993; Norman, 2007).
Cependant, l’absence d’implémentation efficace de synapses artificielles pour des
réseaux de neurones à apprentissage associatif a largement limité l’essor de la mémoire
associative comme un type de mémoire universel. La nécessité de plusieurs dizaines
de transistors pour implémenter une synapse dynamique (Hynna and Boahen, 2006)
n’est pas efficace comparée à de la logique reprogrammable. En outre, des milliers de
synapses sont généralement nécessaires pour réaliser des fonctions de traitement sur
des données réelles, comme le traitement de stimuli visuels ou auditifs par exemple
(Bichler et al., 2012a), avec une possibilité de réutilisation limitée pour d’autres tâches.
Des synapses implémentées avec la technologie «Complementary Metal Oxide Semi-
conductor» (CMOS) la plus moderne seraient encore éloignées de plusieurs ordres de
grandeur, en termes de surface et de consommation énergétique, à des synapses biolo-
giques. Celles-ci atteignent une densité de ∼ 1012 synapses/cm3 et une consommation
de 1-10 fJ/potentiel d’action si l’on considère un taux de décharge moyen de 1-100 Hz
et une consommation énergétique du cerveau humain de l’ordre de 20 W (Kandel et al.,
2000).
Outre les technologies déjà évoquées pour implémenter des synapses artificielles, les
dispositifs synaptiques volatiles et/ou organiques ont reçu relativement peu d’attention
de la part de la communauté. De la mémoire organique bi-stable basée sur des nano-
composés polyméthacrylate de méthyle – «Polymethyl Methacrylate» (PMMA) :ZnO
(Ramana et al., 2012) ou PMMA :C60 (Frolet et al., 2012) a été démontrée récemment.
De la mémoire multi-niveaux et non volatile a également été démontrée, par exemple
avec des transistors organiques à nanofils de silicium, en contrôlant la concentration
d’ions dans la couche mince via la tension de grille (Lai et al., 2008). Bien que les pro-
cessus physiques modulant la conductance pourraient bien être cumulatifs, la faisabilité
d’une implémentation de LTP ou de LTD par changements graduels de conductance
reste à évaluer. Cela nous conduit au NOMFET (Alibart et al., 2010) (Bichler et al.,
2010). Les précédents travaux sur ce dispositif (Alibart et al., 2012) ont montré que le
NOMFET peut être vu comme un dispositif memristif, en modulant la conductivité du
canal via la charge des nano-particules déposées dans l’intervalle inter-électrodes com-
posé d’un semi-conducteur organique. Il est volatile et a un temps de rétention compris
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entre 10 et 1000 s. Avec ces propriétés physiques, le NOMFET possède de nombreuses
caractéristiques d’une synapse biologique (Abbott et al., 1997; Tsodyks et al., 1998),
quand il est utilisé en régime impulsionnel, avec un effet cumulatif clair.
Une mémoire associative élémentaire constituée de dispositifs memristifs a été pro-
posée pour la première fois par Yuriy Pershin et Massimiliano Di Ventra, reproduisant
l’expérience du chien de Pavlov (Pershin and Di Ventra, 2010a). Pour leur démonstra-
tion, les dispositifs memristifs ont toutefois été émulés à l’aide d’un microcontrôleur,
éliminant ainsi toutes les difficultés liées à un interfaçage avec de vrais nano-dispositifs
physiques, qui ne peuvent pas être prévues en simulation avec un simple modèle fonc-
tionnel. Une autre approche a été proposée par (Ziegler et al., 2012) pour réaliser la
même mémoire associative élémentaire, en utilisant un unique dispositif basé sur une
structure Pt/Ge0.3Se0.7/SiO2/Cu. Dans ce sous-chapitre, nous proposons un système
original basé sur des NOMFETs pour implémenter une mémoire associative dynamique
et le démontrons en interfaçant les NOMFETs avec un circuit CMOS discret. Nous
montrons comment les propriétés synaptiques uniques du NOMFET peuvent être utili-
sées pour implémenter ce que nous désignons par une mémoire associative dynamique,
pour laquelle l’association est conservée uniquement tant qu’une activité minimale est
maintenue en entrée. Dans la dernière partie, la dynamique d’apprentissage est mise en
relation avec la volatilité du NOMFET, le mécanisme d’apprentissage est interprété en
termes de STDP et l’impact de la variabilité est brièvement discuté.
5.3.2 Caractérisation du NOMFET
La figure 5.4 montre la caractéristique dynamique de charge/décharge du NOMFET.
Le courant est mesuré avant et après qu’une impulsion de programmation de 10 s soit
appliquée sur VG. La caractéristique ∆I/I − V montre comment la conductivité est
modifiée en fonction de la tension de l’impulsion, avec une non-linéarité entre 0 et 15 V.
Cette caractéristique reste valide lorsque le courant transitant dans le canal est nul, ce
qui fait du NOMFET un dispositif memristif idéal (Alibart et al., 2012) dans le sens où
en moyenne, aucune puissance n’est dissipée pour la programmation de sa conductivité.
L’évolution de la conductivité est contrôlée par l’intégrale temporelle de la tension de
grille, contrairement au memistor (à ne pas confondre avec le memristor), qui était
programmé via l’intégrale temporelle du courant entrant dans sa troisième électrode
(Widrow et al., 1961). Celui-ci utilisait la déposition d’un électrolyte liquide sur un
substrat résistif pour moduler sa résistance et n’était par conséquent pas intégrable,
contrairement aux dispositifs à électrolytes solides tels que la CBRAM.
Bien que nous ayons rapporté un comportement synaptique pour des NOMFETs
courts (intervalle inter-électrodes de 200 nm et nano-particules (NPs) de 5 nm), fonc-
tionnant à des tensions de polarisation de -3 V (Alibart et al., 2010), nous avons utilisé
pour cette étude des NOMFETs plus longs (intervalle inter-électrodes de 5 µm et NPs
de 20 nm), parce qu’ils possèdent une plasticité d’amplitude plus grande (c’est-à-dire
une modulation plus importante de la conductivité sous l’action d’impulsions de pro-
grammation). Avec un courant à l’état passant (ON) entre 50 et 500 nA et une tension
drain-source de 15 V, la résistance équivalente de la synapse se situe entre 30 MΩ et
300 MΩ. Bien que ces valeurs soient relativement élevées comparées à d’autres techno-
logies memristives (Bichler et al., 2012b) (Kund et al., 2005), cela se fait sans sacrifier
le rapport OFF/ON grâce à l’effet de champs du transistor (courant à l’état bloqué
(OFF) inférieur à 0.1 nA, précision limitée par les instruments de mesure). Cela fait du
NOMFET un dispositif faible consommation et malgré tout utilisable dans des matrices
de dispositifs pour des réseaux à grande échelle (Liang and Wong, 2010).
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Figure 5.4 – Caractéristique dynamique du NOMFET : changement relatif de conductivité en
fonction de la tension des impulsions. Le courant est mesuré juste avant et après l’application
d’une impulsion de 10 s avec différentes amplitudes. Le changement relatif du courant est
lié à la quantité de charge dans les NPs. Pour des impulsions négatives, le NOMFET est en
accumulation, les NPs sont chargées positivement par les trous, ce qui réduit la conductivité
par effet de Coulomb. Pour des polarisations positives, les trous sont dé-piégés, conduisant à
une augmentation du courant. La courbe est non-linéaire avec une zone de 0 V à 15 V où la
charge des NPs n’est pas affectée par la tension appliquée. Pour plus de détails, voir (Alibart
et al., 2012).
5.3.3 Méthodologie
Notre mémoire associative est constituée de deux neurones d’entrée, deux synapses
et un neurone de sortie (figure 5.5). Une synapse est implémentée avec un unique NOM-
FET et les neurones sont construits avec des composants CMOS discrets sur une carte
électronique. L’association est réalisée exclusivement grâce à la plasticité du NOMFET :
sa conductivité est modifiée de manière non supervisée par l’interaction d’impulsions
pré-synaptiques (signal d’entrée) et d’impulsions post-synaptiques (rétroaction), de ma-
nière à ce que l’association se produise lorsqu’il y a une corrélation temporelle entre
les impulsions pré- et post-synaptiques sur une durée suffisamment longue (voir le lien
avec STDP dans la partie «Résultats expérimentaux»).
Les opérations sur les synapses sont faites en deux étapes, une étape de lecture
et une étape d’écriture. Le fait de séparer ces deux étapes autorise plus de contrôle
sur la dynamique du système, en découplant la plasticité physique des NOMFETs de
la dynamique d’apprentissage. De manière plus générale, même pour des réseaux de
neurones à base de dispositifs memristifs non volatiles, séparer ces deux étapes peut
avoir plusieurs avantages : parce que la lecture peut être faite avec une impulsion
courte et/ou de faible tension, le changement de la conductivité du dispositif causé
par la lecture peut être minimisé, tout comme la consommation énergétique. Un autre
intérêt de cette approche est qu’aucun courant n’a besoin de circuler dans le dispositif
durant l’étape d’écriture. En effet, contrairement aux dispositifs memristifs basés sur
la résistance, les nano-particules dans le canal du NOMFET peuvent être chargées
ou déchargées sans que le transistor ne soit dans un état passant, modulant ainsi la
conductivité du canal sans courant drain-source. Nous utilisons ce principe dans notre
système expérimental, où les impulsions pré-synaptiques sont appliquées sur la grille
des NOMFETs. Le neurone de sortie est connecté aux terminaux de source et drain de
tous les dispositifs et peut appliquer des tensions différentes à la source et au drain.
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Figure 5.5 – Circuit électronique équivalent pour la mémoire associative. Il y a 3 neurones (En-
trée #1, Entrée #2 et Sortie) et 2 synapses/NOMFETs. Un signal d’horloge global (CLKREAD)
permet la synchronisation des neurones d’entrée et de sortie durant les opérations de lecture.
I1 et I2 sont les courants drain-source mesurés.
Lecture et activation du neurone de sortie
Une étape de lecture a lieu périodiquement et déclenche l’activation du neurone de
sortie si une entrée est présente sur une synapse fortement conductrice (signifiant que le
neurone «écoute» la synapse). Durant cette étape, l’état de conduction des dispositifs
est mesuré. Une rétroaction est générée si un signal d’entrée actif est présent sur l’un
des NOMFETs durant la lecture et que sa conductivité est supérieure à un seuil pré-
déterminé. L’étape de lecture implique que les neurones d’entrée et de sortie soient
synchronisés, car les neurones d’entrée actifs doivent rendre les NOMFETs passants
en appliquant une tension négative à leur grille. Le neurone de sortie doit appliquer
une impulsion négative sur la source des dispositifs et mesurer le courant drain-source
sur l’électrode de drain. Ce processus peut être effectué de manière séquentielle, en ne
rendant passant qu’un seul NOMFET à la fois, de manière à ce que tous les terminaux
de drain et tous les terminaux de source puissent être connectés ensemble.
Écriture (interaction pré-post)
La conductivité des NOMFETs est modulée lors des étapes d’écriture, via l’interac-
tion des impulsions pré-synaptiques (sur la grille) et des impulsions post-synaptiques
(sur la source et le drain). Pour réaliser une mémoire associative, la conductivité d’un
NOMFET ne doit augmenter que dans le cas d’impulsions simultanées pré- et post-
synaptiques, signifiant qu’il y a une corrélation entre les évènements menant à l’activa-
tion du neurone de sortie et les évènements entrant sur la synapse. Cela est implémenté
en assurant que seule une interaction des impulsions pré- et post-synaptiques puisse
produire une augmentation significative de la conductivité du NOMFET, en appli-
quant une tension équivalente entre la grille et les terminaux drain-source supérieure
à celle obtenue avec une impulsion pré- ou post-synaptique seule. Comme la relation
entre le changement de conductivité et l’amplitude de la tension appliquée n’est pas
linéaire (voir figure 5.4), il est possible de maximiser l’effet de l’interaction de deux
impulsions et de minimiser l’effet d’une seule impulsion sur la conductivité. La forme
des impulsions est donnée figure 5.6 :
– Lorsqu’aucune rétroaction n’est présente, l’entrée n’a qu’un effet limité sur la
conductivité de la synapse : une absence de signal d’entrée signifie une tension
constante de -15 V sur la grille, qui a tendance à diminuer la conductivité au cours
du temps (perte de mémoire). Cela est compensé lorsque l’entrée est active, où
la conductivité augmente légèrement. Cela a globalement pour effet de maintenir
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Figure 5.6 – Forme des impulsions d’entrée et de rétroaction pour implémenter l’apprentis-
sage associatif. Les signaux d’entrée sont appliqués à la grille et la rétroaction aux terminaux
de drain et de source. Les entrées sont polarisées négativement, ce qui signifie qu’une tension de
-15 V est appliquée en permanence sur les entrées en l’absence de signal. Seule l’interaction d’un
signal d’entrée et de rétroaction crée une tension de programmation entre la grille et les termi-
naux drain-source suffisamment importante pour augmenter significativement la conductivité
du NOMFET, produisant ainsi une association lorsque plusieurs interactions ont lieu durant
une courte durée.
la conductivité de la synapse tant qu’une activité est maintenue à son entrée.
– Lorsqu’il y a une rétroaction, il n’y a pas de changement de conductivité en
l’absence d’entrée, tandis qu’une augmentation majeure de la conductivité se
produit lorsqu’un signal d’entrée est présent en même temps que l’impulsion de
rétroaction. La polarisation de -15 V a été choisie pour éviter que l’association
ne se maintienne uniquement grâce à la rétroaction (la tension aux bornes du
NOMFET est donc de 15 V avec rétroaction, au lieu de 30 V avec l’entrée).
Pendant les opérations d’écriture, les électrodes de source et de drain sont connec-
tées, ce qui implique que la seule différence de potentiel dans le dispositif se situe au
niveau de la grille, quelque soit la simultanéité des impulsions d’entrée et de rétroac-
tion. Dans cette configuration, le dispositif se comporte comme un condensateur, avec
la charge et la décharge des NPs modulant la conductivité du transistor pour une ten-
sion de grille donnée lors de la lecture. Comme dans un condensateur, aucun courant
ne peut traverser la grille, et le changement de conductance ne dissipe pas de puissance
dans le dispositif. Cela contrairement aux dispositifs mémoire résistifs, non basés sur la
charge et non volatiles, comme la PCM ou la CBRAM, pour lesquels une modification
de la conductance nécessite de l’effet Joule pour obtenir un changement de phase ou une
migration d’ions dans le matériau. Dans ces technologies, le courant de programmation
se situe typiquement dans le domaine du mA ou du µA (Bichler et al., 2012b) (Kund
et al., 2005).
Calibration
Dans un réseau d’apprentissage associatif dynamique, une étape de calibration est
nécessaire pour initialiser l’état des synapses, afin de programmer le système pour
répondre à un jeu initial de stimuli inconditionnels. Un seuil optimal peut aussi être
automatiquement calculé pour cette configuration initiale. Comme les poids synaptiques
sont programmés en parallèle, cette configuration initiale ne dépend pas du nombre de
synapses.
Dans notre démonstrateur, ce processus de calibration est automatisé dans le micro-
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contrôleur implémentant les neurones (voir les sections suivantes). Ce processus fixe le
seuil avant le début de l’apprentissage associatif. En plus, un gain constant est automati-
quement appliqué à la lecture de l’un des deux NOMFETs pour compenser la variabilité
entre les deux dispositifs. La séquence de calibration est la suivante : (1) Mesure de
la conductivité de chaque dispositif pour les quatre états de programmation possibles
(avec ou sans impulsion pré-synaptique et avec ou sans impulsion post-synaptique). (2)
Calcul du gain pour le second dispositif pour compenser la dispersion. (3) Calcul du
seuil optimal. (4) Initialisation de la conductivité des deux dispositifs.
Il est clair que les étapes (1)-(2) seraient certainement difficilement réalisables dans
un système plus complexe. Cependant, la compensation de la variabilité sur la carac-
téristique statique IDS pourrait être éliminée pour des dispositifs assortis sur la même
puce, fabriqués dans un processus industriel contrôlé. En effet, nous avons constaté que
la plus grande part de la variabilité était causée par la connexion et l’encapsulation des
dispositifs.
Carte électronique expérimentale
Nous avons réalisé une carte électronique spécifique pour interfacer les NOMFETs.
Un ingénieur de l’Institut d’Électronique, de Microélectronique et de Nanotechnologie
(IEMN) a encapsulé les NOMFETs dans un boitier métallique standard traversant
de type «Transistor Outline» (TO). La conception de cartes électroniques avec des
composants discrets standards pour interfacer des dispositifs expérimentaux est souvent
difficile, sans mentionner les contraintes spécifiques sur la température ou le contrôle de
l’atmosphère pour la connexion («wire bonding») et l’encapsulation selon les matériaux
utilisés. Pour le NOMFET, il faut être capable de mesurer des courants de l’ordre du
nanoampère avec des tensions allant jusqu’à ±30 V pour la première génération du
composant, utilisée dans ce système.
Malgré ces possibles difficultés, les NOMFETs présentés fonctionnent dans une at-
mosphère ambiante sans encapsulation spécifique et sont restés stables sur une durée de
plus de 6 mois. Nous avons déjà montré précédemment que les propriétés synaptiques
du NOMFET sont maintenues avec une épaisseur de grille de 10 nm, un intervalle inter-
électrodes de 200 nm et des NPs de diamètre 5 nm (Alibart et al., 2010), réduisant ainsi
la tension de programmation maximale à 3 V. L’approche «bottom-up» et la faible
température de déposition pour la fabrication des NOMFETs est compatible avec la
technologie CMOS et nous pensons que l’interfaçage de dispositifs expérimentaux avec
de l’électronique standard est un pas important pour la réalisation de prototypes à plus
grande échelle et la co-intégration avec le CMOS.
Comme la mémoire associative proposée ne demande que quatre niveaux de tension
différents pour générer les impulsions de lecture et d’écriture, les impulsions à chaque
électrode sont générées avec un multiplexeur analogique, le MAX14752, qui peut com-
muter des tensions jusqu’à ±36 V. Puisque nous utilisons la dynamique du NOMFET
sur des plages de la milliseconde ou de la seconde, la vitesse de commutation n’est pas
critique.
Pour l’étape de lecture, la conductivité est obtenue en mesurant le courant passant
dans l’électrode de drain lorsqu’une impulsion positive est appliquée à la source, ce qui
est équivalent à appliquer une tension négative sur la grille et le drain. La mesure du
courant est réalisée avec un convertisseur courant-tension utilisant une topologie d’am-
pèremètre à rétroaction («feedback-ammeter»). Dans cette topologie, l’amplificateur
opérationnel délivre une tension proportionnelle au courant circulant dans la résistance
de rétroaction, qui est égal au courant drain-source du NOMFET. Cette topologie est
particulièrement adaptée pour la mesure de courants faibles (inférieurs au µA). Un
OPA445 est utilisé pour cette fonction, c’est l’un des rares amplificateurs opérationnels
114
CHAPITRE 5. IMPLÉMENTATIONS MATÉRIELLES SUR DES . . .
5.3. DÉMONSTRATION D’UNE MÉMOIRE ASSOCIATIVE SUR NOMFET
qui supporte une tension allant jusqu’à ±45 V et qui a un offset en courant d’entrée
faible (de l’ordre de 10 pA), requis pour mesurer les courant jusqu’au nA. Il est suivi
d’un amplificateur différentiel AD629B pour permettre la mesure de courant pendant
qu’une impulsion de rétroaction est appliquée au NOMFET, en supprimant le mode
commun introduit par celle-ci. Il supporte une tension de mode commun élevé et a un
faible offset de tension d’entrée. Enfin, un convertisseur analogique numérique (CAN)
LTC1856 permet d’obtenir une valeur numérique du courant. Il peut mesurer des ten-
sions bipolaires allant jusqu’à ±10 V directement sur ses entrées et peut supporter des
tensions de ±30 V sans dommage. Il possède également huit canaux multiplexés avec
une résolution de 16 bits, ce qui rend facile la mesure de plusieurs dispositifs avec un
seul composant.
Une photographie de la carte est montrée figure 5.7 et un schéma simplifié du circuit
figure 5.8. Les précautions particulières pour mesurer des courants à l’échelle du nA
ont été un routage soigneux, incluant un plan de masse et l’utilisation de capacités de
découplages adéquates.
Figure 5.7 – Photographie de la carte expérimentale, avec les NOMFETs encapsulés dans
un boitier TO au centre. L’interface avec l’ordinateur, incluant la carte de contrôle FPGA
implémentant la logique de contrôle pour les neurones, n’est pas montrée.
Émulation des neurones
Comme la carte expérimentale fournit une interface numérique-analogique (géné-
ration des impulsions) et analogique-numérique (mesure des courants) avec les NOM-
FETs, les neurones sont implémentés numériquement sur une carte basée sur un FPGA,
qui gère la calibration initiale et supervise le processus d’apprentissage. Plutôt que
d’implémenter la logique de contrôle directement avec une machine d’état en langage
de description matériel, une approche programmatique a été préférée pour plus de flexi-
bilité. Pour se faire, un cœur de micro-contrôleur Microblaze de Xilinx a été synthétisé
sur le FPGA et programmé en C.
5.3.4 Résultats expérimentaux
Afin de démontrer le fonctionnement de notre mémoire associative, nous avons
reproduit l’expérience du chien de Pavlov. La figure 5.9 montre le processus d’associa-
tion : les deux entrées du système modélisent respectivement la vue de nourriture et
l’audition du son d’une cloche, tandis que le neurone de sortie modélise l’activité de
salivation du chien. Au début, la conductivité des dispositifs est programmée de ma-
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Figure 5.8 – Schéma simplifié de la carte expérimentale pour un NOMFET. Les parties bleues/-
fines sont implémentées logiciellement sur le Microblaze synthétisé sur le FPGA. Dans le mode
de lecture, l’électrode de source est connectée à VREAD, tandis que les deux autres terminaux
sont mis à la masse. Lorsque le neurone de sortie s’active, les terminaux de source et de drain
sont connectés à VFB et la conductivité du dispositif est modulée en fonction de la tension de
grille, qui peut valoir VREST (pas d’entrée) ou VINPUT (entrée).
nière à ce que seule la vue de nourriture (stimulus inconditionné) produise l’activation
du neurone de sortie (salivation). Avant que l’association n’ait été faite, l’audition de
la cloche (stimulus neutre) ne déclenche pas de salivation, car la conductivité de la
synapse correspondante est sous le seuil du neurone. Lorsque les deux entrées sont ac-
tives simultanément, la conductivité de la seconde synapse augmente jusqu’à atteindre
le seuil (conditionnement) : l’association est faite. A partir de ce moment, le son de
la cloche seul suffit à déclencher le neurone de sortie (stimulus conditionné). Sur la fi-
gure 5.11, on peut vérifier que sans rétroaction du neurone de sortie, le changement de
conductivité induit uniquement par les impulsions pré-synaptiques n’est pas suffisant
pour créer une association.
Notre circuit d’apprentissage associatif est symétrique, ce qui signifie qu’il n’y a
aucune différence entre l’entrée recevant le stimulus inconditionné (vue de nourriture) et
l’entrée recevant le stimulus neutre (son d’une cloche). L’entrée inconditionnée est celle
initialement programmée pour avoir un poids synaptique supérieur au seuil du neurone
de sortie. Ce principe est différent du système asymétrique introduit par (Ziegler et al.,
2012), dans lequel les deux entrées ne sont pas interchangeables.
Volatilité et dynamique d’apprentissage
Comme la conductivité du NOMFET est volatile, ce que nous implémentons réelle-
ment est une mémoire associative à court terme. En effet, lorsqu’il n’y a pas d’activité
soutenue aux entrées, l’association est perdue (figure 5.10). Cette fonctionnalité est
directement fournie par la physique du dispositif. Il n’y a pas besoin d’un circuit ad-
ditionnel qui viendrait périodiquement diminuer la conductivité des synapses. Cette
fonctionnalité est en effet essentielle pour toute implémentation pratique de mémoire
associative, car sinon, les poids synaptiques du système finiraient par saturer à cause
des courtes corrélations aléatoires entre les entrées.
Le NOMFET présente à la fois une dynamique court terme et une dynamique long
terme, qui sont facilement identifiables sur la figure 5.9. La dynamique court terme
correspond aux augmentations et diminutions rapides de la conductance, respective-
ment lors des activations et désactivations des neurones d’entrée (dynamique tempo-
relle typique ∼ 1 s). L’évolution moyenne du courant, ou de la conductance, durant
l’apprentissage, suit une dynamique à plus long terme (dynamique temporelle typique
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Figure 5.9 – Dynamique de l’apprentissage associatif : l’association est maintenue tant qu’il y
a une activité minimale sur les entrées. La durée d’un cycle est de 200 ms. Après chaque cycle,
le courant est mesuré et comparé au seuil du neurone. Dans cette expérience, la durée minimale
d’une impulsion d’entrée est de 5 cycles (1 s). La durée totale de la séquence est de 40 s.









































Figure 5.10 – Apprentissage associatif dynamique : si l’activité aux entrées n’est pas maintenue,
l’association est oubliée.
∼ 10 à 100 s) : le courant moyen est en effet supérieur après l’association qu’avant. Une
impulsion de potentialisation longue (étape de conditionnement) est nécessaire pour
induire une modification durable du poids synaptique. Une telle dynamique synap-
tique serait probablement difficile à émuler avec des dispositifs memristifs non volatils,
comme la PCM, car chaque dispositif nécessiterait une référence de temps externe pour
implémenter sa dynamique temporelle.
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Figure 5.11 – Même séquence, sans rétroaction : aucune association n’est faite et la première
synapse perd également son association. Comme dans les autres expériences, le meilleur seuil est
automatiquement calculé au début de la séquence en utilisant la même procédure de calibration,
dans laquelle la rétroaction a également été désactivée.
Relation avec STDP
STDP est actuellement l’un des algorithmes d’apprentissage neuromorphique les
plus étudiés sur les dispositifs memristifs (Yu and Wong, 2010; Kuzum et al., 2012;
Jo et al., 2010) (Bichler et al., 2012b). Il n’y a pas de règle STDP unique : une large
famille de caractéristiques d’évolution du poids synaptique en fonction de la différence
temporelle entre les impulsions pré-post a été rapportée (Wittenberg and Wang, 2006).
Plus précisément, de la STDP asymétrique a été observée avec les synapses glutama-
tergiques de l’hippocampe (Bi and Poo, 1998) et de la STDP symétrique a été observée
dans la région CA1 de l’hippocampe (Nishiyama et al., 2000) et dans les synapses
GABAergiques (Woodin et al., 2003).
La STDP asymétrique a été rapportée avec le NOMFET dans (Alibart et al., 2012).
Le procédé de programmation réalisé avec notre mémoire associative émule au contraire
une forme de règle d’apprentissage de type STDP symétrique, comme illustré qualitati-
vement sur la figure 5.12. En effet, une augmentation significative de la conductivité est
obtenue uniquement lorsqu’il y a simultanéité des événements pré- et post-synaptiques
(impulsions d’entrée et de rétroaction), produisant une tension équivalente de 60 V aux
bornes du NOMFET.
Impact de la variabilité
Bien qu’il y ait un facteur 10 sur la conductivité moyenne entre les deux NOMFETs
utilisés dans cette expérience (avant le gain correcteur), la variabilité sur le comporte-
ment dynamique des dispositifs est très faible en comparaison (Bichler et al., 2010; Ali-
bart et al., 2012). Comme notre mémoire associative est basée sur un codage temporel,
seule la variation relative de la conductivité obtenue avec les impulsions de programma-
tion et la relaxation naturelle des NPs imposent la dynamique de l’apprentissage. A cet
égard, il a déjà été montré que les systèmes basés sur un apprentissage STDP étaient
tolérants à des variations sur les pas de mise à jour des poids synaptiques allant de 20%
à 100% (Querlioz et al., 2011a) (Bichler et al., 2012a). En conséquence, les variations
de courant des deux NOMFETs ne sont pas forcément identiques suite au processus
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ΔT = tpost - tpre (ms)
Figure 5.12 – Gauche : modification relative du poids synaptique dans la STDP symétrique,
observée dans les synapses GABAergiques. Données expérimentales issues de (Woodin et al.,
2003). Droite : modification relative de la conductance du NOMFET en fonction des impulsions
pré-post pour notre apprentissage associatif (diagramme qualitatif).
de calibration, comme cela est apparent sur les figures 5.9-5.10. Et pour cause, l’effet
du processus de calibration est de faire correspondre la dynamique temporelle des va-
riations de conductivité. En outre, cette dynamique reste valide pour des échelles de




Δt1-2 = rand(Δtmin, Δtmax)
I1 (read) I2 (read) I3
ΔI1-2 = (I2-I1)/I1
x Npost x Npre
tpulse
Figure 5.13 – Forme des impulsions appliquées à l’entrée (impulsions pré-synaptiques) et à
la sortie (impulsions post-synaptiques) du NOMFET pour la mesure des données de la figure
5.14. Pour chaque ∆t, une première séquence de Npre = 20 impulsions pré-synaptiques est
appliquée avant que la conductivité ne soit mesurée, suivie d’une séquence de Npost = 20
interactions d’impulsions pré-post, après laquelle la conductivité est à nouveau mesurée et
comparée à la précédente pour obtenir le changement de conductivité. La durée des impulsions
pré-synaptiques est de 4 s (-15 V durant 2 s suivi de 30 V durant 2 s), comme celle des impulsions
post-synaptiques (-30 V durant 2 s suivi de 15 durant 2 s).
Pour démontrer qu’il est également possible de réaliser une STDP asymétrique avec
notre démonstrateur, une série d’impulsions rectangulaires sont appliquées simultané-
ment sur deux NOMFETs, avec un intervalle ∆t aléatoire entre les impulsions pré- et
post-synaptiques. La variation relative de courant ∆I/I mesurée simultanément pour
les deux NOMFET en fonction de ∆t est reportée sur la figure 5.14. La fonction STDP
obtenue avec ce système NOMFET/CMOS est en accord avec celle mesurée point-à-
point sur une station de mesure (Alibart et al., 2012).
Ceci est à notre connaissance la première implémentation de STDP sur un disposi-
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Figure 5.14 – Fonction d’apprentissage STDP obtenue avec la carte d’interface électronique
pour deux NOMFETs (points rouge et bleu) mesurés simultanément.
tif dynamique qui satisfasse les conditions suivantes : 1) Le comportement correct est
obtenu quel que soit l’état initial du dispositif, puisque l’intervalle de temps entre les
impulsions pré- et post-synaptiques est aléatoire entre chaque mesure. 2) Ce compor-
tement est très bien reproductible quelles que soient les caractéristiques des dispositifs.
En effet, alors qu’il y a un facteur 10 de différence sur la conductivité entre les deux
NOMFETs utilisés pour la figure 5.14, les variations relatives de conductivité sont les
mêmes, ce qui signifie que la variabilité sur le comportement dynamique du NOMFET
est faible. Ce comportement est dû au fait que la STDP se base sur un codage temporel,
pour lequel seule la variation relative de la conductivité des NOMFETs obtenue avec
les impulsions de tension et la relaxation naturelle des NPs imposent la dynamique.
Ainsi, STDP nous donne un moyen de programmer de manière relativement fiable des
changements de conductivité en utilisant un codage de l’information temporel avec des
dispositifs peu fiables au premier abord. Un système NOMFET/STDP pourrait donc
permettre d’implémenter d’autres apprentissages de type neuromorphique dans des cir-
cuits sans être trop pénalisé par les causes courantes à l’origine de la variabilité, comme
les dimensions physiques, ou la reproductibilité et le contrôle des étapes de fabrication.
Ces travaux ont été publiés dans (Alibart et al., 2012).
5.4 Implémentation de STDP sur PCM
Dans cette partie, nous introduisons une nouvelle architecture faible consommation
basée sur une synapse constituée de deux dispositifs PCM (la synapse 2-PCM) pour
implémenter des fonctions synaptiques dans des réseaux de neurones à grande échelle.
Avec cette architecture, nous simulons un réseau de neurones impulsionnels entièrement
connectés, de type «feedforward», qui implémente notre règle STDP simplifiée. Nous
évaluons l’application de détection de trajectoire de véhicules développée dans la partie
4.2.3. L’organisation de cette partie est la suivante : nous présentons d’abord un état de
l’art sur les implémentations de STDP avec des dispositifs PCM, puis l’architecture que
nous proposons est détaillée. Les résultats de simulation sont enfin résumés. Ceux-ci
incluent une analyse détaillée des performances en apprentissage, de la robustesse, de
la consommation énergétique et des perspectives d’intégration du système.
Ces travaux ont été publiés dans (Suri et al., 2011) (Bichler et al., 2012b).
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Figure 5.15 – (a) Neurone et synapse biologique. (b) Circuit équivalent pour une connexion
synaptique. (c)-(d) Exemples d’impulsions pré- et post-synaptiques pour implémenter STDP
tel que proposé dans (c) (Breitwisch et al., 2010) et (d) (Kuzum et al., 2012). Les temps
indiqués correspondent à la durée des impulsions. Dans (c), l’impulsion pré-synaptique n’est
pas appliquée à la seconde électrode de la PCM mais à son transistor associé (non représenté).
Plusieurs propositions d’implémentations de STDP avec des dispositifs memris-
tifs ont été publiées ces dernières années, la plupart d’entre elles se focalisant sur
des dispositifs resistifs bipolaires (Snider, 2008; Jo et al., 2010; Yu and Wong, 2010;
Zamarreño-Ramos et al., 2011). La recherche porte également sur l’implémentation de
l’apprentissage STDP avec de la PCM, dans le but de développer des architectures
neuromorphiques pouvant être mises à l’échelle biologique. La PCM est en effet consi-
dérée comme l’une des technologies de mémoire embarquée les plus prometteuses pour
la co-intégration à grande échelle avec le CMOS (Fantini et al., 2010).
Dans les implémentations actuelles de STDP avec la PCM (Breitwisch et al., 2010;
Kuzum et al., 2012) (Modha and Shenoy, 2010; Jackson et al., 2011), la potentialisation
synaptique, induisant la LTP, est obtenue par cristallisation tandis que la dépression
synaptique, induisant la LTD, est obtenue par amorphisation du matériau chalcogénide.
Des exemples d’impulsions pré- et post-synaptiques pour deux méthodes d’apprentis-
sage différentes sont présentés figure 5.15. Dans la première implémentation (figure
5.15(c)) (Breitwisch et al., 2010), le courant n’est autorisé à circuler dans la PCM que
pendant la durée de l’impulsion pré-synaptique. En fonction de son décalage temporel
relatif avec l’impulsion post-synaptique, une impulsion de RESET ou une série d’im-
pulsions de SET sont appliquées sur le dispositif, avec une amplitude dépendante de
∆T lorsque ∆T < 0 ou une fréquence dépendante de ∆T lorsque ∆T > 0, respective-
ment (avec ∆T = tpost− tpre). Sur la figure 5.15(d), l’idée de base est similaire (Kuzum
et al., 2012), avec l’impulsion post-synaptique agissant comme la fonction porte au
lieu de l’impulsion pré-synaptique. L’amplitude de l’impulsion est utilisée plutôt que la
fréquence pour reproduire le comportement de LTP biologique.
La région amorphe dans le matériau à changement de phase peut être cristalli-
sée par une succession d’impulsions de SET, ayant pour conséquence d’augmenter la
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conductance du dispositif. Il a été montré que l’amplitude du changement relatif de
conductance peut être contrôlée avec l’amplitude de l’impulsion (comme dans (Kuzum
et al., 2012)) et par la largeur d’impulsion équivalente (comme dans (Breitwisch et al.,
2010), où l’ampleur du changement est contrôlé par le nombre d’impulsions de SET).
L’amorphisation, d’un autre coté, implique de faire fondre une région dans le maté-
riau à changement de phase et de la refroidir abruptement («quenching»), ce qui est un
processus plus gourmand en énergie et qui n’est pas progressif avec des impulsions iden-
tiques (Suri et al., 2011). La LTD induite par des impulsions de différentes amplitudes
est donc absolue et non relative en valeur. Cet effet n’est donc pas apparent dans une
caractérisation de STDP telle que celle montrée figure 5.15 si, pour un ∆T donné, seul
le premier pas de changement de conductance est mesuré (une meilleure caractérisation
de STDP pourrait être d’enregistrer un grand nombre de mesures successives avec un
∆T aléatoire, comme suggéré dans (Alibart et al., 2012)).
Règle d’apprentissage simplifiée
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Figure 5.16 – Règle STDP biologique (de (Bi and Poo, 1998)) et STDP simplifiée pour l’im-
plémentation sur PCM proposée. Dans la règle simplifiée, une synapse recevant une impulsion
post-synaptique sans impulsion pré-synaptique dans la fenêtre de LTP subit une LTD, que
l’impulsion pré-synaptique existe ou non.
Comme nous venons de la voir, reproduire les mesures biologiques de la règle d’ap-
prentissage STDP, fortement dépendantes de ∆T , avec de la PCM n’est pas évident.
Les impulsions de programmation doivent être adaptées à la fois en durée et en am-
plitude selon l’intervalle de temps précis entre les évènements impulsionnels pré- et
post-synaptiques. Le bénéfice de l’approche bio-mimétique (où l’on essaie de repro-
duire le plus fidèlement possible ce qu’il se passe en biologie) est qu’elle ne nécessite
pas de faire d’hypothèse sur la manière dont seront exploitées les synapses dans le sys-
tème final. En effet, si le règle de mise à jour des poids biologique de bas niveau est
reproduite raisonnablement fidèlement dans un système électronique, il y a de grandes
chances pour que l’apprentissage ou le traitement de haut niveau à l’œuvre dans les
réseaux de neurones biologiques soit également reproductible.
Il y a toutefois des bénéfices à construire une règle STDP spécifique pour nos appli-
cations. La forme exacte de la règle d’apprentissage STDP n’est peut-être pas nécessaire
pour obtenir le traitement calculatoire désiré. Par ailleurs, la courbe STDP mesurée
in vitro pourrait ne pas refléter le comportement réel des neurones in vivo (Lisman
and Spruston, 2010). Enfin, il n’y a pas une règle STDP unique : toute une famille de
caractéristiques de mise à jour des poids en fonction de la différence temporelle entre
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les impulsions pré-post a été observée (Wittenberg and Wang, 2006).
Dans ce sous-chapitre, nous proposons une nouvelle approche dans le but de ré-
soudre des problèmes complexes, pratiques, avec la règle d’apprentissage simplifiée, qui
soit efficacement implémentable avec de la PCM. Pour rappel, dans notre règle STDP,
toutes les synapses d’un neurone sont affaiblies de la même ampleur lorsqu’elles re-
çoivent une impulsion post-synaptique, excepté pour les synapses qui ont été activées
avec une impulsion pré-synaptique un court instant avant, qui sont fortement renfor-
cées (voir la section 4.2.1). Contrairement à une synapse biologique, l’amplitude de la
potentialisation ou de la dépression est indépendante de l’intervalle de temps relatif
entre les impulsions pré- et post-synaptiques, comme illustré sur la figure 5.16.
5.4.2 Synapse et architecture proposées
Dans cette partie, nous décrivons le principe de fonctionnement de notre implémen-
tation de STDP avec la PCM. Tout d’abord, la synapse 2-PCM est décrite. Ensuite,
les trois modes de fonctionnement de l’architecture proposée sont détaillés : lecture,
écriture et rafraichissement.
La synapse 2-PCM
L’une des principales limitations de l’utilisation d’un seul dispositif PCM pour une
synapse est l’implémentation de la LTD, qui ne peut pas être progressive avec l’amor-
phisation, en utilisant des impulsions identiques, comme nous l’avions déjà évoqué dans
la partie 2.3.1 (Suri et al., 2011). Le courant requis pour l’amorphisation est également
typiquement 5 à 10 fois plus élevé que pour la cristallisation, même pour des dispositifs
de l’état de l’art (voir la figure 5.27 à la fin de ce sous-chapitre).
Pour surmonter ces difficultés, nous proposons d’implémenter à la fois la LTP et
la LTD en utilisant le cristallisation, avec deux dispositifs PCM pour constituer une
synapse, comme illustré sur la figure 5.17. Les deux dispositifs ont une contribution
opposée à l’intégration du neurone. Quand une synapse doit être renforcée, le dispositif
dit LTP subit une cristallisation partielle, ce qui augmente le poids équivalent de la
synapse. De manière similaire, lorsqu’une synapse doit être affaiblie, le dispositif dit
LTD est cristallisé. Comme le dispositif LTD a une contribution négative à l’intégration
du neurone, le poids équivalent de la synapse est réduit. Et parce qu’une cristallisation
progressive peut être obtenue avec une succession d’impulsions de tension identiques,
la génération des impulsions s’en trouve grandement simplifiée.
Equivalent
2-PCM synapse
I = ILTP - ILTD
ILTD
ILTP






Figure 5.17 – Gauche : caractéristique de LTP expérimentale des dispositifs PCM Ge2Sb2Te5
(GST). Pour chaque courbe, une impulsion de reset est d’abord appliquée (7 V, 100 ns), suivie
par 30 impulsions de potentialisation identiques (2 V). Les lignes en pointillés correspondent au
modèle comportemental utilisé dans nos simulations. Droite : principe de la synapse 2-PCM.
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Avec ce système, la conductance des deux dispositifs PCM ne fait qu’augmenter
lors des LTP et des LTD durant l’apprentissage, quel que soit le poids effectif de la sy-
napse équivalente. Si aucune action n’était entreprise, les deux dispositifs finiraient par
atteindre leur conductance maximale et le poids équivalent de la synapse convergerait
toujours vers zéro. Ce problème est résolu est réduisant périodiquement la conductance
des dispositifs tout en maintenant le poids équivalent de la synapse, avec le protocole
de rafraichissement décrit dans la partie 5.4.2. Les conséquences sur l’apprentissage de
stimuli réels et le surcout en terme de complexité et de consommation d’énergie est
discuté dans la partie 5.4.3.
Opérations de lecture
Virtual ground













Figure 5.18 – Opérations de lecture. Le courant passant dans les dispositifs PCM LTP et LTD
est intégré dans le neurone de sortie, avec une contribution positive et négative respectivement.
L’opération de lecture décrite ici est le processus de fonctionnement normal du ré-
seau entre deux activations des neurones de sortie. Lorsqu’un neurone d’entrée reçoit un
évènement, celui-ci génère une impulsion de tension de faible amplitude propagée vers
l’ensemble des neurones de sortie via ses synapses. Le courant résultant entrant dans
chaque neurone de sortie est la différence entre les courants provenant des dispositifs
LTP et ceux des dispositifs LTD, comme montré sur la figure 5.18. L’amplitude et la
durée de l’impulsion de lecture peuvent être minimum, tant qu’elle permet une lecture
raisonnablement précise de la résistance faible champ de la PCM. Les neurones de sortie
sont de type «Leaky integrate-and-fire» (LIF) (Livi and Indiveri, 2009; Joubert et al.,
2011). Lorsque le courant intégré atteint le seuil du neurone, le réseau entre dans un
mode d’écriture pour la mise à jour des poids synaptiques avec STDP, comme décrit
dans la suite.
A chaque fois qu’un neurone d’entrée est activé, celui-ci entre ou ré-entre dans un
état interne de LTP pour la durée de la fenêtre de LTP de STDP, TLTP (la valeur
effectivement utilisée dans les simulations est donnée dans le tableau 5.1).
124
CHAPITRE 5. IMPLÉMENTATIONS MATÉRIELLES SUR DES . . .




No input No input
2VWR
GLTP 
GLTD  GLTD 
GLTP  GLTP 
GLTD  GLTD 
GLTP 
Input pulses 







Figure 5.19 – Opérations d’écriture pour la règle STDP simplifiée. Pour un dispositif PCM
donné, G↗ représente une augmentation de la conductance (et donc une cristallisation partielle
du dispositif), alors que G → signifie pas de changement de la conductance.
Opérations d’écriture
Quand un neurone de sortie se déclenche, il transmet un signal de post impulsion à
tous les neurones d’entrée, leur signifiant les opérations d’écriture. Dans les opérations
d’écriture, les neurones d’entrée génèrent une impulsion de LTP d’amplitude VWR de
manière à ce que VWR < VSET < 2VWR, uniquement lorsqu’ils sont dans l’état LTP.
Le neurone de sortie génère une impulsion de rétroaction négative −VWR pour les dis-
positifs LTP et une impulsion de rétroaction positive 2VWR pour les dispositifs LTD.
Lorsqu’une impulsion de LTP interagit avec une impulsion de rétroaction, la tension
effective aux bornes du dispositif LTP est 2VWR > VSET et la tension aux bornes du
dispositif LTD est VWR < VSET. La conductance du dispositif LTP est donc augmentée.
S’il n’y a pas d’impulsion de LTP pour une entrée donnée, cela signifie que la différence
temporelle pré-post n’est pas dans la fenêtre de LTP et donc que la conductance du
dispositif LTD doit être augmentée d’après notre règle STDP simplifiée. Cela est effec-
tivement le cas, puisque la tension aux bornes du dispositif LTP est −VWR > −VSET
et la tension aux bornes du dispositif LTD est 2VWR > VSET (voir figure 5.19).
Des transistors de sélection ne sont pas nécessaires pour les opérations d’écriture, car
l’amplitude de l’impulsion d’entrée de LTP est sous le seuil de SET de la PCM, les poids
synaptiques des autres neurones de sortie ne sont donc pas affectés. Les impulsions de
LTP peuvent néanmoins significativement altérer la valeur de l’intégration dans d’autres
neurones de sortie. Ceci n’est pas un problème dans l’architecture proposée puisque de
l’inhibition latérale est implémentée : lorsqu’un neurone se déclenche, l’intégration des
autres neurones est désactivée pour une période d’inhibition Tinhibit.
Opérations de rafraichissement
Du fait que la conductance des dispositifs PCM augmente progressivement durant
l’apprentissage, un mécanisme de rafraichissement est introduit pour réduire la conduc-
tance des dispositifs LTP et LTD tout en maintenant le poids de la synapse équivalente
inchangé. Le principe de l’opération de rafraichissement est montré sur la figure 5.20.
Régulièrement, les dispositifs sont tous les deux programmés dans l’état RESET et ce-
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lui qui avait la conductance la plus élevée subit une série d’impulsions de SET jusqu’à
ce que le poids équivalent soit à nouveau atteint. Comme l’un des dispositifs reste à sa
conductance minimale, ce mécanisme permet une évolution continue des poids.
Refresh after a fixed time or a fixed 

















Figure 5.20 – Principe du rafraichissement : les deux dispositifs constituant la synapse sont
programmés dans l’état RESET et celui qui avait la conductance la plus élevée est reprogrammé
de manière à ce que le poids équivalent de la synapse reste inchangé.
An output neuron has generated 
N post-synaptic spiking events
Select next input, 
starting from the first
Apply read pulse to the pre-synaptic 
nodes of the LTP and LTD devices
Measure and store the equivalent 
weight of the LTP-LTD synapse
Apply a reset pulse to both LTP and 
LTD devices
Apply set pulse(s) to the PCM device 
which had the higher conductance
Conductance is 
increased so that the 
equivalent weight of 
the LTP-LTD synapse 
is the same as before
Conductance of LTP 
and LTD PCM devices 
reset to minimum
Disable all the other inputs
Required only if Vset > 2Vreset, optional otherwise
Figure 5.21 – Description des opérations de rafraichissement.
Connaissant le nombre moyen de pas de conductance N atteignable pour une tech-
nologie PCM, une amplitude et une durée d’impulsion de SET données, une opération
de rafraichissement n’est nécessaire qu’après N potentialisations ou N dépressions de
la synapse (le cas qui arrive en premier, en supposant que l’un des deux dispositifs est
initialement à sa conductance minimale). Ainsi, les neurones de sortie peuvent initier
une opération de rafraichissement sur leurs synapses après un nombre fixe d’activations,
qui serait N dans le pire des cas. Bien qu’un mécanisme aussi simple implique certai-
nement un nombre substantiel de RESET inutiles, puisque peu de synapses subissent
N potentialisations ou N dépressions d’affilé, cela a l’avantage de ne pas nécessiter
l’observation continue de l’état des dispositifs LTP et LTD. N peut être élevé (une
valeur approchant 100 a été montrée dans (Breitwisch et al., 2010)), réduisant ainsi le
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surcout en temps/énergie au minimum. Les simulations ont montré que même N = 10
n’implique qu’un surcout marginal pour le système sur une expérience d’apprentissage
d’un stimulus réel avec pratiquement 2 000 000 de synapses (voir partie suivante). Cela
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Figure 5.22 – Opérations de rafraichissement : génération des impulsions de RESET pour
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Figure 5.23 – Opérations de rafraichissement sans transistor de sélection : génération des
impulsions de RESET pour réinitialiser la conductance des dispositifs LTP et LTD au minimum
lorsque VRESET < 2VSET. Le dispositif LTD (respectivement LTP) est RESET lorsque la partie
de l’impulsion d’effacement négative −VER (respectivement positive VER) provenant du neurone
d’entrée recouvre l’impulsion d’effacement post-synaptique.
Les opérations de rafraichissement sont décrites sur le diagramme de la figure 5.21.
Les synapses sont lues, effacées et reprogrammées séquentiellement. Les autres neu-
rones sont désactivés durant le processus. Afin de fortement amorphiser la PCM, une
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impulsion de RESET d’amplitude VRESET doit être appliquée au dispositif, comme
illustré sur la figure 5.22. Si VRESET < 2VSET, une tension de VRESET aux bornes de
la PCM peut être obtenue par l’interaction de deux impulsions d’amplitude VER telle
que VER < VSET < 2VER, comme illustré sur la figure 5.23. Dans ce cas, la tension aux
bornes des autres synapses du «crossbar» est toujours inférieure au seuil de SET et
leur conductance n’est pas affectée.
Ainsi, si la condition VRESET < 2VSET est vraie, aucun transistor de sélection n’est
nécessaire pour les opérations de rafraichissement. Cette condition est généralement
vérifiée pour les PCM de l’état de l’art (Pirovano et al., 2007). Comme ni les opérations
de lecture, ni les opérations d’écriture n’en nécessitent un, les dispositifs de sélection
peuvent être complètement éliminés. Cela pourrait théoriquement autoriser la plus
grande densité d’intégration possible avec la PCM dans un «crossbar» et libérer la
couche CMOS sous-jacente pour l’intégration des neurones.
Si VRESET > 2VSET, la tension VRESET ne peut pas être obtenue avec deux impul-
sions d’amplitude inférieure à VSET. Des dispositifs de sélection sont donc nécessaires
pour désactiver les autres dispositifs PCM et empêcher leur conductance d’être modi-
fiée, lorsque la synapse 2-PCM en cours de rafraichissement est RESET, comme montré
sur la figure 5.22 (les PCMs désactivés sont grisées).
5.4.3 Résultats de simulation
Dans cette partie, nous présentons les résultats d’une simulation d’un apprentissage
à grande échelle de notre implémentation de STDP avec des synapses 2-PCMs. Nous
utilisons le simulateur évènementiel C++ Xnet. Le modèle comportemental asymé-
trique (Querlioz et al., 2011b) est utilisé pour interpoler la caractéristique de LTP des
PCM GST (figure 5.17) et GeTe. Les opérations de rafraichissement telles que décrites
précédemment sont également simulées.

















Figure 5.24 – Topologie du réseau utilisé pour la simulation. Il est complètement connecté et
chaque pixel du capteur AER de 128×128 pixels est connecté à chaque neurone de la première
couche avec deux synapses, recevant respectivement les évènements de changement positif et
négatif d’intensité lumineuse.
La figure 5.24 montre la topologie du réseau de neurones impulsionnels «feedfor-
ward» à deux couches simulé. C’est un réseau complètement connecté, avec 60 neurones
sur la première couche et 10 neurones sur la seconde. La couche du dessous représente
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le capteur AER de 128×128 pixels (Lichtsteiner et al., 2008). Un pixel génère un évè-
nement à chaque fois que le changement relatif d’intensité lumineuse qu’il reçoit atteint
un seuil positif ou négatif. Ainsi, selon le signe du changement d’intensité, les évène-
ments peuvent être soit de type ON, soit de type OFF, correspondant respectivement
à une augmentation ou une diminution d’intensité lumineuse. Il y a deux synapses par
pixel, une par type d’évènement. Le nombre total de synapses dans le système est de
2×128×128×60 + 60×10 = 1 966 680 et donc le nombre de dispositifs PCM est de 3
933 360 (2 PCM/synapse). Les neurones sont standards LIF avec une période réfrac-
taire Trefrac. Lorsqu’un neurone se déclenche, il désactive les autres neurones pendant
une période Tinhibit, durant laquelle aucune impulsion d’entrée n’est intégrée.
Le stimulus utilisé dans les simulations suivantes a été enregistré avec le capteur
TMPDIFF128. Il représente des véhicules passant sous un pont sur l’autoroute 210 à
Pasadena. La séquence dure 78.5 s et contient un total de 5.2M évènements, avec une
fréquence moyenne de 66.1k évènements par seconde. L’encart en bas à droite de la
figure 5.24 montre un rendu de la séquence, où les voies de circulation ont été mises
en évidence. Avec STDP, le réseau de neurones est capable d’extraire n’importe quel
motif répétitif dans le stimulus de manière non supervisée. Dans le cas présent, les
motifs répétitifs appris correspondent aux trajectoires des véhicules, qui peuvent être
utilisés pour compter les véhicules sur chaque voie. Pour rappel, nous avons détaillé ce
mécanisme dans la partie 4.2.3.
Les paramètres des neurones pour les deux couches sont donnés dans la tableau 5.1,
pour des réseaux simulés avec de la PCM GST et de la PCM GeTe. Ithres est le seuil
du neurone, exprimé en siemens (S) pour le rendre indépendant de la tension et de la
durée de l’impulsion de lecture. τleak est la constante de temps de fuite du neurone. Les
paramètres des neurones sont adaptés à la dynamique des stimuli, correspondant à l’ac-
tivité évènementielle moyenne générée par les véhicules en bas de la rétine (où l’activité
est maximale à cause de la vue en perspective). Nous avons donné plus d’information
sur la signification et l’optimisation de ces paramètres pour l’apprentissage au chapitre
traitant des applications, notamment dans la partie 4.2.2. N est le nombre d’activations
requis d’un neurone de sortie pour initier les opérations de rafraichissement. LTP/LTD
est la force relative (ou l’évolution du poids équivalent) induite par la LTP comparée
à la LTD. Le rapport LTP/LTD de 2 utilisé dans nos simulations assure que les sy-
napses renforcées de façon répétitive convergent vers leur poids maximal suffisamment
rapidement pour que le neurone devienne sélectif à une voie de circulation. Cela peut
être implémenté en ajoutant un gain en courant de 2 sur l’entrée LTP des neurones.
Table 5.1 – Paramètres des neurones pour l’apprentissage. Un jeu de paramètre différent est
utilisé selon le matériau PCM.
Paramètre GST GeTe
1ère couche 2ème couche 1ère couche 2ème couche
Ithres 2.49 S 0.00437 S 2.50 S 0.00431 S
TLTP 7.59 ms 7.12 ms 11.5 ms 12.9 ms
Trefrac 554 ms 410 ms 524 ms 393 ms
Tinhibit 15.7 ms 56.5 ms 11.8 ms 70.9 ms
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Figure 5.25 – Gauche : détection des véhicules sur les 6 voies de circulation par les 10 neurones
de sortie de la seconde couche. Chaque bloc montre la carte de sensibilité pour un neurone de
sortie (ici pour la PCM GeTe). De haut en bas le taux de détection augmente. Les voies 2 et
5 sont apprises par 3 neurones chacune, tandis que la voie 6 n’est apprise par aucun neurone.
Droite : taux de détection pour les 5 meilleurs neurones, pour chaque voie.
Performances d’apprentissage et robustesse
La figure 5.25 montre le résultat de l’apprentissage pour le jeu de données AER. Les
neurones sont sélectifs à une unique voie de circulation après seulement 8 présentations
de la séquence, correspondant approximativement à une durée temps réel de trafic de
10 minutes. L’apprentissage STDP et l’inhibition latérale peuvent être complètement
désactivés après l’apprentissage pour une détection continue des véhicules. Les neurones
de sortie de la seconde couche sont capables de détecter respectivement les véhicules sur
4 voies de circulation sur 6 pour le système basé sur des synapses PCM GST et 5 voies
sur 6 pour le système basé sur des synapses PCM GeTe. La sixième voie de circulation
n’est jamais apprise, car elle se trouve tout à droite de la rétine et les véhicules activent
moins de pixels sur cette trajectoire que sur les autres voies. Sur les voies apprises, le
taux de détection moyen est supérieur à 92%, avec aucun faux positif (c’est-à-dire que
les neurones ne se déclenchent qu’une seule fois par véhicule et qu’ils ne se déclenchent
jamais pour un véhicule passant sur une voie différente de celle qu’ils ont apprise). Des
statistiques sur l’apprentissage sont données dans le tableau 5.2 : la fréquence de mise
à jour des poids synaptiques (ou fréquence post-synaptique) est de l’ordre de 0.1 Hz
et la fréquence pré-synaptique moyenne est autour de 2 Hz. Les fréquences moyennes
sont similaires pour les deux couches.
Table 5.2 – Statistiques d’apprentissage, sur l’ensemble de la durée d’apprentissage (8×85 =
680 s). Le nombre d’impulsions de SET inclut à la fois les impulsions d’écriture pour l’appren-
tissage et les impulsions supplémentaires nécessaires pour reprogrammer le poids synaptique
équivalent durant les opérations de rafraichissement (figure 5.22).
/dispo. /dispo. (max.) /dispo./s Total
GST (impulsions LTP 2 V / 300 ns)
Impulsions de lecture 1265 160 488 1.9 4 975 830 080
Impulsions de SET 106 430 0.16 416 334 080
Impulsions de RESET 4.2 7 0.0062 16 585 048
GeTe (impulsions LTP 1.5 V / 100 ns)
Impulsions de lecture 1265 160 488 1.86 4 975 848 000
Impulsions de SET 190 740 0.28 748 120 539
Impulsions de RESET 20 37 0.030 79 971 200
La fréquence moyenne des impulsions de potentialisation par dispositif est environ
25 fois plus élevée que la fréquence des impulsions de RESET pour le système basé sur
des PCM GST, et environ 10 fois plus élevée pour le système basé sur des PCM GeTe.
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Cela est cohérent avec le fait que les opérations de rafraichissement sont initiées après 30
activations pour un neurone de sortie donné pour GST et seulement 10 activations pour
GeTe. Comme cela a déjà été mentionné, ce résultat suggère que l’efficacité du système
peut encore être améliorée en choisissant le bon matériau à changement de phase avec la
fenêtre de conductance optimale pour maximiser le nombre de niveaux de conductance
atteignables avec une série d’impulsions de SET identiques. L’approche proposée de
stocker le maximum d’informations synaptiques avec la cristallisation de la PCM, avec
une fréquence d’écriture d’environ 2 Hz par dispositif PCM, réduit également l’impact
du «drift» de la résistance PCM (Fantini et al., 2010), considéré comme une limitation
sérieuse de la programmation PCM multi-niveaux.
Afin d’évaluer la tolérance à la variabilité de notre système neuromorphique, le
réseau de neurone simulé inclut une dispersion pessimiste de 20% (c’est-à-dire un écart-
type sur chaque paramètre valant 20% de leur valeur moyenne) pour tous les paramètres
du modèle asymétrique utilisé pour la PCM (Querlioz et al., 2011b) (Gmin, Gmax, α
and β). Un exemple de caractéristiques de PCM pour une série d’impulsions de SET
identiques est montré sur la figure 5.26, pour 100 différents jeux de paramètres obtenus
en ajoutant une dispersion de 20% sur les données extraites à partir de l’interpolation.
Dans nos simulations, les paramètres d’un dispositif PCM sont modifiés chaque fois que
le dispositif subit un RESET. La dispersion de 20% inclut donc à la fois la variabilité




































Figure 5.26 – Variabilité simulée pour de la PCM GST (a) et GeTe (b). Les courbes montrent
l’augmentation de la conductance en fonction du nombre d’impulsions de SET, pour 100 diffé-
rents jeux de paramètres, obtenus en appliquant une dispersion de 20% (écart-type par rapport
à la valeur moyenne) sur les valeurs extraites à partir de l’interpolation.
Consommation d’énergie et mise à l’échelle
A partir des statistiques d’apprentissage du tableau 5.2, nous avons fait une esti-
mation grossière de l’énergie consommée pour la programmation des dispositifs PCM
GST :
Etotal = ESET ·NSET pulses + ERESET ·NRESET pulses (5.2)
avec ESET ≈ VSET · ISET · tSET (5.3)
avec ERESET ≈ VRESET · IRESET · tRESET (5.4)
Avec les tensions et les courants de SET et de RESET mesurés sur les dispositifs
GST et tSET = 30 ns, tRESET = 50 ns, ESET ≈ 121 pJ et ERESET ≈ 1552 pJ. En
utilisant ces valeurs, la consommation d’énergie synaptique pour l’apprentissage est de
112 µW. Nous n’avons pas inclus l’énergie pour la lecture dans le calcul, celle-ci étant
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négligeable. En effet, dans le pire des cas, l’énergie totale de lecture serait la suivante :
Etotal read = Ereadmax ·Nread pulses (5.5)
avec Ereadmax ≈ V 2read ·Gmax · tread (5.6)
Avec Vread = 0.1 V et tread = 10 ns, nous estimons Ereadmax ≈ 0.17 pJ et Etotal read ≈
0.8 µW. Ce calcul n’inclut pas le circuit CMOS pour les neurones et néglige également
l’énergie supplémentaire requise pour charger les capacités des lignes dans le «crossbar»,
qui peut être conséquente dans les technologies avancées.
La figure 5.27 montre qu’en moyenne, le courant requis pour le RESET et le SET
évolue pratiquement linéairement avec la surface du matériau à changement de phase.
Le tableau 5.3 donne des estimations de la consommation d’énergie synaptique pour
plusieurs dispositifs dont les caractéristiques ont été publiées. Avec des technologies
PCM extrêmement avancées, une consommation énergétique aussi faible que 100 nW
semble être atteignable pour les ∼ 2 millions de synapses avec un apprentissage STDP
en continu. Si l’apprentissage n’intervenait que durant des périodes limitées dans le
temps, la consommation d’énergie pourrait être de plusieurs ordres de grandeur plus
faible.
Table 5.3 – Statistiques énergétiques et consommation synaptique pour le cas décrit dans le
tableau 5.2, en utilisant des valeurs de tension et de courant extraites de la littérature.
Technologie PCM ERESET ESET Puissance
(pJ) (pJ) (µW)
Ces travaux (PCM GST) 1552 121 112
(Liang et al., 2011) 1.2 0.045 0.056
(Xiong et al., 2011) 0.1 0.03 0.02
(Pirovano et al., 2007) 24 4.9 3.6
(Im et al., 2008) 5.6 0.9 0.68
Surface Référence
(nm2)
2.54 (Liang et al., 2011)
28.26 (Xiong et al., 2011)
127.5 (Kim et al., 2010)
400 (Pirovano et al., 2007)
487.5 (Im et al., 2008)
500 (Chen et al., 2007)
707 (Sasago et al., 2009)
1257 (Breitwisch et al., 2007)
1963 (Lee et al., 2007a)
3000 (Pellizzer et al., 2006)
4000 (Ha et al., 2003)
Figure 5.27 – Évolution des courants de RESET et de SET pour différentes technologies PCM
(valeurs extraites de la littérature). L’interpolation est également montrée (exposants : ∼ 1.2
pour SET et ∼ 0.9 pour RESET).
Avec une fréquence moyenne de SET/RESET par dispositif de l’ordre de 1 Hz, un
apprentissage continu sur 3 ans nécessiterait une endurance de 108 cycles, ce qui est fa-
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cilement accessible avec de la PCM (Kim et al., 2010). La dégradation des performances
serait progressive à mesure que les dispositifs se détériorent, grâce au haut niveau de
tolérance de ce type de réseau de neurones.
5.5 Apprentissage STDP stochastique sur CBRAM
Nous avons vu dans le chapitre «Technologies mémoires émergentes et memristivité»
que la CBRAM posait un certain nombre de problèmes pour une utilisation en tant que
synapse (section 2.4.1). La programmation multi-niveaux nécessite l’utilisation d’un
transistor de sélection pour contrôler le courant. Cette solution a été proposée pour
implémenter STDP avec des trains d’impulsions pré- et post-synaptiques d’amplitude
décroissante (Yu and Wong, 2010). Le principe est illustré sur la figure 5.28. Dans
le cas d’une LTP (cas ∆t > 0 sur la figure), la première impulsion négative post-
synaptique s’additionne aux bornes du dispositif avec une impulsion pré-synaptique
d’amplitude plus ou moins grande selon ∆t, émulant ainsi la modulation de l’amplitude
de la LTP biologique en fonction du temps. Les autres impulsions constituant les trains
pré- et post-synaptiques se compensent partiellement et restent sous le seuil du dispositif
CBRAM. Le fonctionnement est similaire dans le cas de la LTD.
Cette proposition d’implémentation présente toutefois de sérieuses limitations. La
plus importante est que la variation de conductance de la CBRAM n’est pas cumula-
tive. Le mécanisme de LTP/LTD proposé programme une nouvelle conductance qui ne
dépend pas de la précédente valeur de celle-ci. Une limitation similaire avait déjà été
évoquée dans le cas de la LTD avec la PCM (section 2.3.1). Contourner cette limitation
nécessiterait de lire l’état du dispositif avant chaque changement de conductance, et
d’adapter l’amplitude des trains d’impulsions en conséquence. L’utilisation d’un train
d’impulsions accroit également la consommation du système, dont la part due à la
charge des capacités des lignes dans le «crossbar» peut être significative. Enfin, nos
caractérisations sur la CBRAM ont montré que la programmation multi-niveaux pour
la LTD, qui nécessite de contrôler la dissolution du filament, est difficile à obtenir.
Figure 5.28 – Proposition d’implémentation de STDP avec de la CBRAM (Yu and Wong,
2010). Il est possible de programmer différents niveaux de conductance en contrôlant le courant
dans la CBRAM avec un transistor de sélection.
Pour éliminer ces difficultés, nous proposons d’utiliser la CBRAM en tant que sy-
napse binaire, avec une règle d’apprentissage STDP stochastique. L’approche que nous
proposons peut s’appliquer à n’importe quel autre dispositif binaire bipolaire. Dans le
cas de la CBRAM et potentiellement d’autres dispositifs de type RRAM (Jo et al.,
2009b), ce type d’apprentissage stochastique peut tirer profit de la stochasticité in-
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trinsèque des dispositifs pour diminuer la consommation du système en utilisant des
conditions de programmation faibles, voire pour éliminer la nécessité de faire appel à
des générateurs pseudo-aléatoires, comme nous le verrons dans la suite.
Ces travaux ont été publiés dans (Suri et al., 2012) (Querlioz et al., 2012b).
5.5.1 Synapse et architecture proposées
Pour de l’apprentissage stochastique, une synapse est constituée d’un ou de plusieurs
dispositifs CBRAM qui sont utilisés individuellement en tant que dispositif mémoire
binaire. Les dispositifs CBRAM ont été fabriqués par Altis Semiconductor et caracté-
risés au Laboratoire d’électronique des technologies de l’information du Commissariat
à l’énergie atomique et aux énergies alternatives (CEA) (CEA LETI). Pour nos simu-
lations, nous avons établi un modèle binaire dans lequel la distribution des états ON et
OFF est modélisée par une loi log-normale. Le modèle est également probabiliste, car il
tient compte du fait que le taux de succès du SET et du RESET n’est pas toujours de
100% selon les conditions de programmation utilisées. L’ajustement du modèle se fait
pour un seul jeu de conditions de programmation (amplitude et durée des impulsions)
pour le SET et le RESET. Les paramètres du modèle utilisés pour les simulations de




















GON_mean = 0.38 mS
GON_stddev = 9.46%
GOFF_mean = 1.12 µS
GOFF_stddev = 128%
SET probability = 99%
RESET probability = 100%
Figure 5.29 – Caractéristiques de la modélisation binaire de la CBRAM. La figure représente
les variations sur les niveaux haut et bas de la conductance pour 100 cycles de SET/RESET sur
64 dispositifs. Le modèle utilise une distribution log-normale, qui s’ajuste le mieux aux données
expérimentales. Avec les conditions de programmation utilisées, la probabilité de passage à
l’état ON avec un SET n’est que de 99%.
La règle STDP simplifiée que nous avons utilisée jusqu’à présent est exprimée sous
une forme probabiliste sur la figure 5.30. Le principe reste le même : par rapport à la
règle biologique, toutes les synapses n’ayant pas été activées dans la fenêtre de LTP
subissent une LTD. Dans sa forme probabiliste, la variation du poids via une LTP ou une
LTD n’est pas relative à l’état précédent de la synapse et est stochastique. L’utilisation
de plusieurs dispositifs binaires pour une synapse est fonctionnellement équivalent à
un seul dispositif multi-niveaux, à condition que les probabilités de passage à l’état
ON/OFF de chaque dispositif soient indépendantes les unes des autres.
Le principe de programmation des synapses est similaire à celui déjà présenté dans
la première partie de ce chapitre. La figure 5.31 résume les quatre cas possibles pour la
programmation des synapses, lors d’une activation d’un neurone de sortie, sur quatre
neurones d’entrée d’une matrice. De gauche à droite :
– L’entrée a été activée dans la fenêtre de LTP, la synapse doit donc être renforcée.
Cette potentialisation est probabiliste, comme illustré sur la figure 5.30. Le neu-
rone d’entrée a donc une probabilité PeLTP de générer une impulsion de program-
mation. Pour ce faire, un générateur pseudo-aléatoire binaire avec une probabilité
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Figure 5.30 – Règle d’apprentissage STDP stochastique. Une LTP/LTD ne correspond plus à
une variation relative du poids de la synapse, mais à une probabilité de changer son poids pour
le poids maximal (pour la LTP, en rouge) ou pour un poids minimal (pour la LTD, en bleu).
PeLTP de sortir un «1» logique est utilisé. Dans le premier cas de la figure, le
bit de sortie du générateur est à «1» et une impulsion de programmation est
générée. Celle-ci interagit avec la première partie de l’impulsion post-synaptique
pour entrainer la commutation de la synapse à l’état ON ;
– L’entrée suivante n’a pas été activée dans la fenêtre de LTP, la synapse doit
donc être affaiblie. Le neurone a une probabilité PeLTD de générer une impulsion
de programmation. La probabilité PeLTD n’étant pas nécessairement identique à
PeLTP, un deuxième générateur pseudo-aléatoire est nécessaire. Dans le deuxième
cas présenté sur la figure, la sortie du générateur est à «0» et le poids de la synapse
n’est pas modifié ;
– La troisième entrée a été activée dans la fenêtre de LTP, mais la synapse n’est
pas programmée ;
– La quatrième entrée n’a pas été activée dans la fenêtre de LTP et une impul-
sion de programmation est générée. Celle-ci interagit avec la deuxième partie de
l’impulsion post-synaptique pour entrainer la commutation de la synapse à l’état
OFF.
La figure 5.32 présente une implémentation possible d’un générateur de nombres
pseudo-aléatoires – «Pseudorandom Number Generator» (PRNG) biaisé, avec une pro-
babilité de générer un «1» logique réglable. Celui-ci est constitué de plusieurs registres
à décalage à rétroaction linéaire – «Linear Feedback Shift Registers» (LFSRs) indépen-
dants (Brglez et al., 1989). Sachant que la probabilité d’obtenir un «1» logique en sortie
d’un LFSR est de 0.5, la probabilité d’obtenir un «1» logique en sortie d’une porte ET
sur deux LFSRs indépendants est de 0.25. Toujours avec l’hypothèse d’indépendance,
les probabilités sont multipliées en sortie d’une porte ET et additionnées en sortie d’une
porte OU. Il est ainsi possible produire une distribution de «1» logique de précision
arbitraire.
Le circuit présenté à la figure 5.31 permet d’implémenter une STDP stochastique
pour n’importe quel dispositif memristif binaire bipolaire, de manière extrinsèque, c’est-
à-dire sans que la commutation du dispositif en lui-même ne nécessite d’être probabi-
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Figure 5.31 – Principe du système de programmation stochastique. De gauche à droite au
niveau des neurones d’entrée : la LTP entraine la commutation de la synapse ; la LTD n’entraine
pas la commutation de la synapse ; la LTP n’entraine pas la commutation de la synapse ; la
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Figure 5.32 – Exemple d’implémentation d’un générateur pseudo-aléatoire biaisé pour implé-
menter les probabilités de LTP et LTD. Les probabilités sont obtenues en combinant les sorties
de plusieurs LFSRs indépendants.
liste. Dans le cas de la CBRAM, ce circuit peut en outre tirer profit de la probabilité
intrinsèque du dispositif. Les probabilités de commutation des dispositifs sont de nature
physique et dépendent des conditions de programmation (amplitude et durée de l’im-
pulsion). Elles sont indépendantes des probabilités de LTP et de LTD des PRNGs. La
probabilité effective P de commutation du dispositif est donc le produit de la probabilité
intrinsèque Pi et de la probabilité extrinsèque Pe :
PLTP/LTD = PiLTP/LTD.P eLTP/LTD (5.7)
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Il est donc possible de régler la probabilité extrinsèque PeLTP/LTD en fonction de
PiLTP/LTD pour obtenir la probabilité PLTP/LTD désirée pour la règle d’apprentissage
STDP (figure 5.30), qui est dépendante de l’application. Cette solution permet d’affai-
blir les conditions de programmation des dispositifs pour optimiser la consommation
énergétique du système. En effet, les impulsions de programmation normalement utili-
sées pour de la mémoire numérique nécessitent une amplitude et une durée suffisamment
élevées pour garantir Pi ≈ 1.0. Celles-ci peuvent potentiellement être significativement
réduites même pour garder Pi > 0.9. Si les conditions de programmation sont choisies
pour obtenir PLTP/LTD = PiLTP/LTD, les PRNGs peuvent être supprimés, économisant
ainsi de l’énergie et de la surface silicium. Cette dernière solution est très élégante, mais
elle suppose de pouvoir bien maitriser la stochasticité des dispositifs avec les conditions
de programmation, sans que ceux-ci ne se bloquent définitivement dans un état ON ou
OFF après un certain nombre de commutations. Les trois modes de fonctionnement
possibles, stochasticité extrinsèque, stochasticité intrinsèque et combinaison des deux,













c) External + Intrinsic
+
Figure 5.33 – Modes de fonctionnement : stochasticité extrinsèque, stochasticité intrinsèque
et combinaison des deux.
5.5.2 Résultats de simulation
Afin de démontrer le potentiel de notre approche, nous avons simulé les trois ap-
plications présentées dans le chapitre «Étude d’architectures neuro-inspirées nouvelle
génération pour le traitement de données naturelles» avec des synapses constituées d’un
ou plusieurs dispositifs binaires avec de l’apprentissage STDP stochastique.
Extraction de trajectoires
L’application d’extraction de trajectoires de véhicules a été simulée avec une topo-
logie identique à celle présentée dans la partie 4.2.3. De manière remarquable, un seul
dispositif CBRAM par synapse, utilisant le modèle de la figure 5.29, permet d’extraire
les trajectoires et de détecter les véhicules avec un taux supérieur à 95% sur les voies
de circulation apprises. Les cartes de sensibilité des neurones de sortie, de la seconde
couche, sont représentées sur la figure 5.34. Les paramètres utilisés pour les neurones
et pour les probabilités PLTP et PLTD de la règle STDP stochastique sont donnés au
tableau 5.4.
La consommation énergétique synaptique durant l’apprentissage est estimée à 74.2
µW.
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1st lane 2nd lane 3rd lane 4th lane 5th lane 6th lane
Figure 5.34 – Détection des véhicules sur les 6 voies de circulation par les 10 neurones de sortie
de la seconde couche avec des synapses binaires. Chaque bloc montre la carte de sensibilité pour
un neurone de sortie.
Table 5.4 – Paramètres pour l’apprentissage stochastique de trajectoires de véhicules. La stra-
tégie d’apprentissage couche par couche est utilisée.
Paramètre 1ère couche 2ème couche
Ithres 0.201 0.000248
TLTP 14.4 ms 1.84 ms
Trefrac 281 ms 530 ms
Tinhibit 43.8 ms 82.4 ms




Taux recon. > 95%/voie apprise
Extraction de motifs audio
Le protocole expérimental pour l’extraction de motifs audio a été présenté au cha-
pitre précédent. Les caractéristiques de la séquence audio utilisée pour l’apprentissage,
contenant le motif répétitif, ainsi que l’activité du neurone correspondant, sont présen-
tées sur la figure 5.35. La séquence sonore est transcodée en trains d’impulsions en uti-
lisant notre modèle simplifié de cochlée de 64 canaux. Ce transcodage peut également
être réalisé matériellement avec une cochlée artificielle en CMOS utilisant le codage
AER (Liu et al., 2010). Le réseau est constitué d’un seul neurone et de 3 CBRAM
par synapse, soit en tout 192 dispositifs CBRAM, à raison d’une synapse connectant
chaque canal au neurone.
La séquence d’apprentissage est initialement constituée de bruit blanc, de 0 à 400
s, et le neurone maintient une activité de sortie aléatoire. Ce résultat montre qu’une
règle d’évolution des poids stochastique permet de maintenir une activité moyenne
du neurone, ce qui n’est pas le cas d’une règle d’évolution additive avec des synapses
graduelles, comme nous l’avons formalisé dans la dernière partie du chapitre précédent.
Cette règle a donc la propriété de conserver un poids synaptique moyen intermédiaire
stable. De 400 à 600 s, le motif constitué de bruit blanc est répété à des instants
aléatoires dans la séquence de bruit. Le neurone devient rapidement sélectif au morceau
répétitif et ne se déclenche plus sur du bruit après l’apprentissage, de 600 à 800 s.
La sélectivité du système a été évaluée de la même manière que dans le chapitre
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Figure 5.35 – Apprentissage d’un motif répétitif caché dans du bruit audio. (a) Description de
la séquence de test pour l’apprentissage de données audio. (b) Spectrogramme de son en entrée.
(c) Activité du neurone de sortie.
précédent et les résultats sont résumés sur la figure 5.36. Malgré l’utilisation de dispo-
sitifs purement binaires, la sélectivité est comparable à celle obtenue avec des synapses
analogiques dans le chapitre précédent. Elle atteint un niveau similaire, voire supérieur,
à celle de l’oreille humaine (Agus et al., 2010). Les paramètres utilisés pour les neurones


































Figure 5.36 – Évolution de la sensibilité du neurone durant l’apprentissage. (a) Mesure de la
sensibilité au motif répétitif du stimulus. (b) Mesure de l’activité du neurone pour 20 s de bruit
blanc au fur et à mesure de la présentation de tranches de 1 s du stimulus.
La consommation énergétique synaptique du système est évaluée à 0.55 µW.
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Classification de motifs
La classification de motifs a également été évaluée avec de l’apprentissage STDP
stochastique. Sur la base MNIST, une redondance de 7 dispositifs binaires par synapse
permet d’atteindre un taux de reconnaissance pratiquement identique à un appren-
tissage équivalent sur des synapses analogiques. Il est remarquable que même avec
des synapses binaires (redondance de 1), le réseau est capable d’apprendre les motifs
principaux constituant les chiffres manuscrits (figure 5.37). L’évolution du taux de re-
connaissance en fonction de la redondance, comparé à des synapses analogiques, est
représenté sur la figure 5.38. A noter que ces travaux, publiés dans (Querlioz et al.,
2012b), utilisent un modèle générique de dispositifs intrinsèquement stochastiques et
non pas le modèle de CBRAM comme ceci est le cas dans les deux exemples précédents.





















Figure 5.38 – Comparaison du taux de reconnaissance entre des synapses analogiques et des
synapses binaires, en fonction de la redondance (nombre de dispositifs binaires par synapse).
5.6 Discussion et perspectives
Dans ce chapitre, nous avons proposé des implémentations d’apprentissage de type
STDP sur des réseaux de neurones impulsionnels sur trois dispositifs très différents : le
NOMFET, la PCM et la CBRAM. L’une exploite la volatilité du NOMFET, l’autre la
cumulativité du processus de cristallisation de la PCM et la dernière la stochasticité de
la CBRAM. Ces travaux donnent un aperçu de l’étendue des possibilités offertes par la
vaste famille des technologies émergentes de dispositifs mémoire memristifs, combinés à
des architectures neuro-inspirées de nouvelle génération pour le traitement de données
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naturelles. Nous espérons avoir établi dans ce chapitre des bases solides pour réaliser
de telles architectures, qui ne demandent qu’à être développées.
De nombreux défis restent encore à relever, à la fois sur le plan technologique et
sur le plan applicatif. Nous citerons notamment les problématiques liées à l’intégration
en «crossbar» (courants de fuite, Ron et ratio Roff/Ron des dispositifs), à la réalisa-
tion pratique des neurones en CMOS (analogique/numérique, synchrone/asynchrone),
à l’organisation topologique du réseau (taille des cellules, interconnexions)... etc.
Concrètement, la prochaine étape essentielle pour ces implémentations matérielles
sur des technologies memristives est la réalisation d’un prototype intégré hybride na-
no/CMOS. Si de nombreuses tentatives ont eu lieu ou sont en cours et que des démons-
trations à petites échelles ont déjà été réalisées, telles que pour le NOMFET, aucun
circuit intégré comprenant une matrice de plusieurs milliers de dispositifs et réalisant
une application complète n’a été réalisé à ce jour. L’impact d’un tel circuit, s’il remplit
ses promesses, pourrait être absolument considérable dans la communauté et concréti-
serait des idées développées depuis maintenant plus de quatre ans.
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6.1 Synthèse
Dans cette thèse, nous avons exploré la possibilité de réaliser des architectures de
traitement de données naturelles véritablement en ruptures avec les systèmes classiques
basés sur des «Central Processing Unit»s (CPUs) ou des processeurs de signal numé-
rique – «Digital Signal Processors» (DSPs). Nous avons montré comment l’on pouvait
utiliser la memristivité de certaines technologies mémoire émergentes pour implémenter
des synapses artificielles. Ces implémentations sont radicalement différentes de celles
envisageables en technologie «Complementary Metal Oxide Semiconductor» (CMOS),
qui se heurtent soit au goulot d’étranglement de Von Neumann, soit à une limitation
importante de la densité d’intégration et de l’efficacité énergétique. Cela du fait du
nombre de transistors et de la complexité du circuit requis pour émuler une synapse.
Grâce à une approche pluridisciplinaire, nous avons pu proposer des applications
concrètes exploitant ces synapses. Celles-ci vont au-delà du simple mimétisme biolo-
gique, qui caractérise la majorité des travaux de l’état de l’art concomitant. Cela in-
clut une compréhension claire des mécanismes de «Spike-Timing-Dependent Plasticity»
(STDP) pour l’extraction de motifs temporels et la classification de motifs, que nous
avons partiellement formalisés.
Des analyses systématiques pour évaluer la faisabilité des architectures neuro-inspirées
que nous proposons ont été entreprises. Celles-ci concernent en premier lieu le niveau de
tolérance aux variabilités et aux défauts, inhérent aux dispositifs memristifs à l’échelle
nano-métrique. Nous avons ainsi montré l’extrême robustesse des applications basées
sur STDP face à ces défauts. La tolérance au bruit et l’efficacité énergétique ont égale-
ment été évalués.
Nous pensons, à l’issue de ces travaux, avoir répondu de manière convaincante à
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l’enjeu majeur évoqué dans l’introduction. A savoir, de déterminer la faisabilité d’ap-
plications concrètes et robustes basées sur des technologies memristives.
6.2 Réflexions et questions ouvertes
Dans cette partie, je souhaite engager quelques réflexions de fond sur mes travaux
et plus généralement sur le domaine des nouvelles architectures à base de dispositifs
memristifs. Je souhaite également partager mon opinion, qu’elle soit argumentée ou
non, sur certaines questions essentielles.
6.2.1 Les grands projets en cours
SyNAPSE («Systems of Neuromorphic Adaptive Plastic Scalable Electronics»), fi-
nancé par la Defense Advanced Research Projects Agency (DARPA). Ce projet très
ambitieux, lancé en 2008, vise à développer de la technologie neuromorphique capable
d’atteindre une densité d’intégration comparable à la biologie. L’effort dans ce projet
porte principalement sur l’intégration de technologies memristives pour implémenter
des synapses et des fonctionnalités telles que STDP. Le plus gros partenaire du projet
est IBM, sous la direction de Dharmendra Modha (Modha and Shenoy, 2010; Breitwisch
et al., 2010; Jackson et al., 2011). Le second partenaire principal est HRL Laboratories.
Parmi les autres partenaires ou anciens partenaires, on retrouve entre autres, l’Uni-
versité de Stanford, avec H.-S. Philip Wong (Yu and Wong, 2010; Liang and Wong,
2010; Liang et al., 2011; Kuzum et al., 2012), l’Université du Michigan, avec Wei Lu
(Jo and Lu, 2008; Jo et al., 2009a,b, 2010; Kim et al., 2012) et l’Université de Boston,
avec Stephen Grossberg, pour la partie applicative. La figure 6.1 résume l’objectif du
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Figure 6.1 – Vision du projet SyNAPSE de la DARPA (images publiques du projet). A gauche,
l’objectif du programme, mettant face à face les architectures Von Neumann et les architectures
neuromorphiques. A droite, la démarche adoptée pour atteindre une densité d’intégration com-
parable à la biologie.
A ce jour, l’objectif initial du projet, qui visait à intégrer l’équivalent de la capacité
cognitive du cerveau d’un chat dans un circuit intégré, est semble-t-il, sans grande
surprise, loin d’être atteint. Le projet a néanmoins beaucoup fait parler de lui avec
la simulation, sur un supercalculateur, d’un réseau de neurones avec le même nombre
de synapses et de neurones que dans le cerveau d’un chat (Ananthanarayanan et al.,
2009). Ce succès est à relativiser, car il s’agit avant tout d’un résultat technique sur
la simulation à grande échelle d’un réseau avec des modèles simples. Celui-ci ne réalise
malheureusement aucune fonction cognitive (mis à part afficher le logo d’IBM en trains
d’impulsions).
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La vision de l’instigateur du projet, Todd Hylton, est que l’intelligence devrait émer-
ger naturellement à partir d’un réseau suffisamment complexe et s’appuie pour cela
sur des arguments de thermodynamique. Scientifiquement, ce type d’argumentation est
intéressant, mais aussi discutable. Je pense que la compréhension des mécanismes d’ap-
prentissage est au contraire essentielle pour progresser à partir de réseaux élémentaires
vers des structures plus complexes.
D’autres développements dans le cadre de ce projet ont reçu une large publicité.
On peut citer MoNETA («MOdular Neural Exploring Traveling Agent»), développé
à l’Université de Boston (Ames et al., 2012), qui s’appuie sur le logiciel Cog Ex Ma-
china, développé par Greg Snider (Snider et al., 2011). Le premier permet de modéliser
un agent complet capable de se déplacer dans l’environnement tandis que le second
offre une interface avec un supercalculateur ou du matériel neuromorphique à base de
dispositifs memristifs.
Ces outils ont permis pour le moment de réaliser un agent virtuel capable de résoudre
le Labyrinthe de Morris. Dans cette expérience, l’agent (un rat ou une souris dans la
réalité), est déposé dans un piscine qui contient une petite plateforme immergée à
quelques millimètres de la surface. L’agent doit apprendre à trouver cette plateforme
pour se maintenir hors de l’eau. Pour cela, des indices visuels sont placés sur le bord
de la piscine (ronds de différentes couleurs par exemple). Le système mis en œuvre
pour implémenter cette tâche n’a malheureusement pas encore été présenté en détails.
Il est donc difficile d’apprécier la pertinence de ces travaux, présentés ni plus ni moins
comme l’avènement de l’intelligence artificielle forte, après 50 ans de promesses non
tenues (Versace and Chandler, 2010)... L’histoire se répèterait-t-elle ?
BrainScaleS 1 («Brain-inspired multiscale computation in neuromorphic hybrid sys-
tems») est un projet européen «Future and emerging technologies» (FET) FP7, dé-
marré en 2011 et qui fait suite au projet FACETS («Fast Analog Computing with
Emergent Transient States», 2005-2010). Karlheinz Meier, de l’Université de Heidel-
berg, en est le coordinateur. Le projet vise à fabriquer du matériel neuromorphique à
l’échelle «multi-wafer» dans le but d’accélérer des simulations de neuroscience. Celles-ci
concernent notamment l’analyse d’expérimentations biologiques in-vivo, pour la com-
préhension des fonctions et des interactions à plusieurs échelles temporelles et spatiales
pour le traitement de l’information dans le cerveau. Temporellement, les phénomènes
de plasticité peuvent aller de la milliseconde à des heures ou à des jours. Spatialement,
les interactions ont lieu au niveau des neurones individuels, de populations de neurones,
jusqu’à des zones entières du cerveau. La figure 6.2 montre une représentation 3D d’un
module matériel à l’échelle d’un «wafer» destiné à être réalisé dans le projet.
L’objectif de ce projet est d’accélérer les simulations biologiques. Un facteur d’ac-
célération pouvant aller jusqu’à 10 000 par rapport au temps biologique est projeté.
Il utilise pour cela de la technologie CMOS classique et propose une implémentation
principalement analogique des neurones et de la plasticité synaptique (Schemmel et al.,
2010). La technologie mise en œuvre dans ce projet est particulièrement impression-
nante. Cependant, l’inconvénient principal d’une telle implémentation est le manque
de flexibilité. Cela est à mon avis d’autant plus vrai pour un système qui se destine
essentiellement à des études de neurosciences. Les modèles de neurones et de plasticité
sont figés. Ils disposent certes d’un certain nombre de paramètres réglables, mais au
prix d’une complexité importante. En outre, les paramètres pris en compte, par rapport
aux différents modèles biologiques, découlent d’un choix qui reste en partie arbitraire,
et qui est subordonné par la complexité de leur implémentation.
La motivation principale pour créer du matériel neuromorphique dans ce projet est
1. Site Internet : http://brainscales.kip.uni-heidelberg.de/
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Figure 6.2 – Vision du projet européen BrainScaleS (image publique du projet). Il s’agit d’un
module matériel de réseau de neurones, intégré directement à l’échelle d’un «wafer».
la même que celle introduite dans les années 1990. Il s’agit d’implémenter matériel-
lement des architectures qui seraient trop lentes sur des CPU classiques, à cause du
goulot d’étranglement de Von Neumann. Cependant, j’ai défendu tout au long de cette
thèse qu’une implémentation purement en CMOS reste inefficace pour résoudre ce pro-
blème. Par ailleurs, contrairement au cas d’un système embarqué, l’efficacité n’est ici
pas une motivation.
Pour ces raisons, je reste persuadé que les objectifs affichés du projet pour la simula-
tion pourraient être réalisés avec des supercalculateurs, qui auraient l’avantage d’offrir
bien plus de flexibilité et d’évolutivité. C’est d’ailleurs cette dernière approche qui est
choisie dans le projet Blue Brain. BrainScaleS développe cependant une technologie
d’intégration à l’échelle «wafer» qui pourrait bénéficier à de nombreux type de projets
dans le futur.
SpiNNaker 2 (contraction pour «Spiking Neural Network Architecture») est un pro-
jet d’architecture neuromorphique massivement parallèle basée sur des cœurs ARM9
(Furber et al., 2006). Il est mené par l’Université de Manchester. Contrairement au
projet BrainScaleS, les neurones et les synapses sont entièrement programmables. Un
cœur ARM9 peut ainsi émuler de quelques neurones complexes utilisant des modèles
multi-compartimentaux à des centaines de neurones simples de type «Leaky integrate-
and-fire» (LIF). Le projet vise à créer une architecture en réseau de plus d’un million
de cœurs ARM9. Chaque nœud du réseau, constituant un «System In Package» (SIP),
comporte 18 cœurs.
La finalité du projet est technique, ARM étant un partenaire important, et se veut
constituer une plateforme pour l’implémentation de réseaux de neurones assez géné-
riques. Je situerais donc l’approche du projet entre BrainScaleS et Blue Brain, en
termes de spécialisation de l’implémentation. Malgré des innovations sur la commu-
nication et la transmission des évènements entre les nœuds d’un réseau, SpiNNaker
se heurte également au «bottleneck» de Von Neumann. Cela est particulièrement vrai
pour l’implémentation de STDP, qui n’est pas simple avec les ressources limitées des
cœurs de calcul (Jin et al., 2010).
En étant plus flexible que BrainScaleS et plus adaptée qu’un supercalculateur clas-
sique pour le neuromorphique, je pense que l’approche adoptée a du sens pour des si-
2. Site Internet : http://apt.cs.manchester.ac.uk/projects/SpiNNaker/
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mulations de neurosciences. L’intérêt par rapport à un supercalculateur n’est toutefois
pas évident. Les objectifs scientifiques du projet ne sont pas à mon sens extrêmement
clairs. Si l’on se cantonne à de la simulation pour les neurosciences, l’intérêt d’avoir
un système plus efficace énergétiquement est essentiellement économique (notamment
par rapport à l’investissement conséquent que représente l’exploitation d’un supercal-
culateur). Mais cela risque de ne plus être vrai après quelques années grâce à la loi de
Moore.
Les autres projets. Outre ces trois projets, on citera également Neurogrid 3, de
l’Université de Stanford, dirigé par Kwabena Boahen et Blue Brain, le projet de Henry
Markram, à l’École Polytechnique Fédérale de Lausanne (EPFL). L’approche de Neu-
rogrid est similaire à celle de BrainScaleS, à plus petite échelle. Le projet Blue Brain
utilise quant à lui des supercalculateurs classiques pour faire des simulations détaillées
du cerveau. Il vise à terme à recréer un cerveau virtuel. Par rapport aux autres projets,
le projet cherche à pousser le niveau de réalisme des modèles le plus loin possible pour
reproduire parfaitement les processus biologiques dans le cerveau.
Enfin, le Human Brain Project (HBP) est une proposition de projet de grande en-
vergure, qui aspire à devenir un projet «flagship» de l’Union Européenne dès 2013.
Celui-ci ambitionne de munir l’Europe d’une structure de recherche dédiée à la simula-
tion du cerveau humain. S’il est retenu, l’EPFL coordonnera ce projet, qui s’appuiera
sur les travaux déjà menés dans le cadre des projets Blue Brain et BrainScaleS.
6.2.2 Quelles limitations pour STDP?
Mes travaux traitent de plusieurs applications de traitement de données sur des
réseaux de neurones impulsionnels, qui sont toutes basées sur un algorithme d’appren-
tissage de type STDP. C’est aujourd’hui le cas de la grande majorité des travaux sur les
réseaux de neurones impulsionnels dans la communauté du neuromorphique. Ceux-ci
considèrent toutefois parfois qu’émuler l’une des quelques mesures biologiques dispo-
nibles pour STDP permettra de réaliser ensuite des applications «cognitives». Parfois
avec quelques raccourcis. Je pense à l’aspect vraiment cumulatif de STDP qui est
rarement démontré à la fois pour la potentialisation à long terme – «Long-Term Po-
tentiation» (LTP) et la dépression à long terme – «Long-Term Depression» (LTD) (on
a vu que ce n’était d’ailleurs pas le cas ni pour la mémoire à changement de phase –
«Phase-Change Memory» (PCM) ni la «Conductive-Bridging RAM» (CBRAM)). Cela
montre à mon avis qu’il est pour le moins prématuré de proposer des implémentations
de STDP sans avoir au préalable exploré les applications qu’il est possible de faire avec.
Et, à la lumière de ces travaux de thèse, que le modèle classique «bio-réaliste» n’est
peut-être pas le plus prometteur.
Au-delà du modèle en lui-même et de son implémentation, STDP comporte tout de
même certaines interrogations : qu’en est-il du passage à l’échelle, de l’apport du multi-
couches, des problèmes non linéairement séparables, de l’apport des poids négatifs... ?
L’apport du multi-couches en particulier est une question qui me semble particuliè-
rement intéressante. Je ne parviens pas pour le moment à concevoir un système de
plusieurs couches qui améliorerait les performances d’un apprentissage d’une manière
aussi importante qu’un perceptron multi-couches – «Multilayer Perceptron» (MLP).
L’intérêt de poids négatifs, ou inhibiteurs, n’est pas non plus totalement élucidé, mais
pourrait être l’une des clés pour le multi-couches. Un simple perceptron est incapable de
résoudre un problème non linéairement séparable. La question se pose également pour
3. Site Internet : http://www.stanford.edu/group/brainsinsilicon/
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une couche STDP. Mais qu’est-ce qu’un problème non linéairement séparable avec un
codage temporel de l’information et STDP?
La résolution de ces problématiques est pour moi une priorité, sans quoi STDP
pourrait ne pas délivrer ses promesses. Mais pour le moment je ne suis pas inquiet, il
reste beaucoup de choses à explorer.
6.2.3 Et l’implémentation des neurones ?
Dans ces travaux, nous avons avant tout traité de la manière d’exploiter des dispo-
sitifs memristifs en tant que synapses. Nous avons simplement supposé que les neurones
sont implémentés en technologie CMOS. En CMOS, c’est clairement la taille de la sy-
napse qui limite la densité d’intégration et l’efficacité énergétique, à raison de 1000 à
10 000 synapses par neurone, si l’on retient l’ordre de grandeur biologique. Dans le
cas d’un système hybride implémentant les synapses avec des dispositifs memristifs, ce
pourrait bien être au contraire le neurone qui est le facteur limitant.
Cette considération peut être lourde de conséquences, alors que les neurones oc-
cupent déjà un aspect central dans toute architecture neuro-inspirée et que leur implé-
mentation n’est pas triviale. La meilleure manière d’implémenter le neurone est donc le
sujet de nombreux débats. L’une des questions importantes est de savoir s’il est préfé-
rable de l’implémenter en analogique ou en numérique (Joubert et al., 2012). Cela est
plus vrai encore dans une implémentation hybride nano/CMOS, qui implique forcément
une interface analogique entre le neurone et ses synapses.
Il n’existe sans doute pas de réponse universelle à cette question, car tout dépend
du modèle du neurone, de l’apprentissage et de l’architecture pour la programmation
des synapses. Je pense qu’une implémentation essentiellement numérique a l’énorme
avantage de la flexibilité et de la programmabilité. Nous avons vu dans ces travaux
que les paramètres des neurones, tels que les constantes de temps, pour l’inhibition,
la LTP, la fuite, étaient fortement liés à la dynamique des stimuli à apprendre. Ceux-
là pourraient être stockés dans des registres programmables, par couches de neurones
par exemple. Une implémentation analogique est également beaucoup plus délicate à
concevoir et est soumise à la variabilité des transistors CMOS.
Au niveau de l’efficacité énergétique, la nécessité de distribuer une horloge dans
le circuit dans le cas d’une implémentation numérique n’est pas selon moi un facteur
limitant. La résolution temporelle minimale pour tenir compte de la dynamique d’ap-
prentissage dans nos applications ne dépasse pas l’ordre de la milliseconde (c’est la
résolution couramment utilisée dans les simulations de réseaux biologiques en neuros-
ciences). Ainsi, une fréquence d’horloge numérique inférieure au mégahertz pourrait
être suffisante pour faire fonctionner un système en temps réel, bien plus faible en tout
cas que les fréquences utilisées dans les processeurs actuels. En outre, dans un système
à grande échelle, distribué sur plusieurs puces, l’énergie nécessaire à la communication
entre les neurones pourrait dominer celle du neurone lui-même.
Un bon compromis pourrait donc être de conserver la sommation analogique des
courants en sortie du «crossbar» et de l’intégrer dans un condensateur qui serait échan-
tillonné toutes les millisecondes ou 0.1 ms avec un convertisseur analogique numé-
rique (CAN). Une période d’échantillonnage relativement faible permet d’implémenter
le terme de fuite numériquement et de réduire au minimum la taille du condensateur
d’intégration. La taille de ce dernier peut être considérable et fortement limiter la den-
sité d’intégration des neurones.
148
CHAPITRE 6. CONCLUSION, RÉFLEXIONS ET PERSPECTIVES
6.3. PERSPECTIVES
6.3 Perspectives
Avant de refermer ce mémoire, j’aimerais exposer, très brièvement, les directions
que je souhaite suivre dans le futur. Comme cela a déjà été le cas tout au long de cette
thèse, je pense qu’il est indispensable de continuer à avancer de manière synchronisée
sur les différents fronts :
– Au niveau applicatif, s’efforcer de répondre aux interrogations évoquées pré-
cédemment sur STDP. Explorer de nouvelles applications et étendre celles déjà
étudiées. Dans le cas de la détection de trajectoires de véhicules, on peut envisa-
ger de rajouter une étape de classification, portant sur le type ou le modèle de
véhicule par exemple.
– Au niveau technologique, continuer les caractérisations des dispositifs mem-
ristifs. Après la PCM et la CBRAM, la prochaine étape au Laboratoire d’électro-
nique des technologies de l’information du Commissariat à l’énergie atomique et
aux énergies alternatives (CEA) (CEA LETI) est de caractériser des technologies
mémoire résistive – «Resistive RAM» (RRAM). Il parait important également de
chercher à optimiser les matériaux et procédés de fabrication pour une utilisation
synaptique des dispositifs.
– Au niveau circuit, élargir les réflexions sur l’implémentation des neurones et
l’intégration en «crossbar». Ces deux points restent critiques pour le développe-
ment d’un circuit hybride nano/CMOS complet.
Sur une vision un peu plus long terme, même au regard des résultats prometteurs
présentés dans ce mémoire, il est légitime de réfléchir au devenir de ce neuromorphique
nouvelle génération. Surtout si l’on considère l’historique des réseaux de neurones, qui
ne joue pas nécessairement en leur faveur. Aujourd’hui, parler de réseaux de neurones
à certains industriels est toujours quelque peu tabou...
Nous avons toutefois évoqué de nombreuses raisons pour tenter d’expliquer cet état
de fait et aussi pourquoi la donne devrait changer dans le futur grâce aux solutions
que nous proposons. Je pense honnêtement que le diagnostique et la solution proposée
vont dans le bon sens. La question est malgré tout de savoir si cela sera suffisant, passé
l’effet de mode inspirée par le memristor et les réseaux de neurones impulsionnels, pour
venir justifier l’inclusion de matériel neuromorphique spécialisé dans des produits de
masse. Ou si la loi de Moore continuera à avoir le dernier mot.
Personnellement, je ne suis pas certain que cette révolution du neuromorphique, at-
tendue depuis des décennies, ait lieu immédiatement. Peut-être même pas dans quelques
années. Il y a encore je pense de nombreuses choses à découvrir au préalable. Mais les
progrès dans ce domaine sont constants, malgré des hauts et des bas dans l’histoire
encore balbutiante du neuromorphique. Je suis donc à peu près certain que cette ré-
volution finira par se produire et que les neurosciences joueront un rôle central dans
cet accomplissement. Et cela pour une raison simple : l’évolution n’a pas retenue le
codage binaire et la logique booléenne pour créer des êtres intelligents et adaptés à leur
environnement. Et je ne pense pas que cela était hors de portée pour la nature.
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AMS mixte analogique/numérique – «Analog and Mixed-Signal».
AMTL Advanced Memory Technology Laboratory.
CAM mémoire adressable par contenu – «Content-Addressable Memory».
CAN convertisseur analogique numérique.
CAO conception assistée par ordinateur.
CBRAM «Conductive-Bridging RAM».
CEA Commissariat à l’énergie atomique et aux énergies alternatives.
CEA LETI Laboratoire d’électronique des technologies de l’information du CEA.
CEA LIST Laboratoire d’Intégration des Systèmes et Technologies du CEA.
CMOL «CMOS/molecular».
CMOS «Complementary Metal Oxide Semiconductor».
CNRS Centre national de la recherche scientifique.
CPU «Central Processing Unit».
CRS «Complementary Resistive Switches».
DACLE Département Architectures Conception & Logiciels Embarqués.
DARPA Defense Advanced Research Projects Agency.
DSP processeur de signal numérique – «Digital Signal Processor».
DTSI Département Technologies et Systèmes Intelligents.
EPFL École Polytechnique Fédérale de Lausanne.
EPSC courant post-synaptique excitateur – «Excitatory Postsynaptic Current».
ERB bande passante rectangulaire équivalente – «Equivalent Rectangular Bandwidth».
FET «Future and emerging technologies».
FFT transformée de Fourier rapide – «Fast Fourier Transform».
FPGA «Field-Programmable Gate Array».
FPNI «Field-Programmable Nanowire Interconnect».
GPU «Graphics Processing Unit».
HBP Human Brain Project.




HRS «High Resistance State».
IDC International Data Corporation.
IEF Institut d’Électronique Fondamentale.
IEMN Institut d’Électronique, de Microélectronique et de Nanotechnologie.
ISA «Instruction Set Architecture».
ITRS International Technology Roadmap for Semiconductors.
LCE Laboratoire Calcul Embarqué.
LFSE Laboratoire Fiabilisation des Systèmes Embarqués.
LFSR registre à décalage à rétroaction linéaire – «Linear Feedback Shift Register».
LIF «Leaky integrate-and-fire».
LRS «Low Resistance State».
LTD dépression à long terme – «Long-Term Depression».
LTP potentialisation à long terme – «Long-Term Potentiation».
MAC multiplie puis accumule – «Multiply-Accumulate».
MIM métal-isolant-métal.
MLP perceptron multi-couches – «Multilayer Perceptron».
MOS «Metal Oxide Semiconductor».
MRAM mémoire magnétique – «Magnetic RAM».
MTJ jonction tunnel magnétique – «Magnetic Tunnel Junction».
NOMFET «Nanoparticle-Organic Memory Field Effect Transistor».
NP nano-particule.
PCM mémoire à changement de phase – «Phase-Change Memory».
PMC «Programmable-Metallization-Cell».
PMMA polyméthacrylate de méthyle – «Polymethyl Methacrylate».
PRNG générateur de nombres pseudo-aléatoires – «Pseudorandom Number Genera-
tor».
ROI «Region Of Interest».
RRAM mémoire résistive – «Resistive RAM».
SARC Service Architectures et Conception.
SEM microscopie électronique à balayage – «Scanning Electron Microscopy».
SIMD «Single Instruction Multiple Data».
SIP «System In Package».
STDP «Spike-Timing-Dependent Plasticity».
STL bibliothèque standard C++ – «Standard Template Library».
TMR magnétorésistance à effet tunnel – «Tunnel Magnetoresistance».
TO «Transistor Outline».
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