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Abstract
We derive process limit distribution results for the Nelson-Aalen estimator of a
hasard function and for the Kaplan-Meier estimator of a distribution function,
under different dependence assumptions. The data are assumed to be right
censored observations of a stationary time series. We treat weakly dependent as
well as long range dependent data, and allow for qualitative differences in the
dependence for the censoring times versus the time of interest.
Keywords: Survival analysis, stationary process, functional central limit
theorem, limit distribution, Nelson-Aalen estimator, Kaplan-Meier estimator
1. Introduction
The estimation of a survival function based on censored survival data is of
a fundamental importance in statistics. The Kaplan-Meier estimator is well
known and well studied, and it’s limit properties are well known, cf. Andersen
et al. [1] for an introduction. The situation is similar to what is known for
the empirical distribution function as an estimator of the distribution function,
when we have independent data. However, that for the empirical distribution
function, one has process limit distribution results also under general depen-
dence assumptions, e.g. for mixing data and for long range dependent data, cf.
Dehling and Taqqu [2]. There are to our knowledge no process limit distribution
results for the Kaplan-Meier estimator for dependent data. We establish such
results in this paper.
One approach to proving limit results for the Nelson Aalen estimator of the
cumulative hasard function is to go via the theory of stochastic integration,
expressing the Nelson-Aalen estimator as a stochastic integral of a previsible
process with respect to a martingale, thus showing that in fact the Nelson-Aalen
estimator is a martingale. Next the Rebolledo martingale central limit theorem
is invoked to prove the weak convergence of the Nelson-Aalen estimator towards
a Gaussian martingale, cf. Anderson et al. [1]. The advantage of this approach
is that it uses a very powerful theory to obtain strong results on e.g. variance
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estimates. The main disadvantage is that by relying on martingale results the
approach is very restrictive in that it allows only independent data; weakly
dependent data might potentially be managed with the theory of mixingales, cf.
McLeish [3], but there is to our knowledge no functional central limit theorems
for mixingales, cf. however Merleve`de and Peligrad [4] for functional central
limit theorems for mixing data.
We use the alternative approach to the derivation of the limit distribution
of the Nelson-Aalen estimator which relies solely on two results: firstly a weak
limit result of a certain bivariate empirical process, and secondly continuity
of the map defining the Nelson-Aalen estimator, with respect to this bivariate
process. These two results will together, via the continuous mapping theorem,
yield a shorter and more basic derivation of a limit result. There are several
advantages over the martingale approach are: By relying on only empirical
process theory we can apply the Nelson-Aalen estimator to a wider range of
dependence situations, covering the known results for independent data but also
implying new results for the marginal distributions for weakly dependent and
long range dependent data. Furthermore the limit process can be written in an
explicit form as compared to the usual reference to a Gaussian martingale with
a certain mean and covariance function. A further advantage of this explicit
representation is that it enables derivation of local and rescaled results; it is
e.g. easy to see what the process weak limit of the localized version d−1n (Λn(t0+
sdn)−Λn(t0)) as n→∞ of the Nelson-Aalen estimator is, for t0 fixed, s varying
and with dn → 0 as n→∞ a deterministic sequence. This may be useful when
doing semiparametric estimation such as when using kernel smoothers or other
smoothers for e.g. monotone hasard estimation, cf. e.g.Huang and Wellner [5].
The first limit process result for the Nelson-Aalen estimator was derived in
Breslow and Crowley [6], by using only empirical process theory together with
smoothness of the functionals, i.e. similar to our approach. A more recent paper
with results similar to our results is Sun and Zhou [7] that prove asymptotic
normality of the Nelson-Aalen and Kaplan-Meier estimators, and for smoothed
version of these, for weakly dependent (α-mixing) life length data that are cen-
sored by i.i.d. data; however they state only pointwise limit distribution results.
We will derive limit distribution results for the Kaplan-Meier estimate of the
survival function, using the fact that the Kaplan-Meier estimator is a smooth
map of the Nelson-Aalen estimator. It is in fact a compactly (or Hadamard)
functionally differentiable map of the Nelson-Aalen estimator, cf. Anderson et
al. [1]. Thus we can use the functional delta method, cf. Gill [8], to obtain the
limit distributions of the Kaplan-Meier estimator. This generalises older results
for independent and mixing data to also include long range dependent data.
The paper is organised as follows. In Section 2 we present the main results,
that are functional central limit theorems for the Nelson-Aalen estimator (The-
orem 1), and for the Kaplan-Meier estimator (Theorem 2). In Section 3 we
specialise the results to qualitatively different dependence structures: Theorem
3 restates the well-known functional central limit theorem results for the i.i.d.
data case as well as state (new) results for stationary mixing data and Theorem
4 states (new) results on functional limit distributions for stationary long range
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dependent data. All proofs are gathered in Appendix A.
2. Functional central limit theorems for the estimators; general de-
pendence structures
We are interested in making inference about the lifetime T ≥ 0, from right-
censored observations. We model the number of events that have occured by
a counting process N , with intensity process a(t) for which the multiplicative
intensity model is assumed to hold, i.e.
a(t) = λ(t)Y (t),
where λ(t) is the individual hasard and Y (t) is the number at risk at time t.
Then the cumulative hasard function
Λ(t) =
∫ t
0
λ(u) du
is of a central importance, for instance we have the relation Λ(t) = log(1−F (t)),
where F (t) = P (T ≤ t) is the distribution function of the r.v. T .
Assume the data are (ti, δi), i = 1, . . . , n, where ti = min(Ti, τi) are the
observed, possibly censored, life times, δi = 1{Ti≤τi} is an indicator for life or
censoring event, Ti are the partially unobserved lifetimes, while τi are the cen-
soring times, and we assume we have independent and noninformative censoring,
cf. Anderson et al. [1]. Further assume that
P (Ti ≤ t) = F (t),
P (τi ≤ t) = G(t),
and define
H(t) = P (min(Ti, τi) ≤ t) = 1− (1− F (t))(1 −G(t)),
H1(t) = P (min(Ti, τi) ≤ t, δi = 1),
H0(t) = P (min(Ti, τi) ≤ t, δi = 0) = H(t)−H
1(t).
Note that the (subdistribution) functions H1 and H0 are cadlag and increasing
such that H1(t), H0(t)→ 0 as t→ 0. They are not distribution functions unless
P (δi = 1) = 0 or 1, since H
0(t)→ P (δi = 0) and H
1(t)→ P (δi = 1) as t→∞,
and never at the same time.
Define also the empirical functions
Hn(t) =
1
n
n∑
i=1
1{ti≤t},
H1n(t) =
1
n
n∑
i=1
δi1{ti≤t},
H0n(t) =
1
n
n∑
i=1
(1− δi)1{ti≤t} = Hn(t)−H
1
n(t).
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Then the Nelson-Aalen estimator of the cumulative hasard function can be
written as
Λn(t) =
∫ t
0
1
1−Hn(u−)
dH1n(u), (1)
cf. Shorack and Wellner [9] and Anderson et al. [1], and furthermore the cumu-
lative hasard function can be written Λ(t) =
∫ t
0
1
1−H(u−) dH
1(u).
In the case of independent censored data {ti}, the Nelson-Aalen estimator
can be interpreted as the nonparametric maximum likelihood estimator of Λ,
i.e. Λn maximizes
dP =
∏
t
(Y (t)dΛ(t))dN(t)(1− dΛ(t))Y (t)−dN(t), (2)
cf.Anderson et al. [1]. If instead {ti} is a stationary sequence of dependent data,
(2) is not the full likelihood. However (2) can still be interpreted as a partial
likelihood. Furthermore, the function Λˆ that maximizes (2) is obtained as an
optimum over the same class of hasard functions as in the independent data
case irrespective of what sort of dependence the data exhibits. This means that
the Nelson-Aalen estimator can be seen as the (for dependent data “marginal”)
nonparametric maximum likelihood estimator of the survival function, no matter
what dependence structure we have.
In order to give a simple derivation of the limit distributions for the Nelson-
Aalen estimator (1), we will use the weak limits of the bivariate process (Hn, H
1
n),
properly centered and normalized, together with continuity results for the map
W : D([0,∞),R)×D([0,∞),R) ∋ (x, y) 7→
∫ ·
0
1
1− x(u−)
dy(u) ∈ C[0,∞). (3)
Let D[0,∞) denotes the space of right continuous functions with left hand
limits (cadlag) defined on [0,∞), equipped with the supnorm metric on compact
intervals. Further we use the σ-algebra onD[0,∞) generated by the closed balls
in order to avoid measurability problems for the empirical process, cf. Pollard
[10]. Then D([0,∞),R)×D([0,∞),R) is the set of bivariate cadlag functions,
with metric equal to the maximum of the two supnorm on compact intervals
metrics on D[0,∞), so that a bivariate sequence xn = (x
1
n, x
2
n) converges iff on
all compact intervals both x1n and x
2
n converge uniformly.
Define the bivariate stochastic process wn = (wn, w
1
n), where
wn = a
−1
n (Hn −H),
w1n = a
−1
n (H
1
n −H
1),
where an ↓ 0 as n → ∞ is a deterministic sequence. Anticipating on the main
results we make the following assumption.
Assumption 1. Assume that there are stochastic processes w,w1 in D[0,∞),
such that
(wn, w
1
n)
L
→ (w,w1),
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on D([0,∞),R)×D([0,∞),R), as n→∞.
We will derive the statement of Assumption 1 in the different applications by
proving convergence of the finite-dimensional distributions of wn, and tightness
of {wn}n≥1. For the tightness the next result is useful.
Lemma 1. Assume {wn}n≥1 and {w
1
n}n≥2 are two sequences of processes that
are separately tight on D[0,∞). Then {(wn, w
1
n)}n≥1 is a sequence tight in
D([0,∞),R)×D([0,∞),R).
The form of w,w1 and an in Assumption 1 is related to the dependence
structure for the lifetimes Ti, as will be further elaborated on below.
Next comes the main result, stating weak convergence on compact sets of
the Nelson-Aalen estimator.
Theorem 1. Assume that H is bounded and of finite variation, H ′(u−)(1 −
H(u−))−2 ∈ L1 and that Assumption 1 holds. Then
a−1n (Λn(t)− Λ(t))
L
→
∫ t
0
1
1−H(u−)
dw1(u) +
∫ t
0
w(u)
(1−H(u−))2
dH1(u),
on D[0,∞), as n→∞.
It is possible to obtain slightly more general results in Theorem 1 (and Theorem
2 below), by allowing different rates a−1n , b
−1
n for the two individual processes
in Assumption 1; this would imply that only one of the two terms in Theorem
1 and 2 will turn up in the limit; we omit this generalization, note however the
proof of Theorem 4 in the sequel. Such a generalization could be applicable to
the (admittably strange) case when one of the processes is over-smoothed.
The Kaplan-Meier estimator of the survival function S(t) is defined as the
product-limit estimator
Sn(t) = πu≤t(1− dΛn(u)), (4)
=
∏
ti≤t
(1−
δi
Y (ti)
),
cf.Gill and Johansen [11]. The limit distribution for the Kaplan-Meier estimator
follows from limit process results for the Nelson-Aalen estimator coupled with
the smoothness of the map defining the Nelson-Aalen estimator, i.e. the product
integral (cf. equation (4))
φ : D[0,∞) ∋ x(·) 7→ πu≤·(1 − dx(u)) ∈ D[0,∞)
is a compactly (or Hadamard) differentiable map, as shown in Proposition II.8.7
of Anderson et al. [1]. That φ is compactly differentiable means that for each
x ∈ D[0,∞) there is a linear functional φ′x on D[0,∞) such that
sup
h∈K
||
φ(x + th)− φ(x)
t
− φ′x(h)|| → 0,
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as t→ 0, with K an arbitrary compact set inD[0,∞) and with ||·|| denoting the
(supnorm over compact intervals) norm in D[0,∞). Compact differentiability
is precisely what is needed in statistical applications since it can be coupled
with the process weak convergence results to yield weak convergence results for
the studied estimator, via the functional delta method, cf. Gill [8]. Compact
differentiability of φ implies that if for some sequence dn ↓ 0 and stochastic
process v ∈ D[0,∞) we have
d−1n (Λn − Λ)
L
→ v
in D[0,∞), then the functional delta method implies that, if Sn = φ(Λn),
d−1n (Sn − S)
L
→ φ′Λ(v)
in D[0,∞), as n→∞.
Theorem 2. Assume that H ′(u−)(1−H(u−))−2 ∈ L1 and that Assumption 1
holds. Then
a−1n (Sn(t)− S(t))
L
→ [
∫ t
0
1
1−H(u−)
dw1(u) +
∫ t
0
w(u)
(1−H(u−))2
dH1(u)] · S(t),
on D[0,∞), as n→∞.
3. Applications to different dependence structures
The Nelson-Aalen and Kaplan-Meier estimators’ limit distributions are well
known for independent data. In this section we recall these results, cf. van der
Vaart [12], as well as state generalization to different forms of dependence.
In the case of stationary and dependent data {ti} we can classify the results
according to whether
∑
|Cov(k)| < ∞ or not, where Cov(k) = Cov(ti, ti+k)
is the covariance function. If
∑
|Cov(k)| < ∞ we say the sequence is weakly
dependent and if not it is called strongly or long range dependent.
Now assume that {ti}i≥1 is weakly dependent so that
∑
|Cov(k)| < ∞.
Define the σ-algebras
Fk = σ{ti : i ≤ k},
F¯k = σ{ti : i ≥ k}.
Then the sequence is called φ-mixing if there is a function φ(n)→ 0 as n→∞
and
sup
A∈Fn
|P (A|F0)− P (A)| ≤ φ(n),
almost surely.
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Theorem 3. Assume that {ti} is a stationary sequence with E(ti) = 0 and
σ2 = limn→∞ n
−1Var(t1 + . . .+ tn) > 0, and that either of
(i) {ti} are independent,
(ii) {ti} is φ-mixing with
∑
φ(k)1/2 <∞,
hold. Then if H ′(u−)(1−H(u−))−2 ∈ L1 and Assumption 1 holds we obtain
(n/σ2)1/2(Λn(t)− Λ(t))
L
→
∫ t
0
dB(H1(u))
1−H(u−)
+
∫ t
0
B(H(u)) dH1(u)
(1−H(u−))2
,
(n/σ2)1/2(Sn(t)− S(t))
L
→ [
∫ t
0
dB(H1(u))
1−H(u−)
+
∫ t
0
B(H(u)) dH1(u)
(1−H(u−))2
] · S(t),
on D[0,∞), as n→∞, with B a standard Brownian bridge.
Note 1. Different combinations of mixing for {Ti} and independence or mixing
for {τi} are possible. We have stated the theorem in order to avoid technicalities
concerning this. It is intuitively clear that mixing {Ti} and independent or
mixing {τi} result in mixing {ti}, and so we refrain from developping this in
more detail.
Note that the mixing part of Theorem 3 holds for other types of mixing condition
also, what is necessary is a multivariate central limit theorem for dependent
data, and we refrain from developing this in more detail.
In the long range dependent case, i.e. when
∑
|Cov(k)| = ∞, we are able
to derive the statement of Assumption 1 only under rather strong assumptions.
For this we review the limit distribution results for the empirical process for
long range dependent data, of Dehling and Taqqu [2]. Thus we assume that
the terms in the generic process {τi}i≥1 can be written τi = g(ξi) where {ξi}i≥1
is some Gaussian stationary stochastic process with mean zero and covariance
Covξ(k) = Cov(ξi, ξi+k) = k
−dl0(k) where 0 < d < 1 is fixed, l0 is a function
slowly varying at infinity and g is a function satisfying E(g2(ξ1)), cf. Taqqu
[13]. We call such a process {τi}i≥1 a subordinated Gaussian sequence (with
parameter d). Next, for each fixed t, we can expand the terms in the empirical
processes in a series in Hermite polynomials according to
1{τ1≤t} − F (t) =
∞∑
k=r(t)
1
k!
ηk(t)hk(ξ1), (5)
with hk = the Hermite polynomial of order k, ηk(t) = E[(1{τ1≤t}−F (t))hk(ξ1)]
the L2-projections of 1{τ1≤t} − F (t) on hk, and with r(t) the first nonzero
coefficient in the expansion. We define the Hermite rank of the functions
{1{τ1≤t}−F (t) : t ∈ R} as r = inft r(t) and assume that 0 < d < 1/r. Then also
the sequence {1{τi≤t}−F (t)} is long range dependent and σ
2
n =Var(
∑n
i=1 hr(ξi))
is asymptotically proportional to n2−rdl1(n), where l1(n) =
2
r!(1−rd)(2−rd) l0(n)
r.
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Furthermore, from Theorem 1.1 in Dehling and Taqqu [2] it follows that
σ−1n n(Fn(t)− F (t))
L
→
ηr(t)
r!
zr
on D[0,∞] (equipped with the supnorm metric), as n→ ∞, with zr a random
variable.
Note that in this case, the limit process ηr(t)zr/r! is stochastic only in that
it has a stochastic scale function zr; the process/function behaviour is described
by the deterministic function ηr(t). Note also that the limit is determined by the
first nonzero coeffient in the Hermite series expansion (5). Further, the random
variable z1 is Gaussian while zr is not Gaussian for r > 1, cf. Taqqu [13].
In order to keep things simple we do not make seperate statements on the
dependence of the two sequences {Ti}, {τi}, instead we assume a form of joint
long range dependence in the next assumption.
Assumption 2. Assume that the sequences {ti} and {tiδi} are both subordi-
nated Gaussian long range dependent sequences, so that
ti = g0(ξi),
tiδi = g1(ξi),
where Var(g0(ξi)),Var(g1(ξi)) <∞, and {ξi}i≥1 is a Gaussian stationary stochas-
tic process with mean zero and covariance Cov(ξi, ξi+k) = k
−dl0(k) with 0 < d <
1 is fixed, and l0 a function slowly varying at infinity.
Note that the process {tiδi} has a point mass in 0.
Theorem 4. If Assumption 2 and H ′(u−)(1−H(u−))−2 ∈ L1 hold, then
nrd/2l1(n)
−1(Λn(t)− Λ(t))
L
→ ζr(t)ηr,
nrd/2l1(n)
−1(Sn(t)− S(t))
L
→ ζr(t)ηr · S(t),
on D[0,∞), as n→∞. Here
ζr(t) =
{ ∫ t
0
ηr(u) dH(u)
(1−H(u−))2 +
∫ t
0
dη′
r
(u)
1−H(u−) if r0 ≥ r1,∫ t
0
ηr(u) dH(u)
(1−H(u−))2 if r0 < r1,
and r = min(r0, r1), where r0 is the Hermite rank of 1{ti≤t,δi=0} − H
0(t) and
r1 that of 1{ti≤t,δi=1} −H
1(t). Further
ηr(t) =
{
ηr,0(t) + ηr,1(t) if r0 ≥ r1,
ηr,0(t) if r0 < r1,
with ηr,0 (ηr,1) the projection of 1{ti≤t,δi=0} − H
0(t) (1{ti≤t,δi=1} − H
1(t)) on
the Hermite function.
Note that the limit processes in Theorem 4 are degenerate, in that the func-
tion behaviour is described by deterministic functions with the random effect ηr
a factor. Note that η1 is a Gausssian random variable, and ηr is not for r ≥ 2.
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4. Comments
In this short note we have extended the limit distribution results for the
Nelson-Aalen and Kaplan-Meier estimators for i.i.d. data to estimating the
marginal distribution and corresponding cumulative hasard for stationary data,
treating weakly dependent as well as long range dependent data.
We would like to stress the basic independence assumption: That the cen-
soring times and life length times are independent, and thus that the censoring
mechanism is independent of the life lengths for the events of interest.
Appendix A. Proofs
Proof. (Lemma 1) Let ǫ > 0 be given. The assumption of the lemma means
that there are K1,K2 compact subsets of D[0,∞) such that infn P (wn ∈ K1) >
1− ǫ/2 and infn P (w
1
n ∈ K2) > 1− ǫ/2. Define K = K1 ×K2 and note that K
is compact in D[0,∞)×D[0,∞) by Tychonoff’s theorem. Furthermore
inf
n
P ((wn, w
1
n) ∈ K) = inf
n
P (wn ∈ K1, w
1
n ∈ K2)
≥ inf
n
(P (wn ∈ K1) + P (w
1
n ∈ K2)− 1)
≥ inf
n
P (wn ∈ K1) + inf
n
P (w1n ∈ K2)− 1
≥ 1− ǫ,
and thus (wn, w
1
n) is tight in D[0,∞)×D[0,∞).
Proof. (Theorem 1) Note first that Assumption 1 implies that the individual
processes wn and w
1
n converge weakly to w and w
1 respectiveley, as noted e.g.
in Billingsley [14].
We have
a−1n (Λn(t)− Λ(t)) = a
−1
n (
∫ t
0
dH1n(u)
1−Hn(u−)
−
∫ t
0
dH1(u)
1−H(u−)
). (A.1)
Keep u fixed, and make a series expansion of (1−Hn(u−))
−1 around H(u−) to
obtain
1
1−Hn(u−)
=
1
1−H(u−)
+
1
(1−H(u−))2
(Hn(u−)−H(u−))(1 + o(1))(A.2)
as Hn(u−) → H(u−). But from Assumption 1 it follows that for all com-
pact sets K ⊂ [0,∞) (and so in particular for the compact set [0, t]), we have
supu∈K |Hn(u) −H(u)| = oP (1) as n → ∞, which implies that (A.2) actually
holds uniformly over all u ∈ [0, t], if we replace the 1+o(1) term with 1+oP (1).
This implies
a−1n (Λn(t)− Λ(t)) =
∫ t
0
1
(1 −H(u−))
a−1n d(H
1
n −H
1)(u)
+
∫ t
0
a−1n (Hn(u−)−H(u−))
(1 −H(u−))2
dH1n(u)(1 + oP (1))
=: I1(t) + I2(t). (A.3)
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Note that here the 1 + oP (1) holds uniformly for all t in compact intervals
[0, s]: since 1 + oP (1) holds uniformly for all u in compact sets and since
sup[0,s] |
∫ t
0 f(u) du| ≤ s sup[0,s] |f(s)|.
Clearly, to show weak convergence of the term I1, it is enough to show that
the (marginal) map
U : D([0,∞),R)×D([0,∞),R) ∋ (v, w) 7→
∫ t
0
1
1−H(u−)
dv(u) ∈ C[0,∞)
is continuous. By partial integration, allowed if v is of finite variation, we have
U(v, w) = v(t)
1
1−H(t−)
−
∫ t
0
H ′(u−)
(1−H(u−))2
v(u) du,
assuming (without loss of generality) that v(0) = 0. Thus if H ′(u−)(1 −
H(u−))−2 ∈ L1 clearly vn → v (in supnorm on compact intervals) will im-
ply that the second term of U(vn) converges to the second term of U(v) (in
supnorm on compact intervals). For the first term of U(vn) the convergence
to the first term of U(v) (uniformly on compact intervals) holds trivially, if
(1−H(t−)−1 is bounded on compact intervals. Thus U is a continuous map.
For the term I2 we have
I2(t) =
∫ t
0
a−1n (Hn(u−)−H(u−))
(1 −H(u−))2
dH1(u)(1 + oP (1))
+
∫ t
0
Hn(u−)−H(u−)
(1−H(u−))2
a−1n d(H
1
n −H
1)(u)(1 + oP (1)).
To show weak convergence of the first term of I2, it is enough to show continuity
of the (marginal) map
V : D([0,∞),R)×D([0,∞),R) ∋ (u, v) 7→
∫ t
0
v
(1−H(u−))2
dH1(u) ∈ C[0,∞),
which is clear, since H1
′
(u)(1 −H(u−))−2 ∈ L1 if H ′(u)(1 −H(u−))−2 ∈ L1.
The second term of I2 can be bounded, uniformly in compact intervals [0, k], by
sup
t∈[0,k]
|Hn(t)−H(t)| sup
t∈[0,k]
|
∫ t
0
1
(1−H(u−))2
|a−1n d(H
1
n −H
1)(u)|(1 + oP (1)) = OP (an),
as n→∞, implying that this term is negligible.
Thus we finally obtain
a−1n (Λn(t)− Λ(t)) = U(a
−1
n (H
1
n −H
1)) + V (a−1n (Hn −H)) +OP (an)
(as n → ∞, uniformly for t in compact intervals), which by the continu-
ous mapping theorem, Slutsky’s theorem and since addition of the marginals
D([0,∞),R)×D([0,∞),R) 7→ D[0,∞) is continuous, implies weak convergence
a−1n (Λn − Λ)
L
→ U(w1) + V (w2),
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on D[0,∞), which implies the statement of the theorem.
Proof. (Theorem 2) The only thing that remains is to derive the functional
derivative of the product integral φ. This is done in Proposition II.8.7 in An-
derson et al. [1] (note that we have scalar S and Λ so that multiplication is
commutative in our case) from which it follows that
φ′Λ(v)(t) =
∏
0<u≤t
(1 − dΛ(u)) · v(t) = S(t)v(t).
Thus an application of Theorem 1 and the functional delta method, cf. Gill [8],
ends the proof.
Proof. (Theorem 3) We will prove the statement of Assumption 1 with
an = n
1/2, w1(t) = (σ2)1/2B(H(t)) and w2(t) = (σ2)1/2B(H1(t)), and with B
a standard Brownian bridge. For this we will show convergence of the finite
dimensional distribution of {wn}n≥1 and tightness. By the Crame`r-Wold de-
vice, convergence of the finite dimensional distributions of the bivariate process
(wn, w
1
n) is equivalent to weak convergence of the two-dimensional vector
γ1(wn(t1), w
1
n(t1)) + . . .+ γk(wn(tk), w
1
n(tk))
= (γ1wn(t1) + . . . γkwn(tk), γ1w
1
n(t1) + . . . γkw
1
n(tk))
which is equivalent to weak convergence of the random variable
λ1(γ1wn(t1) + . . . γkwn(tk)) + λ2(γ1w
1
n(t1) + . . . γkw
1
n(tk))
which implies that it is enough to prove weak convergence of the univariate
stochastic process wλn = wn + λw
1
n for every fixed λ, for i.i.d. and φ−mixing
data (cf. Philipp [15]) and since addition of the marginals in D([0,∞),R) ×
D([0,∞),R) is a continuous map.
Since wλn is a normalized sum of mean zero simple functions, by the multi-
variate central limit theorem it follows that the finite dimensional distributions
of wλn converge to those of (σ
2)1/2[B(H(t))+λB(H1(t))], where B is a standard
Brownian bridge.
Tightness follows from Lemma 1, since {wn}n≥1 and {w
1
n}n≥2 are tight, and
the theorem is proven.
Proof. (Theorem 4) We will prove the statement of Assumption 1, with
an = σnn
−1 ∼ n−rd/2l1(n). As in the proof of Theorem 3, we need to prove
that the finite dimensional distributions of wλn = wn + λw
1
n converge and that
{(wn, w
1
n)}n≥1 is tight. Convergence of the finite dimensional distributions is
obtained by proving that wλn converges weakly for each λ. Since
wλn(t) =
1
n
n∑
i=1
(1{ti≤t} + λδi1{ti≤t} −H(t)− λH
1(t)),
we can make a series expansion of the terms of wλn(t) as
1{ti≤t} + λδi1{ti≤t} −H(t)− λH
1(t) =
∞∑
k=r(t)
ηλk (t)
k!
hk.
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Clearly, since projection is a linear operation, we have that ηλk (t) = ηk,0(t) +
ληk,1(t), where ηk,0(t), ηk,1(t) are defined in the statement of the theorem.
Let rλ, r0, r1 be the Hermite ranks corresponding to η
λ
k , ηk,0, ηk,1 respec-
tively. Assume first that r0 ≥ r1; then Hn and H
1
n will have the same rate of
convergence. From Theorem 1.1 in Dehling and Taqqu [2], it follows that a−1n w
λ
n
converges weakly to (ηr,0(t) + ληr,1(t))zr/r!.
To prove tightness, clearly {wn}n≥1 and {w
1
n}n≥2 are separately tight, since
they have weak limits by Theorem 1.1 in Dehling and Taqqu [2], and thus from
Lemma 1 {(wn, w
1
n)}n≥1 is tight. We have proven Assumption 1, i.e. that
nrd/2l1(n)
−1(wn(t), w
1
n(t))
L
→
1
r!
(ηr,0(t), ηr,1(t))zr,
on D([0,∞),R)×D([0,∞),R), as n→∞.
If instead the Hermite ranks satsify r0 < r1 then instead Hn and H
0
n will
have the same rate of convergence, and then H1n will be negligible. In that case
nrd/2l1(n)
−1(wn(t), w
1
n(t))
L
→
1
r!
(ηr,0(t), 0)zr,
on D([0,∞),R ×D([0,∞),R)), as n → ∞. An application of Theorem 1 and
2 ends the proof.
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