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ABSTRACT
THE HYPERSPACE GRAPH OF CONNECTED SUBGRAPHS
Likin C. Simon Romero
Given a connected graph G, the hyperspace graph of connected subgraphs C(G)
is dened. The graph C(G) is such that every vertex represents a connected sub-
graph of G. It is shown that every connected graph G has a unique graph C(G).
A characterization of a path, a cycle and the 3-star by their corresponding hyper-
space graphs of connected subgraphs is shown. An special geometric representation
R(G) of C(G) in an euclidean space is presented. A set P(G) is constructed based
on R(G). When G is a topological tree, P(G) and the hyperspace of subcontinua
of G are homeomorphic.
Given a graph G, the size of G is the cardinality of the edge set. A special
kind of subgraphs of C(G) is studied; given a non-negative integer n, the n-th size
level of G, denoted by Qn(G) is dened. This graph is the induced graph in C(G)
of all the connected subgraphs of G with size n. Relations between G, the graphs
Qn(G) and C(G) are analyzed.
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In topology, a hyperspace of a given topological space is a specific collection of
subsets to which a special topology is given. In particular, if we consider a continuum X
(compact, connected, metric space), we can define the hyperspace of subcontinua C(X) by
the collection of all subcontinua together with a special topology. In Chapter 5, we mention
the metric that induces the topology in C(X) (Definition 153). In Figure 1.1 we show a
model of the hyperspace C(X) when the space X is a simple triod. An excellent reference
book is [5] written by A. Illanes and S. B. Nadler, Jr. Different questions are asked about
the relations between the topological properties of X and those of C(X) and vice versa.
The main idea of our work is to define an analogous concept in graph theory. In
[8], given a graph, S. B. Nadler, Jr. defines a new graph whose vertices represent subsets of
vertices of the original graph. This concept generates the ideas for our work. Our objective
is to define and analyze a natural analogue of the hyperspace C(X) in the setting of graph
theory. We start by extending an important concept in the study of topological hyperspaces.
2
Figure 1.1: A model for C(X) when X is a simple triod.
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In C(X), we can define a non negative real-valued function, called a Whitney
function, that "measures" how big the subcontinua are. In graph theory, the analogous
concept is size. The size of a graph is the cardinality of the edge set (Definition 3). A
Whitney level is a continuum in which every point represents a subcontinuum with the
same "measure". In other words, the inverse image of a non-negative number under a
Whitney function. Whitney levels are an important tool for analyzing X as well as C(X).
There are topological properties such that, if the space X has the given property, then all
nondegenerate Whitney levels of X have that property. These properties are called Whitney
properties. Being an arc and being a simple closed curve are Whitney properties. Having
cutpoints is not a Whitney property. On the other hand, there are properties such that if
all the positive Whitney levels of X have such property, then the space X has the property
too. These properties are called Whitney reversible properties. It is known that being an
arc and being a simple closed curve are Whitney reversible properties. An extensive study
of these two kinds of properties appear in the book cited before ([5], Chapter VIII).
In our case, we start defining the n-th size level graph in Chapter 3 (Definition
36); this n-th size level graph is such that its vertices represent connected subgraphs with
size n. These size level graphs are connected (Theorem 50). Naturally, we can ask which
properties are such that, if the graph G has the given property, then all the nondegenerate
size levels of G have that property. We call such properties size properties. We can also
ask which properties are such that if all the nonzero nondegenerate size levels of G have
such property, then the graph G has the property. We call these properties size reversible
properties. In Section 3.3, we show being a path is a size property (Corollary 52) and being
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a cycle is a size property (Corollary 54). Moreover, we show that if one size level of G is a
path, then G is a path (Theorem 63); thus, being a path is a size reversible property. For
cycles, we show that if one size level of G is a cycle with size greater than three, then G is
a cycle of of the same size (Theorem 64). This implies that being a cycle with size greater
than three is a size reversible property.
As we mentioned, having cutpoints is not a Whitney property. Analogously, having
cutvertices is not a size property. We study results about this level in Section 3.4. This leads
us to question, what levels have cutvertices? In Section 3.6, we characterize the subgraphs
that are cutvertices in their corresponding levels (Theorem 91).
One property that is studied in graph theory is the property of being hamiltonian.
A hamiltonian graph is a graph G such that there is a cycle in G containing every vertex
of G. So, we can ask if being hamiltonian is a size property or a size reversible property.
This question was one of the first questions that we originally asked. In Section 3.7, we
prove that all the nonzero nondegenerate size levels of stars are hamiltonian (Corollary 102).
Thus, being hamiltonian is not size reversible.
In Chapter 4, we define the graph C(G) (Definition 104). The vertices of C(G)
represent the connected subgraphs of G. Note that the size levels of G are all subgraphs of
C(G). One fundamental question to ask is, when is C(G) planar? In Section 4.2, we show
that the paths, cycles and the 3-star are the only types of graphs having planar hyperspace
graphs of connected subgraphs (Theorem 118). In topological hyperspaces, the analogous
result is that the only non-degenerate continua whose hyperspaces of subcontinua are planar
are the arc and the simple closed curve.
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In topological hyperspaces, a continuum X has unique hyperspace if, for every
continuum Y such that C(X) is homeomorphic to C(Y ), we have that X is homeomorphic
to Y . It is shown in [2] that finite topological graphs, different from the arc and the simple
closed curve, have unique hyperspace of subcontinua (the arc and the simple closed curve
have a 2-cell as their hyperspace of subcontinua). In Section 4.3, we prove that if two
graphs have isomorphic hyperspace graphs, then the graphs are isomorphic (Theorem 130).
This includes paths and cycles, the counterparts of the arc and the simple closed curve in
topological hyperspace theory.
A topological graph X can be looked as an abstract graph G. It is natural to ask
about the relations between C(X) and C(G). We give a particular geometric representation
of the hyperspace graph C(G) in a particular euclidean space (Chapter 5). This represen-
tation induces a set in that euclidean space; when G is a tree, the set with the euclidean




In this thesis we work with graphs. First, we define the concepts of basic graph
theory. In particular, we define the size in Definition 3, that is the number of edges of
the graph. We also discuss some operations between graphs and we use these operations
to construct new graphs. Since we want to define graphs whose vertex sets are connected
subgraphs, we give the definition of connected graph in Section 2.2, Definition 17, together
with some other definitions and remarks. All these concepts are explained deeply in [1] and
[4].
In Section 2.3, we define three new concepts, namely, removable edge, complemen-
tary edge set and complementary edge. In Lemma 32, we give some useful characterizations
of some particular subgraphs.
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2.1 DEFINITIONS AND NOTATION
Definition 1 A graph G is a finite non-empty set denoted by V (G) together with a set
(possibly empty) of unordered pairs of distinct elements of V (G), denoted by E(G). The set
V (G) is called the vertex set of G and the set E(G) is called the edge set of G. The
elements of V (G) are called vertices of G and the pairs in E(G) are called edges of G. If
the edge e is determined by the pair v and w, we say that e joins v and w. If two vertices
are joined by an edge, they are said to be adjacent.
Definition 2 A vertex is contained in an edge, or an edge is incident with (or has)
a vertex, if the vertex is one of the members of the pair that defines the edge. An edge e is
said to be incident with a graph G if e is not an edge of G but e is incident with a vertex
of G. If an edge e is incident with G in two vertices, e is called a handle of G.
Definition 3 The size of a graph G is the cardinality of its edge set.
Definition 4 Let G be a graph and let v be a vertex of G. The degree of v in G is the
number of edges of G incident with v. This number is denoted by degG v.
Definition 5 If a graph G is such that V (G) = {v} and E (G) = ∅, then G is said to be
a degenerate graph and denoted by G = {v}.
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Definition 6 A graph G is complete if every two vertices are adjacent. We denote by Kn
the complete graph with n vertices.
Definition 7 A graph G is an n-star if the size of G is n and there is a vertex v such that
every edge of G is incident to v.
Definition 8 A graph K is said to be a subgraph of a graph G if V (K) is a subset of V (G)
and E(K) is a subset of E(G). We denote K being a subgraph of G by writing K ⊂ G.
Definition 9 Let G be a graph and K be a subgraph of G. We refer by E(K,G) to the set
of all edges of G incident with K. Note that E(G,G) = ∅.
Definition 10 If E is a non-empty subset of E(G), the subgraph induced by E, denoted
by hEi, is the graph whose vertex set consists of those vertices of G that are contained in at
least one edge in E and whose edge set is exactly E. In other words:
V (hEi) = {v ∈ V (G) : e is incident with v for some e ∈ E(G)}
E(hEi) = E
We denote he1, e2, ..., eni instead of h{e1, e2, ..., en}i.
Note that if e = vw, then hei is the graph with vertex set {v, w} and edge set {e}.
Definition 11 Let K and L be graphs. The union of K and L is the graph G defined
by V (G) = V (K) ∪ V (L) and E(G) = E(K) ∪ E(L). We write the union of K and L by
K ∪ L. Note that both K and L are subgraphs of G.
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We often consider the union of a graph G and a single edge graph hei so, in order
to make some expressions shorter, we write G ∪ e instead of G ∪ hei.
Definition 12 Let V be a subset of V (G). The graph G minus V (denoted by G− V) is
defined by the following sets: the vertex set is V (G)− V and the edge set is
E(G)− {e ∈ E(G) : e contains at least one vertex in V}.
We also consider frequently the graph G−{v}. Again, to simplify the expressions,
we write G− v instead of G− {v}.
Definition 13 If G is a graph and E is a subset of E(G), then we say that the graph G
minus E (denoted by G − E) is the graph defined by letting V (G) be the vertex set and
E(G)−E be the edge set of G−E respectively. If E = {e}, then we denote G−{e} by G−e.
In Figure 2.1, we give an example of a graph G in (a), G ∪ e in (b), G− v in (c),
G− f in (d), G− {w, z} in (e) and G− {f, g, h} in (f).
Figure 2.1: Some operations with graphs.
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2.2 CONNECTED GRAPHS
Definition 14 A walk in a graph G is a finite sequence of at least two vertices W, namely
W = v0v1v2...vn, such that vi and vi+1 are adjacent in G for all i = 0, 1, 2, ..., n − 1. A
walk is a closed walk if the first vertex and the last vertex of the sequence are the same.
In other words, v0 = vn. The length of a walk W is just the corresponding index n of the
sequence W. If the length is zero, the walk has only one vertex and it is called a trivial
(or degenerate) walk. Two vertices are consecutive in the walk if they are consecutive
elements in the sequence.
Definition 15 A path is a walk in which every two vertices of the walk are different.
Definition 16 A cycle is a closed walk such that vi = vj if and only if {i, j} = {0, n}.
Definition 17 A graph is said to be connected if for every two vertices of the graph, there
is a path joining those two vertices. A graph is disconnected if the graph is not connected.
It is easy to check that the previous definition is equivalent to saying that every
vertex in the graph can be joined to a fixed vertex of the same graph by a path.
Remark 18 If K and L are connected graphs such that K and L have a vertex in common,
then K ∪L is connected. Note also that if K is a connected subgraph of a graph G and e is
an edge of G that is incident with K, then K ∪ e is a connected subgraph of G.
Definition 19 A tree is a connected graph that contains no cycle.
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Definition 20 Let G be a connected graph, let v and w be two vertices of G. The distance
from v to w, denoted by d(v, w), is the minimum of the sizes of the paths joining v and w
if v 6= w, or zero if v = w. The diameter of G is the greatest distance between two vertices
of G.
Definition 21 A separation of a graph G is a pair of vertex disjoint subgraphs I and J
such that G = I ∪ J and no vertex of I is adjacent to a vertex of J.
Remark 22 Note that G has a separation if and only if G is disconnected.
Definition 23 A vertex v of a connected graph G is a cut-vertex if G − {v} is not con-
nected.
2.3 REMOVABLE AND COMPLEMENTARY EDGES.
Definition 24 A vertex v of G is an interior vertex if degG(v) ≥ 2. On the other hand,
a vertex v of G is a endvertex if degG(v) = 1. An edge e of G is a terminal edge if e
contains an endvertex.
Definition 25 An edge e of G is a cycle edge if there is a cycle in G containing e as an
edge.
Definition 26 An edge e of G is removable if e is either a cycle or a terminal edge.
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Remark 27 Let G be a connected graph and let e be a cycle edge of G. Then K = G− e
is connected. Moreover V (K) = V (G) and E(K) = E(G)− {e}.
Lemma 28 Let G be a connected graph, let e be a terminal edge of G and let v be the
endvertex of G contained in e. Then K = G − {v} is connected. Moreover, V (K) =
V (G)− {v} and E(K) = E(G)− {e}.
Proof. Suppose that K is not connected and let e be the terminal edge incident
with v. Then, there are I and J subgraphs of K such that I and J form a separation
of K. So, e can be incident to either I or J but not to both. Without loss of generality,
assume that e is incident with I. It is clear that I ∪ e and J form a separation of G. This
contradicts the connectedness of G. Therefore, K is a connected subgraph of G.
Definition 29 Let G be a graph and let K be a subgraph of G. The set E(G) − E(K) is
called the complementary edge set of K in G and it is denoted by EK,G. In particular,
if E(G)−E(K) = {e}, then e is the complementary edge of K in G and it is denoted
by eK,G.
Lemma 30 Let G be a connected graph, let K and L be nondegenerate connected subgraphs
of G and let EK and EL be the complementary edge sets of K and L in G respectively. Then
EL ⊂ EK if and only if K ⊂ L.
Proof. Assume that EL ⊂ EK . Hence, ∅ 6= E(K) ⊂ E(L), but since K and L are
connected, then V (K) ⊂ V (L). So, K ⊂ L.
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On the other hand, if K ⊂ L, we have that E(K) ⊂ E(L). Thus, EL = E(G) −
E(L) ⊂ E(G)−E(K) = EL.
Remark 31 The previous lemma implies the following equivalence: if K and L are nonde-
generate connected subgraphs of a connected graph G, then EK = EL if and only if K = L.
Also, E(K) = E(L) if and only if K = L.
The next lemma is the characterization of the connected subgraphs with respect
to their complementary edge. This characterization is one of the main tools that we use in
later chapters. Recall the definition of size in Definition 3.
Lemma 32 Let G be a connected graph of size N . An edge e is removable if and only if
there is a unique connected subgraph K of G with size N−1 such that e is the complementary
edge of K in G. Moreover, if e is a terminal edge of G with endvertex v, then K = G−{v}
and if e is a cycle edge of G, then K = G− e.
Proof. If e is a removable edge, then e is either terminal or a cycle edge of G.
Assume e is a cycle edge of G. Define K = G − e. Note that K is a connected
subgraph of G with complementary edge e (Remark 27). If there is a connected subgraph
K 0 of G with size N − 1 and not containing e as an edge, then K = K 0 (Remark 31).
In the case when e is a terminal edge, let v be the corresponding endvertex of e in
G. Let K = G− {v}. By Lemma 28, K is a connected subgraph of G with complementary
edge e and with size N − 1. Uniqueness of K comes from Remark 31.
On the other hand, K is obviously a connected subgraph of G and e is the com-
plementary edge of K in G. Therefore, e is a removable edge.
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Lemma 33 Let G be a connected graph with size N ≥ 1. For every vertex v in G, there is
a connected subgraph K with size N − 1 such that v is a vertex of K.
Proof. If G contains a cycle edge, the result follows immediately from Remark
27. So, assume that G is a tree.
Then G has at least two endvertices. Let w be an endvertex distinct from v and let
e be the corresponding terminal edge for w. By Lemma 32, there is a connected subgraph
K of G with complementary edge set e. By Lemma 28, V (K) = V (G)− {w}. Then v is a
vertex of K.
Lemma 34 Let G be a connected graph of size n+ 1. If K and L are two distinct nonde-
generate subgraphs of G with size n, then
|E(K)−E(L)| = |E(L)−E(K)| = 1.
Proof. Note that the following hold:
|E(K)−E(L)|+ |E(K) ∩E(L)| = |E(K)| = n
|E(K)−E(L)|+ |E(K) ∩E(L)|+ |E(L)−E(K)| ≤ |E(G)| = n+ 1
It follows that |E(L)−E(K)| ≤ 1. Note that |E(L)−E(K)| 6= 0 by the fact that
thatK and L have the same size and by the previous lemma. Therefore, |E(L)−E(K)| = 1.
A similar argument shows that |E(K)−E(L)| = 1.
Lemma 35 Let G be a connected graph and let K be a connected subgraph of G with size
n. If there is an edge e incident with K, then there exists a connected subgraph L of G
with size n+ 1 such that K is a connected subgraph of L with complementary edge e in L.
Moreover, L = K ∪ e.
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Proof. Just define L = K ∪ e. Then L is a connected graph containing K and




Given a graph G of size N and a non-negative number n less than or equal to N ,
we define a graph called the n-th size level of G. This graph has the property that every
vertex represents a connected subgraph with size n. The idea of the size level graph was
inspired by the concept of Whitney level (see Chapter 1).
In Section 3.1, we give the definition of the size level graph (Definition 36). The
definition of adjacency in the size levels leads us immediately to Section 3.2. We define the
concept of the core of two graphs (Definition 41) and we prove the uniqueness of the core
(Theorem 42). We also define the join of two graphs, show the existence and uniqueness of
the join (Theorem 46) and prove that the size levels are connected (Theorem 50).
We analyze the size levels of paths and cycles in Section 3.3. We also give a
characterization of paths and cycles by their size levels (Theorems 51 and 53).
A very important size level (Section 3.4) is the one whose vertices are connected
graphs that contain all but one of the edges of our original graph. This level has a very
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peculiar structure for graphs that are not big cycles (Theorem 72).
The degree of vertices of the size levels is discussed in Section 3.5. In Corollary 74,
we give a formula for the degree. In Section 3.6, we show a characterization of cut-vertices
in the size levels (Theorem 91). Finally, in Section 3.7, we show that the size levels of stars
are hamiltonian.
3.1 DEFINITION AND BASIC PROPERTIES.
Definition 36 Let G be a connected graph with size N . The n-th size level of G, denoted
by Qn(G), is the graph defined by follows:
• The vertex set of Qn(G) is the set of all connected subgraphs of size n. In other words:
V (Qn(G)) = {H is a connected subgraph of G and H has size n}.
• If n = 0, {v} is adjacent to {w} in Q0(G) provided that v is adjacent to w in G.
• If 1 ≤ n ≤ N , then K is adjacent to L in Qn(G) provided that K and L are different
and there is a connected subgraph C of G with size n−1 such that C ⊂ K and C ⊂ L.
If two subgraphs K and L in the same size level are adjacent, we say that K and
L are level adjacent in Qn(G) (or n-level adjacent).
In Figure 3.1 we show the size levels of: (a) a path with size 3, (b) a cycle with
size 4, (c) a 3-star and (d) the graph isomorphic to the letter H.
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Figure 3.1: Examples of size levels of some graphs.
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Remark 37 Let G be a connected graph with size N . Then
(1) QN (G) is a degenerate graph. This size level is called the degenerate size level.
(2) Q0(G) is isomorphic to G. This size level is called the zero size level.
(3) Q1(G) is just the line graph of G (see [1] p.108).
Remark 38 Let G be a connected graph and let K be a connected subgraph of G with size
n. Then for every m ≤ n we have that Qm(K) is a subgraph of Qm(G).
Inspired by the Whitney properties and Whitney reversible properties, we can
define the following:
Definition 39 A property of graphs is called a size property if, given a graph G with the
property, then all nondegenerate size levels of G have the property. A property of graphs
is called a size reversible property if whenever all the nonzero and nondegenerate size
levels of a given graph G have the property, then the graph G itself has the property.
Note that, in Figure 3.1 (c), we can see that being a cycle is not a size reversible
property.
The following lemma is a characterization of the subgraphs that are level adjacent
to a given graph.
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Lemma 40 Let K be a connected subgraph of G of size n ≥ 1 and let e be an edge of G
incident with K. Then there exists a connected subgraph L of G such that K and L are
level adjacent and e is an edge of L.
Proof. Let v be a vertex in common between e and K. Using Lemma 33 there is
a connected subgraph C of K with size n− 1 such that v is a vertex of C. So, e is incident
with C. Thus applying Lemma 35, there is a connected subgraph L of G with size n such
that L = C ∪ e. Since C ⊂ K and C ⊂ L, H and K are level adjacent.
3.2 THE CORE AND THE JOIN.
Given the definition of adjacency for the size levels of a graph G, there are two
important subgraphs of G related to the edges of the size levels. Given a size level Qn(G)
and two level adjacent subgraphs K and L in Qn(G), the common subgraph with size n−1
contained in K and L is called the core of H and K. Given a size level Qn(G) and two
level adjacent subgraphs K and L in Qn(G), the subgraph with size n + 1 that contains
both K and L is called the join of K and L. These graphs help us to relate properties of
consecutive levels.
Definition 41 Let G be a connected graph and let K and L be n-level adjacent nondegen-
erate subgraphs of G The graph C is a core of K and L, denoted by core(K,L), if C is a
common connected subgraph C of K and L with size n− 1.
Theorem 42 Let G be a connected graph. If K and L are two level adjacent subgraphs of
G with size n ≥ 1, then there is a unique core of K and L.
21
Proof. Let C be a core of K and L. Suppose that there is a connected subgraph
C 0 of both in K and L and with size n − 1. Since C and C 0 are subgraphs of K, we
have that |E(C 0)−E(C)| = 1 (by Lemma 34). Let e ∈ E(C 0) − E(C). Note that e ∈
E(K) ∩ E(L), so E(C) ∪ {e} ⊂ E(K) ∩ E(L) ⊂ K and since |E(C) ∪ {e}| = n = |E (K)|,
then |E(K) ∩E(L)| = n. But this implies that E(K) = E(L) and contradicts the fact that
K and L are different.
Denote by core(K,L) the unique core of K and L. Note that two different pairs
of level adjacent subgraphs may have the same core.
Proposition 43 If K and L are two level adjacent subgraphs of G with size n + 1, then
core(K,L) = hE(K) ∩E(L)i.
Proof. Let C = core(K,L) and let eK and eL be the complementary edges of C
in K and in L respectively. Then E(K) = E(C) ∪ {eK} and E(L) = E(C) ∪ {eL}. This
implies that E(K)∩E(L) = E(C) and since every vertex of C is in an edge of C, it follows
that V (hE(K) ∩E(L)i) = V (C). Therefore, core(K,L) = hE(K) ∩E(L)i.
Note that since core(K,L) is a subgraph of K and L we can talk about the
complementary edge of core(K,L) in K and in L. Here we have two remarks concerning
the core and complementary edges:
Remark 44 Let G be a connected graph, let K and L be level adjacent subgraphs of G and
let C = core(K,L). If eC,K is the complementary edge of C in K, then K = C ∪ eC,K .
Remark 45 Let G be a connected graph, let K and L be level adjacent subgraphs of G and
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let C = core(K,L). If eC,K is the complementary edge of C in K, then eC,K is incident
with L.
The following theorem leads to a descriptive name for the other important sub-
graph related to two level adjacent subgraphs.
Theorem 46 Let K and L be two level adjacent subgraphs of G with size n. Then there is
a unique connected subgraph U of G with size n+ 1 such that K and L are both connected
subgraphs of U . Moreover, if K and L are nondegenerate, then U = K ∪ L.
Proof. If n = 0, then K and L are degenerate. Let K = {v} and L = {w} where
v and w are two distinct vertices of G. Since K and L are level adjacent, then v and w are
adjacent in G. Let e = vw and let U = hei. So, K and L are connected subgraphs of U .
Since there is only one edge joining v and w in G, then U has to be unique.
If K and L are nondegenerate, then let U = K ∪ L. By Remark 18, we have that
U is a connected graph. It follows from Lemma 34 that the size of U is n+ 1. If there is a
connected subgraph U 0 of G such that K and L are both subgraphs of U 0, then U = U 0 or
U and U 0 are level adjacent. If U and U 0 are level adjacent, then by Theorem 42, K = L.
This is a contradiction to the fact that K and L are level adjacent. Therefore, U = U 0.
Definition 47 Let G be a connected graph and let K and L be level adjacent subgraphs of
G with size n. The unique connected subgraph of G with size n+ 1 and containing K and
L is called the join of K and L and is denoted by join(K,L).
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Here is how the core and the join are related.
Remark 48 Let G be a connected graph, let K and L be level adjacent subgraphs of G, let
C = core(K,L) and let U = join(K,L). If eC,K is the complementary edge of C in K and
eC,L is the complementary edge of C in L, then U = core(K,L) ∪ {eC,K , eC,L}. Moreover,
eC,K is the complementary edge of L in U and eC,L is the complementary edge of K in U .
Lemma 49 Let H, K and L be three connected subgraphs of G such that H and K are
level adjacent and K and L are also level adjacent. If U = join(H,K), V = join(K,L)
and U 6= V , then U and V are level adjacent.
Proof. As a consequence of the definition of the join, we have that K ⊂ U and
K ⊂ V , therefore U and V are level adjacent.
Theorem 50 All size levels of a connected graph are connected.
Proof. Let G be a connected graph of size N . The proof is done by induction on
n.
Since Q0 = G, Q0 is connected.
Assume that Qn is connected for some n < N .
Suppose that Qn+1 is not connected. So, there is a separationM and N of Qn+1.
Let O be the subgraph of Qn induced by the vertex set:
V (O) = {K ∈ V (Qn) : K is a subgraph of L for some L ∈ V (M)}.
Also, define P by the subgraph of Qn induced by the vertex set:
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V (P) = {K ∈ V (Qn) : K is a subgraph of L for some L ∈ V (N )}.
For every K ∈ V (Qn), since n < N , there is an edge e incident with K. Hence,
K ⊂ K ∪ e. However, M and N is a separation of Qn+1, then K ∪ e ∈ V (M) ∪ V (N ).
This implies that V (Qn) = V (O) ∪ V (P).
Since Qn is connected, there is an edge in Qn joining a vertex L in O with a vertex
L0 in P.
Let U = join(L,L0). Without loss of generality, assume that U ∈ V (M) (the
argument for the other case is practically the same).
So, in particular, L0 ⊂ U . On the other hand, since L0 ∈ V (P), there is U 0 ∈ V (N )
such that L0 ⊂ U 0. By definition U and U 0 are level adjacent. That is a contradiction since
U and U 0 are in different sides of the separation.
3.3 SIZE LEVELS OF PATHS AND CYCLES.
In the hyperspace of subcontinua, the Whitney levels of an arc are arcs and the
Whitney levels of a simple closed curve are simple closed curves (see [5], 27.3 and 27.4). It
seems natural to ask if the analogous statement is true for paths and cycles. The answer
is yes (Theorems 51 and 53). Actually, we characterize paths and cycles with size greater
than 3 by their size levels (Theorems 63 and 64).
Theorem 51 Every nondegenerate size level of a path is a path.
Proof. If the path has size one, then the only nondegenerate size level is the zero
level, which is a path. Hence, we consider a path of length greater than one.
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Let P = v0v1...vN be a path and let Qn be a nondegenerate size level of P .
Consider the path O = v0v1...vN−n and the function φ : V (Qn) −→ V (O) that
assigns to each Ki = vivi+1...vi+n the endvertex vi, i.e. φ(Ki) = vi.
This function is clearly one-to-one.
Let Ki be level adjacent to Kj . Note that if Ki and Kj are degenerate, then vi and
vj are adjacent. Assume that Ki and Kj are nondegenerate. Consider J = core(Ki,Kj).
Since J is a connected subgraph of a path, J is a path.
If J is degenerate, then Ki and Kj have size 2. Thus J = {vi} or J = {vi+1}.
Therefore, vj = vi and vj = vi+1.
Assume, J is a nondegenerate subpath of Ki we have that J = vi+1vi+2...vi+n or
J = vivi+1...vi+(n−1).
If J = vi+1vi+2...vi+n, then Kj = vi+1vi+2...vi+nvi+n+1, since Ki 6= Kj . Therefore,
vj = vi+1.
If J = vivi+1...vi+(n−1), thenKj = vi−1vivi+1...vi+(n−1), sinceKi 6= Kj . Therefore,
vj = vi−1.
This implies that φ is an isomorphism.
Corollary 52 Being a path is a size property.
Theorem 53 Every nondegenerate size level of a cycle of length N is also a cycle of length
N .
Proof. Let C = v0v1...vN−1v0 be a cycle and let Qn be a nondegenerate size level
of C.
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Consider the function φ : V (Qn) −→ V (C) that assigns to each Ki = vivi+1...vi+n
the endvertex vi, i.e. φ(Ki) = vi. All our indices are considered modulus N .
This function is clearly one-to-one.
Let Ki be level adjacent to Kj . Note that if Ki and Kj are degenerate, then vi and
vj are adjacent. Assume that Ki and Kj are nondegenerate. Consider J = core(Ki,Kj).
Since J is a proper connected subgraph of a cycle, J is a path.
If J is degenerate, then Ki and Kj have size 2. Thus J = {vi} or J = {vi+1}.
Therefore, vj = vi and vj = vi+1.
Assume, J is a nondegenerate subpath of Ki, we have that J = vi+1vi+2...vi+n or
J = vivi+1...vi+(n−1).
If J = vi+1vi+2...vi+n, then Kj = vi+1vi+2...vi+nvi+n+1, since Ki 6= Kj . Therefore,
vj = vi+1.
If J = vivi+1...vi+(n−1), thenKj = vi−1vivi+1...vi+(n−1), sinceKi 6= Kj . Therefore,
vj = vi−1.
This implies that φ is an isomorphism.
Corollary 54 Being a cycle is a size property.
Corollary 55 If a connected graph contains a cycle of length N , then its n-th size level for
n < N contains a cycle of length N .
Proof. Just apply Theorem 53.
Next, we give a characterization of the graphs that have a level that is a path and
the graphs that have a level that is a cycle. First, we need some lemmas.
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Lemma 56 Let G be a connected graph and let K be a proper connected subgraph of G with
size n. If K contains a cycle, then degQn(G)K ≥ 3.
Proof. Let e1, e2 and e3 be three cycle edges of K and let f be an edge incident
with K. Then K − e1, K − e2 and K − e3 are connected. Thus, the graphs (K − e1) ∪ f,
(K − e2) ∪ f and (K − e3) ∪ f are level adjacent to K. Therefore, degQn(G)K ≥ 3.
Lemma 57 Let G be a connected graph. If K is a connected subgraph of G with size n ≥ 2,
if v is an endvertex of K and if there is an edge e that is a handle of K not having v
as a vertex, then there exists a connected subgraph L of G, level adjacent to K such that
degQn(G) L ≥ 3.
Proof. Let f be the terminal edge of K containing v. Using Lemma 28, we have
that K − {v} is connected and e is incident with K − {v} in two vertices u and w. Define
L = (K − {v})∪ e. Since K − {v} is connected, there is a path P in K − {v} joining u and
w. Then P ∪ e is a cycle of L. Using Lemma 56, we have that degQn(G) L ≥ 3.
Lemma 58 Let G be a connected graph and let Qnbe the n-th size level of G with n ≥ 3.
If all the vertices of Qn are paths in G, then G is either a cycle or a path.
Proof. Assume there is a vertex v of G such that degG(v) ≥ 3. Hence, there are
edges e1, e2 and e3 of G incident with v. Let T = he1, e2, e3i. Note that T is a connected
subgraph of G with size 3. Consider a subgraph K of G with size n that contains T as a
subgraph. So, K is not a path. This contradicts our hypothesis.
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Then every vertex of G is of degree at most 2. Therefore, G has to be a cycle or
a path.
Theorem 59 If the n-th size level of a graph is a path, then the graph itself is a path.
Proof. Let G be a graph and let Qn be the n-th size level of G that is a path.
Assume first that 0 < n < 3 and that there is a vertex v ofG such that degG(v) ≥ 3.
Hence, there are edges e1, e2 and e3 of G incident with v. Let T = he1, e2, e3i. Note that
T is a connected subgraph of G with size 3. So, Qn(T ) is a 3-cycle that is a subgraph of
Qn(see Figure 3.1). This contradicts the fact that Qn is a path. So, if n < 3, then G is
either a cycle or a path. But by Theorem 53, G cannot be a cycle. Therefore, G has to be
a path.
We can assume that n ≥ 3. Let K be a subgraph of G with size n. Since Qn is a
path, we have that degQn(K) ≤ 2 and by Lemma 56, K is a tree. We will show that K has
to be a path.
Assume K is a tree that is not a path. Let v1, v2 and v3 be three endvertices of K
with corresponding terminal edges f1, f2 and f3, respectively. Since K is a proper subgraph
of G, there is an edge e of G such that e is incident with K.
By Lemma 57, we can assume that e is not a handle. Without loss of generality,
suppose that e is not incident with v1 and v2. ThenK is level adjacent to both (K − {v1})∪e
and (K − {v2})∪e. But (K − {v1})∪e is also level adjacent to (K − {v2})∪e. This implies
that hK, (K − {v1}) ∪ e, (K − {v2}) ∪ ei is a cycle contained in Qn. This is a contradiction.
Therefore, K is a path.
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So, all the subgraphs of G with size n are paths if n ≥ 3. By Lemma 58, G has to
be a path or a cycle. Again using Theorem 53, G cannot be a cycle. Therefore, G has to
be a path.
Corollary 60 Being a path is a size reversible property.
Proof. Use Theorem 59.
Theorem 61 Let G be a connected graph with size N . If the n-th size level of G is a
nondegenerate cycle for 3 ≤ n ≤ N − 2, then the graph itself is a cycle.
Proof. Let Qn be the n-th size level of G (3 ≤ n ≤ N − 2) that is a cycle. Let K
be any subgraph of G with size n. Since Qn is a cycle, we have that degQn K = 2 and by
Lemma 56, K is a tree. We will show again that K has to be a path.
Assume K is a tree that is not a path. Let v1, v2 and v3 be three endvertices of
K. Note that K is a proper subgraph of G and has size at most N − 2. Then there are
edges e1 and e2 such that e1 is incident with K and e2 is incident with K ∪ e1.
By Lemma 57, we can assume that e1 is not incident to a pair of endvertices of
K. Without loss of generality, suppose that e1 is not incident with v1 and v2. This implies
that K − {v1, v2} is connected and e1 is incident with it.
If e2 is not incident withK, then consider L = (K − {v1})∪e1,H = (K − {v2})∪e1
and J = (L− {v2}) ∪ e2. But observe that L is level adjacent to H, J and K. This
contradicts the hypothesis of Qn being a cycle.
If e2 is incident with K, then using Lemma 57, we can assume that e2 is not
incident to a pair of endvertices of K. In particular, e2 is not incident with both v1 and v2.
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Assume that e2 is not incident to v2.
So, L = (K − {v1})∪ e1, L0 = (K − {v1})∪ e2 and L
00
= (K − {v2})∪ e2 are level
adjacent to K. This is again, a contradiction.
As a consequence, K is a path in G. But, we did this for any subgraph K of G
with size n; hence, all the subgraphs of G with size n ≥ 3 are paths. Thus, by Lemma 58,
G has to be a path or a cycle. However, by Theorem 51, G cannot be a path. Therefore, G
has to be a cycle.
Corollary 62 Being a cycle with size greater than 3 is a size reversible property.
Proof. By Theorem 61, G is a cycle.
Combining the theorems in this section, we arrive to the following two results:
Theorem 63 A graph is a path if and only if it has a size level that is a path.
Theorem 64 A graph is a cycle of size N if and only if it has an n-th size level that is a
nondegenerate cycle with 3 ≤ n ≤ N − 2.
The condition n ≤ N − 2 in the Theorem 64 is necessary: the (N − 1)-st size level
of a tree with size N and exactly three endvertices is a cycle of size 3.
3.4 AN IMPORTANT SIZE LEVEL.
Given a connected graph G with size N , one very useful level to work with is
the largest nondegenerate level, in other words, the (N − 1)-st size level. The main result,
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Theorem 72, will help later in Section 4.3, to show that two graphs that have isomorphic
hyperspace graph are isomorphic.
Theorem 65 Let G be a connected graph with size N , let K be a connected nondegenerate
subgraph of G with size N − 1 and let e be a terminal edge of G such that e is the comple-
mentary edge of K in G. Then for any connected subgraph L of G with size N − 1 distinct
from K, K is level adjacent to L.
Proof. Let L be a connected subgraph of G with size N − 1 distinct from Kand
let f be the complementary edge of L in G. Since K 6= L, by Remark 31, e 6= f and f is a
removable edge of K. Then by Lemma 32, there is a connected subgraph H of K with size
N − 2 and complementary edge f of H in K. Now, H has complementary edge set {e, f}
in G and L has complementary edge set {f} in G. Hence, by Lemma 30, H is a subgraph
of L with size N − 2. Therefore, K and L are level adjacent.
We note the following corollary:
Corollary 66 Let G be a tree with k endvertices and size N . Then the (N−1)-st size level
of G is a complete graph with k vertices.
Theorem 67 Let G be a connected graph with size N , let K be a connected nondegenerate
subgraph of G with size N − 1 and let e be an edge of a cycle Y of G such that e is the
complementary edge of K in G. Then for any connected subgraph L of G with size N − 1
with complementary edge not in the cycle Y , K and L are level adjacent.
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Proof. Let L be a connected subgraph of G with size N − 1 and let f be the
complementary edge of L in G but not in the cycle Y . So, Y is a cycle of L and e is a cycle
edge of L. This implies that the subgraph C = L − e is a connected subgraph of L with
size N − 2. Now, the complementary edge set of C in G is {e, f}. By Lemma 30, C is a
subgraph of K. Therefore, K and L are level adjacent.
Now, we analyze the structure of the last nondegenerate level. First, we need some
definitions and a result.
Definition 68 A graph B is a bipartite graph provided that there is a partition V and
W of the vertex set of B such that every edge of B joins a vertex in V with a vertex in W .
A bipartite graph with a partition V and W is a complete bipartite graph if every vertex
of V and every vertex of W are adjacent. We denote by Kn,m the complete bipartite graph
such that V has n elements and W has m elements.
Definition 69 A subgraph S of a graph G is said to be spanning (or spans G) if V (S) =
V (G).
Definition 70 A graph G is said to be stitched if G contains a spanning complete bipartite
subgraph.
Remark 71 As a consequence of the previous definitions, a graph G is stitched if and only
if there is a partition V and W of the vertex set of G such that for every v ∈ V and w ∈W
we have that v is adjacent to w.
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Theorem 72 Let G be a connected graph with size N . Then G is not a cycle of size greater
than 4 if and only if QN−1 (G) is stitched.
Proof. If G is a cycle with size N , by Theorem 53, we have that QN−1(G) is a
cycle with size N . Then QN−1(G) can be spanned by K1,2 if N = 3 or by K2,2 if N = 4.
Therefore, they are stitched.
If G is a tree, by Corollary 66, we have that QN−1(G) is a complete graph and
therefore, G is stitched.
So, we can assume that G is neither a cycle nor a tree.
For any vertex K of QN−1(G), define eK to be the complementary edge of K
in G. By Lemma 32, we have that every vertex of QN−1(G) can be characterized by its
complementary edge.
Consider the following sets of vertices of QN−1(G).
Since G is not a tree, G contains a cycle C0; let:
W = {K ∈ V (QN−1(G)) : eK ∈ E(C0)}.
IfG has terminal edges, letW 0 = {K ∈ V (QN−1(G)) : eK is a terminal edge of G};
otherwise, let W 0 = ∅.
If W 0 6= ∅, then by Theorem 65, every vertex of W 0 is adjacent to all the vertices
of QN−1(G). This implies that QN−1(G) is stitched.
If W 0 = ∅, since we are assuming that G is not a cycle, then W 6= V (QN−1(G)).
So, V = V (QN−1(G))−W is not empty.
Let K ∈W and let L ∈ V . We will show that K and L are level adjacent.
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Since K ∈ W , eK is an edge of C0. Since L /∈ W , eL is a cycle edge not in C0.
Using Theorem 67, we have that K and L are level adjacent.
Therefore, by Remark 71, QN−1(G) is stitched.
On the other hand, let G be a cycle of size greater than 4. Then, by Theorem
53, QN−1(G) is a cycle with size greater than 4; therefore, QN−1(G) does not contain a
spanning bipartite complete subgraph. This is since for any partition V and W of a cycle
with at least five vertices, either V of W has at least three elements; therefore, if the cycle
has a spanning complete bipartite subgraph, it has to contain a vertex of degree 3. This is
not possible.
3.5 DEGREES IN THE SIZE LEVELS.
First, we prove a theorem that characterizes the subgraphs that are level adjacent
to a given subgraph. This makes counting the edges incident to a given subgraph in the
size level easy.
Theorem 73 Let G be a connected graph and let K be a connected nondegenerate subgraph
of G with size n. The subgraph L of G is level adjacent to K if and only if one of the
following holds:
(1) There is an endvertex v of K and e ∈ E(K − {v} , G) such that L = (K − {v}) ∪ e.
(2) There is a cycle edge f of K and e ∈ E(K,G) such that L = (K − f) ∪ e.
Proof. Let L be a subgraph of G level adjacent to K, let C = core (K,L), let
e ∈ E (L)−E(K) and let f ∈ E(K)−E(L).
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Note that f is the complementary edge set of C in K. By Lemma 32, there is an
endvertex v of K such that C = K − {v} if f is a terminal edge or such that C = K − f
if f is a cycle edge of K. In either case, since L is connected, e is incident with C. Then
C ∪e is a connected subgraph of G having f has its complementary edge in join(K,L). By
Remark 31, L = C ∪ e.
On the other hand, let C = K−{v} if we assume (1) or let C = K−f if we assume
(2). In any case C is a connected subgraph of both K and L with size n− 1, therefore K
and L are level adjacent.
As a consequence of this theorem, every subgraph L level adjacent to K can be
associated with a unique pair (e, f), where e is an edge incident with K and f is a removable
edge of K. Note that this association is not surjective since, when f is a terminal edge with
endvertex v and e is incident with v, (K − {v}) ∪ e is not connected.
Corollary 74 Let G be a connected graph, let K be a connected subgraph of G with size
n ≥ 1, let c be the number of cycle edges of K, let d = |E(K,G)|, let T be the set of
endvertices of K and let l(v) = |E (K − {v} ,G)|. Then




Proof. By Theorem 73, every subgraph level adjacent to K is either like in part
(1) or like in part (2) of that theorem. The number of possible subgraphs L of the form
L = (K − f) ∪ e where f is a cycle edge of K and e ∈ E(K,G) is c · d. The number of
possible subgraphs L of the form L = (K − {v}) ∪ e where v is an endvertex of K and





Corollary 75 Let G be a connected graph and let K be a connected subgraph of G with size
n. If K contains a cycle or K has at least 4 endpoints, then degQn(G)K ≥ 3.
Proof. Just use the formula in Corollary 74.
3.6 NEIGHBORHOODS AND CUT VERTICES
Now, we analyze the neighborhoods in the size levels. We also characterize the
subgraphs that are cutvertices of the levels in Theorem 91. First, we give the definition of
neighborhood.
Definition 76 Let G be a graph and v be a vertex of G. The neighbors of v in G, denoted
by NG(v), is the set of all the vertices of G that are adjacent to v.
NG(v) = {w ∈ V (G) : v and w are adjacent}.
Observe that degG v = |NG(v)|.
In our particular case, given a size level and a vertex of such size level, we are
interested in the subgraph of the size level induced by the neighbors of the vertex.
Definition 77 Let G be a graph and let v be a vertex of G. The neighborhood of v in G
is the subgraph of G induced by the vertex set NG(v). If K is a connected subgraph of G
with size n, we denote the neighborhood of K in Qn(G) by N nK .
Now, we analyze the connectedness of the neighborhoods of trees in the size levels.
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Lemma 78 Let G be a connected graph, let K be a proper subtree of G with size n ≥ 2, let J
and L be two subgraphs that are level adjacent to K, let C = core (K,J), let D = core(K,L),
let eC,J be the complementary edge of C in J and let eD,L be the complementary edge of D
in L. If eC,J and eD,L are incident with K at the same vertex, then there is a path in N nK
of length 2 or less joining J and L.
Proof. Let v be the vertex of K such that eC,J and eD,L are incident to v.
If C = D , then J and L are level adjacent.
So, let us assume that C 6= D. Both C and D are in Qn−1(K) and K is a tree.
By Corollary 66, C and D are level adjacent. Also, note that both C and D have v as a
vertex, then v is a vertex of core (C,D) (recall Definition 41).
Define L0 = C ∪ eD,L.
The graphs J , K and L0 contain C, then J , K and L0 are pairwise level adjacent.
So, J and K 0 are adjacent in NnK .
Now, the graph core(C,D)∪eD,L is a connected subgraph of both L and L0 (since
eD,L is incident with core(C,D) at v). This implies that L and L0 are adjacent in N nK .
Therefore, JL0L is a path of length 2 in N nK .
Lemma 79 Let G a connected graph and let K be a proper subtree of G with size n ≥ 2.
If there is an edge e incident with an interior vertex of K, then any two vertices of NnK can
be joined by a path of length 4 or less in N nK .
Proof. Let J and L be any two distinct subgraphs that are level adjacent to K,
let C = core(K,J) and let D = core(K,L). By Remark 27 and Lemma 28, e is incident
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with C and D. Define J 0 = core(K,J) ∪ e and L0 = core(K,L) ∪ e. By construction, J 0 is
level adjacent to both K and J . We also have that L0 is level adjacent to both K and L.
Thus, J 0 and L0 are level adjacent to K. However, using Lemma 78, we see that there is a
path of length 2 or less joining J 0 and L0 in N nK . Therefore, there is a path of length 4 or
less joining J and K in N nK .
Lemma 80 Let K be a tree that is not a path. If J and L are level adjacent to K, then J
and K are connected by a path in NnK .
Proof. Let C = core(K,J), D = core(K,L), let eC,J and eD,L be the comple-
mentary edges of C in J and D in L, respectively. Let vC,J and vD,L be the vertices of C
and D to which eC,J and eD,L are incident, respectively. Since K is a tree that is not a
path, K has at least three endvertices. Then there is a connected subgraph B of K with
size n−1 such that vC,J and vD,L are vertices of B. Define J 0 = B∪eC,J and K 0 = B∪eD,L.
Note that J 0 and L0 are either level adjacent or equal (if eC,J = eD,L) and that both are
level adjacent to K. Applying Lemma 78 to both pairs J and J 0, and L and L0, we can
conclude that both pairs can be joined by a path in N nK with length 2 or less. Hence, there
is a walk in N nK joining J and L; thus, there is a path joining J and L in N nK .
Definition 81 Let G be a graph and K be a connected subgraph of G. The graph K is a
free subgraph in G if every edge incident with K is incident with endvertices of K only.
Theorem 82 Let K be a tree. If K is not a free path, then N nK is connected.
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Proof. Suppose that K is not a path. By Lemma 80, NnK is connected. If K is
not a free subgraph, then by Lemma 79, N nK is also connected.
Next, we analyze the neighborhoods of graphs that contain a cycle. To prove the
next lemma, we need a definition.
Definition 83 Let G be a connected graph and let K and L be two subgraphs of G. The
graph G is irreducible between H and K if no proper connected subgraph of G contains
both K and L as subgraphs.
Remark 84 Let G be a connected graph. The graph G is irreducible between K and L if
and only if every cycle edge of G is an edge of K ∪ L and every endvertex of G is a vertex
of K ∪ L.
Lemma 85 Let K be a graph containing a cycle Y and let J and L be both level adjacent
to K. Assume the following: C = core (K,J); D = core(K,L); eC,K is the complementary
edge of C in K; eD,K the complementary edge of D in K such that eC,K and eD,K are edges
of the cycle Y . Then J and L are connected by a path in NnK.
Proof. If eC,K = eD,K , then K − eC,K is a connected graph contained in both J
and L. Hence, J and L are level adjacent.
Therefore, we can assume eC,K 6= eD,K .
Let fC,J be the complementary edge of C in J , let vC,J be a vertex of both eC,J
and C and let fD,L be the complementary edge of D in L. We use the letter f to describe
the edges that are incident to K and the letter e for the edges that are in K.
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Note that eC,K and eD,K are cycle edges of K. By Remark 27 and Lemma 32, we
have that C = K−eC,K and D = K−eD,K . Moreover, fC,J is incident with D and fD,L is
incident with C. Thus, fC,J and fD,L are incident with K. Let {vC,J} and {vD,L} be the
vertices of K that are vertices of fC,J and fD,L, respectively.
We consider two cases:
CASE 1. K is not irreducible between Y and {vD,L}.
Without loss of generality, assume there is a connected subgraph E of K with size
n − 1 such that the cycle Y and {vD,L} are contained in E. Then fD,L is adjacent to E.
Let e be the complementary edge of E in K.
Define J 0 = C ∪ fD,L (Figure 3.2 (d)). Then J 0 is a connected subgraph with size
n. Since C is a subgraph of K, J and J 0; J 0 is level adjacent to both J and K.
Define now L0 = E ∪ fD,L (Figure 3.2 (e)). The graph E is contained in both K
and L0, so K and L0 are level adjacent. Since join(K,L) = K ∪ fD,L, L0 is a subgraph of
join(K,L). Note that e is the complementary edge of L0 in join(K,L), Hence, applying
Theorem 67 to the subgraph L and the cycle Y in join(K,L), we see that L and L0 are
level adjacent in Qn(join(K,L)) and, therefore, in Qn(G). Thus, JJ 0L0L is a path in N nK .
The same argument works when K is not irreducible between Y and {vD,L}.
CASE 2. K is irreducible between K and {vD,L}.
By Remark 84, the only removable edges of K are edges of Y , or perhaps, one
terminal edge of K incident with vD,L. In other words, K is such that every edge outside
of Y is a bridge and K has at most one endpoint, namely vD,L. Then K = Y or K is the
result of attaching a path to Y at one vertex.
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Since Y is a cycle, we can find a path P = e1e2...el of Y such that: P is a free
path in K; e1 = eC,K ; el = eD,K ; vD,L is not an interior vertex of P .
Define Ji = (K − ei)∪fD,L. Since ei is a cycle edge of K, fD,L is incident with
K − ei; hence, Ji is connected for all i and is level adjacent to K.
Let vi be the common vertex between ei and ei+1. Since P is free in K, K − {vi}
is a connected subgraph of K with size n−2. Observe that {ei, ei+1} is the complementary
edge set of K − {vi} in K. But, K − {vi} is contained in both Ji and Ji+1; it follows that
Ji and Ji+1 are level adjacent for all i.
Note that eC,K is the complementary edge of both K − e1 and C in K, hence,
K − f1 = C. Thus, J1 = J .
Observe that K−el is a connected graph contained in both Jl and L; thus, Jl and
L are level adjacent.
Therefore, JJ1J2...JlL is a path in N nK .
Lemma 86 If K and L are level adjacent subgraphs such that both contain the cycle Y ,
then for every edge e of Y there is a connected graph Le such that e is not an edge of Le
and Le is level adjacent to both K and L.
Proof. Let C = core(K,L), let e be an edge of Y and let eC,L be the complemen-
tary edge of C in L. Note that eC,L is incident with K − e. Define Le = (K − e) ∪ eC,L.
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Figure 3.2: Graphs in the first case of Lemma 85
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By using Theorem 67 applied to Le in join(K,L), we have that Le is level adjacent
to both K and L.
Theorem 87 Let K be a connected proper subgraph of G with size n. If K contains a
cycle, then N nK is connected.
Proof. Let J and K be two vertices of NnK , let C = core(K,J) and let D =
core(K,L). We show that J and K are connected by a path in N nK .
Let eC,K be the complementary edge of C in K, let eD,K be the complementary
edge of D in K and let Y be a cycle contained in K.
If eC,K and eD,K are both contained in Y , then by Lemma 85, J and L are
connected by a path in N nK .
So, assume that eC,K is not contained in Y . Hence, Y is a subgraph of J . Take e
an edge of Y . Using Lemma 86, there is a subgraph Je of G such that Je does not have e
as an edge and Je is level adjacent to both J and K. Hence, Je is a vertex of N nK that is
level adjacent to J .
If eD,K is contained in Y , then applying Lemma 85, Je and L are connected by a
path in NnK . This implies that J and L are connected by a path in N nK .
If eD,K is not contained in Y , then by an argument similar to the one for J , there
is a subgraph Le of G such that Le is a vertex of N nK that is level adjacent to L. But note
that Je and Le are level adjacent. Therefore, JJeLeL is a path in N nK .
Theorem 88 Let G be a connected graph and let K be a connected subgraph of G. If K is
not a free path, then N nK is connected.
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Proof. Assume that NnK is not connected. Hence, by Theorem 87, K is a tree.
Thus, by Theorem 82, K has to be a free path.
Corollary 89 Let G be a connected graph and let K be a connected subgraph of G. If K
is not a free path, then K is not a cutvertex of Qn(G).
Hence, if we have a cut-vertex in a size level, then it has to be a free path. But not
all the free paths are cut-vertices of the size levels, as it is shown in the following lemma:
Lemma 90 Let G be a connected graph and let K be a free path. If K is contained in a
cycle, then K is not a cut-vertex of Qn(G).
Proof. Assume that K is a cut-vertex of Qn(G). Then there is a separationM
and N of Qn(G)− {K}. Since K is a path, there are exactly two subgraphs of K, namely
C and D. Note that since K is a cut-vertex, N nK is not connected.
Define
C = hL ∈ V (N nK) : C = core(K,L)i and
D = hL ∈ V (N nK) : D = core(K,L)i.
Note that C and D are connected subgraphs of Qn(G)− {K}. ButM and N is a
separation of Qn(G)− {K} and Qn(G) is connected, so C and D are contained in distinct
elements of the separation. Without loss of generality, assume that C ⊂M and D ⊂ N .
Let Y be the cycle that contains K. As a consequence of Theorem 53, Qn(Y ) is a
cycle. So, there are J and L two subgraphs of Y such that J and L are paths and K is level
adjacent to J and L. Assume that J is a vertex of C and L is a vertex of D. Observe that
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J and L are joined by a path not containing K in Qn(Y ) and therefore in Qn(G) − {K}.
This is a contradiction to the fact that thatM and N is a separation.
We are ready to characterize the cutvertices of the size levels. Note that if K
is a free path, with endvertices v and w such that K is not contained in a cycle, then
G− (V (K)− {v,w}) is a disconnected graph. Moreover, G− (V (K)− {v, w}) has exactly
two components.
Theorem 91 Let G be a connected graph and let K be a connected subgraph of G with size
n ≥ 1. Then K is a cut-vertex of Qn(G) if and only if K is a free path such that K does
not contain an endvertex of G and K is not contained in a cycle.
Proof. If K is a cutvertex of Qn(G), then by Corollary 89, K has to be a free
path. Using Lemma 90, we see that K is not contained in a cycle.
On the other hand, assume that K is a free path that is not contained in a cycle
with endvertices v and w. Let C = K − {v} and D = K − {w} be the only two subgraphs
of K.
Let F = G− (V (K)− {v, w}), let M and N be a separation of F . Since v and w
are not endvertices, M 6= {v} and N 6= {w}.
CLAIM 1. For any connected subgraph L of G such that V (L)∩V (M) 6= ∅ and
V (L) ∩ V (N) 6= ∅ implies that K is a subgraph of L.
Let e be an edge of K. Note that G− e is disconnected with separation M 0 and
N 0. Therefore, M ⊂ M 0 and N ⊂ N 0. Note that L is connected, V (L) ∩ V (M 0) 6= ∅ and
V (L) ∩ V (N 0) 6= ∅; thus, L is not a subgraph of G − e. Hence, e is an edge of L. This
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implies that K is a subgraph of L.
So, K is the only subgraph of G of size n or less such that V (L)∩ V (M) 6= ∅ and
V (L) ∩ V (N) 6= ∅.
Let v0 ∈ V (M) and w0 ∈ V (N). Hence, there are connected subgraphs H 0 and J 0
of G with size n such that v0 ∈ V (H 0) and w0 ∈ V (J 0). Therefore
{J ∈ V (Qn(G)− {K}) : V (J) ∩ V (M) 6= ∅} 6= ∅ and
{J ∈ V (Qn(G)− {K}) : V (J) ∩ V (N) 6= ∅} 6= ∅.
Define
M = hJ ∈ V (Qn(G)− {K}) : V (J) ∩ V (M) 6= ∅i and
N = hJ ∈ V (Qn(G)− {K}) : V (J) ∩ V (N) 6= ∅i.
Every connected subgraph J of G with size n distinct from K is a vertex ofM or
a vertex of N , but not of both. This means thatM and N are vertex disjoint. If J is level
adjacent to J 0 in Qn(G) and J is a vertex of M, then core(J, J 0) has a vertex in M . By
CLAIM 1, no vertex of core (J, J 0) is in N . Thus, J 0 is a vertex inM. The same argument
can be used for the case when J is in N . Hence, M ∪N = Qn(G) − {K}. Thus, M and
N is a separation of Qn(G)− {K}. Therefore, K is a cutvertex.
3.7 HAMILTONIAN LEVELS
One important question that we mention in Chapter 1 was to determine when the
hyperspace graph is hamiltonian. We discuss some particular cases in Section 4.2. This
question leads us to ask when the size levels are hamiltonian. We give a partial answer to
this question here.
47
Definition 92 A graph G is hamiltonian if it has a cycle containing every vertex of G.
Such cycle is called a hamiltonian cycle of G.
Actually, we can ask a more general question: Given any graph, which nondegen-
erate size levels of a graph are hamiltonian?
We have three conjectures for the answer to the question we raised above:
Conjecture 93 If G is a connected graph with size N and G is not a path, then QN−1(G)
is hamiltonian.
Conjecture 94 Let G be a connected graph. If every free path of size n is contained in a
cycle, then Qn(G) is hamiltonian.
Conjecture 95 Let G be a connected graph with size N . If n ≤ N − 2 and Qn(G) is
hamiltonian, then Qn+1(G) is hamiltonian.
Of course, proving the third conjecture would show that being hamiltonian is a
size property.
We can answer this question partially for the case when the original graph is a
star. The proof is based in combinatorics. First, we define a special graph.
Definition 96 Define the graph Q(k, n) as follows:
• The vertex set of Q(k, n) consists of all the subsets of {1, 2, ..., n} with k elements.
• Two vertices A and B of Q(k, n) are adjacent if A ∩B has k − 1 elements.
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Since in a star every subset of the edge set induces a unique connected subgraph,
we have that:
Remark 97 Let Sn be a star with size n. Then Q(k, n) is isomorphic to Qk(Sn).
Observe that for every n positive integer, Q(1, n) and Q(n− 1, n) are isomorphic
to the complete graph with n vertices Kn. The following proposition shows a symmetry of
these graphs:
Proposition 98 The graphs Q(k, n) and Q(n−k, n) are isomorphic for every n and every
k ≤ n2 .
Proof. Let Z = {1, 2, ..., n} and let α : Q(k, n)→ Q(n− k, n) be function defined
by α(A) = Z −A for each A ∈ Q(k, n).
Clearly, α is a one-to-one onto function.
Let A and B be two adjacent vertices inQ(k, n). Note that |α(A)| = |α(B)| = n−k
and α(A) ∩ α(B) = Z − (A ∪B). Using that |A ∩B| = k − 1 we have:
|α(A) ∩ α(B)| = |Z − (A ∪B)| = n− (k + 1) = (n− k)− 1.
Therefore, α is an isomorphism.
Given Q(k, n) and Q(k + 1, n), define [Q(k, n), Q(k + 1, n)] by:
[Q(k, n), Q(k + 1, n)] =
Q(k, n) ∪Q(k + 1, n) ∪ hAB : |A| = k, |B| = k + 1 and A ⊂ Bi.




A ∪ {n+ 1} if A ∈ V (Q(k, n))
A if A ∈ V (Q(k + 1, n))
.
Theorem 99 φ is an isomorphism between graphs and therefore Q(k+1, n+1) is isomor-
phic to [Q(k, n),Q(k + 1, n)].
Proof. Note that the function φ is well-defined.
We prove that φ is one-to-one.
Let A,B ∈ V ([Q(k, n), Q(k + 1, n)]) be such that φ(A) = φ(B).
If n+ 1 /∈ φ(A) , then A,B ∈ V (Q(k + 1, n)). Thus, A = B.
If n+ 1 ∈ φ(A) , then n+ 1 /∈ A and n+ 1 /∈ B. Thus, A = φ(A)− {n+ 1} and
B = φ(B)− {n+ 1}. Since φ(A) = φ(B), we have that A = B.
We prove that φ maps onto [Q(k, n), Q(k + 1, n)].
Let C ∈ V (Q(n+ 1, k + 1)). If n + 1 /∈ C, then C ∈ V (Q(k + 1, n)). Thus,
φ(C) = C.
If n+1 ∈ C, then define A = C− {n+ 1}. Observe that A ∈ V (Q(k, n)) and that
φ(A) = C.
We prove that φ preserves adjacency. LetA andB be adjacent in [Q(k, n), Q(k + 1, n)].
If A and B are adjacent in Q(k, n), then |φ(A) ∩ φ(B)| = |A ∩B|+ 1 = k.
If A and B are adjacent in Q(k + 1, n), then |φ(A) ∩ φ(B)| = |A ∩B| = k.
Without loss of generality, assume that A ∈ V (Q(k, n)) and B ∈ V (Q(k + 1, n)).
Then A ⊂ B. Thus, φ(A) ∩ φ(B) = (A ∪ {n+ 1}) ∩ B = A. Therefore,
|φ(A) ∩ φ(B)| = k.
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We need to define a property that is stronger than being hamiltonian
Definition 100 A graph G is strongly hamiltonian if for every edge G there exists a
hamiltonian cycle containing that edge.
Note that every strongly hamiltonian graph is hamiltonian; however, the converse
is false: the graph consisting of a cycle and a chord is hamiltonian but not strongly hamil-
tonian.
Theorem 101 Q(k, n) is a strongly hamiltonian graph for every n ≥ 3 and every k < n.
Proof. The proof will be done by induction over n.
If n = 3, then Q(1, 3) and Q(2, 3) are isomorphic to K3. Therefore, Q(1, 3) and
Q(2, 3) are strongly hamiltonian.
Assume that for n = m, Q(k,m) is strongly hamiltonian for every k.
We show that Q(k,m+ 1) is strongly hamiltonian.
Note that Q(1,m + 1) and Q(m,m + 1) are isomorphic to Km+1 and, therefore,
are strongly hamiltonian.
Then, we can consider 2 ≤ k ≤ m− 1.By Theorem 99, Q(k,m+ 1) is isomorphic
to [Q(k − 1,m), Q(k,m)]. Therefore, it is sufficient to prove that [Q(k − 1,m), Q(k,m)] is
strongly hamiltonian for all k with 2 ≤ k ≤ m− 1.
Let A and A0 be two vertices of [Q(k − 1,m),Q(k,m)] such that A and A0 are
adjacent in [Q(k − 1,m), Q(k,m)].
CASE 1. A and A0 are in Q(k − 1,m).
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By our induction assumption, Q(k − 1,m) is strongly hamiltonian. Hence, there
is a hamiltonian cycle L1 in Q(k − 1,m) containing the edge AA0. Let BB0 be an edge of
L1 distinct from AA0. Define P1 to be the path obtained by removing BB0 from L1.
Let c0 ∈ B0 −B. Note that, since k − 1 ≤ m− 2, there is c /∈ B such that c 6= c0.
Observe also that B ⊂ C, B ⊂ C 0 and B0 ⊂ C 0. Thus, C = B ∪ {c} and
C 0 = B ∪ {c0} are vertices satisfying:
1. C and C0 are adjacent in Q(k,m);
2. B and C are adjacent in [Q(k − 1,m), Q(k,m)];
3. B0 and C 0 are adjacent in [Q(k − 1,m),Q(k,m)].
Since Q(k,m) is strongly hamiltonian, there is a hamiltonian cycle L2 in Q(k,m)
such that L2 contains the edge CC 0. Let P2 be the path obtained by removing CC 0 from
L2.
Then L = P1 ∪ BC ∪ P2 ∪ B0C 0 is a hamiltonian cycle in [Q(k − 1,m), Q(k,m)]
containing the edge AA0. For the case when A and A0 are in Q(k,m), a hamiltonian cycle
in [Q(k − 1,m),Q(k,m)] can be constructed in a similar way.
CASE 2. A is a vertex in Q(k − 1,m) and A0 is a vertex in Q(k,m).
Note that in this case A ⊂ A0. Since k ≤ m− 1, there is b ∈ {1, 2, ...,m}−A0. Let
a ∈ A. Define B0 = A ∪ {b} and B = B0 − {a}. Since A ∩ B = A− {a}, A ⊂ A0, A ⊂ B0,
we see that:
1. A and B are adjacent in Q(k − 1,m);
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2. A0 and B0 are adjacent in Q(k,m);
3. B and B0 are adjacent in [Q(k − 1,m), Q(k,m)].
Again, by our induction assumption, Q(k− 1,m) and Q(k,m) are strongly hamil-
tonian. There is a hamiltonian cycle L1 in Q(k − 1,m) containing the edge AB and there
is a hamiltonian cycle L2 in Q(k,m) such that L2 contains the edge A0B0. Let P1 be the
path obtained by removing AB from L1 and P2 be the path obtained by removing A0B0
from L2. Note that the endvertices of such paths are A and B for P1 and A0 and B0 for P2.
Then L = P1 ∪AA0 ∪ P2 ∪BB0 is a hamiltonian cycle containing the edge AA0.
Therefore, [Q(k − 1,m), Q(k,m)] is strongly hamiltonian and so is Q(k,m+1).
We note two corollaries.
Corollary 102 All the nonzero, nondegenerate size levels of a star are strongly hamil-
tonian.




We begin Section 4.1 by defining the hyperspace graph C(G). We give a formula for
the degrees of vertices in C(G) in Proposition 112. It is natural to ask for which graphsG, the
hyperspace graph C(G) is planar. In Section 4.2, we answer the question. Only paths, cycles
and the 3-star have hyperspace graph C(G) planar (Theorem 118). We follow this result
with related characterizations of paths, cycles and the 3-star in terms of hyperspace graphs
(Theorems 121, 122 and 123). In Section 4.3, we use the results in the previous sections
to show the following important and fundamental result: If two graphs have isomorphic
hyperspace graphs, then the graphs are isomorphic. In the hyperspace of continua this
result is known for topological graphs different from the arc and the simple close curve.
4.1 DEFINITION AND BASIC PROPERTIES
Definition 104 Let G be a connected graph with size N . The hyperspace graph of
connected subgraphs C(G) is the graph defined as follows:
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• The vertex set of C(G) is the set of all connected subgraphs of G. In other words:
V (C(G)) = {K connected subgraph of G}
• Two connected subgraphs K and L are adjacent in C(G) if one of the following holds:
1. K and L are level adjacent (K and L have the same size and are adjacent in the
size level).
2. K is a subgraph of L and |E(L)| = |E(K)|+ 1.







∪ hKL : K ⊂ L and |E(L)| = |E(K)|+ 1i.
In Figure 4.1 we show some examples of C(G) when (a) G is a path, (b1) the
standard model when G is a cycle of size 3, (b2) is the planar model; (c1) the standard
model when G is the 3-star and (c2) is the planar model.
Here are some important properties of the graph C(G):
Remark 105 Let G be a connected graph.If K and L are two connected subgraphs of G
such that K and L are adjacent in C(G), then | |E(K)|− |E(L)| | ≤ 1.
Remark 106 Every size level Qn(G) is a connected subgraph of C(G).
Remark 107 If K and L are level adjacent subgraphs of G, then
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Figure 4.1: Examples of the graph C(G).
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1. K and L are adjacent in C(G);
2. core(K,L) is adjacent to both K and L in C(G);
3. join(K,L) is adjacent to both K and L in C(G).
As a consequence of the Lemma 35, we can make the following comment:
Remark 108 If G is a connected graph of size N and K is a subgraph of G with size M ,
then there is a path P = K0K1...KN−M in C(G) such that K0 = K, KN−M = G. Moreover,
the graph Kn has size M + n for every n = 0, 1, ...,N −M .
Definition 109 The path in Remark 108 is called ordered path.
Note that Remark 108 guarantees the existence of these paths starting at any
connected subgraph of G. Then we can easily see that:
Remark 110 The graph C(G) is connected for all connected graphs.
Also, from Remark 38, we conclude that:
Remark 111 If G is connected graph and H is a connected subgraph of G, then C(H) ⊂
C(G).
We can use the formula of the degree in the size levels in Corollary 74 to calculate
the degree in C(G).
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Proposition 112 Let G be a connected graph, let K be a connected subgraph of G with
size n ≥ 1, let c be the number of cycle edges of K, let d = |E(K,G)|, let T be the set of








+ (c+ |T |) + d.




l(v). The number of subgraphs of G with size n−1 contained in K, by Lemma 32
is the number of removable edges of K, in other words, the total number of cycle edges and
terminal edges. That number is c+ |T |. Finally, the number of subgraphs of G containing
K is just the number of edges incident with K, namely d.
4.2 PLANARITY OF C(G)
In this section we characterize the graphs G whose corresponding C(G) is planar.
First, some definitions:
Definition 113 The graph G0 is an elementary subdivision of G if G0 can be obtained
by removing an edge e = vv0 from G and adding a new vertex w and two new edges vw and
vw0. A subdivision of G is the graph obtained by a succession of elementary subdivisions.
We use the celebrated Kuratowski Graph Theorem. This theorem appears in [6].
The particular wording of the theorem is taken from [1]. In our work, we use it as a
definition.
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Definition 114 A graph G is planar if G contains no subgraph isomorphic to a subdivision
of K5 or K3,3.
First, we give a very simple lemma.
Lemma 115 Let G be a connected graph. If G has a connected subgraph K such that there
are at least four edges incident with K, then C(G) is not planar.
Proof. Let e1 e2, e3 and e4 be the four edges incident with K and n be the size
of K. If we define Li = K ∪ ei for i = 1, 2, 3, 4, then we have four graphs with size n + 1
that contain K as a subgraph. This implies that hK,L1, L2, L3, L4i is a subgraph of C(G)
isomorphic to K5. By Definition 114, C(G) is not planar.
As an immediate consequence of this lemma, we have the following:
Remark 116 Let G be a connected graph. If G has a vertex of degree greater than 3, then
C(G) is not planar.
Actually having C(G) planar is pretty strong as the next lemma shows.
Lemma 117 Let G be a connected graph with size greater than 3. If G has a vertex of
degree three or more, then C(G) is not planar.
Proof. Let v be that vertex, let e1 = vv1, e2 = vv2 and e3 = vv3 be the edges of
G all of them incident with the vertex v. Let T = he1, e2, e3i. Note that T is the 3-star;
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also, since G is connected and has size greater than 3, there is an edge f of G incident with
T . Without loss of generality, we can assume that f is incident with v1.
Note that {v}, he1i, he2i and he3i are pairwise adjacent in C(G). This implies that
C (G) contains an isomorphic copy of K4.
Let K = he1i∪hfi. Note that K is adjacent to he1i. We show three vertex disjoint
paths joining K with {v}, he2i and he3i.
The graph K is adjacent to hfi, hfi is adjacent to {v1} and {v1} is adjacent to
{v}. This defines a path from K to {v}. This path is illustrated in Figure 4.2(a).
Let K2 = he1i ∪ he2i. The graph K is adjacent to K2 and K2 is adjacent to he2i.
This defines a path from K to he2i. This path is illustrated in Figure 4.2(b).
Finally, let K3 = he1i ∪ he3i. The graph K is adjacent to K3 and K3 is adjacent
to he3i. This defines a path from K to he3i. This path is illustrated in Figure 4.2(c).
This implies that C(G) contains a subdivision of K5 and by Definition 114, C(G)
is not planar.
Theorem 118 Let G be a connected graph. Then C(G) is planar if and only if G is either
a path, a cycle or the 3-star.
Proof. Note that the graphs C(G) of a path, a cycle and the 3-star are planar
(Figure 4.1). This shows the sufficiency part.
On the other hand, if every vertex is of degree at most 2, then G is either a path
or a cycle.
Assume that there is a vertex of degree at least 3. Thus, G is neither a cycle nor
a path.
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Figure 4.2: Proof of Lemma 117
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By Lemma 117, G has size 3. Therefore, G must be the 3-star.
The hyperspace graphs of connected subgraphs of paths and cycles have very nice
properties, the next two propositions show an example of those.
Proposition 119 The graph C(P ) when P is a path, is hamiltonian.
Proof. Let P = v0v1...vN . Consider O be the unique ordered path joining {v0}
with P in C(P ). Define P 0 = v1v2...vN , P0 = {vo} {v1} ... {vN}, Pn = Qn(P 0) for n =
1, 2, ..., N − 1 and PN = {P}. By Theorem 51, Pn is a path for n = 1, 2, ...,N − 1.
Now, for n even, let en be the edge of C(P ) joining the path of P 0 with length n
containing vN , with the path of P 0 with length n+ 1 containing vN .
Similarly for n odd, define en to be the edge of C(P ) joining the path of P 0 with
length n containing v1, with the path of P 0 with length n+ 1 containing v1.
So, P0e0P1e1...PN−1eN−1PNO is a cycle in C(P ). If K is a subgraph of P 0 with
size n, it is a vertex of Pn and ifK is not contained in P 0, then it is a vertex of O. Therefore,
C(P ) is hamiltonian.
Proposition 120 The graph C(C) when C is a cycle, is hamiltonian.
Proof. Let v be any vertex in C. Consider O = ONON−1...O0 an order path with
ON = C and O0 = {v} in C(C). Define P0 = Q0(C) − {{v}} and let H0 and J0 be the
endpoints of P0.
Inductively we define Hn, Jn and Pn for n < N .
If Jn−1 ⊂ On, then define Hn to be the unique subgraph distinct from On that
contains Jn−1.
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If Jn−1 * On, then define Hn = join(On−1, Jn−1).
Observe that Jn−1 ⊂ Hn. There is an edge en−1 of C(C) that joins Jn−1 with Hn.
Using Theorem 53, we have that Qn is a cycle. Hence, Pn = Q0(C) − {On} is a
path and Hn is one endvertex of such path.
Let Jn be the other endvertex of Pn. Having defined Hn, Jn and Pn for all n, let
eN = O0H0.
Then P0e0P1e1...PN−1eN−1PNOeN is a hamiltonian cycle of C(P ).
The propositions above and Theorem 118 help us to characterize a path, a cycle
and the 3-star.
Theorem 121 Let G be a connected graph. Then G is a path of size N if and only if C(G)
is a planar hamiltonian graph having a vertex of degree 2 and with diameter N .
Proof. Let G be a path with endvertices v and w. Note that the diameter of
C(G) is N . Since G has exactly two connected subgraphs, degC(G)G = 2. By Theorem 118
and Proposition 119, C(G) is hamiltonian.
If C(G) is planar, then by Theorem 118, G has to be a path, a cycle or the 3-star.
Since C(G) is a hamiltonian, G cannot be the 3-star. Since C(G) has a vertex of degree
2, G cannot be a cycle. So, G is a path. However, the diameter of C(G) is N , then G has
size N .
Theorem 122 Let G be a connected graph. Then G is a cycle of size N if and only if
C(G) is a planar hamiltonian graph such that every vertex has degree at least 3 and with
diameter N .
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Proof. Assume that G is a cycle of size N . Notice the following: the diameter
of C(G) is N ; all degenerate subgraphs have degree 4 in C(G); any proper nondegenerate
subgraph of G has degree 6 in C(G); the graph G, as a vertex of C(G), has degree N . By
Theorem 118 and Proposition 119 he have that C(G) is hamiltonian.
Assume that C(G) is planar. By Theorem 118, G has to be a path, a cycle or the
3-star. Since C(G) is a hamiltonian, G cannot be the 3-star. Since C(G) does not have a
vertex of degree 2, G cannot be a path. Then G is a cycle. However, the diameter is N ,
then G has size N .
Theorem 123 Let G be a connected graph. Then G is the 3-star if and only if C(G) is
planar but not hamiltonian.
Proof. Let G be the 3-star with endvertices v1, v2 and v3 and let w be the interior
vertex of G. Assume that C(G) is hamiltonian and Y is hamiltonian cycle. Since {v1} has
degree 2 in C(G), the edge joining {v1} and {v} has to be in Y. However, the same happens
for the edge joining {v2} and {v} and the edge joining {v3} and {v}. Hence, {v} has degree
3 in Y. This is a contradiction, since Y is a cycle.
If C(G) is planar, then by Theorem 118, G has to be a path, a cycle or the 3-star.
But by Propositions 119 and 120, G has to be the 3-star.
4.3 UNIQUENESS OF C(G).
It will be nice to actually assure that any two distinct connected graphs have
nonisomorphic hyperspace graphs. As we mention at the beginning of the chapter, the
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analogous result holds for the hyperspace of continua of topological graphs distinct from an
arc and from a simple closed curve (see [2]).
First, we locate the vertex G in the graph C(G). For that purpose, we locate the
graphs with stitched neighborhoods in C(G).
Recall the definition of the neighborhood of a vertex in a graph (see Definition 77)
and the definition of a stitched graph (see Definition 70).
Definition 124 If K is a connected subgraph of G, we denote the neighborhood of K in
C(G) by NK .
Define the following set:
L(G) = {K ∈ C(G) : NK is stitched}.
Note that if G is a connected graph with size N , then QN−1(G) = NG and by
Theorem 72, we have the next remark.
Remark 125 Let G be a connected graph. Then G is not a cycle of size greater than 4 if
and only if G ∈ L (G) .
Now, let us find the other elements of L(G).
Lemma 126 Let G be a connected graph and let K be a connected non-empty subgraph of
G. Then K ∈ L (G) if and only if one of the following statements hold:
(1) K = G and G is not a cycle of size greater than 4.
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(2) K = {v} for some endvertex v of G
(3) K = {v} for some vertex v with degree 2 and contained in a cycle of size 3.
Proof. Let N be the size of G.
Note if (1) holds, then by Lemma 125 we have that NG is stitched.
If K is like in (2), then NK is a single edge and therefore stitched
If K is like in (3), then NK is a cycle with size 4 and therefore stitched.
On the other hand, assume that K is a proper nondegenerate and non-empty
subgraph of G with size n such that NK is stitched.
Let A and B be a partition of V (NK).
CLAIM 1. If H ∈ V (Qn−1) ∩ B, then V (Qn+1) ∩ V (NK) ⊂ B.
Assume H ∈ B and has size n − 1. Since no subgraph of size n + 1 is adjacent
to H in C (G), for every L ∈ V (NK) with size n + 1, L ∈ B. Similarly, we can show the
following claim:
CLAIM 2. If L ∈ V (Qn+1) ∩ B, then V (Qn−1) ∩ V (NK) ⊂ B.
Then using the claims above we can assume that A ⊂V (Qn). Note that if J ∈ A,
thenK and J are adjacent. DefineH = core(J,K). ThenH ∈ B. TakeH 0 ∈ B−{H}. Note
that by Theorem 42, H 0 ∈ B is not adjacent to J ∈ A. This contradicts the assumption
that NG is stitched. So, H has to be degenerate.
Assume that for some vertex v we have thatN{v} has a spanning complete bipartite
subgraph and that degG v ≥ 2.
If degG v ≥ 3, let v1, v2 and v3 be three vertices adjacent with v. Without loss of
generality, assume v1 ∈ A. Then hvv2i , hvv3i ∈ A since v1 is not adjacent to hvv2i or hvv3i.
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Also, v2 and v3, are not adjacent to hvv3i. and hvv2i, respectively. Then v2, v3 ∈ A. Thus,
hvv1i ∈ A. However, v1, v2 and v3 were any three vertices adjacent to v. So, N{v} = A.
This contradicts the fact that B is not empty. Then degG v = 2.
Now, we show that if for some vertex v we have that degG v = 2 and N{v} is
stitched with a partition A and B, then (3) holds.
Let v1 and v2 be the only two vertices of G that are adjacent to v. without loss
of generality, assume v1 ∈ A. Hence, hvv2i ∈ A. Note that if v2 ∈ A, then N{v} = A and
this contradicts the fact that B is not empty. Hence, v2 ∈ B. Since N{v} is stitched with
partition A and B we have that in particular, v1 has to be adjacent to v2. So, vv1v2v is a
cycle of length 3. This finishes the proof.
Remark 127 G is a cycle of size greater than 4 if and only if L(G) = ∅.
So, if we want to use the set L(G), then G cannot be a cycle of size greater than
4.
Intuitively, it seems that G is a different element from the rest of L(G). How
different? The next lemma answers this question.
Lemma 128 Let G be a connected graph such that G is not a cycle of size greater than 4.
Then the following statements hold:
(1) If |L(G)| = 2 and {v} ∈ L(G) we have that degC(G)G > degC(G) {v} .
(2) Let |L(G)| ≥ 3 and let N be the size of G. Then K ∈ L(G) is such that for
every L ∈ L(G)− {K}, d(K,L) = N if and only if K = G.
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Proof. In order to prove (1), if |L(G)| = 2, then by Lemma 126, L(G) = {{v} , G}
for some vertex v of G.
If v is an end-vertex of G, then degC(G) {v} = 2. Since G is not a path, degC(G)G ≥
3. Therefore, statement (1) holds.
Assume that v is a vertex of degree 2 and contained in a cycle of size 3. So,
degC(G) {v} = 4. Then there are v1 and v2 vertices of G that are adjacent to v. Note that
the degrees of v1 and v2 must be greater than 2 (otherwise they are elements of L(G)).
Then K = G− {v} is a connected subgraph with complementary edge set {vv1, vv2}. Note
that the degrees of v1 and v2 in G must be greater than 2 (otherwise they are elements of
L(G)). So, v1 and v2 are not endvertices of K and this implies that v1v2 is not a terminal
edge.
If K contains a cycle, then there are two cycle edges e and e0 of K distinct from
v1v2. Therefore, e and e0 are cycle edges of G.
If K is a tree, every endvertex of K is an endvertex of G, since v1 and v2 are not
endvertices. Then there are two terminal edges e and e0 of K that are also terminal edges
of G.
No matter which case we have that vv1, vv2, v1v2, e and e0 are removable edges
of G. So, degC(G)G ≥ 5. Therefore, degC(G)G > degC(G) {v}.
Now, we prove (2). By Lemma 126 and Remark 125, L(G) − {G} ⊂ Q1(G). For
any {v} , {w} ∈ L(G)−{G}, since G is not a path, we have that d({v} , {w}) = d(v,w) < N .
On the other hand, d(G, {v}) = N for every vertex v of G. Therefore, if K ∈ L(G) is such
that for every L ∈ L(G)− {K} we have that d(K,L) = N , then K = G.
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Now, that we have located the vertex G, the rest is somewhat easy.
Lemma 129 Let G and G0 be two connected graphs that are not cycles of size greater than
4. If there is an isomorphism φ : C (G)→ C (G0), then φ(G) = φ(G0).
Proof. Note that φ (L (G)) = L (G0). Since G and G0 are not cycles of size greater
than 4, by Remark 125, G ∈ L(G) and G0 ∈ L(G0). Using the Lemma 128, one of the next
statements holds:
(1) If |L(G)| = 1, then we have that φ({G}) = {G0} and then φ(G) = G0.
(2) If |L(G)| = 2, then |L(G0)| = 2. So, L(G) = {G, {v}} and L(G0) = {G0, {w}}.
However, degC(G)G > degC(G) {v} and degC(G0)G0 > degC(G0) {w} therefore, φ(G) = φ(G0).
(3) If |L(G)| ≥ 3, then G0 is the only element of L(G0) satisfying that for every
L ∈ L(G0) − {K} we have that d(G0, L) = N . Since φ is an isomorphism, φ(G) has also
that property. Therefore, φ(G) = G0.
Finally, here is the theorem that we wanted to show.
Theorem 130 Let G and G0 be connected graphs. Then G and G0 are isomorphic if and
only if C(G) and C(G0) are isomorphic.
Proof. One implication is obvious by the construction of the hyperspace graph.
The case when one of the graphs is a path, a cycle or the 3-star, by Theorem 118,
C(G) is planar. This case is covered in Theorems 121, 122 and 123 in pages 62 to 63 in the
previous section.
So, assume that neither G nor G0 are cycles and let φ : C (G) → C (G0) be an
isomorphism.
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By Lemma 129, we have that φ(G) = G0. Consider
N(G) = max {d(G,K) : K ∈ V (C (G))}
and
R (G) = hK ∈ V (C (G)) : d(G,K) = Ni.
Since φ is an isomorphism between C (G) and C (G0), we have that φ(R(G)) =










In Chapter 1, we discuss some similarities between hyperspaces of continua and
hyperspace graphs. In this chapter we relate the two hyperspaces for topological trees. First,
in Section 5.1, we give a geometric representation of C(G) in some euclidean space; thus,
we can think of C(G) as a subset of a topological space. Then in Section 5.2, we generate a
special set, called the induced set. Finally, in Section 5.3, we show that, for the case when
the graph is a tree, the induced set is isomorphic to the hyperspace of subcontinua of the
corresponding topological tree.
71
5.1 A PARTICULAR GEOMETRIC REPRESENTATION
OF C(G).
There is a particular geometric representation of the hyperspace graph of connected
subgraphs. This representation is useful for relating the hyperspace graph to the hyperspace
of subcontinua of the graph, when the graph is a topological tree. A similar process is done
in [3] to describe the polyhedra that are homeomorphic to hyperspace of subcontinua of
topological graphs.
LetG be a connected graph with a vertex set V (G) and edge set E (G). Define B =
{e ∈ E(G) : e is a bridge of G} and C = {e ∈ E(G) : e is a cycle edge of G}. Enumerate
the edge set in the following way:
E(G) = {e1, e2, ..., eP , eP+1, eP+2, ..., eP+R}
such that
B = {e1, e2, ..., eP } and C = {eP+1, eP+2, ..., eP+R}.
For any i ∈ {1, 2, ..., P + 2R}, consider the function φi : V (C(G))→ R as follows:
1. If K is a nondegenerate subgraph of G and i ≤ P , then
φi(K) =
⎧⎪⎪⎨⎪⎩
0 if ei /∈ E(K)
1 if ei ∈ E(K)
2. If K is a nondegenerate subgraph of G and P + 1 ≤ i ≤ P +R, then
φi(K) =
⎧⎪⎪⎨⎪⎪⎩
0 if ei /∈ E(K)
1
2 if ei ∈ E(K)
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3. If K = {v} and i ≤ P , then φi(K) =
⎧⎪⎪⎨⎪⎩
0 if ei is incident with v
−1 if ei is not incident with v
4. If K = {v} and P + 1 ≤ i ≤ P +R, then
φi(K) =
⎧⎪⎪⎨⎪⎪⎩
0 if ei is incident with v
−12 if ei is not incident with v
5. If P +R+ 1 ≤ i ≤ P + 2R, then φi(K) = φi−R(K)
Remark 131 If K is a nondegenerate subgraph of G, then the following statements hold:
• φi(K) = 1 if and only if ei ∈ B ∩E(K).
• φi(K) = φi+R(K) = 12 if and only if ei ∈ C ∩E(K).
• φi(K) = 0 if and only if ei /∈ E(K).




• For any J connected subgraph of G such that J is adjacent to K, φi(K) 6= φi(J) if
and only if ei ∈ (E (J)−E (K)) ∪ (E (K)−E (J)).
Remark 132 Let v and w be two adjacent vertices of G and let ei be the edge between v
and w. Then φj({v}) = φj ({w}) if and only if i = j.
Now, define φ : C(G)→ RP+2R by
φ (K) =
¡




Note that φ is well defined; φ is also one-to-one by Remark 131. From now and on
we denote φ (K) by K.
Notation 133 For any x in RP+2R, we denote the i-th coordinate of x by xi.
Remark 134 Consider the hyperplane Pn =
(





. Then φ (Qn) ⊂
Pn for n ≥ 1. If n = 0, then φ (Qn) ⊂
(






Using the function φ, we construct a particular geometric representation of C (G)
in RP+2R. In order to do that, we define some line segments that join the images of adjacent
vertices in C (G) under φ.
For any pair of non-empty connected subgraphs J and K such that J and K are
adjacent in C (G), define the following set in RP+2R:
EJ,K =
n
x ∈ RP+2R : x = J + t(K − J)
o
.




Remark 135 If J and K are two nondegenerate level adjacent subgraphs of G, then EJ,K ⊂
Pn.
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Remark 136 Let K be a connected subgraph of G and let J be a proper connected subgraph
of K with size n. Assume that J and K are adjacent in C(G).
(1) If n 6= 0, then EJ,K ∩ Pn = {J} and EJ,K ∩ Pn+1 = {K}.
(2) If n = 0, then EJ,K ∩ P1 = {K}.
We have that the segments EJ,K are contained in the hyperplanes Pn with n ≥ 1,
when the segment join images of nondegenerate level adjacent subgraphs J and K under
φ. If EJ,K is as in Remark 135 and EH,L as in Remark 136, then EJ,K and EH,L are either
disjoint or meet in an endpoint.
Remark 137 Let J and K be two nondegenerate connected subgraphs of G such that J and
K are adjacent in C (G), let x be a point in EJ,K such that it is not an endpoint of the line
segment and let xi be the i-th coordinate of x. Then we have the following:
(1) For i ≤ P , xi ∈ (0, 1) if and only if ei ∈ (E (J)−E (K)) ∪ (E (K)−E (J)).




if and only if ei ∈ (E (J)−E (K)) ∪
(E (K)−E (J)).
Remark 138 Let x ∈ E{v},e. Then x = φ ({v}) if and only if xi ≥ 0 for every i ∈
{1, 2, ..., P + 2R}.
Remark 139 The following statements hold:
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(1) If x ∈ E{v},e, then x = φ({v}) if and only if for all i ∈ {1, 2, ..., P + 2R} we have that
xi ≤ 0.
(2) ei = vw if and only if for every x ∈ E{v},{w} we have that xi = 0.
Lemma 140 Let v, w and z be vertices and let ek be an edge of G such that v is a vertex of
ek and w is adjacent to z in G. If the segments E{v},ek and E{w},{z} intersect, then v = w
or v = z.
Proof. Let x ∈ E{v},ek ∩ E{w},{z} and let ej be the edge of G joining w and z.
Note that by Remark 139, we have that xj = 0 and xi ≤ 0 for i 6= j. Hence, xi ≤ 0 for
all i ∈ {1, 2, ..., P + 2R} and since x ∈ E{v},ek , using Remark 139, we have that x = φ(v).
Hence, φj ({v}) = xj = 0 and by the definition of φj , ej is incident with v. Therefore,
v = w or v = z.
Lemma 141 Let v, w, y and z be vertices of G such that v is adjacent to w and y is
adjacent to z. If ej is the edge joining v and w, ek is the edge joining y and z, and the
segments E{v},{w} and E{y},{z} intersect, then ej = ek or ej is adjacent to ek.
Proof. Let x ∈ E{v},{w} ∩ E{y},{z}. Hence, by Remark 139, xj = 0 and xk = 0.
Then using the definition of E{v},{w}, x = φ ({v}) + t (φ ({w})− φ ({v})).
Thus, (t− 1)φk ({v}) = tφk ({w}).
If t = 1, then φk ({w}) = 0. This means that ek is incident with w.
If t 6= 1, then φk ({v}) = tt−1φk ({w}). However, φk({w}) ≤ 0 and t ∈ [0, 1), so
φk ({v}) ≥ 0. By the definition of φk, we have that φk ({v}) = 0 and therefore ek is incident
to v.
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Note that the last two lemmas imply that two segments as in Lemma 140 or as in
Lemma 141 can only intersect in a common endpoint.
So, we only need to show that the last conclusion holds also for two segments
joining points in the same hyperplane Pn (for n ≥ 1).
Remark 142 If J and K are nondegenerate level adjacent subgraphs of G, then for every
x ∈ EJ,K we have that:
(1) If ei ∈ core(J,K), then xi = 1 for i ∈ {1, 2, ..., P} or xi = xi+R = 12 for i ∈
{P + 1, P + 2, ..., P +R}.
(2) If ei /∈ E(J) ∪ E(K), then xi = 0 for all i ∈ {1, 2, ..., P +R} and, in the case that
i ∈ {P + 1, P + 2, ..., P +R}, also xi+R = 0.
(3) If ei is a complementary edge of core(J,K) in J (or in K) and x is not an end-





i ∈ {P + 1, P + 2, ..., P +R}.
Lemma 143 Let H, J, K and L be nondegenerate connected subgraphs with the same size
such that J and K are level adjacent, H and L are level adjacent. If the segments EJ,K and
EH,L are distinct and they intersect, then they intersect in a common endpoint.
Proof. Let x ∈ EJ,K ∩ EH,L, let ej and ek be the complementary edges of
core (J,K) in J and K respectively.Assume that x is not and endpoint of EJ,K . So,
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if P + 1 ≤ j ≤ P + 2R. This implies that x 6= H
and x 6= L. So, x is not an endpoint of EH,L.
Now, ei ∈ core (J,K) if and only if xi = 1 if j ≤ P or xi = 12 if P+1 ≤ j ≤ P+2R,
by Remark 142, it is equivalent to say that ei ∈ core (H,L). Therefore, core (J,K) =
core (H,L). By a similar argument, it can be shown that E (J) ∪ E (K) = E (H) ∪ E (L).
So, either H = core (H,L) ∪ ej or H = core (H,L) ∪ ek. Then H = J or H = K. This
implies that EJ,K = EH,L and this is a contradiction. Therefore, we have that x has to be
an endpoint of both EJ,K and EH,L.
So, we have shown that if a pair of segments EJ,K are distinct and they intersect,
then they intersect in a common endpoint. This leads to the following:
Theorem 144 R (G) is a geometric representation of C (G) in RP+2R.
5.2 INDUCED SET OF C(G).
In this section we assume that all our graphs are trees. We continue using the
enumeration and notation defined in the previous section. Immediately, we can say the
following:
Remark 145 If G is a tree with size N , then E(G) = B = {e1, e2, ..., eN} and R(G) is a
set of RN .
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First, we define a particular subset of RN based on R (G). This set is called the
induced set of C (G).
Let {z1, z2, ..., zN} be the canonical base of RN . Observe that zi = φ(heii) for
i ∈ {1, 2, ..., N}.
Define also the set I (K) = {i ∈ {1, 2, ..., P} : ei is incident with K}
For every edge ei of G joining the vertices v and w, consider the subset Ti of RN
that is the convex hull of the points v, w and zi in RN ; that is,
Ti =
©
x ∈ RN : x = t1v + t2w + t3zi where t1 + t2 + t3 = 1
ª
For a given vertex v of G, we define the following two sets (both sets are illustrated
in Figure 5.1):
The set Sv is the convex hull of the point v and the points zi in RN where ei is
incident with v,
Sv =







The set Rv is a truncated cell in RN ,
Rv =
⎧⎨⎩x ∈ RN : x = X
i∈I({v}}
tizi with ti ≥ 0 and 1 ≤
X
i∈I({v}}






x ∈ RN : x =
P
ei∈I({v})






Mv = Sv ∪Rv.
It is easy to check that Mv is homeomorphic to a k-cell, where k is the degree of
v.
Figure 5.1: The sets Rv, Sv and Mv when v is a degree 3 vertex.
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For every nondegenerate connected subgraph K of G, define the set MK by
MK = {x ∈ RN : x = K +
X
i∈I({v}}
tizi with ti ∈ [0, 1] }.
Statements in the next two remarks are easy consequences of the definition ofMK :
Remark 146 If |E(K,G)| = l, then the set MK is homeomorphic to a l-cell.
Remark 147 Let x ∈MK . Then:
1. If ei ∈ E(K), then xi = 1.
2. If ei ∈ E(K,G), then xi ∈ [0, 1].
3. If ei /∈ E(K) ∪E(G,K), then xi = 0.
Lemma 148 Let K and K 0 be two distinct connected nondegenerate subgraphs of G. If
MK ∩MK0 6= ∅, then V (K) ∩ V (K 0) 6= ∅.
Proof. Let x ∈ MK ∩MK0 . Since K and K 0 are different subgraphs of G, we
can assume (without loss of generality) that there is ei ∈ E(K 0) − E(K). Then we have
that xi = 1. By Remark 147, the edge ei ∈ E(K) ∪ E(G,K). However ei 6∈ E(K), hence
ei ∈ E(G,K). There is a vertex v of ei that is also a vertex of K . If ei ∈ E(K 0), then
both vertices of ei (v in particular) are vertices of K 0. Therefore, v ∈ V (K) ∩ V (K 0).
Lemma 149 Let K and K 0 be two distinct connected nondegenerate subgraphs of G. Then
MK ∩MK0 6= ∅ if and only if K ⊂ N(1,K 0) and K 0 ⊂ N(1,K).
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Proof. Let x ∈MK ∩MK0 and assume that K 6⊂ N(1,K 0). Then there is an edge
ei of K that is not in E(K 0)∪E(G,K 0). Hence, xi = 0. This contradicts Remark 147. This
shows one implication.
For the remaining implication, just note that K ∪K 0 is a connected subgraph of
G; since K ⊂ N(1,K 0) and K 0 ⊂ N(1,K), we have that
−−−−→
K ∪K 0 ∈MK ∩MK0 .










Definition 150 The set P(G) is called the induced set of C(G).
Figure 5.2: The induced set of the 3-star
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5.3 RELATIONS BETWEEN C(G)ANDC(X) FORTREES.
Definition 151 A compact, connected non-empty metric space is a continuum A sub-
continuum is a subset that is a continuum.
Consider a topological tree X. This means that X can be written as a finite union
of arcs Ai, any two of which intersect in at most one endpoint and that X does not contain
a simple closed curve. Let W = {v ∈ X : v is an endpoint of an arc Ai}.
Remark 152 By adding some points to W , we can create a finite set V in X such that X
is a finite union of arcs Ei such that only intersect at exactly one of their endpoints and the
set of endpoints of the Ei is V . Let E = {E1, E2, ..., EN} be the set of such arcs.
Let us define a metric for X.
Note that every arc Ei is homeomorphic to [0, 1]. This induces a metric in each
Ei. Now, for every arc A in X, define length(A) =
P
length(A ∩ Ei). Finally, we define
the distance between two points in X by the shortest length of the arcs joining those two
points.
Next, consider the abstract graph GX defined by:
V (GX) = V and E(GX) = {vw : v and w are endpoints of Ei for some i}.
Note that we can denote E(GX) simply by E, since every edge in E(GX) can be
represented by an element of E.
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We define C(X) and show that P(GX) is homeomorphic to C(X). Observe that
every connected subgraph K of GX can be seen as a subcontinua of X.
For any subcontinuum A of X and any ε > 0, define:
Nε(A) = {x ∈ X : there is a ∈ A such that d(x, a) ≤ ε}.
Definition 153 Let X be a continuum with a metric d. For any two subcontinua A and B
of X, the Hausdorff metric induced by d is defined by:
Hd(A,B) = inf {ε > 0 : A ⊂ Nε(B) and B ⊂ Nε(A)}.
Definition 154 Let X be a continuum. The hyperspace of subcontinua of X is the set
C(X) = {A ⊂ X : A is a subcontinuum of X}
with the topology induced by the Hausdorff metric.
Proposition 155 If K is a connected subgraph of X, then we have that





Proof. Let x ∈ N1(K). If x ∈ K, we are done; so, let us assume that x /∈ K.
There is k ∈ K ∩ V such that d(x, k) ≤ 1. Since k ∈ V , k and x are contained in the same
arc Ei ∈ E. Then, k ∈ Ei ∩K . Thus, i ∈ I(K).
On the other hand if x ∈ Ei and i ∈ I(K), then there is a k ∈ K ∩ V such that k
is an endpoint of Ei. So, d(x, k) ≤ 1 and therefore x ∈ N1(K).
For any connected subgraph K of GX , consider the following subset of C(X) :
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MK = {A ∈ C(X) : K ⊂ A ⊂ N1(A)}.
This kind of set was first defined by R. Duda in [2]. Note that, if A ∈MK and
Ei an element of E such that Ei is not contained in K but intersects K, then A ∩Ei 6= ∅,
since K ⊂ A.
We use these sets to define a homeomorphism between C(X) and P(GX). Since
X is a tree, we have the next remark:
Remark 156 Let K be a connected subgraph of X and let A ∈MK . If Ei is an element
of E such that Ei is incident with K, then Ei ∩A is a subarc of Ei.
Now, we define an auxiliary function.
Let K be subgraph of GX and let i ∈ I(K). For any A ∈MK , by Lemma 156,
A∩Ei is an arc. Define hi :MK → [0, 1] by hi(A) = lenght(A∩Ei). Note that the function
hi is continuous.
For any K connected nondegenerate subgraph of GX , we can define a function
hK :MK →MK by:




For any degenerate connected subgraph K = {v} of GX , we define a function























length(A ∩Ei) ≤ 1
Lemma 157 The function hK is a homeomorphism for every connected nondegenerate
subgraph K of GX .
Proof. Since the definition of the functions hi, it is clear that for any A ∈MK we
have that hK(A) ∈MK . Also, since all the functions hi are continuous, hK is continuous.
Let A and A0 be two different elements ofMK . Without loss of generality, assume
that A−A0 6= ∅ and let x ∈ A−A0. Since K is contained in both A and A0, x ∈ Ei for some
arc Ei outside of K. We have that Ei intersects K in exactly one point v. Then A ∩ Ei
and A0 ∩Ei are two distinct subarcs of Ei containing v. This implies that A0 ∩Ei & A∩Ei.
Thus, hi(A0) < hi(A). Therefore, hK is a one-to-one function.
Finally, we show that hK is a surjection.
Let x ∈ MK . For every i ∈ I(K) we have that Ei is an arc outside of K that
intersects K in exactly one endpoint v of Ei. Define the finite collection of arcs {Ai}i∈I(K)
such that Ai is the subarc of Ei containing v and of length xi.




⎞⎠. Note that A is a subcontinuum of X and A ∈MK
since the length of the arcs Ai is less or equal to 1. By the way we constructed A, it is easy
to check that h(A) = x.
We can conclude that hK is a surjection and, therefore, that hK is a homeomor-
phism.
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Lemma 158 The function hv is a homeomorphism.
Proof. First, we show that the function hv is well defined.
Assume that A is such that
X
i∈I({v})
























So, hv is well defined and continuous.
By a similar argument as in the proof of Lemma 157, it can be shown that hv is
a one-to-one surjection and, therefore, is a homeomorphism.
In order to give a homeomorphism between C(X) and P(GX) we need to define
some homeomorphisms gi between C(Ei) and Ti.
Take Ei one of the arcs defined at the beginning of this section. Let v and w be
the endpoints of Ei.
Let A be a subcontinuum of Ei.
If A = {a} define b = a.
If A is nondegenerate, then A is a subarc of Ei. Let a and b be the endpoints of
A; assume, without loss of generality, that a is the endpoint of A closest to v in Ei, and, b
the endpoint of A closest to w in Ei.
Define fi : C(Ei)→ Ti by follows:




{w}+ [1− d (a, v)− d (b, w)]
−−→
heii
Note that fi is a homeomorphism.
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fi(A) if A ∈ C(Ei).
hv(A) if A ∈Mv.
hK(A) if A ∈MK .
Theorem 159 The function h is a homeomorphism.
Proof. Note that it is sufficient to prove that h is well defined (since fi, hv and
hK are known to be homeomorphisms).
(1) Observe that if C(Ei) ∩ C(Ej) 6= ∅, then Ei and Ej intersect. By the way
those arcs were taken, Ei and Ej intersect only in one common endpoint v. Hence, C(Ei)∩
C(Ej) = {{v}}. By the definition of fi and fj , we have that fi({v}) =
−→
{v} = fj({v}).
(2) Let A ∈ C(Ei) ∩Mv. Then A is subarc of Ei such that v is the common
endpoint of A and Ei. Let b be the other endpoint of A and let w be the other endpoint of
Ei. By the definition of fi we have that fi(A) = d(b,w)
−→
{v}+ [1− d(b, w)]
−−→
heii. Now, using





















heii = d(b, w)
−→
{v}+ [1− d(b, w)]
−−→
heii.
(3) Note that C(Ei) ∩MK = ∅ for subgraphs K containing more than one arc.




(4) Let A ∈ Mv ∩Mw. Note that for every p ∈ X − Ei, the point p is in
an arc Ej different from Ei. Either d(p, v) > 1 or d(p,w) > 1. Then A = Ei. Thus,
hv(Ei) = h (Ei) =
−−→
heii.























(6) LetA ∈MK∩MK0 , let x = hK(A), let y = hK0(A) and let i ∈ {1, 2, ..., N}. We
denote hi to be the auxiliary function defining hK and h0i the one for hK0 . If i /∈ I(K)∪I(K 0),
we have that xi = yi = 0. Similarly, if Ei ⊂ K ∩K 0, we have that xi = yi = 1. Assume that
i /∈ I(K) ∩ I(K 0). Without loss of generality, let i /∈ I(K). This implies that Ei 6⊂ N1(A).
However, A ∈ MK . Then A ⊂ Ni(K). Hence, A ∩ Ei is degenerate. This implies that
hi(A) = 0. Thus, xi = 0. We have also that yi = 0.
If i ∈ I(K)∩ I(K 0), then hi(A) = h0i(A) and xi = yi. Therefore, hK(A) = hK0(A).




In this last chapter we state questions for further research and study. We include
comments with some of the questions.
6.1 QUESTIONS ABOUT THE SIZE LEVELS
1. Characterize the graphs that are size levels.
2. Given a connected graph, can we find a formula to compute the number of vertices of
each size level?
The case of the 1-st size level is trivial.
3. Given a connected graph, can we find a formula to compute the size of each size level?
4. If every free path of a graph G with size n is contained in a cycle, is Qn(G) hamil-
tonian?
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5. Is every size level of a hamiltonian graph hamiltonian?
It is well known that the 1-st size level is hamiltonian for hamiltonian graphs (Theorem
4.33 in [1])
6. Given a graph G with size N , is QN−1(G) hamiltonian?
7. If Qn(G) is hamiltonian, is Qn+1(G) hamiltonian?
8. What properties are size properties?
9. What properties are size reversible properties?
10. What properties are such that, if a size level has the property, then the original graph
has that property?
6.2 QUESTIONS ABOUT C(G)
1. We showed a characterization of graphs G which C(G) can be embedded in the plane.
Study embeddings of C(G) to other surfaces.
2. Given a connected graph, can we find a formula to compute the number of vertices of
C(G)?
3. Given a connected graph, can we find a formula to compute the size of C(G)?
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4. For which graphs G is the graph C(G) hamiltonian?
Note that paths and cycles are these kind of graphs (Propositions 119 and 120). The
3-star is not (Theorem 123).
5. Is the induced set P(GX) homeomorphic to C(X)?
6.3 OTHER HYPERSPACES
As we mention in Chapter 1, given a topological space, a hyperspace of that space
is a specific collection of subsets with a special property. In Chapters 1 and 5 we mention
the hyperspace C(X). Aside from C(X), which we discussed in Chapters 1 and 5, there are
other hyperspaces. Given a continuum X, here are examples of collection of subsets, that
together with the topology induced by the metric in Definition 153, they are hyperspaces
of X:
2X = {A ⊂ X : A is nonempty and closed};
Cn(X) =
©





A ∈ 2X : A has at most n elements
ª
Note that C(X), Cn(X) and Fn(X) are all subspaces of 2X . See [5] for more
information about those hyperspaces.
The natural problem is :
1. Define the hyperspace graphs in abstract graph theory that are analogous to the
topological hyperspaces 2X , Cn(X) and Fn(X).
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In other words, given a positive integer n and, the vertex sets:
{K ⊂ G : K is a subgraph of G};
{K ⊂ G : K has n components};
{K ⊂ G : K has at most n vertices and no edges}
2. Define an adjacency relation in those sets compatible with the adjacency given for
C(G).
3. Which of those hyperspace graphs are such that two graphs having isomorphic hyper-
space graphs implies that the graphs are isomorphic?
4. Is there a relation between some geometric realization of those hyperspace graphs and
their topological analogues?
6.4 INFINITE GRAPHS AND DIGRAPHS
In abstract graph theory, a graph can be generalized by allowing the vertex set to
be infinite. These are called infinite graphs.
1. Define hyperspace graphs for infinite graphs.
A digraph is defined just like a graph, except that the edges are ordered pairs of
vertices.
2. Define hyperspace graphs for digraphs.
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