A robust magnetic interpretation technique is described. It is based on the minimization of an objective function by a random search algorithm. Instead of just one estimate, this algorithm yields several points in parameter space, all producing objective function values below an assumed noise level. The centroid of the search points is in general a better estimate than each individual search point, especially when data are corrupted by noise. Since no derivatives are employed, even nondifferentiable objective functions, such as the C, norm of residuals, can be used. Computation of parameter covariance matrices and confidence ellipses is possible using simple formulas.
INTRODUCTION
Nonuniqueness in magnetic interpretation is inevitable, as discussed by Skeels (1947) . Some authors (McGrath and Hood, 1973) have tried to overcome the ambiguity limitation by assuming simple interpretation models. However, as shown by Whitehill (1973) , even simple geometries such as the threedimensional (3-D) vertical prism-shaped body yield a range of models producing acceptable tits to an anomaly. The problem is further complicated (Al-Chalabi, 1971) by the presence of noise, assumption of wrong interpretation model, incomplete knowledge of the full horizontal length of the anomaly, and description of a continuous anomaly by a finite number of discrete points. Despite the fact that ambiguity in magnetic interpretation is well established, most magnetic interpretation techniques deal with the computation of a single estimate for the parameter vector of an assumed model (Johnson, 1969; Coles, 1976; Bhattacharyya, 1980) . In general, the inversion is treated as a nonlinear optimization problem and solved iteratively starting.with an initial guess for the parameters. The initial guess must be close to the true parameter values; otherwise the iteration may diverge. Different initial guesses yield different solutions, each emphasizing a particular feature of the assumed model. When enough geologic and geophysical information is available, a good initial guess may pose no serious problem. In the absence of sufficient independent information, however, the opposite is true, and, frequently, poor if not unrealistic parameter estimates result.
The purpose of this paper is to describe a magnetic interpretation technique using a controlled random search (CRS) algorithm for global optimization (Price, 1977) . This algorithm produces a random sample of the objective function hypersurface in parameter space. All sampled points produce objective functions smaller than a threshold value determined mainly by the observational errors. The mean of all samples is taken as the best parameter estimate. This algorithm does not require an initial guess for the parameters, but only the specification of the feasible region in parameter space. The specification of the feasible region automatically sets constraints on parameter ranges.
A statistical analysis involving all sampled points is carried out. The covariance matrix and confidence regions for the parameter estimates are computed without assuming linearity close to the estimate. parameters is required for the computation of confidence regions but not for the computation of the covariance matrix. A major difference between the proposed technique and leastsquares estimation is that the computation of the parameter covariance matrix in least-squares estimation assumes that the difference between the observed and computed values is due solely to the presence of random noise, which is not true in practice since the difference may also be caused by the assumption of wrong interpretation models. On the other hand, in the proposed techhique a random sample of the objective function hypersurface is employed in the computation of the covariance matrix so that the only necessary assumption is that the random sample be representative.
Using the covariance matrix, R-and Q-mode factor analyses are performed in order to investigate relationships among parameter and sampled points, respectively. The proposed technique can be applied to two-or threedimensional magnetic interpretation, employing either the /i or f z norm as objective function. All tests using theoretical data were done for 2-D cases because of limited computer funds. Price' s algorithm converges rapidly at early iterations, but close to the global minimum it converges very slowly. Therefore, the proposed technique should be employed after approximate ranges for the parameters are obtained by a rough interpretation and a geologic reconaissance. The results obtained by applying this technique can be used as initial guesses in more sophisticated inversion algorithms, using more a priori information.
INVERSION TECHNIQUE
Let f(r) be an N-dimensional vector of observations of the total magnetic lieid or of a component ofthe magnetic held. We approximate f by the nonlinear functional g(r, r' , p) which is the theoretical magnetic field due to an assumed model. The vector r defines the positions of the observation points, r' defines the position of the source element, and p is the M-dimensional vector of parameters necessary to define uniquely the interpretation model. We want to find an estimate p* such that II f(r) -g(r, r' , P*) II < 6
(1) subject to PI<P*sP"> where 11 /) is any norm (objective function), E is a quantity depending mainly on the amplitude of observational errors and on the ability of the assumed model to describe the actual sources, and pr and pu are the lower and upper a priori bounds of parameter vector p*. Equation (1) is a constrained nonlinear optimization problem, and several optimization techniques can be employed to solve it. If 11 11 is the /, norm, for example, expression (1) can be solved by quadratic programming.
In order to solve equation (I), we employed the controlled random search (CRS) algorithm for global optimization described by Price (1977) . This algorithm easily handles constraints and can be employed to minimize any norm. Besides finding the global minimum, this algorithm produces a sampling ofthe local minima around the global minimum.
Price' s algorithm consists of choosing I, search points at random in the feasible parameter domain. The bigger L is, the more exhaustive is the search for the global minimum. The objective function is evaluated at each search point, and the position and function value corresponding to each point are stored in an array A. The stored point G that has the greatest objective function valueI is determined. 
Confidence regions for the estimate (centroid) are easily computed, even for the /i norm, because as shown in equation (3) the best estimate of the ith parameter is the mean of all estimates of this parameter. The 100(1 -a) confidence region for the mean of L estimates taken from a normal population is the interior of the hyperellipsoid defined by (Morrison, 1967) ,qp* -p)TC- ' In order to investigate the effect of assuming a very large feasible region for the parameters, we performed the test summarized in Table 3 for the PI norm. All distance parameters were assigned ranges from 0 to 3.5, and the true values were not centered in the middle of parameter ranges. The resulting estimates are still reasonable despite the large range for parameters defining the geometry.
Geologic noise,-Geologic noise is due to the presence of spurious magnetic sources, and can generally be divided into two types. The first is produced by small, thin, shallow bodies whose magnetic responses are important only because of their proximity to the measuring points. The second type of geologic can be expressed in a more compact form. We c;Ln eliminate both effects by carrying out a dimensional reduction. One way to do this is by performing a principal component analysis of the correlation matrix and then eliminating those components whose singular values are below a certain cut off. This is the R-mode factor analysis. If, instead of computing the correlation matrix, we compute the cosine t3 matrix with elements defined as (Davis, 1973) where & is the ith estimate of the kth parameter, and apply the' principal component analysis to the T matrix followed by a reduction in dimensionality, we are investigating the relationship among the search points in parameter space rather than among the parameters themselves. This is the Q-mode factor analysis.
In the next sections we demonstrate the usefulness of R-and Q-mode factor analyses in magnetic interpretation. 
R-mode factor analysis
The correlation matrix for the test described in Table 2 was computed using the k, norm estimates. The singular values of this matrix are shown in Table 5 . The percent of total variance accounted for by each singular value and the cumulative percent are also displayed in Table 5 . In order to test the null hypothesis that the correlation matrix is the identity matrix, the Bartlett' s sphericity test statistic (Green, 1978) 
where 1 R 1 is the correlation matrix determinant. The test criterion is to reject the null hypothesis when q is greater than the chi-square value with (M' -M)/2 degrees of freedom for an assumed level of significance a. In our example, q is 1906, and the value of chi square for 153 degrees of freedom and level of significance 0.05 is 125. Therefore, the null hypothesis is rejected. We employed Kaiser' s criterion that only singular values greater than unity should be retained (Green, 1978) . As a result, only 3 singular values, which account for more than 89 percent of the total variance, are retained. The rotated factor loadings after 7 varimax iterations are shown in Table 6 . The interpretation of each factor is a difficult and ambiguous task, and we will not make any attempt to do it. Rather, we will discuss the possibility of using the factor loadings to control parameter variances. Suppose we want to decrease the variance of a given parameter, say, the thickness of the source. Also, suppose that we do not have enough a priori information to decrease the feasible range of this parameter. Now, assume that this parameter is linearly dependent upon another parameter, say, the intensity of magnetization (or susceptibility, if induced magnetization only is present). If we can reduce the feasible range of the susceptibility by means of geologic information or previous magnetic interpretation, and therefore decrease the variance of the estimated susceptibility, the variance of the estimated thickness will likely be reduced as well. We can use the factor loadings produced by R-mode factor analysis to determine which parameters are linearly dependent. Parameters producing high loadings on the first factor are approximately linearly dependent and are, therefore, the most suitable for variance control. In our example (see Table 6 In applying the above procedure, one must be very careful because narrowing the feasible range of a given parameter may place the true parameter value very close to the upper or lower bounds. This will produce a biased clustering of search points toward the interval midpoint. It should also be pointed out that the factor loadings provide a stochastic approach for variance reduction that is expected to work in general, but which is not free from exceptions.
Q-mode factor analysis
The cosine 8 matrix for the test described in Table 2 was computed using the /, norm estimates. The first singular value of the matrix accounts for more than 99 percent of the variance representing the dispersion of estimates in parameter space. This means that all estimates represent minor variations of one estimated model. The Q-mode factor analysis can be useful in determining not only the best estimate for this model, but also its variations. In Figure 12 we plotted the rotated factor loadings after 5 varimax iterations. We retained 2 singular values because the second singular value contains information about minor variations of the basic estimated model. We grouped all 50 search points into 6 clusters and computed the average model for each cluster. Figure 13 shows the average model geometry for each cluster. From cluster 1 to cluster 6, the model total width decreases. The width of the southernmost prism increases while the widths of the other 2 prisms decrease. Also, the thickness of the southernmost prism decreases toward cluster 6. Finally, the ratio (ps -p7)/(p9 -pa) is about unity for cluster 3, increasing toward cluster 1 and decreasing toward cluster 6. The magnetization modulus of the middle prism decreases toward cluster 6 while the other two moduli increase.
Cluster 3 produces the model whose geometry is closest to the true model. Average models of_ chrsters I~ and_ 6 can be regarded as extreme models in some sense.
Since just a singular value represents 99 percent of the variance, the unrotated factor scores will be the averages of all 50 estimates for each parameter. This coincides with our definition of the best estimate (3). Valley, a second-degree polynomial was assumed while in the Little Belt Mountains a first degree polynomial was employed. The feasible ranges for the parameter were estimated from the available geologic information and from previous aeromagnetic interpretations. In all three tests we used 50 search points and minimized the C, norm. We used the uniform distribution to generate the points in parameter space.
Ely, Nevada The results are shown in Table 7 . The estimated susceptibilities of all prisms are approximately the same (5000 pegs units), with standard deviations about 10 percent of the estimated values. This implies that the source has a simple geometry and that magnetic susceptibility variations within the source are negligible. The fitted model is shown in Figures 15  and 16 in dotted lines. The northern blocks correspond to the intrusive outcrops, but the computed depths place them about 300 m below the surface. This suggests that most of the main body is buried and that the outcrops are apophyses. This conclusion is consistent with the geologic data presented by James (1971) . The two southern blocks are more than 400 m below the surface, which suggests that the intrusion dips to the south. All depth estimates have standard deviations about 10 percent of the estimated values. There is no published information about the thickness of the intrusion, and our thickness estimates are not reliable because of the large standard deviations.
In his interpretation of the same anomaly, Whitehill (1973) assumed the source was a single prism with one of the edges pointing N20E. He computed three sets of parameters, one for each assumed ratio between the thickness and one horizontal dimension of the prism. Two sets produce depths close to the depth of the intrusive outcrops. For both sets, the edge trending northeast is the smaller one, and has a value of about 6.2 km. The other edge is about 8.6 km. Although we cannot compare those parameters directly with our a and b dimensions, our estimates produce a body with smaller horizontal extent. His estimates for the thickness are also greater while his susceptibility estimates are smaller (about 2100 pegs units). In Figure 19 we compare the geologic map with our computed model in plan view. The computed horizontal dimensions of the intrusion are greater than the mapped outcrop, implying that in the subsurface the intrusion probably extends north, east, and west.
CONCLUSIONS
We have described a magnetic interpretation technique based on the optimization procedure described by Price (1977) . This algorithm produces a sample of acceptable values of the objective function in parameter space, clustered around the global minimum. Under the assumption that close to the global minimum the objective function can be described by a quadratic function, the centroid of the sampled points may produce a better estimate than any individual estimate when noise is present in the data.
Any norm can be minimized with this algorithm. In particular, we have compared the Yr and d, norms. Both norms produce similar results for tests dealing with a wrong interpretation model and with Gaussian random noise in data. However, when data are corrupted by noise caused by spurious small shallow bodies, the /, norm is better, as expected. 
