Abstract-The performance of applications on large shared-memory multiprocessors with coherent caches depends on the interaction between the granularity of data sharing, the size of the coherence unit, and the spatial locality exhibited by the applications, in addition to the amount of parallelism in the applications. Large coherence units are helpful in exploiting spatial locality, but worsen the effects of false sharing. A mathematical framework that allows a clean description of the relationship between spatial locality and false sharing is derived in this paper. First, a technique to identify a severe form of multiple-writer false sharing is presented. The importance of the interaction between optimization techniques aimed at enhancing locality and the techniques oriented toward reducing false sharing is then demonstrated. Given the conflicting requirements, a compiler-based approach to this problem holds promise. This paper investigates the use of data transformations in addressing spatial locality and false sharing, and derives an approach that balances the impact of the two. Experimental results demonstrate that such a balanced approach outperforms those approaches that consider only one of these two issues. On an eight-processor SGI/Cray Origin 2000 multiprocessor, our approach brings an additional 9 percent improvement over a powerful locality optimization technique that uses both loop and data transformations. Also, the presented approach obtains an additional 19 percent improvement over an optimization technique that is oriented specifically toward reducing false sharing. This study also reveals that, in addition to reducing synchronization costs and improving the memory subsystem performance, obtaining large granularity parallelism is helpful in balancing the effects of enhancing locality and reducing false sharing, rendering them compatible.
INTRODUCTION
P ROCESSOR speeds have continued to advance at a much higher pace than memory speeds. This has led to the deep memory hierarchies that are found in modern uniprocessor and multiprocessor systems. Although a number of hardware-based techniques are available to exploit these deep memory hierarchies [19] , compiler optimizations have come to play an increasingly important role in exploiting the potential performance of these machines. In recent years, there has been a significant amount of work on compiler optimizations aimed at restructuring programs to use the memory hierarchy better, leading to improved performance [51] . In principle, this can be achieved by modifying the access patterns in the program control structures (e.g., loop nests) or by modifying the memory layouts of large data structures (e.g., multidimensional arrays), or through a combination of the two. It has been shown that techniques along these lines are quite successful in enhancing the overall memory performance on uniprocessors [49] , [39] , [40] , [41] , [42] , [38] , [32] , [26] .
However, there is another critical issue to be considered in the case of shared-memory parallel machines, namely, false sharing [8] , [46] . False sharing arises when two or more processors that are executing parallel parts of a program access distinct data elements in the same coherence unit [15] , [22] . In other words, some form of synchronization is required between the two processors even though there is no data dependence between the computations on the processors. The negative impact of false sharing on the memory performance can be devastating. Eggers and Jeremiassen [15] show that a number of programs-that exhibit good spatial locality on uniprocessors-perform very poorly on multiprocessors. The main reason is the added set of invalidations incurred on updates and the extra invalidation misses that occur when processors reread different data that belong to the invalidated block. Similar observations have been made by others as well [47] , [46] .
The interaction between locality and false sharing on shared-memory parallel machines is quite well-known. For example, it is known that with smaller cache lines, improving spatial locality also results in a reduction of false sharing. But, at the page level (where the coherence unit is much larger), just targeting spatial locality may not be sufficient [18] . In this paper, we present a mathematical framework that allows us to succinctly represent and study the interaction between the two. More importantly, for array-based regular floating-point scientific codes, this framework enables the derivation of data transformations to address the conflicting effects of techniques that improve locality and the techniques that reduce false sharing.
False sharing can be studied at the level of a cache line as well as at the memory page level; our approach does not distinguish between these two types of false sharing. Instead, our interest is in identifying those cases in which optimizations aimed at enhancing locality and optimizations for reducing false-sharing do not conflict with each other. For this purpose, we first represent the potential multiple-writer false sharing in a given loop nest in the form of vectors. Although this representation is approximate, it gives the compiler some idea about the references that may cause a severe form of multiple-writer false sharing if not addressed correctly. We then show how locality optimizations and parallelization techniques affect false sharing. In order to do that, we represent the available locality in a loop nest and the available parallelism options also in mathematical terms. Then, we present an analysis of the cases in which locality optimizations and false sharing optimizations conflict with each other and the cases where they do not. We believe that such an analysis is very useful for compiler writers as well as for the end-users of sharedmemory parallel architectures. Our results emphasize the importance of obtaining large-granularity (outermost loop) parallelism. Experimental results on an eight-processor SGI/Cray Origin 2000 machine demonstrate significant improvements. While the importance of outermost loop parallelism has been shown by previous researchers along the lines of reducing synchronization costs [51] , reducing interprocessor communication [48] , and enhancing memory performance [47] , in this paper, we show that obtaining outermost loop parallelism is also important to ensure that enhancing locality and reducing false sharing are not incompatible.
The remainder of this paper is organized as follows: Section 2 presents the relevant background and shows how a specific form of false sharing can be represented in a mathematical framework. Section 3 discusses the impact of loop and data transformations in reducing false sharing and in optimizing locality. In Section 4, we present our heuristic to obtain a balance between enhancing locality and reducing false sharing. Section 5 presents our experimental platform and discusses performance numbers obtained on an eight-processor Origin 2000 distributed-shared-memory multiprocessor. In Section 6, we discuss related work and we conclude in Section 7, with a summary and a brief outline of ongoing and planned research.
PRELIMINARIES
Self temporal reuse is said to occur when a reference in a loop nest accesses the same data in different iterations. Similarly, if a reference accesses nearby data, i.e., data residing in the same coherence unit, in different iterations, we say that there is self spatial reuse [51] . It should be emphasized that the most useful forms of reuse (temporal or spatial) are those exhibited by the innermost loop. If the innermost loop exhibits temporal reuse for a reference, then the accessed element can be placed in a register for the entire duration of the innermost loop (provided that there is no aliasing [51] ). Similarly, spatial reuse is most beneficial when it occurs in the innermost loop since, in that case, it may enable unitstride accesses, leading to repeated accesses to the same coherence unit.
False sharing occurs when two or more processors access (and at least one of them writes) different data elements in the same coherence unit (cache line, memory page, etc.) [22] , [8] , [46] , [15] . In this section, we show how to identify a severe form of false sharing that occurs when an array dimension that exhibits spatial reuse is accessed by multiple writers, i.e., multiple processors that write to data in the same coherence unit. For example, this form of false sharing might occur when each processor updates a different row of a two-dimensional array stored in column-major order. Note that, depending on the array and the size of the coherence units, multiple-writer false sharing can also occur if each processor updates a different column of the said array. However, this type of false sharing occurs only at the boundaries of columns and is not as severe. Now, we introduce two key concepts, namely, the parallelism vector and the reuse summary vector. Note that, in this paper, we sometimes write a column vector " x x as ðx 1 ; . . . ; x n Þ T when there is no confusion. The parallelism vector indicates which loops in a loop nest will be executed in parallel. These loops are a subset of the loops that may be executed in parallel; this parallelism information is typically obtained through data dependence analysis [51] . Assuming a loop nest of depth n, an element p i of the parallelism vector " p p ¼ ðp 1 ; . . . ; p n Þ T is one if the iterations of the corresponding loop will be executed in parallel, otherwise p i is zero.
Consider an access to an m-dimensional array in a loop nest of depth n. We assume that the array subscript functions and loop bounds are affine functions of enclosing loop indices and symbolic loop-independent parameters [51] . Let " I I denote the iteration vector consisting of loop indices starting from the outermost loop to the innermost. Under these assumptions, a reference to an m-dimensional array is represented as L "
where the m Â n matrix L is called the access (or reference) matrix [49] and the m-element vector "
o o is referred to as the offset (or constant) vector. The data reuse theory introduced by Wolf and Lam [49] and later refined by Li [39] is used to identify the types of reuse in a given loop nest. Two iterations represented by vectors " I I 1 and " I I 2 (where " I I 1 precedes " I I 2 in sequential execution) access the same data element using the reference represented as L "
In this case, the temporal reuse vector is defined as " r r ¼ " I I 2 À " I I 1 , and it can be computed from the relation L" r r ¼ " 0 0. Assuming column-major memory layouts, spatial reuse can occur if the accesses are made to the same column. We can compute the spatial reuse vector " s s from the equation
where L s is L with all elements of the first row replaced by zero [49] , [39] .
A collection of individual reuse vectors is referred to as a reuse matrix. We now focus on spatial reuse vectors. We call the matrix built from these vectors the spatial reuse matrix. For a given reuse vector, the first nonzero element from the top (also called the leading element) corresponds to the loop that carries the associated reuse. A reuse summary vector for a given reuse vector is a vector in which all the elements are zero except the element that corresponds to the loop carrying the reuse (in the associated reuse vector); this element is set to one. The reuse summary matrix and the spatial reuse summary matrix are defined analogously. Fig. 1 shows an example loop nest and illustrates these concepts. As an example computation, since
the spatial reuse vector should be selected from the null set of
Since the first nonzero element in this vector is the first element, the reuse summary vector is
In this paper, we focus on self-reuses (i.e., reuses that originate from individual references to the same array), but our approach can be extended to include group-reuses (i.e., reuses that occur when multiple references access the same data element [49] ) as well. Unless stated otherwise, all the memory layouts are assumed to be column-major.
Identifying False Sharing Due to an LHS Reference
We begin by noting that a common cause of false sharing is the parallel execution of a loop that carries spatial reuse [39] . For example, in Fig. 2a , parallelizing the i-loop can cause false sharing of array U. The reason is that the spatial reuse for the reference Uði; jÞ is carried by the i-loop, and parallelizing this loop can cause multiple processors to write to each column of this array. Note that false sharing occurs as a result of the interplay between memory layouts, array subscript functions, coherence unit size, sharing granularity, and parallelization decisions. We now express the condition for the existence of this form of multiple-writer false sharing in mathematical terms. Let " s s 0 be a spatial reuse summary vector for a given left hand side (LHS) reference in a nest and let " p p be the parallelism vector for the nest. A severe form of multiplewriter false sharing can occur if " p p T " s s 0 6 ¼ 0, i.e., if the loop carrying the spatial reuse is parallelized. Considering all the LHS references in the nest, multiple-writer false sharing can occur if " p p T S 0 6 ¼ " 0 0; where S 0 is the spatial reuse summary matrix comprised of the reuse summary vectors for the LHS references. We define the false sharing vector " f f as
The nonzero entries in the false sharing vector " f f identify the references that can cause false sharing. Based on previous work in compilers, one can suggest the desired values for " p p T , S 0 , and " f f T . For example, it is well-known that a desired form of " p p T has nonzero elements only at the beginning [51] . In effect, most commercial compilers attempt to obtain a single 1 in the leftmost position, which corresponds to parallelizing only the outermost loop in the nest. This helps to reduce the synchronization costs [51] , reduce interprocessor communication [48] , and improve memory performance [47] . On the other hand, previous work on optimizing locality [49] , [40] , [39] tells us that for each " s s 0 2 S 0 , the index of the first nonzero element (starting with 1 corresponding to the outermost loop going to n for the innermost loop in an n-nested loop) should be as high as possible. This will ensure that inner loops carry the reuse. In the ideal case, we would prefer the leading element to be the last element in each " s s 0 , i.e., " s s 0 ¼ ð0; . . . ; 0; 1Þ T . This corresponds to the case where the spatial reuse is carried by the innermost loop. In practice, it may not be possible to obtain this ideal reuse summary vector for every reference because of conflicts. Finally, as we have hinted above, the ideal false sharing vector should be a zero vector and the likelihood of multiple-writer false sharing increases with the number of ones in the false sharing vector.
Our focus is on false sharing that is due to one reference per array (self-variable false sharing [11] ). It is relatively straightforward to extend the approach presented here to address false sharing due to multiple references to the same array. In this case, we need to consider every pair of references to an array that can cause false sharing and, for k such reference pairs, the resulting false sharing vector have k elements. On the other hand, false sharing due to different arrays (multiple-variable false sharing [11] ) is, in general, not severe and can be eliminated by the alignment of array variables on coherence unit boundaries; therefore, it is not investigated in this study. Also, we focus mainly on multiple-writer false sharing; reader-writer false sharing can be avoided on machines that employ weak memory consistency models [11] , [19] . However, our approach can be extended to deal with reader-writer false sharing as well. 1 
Examples
The main issue that we investigate in this paper, is one of simultaneously obtaining large granularity of parallelism, improving spatial locality, and reducing false sharing. We will derive the kind of data transformations useful for achieving this goal. We note that, if we can optimize an LHS reference (which may cause false sharing) such that only the innermost loop carries the spatial reuse for it, then the possibility of multiple-writer false sharing can be reduced if the compiler can derive outermost parallelism after the locality optimization. This strategy works fine as long as outermost loop parallelism is available. If this is not the case, then the interplay between locality, parallelism, and false sharing merits further study. Let us now consider again, the code in Fig. 2a , and show how the false sharing vector is computed. Assume that the nest shown is enclosed by a sequential timing loop and the i-loop is to be parallelized, 2 i.e., " p p ¼ ð1; 0; 0Þ T . Since The spatial reuse vectors for U, V , and W can be selected from the null sets of ð0; 1; 0Þ, ð0; 0; 1Þ, and ð0; Hence, This means that, if the i-loop is parallelized, then both the references Uði; jÞ and V ði; kÞ may incur multiple-writer false sharing (as they have nonzero entries in the false sharing vector). We also note that, in our example loop nest, if we parallelize the j-loop (instead of the i-loop), then the false sharing vector will be a zero vector (the ideal case), but we will not have outermost loop parallelism anymore. Therefore, there is a trade-off between optimizing for parallelism and reducing false sharing. Ideally, the best parallelism vector is one that enables outermost loop parallelism and maximizes the number of zeroes in the false sharing vector.
0T g includes all those parallelism vectors that lead to the ideal false sharing vector, namely, the zero vector. From among these candidate parallelism vectors, we need to choose one that is legal and that enables the maximum degree of outermost loop parallelism.
We now concentrate on the loop nest shown in Fig. 2b . For the only reference shown, the spatial reuse vector is " s s ¼ ð0; 1; À1Þ T , which implies the spatial reuse summary vector " s s 0 ¼ ð0; 1; 0Þ T . In order to reduce the extent of false sharing, the parallelism vector " p p should be either ð1; 0; 0Þ T 1. In fact, multiple-writer false sharing can also be handled by weak memory consistency models. However, it is always better for a compiler to do it since there is cache coherence overhead at runtime.
2. This does not mean that the j and k loops cannot be run in parallel, it just means that the compiler decides to parallelize only the outermost loop. T (assuming only one loop will be parallelized). To exploit outermost loop parallelism, it is better to select " p p ¼ ð1; 0; 0Þ T , i.e., parallelize the i-loop. Let us suppose that (for some reason) we want to parallelize the j-loop in this example nest. Further, assume that ði 1 ; j 1 ; k 1 Þ and ði 2 ; j 2 ; k 2 Þ are two iterations executed in two different processors. Assuming column-major memory layouts, multiple-writer false sharing can occur if the following system has a solution: loop bounds condition :
where is the coherence unit size (specified in number of array elements). The loop bounds conditions ensure that the two iterations are within the loop bounds. The parallelism condition indicates that we parallelize only the j-loop. The locality condition guarantees that the two iterations mentioned will access the same column; therefore, all the subscript positions (dimensions), except maybe the first, should have the same value. And, finally, the stride condition requires that the two accesses fall into the same coherence block (assuming perfect alignment). Assuming
, the above system has many solutions, e.g., iterations ð1; 1; 2Þ and ð1; 2; 1Þ. In other words, if we parallelize the j-loop, multiple-writer false sharing is likely to occur.
If, instead, we assume that the i-loop is parallelized, then the parallelism condition will be i 1 6 ¼ i 2 . Since this condition is in conflict with the locality condition (which requires i 1 and i 2 to be equal), the system will not have a solution, meaning that false sharing is unlikely to occur. This formulation of the false sharing problem as a system of equalities and inequalities is very promising (especially with the success of polyhedral algebra tools like the Omega library [30] ). However, in this paper, we use a matrix framework and postpone the full treatment of the polyhedral algebraic formulation to a future work. Here, we assume that the loop bounds condition is always satisfied. Also (for portability concerns), we conservatively assume that the stride condition always holds. Thus, what is left to consider are the parallelism and locality conditions.
IMPACT OF TRANSFORMATIONS ON FALSE SHARING
Given a loop nest with a single LHS reference, the compiler's task is to determine suitable values for the vectors " p p, " s s 0 , and " f f. In order to realize this goal, we consider both loop transformations and data transformations. We first briefly evaluate the effect of loop transformations and, then, make a case for using data transformations.
Loop Transformations
We assume that the set of applicable loop transformations for an n-deep loop nest are those that can be represented by n Â n nonsingular integer transformation matrix T . From data reuse theory [39] , we know that, if " s s is the spatial reuse vector before the transformation, then " s s þ ¼ T " s s is the new spatial reuse vector after the transformation. From " s s þ , we can easily compute " s s 0þ , the new spatial reuse summary vector. Unfortunately, finding " p p þ , the new parallelism vector after the transformation is not as easy. In most cases, we need to run the dependence analyzer to find it. Now, from a loop transformation point of view, we can take three different approaches to the problem.
Parallelism-oriented approach. Using one of the algorithms in the literature (e.g., [50] , [40] ), we can find a transformation T that results in the best possible parallelism vector " p p þ . Then, from T " s s, we find the new spatial reuse vector and, finally, using (1), we can check whether the reference incurs false sharing.
Locality-oriented approach. Using one of the algorithms in the literature (e.g., [39] , [49] ), we can find a transformation T that gives us the best spatial reuse vector " s s þ . Then, using dependence analysis, we can find the new parallelism vector and, as before, using (1), we can check whether the reference incurs false sharing.
False sharing-oriented approach. We can try to determine a T that will make the dot-product of " p p þ and " s s þ zero. Unfortunately, it does not seem trivial to find such a loop transformation matrix. 3 Although we present the alternative strategies here in terms of a reuse summary vector " s s 0 , they can easily be stated using reuse summary matrices by substituting S 0 for " s s 0 . A problem with loop transformation techniques is that loop transformations impact both the parallelism vector and the spatial reuse vector (matrix). That is, in most cases, either some parallelism or some locality must be sacrificed for the sake of the other. What we need is a less intrusive optimization technique such as data transformation, which is explained next.
Data Transformations
Recently, a number of researchers have proposed data transformations (or, also called memory layout transformations) as an alternative to loop transformations for optimizing locality (see [42] , [26] , [38] , [12] and the references therein). In contrast to loop transformations, memory layout transformations are not constrained by data dependences and can be applied to imperfectly-nested loops as well as explicitlyparallelized codes [12] . Moreover, in a given loop nest, the memory layout of each array can be chosen independent of the memory layouts of other arrays. We first summarize our memory layout representation framework presented in [26] , [25] , and utilized in this work, and then show the effect of data transformations on spatial locality and false sharing.
The working of our framework can be summarized as follows: Each potential layout for an array can be represented using a matrix (explained below). We then construct two different sets of equalities involving these matrices: layout equalities and false sharing equalities (based on false sharing vectors). The objective of the framework is to select a suitable layout (that is, the corresponding matrix) for each array such that both sets of equalities are satisfied as much as possible. This is because we would like to both enhance locality and 3 . To see the problem here, assume that " p p þ ¼ T " p p (see [3] for the cases where this holds). Then, the new false sharing vector is ðT " p pÞ
Since T T T involves nonlinearity, a trivial solution process is unlikely unless very strict assumptions are made. eliminate false sharing. In this section, we give the details of this data space oriented optimization strategy.
In our framework, we represent the memory layouts of multidimensional arrays using hyperplanes. In two dimensions, a hyperplane defines a set of array elements ð 1 ; 2 Þ T that satisfy the relation
for some constant c. In this equation, g 1 and g 2 are rational numbers called hyperplane coefficients and c is a rational number referred to as the hyperplane constant [20] , [44] . The hyperplane coefficients in (2) can be written as a hyperplane vector " g g ¼ ðg 1 ; g 2 Þ T . A hyperplane family is a set of hyperplanes defined by the same " g g and different values of c. A hyperplane family can be used to partially define the memory layout of a multidimensional array [25] . In a twodimensional data (array) space, a hyperplane family defines parallel hyperplanes (lines), each corresponding to a different value of c. We assume that the array elements on a specific hyperplane are stored in consecutive memory locations. As an example, for an array whose memory layout is columnmajor, each column represents a hyperplane (a line) whose elements are stored in consecutive locations in memory. Given a large array, the relative storage order of the columns (with respect to each other) is not important to us in this paper. Therefore, we represent the column-major layout with the hyperplane vector " g g ¼ ð0; 
As an application of (3), consider an array stored in columnmajor order, i.e., the layout hyperplane vector is ð0; 1Þ T . Here, the array elements ð2; 3Þ
T and ð5; 3Þ T belong to the same hyperplane (i.e., same column), whereas the elements ð2; 3Þ T and ð2; 4Þ T do not. We say that two array elements that belong to the same hyperplane have spatial locality [25] . Although this definition of spatial locality is somewhat coarse (e.g., does not hold at the array boundaries) and is different from the definitions used in previous work [49] , [39] , it is sufficient for the purposes of this paper.
In a two-dimensional space, a single hyperplane family is sufficient to partially define a memory layout. In higher dimensions however, we may need to use more hyperplane families. Let us concentrate on a three-dimensional array U whose layout is column-major. Such a layout can be represented using two hyperplanes: " g g ¼ ð0; 0; 1Þ T and " g g 0 ¼ ð0; 1; 0Þ T . We can write these two hyperplanes collectively as a layout constraint matrix or simply a layout matrix
In that case, two data elements " and " 0 have spatial locality if both of the following conditions are satisfied:
0 . The elements that have spatial locality should be stored in consecutive memory locations. Note how this layout representation matches the column-major layout of a three-dimensional array in Fortran. For such an array, in order for two elements to have spatial locality (according to our definition), all the array indices, except maybe the first one, should be equal. Notice that the two conditions given above ensure that these index equalities hold. This representation framework can easily accommodate higher-dimensional arrays. We refer the interested reader to [26] and [25] for an indepth discussion of hyperplane-based layout representations.
It is important to note that memory layout transformations do not have any effect on the parallelism vector. This is an important advantage over loop transformations. As a result, we can start with the best possible parallelization strategy and then use data transformations to strike a balance between spatial locality and false sharing without disturbing the available parallelism. This is the approach taken in this paper. Let " I I and " I I 0 be two iteration vectors and let " s s denote " I I 0 À " I I: The data elements accessed by these two vectors through a reference represented by L and " o o to a two-dimensional array are L "
respectively. Using (3) given above, these two elements have spatial locality if (where " s s denotes the spatial reuse vector)
Now, we have two important equations, (1) and (4), both related to locality. The former gives the relationship between parallelization decisions and locality, whereas the latter shows the relationship between locality and memory layout. Let us concentrate on a single LHS reference with one spatial reuse vector in an n-deep loop nest. Assume that we want to parallelize only the outermost loop in the nest, i.e., " p p ¼ ð1; 0; . . . ; 0Þ T . In order to reduce the chances for multiple-writer false sharing due to this reference, " p p T " s s 0 should be zero. Substituting the value for " p p, we get ð1; 0; . . . ; 0Þ" s s
. . . ; Â; ÂÞ T , where Â stands for dont-care. 4 A simple spatial reuse vector " s s that satisfies the " s s 0 vector above is ð0; . . . ; 0; 1Þ T . If we substitute this spatial reuse vector in (4), we can find an appropriate memory layout using " g g T 2 KerfL" s sg, or " g g T 2 Kerf " l l n g, where " l l n is the last column of L. What we have done here is (assuming outermost loop parallelism) to find a spatial reuse vector and, then, by using that vector to find a memory layout. Notice that the spatial reuse vector that we derived reduces false sharing. It is important to note that such a vector is ideal from the spatial locality point of view as well. Li [39] has observed that the form of the ideal spatial reuse vector is ð0; . . . ; 0; 1Þ T since it exploits spatial locality in the innermost loop. To sum up, in this case, we are able to reduce false sharing and optimize spatial locality together. In general (after obtaining maximum granularity parallelism using loop transformations), from a data transformation point of view, we can define the problem as one of finding a memory layout such that 1. false sharing will be reduced and 2. spatial locality will be enhanced. Once we determine a suitable layout, it is relatively easy to implement it (see [38] , [42] ) in a compiler that assumes a default memory layout, e.g., column-major layout in Fortran. This is achieved by transforming the default layout matrix (e.g., that represents column-major layout) to the desired layout matrix. The linear transformation matrix that achieves this is then used to transform the subscript expressions (of array references) as well as array declarations. Determining the transformation matrix and transforming subscript expressions are relatively easy; they are similar to the code modifications caused by loop transformations. Modifying array declarations is in general more difficult as such modifications might increase the overall data space requirements of the code. These extra data space requirements can be reduced significantly using the techniques discussed in Leung and Zahorjan [38] .
Let us now consider the loop nest shown in Fig. 2c . Assuming that the outermost loop i is parallelized, from ð1; 0Þ" s s 0 ¼ 0, we obtain " s s 0 ¼ ð0; ÂÞ T . Using this summary vector, we can select " s s ¼ ð0; 1Þ T for all the references in the nest.
For array U : " g g T 1 0 0 1 0
For array W : " g g T 1 1 0 1 0
For array X : " g g T 1 0 1 1 0
With these hyperplane vectors, it is clear that the arrays U and X should be row-major, array V should be columnmajor, and array W should have a diagonal memory layout (see the discussion in Section 3.2). Note that (provided the i-loop is parallel) these layouts do not incur severe multiplewriter false sharing and lead to good spatial locality in the innermost j-loop.
An important question now is, under what circumstances we cannot optimize spatial locality and reduce false sharing without any conflict. Before answering this question, consider the loop nest shown in Fig. 2d . Assume that we parallelize both the i and j loops (provided it is legal to do so). Thus, in mathematical terms, " p p ¼ ð1; 
As in the previous example, with these layouts, 5 we are able to reduce false sharing and optimize spatial locality together. In fact, it is easy to see that a parallelism vector such as ð1; . . . ; 1; 0; . . . ; 0Þ
T can always be treated as ð1; 0; . . . ; 0Þ
T ; that is, all the outermost parallel loops can be collapsed into one loop. Thus, we can conclude the following:
In a given parallelism vector, if all the ones are in the leftmost positions consecutively (without a zero in between them), then it is possible to reduce false sharing and optimize locality together for a given left-hand side reference.
It is also useful to verify the solution proposed for the example in Fig. 2d , using a system of constraints. Let us focus on just array V . The following system should have at least two iterations ði 1 ; j 1 ; k 1 Þ and ði 2 ; j 2 ; k 2 Þ as a solution in order for multiple-writer false sharing to occur through the reference V ði þ j; i þ k; j þ kÞ in the original loop nest. loop bounds condition :
parallelism condition :
where is the coherence unit size in array elements. It is easy to see that this system has many solutions. On the other hand, if we apply our layout transformations, the new reference will be V ði þ k; i þ j; i À jÞ. 6 Now, the layout condition becomes fi 1 þ j 1 ¼ i 2 þ j 2 and i 1 À j 1 ¼ i 2 À j 2 g; which implies i 1 ¼ i 2 . This, in turn, conflicts with the parallelism condition i 1 6 ¼ i 2 . That is, the new system has no solution meaning that the possibility of multiple-writer false sharing is reduced.
Outer and Inner Loop Parallelization
It may not always be possible to obtain outermost loop parallelism in loop nests [36] . For an n-nested loop, let D denote the dependence distance matrix [50] , the columns of 5 . Here, G u here, corresponds to a row-major layout and G v represents a nonconventional layout. See [25] and [26] for a precise interpretation of layout matrices for three and higher dimensional arrays.
6. See [38] , [42] , [26] for details of rewriting access matrices and array declarations after layout transformations.
which are the (constant) dependence distance vectors [51] . If rankðDÞ < n, then the outermost n À rankðDÞ loops can be run in parallel. If rankðDÞ ¼ n; then the loop nest can be transformed such that the outermost is sequential, but the inner n À 1 loops can be run in parallel [36] . As noted earlier in this paper, in the case of an outermost parallel loop, we set the parallelism vector to ð1; 0; . . . ; 0; 0Þ T and then optimize each reference using ð0; 0; . . . ; 0; 1Þ T as the spatial reuse vector. This allows us to optimize spatial locality and reduce false sharing together. If rankðDÞ ¼ n, then outermost loop parallelism is not available and, therefore, optimizing for improving spatial locality and optimizations for reducing false sharing will conflict.
Consider now, the loop nest shown in Fig. 2e . This nest represents the core computation in the successive-overrelaxation (SOR) code. Both the i and the j loops carry data dependences, so, as it is, none of the loops can be executed in parallel. By skewing the inner loop with respect to the outer loop, followed by interchanging the loops, we derive the code shown in Fig. 2f . Now, the innermost loop (i 0 ) can run in parallel, giving a parallelism vector ð0; 1Þ
T . In order to reduce false sharing, we need to choose " s s ¼ ð1; 0Þ T . Using this reuse vector,
i.e., " g g T 2 Kerfð0; 1Þ T g, or " g g ¼ ð1; 0Þ T . Thus, the layout of the array should be row-major. With this choice, there is no false sharing due to multiple writes to the LHS reference, but spatial locality is very poor as successive iterations of the local portion of a processor touch different rows of the array.
Let us now find the result of using a locality-oriented approach for the same nest. We use " s s ¼ ð0; 1Þ T as our (best) spatial reuse vector. From
we get " g g T 2 Kerfð1; À1Þ T g, or " g g ¼ ð1; 1Þ T . Here, the layout of the array should be antidiagonal. Now, we have spatial locality exploited in the innermost loop since successive iterations of the innermost loop access a given antidiagonal, but we incur false sharing at the coherence block boundaries. This example clearly shows the potential conflict between optimizing spatial locality and reducing false sharing.
HEURISTIC FOR REDUCING FALSE SHARING AND ENHANCING SPATIAL LOCALITY
In this section, we propose a solution for enhancing spatial locality and reducing false sharing together. Note that, while false sharing is an issue for arrays that have at least one reference on the LHS, spatial locality is an issue for all the arrays referenced in the nest. Therefore, we divide the arrays referenced in the nest being analyzed into two groups: 1) arrays referenced on the RHS only and 2) arrays referenced on both sides. Supposing that there is a total of arrays referenced in the nest, A 1 ; A 2 ; . . . ; A ; A ðþ1Þ ; . . . ; A ðÀ1Þ ; A . Without loss of generality, we can assume that of these arrays fall into the first group and À fall into the second. In the following, we do not distinguish between spatial reuse vector and spatial reuse summary vector, as these two vectors are usually the same for most loop nests that we come across in practice. The first group is easy to handle. Since false sharing is not an issue for this group, all we need is to use (4) for optimizing locality. Specifically, let us consider an array j where 1 j . Assume that the number of references to this array is t j . We can use the constraint " g g T j L jk " s s jk ¼ 0 to find the optimal layout for this array where L jk is the kth reference to this array and " s s jk is the kth spatial reuse vector. In the ideal case, we want to choose " s s jk ¼ ð0; . . . ; 0; 1Þ T for each reference k (1 k t j ) . However, given a large number of references, this may not be possible. That is, different references to the same array may impose conflicting layout requirements. In that case, using profile information, we favor some references over the others and optimize for only those favored references. In the following, we briefly discuss a profile-based reference selection scheme; see [25] for an alternative method. For each reference L jk , we associate a weight function weight (L jk ), which gives the number of times this reference is touched in a typical execution of the program at hand. We use profiling to get the values of weight (L jk ). Then, the solution process is as follows:
1. Set " s s jk ¼ ð0; . . . ; 0; 1Þ T for each reference k (1 k t j ). 2. Sort the reference according to their weights in nonincreasing order.
If there is a solution, return; else omit the reference with the smallest weight, and go to Step 3. When the process terminates, we will have j t j references optimized for the locality in the innermost loop. This process is independently repeated for all arrays in the first group (1 j ).
As for the second group, false sharing might be an important issue especially at the page-level. Let us now focus again on a single array j where þ 1 j . We divide the references for this array into two groups:
1. the LHS references, L jk where 1 k Á and 2. the RHS references, L jk 0 where Á þ 1 k 0 t j . The constraints to be satisfied for each group are different and can be listed as follows:
In this case, we try the following two options and select the one that performs better.
. In the first option, we set: In other words, in this option, for the LHS references, we favor reducing false sharing over enhancing locality and, for the RHS references, we are trying to maximize locality. After these settings, we attempt to solve the constraints given above for " g g j . As before, if there is no solution, we omit the (constraints belonging to the) reference with the smallest weight and try to solve the system again. . In the second option, we set:
That is, we favor optimizing locality over reducing false sharing for both LHS and RHS references. The rest of the process is the same as in the previous option.
We compare the solutions from these two options and select the best one. Our comparison scheme is rather simple. For each option, we calculate a cumulative weight, which is the sum of the weights of the references that are satisfied (i.e., not omitted during the solution process). We prefer the option with the larger cumulative weight. The overall algorithm is given in Fig. 3 . Note that, in general, a layout that is suitable for one array in one loop nest may not be suitable for the same array in another loop nest. This means that, in contrast to loop-based transformation techniques that can handle a single loop nest at a time, an optimization strategy based on layout transformations should consider all the nested loops that access the array whose layout is to be manipulated. Our solution to this global optimization problem is as follows: First, we determine an order of processing the nests; that is, if a nest is more important (costly) than another, we optimize the more important nest first. Again, profiling is used to determine the estimated cost of a nest, which can be defined as the sum of the weights (number of runtime occurrences) of the references it encloses. Then, for the most important nest, we optimize it using the approach explained in this paper. After optimizing this nest, the memory layouts of some of the arrays referenced in it will be fixed. Then, we consider the next important nest, and optimize it using a slightly different version of our approach that takes the layouts found in the most important nest into account. 7 Then, we move to the third most important nest and, in optimizing it, we take all the layouts determined so far (in the most important and the second most important nests) into account, and so on. The details of the global layout propagation algorithm is outside the scope of this paper; it is similar to those presented in [28] , [27] . It should also be noted that a more sophisticated optimization strategy could use loop transformations (in addition to data transformations) during the optimization of the nests for false sharing.
Example Application of the Algorithm
We now present an example application of our heuristic. Consider the program fragment given in Fig. 4a . Let us first focus on the first loop nest. Our approach starts with optimizing parallelism. In this nest, we can achieve a maximum granular parallelism by interchanging the loops i and j. The resulting nest is shown in Fig. 4b . The access matrices for the arrays referenced in this nest in Fig. 4b are
We next parallelize the outer i-loop; that is, " p p T ¼ ð1; 0Þ. The array W belongs to the first group mentioned above, i.e., it has no reference on the LHS. Therefore, the only constraint that should be satisfied is " g g T w L w1 " s s w1 ¼ 0. Selecting " s s w1 ¼ ð0; 1Þ T , we have
This means that this array should have a diagonal (skewed) memory layout. Note that, since the loop i is the innermost, this layout will maximize the locality for this array.
For the array U, we need to satisfy "
meaning that the array U should be column-major. The array V has both LHS and RHS references. We need to satisfy the following constraints:
Since " p p T ¼ ð1; 0Þ, the two options mentioned above are the same. Consequently, we select " s s v1 ¼ " s s v2 ¼ ð0; 1Þ T and obtain the following two equations:
respectively, for the two references to array V . Therefore, from
we find that the layout of V should be row-major. To sum up, the layouts of the arrays U, V , and W should be columnmajor, row-major, and diagonal, respectively. These layouts help us to exploit locality in the innermost loop while reducing the amount of potential false sharing. We next move to the second nest. Now, suppose that, due to possible dependences arising from references to arrays other than X, only the innermost loop k can be parallel, meaning that " p p T ¼ ð0; 0; 1Þ. Let us concentrate on array X. The two access matrices are
We have three constraints to be satisfied: 7. To be specific, the global strategy just omits the arrays whose layouts have already been determined and focuses on the remaining arrays.
Considering the first option, we can set " s s x1 ¼ ð0; 1; 0Þ T and " s s x2 ¼ ð0; 0; 1Þ T . Then,
which implies that the layout of X should be row-major. Similarly, from
we also find that the preferred layout is row-major. Therefore, in this option, we are able to satisfy both the constraints by selecting a row-major memory layout for the array X. We now focus on the second option. We try to satisfy the two constraints by setting " s s x1 ¼ " s s x2 ¼ ð0; 0; 1Þ T . Therefore,
which implies that the layout of X should be diagonal. On the other hand, from
we find that the second constraint prefers a row-major layout. Assuming a profile information prefers one reference (constraint) over the other, using this option, we can satisfy only a single constraint. Comparing these two options, it is clear that the first option is preferable, therefore, we set the layout of the array X to row-major.
EXPERIMENTAL RESULTS
We now present preliminary experimental results obtained on an eight-processor SGI/Cray Origin 2,000 distributed shared memory multiprocessor [37] at Northwestern University. The SGI Origin uses R10K processors, each of which is a 4-way superscalar microprocessor operating at a clock frequency of 195 MHz. Each processor has a 32 KB on-chip instruction cache and can issue instructions to its four functional units out-of-order. It also has a 32 KB twoway set-associative on-chip data cache and a 4 MB unified external cache, which are called the primary and the secondary cache, respectively. The latency ratio between the first-level (on-chip) data cache, second-level (off-chip) cache, and main memory is approximately 1 : 5 : 60. The cache line size is 128 bytes and the page size is 16 KB. The local memory of each node (which consists of two processors) is made up of 128 MB SDRAM.
We conducted extensive experiments to measure the impact of our approach on locality and false sharing using 20 programs from different domains (benchmarks, library codes, and real application codes). Table 1 gives the important features of these codes. The size column gives (in terms of double precision elements) the maximum size of a dimension of any array used in the program and the iter column shows how many times the outermost timing loop has been executed for each code. The max-dim column on the other hand, shows the maximum dimensionality of any array used in the respective code. The last two columns will be explained later.
When necessary (to eliminate a constraint during optimization), we used profile data to select the constraint to be dropped from consideration. Since our constraints (false sharing or locality) are obtained from array references, we can easily associate a constraint with one or more array references. Consequently, eliminating a constraint can be reexpressed as eliminating an array reference(s). To measure how important each array reference is, we instrumented each code to keep track of how many times each array reference is touched during execution. When this instrumented version is executed, we can order the references in the code according to their importance. Using this profiling strategy, the references in inner loop levels are considered more important than the references in outer loop levels. Similarly, the references in loops with large trip counts (number of iterations) are considered more important than the references in loops with small trip counts. We also performed experiments with different input data (keeping the data size fixed). However, since in arrayintensive codes the runtime execution path is largely determined by loop bounds and array sizes (rather than specific values of input arrays), we did not observe any significant dependence on input. Even with smaller input sizes, the relative importance of different array references with respect to each other did not change too much. Table 2 shows the versions used in our experiments. The optimized versions can be divided into several groups. In the first group consisting of LOL, LOD, and LOU, the optimizations used are aimed only at enhancing spatial locality. Among these versions, LOU is the most powerful as it employs both loop and data transformations to improve locality. In the second group (consisting of FOL, FOD, and FOU), the optimizations attempt to reduce false sharing rather than optimizing spatial locality exclusively, therefore, they are most useful on multiprocessors. In this group, the most powerful technique is FOU, which uses both loop and data transformations for minimizing false sharing. For each version, we tried to use as many published techniques as possible (listed under the referencescolumn in Table 2 ) and selected the one that performs best. 8 In all these six versions, only linear loop and data transformations were used. For example, tiling or loop unrolling [51] were not used. The BAL version refers to the approach discussed in this paper, and HND is the hand-optimized version using both linear and nonlinear (e.g., tiling) loop and data transformations. Note that, with the hand-optimized version (HND), we did not pay great attention to choosing tile sizes; the use of tile size selection heuristics [14] , [34] may further improve the performance of the HND version.
For all the versions, before transforming the code for locality and/or false sharing, we detected the largest granularity parallelism using the native Fortran compiler (MIPSpro version 7.20) with locality optimizations turned off. 9 Note that FOL, FOD, FOU, BAL, and HND take parallelism decisions explicitly into account, whereas LOL, LOD, and LOU can reduce false sharing only as a side effect of improving locality. After the different versions were obtained, we again used the native compiler (with the -O2 option and all the scalar optimizations turned on) to generate the executables.
The results for single processor case are presented in Table 3 , and the results for the eight processor case are shown in Table 4 . In these tables, the second column (ORI) gives the total execution times in seconds. Columns three through 10 show the percentage improvement obtained by using the respective versions over ORI. The improvement here means reduction in the overall execution time and a negative entry indicates an increase in the execution time with respect to ORI.
From Table 3 , we can conclude the following: The pure locality oriented techniques are able to improve the overall performance significantly. In 14 of our 20 programs, the LOD version had the opportunity for applying some kind of data transformation. Similarly, in 12 of our codes, the LOL version chose to apply some kind of loop transformation. We observe that in nine programs the LOU and FOU version generated the same results. We also observe that LOU brings on average 23.44 percent improvement over the original codes. However, three is a large variance between applications. For example, btrix and vpenta show very large improvements (mostly due to layout transformations). The btrix benchmark, for instance, accesses four-dimensional arrays and the original access pattern is very poor. Loop transformations eliminate some of the problems, but in particular, two loop nests in this code cannot be fully optimized due to data dependences. A framework that uses both loop and data transformations in concert on the other hand, achieve large performance benefits. In contrast, in hydro2d/fct, mxm, cholsky, qzhes, and hnd_int_1e_studd, the default memory layout is appropriate for the default access pattern. For example, in mxm, the original code is both unrolled and loop transformed for locality. Consequently, neither loop nor data transformations are effective. In addition, we also observe that in some cases data transformations actually degrade performance. This is because in some cases the compiler can decide to apply a data transformation, [26] , [28] as well as the heuristic presented in this paper are implemented using Parafrase-2 [43] . For the approaches of other researchers, we hand coded the optimizations relying on the explanations in the respective papers; also, in those cases, we used only the techniques that are applicable to array-based codes. For example, from [18] we used only loop and array alignment, from [46] we used only array alignment, and from [13] we used software caching where applicable. For each version, we selected the result of the best performing version. As an example, the LOL version used the best of the output codes of native compiler [29] and [39] . The entry authors denotes our own techniques that have not been published yet. Also, note that all array dimensions were padded [45] , [2] by a small amount to eliminate power-of-two sizes.
9. The locality optimizations are turned on for generating the LOL version.
however, since a data transformation affects the locality behavior of all references in the code, it can create a negative overall impact. Similarly, as in cholsky, qzhes, and r1mpyq, in some cases, loop transformations make the subscript expressions very complex and back-end optimizations may not be able to eliminate the performance overhead due to these complex expressions. So, we observe some degradation in performance (as compared to the original code) when this occurs.
The false sharing oriented optimizations on the other hand, hardly achieve any improvement. In fact, the FOD version increases the execution time in benchmark and library codes. These poor results are due to the overhead of false sharing optimizations and the poor spatial locality they obtain in uniprocessor runs. In one benchmark (transpose), however, FOD improves performance significantly as the data transformations it applies are very suitable from the spatial locality perspective as well.
The BAL version performs very well, even in the uniprocessor case due to its ability to satisfy as many locality and false sharing constraints as possible. In particular, although not presented here in detail, 92 percent of the (dynamic) array references that are optimized by LOU are also optimized by BAL, indicating that taking false sharing constraints into account sacrifices little performance (as far as locality is concerned). The imprv1 column gives the difference between BAL and the next best version from among the columns three through eight (usually LOU). This means that the BAL version outperforms a hypothetical approach that applies all these techniques and selects the best one. Notice that, as compared to the classical loop transformation techniques (LOL), BAL obtains more than 22 percent further reduction.
It should be noted that, even in single processor case, the BAL version performs better than the LOU version. While this is counter-intuitive (as it is not clear why a strategy that takes false-sharing into account should outperform a pure locality-based approach on a single processor), our further study shows that this is due to the global optimization strategy that our framework uses. What we have found is that a pure locality-oriented strategy determines the layouts earlier in the optimization process than a strategy that takes false-sharing into account. Consequently, with the former strategy, the layout constraints accumulate more quickly and the remaining nests have more restrictions in determining the most suitable layouts as far as their own (intranest) locality is concerned. The strategy that takes false-sharing into account, on the other hand, spreads the layout determination more evenly across different nests and achieves a better overall performance. In particular, with codes such as bakvec and hnd_int_1e_studd, if the array layouts are determined late in the optimization process, much better results are achieved. It should be emphasized, however, that this observation may be specific to the codes in our experimental suite and, for some other codes, we can expect the LOU version to outperform the BAL version as far as the uniprocessor performance is concerned.
The imprv2 column shows the difference between HND and BAL. Except for three programs, the additional improvement obtained by hand optimization over BAL is always below 10 percent. This additional improvement comes almost exclusively from loop tiling. For example, in mxm, tiling the innermost two loops makes a significant difference in performance. Similarly, in gfunp, tiling the most time consuming nest increases the performance by In the case of eight processors (Table 4) , as expected, the false sharing oriented techniques perform better than they do for the uniprocessor case. In particular, FOU is now able to reduce the original execution times by nearly 9 percent. However, this is still below the performance of LOU (which is around 19 percent). This is consistent with the conclusion of Torrellas et al. [46] , that reducing false sharing at all costs is not a good idea. We also note that the impact of pure locality-based approaches is decreased when we move from one processor to eight processors, mostly due to a reduction in the working set sizes per processor and due to not considering parallelism decisions in determining the optimal memory layouts. For example, in transpose, not taking parallelism (false sharing) constraints into account results in selecting different memory layouts for the two most active arrays (as compared to the case when these constraints are accounted for). A similar scenario occurs in htribk as well. The BAL version, on the other hand, does take the parallelism decisions into account and achieves a 28.49 percent improvement on the average; it reduces memory system delays, decreases the working set size per processor, and minimizes the coherence overhead in multiprocessor runs. By including hand optimizations, we can get an additional 6 percent benefit, most of which can be obtained by attributed to a judicious application of tiling (i.e., tiling only the loops that carry some reuse [49] ) after using BAL. In particular, the 14.14 percent performance gap between BAL and HND in application codes encourages us to use control-centric tiling [21] and data-centric tiling [32] once our approach has been applied. An in-depth understanding of the interaction between our approach and tiling, however, merits further study and is outside the scope of this paper.
We also need to say that using BAL increased the total compilation time on the average by 23 percent over LOL, and increased it by 6.5 percent over LOU (The last two columns of Table 1 show the increases in compilation times (in percent) over LOL and LOU, respectively, per program basis). Finally, on the average, there was only a 7 percent increase on the total memory requirements of the codes after data transformations (most of which in the application codes). Given the benefits of our technique, we believe that the reasonable increases in compilation time and memory requirements are bearable.
In general, we can expect that our unified strategy would still be effective if we had only a single-level cache hierarchy (instead of our two-level cache hierarchy). The array (page) distribution strategy can make some difference in the results (absolute execution times) we obtain. In all results presented in this section, we used the round-robin page allocation strategy. This is reasonable as this strategy tries to distribute the data pages evenly across processors and balances the workload. We activated this page allocation strategy by inserting a compiler directive (provided by SGI) at the beginning of each code. An alternative strategy would be the first-touch page allocation strategy, where a page is stored in memory of the processor that touches it first. However, in codes in our experimental suite, the array initialization loops are not always parallelized. Consequently, the first-touch page allocation strategy would generate much worse execution times by overloading the memory of a single processor. However, we expect this degradation to be valid for all different versions used in our experiments. In particular, we expect that the BAL version would still generate the best results. Studying the interaction between our optimizations and page allocation strategy is a topic that we will revisit in future. Compiler researchers have attacked the locality optimization problem from several points of view. Most of the research has focused on enhancing the cache locality of scientific computations using loop transformations. Wolf and Lam [49] presented formal definitions of several types of reuse and offered a framework that uses unimodular loop transformations as well as tiling. Li [39] also focused on cache locality, but considered general nonsingular loop transformation matrices. McKinley et al. [41] presented a simple algorithm that unifies loop permutation, fusion, and distribution. Other researchers have also considered tiling [14] , [21] , [32] , [49] , [9] . All of these approaches use only iteration space transformations and, consequently, they are constrained by intrinsic data dependences in the program.
Since it might be difficult to find a loop transformation that satisfies all the references in a loop nest, these approaches are limited in their ability to improve locality for all the arrays referenced in a nest. Moreover, since most of these techniques are specifically for optimizing the performance of uniprocessor caches, they do not take false sharing into account.
Recently, techniques based on memory layout transformations for improving locality have been proposed. Leung and Zahorjan [38] , O'Boyle and Knijnenburg [42] , and Kandemir et al. [26] , [25] proposed techniques that change memory layouts. Although such techniques can improve the spatial locality characteristics of the programs significantly, they may not be as effective on multiprocessors due to false sharing as they do not take parallelism information into account. In contrast, Cierniak and Li [12] and Kandemir et al. [27] offered techniques that employ both loop and data transformations to improve locality. Besides suffering from disadvantages of loop transformations, these techniques also suffer from the effects of false sharing in those cases where outermost loop parallelism is not available. Anderson et al. [1] also propose data transformations to improve locality and eliminate false sharing; they use permutations and strip-mining for possible data transformations. Our work is more general as we consider a larger search space for possible layout transformations. Kennedy and McKinley [31] explore the tradeoffs between effectively utilizing parallelism and memory hierarchy on shared memory parallel machines. They use strip-mining and loop permutation in order to exploit both parallelism and data locality. There is also considerable work on reducing false sharing in shared-memory parallel machines. Torrellas et al. [46] applied a number of data transformations such as array padding and block alignment to eliminate false sharing. They hypothesize that false sharing is not the major source of cache misses on sharedmemory machines; instead, most of the misses are due to poor spatial locality. However, they offer no systematic approach that can be automated for balancing spatial locality and false sharing for array-based codes. Jeremiassen and Eggers [22] , [15] also proposed data transformations to reduce false sharing. Their optimizations either group data that is accessed by the same processor or separate individual data items that are shared. Although some of their transformations help improve spatial locality, others may adversely affect locality. In comparison, we focus more on structured codes and demonstrate how spatial locality and false sharing can be treated in an optimizing compiler framework.
Bianchini and LeBlanc [5] , Eggers and Katz [17] , and Ju and Dietz [23] also observe the impact of false sharing on parallel programs and propose several techniques to manage it. None of these works explicitly studied the interaction between optimizing locality and reducing false sharing. In contrast, Bolosky et al. [8] proposed coalescing different data into a larger data set and padding data to page boundaries to eliminate false sharing at the page level. Since padding to page boundaries can be very expensive and distorts spatial locality, it is not clear to us how successful this method will be on modern cache-coherent architectures. Granston and Wijshoff [18] discussed loop and data transforms for eliminating false sharing in shared virtual memory systems, however, they do not propose a complete methodology and no experimental results are presented. Bodin et al. [6] , [7] also proposed loop transformation techniques for reducing page-level multiple-writer false sharing. However, they do not investigate the interaction between parallelism decisions, spatial locality, and false sharing. Another drawback of the previous work on false sharing specific optimizations is that, in reality, the number of processors available for a run may not be known at compile time. If it happens to be just one processor, then all these false sharing-oriented pagelevel transformations may introduce significant overhead at runtime. In comparison, we take a more balanced view of the problem and do not eliminate false sharing at all costs. Cierniak and Li [13] proposed software caching and dynamic layout modifications to reduce false sharing. They found that false sharing optimizations improve spatial locality as well. Their results can be attributed to the available outermost loop parallelism in the small kernels that they used. Finally, Chow and Sarkar [11] proposed the modification of runtime scheduling parameters for eliminating multiple-writer false sharing. We believe that their solution is complementary to our approach.
Finally, there is some work on developing cacheconscious applications and scientific libraries. Frens and Wise [16] give a recursive matrix-multiply algorithm that uses nonlinear array layouts. LaMarca and Ladner investigate the influence of caches on the performance of heaps [35] and present a cache performance analysis of wellknown algorithms [33] . Bilmes et al. present a localityoptimized matrix-multiply routine [4] . Chatterjee et al. [10] consider nonlinear memory layouts for optimizing cache locality in some matrix computations.
SUMMARY AND FUTURE WORK
The performance of programs on current shared-memory multiprocessors with coherent caches depends on several factors such as the interaction between the granularity of data sharing, the size of the coherence unit, and the spatial locality exhibited by the applications, in addition to the amount of parallelism in the applications. In this paper, we have presented a mathematical framework for studying the interaction between false sharing and locality for programs on shared-memory multiprocessors. We have found that, in those cases where the compiler can obtain outermost loop parallelism, it is possible to simultaneously enhance spatial locality and reduce false sharing using memory layout transformations, while honoring the parallelism decisions already made by the compiler. On a collection of 20 programs drawn from various sources, the balanced approach presented in this paper, brings about an additional 9 percent improvement over powerful loop and data transformations aimed specifically at locality and shows a 19 percent improvement over techniques aimed only at reducing false sharing. This clearly demonstrates the benefits of balancing locality and false sharing. In those cases where outermost loop parallelism is not possible, we need to favor eliminating false sharing over optimizing locality or vice-versa; detailed profile informations might be useful in making this decision.
In the future, we plan to embed loop transformations (other than those aimed only at deriving parallel loops) into our framework. Although, in principle, such a framework should be more powerful than the one discussed in this paper; including loop transformations brings a number of other issues into the picture. In addition, we plan to enhance our data transformation framework so that it can work in an interprocedural setting where the arrays may be reshaped across procedure boundaries.
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