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Resumo
Este trabalho consiste no estudo de um modelo matema´tico de equac¸o˜es diferenciais
ordina´rias num sistema biolo´gico para a propagac¸a˜o de doenc¸as. Esse modelo e´ um
caso particular do modelo SIS (suscet´ıveis – infectados – suscet´ıveis) que e´ apropriado
para modelar doenc¸as em que o indiv´ıduo recuperado volta a ser suscet´ıvel. Para isso, e´
apresentado definic¸o˜es e teoremas sobre existeˆncia e unicidade de soluc¸o˜es, estabilidade
de soluc¸o˜es e bifurcac¸o˜es de equac¸o˜es diferenciais ordina´rias.
PALAVRAS-CHAVE: modelo matema´tico, equac¸o˜es diferenciais ordina´rias, bifurcac¸o˜es
e estabilidade.

Abstract
In this work we study ordinary differential equations and in particular certain mathema-
tical models related to the propagation of diseases in biological systems. This model is a
particular case of the SIS (susceptible - infected - susceptible) model that is appropriate
for modeling diseases in which the recovered individual is again susceptible. For this it is
presented a set of definitions and theories on the existence and uniqueness of solutions,
stability of solutions and bifurcations of ordinary differential equations.
Keywords: mathematical model, ordinary differential equations, stability and bifurca-
tions.
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Introduc¸a˜o
No in´ıcio de 2016, os me´dicos sem fronteiras (MSF), uma organizac¸a˜o humanita´ria inter-
nacional, listou 5 epidemias para acompanhar naquele ano. As doenc¸as listadas foram:
co´lera, mala´ria, sarampo, meningite e v´ırus e parasitas emergentes e re-emergentes como
dengue, chikungunya e zika, e em abril deste ano o Ministe´rio da Sau´de divulgou que o
Brasil ja´ registrou 802.249 casos prova´veis de dengue em 2016.
A modelagem matema´tica pode ser uma o´tima ferramenta para prever como a doenc¸a
se manifesta em uma determinada situac¸a˜o ou quais paraˆmetros sa˜o mais sens´ıveis para
o melhoramento da propagac¸a˜o e auxiliar a pol´ıtica pu´blica para conter o aumento de
infectados, gerando soluc¸o˜es que mostrem quantas pessoas devem ser vacinadas para
estabilizar a propagac¸a˜o, por exemplo.
O objetivo deste trabalho e´ o estudo do modelo matema´tico de equac¸o˜es diferenciais
ordina´rias da propagac¸a˜o de doenc¸as. Esse modelo e´ um caso particular do modelo SIS
(suscet´ıveis – infectados – suscet´ıveis) que e´ apropriado para modelar doenc¸as nas quais o
indiv´ıduo recuperado volta a ser suscet´ıvel, como por exemplo, meningite meningoco´cica
e a peste causadas por bacte´rias, doenc¸as sexualmente transmiss´ıveis e a mala´ria causada
por protozoa´rios.
No primeiro cap´ıtulo sera˜o apresentados definic¸o˜es e teoremas de existeˆncia e uni-
cidade de soluc¸o˜es. No segundo cap´ıtulo veremos como adimensionalizar a equac¸a˜o, o
princ´ıpio de estabilidade linear e estabilidade segundo Lyapunov. No terceito cap´ıtulo,
sera´ dado um espac¸o para fazermos a ana´lise qualitativa de modelos com bifurcac¸o˜es,
e por fim, no u´ltimo cap´ıtulo, estudaremos o modelo matema´tico de propagac¸a˜o de
doenc¸as.
Este estudo baseou-se nos livros de APOSTOL (1994), R. GRIMSHAW (1990) e de
Q. KONG (2014) para a parte te´cnica, e o livro de SEGEL e EDELSTEIN-KESHET
(2013) para a parte sobre as modelagens de sistemas biolo´gicos.
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1 Existeˆncia e Unicidade de soluc¸o˜es
Teoremas de existeˆncia e unicidade
A seguir sa˜o listados os resultados matema´ticos que sera˜o utilizados para a compreensa˜o
do modelo matema´tico estudado.
Teorema 1.1. Suponha que P e´ uma func¸a˜o cont´ınua em um intervalo aberto I. Escolha
qualquer ponto a em I e seja b qualquer nu´mero real. Enta˜o existe uma e somente uma
func¸a˜o y = f(x) que satisfaz o problema com valor inicial
y′ + P (x)y = 0,
com
f(a) = b,
no intervalo I. Essa func¸a˜o e´ dada por
f(x) = be−A(x),
com
A(x) =
∫ x
a
P (t)dt.
Teorema 1.2. Suponha P e Q duas func¸o˜es cont´ınuas em um intervalo aberto I. Es-
colha qualquer ponto a em I e seja b qualquer nu´mero real. Enta˜o existe uma e somente
uma func¸a˜o y = f(x) que satisfaz o problema de valor inicial
y′ + P (x)y = Q(x),
com
f(a) = b,
no intervalo I. Essa func¸a˜o e´ dada por
f(x) = be−A(x) + e−A(x)
∫ x
a
Q(t)eA(t)dt,
com
A(x) =
∫ x
a
P (t)dt.
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Teorema 1.3. Sejam y e u duas func¸o˜es tais que y = ue
−ax
2 . Enta˜o, em R, y satisfaz
a equac¸a˜o diferencial y′′ + ay′ + by = 0 se e somente se u satisfaz a equac¸a˜o diferencial
u′′ +
4b− a2
4
u = 0,
com a e b constantes reais.
Esse teorema reduz o estudo da equac¸a˜o y′′ + ay′ + by = 0 em um caso especial da
equac¸a˜o y′′ + by = 0, e sera´ usado mais adiante.
Com a ajuda do pro´ximo teorema, conseguimos determinar todas as soluc¸o˜es da
equac¸a˜o y′′ + by = 0.
Teorema 1.4. Suponha duas func¸o˜es f e g que satisfac¸am a equac¸a˜o diferencial y′′ +
by = 0 em R. Suponha tambe´m que f e g satisfac¸am as condic¸o˜es iniciais
f(0) = g(0), f ′(0) = g′(0).
Enta˜o f(x) = g(x) para todo x.
Teorema 1.5. Seja b um nu´mero real e considere duas func¸o˜es u1 e u2 em R da seguinte
maneira:
(a) Se b = 0, tome u1(x) = 1, e u2(x) = x.
(b) Se b < 0, tome b = −k2 e defina u1(x) = ekx e u2(x) = e−kx.
(c) Se b > 0, tome b = k2 e defina u1(x) = coskx, e u2(x) = sinkx.
Enta˜o toda soluc¸a˜o da equac¸a˜o diferencial y′′ + by = 0 em (−∞,+∞) e´ dada por
y = c1u1(x) + c2u2(x),
onde c1 e c2 sa˜o constantes.
Teorema 1.6. Seja d = a2−4b o discriminante da equac¸a˜o diferencial linear y′′+ay′+
by = 0. Enta˜o qualquer soluc¸a˜o dessa equac¸a˜o em R e´ dada por
y = e
−ax
2 [c1u1(x) + c2u2(x)],
onde c1 e c2 sa˜o constantes, e as func¸o˜es u1 e u2 sa˜o determinadas de acordo com o
sinal alge´brico do discriminante como segue:
(a) Se d = 0, enta˜o u1(x) = 1 e u2(x) = x.
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(b) Se d > 0, enta˜o u1(x) = e
kx e u2(x) = e
−kx, onde k = 12
√
d.
(c) Se d < 0, enta˜o u1(x) = coskx e u2(x) = senkx, onde k =
1
2
√−d.
Observac¸a˜o: No caso (b), quando o discriminante for positivo, a soluc¸a˜o y da
equac¸a˜o y = e
−ax
2 [c1u1(x) + c2u2(x)] e´ uma combinc¸a˜o linear de duas func¸o˜es exponen-
ciais,
y = e
−ax
2 (c1e
kx + c2e
−kx) = c1er1x + c2er2x, com
r1 = −a
2
+ k =
−a+√d
2
, r2 = −a
2
− k = −a−
√
d
2
.
Teorema 1.7. Seja R = R(x) uma func¸a˜o cont´ınua em R e L(y) := y′′ + ay′ + by,
sendo y uma func¸a˜o duas vezes continuamente diferencia´vel (de classe C2) em R e a,b
constantes. Se y1 e´ a soluc¸a˜o particular da equac¸a˜o na˜o homogeˆnea L(y) = R, enta˜o a
soluc¸a˜o geral e´ obtida adicionando a soluc¸a˜o geral da equac¸a˜o homogeˆnea L(y) = 0 a y1.
Teorema 1.8. Sejam v1 e v2 soluc¸o˜es da equac¸a˜o L(y) = 0 onde L(y) = y
′′ + ay′ + by.
Seja W o Wronskiano de v1 e v2. Enta˜o a equac¸a˜o na˜o homogeˆnea L(y) = R tem uma
soluc¸a˜o particular y1 dada pela fo´rmula
y1(x) = t1(x)v1(x) + t2(x)v2(x),
onde
t1(x) = −
∫
v2(x)
R(x)
W (x)
dx, t2(x) =
∫
v1(x)
R(x)
W (x)
dx.
Essa fo´rmula utilizada no teorema para encontrar a soluc¸a˜o y1 tambe´m e´ chamada
de variac¸a˜o de paraˆmetros. Foi utilizada pela primeira vez por Johann Bernoulli em
1697, para resolver as equac¸o˜es de primeira ordem, e depois por Lagrange em 1774, para
solucionar as equac¸o˜es lineares de segunda ordem.
O pro´ximo teorema nos mostra como encontrar a fo´rmula impl´ıcita que e´ satisfeita
por qualquer soluc¸a˜o da equac¸a˜o A(y)y′ = Q(x).
Teorema 1.9. Seja y = y(x) alguma soluc¸a˜o da equac¸a˜o diferencial separa´vel
A(y)y′ = Q(x)
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tal que y′ e´ cont´ınua em um interval aberto I. Suponha que Q e a composta A ◦ y sa˜o
cont´ınuas em I. Seja G alguma primitiva de A, isto e´, G′ = A. Enta˜o a soluc¸a˜o y
satisfaz a fo´rmula impl´ıcita
G(y) =
∫
Q(x)dx+ C
para alguma constante C.
Teoremas de existeˆncia de u´nica soluc¸a˜o local
Condic¸a˜o Lipschitz: dizemos que uma func¸a˜o f : D × I → Rn satisfaz a condic¸a˜o
Lipschitz se existe uma constante L tal que
‖f(x, t)− f(y, t)‖≤ L|x− y|,
para todos x, y ∈ D, e para todo t ∈ I, isto e´, L independente de t e x.
Observac¸a˜o: A norma euclidiana de um vetor x ∈ Rn e´ definida por ‖x‖=< x, x >1/2.
Teorema 1.10. Seja f func¸a˜o com valores em Rn que satisfaz a condic¸a˜o Lipschitz com
constante L para x ∈ D com D um subconjunto aberto do Rn e |t− t0| ≤ δ. Sejam x(t)
e y(t) soluc¸o˜es do problema de valor inicial
dz
dt
= f(z(t), t)
para |t− t0| ≤ δ com
x(t0) = x0, y(t0) = y0,
onde x0, y0 ∈ D. Enta˜o,
|x(t)− y(t)| ≤ |x0 − y0|eL|t−t0|.
Teorema 1.11. Seja f(x, t) cont´ınua para |t− t0| ≤ α,|x− x0| ≤ β,e satisfazendo uma
condic¸a˜o Lipschitz com constante L nessa regia˜o. Suponha que |f(x, t)| ≤ M nessa
regia˜o e δ = min
(
α, βM
)
. Enta˜o, o problema de valor inicial
x(t) = x0 +
∫ t
t0
f(x(s), s)ds
tem uma u´nica soluc¸a˜o para |t− t0| ≤ δ.
Teorema 1.12. Seja f(x, t;µ, t0, x0) uma func¸a˜o cont´ınua para |t− ζ| ≤ α, |x− ξ| ≤ β,
|µ − µ0| ≤ γ, que satisfaz a condic¸a˜o de Lipschitz com constante L nessa regia˜o. Seja
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x0(µ) e t0(µ) func¸o˜es cont´ınuas de µ para |µ − µ0| ≤ γ de modo que x0(µ0) = ξ e
t0(µ0) = ζ. Enta˜o, existe um δ > 0 e  > 0 tais que o problema de valor inicialdxdt = f(x, t;µ, t0, x0)x(t0(µ)) = x0(µ) (1.1)
tem uma soluc¸a˜o u´nica x = x(t, µ) para |t − ζ| ≤ δ e |µ − µ0| ≤  e esta soluc¸a˜o e´
uma func¸a˜o cont´ınua de t e µ.
Em um teorema anterior, foi estabelecida a existeˆncia de uma u´nica soluc¸a˜o local.
O teorema a seguir permite estender esta soluc¸a˜o de modo a atingir uma de duas pos-
sibilidades quando t tende ao infinito: (t, x(t)) tende a fronteira do domı´nio de f , ou a
soluc¸a˜o “explode em tempo finito”. Este resultado e´ extremamente u´til, pois no caso
de ser poss´ıvel provar que soluc¸o˜es locais permanecem limitadas, isto e´, que apenas a
primeira opc¸a˜o ocorre, e se I = R e D = Rn, isso implica a existeˆncia de soluc¸a˜o global.
Teorema 1.13. Seja f(x, t) uma func¸a˜o cont´ınua para x em um domı´nio D e t em um
intervalo aberto I. Supomos que f satisfaz a condic¸a˜o de Lipschitz nesta regia˜o. Enta˜o,
para todo x ∈ D, para todo t0 ∈ I, o problema de valor inicial
dx
dt
= f(x, t), x(t0) = x0 (1.2)
tem uma u´nica soluc¸a˜o x(t), a qual esta´ definida para t0 ≤ t < T ≤ ∞ e e´ tal que, ou
T =∞ ou T <∞, e |x(t)| → ∞ quando t→ T ou (x(t), t) aproxima-se da fronteira do
domı´nio produto D × I quando t→ T .
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2 Estabilidade de soluc¸o˜es
2.1 Adimensionalisac¸a˜o
A seguir mostraremos com um exemplo que a adimensionalizac¸a˜o da equac¸a˜o pode
nos dar vantagens, como reduzir a quantidade dos paraˆmetros livres e mostrar quais
paraˆmetros teˆm maior influeˆncia no modelo.
Exemplo 2.1. Um modelo bem conhecido de crescimento populacional que depende da
densidade e´ a equac¸a˜o log´ıstica. Essa equac¸a˜o e´ dada por
dN
dt
= rN
(
1− N
K
)
,
com r > 0 sendo a taxa de crescimento intr´ınseco com unidade de medida 1tempo e K > 0
sendo a capacidade de carga com a mesma unidade de N que e´ a populac¸a˜o total.
Dividindo os dois lados por K e reagrupando os termos, temos
1
K
dN
dt
= r
N
K
(
1− N
K
)
⇒ d
dt
(
N
K
)
= r
N
K
(
1− N
K
)
.
Definindo y(t) = N(t)K , (note que como K tem a mesma unidade de N , enta˜o y e´
adimensional) podemos reduzir a equac¸a˜o substituindo NK por y e obteremos
dy
dt
= ry(1− y).
Ale´m disso, podemos introduzir uma nova varia´vel adimensional s definida como s = rt
para eliminar o paraˆmetro r da equac¸a˜o. Substituindo dt = dsr na equac¸a˜o acima segue
que
dy
ds
= y(1− y).
Esse exemplo ilustra que a inserc¸a˜o das varia´veis adimensionais reduz o nu´mero de
paraˆmetros, e como na˜o ha´ mais paraˆmetros livres na˜o e´ necessa´rio considerar os valores
que os paraˆmetros r e K assumem.
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2.2 Princ´ıpio de Estabilidade Linear
Agora vamos discutir a estabilidade das soluc¸o˜es de equac¸o˜es gerais. Para isso, conside-
ramos a equac¸a˜o
x′ = f(t, x), (2.1)
com f ∈ C(R+ × Rn,Rn). Seja x = φ(t) uma soluc¸a˜o da equac¸a˜o (2.1) no intervalo
[t∗,∞) para algum t∗ ≥ 0.
Definic¸a˜o 2.2. Seja x(t; t0, x0) qualquer soluc¸a˜o da equac¸a˜o (2.1) satisfazendo x(t0; t0, x0) =
x0, com t0 ≥ t∗ e x0 ∈ Rn. Enta˜o
(a) φ(t) e´ dita esta´vel se para todo ε > 0 e para todo t0 ≥ t∗ existe um δ = δ(ε, t0) > 0
tal que |x0 − φ(t0)| < δ implica que |x(t; t0, x0)− φ(t)| < ε para todo t ≥ t0.
(b) φ(t) e´ dita uniformemente esta´vel se e´ esta´vel com δ = δ(ε) independentemente
da escolha de t0; isto e´, para todo ε > 0 existe δ = δ(ε) > 0 tal que para todo t0 ≥ t∗,
|x0 − φ(t0)| < δ implica que |x(t; t0, x0)− φ(t)| < ε para todo t ≥ t0.
(c) φ(t) e´ dita assintoticamente esta´vel se e´ esta´vel e se para todo t0 ≥ t∗, existe
δ1 = δ1(t0) > 0 tal que |x0 − φ(t0)| < δ1 implica que |x(t; t0, x0) − φ(t)| → 0 quando
t→∞.
(d) φ(t) e´ dita insta´vel se na˜o e´ esta´vel.
Definic¸a˜o 2.3. Uma soluc¸a˜o estaciona´ria da equac¸a˜o diferencial dudt (t) = f(t, u(t)) sa-
tisfaz f(t, u(t)) = 0 para todo t em R+.
Exemplo 2.4. Considere a equac¸a˜o
dx
dt
= ax(t).(p− x(t)) (2.2)
com a > 0 e p > 0 constantes. ∀τ ≥ 0, e ∀ξ ∈ [o,∞), a u´nica soluc¸a˜o global da equac¸a˜o
(2.2), que satisfaz x(t, τ, ξ) = ξ, e´
x(t, τ, ξ) =
pξeap(t−τ)
p+ ξ(eap(t−τ) − 1)
para t ∈ [τ,∞).
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Vamos mostrar pela definic¸a˜o que uma das soluc¸o˜es estaciona´rias x ≡ p e´ uniforme-
mente esta´vel. Dado  > 0, seja δ() = . Enta˜o,
‖x(t, τ, ξ)− p‖= ‖ pξe
ap(t−τ) − p
p+ ξ(eap(t−τ) − 1)‖
= ‖ −p
2 + pξ
p+ ξ(eap(t−τ) − 1)‖
≤ |p|‖ξ − p‖|p| = ‖ξ − p‖< δ() = , ∀t ∈ [τ,+∞).
Agora consideramos a equac¸a˜o diferencial ordina´ria autoˆnoma
dx
dt
= f(x)
e supomos que existe uma soluc¸a˜o estaciona´ria x = xss. Enta˜o,
d(xss)
dt = 0 e f(xss) = 0.
Suponha que estejamos perto da soluc¸a˜o estaciona´ria e defina x(t) = xss + xp(t) com
xp = xp(t). Aqui, xp representa uma pequena pertubac¸a˜o. Queremos avaliar o com-
portamento do modelo quando introduzimos uma pequena pertubac¸a˜o no sistema. Com
o tempo, se xp(t) diminuir implicara´ que xss + xp ≈ xss e a soluc¸a˜o estaciona´ria sera´
localmente esta´vel. Mas se xp(t) aumentar, xss sera´ insta´vel.
Substituindo x(t) = xss + xp na equac¸a˜o temos que,
d[xss + xp]
dt
= f(xss + xp).
Agora aproximaremos a func¸a˜o f utilizando a se´rie de Taylor para obtermos,
f(xss + xp) = f(xss) + f
′(xss)xp + f ′′(xss)
x2p
2
+ t.o.s.
na qual t.o.s. sa˜o os termos de ordem superior.
Como consequeˆncia da hipo´tese de que t´ınhamos uma soluc¸a˜o estaciona´ria, hav´ıamos
observado que d(xss)dt = 0 e f(xss) = 0. Logo, podemos reescrever a equac¸a˜o como
dxp
dt
≈ f ′(xss)xp + f ′′(xss)
x2p
2
+ t.o.s.
Como queremos saber somente o comportamento do modelo quando ha´ pequenas
perturbac¸o˜es, eliminamos os termos de ordem superior, e assim segue que
dxp
dt
≈ f ′(xss)xp.
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Definindo a constante λ como λ = f ′(xss), a equac¸a˜o pode ser simplificada como
dxp
dt
= λxp.
Quando λ = f ′(xss) > 0, o crescimento e´ exponencial e xss e´ insta´vel. Mas quando
λ = f ′(xss) < 0, temos um decrescimento exponencial e xss e´ esta´vel.
Observac¸a˜o: Quando λ for 0, os termos de ordem superior passam a ter importaˆncia
no sistema e portanto, na˜o conseguimos fazer nenhuma afirmac¸a˜o quanto ao crescimeto
ou o decrescimento da func¸a˜o.
Exemplo 2.5. Considere a equac¸a˜o
dx
dt
= f(x) =
x
1 + x
− αx,
com α > 0 constante. Mostremos que existe a soluc¸a˜o estaciona´ria no ponto x = 0 e
determinemos como a estabilidade da soluc¸a˜o depende do paraˆmetro α.
Primeiro mostramos que de fato x = 0 e´ uma soluc¸a˜o estaciona´ria.
f(0) =
0
1 + 0
− 0 = 0 = dx
dt
.
Logo, x(t) = xss = 0 e´ soluc¸a˜o estaciona´ria.
Calculando a derivada da func¸a˜o, temos
f ′(x) =
1(1 + x)− (x).1
(1 + x)2
− α = 1
(1 + x)2
− α
Agora, encontramos a constante λ avaliando a derivada da func¸a˜o no ponto x = 0.
λ = f ′(xss) = f ′(0) = 1− α
Assim, xss e´ esta´vel se λ < 0, ou seja, 1− α < 0 ou α > 1.
Definic¸a˜o 2.6. Dada uma func¸a˜o vetorial de va´rias varia´veis F : Rm → Rn com F (x) =
(f1(x), ..., fn(x)), a representac¸a˜o matricial da derivada, quando existe, e´ denominada
matriz Jacobiana e e´ definida por
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JF (x1, ..., xn) =

∂f1
∂x1
. . . ∂f1∂xm
...
. . .
...
∂fn
∂x1
. . . ∂fn∂xm
 .
Agora, vamos analisar a estabilidade da soluc¸a˜o nula da equac¸a˜o diferencial na˜o linear
x′ = f(t, x), (2.3)
com f ∈ C(R+×Rn,Rn) tal que f(t, 0) ≡ 0. A ideia e´ linearizar f(t, x) encontrando
uma equac¸a˜o que seja pro´xima a equac¸a˜o (2.3) para poder utilizar o resultado da esta-
bilidade da equac¸a˜o linear para analisar a estabilidade da equac¸a˜o na˜o-linear. Para isso,
vamos encontrar uma equac¸a˜o linear “pro´xima”da equac¸a˜o (2.3) quando x for pequeno.
Notemos que, quando f ∈ C1([0,∞)×Rn,R), a func¸a˜o f pode ser linearizada da seguinte
maneira:
f(t, x) = f(t, 0) +
∂f(t, 0)
∂x
x+ r(t, x) = A(t)x+ r(t, x),
na qual A(t) := ∂f∂x (t, 0) e´ matriz Jacobiana e r ∈ C(R+ × Rn,Rn) e´ o termo de erro.
Vamos analisar a estabilidade da equac¸a˜o (2.3) em dois casos.
Caso 1. Assuma que a matriz Jacobiana ∂f∂x (t, 0) de f no ponto x = 0 seja uma
matriz constante que na˜o depende do tempo. Nesse caso a equac¸a˜o na˜o-linear acima e´
escrita como
x′ = Ax+ r(t, x), (2.4)
com A ∈ Rn×n e r ∈ C(R+ × Rn,Rn) satisfazendo r(t, 0) ≡ 0 para todo t ∈ [0,∞).
O teorema a seguir mostra que podemos estabelecer a estabilidade de soluc¸o˜es para
(2.4) a partir da ana´lise dos autovalores de x′ = Ax desde que r(t, x) seja “pequeno”no
sentido descrito no teorema a seguir.
Teorema 2.7. Sejam λi, i = 1, ..., n. os autovalores da matriz A. Suponha que |r(t, x)| =
o(|x|) quando x → 0 uniformemente para t ∈ [0,∞), i.e., lim
x→0
|r(t, x)|
|x| = 0 uniforme-
mente para t ∈ [0,∞).
(a) Se Re λi < 0 para todo i = 1, ..., n, enta˜o a func¸a˜o nula e´ uniformemente esta´vel e
assintoticamente esta´vel.
(b) Se existe i ∈ 1, ..., n tal que Re λi > 0, enta˜o a soluc¸a˜o nula e´ insta´vel.
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Exemplo 2.8. Considere o sistema de equac¸o˜esx′ = −kxe−y − senyy′ = −kycosx+ tgx (2.5)
com k ∈ R. Enta˜o a matriz Jacobiana sera´ dada por
A =
∂(f1, f2)
∂(x, y) (0,0)
=
[
−ke−y kxe−y − cosy
kysenx+ sec2x −kcosx
]
(0,0)
=
[
−k −1
1 −k
]
.
Assim, podemos reescrever o sistema (2.5) na formax′ = −kx− y + r1(x, y)y′ = x− ky + r2(x, y), (2.6)
com
|r1(x, y)|+ |r2(x, y)| = o(|x|+ |y|) quando (x, y)→ (0, 0).
Vamos resolver a equac¸a˜o caracter´ıstica det(A−λI) = 0 para encontrar os autovalores
da matriz A.
A− λI =
[
−k −1
1 −k
]
− λ
[
1 0
0 1
]
=
[
−k − λ −1
1 −k − λ
]
det(A− λI) = 0↔ (−k − λ)(−k − λ)− (−1) = 0↔ λ2 + 2kλ+ (k2 + 1) = 0
Utilizando a fo´rmula de bhaskara obtemos que os autovalores da matriz A sa˜o λ = −k±i.
Logo, pelo Teorema 2.7 a soluc¸a˜o nula da equac¸a˜o (2.6), e consequentemente a soluc¸a˜o
nula da equac¸a˜o (2.5), e´ uniformemente esta´vel e assintoticamente esta´vel se k > 0 e
insta´vel se k < 0.
Caso 2. Considere a equac¸a˜o
x′ = A(t)x+ r(t, x), (2.7)
com A ∈ C(R+,Rn×n) e r ∈ C(R+ × Rn,Rn) satisfazendo r(t, 0) ≡ 0 para todo
t ∈ [0,∞). Vamos analisar a estabilidade da soluc¸a˜o nula da equac¸a˜o (2.7) baseados na
seguinte equac¸a˜o linearizada:
x′ = A(t)x. (2.8)
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O Teorema 2.9 a seguir estabelece um resultado similar ao do teorema anterior: a
estabilidade de soluc¸o˜es de (2.7) pode ser determinada pelo estudo da estabilidade do
problema x′ = A(t)x desde que o quociente r(t,x)x seja integra´vel em R+.
Teorema 2.9. Suponha que existe uma func¸a˜o p ∈ C(R+,R+) tal que
∫∞
0 p(t)dt < ∞,
e |r(t, x)| ≤ p(t)|x| para |x| suficientemente pequeno e para todo t ∈ [0,∞).
(a) Se a equac¸a˜o (2.8) for uniformemente esta´vel, enta˜o a soluc¸a˜o nula da equac¸a˜o (2.7)
e´ uniformemente esta´vel.
(b) Se a equac¸a˜o (2.8) for uniformemente esta´vel e assintoticamente esta´vel, enta˜o a
equac¸a˜o zero da equac¸a˜o (2.7) e´ unifomemente esta´vel e assintoticamente esta´vel.
Exemplo 2.10. Vamos analisar a estabilidade da soluc¸a˜o nula da equac¸a˜o diferencial
de segunda ordem
x′′ +
3et
et + 1
x′ + 2x− 1
(t+ 1)
3
2
x2 = 0. (2.9)
Sejam x1 = x e x2 = x
′. Enta˜o podemos reescrever a equac¸a˜o (2.9) por um sistema de
equac¸o˜es de primeira ordem:x
′
1 = x2
x′2 = −2x1 − 3e
t
et+1x2 +
1
(t+1)
3
2
x21.
Ainda podemos reescrever comox
′
1 = x2
x′2 = −2x1 − 3x2 + 3et+1x2 + 1(t+1) 32 x
2
1.
(2.10)
Considere o sistema (2.10) como a perturbac¸a˜o do sistema linearx′1 = x2x′2 = −2x1 − 3x2 (2.11)
com os termos de perturbac¸a˜o r1(x1, x2) = 0 e r2(x1, x2) =
3
et+1x2 +
1
(t+1)
3
2
x21.
Enta˜o quando |x1| ≤ 1,
|r1(x1, x2)|+ |r2(x1, x2)| ≤ 1
(t+ 1)
3
2
|x1|+ 3
et + 1
|x2|
(
1
(t+ 1)
3
2
+
3
et + 1
)
(|x1|+ |x2|).
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Note que ∫ ∞
0
(
1
(t+ 1)
3
2
+
3
et + 1
)
dt <∞.
Portanto, as condic¸o˜es do Teorema 2.7 sa˜o satisfeitas com
p(t) =
1
(t+ 1)
3
2
+
3
et + 1
.
Observamos que a matriz do sistema e´ dada por A =
[
0 1
−2 −3
]
, na qual os au-
tovalores sa˜o λ1 = −1 e λ2 = −2. Logo, o sistema (2.11) e´ uniformemente esta´vel
e assintoticamente esta´vel. E pelo Teorema 2.9, a soluc¸a˜o nula do sistema (2.10) e a
soluc¸a˜o nula da equac¸a˜o (2.9) sa˜o uniformemente esta´vel e assintoticamente esta´vel.
Encerramos a sec¸a˜o com dois teoremas de estabilidade para o caso de equac¸o˜es da
forma
x′ = [A(t) +B(t)]x. (2.12)
No primeiro deles, impo˜e-se uma condic¸a˜o de integrabilidade sobre B(t), enquanto no
outro, mostra-se que a ana´lise dos autovalores da matriz A determina a estabilidade
desde que a matriz B seja “assintoticamente pequena”, no sentido que lim
t→∞ |B(t)| = 0.
Teorema 2.11. Suponha que B ∈ C(R+,Rn×n) tal que
∫∞
0 |B(t)|dt <∞.
(a) Se a equac¸a˜o (2.8) e´ uniformemente esta´vel enta˜o a equac¸a˜o (2.12) e´ uniformemente
esta´vel.
(b) Se a equac¸a˜o (2.8) e´ uniformemente esta´vel e assintoticamente esta´vel, enta˜o a
equac¸a˜o (2.12) e´ uniformemente esta´vel e assintoticamente esta´vel.
Teorema 2.12. Assuma que A ∈ Rn×n e B ∈ C(R+,Rn×n) tal que lim
t→∞ |B(t)| = 0. Se
Re λi(A) < 0, i = 1, ..., n, enta˜o a equac¸a˜o x
′ = (A+B(t))x e´ uniformemente esta´vel e
assintoticamente esta´vel.
2.3 Estabilidade segundo Lyapunov
Definic¸a˜o 2.13. Seja f : D ⊂ Rn → Rn uma func¸a˜o cont´ınua, onde D e´ um aberto.
Uma equac¸a˜o diferencial autoˆnoma e´ uma equac¸a˜o da forma
x˙ = f(x). (2.13)
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Apresentaremos o me´todo de Lyapunov para a equac¸a˜o geral autoˆnoma na˜o-linear
com f ∈ C(Rn,Rn) e f(0) = 0. A vantagem deste me´todo e´ que podemos discutir a
estabilidade mesmo na˜o tendo as informac¸o˜es pre´vias das soluc¸o˜es. Primeiro, vamos
definir as func¸o˜es de Lyapunov para discutir a estabilidade da soluc¸a˜o nula da equac¸a˜o
(??).
Definic¸a˜o 2.14. Sejam D uma vizinhanc¸a aberta da origem e V ∈ C(D,R) tal que
V (0) = 0. Enta˜o dizemos que V e´
(a) positiva semi-definida se V (x) ≥ 0 para x ∈ D, e negativa semi-definida se V (x) ≤ 0
para x ∈ D;
(b) positiva definida de V (x) > 0 para x ∈ D tal que x 6= 0, e negativa definida se
V (x) < 0 para x ∈ D tal que x 6= 0;
(c) indefinida se V (x) muda de sinal em qualquer vizinhanc¸a do x = 0.
Exemplo 2.15. Com D = R2,
V (x, y) = (x+ y)2 e´ positiva semi-definida mas na˜o positiva definida;
V (x, y) = 3x2 + 2y6 e V (x, y) = (x− y)2 + y4 sa˜o positivas definidas;
V (x, y) = x2 − 5y4 e V (x, y) = xy sa˜o indefinidas.
Definic¸a˜o 2.16. Sejam D uma vizinhanc¸a aberta da origem e V : D → R+ uma func¸a˜o
de classe C1. Definimos
V˙ (x) =
[
n∑
i=1
∂V
∂xi
fi
]
(x) = [OV · f ] (x),
com OV sendo o gradiente de V .
Exemplo 2.17. Seja V (x1, x2) = k(1 − cosx1) + x
2
2
2 . Enta˜o a derivada de V (x) da
equac¸a˜o
x′1 = x2x′2 = −ksenx1 e´
V˙ (x) = k(senx1)x2 + x2(−ksenx1) = 0.
Teorema 2.18. Sejam D uma vizinhanc¸a aberta da origem e V ∈ C1(C,R).
(a) Se V (x) e´ definida positiva e V˙ (x) e´ negativa semi-definida, enta˜o a soluc¸a˜o nula de
x′ = f(x) e´ uniformemente esta´vel.
(b) Se V (x) e´ positiva definida e V˙ (x) e´ negativa definida, enta˜o a soluc¸a˜o nula de
x′ = f(x) e´ uniformemente esta´vel e assintoticamente esta´vel.
(c) Se V (0) = 0 e se em qualquer vizinhanc¸a de x = 0 em D existe x0 tal que V (x0) > 0
e V˙ (x) e´ positiva definida, enta˜o a soluc¸a˜o nula de x′ = f(x) e´ insta´vel.
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A seguir veremos exemplos que na˜o sa˜o poss´ıveis de concluir a estabilidade atrave´s da
linearizac¸a˜o. Nesses exemplos seram apresentados como se constro´i a func¸a˜o Lyapunov.
Exemplo 2.19. Considere o seguinte sistema:x′ = −x+ xy2y′ = −2x2y − y3.
Seja V = ax2 + by2 com a, b > 0 para serem determinadas. Enta˜o
V˙ = 2axx′ + 2byy′ = 2ax(−x+ xy2) + 2by(−2x2y − y3)
= −2ax2 + 2ax2y2 − 4bx2y2 − 2by4.
Se fixamos a = 2 e b = 1, enta˜o V = 2x2 + y2 e´ positiva definida em D = R2 e
V˙ = −4x2− 2y4 e´ negativa definida. Portanto, pelo item (b) do Teorema 2.18,a soluc¸a˜o
nula e´ uniformemente esta´vel e assintoticamente esta´vel.
Exemplo 2.20. Considere o sistemax′ = 2xy + x3y′ = −x2 + y5.
Seja V = ax2 + by2 com a, b > 0 para ser determinado. Enta˜o
V˙ = 2axx′ + 2byy′ = 2ax(2xy + x3) + 2b(−x2 + y5)
= 4ax2y + 2ax4 − 2bx2y + 2by6.
Se fixamos a = 1 e b = 2, enta˜o V = x2 + 2y2 e´ positiva definida em D = R2 e
V˙ = 2x4+4y6 e´ positiva definida. Assim, pelo item (c) do Teorema 2.18, a soluc¸a˜o nula
e´ insta´vel.
Para aplicar o Teorema 2.18, o ponto crucial e´ encontrar a func¸a˜o Lyapunov apropri-
ada. No pro´ximo exemplo, mostraremos que a escolha inadequada da func¸a˜o Lyapunov
na˜o permite que o Teorema 2.18 seja aplicado.
Exemplo 2.21. Considere o sistemax′ = −x3 − yy′ = x5 − 2y3.
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Primeiro vamos tentar com V = ax2 + by2 com a, b > 0 a serem determinados. Enta˜o
V˙ = 2axx′ + 2byy′ = 2ax(−x3 − y) + 2by(x5 − 2y3)
= −6ax4 − 2axy + 2bx5y − 4by4.
Note que para qualquer escolha para a e b na˜o conseguimos cancelar os termos −2axy
e 2bx5y. Isso significa que a escolha inicial de V na˜o foi boa. Enta˜o, vamos escolher
V = ax6 + by2. Assim temos
V˙ = 6ax5x′ + 2byy′ = 2ax5(−x3 − y) + 2by(x5 − 2y3)
= −18ax8 − 6ax5y + 2bx5y − 4by4.
Se fixamos a = 1 e b = 3, enta˜o V = x6 + 3y2 e´ positiva definida em D = R2 e
V˙ = −18x8 − 12y4 e´ negativo definido. Portanto, pelo item (b) do Teorema 2.18, a
soluc¸a˜o nula e´ uniformemente esta´vel e assintoticamente esta´vel.
Exemplo 2.22. Considere a equac¸a˜o
u′′ + 2u+ 3u2 = 0. (2.14)
Sejam x = u, e y = u′. Enta˜o a equac¸a˜o (2.14) se torna um sistema de equac¸o˜es de
primeira ordem
x′ = yy′ = −2x− 3x2. (2.15)
Seja
V =
y2
2
+
∫ x
0
(2s+ 3s2)ds.
Enta˜o V e´ positiva definida em D = {(x, y) : |x|+ |y| < 12} e
V˙ = y(−2x− 3x2) + (2x+ 3x2)y = 0
e´ negativo semi-definido em D. Pelo item (a) do Teorema 2.18, a soluc¸a˜o nula do
sistema (2.15) e´ uniformemente esta´vel e consequentemente a soluc¸a˜o nula (u = 0) da
equac¸a˜o (2.14) e´ uniformemente esta´vel.
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Exemplo 2.23. Considere a equac¸a˜o
u′′ + 3u′ + senu = 0. (2.16)
Sejam x = u, e y = u′. Enta˜o a equac¸a˜o (2.16) pode ser escrita como um sistema de
equac¸o˜es de primeira ordem x′ = yy′ = −senx− 3y. (2.17)
Seja
V (x, y) =
y2
2
+
∫ x
0
sensds. (2.18)
Enta˜o V e´ positiva definida em D = {(x, y) : |x|+ |y| < pi}, e
V˙ (x, y) = y(−senx− 3y) + (senx)y = −3y2
que e´ negativo semi definido em D. Pelo item (a) do Teorema 2.18, a soluc¸a˜o nula do
sistema (2.17) e´ uniformemente esta´vel, e consequentemente a soluc¸a˜o nula da equac¸a˜o
(2.16) e´ uniformemente esta´vel.
Definic¸a˜o 2.24. Seja x = x(t) uma soluc¸a˜o da equac¸a˜o x′ = f(x) definida no seu
intervalo ma´ximo de existeˆncia (α, β). Enta˜o o conjunto {(t, x(t)) : t ∈ (α, β)} e´ chamado
de curva de soluc¸a˜o, e o conjunto {x(t) : t ∈ (α, β)} e´ chamado de o´rbita (ou trajeto´ria).
O pro´ximo teorema e´ uma extensa˜o do item (a) do Teorema 2.18 e permitira´ mostrar
que a soluc¸a˜o nula da equac¸a˜o (2.16) tambe´m e´ assintoticamente esta´vel com a mesma
func¸a˜o Lyapunov.
Teorema 2.25. Seja D uma vizinhanc¸a aberta da origem e V ∈ C1(D,R). Suponha
que V (x) e´ positiva definida e V˙ (x) e´ negativo semi-definida. Ale´m disso, se o conjunto
D0 := {x ∈ D : V˙ (x) = 0} na˜o conte´m o´rbita na˜o-trivial da equac¸a˜o x′ = f(x),
com f(0) = 0, enta˜o a soluc¸a˜o nula da equac¸a˜o x′ = f(x) e´ uniformemente esta´vel e
assintoticamente esta´vel.
Exemplo 2.26. Considere o sistema (2.17) e seja V (x, y) definido como em (2.18).
Enta˜o V (x, y) e´ positiva definida e V˙ (x, y) e´ negativa semi-definida como foi mostrado
anteriormente. Note que
V˙ (x, y) = 0↔ y = 0.
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Assim, D0 = {(x, 0) : x ∈ R}. Para qualquer soluc¸a˜o (x(t), y(t)) da equac¸a˜o (2.17)
em D0 temos y(t) ≡ 0. Enta˜o por (2.17), x(t) ≡ 0. Isso implica que D0 na˜o conte´m
nenhuma o´rbita na˜o trivial do sistema 2.17. Portanto, pelo Teorema 2.25 a soluc¸a˜o nula
do sistema 2.17 e´ uniformemente esta´vel e assintoticamente esta´vel, e consequentemente
a soluc¸a˜o nula da equac¸a˜o (2.16) e´ uniformemente esta´vel e assintoticamente esta´vel.
Exemplo 2.27. Considere o sistemax′ = y − x3y2y′ = −x− x2y5. (2.19)
Seja V (x, y) = x2 + y2. Enta˜o V e´ positiva definida em D = R2 e
V˙ (x, y) = 2x(y − x3y2) + 2y(−x− x2y5) = −2x2y2(x2 + y4)
que e´ negativa semi-definida em D. Note que D0 = {(x, y) : x = 0 ou y = 0}.
Para qualquer soluc¸a˜o (x(t), y(t)) da equac¸a˜o (2.17) em D0, temos x(t) ≡ 0 ou y(t) ≡ 0.
Enta˜o pelo sistema (2.19), temos x(t) ≡ 0 e y(t) ≡ 0. Isso implica que D0 na˜o conte´m
nenhuma o´rbita na˜o-trivial do sistema (2.19). Portanto, pelo Teorema 2.25, a soluc¸a˜o
nula de (2.19) e´ uniformemente esta´vel e assintoticamente esta´vel.
Exemplo 2.28. Considere o sistemax′ = y3 − x3y4y′ = −xy2 − x2y7. (2.20)
Seja V (x, y) = x2 + y2. Enta˜o V e´ positiva definida em D = {(x, y) : |x|+ |y| < l} para
qualquer l > 0, e
V˙ (x, y) = 2x(y3 − x3y4) + 2y(−xy2 − x2y7) = −2x2y4(x2 + y4)
que e´ negativa semi-definida em D. Pelo item (a) do Teorema 2.18, a soluc¸a˜o nula do
sistema (2.20) e´ uniformemente esta´vel. Note que D0 = {(x, y) ∈ D : x = 0 ou y = 0}.
Para qualquer soluc¸a˜o (x(t), y(t)) do sistema (2.20) em D0, temos x(t) ≡ 0 ou y(t) ≡ 0.
Se x(t) ≡ 0, enta˜o pela primeira equac¸a˜o do sistema (2.20) temos y(t) ≡ 0; entretanto,
se y(t) ≡ 0, enta˜o pelo sistema (2.20) temos x(t) ≡ c para algum c ∈ R arbitra´rio. Isso
implica que para qualquer l > 0, D0 conte´m pontos de equil´ıbrio na˜o triviais (c, 0) com
0 < |c| < l. No entanto, observamos que (c, 0) e´ soluc¸a˜o para todo c ∈ R. Portanto, o
Teorema 2.25 na˜o pode ser aplicado. De fato, pela definic¸a˜o de assintoticamente esta´vel,
podemos observar que a soluc¸a˜o nula do sistema (2.20) na˜o e´ assintoticamente esta´vel.
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3 Ana´lise qualitativa de modelos com bi-
furcac¸o˜es
Vamos encontrar soluc¸o˜es anal´ıticas aplicando me´todos geome´tricos e qualitativos em
equac¸o˜es diferencias ordina´rias de primeira ordem. Tambe´m vamos analisar a sensi-
bilidade de paraˆmetros e apresentar algumas transic¸o˜es chamadas de bifurcac¸o˜es, que
variam conforme variamos o paraˆmetro.
Considere a equac¸a˜o
dx
dt
= x(1− x) ≡ f(x) (3.1)
que possui duas soluc¸o˜es estaciona´rias, x ≡ 0 e x ≡ 1.
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Figura 1 – O gra´fico da func¸a˜o f(x) da equac¸a˜o 3.1 mostrando as duas soluc¸o˜es esta-
ciona´rias. Fonte: SEGEL, 2013, p. 85.
As setas apontando para um ponto indicam que este ponto representa uma soluc¸a˜o
esta´vel. As setas divergindo de um ponto indicam que o mesmo representa uma soluc¸a˜o
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insta´vel. A soluc¸a˜o estaciona´ria x = 1 e´ esta´vel e esta´ representada por um ponto preto
na Figura 1 e a soluc¸a˜o insta´vel x = 0 esta´ representada por um ponto branco. A
imagem de x esta´ definida para valores positivos de x no qual x representa a densidade
da populac¸a˜o.
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Figura 2 – Soluc¸a˜o nume´rica de (3.1) com diversos valores iniciais. Fonte: SEGEL, 2013,
p. 85.
Note que para todos os valores de x0 > 0, as soluc¸o˜es tendem a x = 1 quando t tende
ao infinito.
Considere a equac¸a˜o
dx
dt
= c
(
x− 1
3
x3
)
≡ f(x), (3.2)
com c > 0 constante. Note que as soluc¸o˜es estaciona´rias sa˜o x =
√
3, x = 0 e
x = −√3.
Na Figura 3 a seguir, as setas apontando para um ponto indicam que este ponto
representa uma soluc¸a˜o esta´vel. As setas divergindo de um ponto indicam que o mesmo
representa uma soluc¸a˜o insta´vel.
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Figura 3 – O gra´fico da func¸a˜o f(x) = c(x − 13x3) com soluc¸o˜es estaciona´rias x = 0,
x = +
√
3 e x = −√3. Fonte: SEGEL, 2013, p. 89.
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Figura 4 – Algumas soluc¸o˜es nume´ricas da equac¸a˜o (3.2) com va´rios valores iniciais.
Fonte: SEGEL, 2013, p. 89.
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Note que para x0 > 0 as soluc¸o˜es tendem para a soluc¸a˜o estaciona´ria x = +
√
3 ≈ 1, 73
quando t→∞.
Considere a equac¸a˜o
dx
dt
= c
(
x− 1
3
x3 +A
)
≡ f(x)
cna qual A e´ uma constante. Para A = 0, por exemplo, existe treˆs soluc¸o˜es estaciona´rias.
Pore´m, quando variamos o paraˆmetro A, o nu´mero de soluc¸o˜es estaciona´rias se altera
tambe´m. Quando ocorre uma mudanc¸a no comportamento qualitativo como existeˆncia
e estabilidade de soluc¸o˜es, denominamos de bifurcac¸a˜o. Nesse exemplo, o paraˆmetro A e´
o que chamamos de paraˆmetro de bifurcac¸a˜o e o valor de A para qual ocorre a bifurcac¸a˜o
e´ chamado de ponto de bifurcac¸a˜o.
Bifurcac¸a˜o tipo sela-no´
Um exemplo simples de bifurcac¸a˜o tipo sela-no´ pode ser ilustrado atrave´s da variac¸a˜o
do paraˆmetro r na equac¸a˜o diferencial ordina´ria
dx
dt
= f(x) = r + x2. (3.3)
Na equac¸a˜o (3.3), as soluc¸o˜es estaciona´rias sa˜o xss = ±
√−r. Quando r = 0, as duas
soluc¸o˜es estaciona´rias coexistem e desaparecem quando r > 0.
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Figura 5 – A posic¸a˜o e a estabilidade das soluc¸o˜es estaciona´rias quando r < 0 da func¸a˜o
f(x) = r + x2, Fonte: SEGEL, 2013, p. 95.
O ponto preto significa que a soluc¸a˜o e´ esta´vel e o ponto branco significa que a soluc¸a˜o
e´ insta´vel. Ainda, As setas apontando para um ponto indicam que este ponto representa
uma soluc¸a˜o esta´vel. As setas divergindo de um ponto indicam que o mesmo representa
uma soluc¸a˜o insta´vel.
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Figura 6 – O gra´fico de f(x) da equac¸a˜o 3.3 para valores diferentes de r. Fonte: SEGEL,
2013, p. 95.
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Figura 7 – Diagrama de bifurcac¸a˜o. Fonte: SEGEL, 2013, p. 95.
A curva pontilhada esta´ representando a soluc¸a˜o insta´vel e a curva preenchida esta´
representando a soluc¸a˜o esta´vel.
Bifurcac¸a˜o transcr´ıtica
Na bifurcac¸a˜o transcr´ıtica, as soluc¸o˜es com estabilidade distinta mudam de comporta-
mento no ponto de bifurcac¸a˜o trocando de estabilidade. Considere a equac¸a˜o dxdt =
rx− x2.
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Figura 8 – Soluc¸o˜es estaciona´rias e suas estabilidades. Fonte: SEGEL, 2013, p. 96.
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As setas apontando para um ponto indicam que este ponto representa uma soluc¸a˜o
esta´vel. As setas divergindo de um ponto indicam que o mesmo representa uma soluc¸a˜o
insta´vel. Na Figura 8 podemos perceber que ha´ duas soluc¸o˜es estaciona´rias, uma insta´vel
representada por um ponto branco e a outra esta´vel representada por um ponto preto.
O gra´fico da Figura 8 e´ para r > 0.
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Figura 9 – Comparac¸a˜o para r < 0, r = 0 e r > 0. Fonte: SEGEL, 2013, p. 96.
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Figura 10 – Diagrama de bifurcac¸a˜o. Fonte: SEGEL, 2013, p. 96.
Para r > 0 e r < 0 existem duas soluc¸o˜es estaciona´rias, mas no ponto de bifurcac¸a˜o
r = 0 a soluc¸a˜o estaciona´ria esta´vel (linha reta) coexiste com a soluc¸a˜o estaciona´ria
insta´vel (linha pontilhada) trocando de instabilidade no ponto de bifurcac¸a˜o.
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Bifurcac¸a˜o em forquilha
A bifurcac¸a˜o em forquilha pode ser ilustrada pela equac¸a˜o
dx
dt
= rx− x3. (3.4)
Na equac¸a˜o (3.4) temos treˆs soluc¸o˜es estaciona´rias. As treˆs soluc¸o˜es coexistem ate´ o
ponto de bifurcac¸a˜o r = 0 e apo´s esse ponto surgem mais duas soluc¸o˜es, totalizando treˆs
soluc¸o˜es estaciona´rias diferentes.
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Figura 11 – O gra´fico f(x) da equac¸a˜o (3.4). Fonte: SEGEL, 2013, p. 97.
As setas apontando para um ponto indicam que este ponto representa uma soluc¸a˜o
esta´vel. As setas divergindo de um ponto indicam que o mesmo representa uma soluc¸a˜o
insta´vel. Na Figura 11 temos treˆs soluc¸o˜es estaciona´rias, duas esta´veis e uma insta´vel.
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Figura 12 – A mudanc¸a do nu´mero de soluc¸o˜es estaciona´rias com a variac¸a˜o do
paraˆmetro r. Fonte: SEGEL, 2013, p. 97.
Na Figura 12, para r > 0 existe treˆs soluc¸o˜es estaciona´rias mas para r < 0, por
exemplo, so´ existe uma soluc¸a˜o estaciona´ria x = 0.
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Figura 13 – Diagrama de bifurcac¸a˜o. Fonte: SEGEL, 2013, p. 97.
Na Figura 13, para r < 0 existe apenas uma soluc¸a˜o estaciona´ria, a qual e´ esta´vel.
No ponto de bifurcac¸a˜o, ha´ treˆs soluc¸o˜es estaciona´rias coexistindo. Para r > 0, x = 0
que estava esta´vel torna-se insta´vel e existe duas soluc¸o˜es estaciona´rias esta´veis.
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4 Desenvolvimento de um modelo: Es-
tudo de caso da propagac¸a˜o de uma
infecc¸a˜o
4.1 Deduzindo o modelo para a propagac¸a˜o de uma infecc¸a˜o
O modelo que sera´ estudado e´ um caso particular do modelo SIS e possibilita a modela-
gem de doenc¸as como meningite meningoco´cica, a peste causadas por bacte´rias, doenc¸as
sexualmente transmiss´ıveis e a mala´ria causada por protozoa´rios.
Assuma que a polulac¸a˜o estudada pode ter livre acesso, ou seja, qualquer indiv´ıduo
pode ter contato com qualquer outro indiv´ıduo. Ale´m disso, a populac¸a˜o na˜o aumentara´
nem diminuira´, mantendo o sistema fechado. Iremos dividir a populac¸a˜o em dois gru-
pos: o primeiro sera´ composto por pessoas sauda´veis mas suscet´ıvel a contrair a doenc¸a,
e o segundo composto por pessoas infectadas com capacidade de transmitir a doenc¸a
por contato. Ainda, assuma que as pessoas infectadas podem ser curadas a uma taxa
constante, mas se tornando novamente suscet´ıveis a` doenc¸a, sem possuir um per´ıodo de
imunidade.
Seja S(t) o nu´mero de pessoas suscet´ıveis e I(t) o nu´mero de pessoas infectadas na
populac¸a˜o. As equac¸o˜es que modelam a interac¸a˜o entre esses dois grupos sa˜o
dS
dt
= µI − βSI, (4.1)
dI
dt
= βSI − µI. (4.2)
Vamos verificar que a populac¸a˜o total e´ conservada. Seja N(t) = S(t) + I(t), a
populac¸a˜o total. Enta˜o temos
dN
dt
=
dS
dt
+
dI
dt
= µI − βSI + βSI − µI = 0. (4.3)
Como dNdt = 0, N e´ uma constante e, consequentemente, a populac¸a˜o total e´ conservada.
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Como a populac¸a˜o e´ conservada nesse modelo, podemos substituir I(t) por N −S(t)
na equac¸a˜o (4.1). Assim, podemos reescrever (4.1) como
dS
dt
= µ(N − S)− βS(N − S). (4.4)
Agora vamos adimensionalisar a equac¸a˜o e reduzir os paraˆmetros identificando o
paraˆmetro importante que afeta o comportamento qualitativo das soluc¸o˜es. Suponha
que o tempo sera´ medido em dias. Note que na equac¸a˜o (4.1) a unidade de medida
do termo da esquerda e´ dada por [nu´mero de pessoas]/[tempo]. Isso significa que a
unidade de medida de µ deve ser [1]/[tempo] e que a unidade de medida de β deve
ser [1]/[nu´mero de pessoas× tempo]. Enta˜o, 1µ possui a unidade de tempo, e mede o
tempo que o indiv´ıduo infectado necessita para se curar da infecc¸a˜o. Podemos definir as
varia´veis adimensionais como sendo
y∗ =
S
N
, x∗ =
I
N
, t∗ =
t
1/µ
= µt.
Substituindo S = y∗N , I = x∗N , t = t∗/µ nas equac¸o˜es (4.1) e (4.2), temos
d(y∗N)
d(t∗/µ)
= µx∗N − β(y∗N)(x∗N), (4.5)
d(x∗N)
d(t∗/µ)
= β(y∗N)(x∗N)− µx∗N. (4.6)
Cancelando as constantes N e µ segue que
dy∗
dt∗
= x∗ −
(
βN
µ
)
x∗y∗, (4.7)
dx∗
dt∗
=
(
βN
µ
)
x∗y∗ − x∗. (4.8)
Reescrevendo os paraˆmetros restantes como sendo R0 ≡ βN/µ e renomeando as varia´veis
obtemos as equac¸o˜es
dy
dt
= x−R0xy, (4.9)
dx
dt
= R0xy − x. (4.10)
4.2. Ana´lise do comportamento da equac¸a˜o (4.10) 51
4.2 Ana´lise do comportamento da equac¸a˜o (4.10)
4.2.1 Soluc¸o˜es estaciona´rias
Considere a equac¸a˜o que representa a frac¸a˜o de pessoas infectadas
dx
dt
= R0(1− x)x− x = x(R0y − 1) = x[(R0 − 1)−R0x]. (4.11)
Nessa equac¸a˜o, as soluc¸o˜es estaciona´rias sa˜o x0 = 0 e x1 = 1− 1R0 .
4.2.2 Comportamento qualitativo
Como queremos analisar o aumento da populac¸a˜o infectada, vamos analisar a equac¸a˜o
dos indiv´ıduos infectados
dx
dt
= R0x
[(
1− 1
R0
)
− x
]
≡ f(x). (4.12)
Pela Figura 14 podemos observar que quando R0 > 1, a doenc¸a progride ate´ chegar
no quadro endeˆmico que e´ quando uma certa quantidade da populac¸a˜o total permanece
infectada. Ja´ quando R0 < 1, temos a u´nica soluc¸a˜o estaciona´ria esta´vel em x0 = 0,
mostrando a erradicac¸a˜o da doenc¸a.
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Figura 14 – O gra´fico da func¸a˜o f(x) da equac¸a˜o (4.12) com R0 = 8. Fonte: SEGEL,
2013, p. 109.
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As setas apontando para um ponto indicam que este ponto representa uma soluc¸a˜o
esta´vel. As setas divergindo de um ponto indicam que o mesmo representa uma soluc¸a˜o
insta´vel. Apesar da Figura 14, considere apenas f(x) ≥ 0.
4.2.3 Simulac¸a˜o
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Figura 15 – O gra´fico com R0 = 3, 5. Fonte: SEGEL, 2013, p. 109.
Como mostra o gra´fico, para todos os valores iniciais com x > 0 a soluc¸a˜o converge para
a soluc¸a˜o estaciona´ria endeˆmica 1− 1R0 .
4.2.4 Ana´lise de estabiilidade
f(x) = xR0
[(
1− 1
R0
)
− x
]
= R0
[
x
(
1− 1
R0
)
− x2
]
.
Consequentemente
f ′(x) = R0
[(
1− 1
R0
)
− 2x
]
.
Assim, para a soluc¸a˜o estaciona´ria x0 = 0 temos
f ′(0) = R0
[(
1− 1
R0
)]
= R0 − 1,
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o que implica que a soluc¸a˜o estaciona´ria associada a auseˆncia de doenc¸a e´ insta´vel quando
R0 > 1.
Analogamente para a soluc¸a˜o estaciona´ria x1 = 1− 1/R0 temos
f ′(x1) = R0
[(
1− 1
R0
)
− 2
(
1− 1
R0
)]
= −R0
(
1− 1
R0
)
= 1−R0.
Portanto, a soluc¸a˜o estaciona´ria do estado de doenc¸a endeˆmica e´ esta´vel somente quando
R0 > 1.
4.2.5 Diagrama de bifurcac¸a˜o
Temos duas soluc¸o˜es estaciona´rias, a x0 = 0 que na˜o depende de R0, e outra soluc¸a˜o
estaciona´ria x1 = 1 − 1R0 que depende de R0. Na Figura 16 abaixo, podemos perceber
que ha´ uma mudanc¸a no comportamento qualitativo dessas duas soluc¸o˜es no ponto
de bifurcac¸a˜o R0 = 1. A soluc¸a˜o x0 que e´ esta´vel para R0 < 1 torna insta´vel para
R0 > 1 enquanto a soluc¸a˜o x1 torna-se esta´vel para R0 > 1. Conforme variamos o
valor do paraˆmetro R0, o nu´mero de frac¸a˜o das pessoas infectadas tambe´m se altera.
Por exemplo, para R0 = 2 temos que x = 0, 5, ou seja, 50% da populac¸a˜o total esta´
infectada. Tambe´m note que quando R0 → ∞, x1 converge para 1, implicando na
infecc¸a˜o de toda populac¸a˜o.
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Figura 16 – Diagrama de bifurcac¸a˜o. Fonte: SEGEL, 2013, p. 111.
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4.3 Interpretac¸a˜o dos resultados
Verificamos que o resultado da infecc¸a˜o depende de um u´nico paraˆmetro R0 = βN/µ,
e que existe uma transic¸a˜o no comportamento qualitativo em R0 = 1. Abaixo desse
valor, a doenc¸a na˜o pode se reproduzir suficientemente ra´pido para ser sustentada e,
consequentemente, desaparece apo´s algum tempo. Acima deste valor, este nu´mero re-
produtivo implica que cada infectado infecta mais de um indiv´ıduo suscet´ıvel, em me´dia,
e a doenc¸a torna-se endeˆmica.
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Conclusa˜o
Neste trabalho estudamos as definic¸o˜es, teoremas e exemplos sobre existeˆncia e unicidade
de soluc¸o˜es, adimensionalisac¸a˜o da equac¸a˜o, princ´ıpio de estabilidade linear, estabilidade
segundo Lyapunov, ana´lise qualitativa de modelos com bifurcac¸a˜o de equac¸o˜es diferen-
ciais ordina´rias para compreender a construc¸a˜o de cada etapa do modelo matema´tico
de propagac¸a˜o de doenc¸as. Entendemos a importaˆncia do reconhecimento do paraˆmetro
principal que “governa”o sistema e como este modifica o desenvolvimento da propagac¸a˜o
de doenc¸as, conforme atribu´ımos a ele valores diferentes. Ha´ uma certa dificuldade em
entender a base teo´rica que esta´ por tra´s do modelo, devido ao fato de os resultados
apresentados na˜o serem visto no curso de Licenciatura em Matema´tica, mas e´ um tema
instigante e que precisa ser pesquisado para atender as necessidade da sociedade.
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