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Abstract
We study von Karman evolution equations with non-linear dissipation and with partially clamped and
partially free boundary conditions. Two distinctive mechanisms of dissipation are considered: (i) internal
dissipation generated by non-linear operator, and (ii) boundary dissipation generated by shear forces friction
acting on a free part of the boundary. The main emphasis is given to the effects of boundary dissipation.
Under suitable hypotheses we prove existence of a compact global attractor and finiteness of its fractal
dimension. We also show that any solution is stabilized to an equilibrium and estimate the rate of the con-
vergence which, in turn, depends on the behaviour at the origin of the functions describing the dissipation.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
Evolution of von Karman equations are well known in non-linear elasticity and constitute a
basic model describing non-linear oscillations of a plate accounting for large displacements (see,
e.g., [16,40] and [32]). Of particular physical interest are plate models equipped with partially
clamped and partially free boundary conditions [3], where the dissipation acts on a free part of the
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below.
Let Ω ⊂ R2 be bounded domain with a sufficiently smooth boundary Γ . We assume that
Γ consists of two disjoint parts Γ0 and Γ1. Consider the following von Karman model with
boundary dissipation active on Γ1 via the ‘free’ boundary conditions [32]:
utt +B(ut )+Δ2u =
[
v(u)+ F0, u
]+ p in Ω × (0,∞). (1)
The Airy stress function v(u) satisfies the following elliptic problem
Δ2v(u) = −[u,u] in Ω, ∂
∂ν
v(u) = v(u) = 0 on Γ, (2)
where ν is the outer normal to Γ . The von Karman bracket [u,v] is given by
[u,v] ≡ uxxvyy + uyyvxx − 2uxyvxy.
The boundary conditions associated with (1) are of ‘free’ type on Γ1 and clamped on Γ0:
Δu+ (1 −μ)B1u = 0 on Γ1,
∂
∂ν
Δu+ (1 −μ)B2u−μ1u− βu3 = d(x, y)g(ut ) on Γ1,
u = ∂
∂ν
u = 0 on Γ0. (3)
The boundary operators B1 and B2 are given [32] by:
B1u = 2ν1ν2uxy − ν21uyy − ν22uxx,
B2u = ∂
∂τ
[(
ν21 − ν22
)
uxy + ν1ν2(uyy − uxx)
]
,
where ν = (ν1, ν2) is the outer normal to Γ , τ = (−ν2, ν1) is the unit tangent vector along ∂Ω .
The parameters μ1 and β are non-negative, the constant 0 <μ< 1 has a meaning of the Poisson
modulus. The operators B(ut ) ≡ d0(x, y)b(ut ) in (1) (respectively d(x, y)g(ut ) in (3)) represent
interior (respectively boundary) dissipation, where the functions b,g ∈ C1(R) are zero at the
origin, g is monotone and b possesses some positivity properties to be specified later. The coef-
ficients d0(x, y) and d(x, y) are assumed non-negative. The function p(x, y) represents external
transverse forces applied to the plate. The function F0 describes in-plane forces acting on the
plate. The boundary values F0 and ∂∂ν F0 on Γ are determined from the in-plane components of
the edge forces (see, e.g. [16]). Below we assume that F0 = ∂∂ν F0 = 0 on Γ1. This assumption
means that the in-plane components of the edge forces vanish on the free part Γ1 of the bound-
ary Γ . Thus, in-plane forces are active on the clamped (Γ0) part of the boundary only. We refer
to [16] for the detailed description of the relation between boundary values of F0 and in-plane
forces on the edge of the plate.
Our interest is in studying asymptotic behaviour of weak, i.e., H 2(Ω) × L2(Ω) solutions
to this model, which in addition to the initial condition is driven by the non-dissipative forces
F0 and p. The main dissipative mechanism considered is either shear non-linear feedback force
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The main emphasis will be given to the effects of boundary dissipation.
Our aim is to discuss issues such (i) existence and properties of a global attractor, and (ii) rate
of stabilization of solutions to equilibria points.
Long time behavior of hyperbolic like dynamics is a subtle and complicated issue owing
to the fact that spectral analysis and instability of the model is a purely infinite-dimensional
phenomenon. Indeed, the essential spectrum of the semi-group associated with the linearization
of the model cannot be relocated by means of compact perturbations. This is the underlying
difficulty that makes studies of attractors for hyperbolic-like flows challenging, particularly in
the case of non-linear damping and critical (i.e. non-compact with respect to the topology of
the phase space) non-linearity in the equation—both features exhibited by our model (1). At
this point we mention that von Karman models accounting for rotational inertia (i.e. the term
−γΔutt added to the equation) or thermal effects display different mathematical characteristics
due to regularizing effects of the inertial or thermal terms. One of the consequences is that von
Karman bracket [v(u),u] is compact with respect to the phase space. This, of course, changes the
analysis entirely—see [13,14,36] and references therein. Our work, instead, is focused entirely
on the non-smooth case without the addition of inertial (γ = 0) or thermal energy.
Over the last 20 years or so global attractors for hyperbolic-like flows have attracted consid-
erable attention in the literature with many results in place (see, e.g., [1,2,5,6,9,13,17,19–24,43]
and references therein). However, all these works deal with problems when the damping acts
in the interior of the domain Ω . The situation is different when the damping is imposed on the
boundary of the domain. For this class of problems there are at least three additional difficulties
that need to be dealt with: (1) the linearized dynamics is no longer a group, but a semi-group,
(2) the damping operator is no longer a bounded operator acting on a phase space, (3) the mech-
anism of propagation of the dissipation from the boundary into the interior is subtle and requires
an interplay between geometry and analysis. For these reasons there are very few results in the
literature dealing with attractors for hyperbolic-like semi-flows subject to boundary damping. At-
tractors and their structure, in the context of wave equation with non-linear boundary damping,
were studied in [10,11]. Attractors for a simplified von Karman models (F0 = 0) with boundary
damping, under ‘almost linear’ conditions imposed on g(s), were considered in [34]. More re-
cently, [12] provides results on existence of global attractors and their dimension for von Karman
plate in (1) subject to a polynomial-like, monotone boundary damping with a sufficiently large
damping parameter.
The goal of this paper is to study further properties of attractors associated with (1) with a
focus on rates of stabilization to attractors. In the process of doing this we shall remove the
condition imposed in [12] and [13] that the damping parameter is sufficiently large. More im-
portantly, we will be able to derive the rate of convergence of solutions to equilibria points. This
latter aspect of the problem is particularly interesting from the point of view of control theory.
Indeed, once ‘uniform’ decay rates to equilibria are established for individual solutions, ‘local’
controllability theory can be employed in order to construct global boundary controls steering
the dynamics exactly to equilibria points. As recognized in the literature, global controllability
for dynamics with superlinear non-linearity (as it is the case with von Karman evolutions) is an
outstanding problem. Thus, our result may be seen as a first step in this direction.
The paper is organized as follows.
Section 1 contains some preliminaries concerning wellposedness and properties of stationary
solutions. In Section 2 we state and discuss our main results. In Sections 3 and 4 we prove our
results on the existence of global attractors. Section 5 contains the proof of Theorem 2.7 on
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of dynamical systems.
We denote by Hs(Ω), s ∈ R, the usual Sobolev L2 based spaces and use the notations
|u|s,Ω ≡ |u|Hs(Ω), (u, v) ≡ (u, v)Ω ≡
∫
Ω
uv dΩ , |u| ≡ |u|0,Ω , and (u, v)Γ1 ≡
∫
Γ1
uv dΓ .
1. Wellposedness and stationary solutions
We shall begin by recalling several results pertaining to well-posedness of the semi-flow gen-
erated by (1), (2) and (3).
Our basic hypothesis is the following
Assumption 1.1.
• The functions g,b ∈ C1(R) are such that g(0) = 0 and b(0) = 0, g(s) is increasing, b(s)
possesses the properties sb(s)  0 and b′∗ ≡ infs∈R b′(s) > −∞; d0(x, y) ∈ L∞(Ω) and
d(x, y) ∈ L∞(Γ1) are non-negative almost everywhere. If β > 0 we assume that g′(s) 
m> 0 and d(x, y) d > 0 for all s ∈R and (x;y) ∈ Γ1.
• p ∈ L2(Ω) and F0 ∈ H 2Γ1(Ω) when β > 0, where
H 2Γ1(Ω) ≡
{
u ∈ H 2(Ω): u = ∂
∂ν
u = 0 on Γ1
}
.
If β = 0 we assume that F0 ∈ H 2Γ1(Ω)∩H 10 (Ω).• μ1 + β > 0 or Γ0 is non-empty.
Global existence and uniqueness of regular solutions to von Karman evolutions has been well
established for some time (see [6,30] for the case of homogenous boundary conditions and [18]
for the case of non-linear boundary conditions). The more delicate issue is that of wellposed-
ness of weak (often called finite energy) solutions, which are of relevance to this work. In
the case of weak solutions, existence alone has been shown by Faedo–Galerkin methods [40]
for problems which are homogenous on the boundary. This technique, when combined with
monotonicity methods leads to an existence of weak solutions for the problem with non-linear
monotone boundary conditions [18,35]. Instead, the uniqueness and Hadamard wellposedness
of weak solutions has been an open problem until recently (even in the case of homogeneous
boundary conditions). While in the case of one-dimensional domains (beams) the issue has been
completely settled in [33], the two-dimensional case lacks the appropriate Sobolev embeddings.
The main obstacle has been a low a priori regularity of the von Karman bracket which does
not imply boundedness of the non-linear term in the equation with respect to the topology gov-
erned by weak solutions. It turned out that uniqueness of weak solutions still can be shown, by
using rather special method based on dual estimates [4]. However, this technique does not pro-
vide the full Hadamard wellposedness, including continuous dependence with respect to initial
conditions.
On the other hand, recent developments in the area of Lizorkin–Hardy spaces [41,44] and
compensated compactness methods allowed to show [15,18] the following ‘sharp’ regularity of
the Airy stress function∣∣v(u)∣∣ 2,∞  C|u|22,Ω, ∣∣v(u,w)∣∣ 2,∞  C|u|2,Ω |w|2,Ω, (4)W (Ω) W (Ω)
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conditions. Note that standard regularity [40] gives |v(u)|3−
,Ω  C|u|22,Ω which is insufficient
(even with 
 = 0 [8]) to conclude the critical for the problem W 2,∞(Ω) regularity of v(u).
Equipped with sharp regularity in (4) one shows that not only homogeneous on the boundary
von Karman equation has Hadamard-wellposed weak solutions, but also models with non-
homogeneous boundary data, including non-linear terms on the boundary g(ut ) in (3) with
g′(s) 0 [15,18,35].
We recall the following definition. Below H 2Γ0(Ω) denotes space of H
2(Ω) functions subject
to clamped boundary conditions on Γ0.
Definition 1.2. A function u ∈ C([0, T ];H 2Γ0(Ω))∩C1([0, T ];L2(Ω)) possessing the properties
u(x,0) = u0 and ut (x,0) = u1 is said to be
(1) a strong solution to problem (1) and (2) with boundary conditions (3) and with initial data
(u0;u1) on the interval [0, T ], iff
• u(t) ∈ H 4(Ω) for almost all t ∈ [0, T ], u(t) is an absolutely continuous function with
values in H 2Γ0(Ω) and ut ∈ L1(a, b;H 2Γ0(Ω)) for any 0 < a < b < T ,• ut is an absolutely continuous function with values in L2(Ω) and utt ∈ L1(a, b;L2(Ω))
for any 0 < a < b < T ,
• Eqs. (1) and (3) are satisfied for almost all t ∈ [0, T ];
(2) a generalized (weak) solution to problem (1), (2) and (3) with initial data (u0;u1) on the
interval [0, T ], iff there exists a sequence {un(t)} of strong solutions with initial data (un0;un1)
instead of (u0;u1) such that
lim
n→∞ maxt∈[0,T ]
{∣∣∂tu(t)− ∂tun(t)∣∣0,Ω + ∣∣u(t)− un(t)∣∣2,Ω}= 0. (5)
Proposition 1.3. [15,18,35] Under Assumption 1.1, Eqs. (1) and (2) with boundary conditions
(3) are Hadamard wellposed on H ≡ H 2Γ0(Ω) × L2(Ω), i.e. for any (u0;u1) ∈ H there exists
a unique weak solution u(t) which depends continuously on the initial data. This, in particular,
implies that the map y0 ≡ (u(0) = u0;ut (0) = u1) → y(t) ≡ (u(t);ut (t)) defines a continuous
semi-flow St on H.
Moreover,
• the function y(t) = Sty0 ≡ (u(t);ut (t)) satisfies the energy inequality
E(t)+ 2
t∫
s
∫
Γ1
d(x, y)jg(ut ) dΓ dτ + 2
t∫
s
∫
Ω
d0(x, y)utb(ut ) dΩ dτ  E(s), (6)
where the convex non-negative function jg :R→R+ is given by the formula
jg(s) =
s∫
g(ξ) dξ, s ∈R. (7)0
I. Chueshov, I. Lasiecka / J. Differential Equations 233 (2007) 42–86 47If g(s)s is convex, then functions jg can be replaced in (6) by this former quantity. Here and
below
E(t) ≡ E(u;ut ) = E(t)+
∫
Ω
[
F0[u,u] + 2pu
]
dΩ
with
E(t) ≡ E(u;ut ) =
∫
Ω
[
u2t +
1
2
∣∣Δv(u)∣∣2]dΩ + a(u,u)+ β
2
∫
Γ1
u4 dΓ
and
a(u, v) =
∫
Ω
a˜(u, v) dΩ +μ1
∫
Γ1
uv dΓ, (8)
where
a˜(u, v) ≡ uxxvxx + uyyvyy +μ(uxxvyy + uyyvxx)+ 2(1 −μ)uxyvxy. (9)
• For initial data u0 ∈ H 4(Ω) and u1 ∈ H 2(Ω) subject to compatibility conditions on the
boundary, one obtains that (u;ut ) ∈ Cr([0, T ];H 4(Ω) × H 2(Ω)) for every finite T > 0,
where Cr stands for a class of right continuous functions. Moreover, these solutions satisfy
the energy equality
E(t)+ 2
t∫
s
∫
Γ1
d(x, y)g(ut )ut dΓ dτ + 2
t∫
s
∫
Ω
B(ut )ut dΩ dτ = E(s). (10)
Remark 1.4. We note that on the strength of the inequality
a(u,u)+ ∣∣Δv(u)∣∣20,Ω + ∫
Γ
|u|4 dΓ  C|u|42,Ω +C1|u|22,Ω,
the topology generated by the energy function E(t)is equivalent to that of H 2(Ω)×L2(Ω). This
fact will be used frequently without further mention.
The results stated in Proposition 1.3 are known by now, and can be found in [15,35]. The only
point which may need some explanation is validity of the energy inequality for the generalized
solutions. This issue is particularly important within the context of the present paper, owing to the
fact that some of the computational arguments will have to be carried out directly on generalized
solutions (rather than on strong solutions). Since we work within the framework of very mild
assumptions imposed on the damping, generalized (often referred as weak) solutions may not
necessarily satisfy the energy equality (10), or even inequality. This is due to the difficulties with
passage on the limit with the damping terms. However, what saves the situation is the fact that
weak solutions always satisfy energy inequality with g(s)s replaced by the convex function jg
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from (10) we have the relation
E(t)+ 2
t∫
s
∫
Γ1
d(x, y)jg(ut ) dΓ dτ + 2
t∫
s
∫
Ω
d0(x, y)ψN(ut ) dΩ dτ  E(s) (11)
for every strong solution. Since weak solutions are strong limits in H of smooth solutions, using
the convexity of the function jg (which implies weak lower semicontinuity of the corresponding
damping term in (11)) and the fact that ψN(s) is a continuous bounded function we can easily ob-
tain (11) for every weak solution. It is clear that ψN(s)ψN+1(s). Therefore by Levi–Lebesgue
theorem on monotone convergence we obtain (6) for every weak solution.
Remark 1.5. We note that in the case when β > 0 in (3), and g(s) is not strictly monotone (i.e.
g′(0) = 0), one may loose the uniqueness of weak solutions [37].
When discussing the issue of stabilization of weak solutions to an equilibrium, the fact that
weak solutions satisfy the variational form of the problem turns out critical. A sufficient condition
for this to happen is formulated below.
Proposition 1.6. In addition to Assumption 1.1 we assume that[
g(s)− g(σ )](s − σ) α|s − σ |r , s, σ ∈R, (12)
for some α > 0 and r  1. Then every generalized solution u(t) to problem (1), (2) and (3) (with
initial data (u0;u1)) satisfies the corresponding variational equation, i.e., we have that
d
dt
(ut , ϕ)Ω +
(
B(ut ), ϕ
)
Ω
+
∫
Γ1
dg(ut )ϕ dΓ + a(u,ϕ)+ β
∫
Γ1
u3ϕ dΓ
− ([v(u)+ F0, u]+ p,ϕ)Ω = 0 (13)
for any ϕ ∈ H 2Γ0(Ω) in the sense of distributions.
Proof. It is clear that (13) holds for every strong solutions. Thus to obtain this relation for weak
solutions we need to pass with the limit in (13) when (5) holds. Due to the regularity given in (4)
it is sufficient to prove the convergence∫
Q
B
(
unt
)
ϕ dQ →
∫
Q
B(ut )ϕ dQ, n → ∞, (14)
and ∫
dg
(
unt
)
ϕ dΣ →
∫
dg(ut )ϕ dΣ, n → ∞ (15)Σ1 Σ1
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Q), where Q = (0, T ) × Ω and Σ1 =
(0, T )× Γ1.
To prove (14) we note that by (5) we can assume that unt → ut almost everywhere in
Q. Thus B(unt ) → B(ut ) a.e. in Q. Since |b(s)|  C + sb(s), it follows from (10) that
supn
∫
Q
d0(x, y)|b(unt )|dQ< ∞. Therefore, by Fatou’s Lemma
d0(x, y)
∣∣b(ut )∣∣ ∈ L1(Q). (16)
We claim that the sequence B(unt ) → B(ut ) in L1(Q), i.e.
lim
n→∞
∫
Q
d0(x, y)
∣∣b(unt )− b(ut )∣∣dQ = 0. (17)
Let E ⊂ Q, A = {(t;x;y) ∈ E, |unt | λ} and B = E \A. We obviously have that∫
E
d0(x, y)
∣∣b(unt )∣∣dQ ∫
B
d0
∣∣b(unt )∣∣dQ+ ∫
A
d0
∣∣b(unt )∣∣dQ
 bλ mes(E)+ 1
λ
∫
Q
d0B
(
unt
)
unt dQ bλ mes(E)+
C
λ
for any λ > 0, where bλ and C are positive constants. Consequently∫
Q
d0(x, y)
∣∣b(unt )− b(ut )∣∣dQ bλ mes(E)+ Cλ +
∫
E
d0(x, y)
∣∣b(ut )∣∣dQ
+
∫
Q\E
d0(x, y)
∣∣b(unt )− b(ut )∣∣dQ. (18)
By Egorov’s theorem for any ε > 0 there is E ⊂ Q such that mes(E) ε and
d0(x, y)
∣∣b(unt )− b(ut )∣∣→ 0 uniformly on Q \E.
Therefore from (18) and (16) we have that
lim sup
n→∞
∫
Q
d0(x, y)
∣∣b(unt )− b(ut )∣∣dQmλ(ε)+Cλ−1
for any λ > 0, where mλ(ε) → 0 as ε → 0 for every fixed λ > 0. This implies (17) and hence
(14) holds.
To prove (15) we use the same argument. However, in this case property (5) does not guarantee
the convergence unt → ut a.e. in Σ1. To overcome this difficulty we use (12). The point is that
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that
lim
n,m→∞
∫
Σ1
d(x, y)
∣∣unt − umt ∣∣r dQ = 0.
The above convergence is critically based on the fact that
lim
n,m→∞
∣∣[v(un), un]− [v(um),um]∣∣0,Ω = 0,
where this latter property results from Airy stress regularity in (4). Therefore we can assume that
unt → ut a.e. in Σ1 and repeat the previous argument which then leads to L1(Σ1)-convergence
of unt to ut , and a posteriori to (15), as desired. 
Concluding this section we discuss several properties of the energy functionals and stationary
solutions.
It is proved in [12, Lemma 2.2] that under the conditions of Proposition 1.3 the energy func-
tionals E and E satisfy the inequality
cE(u0;u1)−M0  E(u0;u1) CE(u0;u1)+M0 (19)
for any (u0;u1) ∈H, where c,C,M0 are positive constants. In particular, this implies that the
energy E(u0;u1) is bounded from below and E(u0;u1) → +∞ when ‖(u0;u1)‖H→ +∞. This,
in turn, implies that there exists R∗ > 0 such that the set
WR =
{
y = (u0;u1) ∈H: E(u0;u1)R
} (20)
is a non-empty bounded set in H for all R R∗. Moreover any bounded set B ⊂H is contained
inWR for some R and, as it follows from the energy inequality (6), the setWR is invariant with
respect to the semi-flow St , i.e. StWR ⊂WR for all t > 0. Thus we can consider the restriction
(WR,St ) of the dynamical system (H, St ) onWR , R R∗.
Remark 1.7. It should be noted that the bound of the energy E(t) from below, established in (19),
is both non-trivial and not necessarily expected. Indeed, the proof of (19) given in [12] and based
on uniqueness property of solutions to Monge–Ampere equations exploits, in a critical manner,
the role played by the parameter β representing non-linear part of the boundary conditions in (3).
This particular difficulty, a consequence of the “free boundary conditions” being considered,
is due to the fact that solutions associated with the stationary problem do not vanish on the
boundary. It is at that point that superlinearity of the boundary conditions (β > 0) is exploited
in [12] in order to conclude the desired uniqueness property. In the case β = 0 we achieve the
desired result owing to an additional requirement on the boundary values of the function F0
describing in-plane forces.
We introduce next the set of stationary points of St denoted by N ,
N = {V ∈H: StV = V for all t  0}.
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ational) solution to the problem
Δ2u = [v(u)+ F0, u]+ p in Ω,
Δu+ (1 −μ)B1u = 0 on Γ1,
∂
∂ν
Δu+ (1 −μ)B2u−μ1u− βu3 = 0 on Γ1,
u = ∂
∂ν
u = 0 on Γ0, (21)
where the function v(u) solves (2). This means that u ∈ H 2Γ0(Ω) satisfies the variational relation
a(u,w)+
∫
Ω
(−[u,v(u)+ F0]− p) ·wdΩ + β ∫
Γ1
u3wdΓ = 0 (22)
for any w ∈ H 2Γ0(Ω), where a(u,w) is given by (8) and v(u) ∈ H 20 (Ω) is determined from (2).
Taking in (22) w = u and using the symmetry relation∫
Ω
[u,F0]wdΩ =
∫
Ω
[u,w]F0 dΩ,
which holds for any F0 ∈ H 2Γ1(Ω), w ∈ H 2Γ0(Ω) and u ∈ H 2(Ω), and also [12, Proposition 2.3]
one can easily obtain the following assertion.
Proposition 1.8. Under Assumption 1.1 the set N of stationary points for the semi-flow St gen-
erated by Eqs. (1) and (2) with boundary conditions (3) is a closed bounded set in H, and hence
there exists R∗∗ R∗ such that N ⊂WR for every R R∗∗.
Below we also need the notion of the unstable manifold Mu(N ) emanating from the set N
which we define as a set of all Y ∈H such that there exists a full trajectory γ = {W(t): t ∈ R}
with the properties
W(0) = Y and lim
t→−∞ distH
(
W(t),N )= 0.
2. Main results
Our main aim is to study global attractiveness property for the dynamical system (H, St ). To
be more specific, our goal is threefold:
• To establish existence of global attractors for the flow St . Two distinctive mechanisms of
dissipation will be considered:
(i) internal dissipation generated by the operator B(ut ) in (1), and
(ii) boundary dissipation generated by boundary shear forces friction represented by g(ut ).
• To establish conditions under which the said attractor has finite fractal dimension.
• To establish the rate of convergence of weak solutions to points of equilibria.
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hypotheses that force ultimate absorbtion of the energy to a compact set. We shall consider
joint effects of both interior and boundary dissipation, the latter being more delicate due to the
intricacies of propagation of dissipation from the boundary into the interior. Due to the non-
local character of the non-linear term [v(u),u] in (1), the issue of unique continuation from the
boundary—intimately connected with a question of existence of strict Lyapunov’s function—is
a very complicated and unresolved problem. Typical tools such as Carleman’s estimates [27] do
not apply (due to non-locality of von Karman brackets). To cope with this issue it is customary
to assume an existence of a ‘light damping’ in the interior, in addition to boundary damping.
By ‘light’ we understand a damping such that alone will not produce uniform stability of lin-
ear part of the model. In that case, the boundary damping is the major driving force behind the
dissipation that controls high frequencies, whereas light interior damping is responsible for the
low modes behaviour (uniqueness property). On the other hand, the presence of unstructured
light damping in the interior of domain is fully justified from the physical-modeling point of
view. Problems with mixed interior-boundary damping are of particular interest in applications.
Frictional damping placed both on the boundary and the interior occurs very often in modeling
non-linear mechanical plates.
2.1. Global attractors and their structure
We distinguish between boundary damping and interior damping being the main dissipative
mechanism.
In the case when the boundary damping is the main mechanism for dissipation the problem is
studied under the following additional hypothesis.
Assumption 2.1.
(1) We assume that d(x, y)  d > 0 on Γ1 and function g ∈ C1(R) satisfies the following
bounds: there exist positive constants m and M such that
m g′(s)M|s|p−1 for all |s| 1 and for some 1 p < ∞.
(2) The function b ∈ C1(R) satisfies 0  b′(s)  M(1 + |s|q−1) for all s ∈ R and for some
1 q < ∞.
(3) We assume that Γ is star shaped, i.e. there exists x0 ∈R2 such that
(x − x0)ν  0 on Γ0 and (x − x0)ν  0 on Γ1.
Theorem 2.2 (Boundary dissipation). Let Assumptions 1.1 and 2.1 be in force. Then the following
assertions hold.
• For any R  R∗ there exists a global compact attractor AR for the restriction (WR,St ) of
the dynamical system (H, St ) onWR , whereWR is given by (20).
• If we assume additionally that d0(x, y) > 0 a.e. in Ω and b(s)s > 0 for all s = 0, then there
is R0 > 0 such that AR does not depend on R for all R  R0. In this case A ≡ AR0 is a
global attractor for (H, St ) and A coincides with the unstable manifold Mu(N ) emanating
from the set N of stationary points for St . We also have that
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t→+∞ distH(StW,N ) = 0 for any W ∈H. (23)
• The global attractorA is a bounded set in (H 4 ∩H 2Γ0)(Ω)×H 2Γ0(Ω) and has a finite fractal
dimension under the following additional conditions:
(i) g′(s)m> 0 for all s ∈R;
(ii) there exists M1 > 0, K > 0 and κ < 1 such that
0 g′(s)M1
(
1 + sg(s))κ for all s ∈R, (24)
and
0 b′(s)K
(
1 + sb(s))κ for all s ∈R. (25)
We recall (see, e.g., [2,9,22,43]) that by the definition the global attractor for a dynamical
system (X,St ) is a closed bounded set in X which is invariant (i.e. StA=A for any t > 0) and
uniformly attracting, i.e.
lim
t→+∞ supy∈B
distX{Sty,A} = 0 for any bounded set B ⊂ X.
The fractal dimension dimf M of a compact set M is defined by dimf M = lim supε→0 lnN(M,ε)ln(1/ε) ,
where N(M,ε) is the minimal number of closed sets of the diameter 2ε which cover the set M .
Remark 2.3. We note that condition (24) follows from Assumption 2.1 whenever p < 3. When
p  3 (in Assumption 2.1) the following coercivity condition implies the validity of (24)
g(s)s m1|s|(p−1)r −C, |s| 1,
for some constants m1 > 0, r > 1 and C  0. Similarly, on the strength of Assumption 2.1
condition (25) is always satisfied with q < 1. When q  1 (in Assumption 2.1) the following
coercivity condition, satisfied with m1 > 0, r > 1 and C  0, is a sufficient condition for (25)
b(s)s m1|s|(q−1)r −C, |s| 1.
Cases of interest illustrating applicability of the first part of Theorem 2.2 include polynomial
damping on the boundary g(s) = |s|p−1s without any interior damping. In the second part we
need a weak interior damping such as saturating damping, limb′(s) = 0, |s| → ∞, or any poly-
nomial damping b(s)s = |s|q+1 with d0(x, y) = 0 on a set of measure zero. It is known that such
interior damping alone will not stabilize uniformly a linear part of the dynamics. It does, how-
ever, provides strong stability of linear part of the system. The combination of both boundary
and weak interior damping reduces dynamics to a compact set.
Remark 2.4. The condition that Ω is star shaped can be eliminated. It suffices to impose geo-
metric condition only on non-dissipative part of the boundary Γ0. The point is that under the
only condition (x − x0) · ν < 0 on Γ0 we have an additional trace regularity for all finite energy
solutions and such that ut ∈ L2(Σ) (see [39] and also Remark 2.7 in [12]).
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impose the strict monotonicity of b(s). The main result for the case of internal dissipation alone
reads as follows:
Theorem 2.5 (Interior dissipation). Let Assumption 1.1 be in force and
b′(s) > 0 for s = 0, b′(s)m for |s| 1, d0(x, y) d0 > 0 in Ω. (26)
Then
• There exists a global compact attractor A for the system (H, St ) such that A= Mu(N ) and
relation (23) holds;
• In addition assume that
m1  g′(s)M1
(
1 + sg(s)) for all s ∈R, (27)
for some non-negative constants m1 and M1 (if β > 0 we assume that m1 > 0 and d(x, y)
d > 0) and
0 <m b′(s)K
(
1 + sb(s)) for all s ∈R, (28)
where K and m are positive constants. Then the global attractor A is a bounded set in
(H 4 ∩H 2Γ0)(Ω)×H 2Γ0(Ω) and has a finite fractal dimension.
The results stated in the first two parts of Theorem 2.5 are known for the case of pure inte-
rior damping d = 0, d0 > 0 [13], where d0 is assumed sufficiently large. In the case of boundary
damping (see Theorem 2.2) compact global attractors were established in [12] under the assump-
tions that the damping parameter d is sufficiently large and that light interior damping B(ut ) is
linear and injective. Thus, the first new contribution of Theorems 2.2 and 2.5 is the assertion
of existence of global attractors in the case of mixed fully non-linear interior-boundary damp-
ing with no restrictions imposed on the size of damping parameters. This will be accomplished
by combining the methods of [12,13] with a relaxed criterion for asymptotic compactness in-
troduced in [28]. In this latter reference the relaxed compactness criterion was applied to prove
asymptotic smoothness of clamped von Karman plate with an interior dissipation and a simple
forcing p(x) ∈ L2(Ω), F0 ≡ 0. In that case the energy is just an affine perturbation of a classi-
cal (positive) energy corresponding to “pure” von Karman plate. The second new contribution
of theorems stated above is the assertion of finite dimensionality of the said attractor. While fi-
nite dimensionality of attractors is an expected property of attractors attracting semi-flows with
some smoothing property (e.g. parabolic-like), it is much less expected in hyperbolic-like flows
and particularly with a non-linear dissipation [23]. The instability of such flows is an inherently
infinite-dimensional phenomena. We are able to establish finite dimensionality of the attractor in
the case of damping of unrestricted size.
Remark 2.6. One could also consider other (than free) boundary conditions imposed on the
plate. In the case of internal dissipation, standard choices are either clamped (u = ∂
∂ν
u = 0 on Γ )
or simply supported (u = Δu = 0 on Γ ) boundary conditions. In these two cases the analysis is
simpler than in the free case and the same final result as presented above follows easily from the
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conditions which are more challenging from the mathematical point of view (Lopatinski condi-
tion is not satisfied) and also more relevant from the point of view of applications to boundary
control theory. Indeed, shear and moments applied to an edge of the boundary are typical con-
trol actions used for controllability and stabilization [32,38]. In the case of boundary dissipation,
the choice of boundary conditions is more restrictive. This is particularly true if one insists (as
one should) on physically relevant finite energy spaces H 2 × L2. Indeed, clamped boundary
conditions and the finite energy space will be associated with the boundary dissipation that is
non-local (even in the linear case) and governed by a pseudo-differential operator [35]. Thus
the only physically attractive choices are: free boundary conditions with dissipation via shear
forces—considered in this paper—and simply supported boundary conditions given by u = 0
and Δu = − ∂
∂ν
g(ut ) which correspond dissipation induced by bending moments. Uniform sta-
bilization problem for semilinear plates with simply supported dissipative boundary conditions
have been already considered in the literature [25,26,35] in the case of a single equilibrium. The
necessary propagation techniques, that include microlocal analysis estimates, have been already
developed for that case. Thus, the propagation of energy from a boundary to the interior is well
understood by now. In order to develop results on attractors one will have to combine techniques
of this paper with propagation method presented in [26]. This line of research is left to a future
project.
2.2. Rates of convergence to an equilibrium point
If the set N of stationary points is discrete, then by (23) every weak solution converges to
an equilibrium point. Therefore, it is of interest to consider the rate of convergence for these
solutions. This is to say we would like to know how fast solutions converge to stationary points.
One of the main difficulties of the problem is caused by the fact that equilibria may be multiple,
in which case they are unstable. Therefore any small perturbation of solution in a vicinity of
equilibrium may cause an escape of the solution from this neighborhood. This technical difficulty
is strongly pronounced at the level of controlling lower order terms where the argument depends
on uniqueness of the selected stationary solution.
In order to describe the decay rates, we need some notation. We first introduce a concave,
strictly increasing, continuous function hg : R+ → R+ which captures the behavior of g(s) at
the origin possessing the properties
hg(0) = 0 and s2 + g2(s) hg
(
jg(s)
)
for |s| 1, (29)
where jg(s) is given by (7). Such a function can always be constructed due to the monotonicity
of g, see [37]. Similarly, when b(s) is strictly monotone we construct the corresponding function
hb with the properties
hb(0) = 0 and s2 + b2(s) hg
(
sb(s)
)
for |s| 1. (30)
Given function h = hg (respectively h = hb) we define
H0(s) = h
(
s
c3
)
, G0(s) = c1(I +H0)−1(c2s),
Q(s) = s − (I +G0)−1(s), (31)
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of Γ × (0, T ). In the case of hb function the dependence of the corresponding functions H0(s) =
hb(
s
c3
), on the constants c1, c2 is only on m in (26). Clearly, Q(s) is strictly monotone. Thus, the
differential equation
dσ
dt
+Q(σ) = 0, t > 0, σ (0) = σ0 ∈R (32)
admits global, unique solution σ(t) which, moreover, decays asymptotically to zero as t → ∞. In
what follows we shall consider Eq. (32) with monotone function Q(σ) driven either by hg (when
assumptions of Theorem 2.2 are satisfied) or else by hb (when assumptions of Theorem 2.5 are
satisfied).
With these preparations we are ready to state our result:
Theorem 2.7 (Rate of stabilization). Let the hypotheses of either (i) the second part of Theo-
rem 2.2 and properties (24) and (25) or (ii) the first part of Theorem 2.5 and relations (27) and
(28) with m = 0 be valid. In addition assume that
(i) problem (21) has a finite number of solutions,
(ii) there exists a constant C > 0 such that |g(s)| Cjg(s) for |s| 1, and
(iii) relation (12) holds.
Then for any V ∈H there exists a stationary point E = (e,0) such that StV → E as t → +∞.
Moreover, if the equilibrium E is hyperbolic in the sense that the linearization of (21) around
the solution e has the trivial solution only, then we have the following rates of stabilization:
‖StV −E‖H  Cσ
([
tT −1
])
, t > 0, (33)
where C and T are positive constants, [a] denotes the integer part of a and σ(t) satisfies (32)
with σ0 = C(V,E) where C(V,E) is a constant depending on V,E ∈ H and Q is defined
by (31). In particular, if either g′(0) > 0 (in the first case) or b′(0) > 0 (in the second case),
then
‖StV −E‖H  Ce−ωt (34)
for some positive constants C and ω depending on V,E ∈H.
Remark 2.8. Condition (12) is needed in order to guarantee the variational form of weak solu-
tions (see Proposition 1.6). The estimate |g(s)| Cjg(s) allows to derive rate of stabilization by
working with a weaker form of dissipation in the energy inequality (6).
Remark 2.9. Since Q(s) is strictly increasing and Q(0) = 0, the rates described by the ODE
in (33) (see, e.g., [37]) decay uniformly to zero. The “speed” of decay depends on the behav-
ior of g′(s) at the origin (respectively on b′(s)). If g′(s) decays to zero polynomially, then by
solving the ODE in (33), one obtains algebraic decay rates for the solutions to σ(t). If, instead
g′(0) > 0, then Q(σ) = aσ for some a > 0 and, consequently, the decay rates derived from (33)
are exponential (see [37] for details).
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like dynamics, are almost non-existent. This is due to an already mentioned difficulty related to
the intrinsic non-uniqueness of equilibria. In fact, the only result that has been in the literature
is [2], where the exponential attraction property is established for the wave equation with an
interior and linear damping (see also [31] for more recent discussion). For wave equation with
non-linear boundary damping this property have been very recently established in [11]. In the
case of von Karman equations with purely internal non-linear damping and sufficiently large
damping parameter, the rates of stabilization to an equilibrium have been derived in [13]. Thus
the decay rates with boundary damping, as considered in Theorem 2.7, is, to our best knowledge,
a completely new result in the literature.
The reminder of this paper is devoted to proofs of the main results.
3. Asymptotic smoothness
In this section we show that the semi-flow St generated by problem (1)–(3) is asymptotically
smooth. This property is critical for proving existence of global attractors (see, e.g., [2,9,22,43]).
We recall (see, e.g., [22]) a dynamical system (X,St ) is said to be asymptotically smooth iff for
any bounded set D in X such that StD ⊂ D for t > 0 there exists a compact set K in the closure
D of D, such that
lim
t→+∞ supy∈D
distX{Sty,K} = 0.
Our main result in this section is the following assertion.
Theorem 3.1. Let Assumption 1.1 be in force. Assume that either Assumption 2.1 or else rela-
tion (26) holds. Then dynamical system (H, St ) generated by problem (1)–(3) is asymptotically
smooth.
To prove this theorem we rely on the following criteria of asymptotic smoothness which is a
version of a criterion used in [28].
Proposition 3.2. Let (X,St ) be a dynamical system on a complete metric space X endowed with
a metric d . Assume that for any bounded positively invariant set B in X and for any 
 > 0 there
exists T ≡ T (
,B) such that
d(ST y1, ST y2) 
 +Ψ
,B,T (y1, y2), yi ∈ B, (35)
where Ψ
,B,T (y1, y2) is a function defined on B ×B such that
lim inf
m→∞ lim infn→∞ Ψ
,B,T (yn, ym) = 0 (36)
for every sequence {yn} from B . Then (X,St ) is an asymptotically smooth dynamical system.
We note that the present version of the compactness criterion provides more flexibility, with
respect to more standard methods such as given in [5,12,13], by allowing taking sequential limits
(in n and m) rather then the simultaneous limits. This was an observation made for the first time
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be derived from the arguments given in [28]. For the reader’s convenience an independent and
shorter proof of the same result is given in Appendix A.
To prove Theorem 3.1 we need some preparations.
3.1. Main lemma
We denote by U(t) = (u(t), ut (t)) = Sty1 and W(t) = (w(t),wt (t)) = Sty2 the two solutions
corresponding to initial conditions y1 and y2, respectively. We can assume that yi ∈WR for some
R > R∗, where WR is defined by (20). Without loss of generality we can assume that u(t) and
w(t) are strong solutions. SinceWR is invariant, we have∣∣u(t)∣∣2,Ω + ∣∣ut (t)∣∣0,Ω + ∣∣w(t)∣∣2,Ω + ∣∣wt(t)∣∣0,Ω  CR, t  0. (37)
Also, from energy relation (10) we obtain for all t  0
t∫
0
∫
Γ1
d(x, y)g(ut )ut dΓ dt +
t∫
0
∫
Γ1
d(x, y)g(wt )wt dΓ dt  CR (38)
and
t∫
0
∫
Ω
B(ut )ut dΩ dt +
t∫
0
∫
Ω
B(wt )wt dΩ dt  CR. (39)
Let z ≡ u−w. We denote by Ez(t) the free energy corresponding to z and given by
Ez(t) =
∫
Ω
[|zt |2 + a(z, z)]dx dy,
where a(z, z) is given by (8). We note that if μ1 > 0 or Γ0 = ∅, then √a(z, z) is equivalent to
|z|2,Ω . Otherwise √a(z, z) is just a seminorm on H 2(Ω).
The following estimate is critical for the proof of Theorem 3.1.
Lemma 3.3. Let the hypotheses of Theorem 3.1 be in force. Then given 
 > 0 and T > 1 there
exist constants C
(R) and C
,T such that
Ez(T ) 
 + C
(R)
T
[
1 +
∣∣∣∣∣
T∫
0
(R(z), zt )dt
∣∣∣∣∣+
∣∣∣∣∣
T∫
0
T∫
t
(R(z), zt )ds dt
∣∣∣∣∣
]
+C
,T lot(z),
where
lot(z) = CR sup
{∣∣z(τ )∣∣22−η,Ω + ∣∣z(τ )∣∣2−η,Ω} (40)0τT
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R(z) ≡ [v(u)− v(w),u]+ [v(w), z]+ [F0, z]. (41)
Proof. The proof of this lemma draws, in an essential manner, on technical arguments contained
in the proof of Lemma 3.3 in [12] (see Remark 3.8 below). For reader’s convenience we provide
self-contained exposition.
We first note that the following equation holds for the new variable z ≡ u−w:
ztt +Δ2z+B(zt +wt)−B(wt ) =R(z) in Ω × (0,∞),
Δz + (1 −μ)B1z = 0 on Γ1,
∂
∂ν
Δz + (1 −μ)B2z−μ1z − β
(
u2 + uw +w2)z = d(g(zt +wt)− g(wt )) on Γ1,
z = ∂
∂ν
z = 0 on Γ0. (42)
Since we consider trajectories lying inWR , by (37) and (4) the estimate∣∣[v(w), z]∣∣0,Ω  C|u|22,Ω |z|2,Ω  CR|z|2,Ω
is valid. Moreover,∣∣v(u)− v(w)∣∣
W 2,∞(Ω) =
∣∣v(z,u+w)∣∣
W 2,∞(Ω)  C|z|2,Ω
(|u|2,Ω + |w|2,Ω). (43)
Hence ∣∣R(z(t))∣∣0,Ω  CR∣∣z(t)∣∣2,Ω, t  0. (44)
By the standard method we can write the energy relation:
Ez(t)+ 2Dts(z) = Ez(s)+ 2
t∫
s
∫
Ω
R(z)zt dΩ dt
− 2β
t∫
s
∫
Γ1
(
u2 + uw +w2)zzt dΓ dt, (45)
where we have denoted
Dts(z) ≡
t∫
s
∫
Γ1
d(x, y)
[
g(zt +wt)− g(wt )
]
zt dΓ dt
+
t∫ ∫ (
B(zt +wt)−B(wt )
)
zt dΩ dt. (46)s Ω
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Proposition 3.4. Let the hypotheses of Theorem 3.1 be in force. Then there exists 
0 > 0 such
that given 0 < 
  
0 and T > 1 there exist constants C
 and CT such that
T∫
0
Ez(t) dt  
T +C
D(z)+CR +CT lot(z), (47)
where D(z) ≡ DT0 (z), CR does not depend on T , and lot(z) is defined by (40).
We shall consider first the case when boundary dissipation is a major mechanism for dis-
sipation (Assumptions 1.1 and 2.1 hold). We start with the following assertion which is also
important in further considerations.
Proposition 3.5 (Reconstruction of the energy). Let Assumptions 1.1 and 2.1 be in force. Then
T∫
0
Ez(t) dt  c0
[ T∫
0
∫
Γ1
|zt |2 dΓ dt +Ez(T )+Ez(0)
]
+
∣∣∣∣∣
T∫
0
∫
Γ1
d
(
g(zt +wt)− g(wt )
)
h∇z dΓ dt
∣∣∣∣∣
+
∣∣∣∣∣
T∫
0
∫
Ω
(
B(zt +wt)−B(wt )
)
h∇z dΩ dt
∣∣∣∣∣+CT lot0(z), (48)
where c0 > 0 is a constant and
lot0(z) = CR sup
0τT
{∣∣z(τ )∣∣22−η,Ω} for some η > 0. (49)
Proof. Let h = x − x0 (see Assumption 2.1(3)). We apply the multiplier h∇z to Eq. (42). Since
T∫
0
∫
Ω
ztth∇z dΩ dt =
∫
Ω
zth∇z dx dy|T0 +
1
2
∫
Q
z2t divhdQ−
1
2
∫
Σ
z2t hν dΣ,
we have from Assumption 2.1(3) that
T∫
0
∫
Ω
ztth∇z dΩ dt 
T∫
0
|zt |20,Ω − cΩ
T∫
0
∫
Γ1
|zt |2 dΓ dt −Ez(T )−Ez(0). (50)
As in [12, p. 221] we obtain
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Ω
Δ2zh∇z dΩ = a(z, z)+ 1
2
aΓ1(z, z)hν
+
∫
Γ1
[
d
(
g(zt +wt)− g(wt )
)
h∇z + β(w2 +wu+ u2)zh∇z]dΓ
− 1
2
aΓ0(z, z)hν +μ1
∫
Γ1
[
zh∇z − z2]dΓ,
where we have used Lagnese’s notation (see [32]) aΓi (u, v)hν ≡
∫
Γi
a˜(u, v)hν dΓ with a˜(u, v)
given by (9).
Applying Cauchy–Schwarz and Sobolev’s inequality, recalling the fact that∣∣w(t)∣∣
C(Ω)
+ ∣∣u(t)∣∣
C(Ω)
C
(∣∣w(t)∣∣2,Ω + ∣∣u(t)∣∣2,Ω)CR,
and using Assumption 2.1(3) we obtain∫
Ω
Δ2zh∇z dΩ  a(z, z)+
∫
Γ1
d
(
g(zt +wt)− g(wt )
)
h∇z dΓ
−CR
∫
Γ1
|z||∇z|dΓ −μ1
∫
Γ1
z2 dΓ.
Sobolev’s embeddings yields∫
Ω
Δ2zh∇z dΩ  1
2
a(z, z)+
∫
Γ1
d
(
g(zt +wt)− g(wt )
)
h∇z dΓ −CR|z|2Γ1 . (51)
By virtue of (44) we have
T∫
0
∫
Ω
R(z)h∇z dx dt CR
T∫
0
∣∣z(t)∣∣2,Ω ∣∣z(t)∣∣1,Ω dt
 γ
T∫
0
∣∣z(t)∣∣22,Ω dt +CT,γ lot0(z) (52)
for any γ > 0. Combining inequalities in (50), (51) and (52) we obtain (48). 
To continue with (48) we need the following assertion.
Proposition 3.6 (Dissipation estimate). Under the conditions of Proposition 3.5 there exists δ > 0
such that
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T∫
0
∫
Γ1
d(x, y)
(
g(zt +wt)− g(wt )
)
h∇z dΓ dt
∣∣∣∣∣ CR(1 + T ) supt∈[0,T ]∣∣z(t)∣∣2−δ,Ω,
∣∣∣∣∣
T∫
0
∫
Ω
(
B(zt +wt)−B(wt )
)
h∇z dΩ dt
∣∣∣∣∣ CR(1 + T ) supt∈[0,T ]∣∣z(t)∣∣2−δ,Ω .
Proof. Computations below exploit polynomial growth condition imposed g and b. We apply
Hölder’s inequality with Hölder’s exponent r > 1:
∣∣∣∣∣
T∫
0
∫
Γ1
d(x, y)
(
g(zt +wt)− g(wt )
)
h∇z dΓ dt
∣∣∣∣∣
 C|∇z|Lr¯ (Σ)
[ T∫
0
∫
Γ1
d(x, y)r
(
g(zt +wt)− g(wt )
)r
dΓ dt
] 1
r
 C|∇z|Lr¯ (Σ)
[ T∫
0
∫
Γ1
d(x, y)
[∣∣g(ut )∣∣r + ∣∣g(wt )∣∣r]dΓ dt
] 1
r
,
where r−1 + r¯−1 = 1 and Σ = (0, T )×Γ . We take r = 1 + 1
p
and split the region of integration
according to |ut | 1 and |ut | 1:
T∫
0
∫
Γ1
d(x, y)
∣∣g(ut )∣∣r dΓ dt  T∫
0
∫
Γ1
d(x, y)
∣∣g(ut )∣∣r−1∣∣g(ut )∣∣dΓ dt
 C
T∫
0
∫
Γ1
(
c + d(x, y)|ut |
∣∣g(ut )∣∣)dΓ dt  CR(1 + T ), (53)
where for the last step we have used (38). Similar computations apply to the term with w:
T∫
0
∫
Γ1
d(x, y)r
∣∣g(wt )∣∣r dΓ dt CR(1 + T ). (54)
Since the map z → ∇z|Γ1 is bounded from the space H 2−δ(Ω) into Lr¯(Γ1) for sufficiently
small δ, we have that
|∇z|Lr¯ (Σ) 
( T∫
|z|r¯2−δ,Ω dt
)1/r¯
 T 1/r¯ sup
t∈[0,T ]
∣∣z(t)∣∣2−δ,Ω .
0
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tion 3.6.
Similar arguments apply to the second part involving internal dissipation term:
T∫
0
∫
Ω
(
B(zt +wt)−B(wt )
)
h∇z dΩ dt
 C|∇z|Lr¯ (Q)
[ T∫
0
∫
Ω
[∣∣B(ut )∣∣r + ∣∣B(wt )∣∣r]dΩ dt
] 1
r
,
where r−1 + r¯−1 = 1 and Q = (0, T )×Ω . As before we take r = 1 + 1
q
and we split the region
of integration according to |ut | 1 and |ut | 1
T∫
0
∫
Ω
∣∣B(ut )∣∣r dΩ dt  C T∫
0
∫
Ω
(
c + |ut |
∣∣B(ut )∣∣)dΩ dt  CR(1 + T ), (55)
where we have used (39). The rest of the argument is the same as in the case of boundary damp-
ing. 
Completion of the proof of Proposition 3.4 in the first case
Applying the estimate in Proposition 3.6 above to the inequality in (48) and using the fact that
Ez(t) CR yield
T∫
0
Ez(t) dt CR + c0
T∫
0
∫
Γ1
|zt |2 dΓ dt +CT lot(z), (56)
where lot(z) is given by (40). To estimate |zt |Γ1 we shall exploit the growth condition from below
imposed on g′(s). Indeed, we have that
(s1 − s2)2  
 +C
(s1 − s2)
[
g(s1)− g(s2)
] (57)
for every 
 > 0, where Cε → ∞ as 
 → 0. Therefore
t∫
s
∫
Γ1
z2t dΓ dt  
(t − s)+C
Dts(z), (58)
where Dts(z) is given by (46). Combining now the inequalities in (56) and (58) with s = 0 and
t = T we obtain (47) in the first case (Assumptions 1.1 and 2.1 are in force).
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We now consider the case when interior dissipation is a major mechanism for dissipation (As-
sumption 1.1 and relation (26) hold). We first prove the corresponding analog of Proposition 3.5.
Proposition 3.7 (Reconstruction of energy). Let Assumption 1.1 and relation (26) hold. Then
T∫
0
Ez(t) dt  c0
[ T∫
0
∫
Ω
|zt |2 dΩ dt +Ez(T )+Ez(0)
]
+
∣∣∣∣∣
T∫
0
∫
Γ1
d
(
g(zt +wt)− g(wt )
)
z dΓ dt
∣∣∣∣∣
+
∣∣∣∣∣
T∫
0
∫
Ω
(
B(zt +wt)−B(wt )
)
z dΩ dt
∣∣∣∣∣+CT lot0(z), (59)
where c0 > 0 is a constant and lot0(z) is given by (49).
Proof. In this case of the argument is simpler and there is no need for any geometric assumptions
as we use standard multiplier z. We have that∫
Ω
(
Δ2z
)
z dΩ = a(z, z)+ β
∫
Γ1
d
(
u2 + uv + v2)z2 dΓ + ∫
Γ1
d
[
g(zt +wt)− g(wt )
]
z dΓ
 a(z, z)+
∫
Γ1
d
[
g(zt +wt)− g(wt )
]
z dΓ
and
T∫
0
∫
Ω
ztt z dΩ dt = zt z|T0 −
T∫
0
∫
Ω
|zt |2 dΩ.
Therefore, using (44) as in the previous case we obtain (59). 
As in the proof of Proposition 3.6 it is also clear that
∣∣∣∣∣
T∫
0
∫
Γ1
d(x, y)
(
g(zt +wt)− g(wt )
)
z dΓ dt
∣∣∣∣∣
 C sup
[0,T ]
|z|2−δ,Ω
T∫
0
∫
Γ1
d(x, y)
[∣∣g(zt +wt)∣∣+ ∣∣g(wt )∣∣]dΓ dt
 CR(1 + T ) sup |z|2−δ,Ω
[0,T ]
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T∫
0
∫
Ω
(
B(zt +wt)−B(wt )
)
z dΩ dt
∣∣∣∣∣ CR(1 + T ) sup[0,T ] |z|2−δ,Ω .
Therefore Proposition 3.7 implies that
T∫
0
Ez(t) dt CR + c0
T∫
0
∫
Ω
|zt |2 dΓ dt +CT lot(z), (60)
where lot(z) is given by (40). From (26) we have that
(s1 − s2)2  
 +C
(s1 − s2)
[
b(s1)− b(s2)
] (61)
for every 
 > 0, where C
 → ∞ as 
 → 0. Therefore
t∫
s
∫
Ω
z2t dΩ dt  
(t − s)+C
Dts(z), (62)
where Dts(z) is given by (46). Consequently, as in the first part of the proof, we obtain the
conclusion of Proposition 3.4.
Completion of the proof of Lemma 3.3
From (37) and energy identity (45) and using the estimate∣∣∣∣ ∫
Γ1
(
u2 + |uw| +w2)zzt dΓ ∣∣∣∣ δ ∫
Γ1
|zt |2 dΓ + δ−1CR|z|22−η,Ω (63)
for some positive η and for any δ > 0 we obtain with any 0 s  T
Ez(T )+ 2DTs (z)Ez(s)+ δβ
T∫
s
∫
Γ1
|zt |2 dx dt + 2
T∫
s
(R(z), zt )dt +Cδ,T lot0(z). (64)
By Assumption 1.1 in the case when β > 0 we have relation (58). Therefore taking δ =
(2C
Tβ)−1 and T  1 after rescaling 
 for β > 0 we obtain
Ez(T )+DTs (z)Ez(s)+ 
 + 2
T∫
s
(R(z), zt )dt +C
,T lot0(z). (65)
It clear from (64) that the same relation remains true in the case β = 0. If we integrate (65) with
respect to s over the interval [0, T ], we find that
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T∫
0
Ez(s) ds + T 
 + 2
T∫
0
ds
T∫
s
(R(z), zt )dt +C
,T lot0(z) (66)
for any T > 1. From (65) we also have
DTs (z) η +CR + 2
T∫
s
(R(z), zt )dt +Cη,T lot0(z), η > 0. (67)
Consequently, using (47), (66) and (67) and choosing η = η(
) in an appropriate way we find
that
T Ez(T ) 
T +C
,T lot(z)+C
,R
[
1 +
∣∣∣∣∣
T∫
0
ds
T∫
t
(R(z), zt )dt
∣∣∣∣∣+
∣∣∣∣∣
T∫
0
(R(z), zt )dt
∣∣∣∣∣
]
.
Dividing this relation by T gives the desired inequality and the conclusion in the Lemma 3.3
easily follows. 
3.2. Completion of the proof of Theorem 3.1
By Proposition 3.2 to prove Theorem 3.1 we need to construct a functional Ψ such that prop-
erties (35) and (36) hold. Since any bounded set belongs to WR for some R, it is sufficient to
construct this functional on the setWR only.
It follows from Lemma 3.3 that for every 
 > 0 there exists T = T (
) > 1 such that for any
initial data U0 = (u0;u1) and W0 = (w0;w1) fromWR we have
|ST U0 − STW0|H 
[
Ez(T )
]1/2  
 + [ΨR,
,T (U0,W0)]1/2,
where ΨR,
,T (U0,W0) = C
,T {ΨˆT (U0,W0)+ lot(z)} with
ΨˆT (U0,W0) =
∣∣∣∣∣
T∫
0
(R(z), zt )dt
∣∣∣∣∣+
∣∣∣∣∣
T∫
0
T∫
t
(R(z), zt )ds dt
∣∣∣∣∣.
In order to apply Proposition 3.2 we will show that the terms involving R enjoy “hidden com-
pactness.” This is because the non-linear part of the energy is represented by compact functional
(this argument was used in the proof of rate of convergence to equilibrium in [13]). Thus the
relaxation of compactness to sequential limits in Proposition 3.2 allows to pass with the limit on
weakly convergent subsequences (as in [28]).
Let wn(t) be a sequence of solutions corresponding to initial data yn ≡ (wn0 ;wn1 ) from
WR ⊂H. By choosing a subsequence we can assume that
yn(t) ≡ (wn(t);wnt (t))→ y(t) ≡ (w(t);wt(t)) (68)
*-weakly in L∞(0, T ;H) for some solution (w(t);wt(t)) ∈ L∞(0, T ;H) and
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[0,T ]
{∣∣zn,m(t)∣∣2−η,Ω}→ 0, n,m → ∞, (69)
for some η > 0, where zn,m(t) ≡ wn(t)−wm(t).
By (69) we have that lot(zn,m) → 0. Therefore our proof will be completed as soon as we
show that
lim
n
lim
m
ΨˆT
(
yn, ym
)→ 0. (70)
Since (for smooth solutions) we have
(R(z), zt )= 14 ddt
[
−∣∣Δv(u)∣∣2 − ∣∣Δv(w)∣∣2 + 2∫
Ω
[z, z]F0 dΩ
]
− ([v(w),w], ut)− ([v(u),u],wt),
integrating in time one obtains
T∫
t
(R(z), zt )ds = 14 [∣∣Δv(u)(t)∣∣2 + ∣∣Δv(w)(t)∣∣2]− 14 [∣∣Δv(u)(T )∣∣2 + ∣∣Δv(w)(T )∣∣2]
+ 1
2
∫
Ω
[
z(T ), z(T )
]
F0 dΩ − 12
∫
Ω
[
z(t), z(t)
]
F0 dΩ
−
T∫
t
[([
v(w),w
]
, ut
)+ ([v(u),u],wt)]ds.
An important remark is that all the terms except the last one are compact on the finite energy
space. This along with (68) and (69) implies
lim
n
lim
m
T∫
t
(R(zn,m), zn,mt )ds = 12 [∣∣Δv(w)(t)∣∣2 − ∣∣Δv(w)(T )∣∣2]
− lim
n
lim
m
T∫
t
[([
v
(
wn
)
,wn
]
,wmt
)+ ([v(wm),wm],wnt )]ds.
(71)
As for the second term in (71), from the convergence in (68) and from relation |[v(wn(t)),
wn(t)]|0,Ω  CR , which follows from the boundedness of von Karman bracket (4), we can con-
clude that
2 lim
n
lim
m
T∫ [([
v
(
wn
)
,wn
]
,wmt
)+ ([v(wm),wm],wnt )]ds
t
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T∫
t
([
v(w),w
]
,wt
)
ds = −∣∣Δv(w)(T )∣∣2 + ∣∣Δv(w)(t)∣∣2. (72)
Combining (71) and (72) yields limn limm
∫ T
t
(R(zn,m), zn,mt ) ds = 0. The same argument applies
to the second integral term defining ΨˆT (yn, ym), yielding (70).
Remark 3.8. We wish to note that the proof of asymptotic compactness given in [12] relies on
the same conceptual and technical estimates as given above. The only difference is at the level
of dealing with the terms involving R(z) (we use the same notation as in [12, Lemma 3.3]). In-
deed, these non-conservative terms were shown in [12] as being controlled—‘overpowered’ by
the boundary dissipation. This was possible due to an additional assumption that the damping
parameter d is sufficiently large. As a consequence, the proof in [12] required a special rescaling
argument (because of the boundary dissipation) and also a strict control of the size of absorb-
ing ball with respect to the damping parameter. Instead, in the present case, by following [28]
observation of ‘hidden compactness,’ in order to establish the asymptotic smoothness it is not
necessary to control the size of the damping parameter. The resulting proof is simpler and does
not require large damping parameter. On the other hand, the arguments in [12] provide addi-
tional information about the dependence of the size of attractors with respect to the dissipation
parameter d .
4. Proof of Theorems 2.2 and 2.5
We start with following preliminary assertion.
Lemma 4.1. Assume w(τ) and u(τ) are two functions from the class
C
([s, t];H 2Γ0(Ω))∩C([s, t];L2(Ω)),
for some s, t ∈R, s < t , such that∣∣w(τ)∣∣22,Ω + ∣∣wt(τ)∣∣2 R2, ∣∣u(τ)∣∣22,Ω + ∣∣ut (τ )∣∣2 R2, τ ∈ [s, t].
Let z(τ ) = w(τ)− u(τ) and R(z) be given by (41). Then there exists η > 0 such that
∣∣∣∣∣
t∫
s
(R(z), zt )dτ
∣∣∣∣∣ CR maxτ∈[s,t]∣∣z(τ )∣∣22−η,Ω +CR
t∫
s
(|wt | + |ut |)|z|22,Ω dτ. (73)
Proof. A simple calculation relying on the symmetry properties of von Karman bracket (see [6]
for similar algebraic relations) gives us that
(R(z), zt )= 14 ddt Q(z)+ 12P(z), (74)
where
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P (z) = −(ut , [u,v(z, z)])− (wt, [w,v(z, z)])− (ut +wt, [z, v(u+w,z)]). (75)
Here above we also denote by v(u1, u2) ∈ H 20 (Ω) the solution to the problem
Δ2v(u1, u2) = −[u1, u2] in Ω, ∂
∂ν
v(u1, u2) = v(u1, u2) = 0 on Γ. (76)
To estimate the values Q and P we use the following estimate for von Karman bracket∣∣[u1, u2]∣∣−1−2δ,Ω  C|u1|2−δ,Ω |u2|2−δ,Ω, 0 < δ < 1/2, (77)
and also ∣∣v(u1, u2)∣∣W 2,∞  C|u1|2,Ω |u2|2,Ω . (78)
For the proof we refer to [7] and [18], see also [6] or [15].
Using (77) and elliptic regularity of Δ2 with the Dirichlet boundary conditions one can see
that ∣∣Q(z)∣∣ CR|z|22−η,Ω for some η > 0. (79)
Now we estimate P(z). Using (78) the first term in P(z) is estimated as∣∣(ut , [u,v(z, z)])∣∣ C|ut |∣∣[u,v(z, z)]∣∣
 C|ut ||u|2,Ω |z|22,Ω  CR|ut ||z|22,Ω . (80)
Similarly ∣∣(wt, [w,v(z, z)])∣∣ CR|wt ||z|22,Ω . (81)
Now we consider the third term (ut +wt, [z, v(u+w,z)]). As above we can write∣∣[z, v(u+w,z)]∣∣ C|z|2,Ω ∣∣v[u+w,z]∣∣W2,∞  CR|z|22,Ω .
Thus we obtain that ∣∣(ut +wt, [z, v(u+w,z)])∣∣ CR(|ut | + |wt |)|z|22,Ω
and hence by (80) and (81) we have that∣∣P(z)∣∣ CR(|ut | + |wt |)|z|22,Ω .
Now using (79) we obtain (73). 
Now we are able to establish Theorems 2.2 and 2.5. We start with the proof of Theorem 2.5.
The reason is that the arguments for finite dimension are much simpler and more direct in this
case.
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SinceWR is bounded and positively invariant, Theorem 3.1 implies the existence of a compact
global attractor AR of the dynamical system (WR,St ) for each R R∗. If we choose now R0 
R∗ + 1 such that the set N of equilibria lies in WR0−1, then the conditions imposed in (26)
and the energy relation (6) imply that the energy E(u0, u1) is a strict Lyapunov function for
(WR,St ). This implies (see, e.g., [2, Theorem 3.2.1] or [9, Theorem 1.6.1]) that AR = Mu(N )
and by Proposition 1.8 AR does not depend on R for R  R0, moreover, relation (23) holds.
Thus the first part of Theorem 2.5 is proved.
Thus the main task is to prove finiteness of the dimension of the attractor. For this, we shall
use our main tools: Proposition 3.7 and energy relation (45) for the difference of two solutions.
Let z ≡ u − w, where U(t) = (u(t), ut (t)) = Sty1 and W(t) = (w(t),wt (t)) = Sty2 be the
two strong solutions satisfying (37)–(39).
Our starting point is Proposition 3.7. To handle the term with dissipation in (59) we use the
following relations
∣∣∣∣∣
T∫
0
∫
Γ1
d
(
g(zt +wt)− g(wt )
)
z dΓ dt
∣∣∣∣∣ δDT0 (z)+Cδ,R,T max[0,T ] |z|22−η (82)
and
∣∣∣∣∣
T∫
0
∫
Ω
(
B(zt +wt)−B(wt )
)
z dΩ dt
∣∣∣∣∣ δDT0 (z)+Cδ,R,T max[0,T ] |z|22−η (83)
for and δ > 0 and for some η > 0, where DT0 (z) is given by (46). These inequalities are obtained
by similar arguments as used in the proof of Proposition 3.6 after using additional information on
the behavior of the damping at the origin (27) and (28) (see also [12,13] for similar calculations).
Therefore (28) and also Proposition 3.7 yield the following “reconstruction” inequality:
T∫
0
Ez(t) dt  c
[
DT0 (z)+Ez(T )+Ez(0)
]+CT,R lot0(z), (84)
where c > 0 is a constant independent of T and R and lot0(z) is given by (49). We note that
lot0(z) have again the quadratic order of homogeneity.
Relation (84) states that the energy is reconstructed, modulo lower order terms, from the
damping. In order to infer stabilizability inequality (which we need to prove finite dimensionality
according Theorem 2.2 in [11]), one should relate the dissipation term DT0 (z) to the difference
E(0) − E(T ). As usual, this is done with a help of energy identity (45). However, in doing
so, we shall encounter the main difficulty which is the presence of critical (non-compact) term
(R(z), zt ). In order to handle this term we shall use the “trick” presented in Lemma 4.1 which
introduces velocity terms |wt | and |ut | in the last integration in (73). These terms act as “small”
parameters for large values of time (this last statement follows from the uniform estimate in
(39) and from assumption (28) imposed on the damping b). As we shall se below, this “small
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details are given below.
From Lemma 4.1 we obtain the estimate for the R(z)zt term:
∣∣∣∣∣
T∫
0
(R(z), zt )dt
∣∣∣∣∣ C(R)max[0,T ] |z|22−η,Ω + ε
T∫
0
|z|22,Ω dt
+Cε(R)
T∫
0
(|ut |2 + |wt |2)|z|22,Ω dt (85)
for every ε > 0 and for some η > 0. Thus using the energy relation (45) and (63) (in the case
β > 0) we find from (85) that
Ez(T )+ 2DTs (z)Ez(s)+ ε
T∫
0
|z|22,Ω ds +Cε(R)
T∫
0
(|ut |2 + |wt |2)|z|22,Ω dt
+Cε(R,T )max[0,T ] |z|
2
2−η,Ω . (86)
After integration with respect to s over the interval [0, T ] choosing ε = (2T )−1 we have
T Ez(T )+
T∫
0
Ez(s) ds  c0
T∫
0
Ez(s) ds +C(R,T )
T∫
0
(|ut |2 + |wt |2)|z|22,Ω dt
+C(R,T )max
[0,T ]
|z|22−η,Ω .
Similarly,
Ez(0)Ez(T )+ 2DT0 (z)+ ε
T∫
0
|z|22,Ω ds +Cε(R)
T∫
0
(|ut |2 + |wt |2)|z|22,Ω dt
+Cε(R,T )max[0,T ] |z|
2
2−η,Ω .
Thus by (84)
T Ez(T )+
T∫
0
Ez(s) ds  cDT0 (z)+C(R,T )
T∫
0
(|ut |2 + |wt |2)|z|22,Ω dt
+C(R,T ) lot0(z) (87)
for all T  T0 with some T0  1. From (86) we also have that
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T∫
0
Ez(s) ds
+Cε(R)
T∫
0
(|ut |2 + |wt |2)|z|22,Ω dt +Cε(R,T )max[0,T ] |z|22−η,Ω
for any ε > 0. Therefore (87) implies
T Ez(T ) c
(
Ez(0)−Ez(T )
)+C(R,T ) T∫
0
(|ut |2 + |wt |2)|z|22,Ω dt
+C(R,T ) lot0(z).
Now, by already known abstract argument (see, e.g., [12] or [13]), we obtain the estimate
Ez(t)
[
C1Ez(0)e−ωt +C2 sup
τ∈[0,t]
∣∣z(τ )∣∣22−η,Ω] exp
{
C2
t∫
0
K(τ ) dτ
}
, (88)
for all t  0, where K(τ ) = |ut (τ )|2 + |wt(τ)|2. The key element now is the fact that K(t) ∈
L1(R+) -property that reflects “smallness” of wt(t) and ut (t) for large time. This, in turn, follows
from (39) and (28) which imply
t∫
0
K(τ ) dτ C
[ t∫
0
∫
Ω
B(ut )ut dΩ dt +
t∫
0
∫
Ω
B(wt )wt dΩ dt
]
for all t  0, and consequently,
t∫
0
K(τ ) dτ  C
t∫
0
[
D
(
wt(τ)
)+D(ut (τ ))]dτ  CR for all t  0. (89)
Therefore by (88) and (89) we obtain the following estimate valid for all t > 0
Ez(t) C1Ez(0)e−ωt + lot0(z), (90)
where lot0(z) are given in (49). The above estimate allows to apply the arguments of [12] and
based on abstract result Theorem 2.2 in [11] (see also Theorem 2.14 in [14]) which asserts a
finite fractal dimension of the attractor.
The boundedness of the attractor A in (H 4 ∩ H 2Γ0)(Ω) × H 2Γ0(Ω) follows from the time
translate of the estimate (90)
Ez(t) C1Ez(s)e−ω(t−s) + lot0(z), t  s > −∞, (91)
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plying the same reasoning as in [13] leads to the desired conclusion. One can also appeal to the
argument at the end of the proof of Theorem 2.2, but this is more involved and less direct.
4.2. Proof of Theorem 2.2
The proof of the first two parts of Theorem 2.2 is identical with the proof of Theorem 2.5.
The main difference is at the level of finite dimensionality and smoothness of attractors. In fact,
the main difficulty encountered when following the method presented in Section 4.1 is at the
level of establishing L1(R+) integrability of K(t). In fact, this is typical difficulty associated
with boundary or partially localized dissipation. The energy inequality does not provide any
information on the dissipation rate of kinetic energy. In order to overcome this difficulty, it turns
out that the method, introduced in [29] and based on exploiting the compactness of the attractor
and the fact that every full trajectory from the attractor connects set stationary solutions, proves
successful. Though this method was introduced in [29] in order to establish finite dimensionality
of attractors with interior dissipation, the real strength of the method seems more pronounced
when dealing with boundary problems. Indeed, problems with internal dissipation can be dealt
with via much simpler approach presented in the previous section. However, when boundary
damping is a main mechanism for dissipation, the finiteness of
∫∞
0 |wt |20,Ω dt does not follow
from energy inequality. Indeed, one can show that this integral is bounded for each finite energy
solution (see (34)), however the bound obtained this way may not be uniform with respect to
bounded sets of initial data.
In fact, the strategy of the proof is in certain sense reversed with respect to the proof of
Theorem 2.5. We first prove additional regularity of the attractor, and only afterwards we prove
finite dimensionality. Moreover, we deal now with solutions which belongs to the attractor (and
hence are compact), in contrast with argument given in the proof of Theorem 2.5 where it was
sufficient to consider solutions from an absorbing ball.
A starting point, as in the case of Theorem 2.5, is “reconstruction of energy” inequality in
Proposition 3.5 along with energy relation (45). The reconstruction of energy inequality (48)
calls for the estimate of the products of the damping terms with the multiplier h∇z. The energy
relation, instead, requires the estimate for the critical termR(z)zt , which is given in Lemma 4.1.
Thus, the beginning of the proof follows the same conceptual path as pursued in Theorem 2.5.
We begin with the estimates for the damping-multiplier terms.
Step 0: Estimates for the damping. By using the same argument as in [12] under the condi-
tions imposed in the third part of the statement of Theorem 2.2 one obtains, as a counterpart of
Proposition 3.6, the following relations
∣∣∣∣∣
T∫
0
∫
Γ1
d
(
g(zt +wt)− g(wt )
)
h∇z dΓ dt
∣∣∣∣∣ δDT0 (z)+Cδ,R,T max[0,T ] |z|22−η,Ω (92)
and ∣∣∣∣∣
T∫ ∫ (
B(zt +wt)−B(wt )
)
h∇z dΩ dt
∣∣∣∣∣ δDT0 (z)+Cδ,R,T max[0,T ] |z|22−η,Ω (93)
0 Ω
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by similar arguments as used in the proof of Proposition 3.6, after using additional information
on the behavior of the damping at the origin, i.e. g′(s)m> 0, s ∈ R. These latter inequalities
are implied by Assumption 2.1 and conditions imposed in the third part of Theorem 2.2 (see also
[12] and also [13,14] for related calculations).
In order to establish smoothness of elements from the attractor, we shall proceed through
the three steps procedure introduced by [29]. In the first step, by exploiting closedness to the
equilibria points, smoothness of trajectories is established for negative times t → −∞. In the
second step, this smoothness is propagated to positive times via standard energy inequality, This
gives smoothness of trajectories on a full real line, but without any uniform bound. To obtain the
latter, compactness of attractor is exploited. The details are given below.
Step 1: Smoothness on negative time scale. Let γ = {(u(t);ut (t)): t ∈ R} be a trajectory from
the global attractor A. Let 0 < h < 1. It is clear that for the couple w(t) := u(t + h) and u(t)
the hypotheses of Lemma 4.1 holds for every interval [s, t]. We shall estimate the energy Ez
of z(t) := zh(t) = u(t + h) − u(t). The critical role is played by the estimates for non-compact
critical term involving R(z). Indeed, from Lemma 4.1 and, in particular by (73) we obtain:∣∣∣∣∣
t∫
s
(R(zh), zht )dτ
∣∣∣∣∣ C1(R) supsτt∣∣zh(τ )∣∣22−η,Ω
+C2(R)
t∫
s
(∣∣ut (τ + h)∣∣+ ∣∣ut (τ )∣∣)∣∣zh(τ )∣∣22,Ω dτ (94)
for all −∞ < s  t < +∞.
Since A =Mu(N ), where N is the set of equilibria, N = {(v;0) | v ∈ N∗}, we have rela-
tion (23). This implies that for any ε > 0 there exists T εγ (independent of h, but depending on the
trajectory γ ) such that∣∣ut (τ )∣∣+ ∣∣ut (τ + h)∣∣ ε · [C2(R)]−1 for any t  T εγ .
Therefore from (94) we have that∣∣∣∣∣
t∫
s
(R(zh), zht )dτ
∣∣∣∣∣ C1(R) supsτt∣∣zh(τ )∣∣22−η,Ω + ε
t∫
s
∣∣zh(τ )∣∣22,Ω dτ (95)
for all −∞ < s  t  T εγ . Thus using the energy relation (45) and (63) (in the case β > 0) we
find from (79) and (85) that
Ez(t)+Dts(z)Ez(s)+ ε
t∫
s
|z|22,Ω ds +C(R)max[s,t] |z|
2
2−η,Ω (96)
for all s < t  T εγ , where η > 0. Now, we are in a position to apply on each subinterval [s, s+T0]
the estimate of Proposition 3.5 along with the estimates for the damping-multiplier’s terms given
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uh(t) = h−1zh(t) satisfies the following estimate
Euh(s + T0) σEuh(s)+CT0 sup
0τT0
∣∣uh(s + τ)∣∣22−η,Ω (97)
for all s  Tγ − T0, where η > 0, Tγ = T ε0γ (depending on the trajectory, but not h) for some
ε0 > 0 and T0 > 0. Standard interpolation argument leads to
Euh(s + T0) σEuh(s)+
1 − σ
2
sup
0τT0
Euh(s + τ)+Cσ (T0)
for all s  Tγ − T0. Taking supremum over the interval (−∞, Tγ − T0] gives
sup
τ∈(−∞,Tγ ]
Euh(τ )
1 + σ
2
sup
τ∈(−∞,Tγ ]
Euh(τ )+C(T0).
This implies that
Euh(s) C(T0) for all s ∈ (−∞, Tγ ]. (98)
Therefore after passing to the limit h → 0 we obtain that∣∣utt (t)∣∣2 + ∣∣ut (t)∣∣22,Ω C for all t ∈ (−∞, Tγ ].
By (1) this implies that |u(t)|24,Ω C for all t ∈ (−∞, Tγ ] and satisfies the boundary conditions
in (3).
Step 2: Forward propagation of the regularity. By using forward wellposedness of strong solu-
tions stated in Proposition 1.3 we claim that u(t) is a strong solution to the original problem and
thus the global attractor A is a subset in the space W ≡ (H 4 ∩H 2Γ0)(Ω)×H 2Γ0(Ω).
Step 3: Boundedness of the attractor in H 4(Ω)×H 2(Ω). In the previous step we have shown
that A⊂ W . However, this does not guarantee the boundedness of A in W . For this we need an
additional argument that exploits the compactness of the attractor. This step follows the argument
given in [29].
For every τ ∈ R the element ut (τ ) belong to a compact set in L2(Ω) which consists of ele-
ments from H 2Γ0(Ω). Therefore for any ε > 0 there exists a finite set {ψj } ⊂ H 2Γ0(Ω) such that
we can find indexes j1 and j2 (which may depend on ut (τ ) and ut (τ + h)) such that∣∣ut (τ )−ψj1 ∣∣+ ∣∣ut (τ + h)−ψj2 ∣∣ ε.
Let P(z) be given by (75) with the couple w(t) = u(t + h) and u(t), and
Pj1,j2(z) = −
(
ψj1,
[
u,v(z, z)
])− (ψj2, [w,v(z, z)])− (ψj1 +ψj2, [z, v(u+w,z)]).
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and ∣∣Pj1,j2(z)∣∣ CR(|ψj1 |2,Ω + |ψj2 |2,Ω)∣∣zh(τ )∣∣22−η,Ω
for some η > 0. Thus we have that
sup
j1,j2
∣∣Pj1,j2(z)∣∣ Cε∣∣zh(τ )∣∣22−η,Ω for some η > 0.
Consequently, from representations (74) and (75) we obtain that
sup
t∈[0,T ]
∣∣∣∣∣
s+T∫
s+t
(R(zh), zht )dτ
∣∣∣∣∣ ε
s+T∫
s
∣∣zh(τ )∣∣22,Ω dτ + bε(T ,R) sup
τ∈[0,T ]
∣∣zh(τ + s)∣∣22−η,Ω (99)
for all s ∈ R with η > 0 and arbitrary T > 0. Thus we can apply the argument above to prove
relation (97) and hence (98) for all s ∈ R. This implies that A is a bounded set in W = (H 4 ∩
H 2Γ0)(Ω)×H 2Γ0(Ω).
Step 4: Finite dimension. Since the attractor is bounded in W we can apply the same method as
in [12] in order to obtain from Proposition 3.5 (cf. Lemma 5.1 in [12]) that there exist constants
C1 and ω, possibly depending on damping parameter d and on R such that (90) holds true. Thus,
by evoking Theorem 2.2 in [11] we obtain the finiteness of the dimension. This completes the
proof of Theorem 2.2.
Remark 4.2. We note that the proof given above also works in the case of Theorem 2.5. However,
in this latter case, a simpler argument presented in Section 4.1 leads to the desired conclusion.
The advantage of the proof given for Theorem 2.5 is not only simplicity of the arguments in-
volved but also the fact that these arguments require less a priori information about the dynamics.
For instance, the proof given in Section 4.1 does not depend on the compactness of the attrac-
tor. Its main steps involve solutions from invariant absorbing set only. This feature allows to use
the general abstract results presented in [14, Chapter 4] to provide direct proofs of some other
dynamical properties of the system considered.
5. Proof of Theorem 2.7
We note that in studying rates of stabilization to equilibria it is important to work with weak
solutions only (non-uniqueness of equilibria makes impossible to approximate weak solutions
by strong solutions). Thus the issues such as validity of energy inequality and of variational form
of equation satisfied for weak solutions is of paramount importance here. And this is the reason
for introducing additional conditions in the statement of Theorem 2.7.
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If the set N of equilibria is discrete, then by (23) we have for any W = (w0;w1) ∈H there
exists an equilibrium point E = (e,0) ∈N such that weak solution W(t) = (w(t);wt(t)) satis-
fies
W(t) = S(t)W → E, t → ∞, (100)
where the convergence is in the strong topology of H.
Consider a new variable
Z(t) = (z(t), zt (t))≡ W(t)−E = (w(t)− e,wt (t)).
From (100) we infer that for any ε > 0 there exists T0 > 0 (“no escape time”) such that for all
T > T0
T∫
T−1
E0
(
w(t)− e)dt = T∫
T−1
E0
(
z(t)
)
dt  ε, (101)
where 2E0(z) = Ez(t) =
∫
Ω
[|zt |2 + a(z, z)]dΩ . In what follows we shall take ε sufficiently
small, so the only equilibrium in the ε neighborhood is precisely e. By the definition of equilib-
rium that new variable Z(t) = (z(t), zt (t)) satisfies the equation
ztt +B(zt )+Δ2z + F(z + e)− F(e) = 0 in Q,
Δz + (1 − ν)B1z = 0 on Σ1,
∂
∂ν
Δz + (1 − ν)B2z− ν1z− β
(
(z + e)3 − e3)= d(x, y)g(zt ),
∂
∂ν
z = z = 0 on Σ0, (102)
where we have denoted F(w) ≡ −[v(w)+F0,w]. It follows from Proposition 1.6 that the weak
solution to (102) can be interpreted as a variational solution.
5.2. New energy
The key to the proof is the following somewhat unusual energy functional:
E1
(
z(t)
)≡ E0(z(t))+Φ(z(t)),
where Φ(z) is a potential function defined by
Φ(z) ≡ −
1∫ (
F(e + zs)− F(e), z)ds.0
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energy function in terms of controlling the topology of H.
Lemma 5.1. Let z be any finite energy (generalized) solution of (102). Then for any 0  s  t
we have
E1
(
z(t)
)+ D˜ts(z) E1(z(s)), (103)
where the damping term D˜ts(z) corresponds to a weaker form of the energy inequality (6):
D˜ts(z) =
t∫
s
[∫
Γ1
jg(zt ) dΓ +
∫
Ω
B(zt )zt dΩ
]
dt (104)
with jg given by (7). Moreover, for strong solutions we have equality in (103) with jg(s) replaced
by sg(s).
Proof. The proof is standard but requires some calculations. We multiply both sides of Eq. (102)
by zt and we integrate by parts. Computations are first performed for strong solutions where one
has the energy identity (10). Passing with the limit on strong solutions and appealing to weak
lower semicontinuity of jg(s) allows to obtain the inequality in Lemma 5.1. 
Proposition 5.2. On the solutions z(t) satisfying (100) the energy functional E1(z(t)) has the
following properties:
• E1(z(t)) 0 for all t  0.
• If ‖Z(t)‖2H = 2E0(z(t)) 2R2 for t ∈ [0, T ], then for all t ∈ [0, T ] we have:∣∣E0(z(t))− E1(z(t))∣∣ ε∥∥z(t)∥∥2H 2(Ω) +C(ε,R)∥∥z(t)∥∥2L2(Ω), (105)
E0
(
z(t)
)
 2E1
(
z(t)
)+C1∥∥z(t)∥∥2L2(Ω)  4E0(z(t))+C2∥∥z(t)∥∥2L2(Ω), (106)
where C1 and C2 are constants dependent on R, C2 >C1 > 0.
Proof. Is standard by Sobolev’s embeddings after using the definitions of energies involved and
the regularity of Airy’s stress function (4). 
5.3. Observability inequality
The key to the proof is the following observability inequality that is related to the inequality
given in Lemma 3.3.
Lemma 5.3. Assumption 1.1 is in force. Let z be a weak solution to (102) such that
supt∈[0,T ] E0(z(t))  R2. Assume that either Assumption 2.1 or relation (26) holds. Then there
is T0 > 0 such that for any T > T0 we have
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T∫
0
E0
(
z(t)
)
dt  C1(T )(I +H0)
(E1(0)− E1(T ))+C2(T ,R) lot0(z), (107)
where lot0(z) is given by (49) and H0 is the same as in (31) with c3 = T −1.
Proof. The proof of the lemma follows the same technical ingredients as used for the proof of
Lemma 3.3 except for the following points:
• Instead of Proposition 3.4 we have a more precise estimate
T∫
0
E0
(
z(t)
)
dt  c0
(
E0
(
z(T )
)+E0(z(0)))+C1(T )(I +H0)(D˜T0 (z))
+C2(T ,R) lot0(z) (108)
for any strong solution, where D˜T0 (z) is given by (104) with jg(s) replaced by sg(s). Indeed,
in the first case (Assumptions 1.1 and 2.1 are in force) by exploiting (29) and accounting for
small frequencies in the damping one can see that
T∫
0
∫
Γ1
|zt |2 dΓ dt  C1(T )(I +H0)
(
D˜T0 (z)
)
.
Therefore we can obtain (108) for the first case. In the second case (Assumption 1.1 and
property (26) hold) the argument is the same and relies on Proposition 3.7.
• The integrals involving non-linear terms R(z) can be now estimated by lower order terms
owing to the fact that the solution e is stationary. This leads to the relation (as in [13])
(
R(z), zt
)= ([v(w)+ F0,w]− [v(e)+ F0, e], zt)
= ([v(w)+ F0,w],wt)− ([v(e)+ F0, e],wt)
= d
dt
{
1
4
∣∣Δv(w)∣∣20,Ω + 12
∫
Ω
F0[w,w]dΩ −
∫
Ω
[
v(e)+ F0, e
]
wdΩ
}
.
Simple inspection along with Sobolev’s embeddings lead to the conclusion that these terms,
after integrating from s to t contribute lower order terms only.
• Using the energy relation with E1(t) for strong solution after the limit transition we obtain
(107) for weak solutions.
We also refer to the proofs of Lemma 3.4 in [11], Theorem 3.12 in [13] and Lemma 4.36 in [14],
where similar considerations were used for other models. 
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Lemma 5.3 reconstructs the energy of solutions in terms of the dissipation and lower order
terms lot0(z) that are compact on the phase space. As usual, in dealing with rate decay issues,
the goal is to dispense with the lower order terms. This is typically done by using a version
of compactness uniqueness argument [37] applied first to strong solutions and then extended to
weak solutions via approximation argument. The difficulty in our case is that we consider weak
solutions converging to a specific equilibrium point. Thus, ‘smooth’ approximations of solutions
may not be stable with respect to that property. As a consequence we cannot resort to strong
solutions in order to carry calculations and we are forced to work within the framework of weak
solutions only. This is the reason why the energy inequality and variational form of equation
established for weak solutions play such important role in allowing to dispense with the lower
order terms.
Lemma 5.4. Let z be a weak solution to (102) and such that
sup
t∈[0,T ]
E0
(
z(t)
)
R2.
Moreover we assume that (101) holds for a preassigned small 
. Then, there exists a positive
constant ε0 such that
lot0(z) C(R,T , ε)(I +H0)
(E1(0)− E1(T ))
provided ε  ε0 and T > T0, where T0 is the same as in Lemma 5.3 and also such that (101) is
in place.
Proof. The proof is based on ‘compactness uniqueness’ argument. The compactness results fol-
low from the fact that lower order terms are compact. The uniqueness property results from the
fact that (i) stationary solutions are locally unique, and (ii) static solutions corresponding to the
linearized equation have only trivial solutions. Indeed, the first property follows from the as-
sumption that equilibria are isolated while the property (ii) is due to assumed hyperbolicity of
equilibria points. Thus the key ingredients of this contradiction argument is that we work in a
small neighborhood of equilibrium point which is hyperbolic and isolated. The technical diffi-
culty is due to the fact that we work within the framework of weak solutions for which the energy
inequality and the variational form of the equation must be satisfied. After presenting the general
idea of the argument we proceed with the details.
We shall carry the proof for the more demanding case when the main mechanism of dissipa-
tion is the boundary dissipation. The case of internal dissipation is simpler and it has been treated
already in [13].
Let ε0 > 0 be such that for the stationary solution e there is no other stationary solutions w
such that E0(w − e) ε0 and ε  ε0. We argue by contradiction, denying validity of inequality
in Lemma 5.4. Thus we assume that there exists a sequence {zn(t)} = wn(t) − e of generalized
solutions to Eq. (102) such that E0(zn(t))R2 for all t ∈ [0, T ], the bound in (101) holds and
lot0(zn) → ∞ when n → ∞.
(I +H0)(E1(0)− E1(T ))
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lot0(zn)
(I +H0)(D˜T0 (zn))
→ ∞ when n → ∞, (109)
where D˜T0 (z
n) is given by (104). Hence
T∫
0
[∫
Γ1
d(x, y)jg
(
znt (t)
)
dΓ +
∫
Ω
d0(x, y)z
n
t (t)b
(
znt (t)
)
dΩ
]
dt → 0. (110)
We can also assume that(
zn, znt
)→ (z, zt ) weakly* in L∞(0, T ;H). (111)
Since H0(s) = h(c3s), using Assumption 2.1 implying jg(s)m0s2, |s| > 1 and property (29)
yield
T∫
0
∫
Γ1
d(x, y)
∣∣znt (t)∣∣2 dΓ dt → 0. (112)
In addition we also have that
T∫
0
∫
Γ1
d(x, y)
∣∣g(znt (t))∣∣dΓ dt → 0 (113)
and
T∫
0
∫
Ω
d0(x, y)
∣∣b(znt (t))∣∣dΩ dt → 0. (114)
Indeed, since |g(s)| Cjg(s) for |s| 1, using (29) for |s| 1, we obtain that
T∫
0
∫
Γ1
d(x, y)
∣∣g(znt (t))∣∣dΓ dt  C(I +H0)(D˜T0 (zn)).
This along with (109) implies (113). As for (114) we obviously have that |b(s)| δ + Cδsb(s)
for every δ > 0. Therefore by (110) we have that
lim sup
n→∞
T∫ ∫
d0(x, y)
∣∣b(znt (t))∣∣dΩ dt  δ
0 Ω
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Now we claim that
d0(x, y)z
n
t → 0, a.e. in Q (115)
along a subsequence. Indeed, it follows from (111) that∫
Q
d0(x, y)
∣∣znt (t)∣∣dQ Cλ−1 + ∫
Aλ
d0(x, y)
∣∣znt (t)∣∣dQ,
where Q = (0, T )×Ω and Aλ = {(t;x;y) ∈ Q, |znt | λ}, for every λ > 0. It is also easy to see
that for any positive λ and δ there exists Cλ,δ such that
|s| δ +Cλ,δsb(s), |s| λ.
Therefore, it follows from (110) that
lim sup
n→∞
∫
Q
d0(x, y)
∣∣znt (t)∣∣dQ C1λ−1 +C2δ
for any positive λ and δ. This implies (115). Thus, by standard weak convergence and compact-
ness argument we can assume that there exists an element (z,0) from L∞(0, T ;H) such that(
zn, znt
)→ (z,0) weakly* in L∞(0, T ;H). (116)
By Aubin’s type of compactness argument (standard) this implies that
zn → z strongly in C(0, T ;H 2−η(Ω)) for any η > 0. (117)
Let us prove that z(t) ≡ 0. Using (116) and (117) and passing to the limit (in the sense of distri-
butions) on Eq. (102) we infer that the limit function z(t) is a variational solution to
Δ2z+ F(z + e)− F(e) = 0 in QT , (118)
with the homogenous boundary conditions (i.e. as in (21)). It is exactly the point where we have
used that weak solutions satisfy variational form of the equation (see Proposition 1.6). Since e
is a stationary solution, the above implies that w ≡ z + e is also a stationary solution. On the
other hand from the weak lower semicontinuity of the energy, weak convergence in (116) and
the bound in (101) we infer
T∫
T−1
E0
(
z(t)
)
dt = E0(z) = E0(w − v) ε  ε0.
By the assumption concerning ε0 this implies that w = e. Hence z ≡ 0 in (116) and (117) and we
have zn → 0 in C(0, T ;H 2−
(Ω)).
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zˆn ≡ z
n
αn
and α2n = lot0(zn) → 0,
where the last conclusion follows from (117). We observe that because of (109), properties of g
and b and property (29) we have
T∫
0
∫
Γ1
d(x, y)
∣∣zˆnt (t)∣∣2 dΓ dt + 1α2n
T∫
0
∫
Γ1
d(x, y)jg
(
znt (t)
)
dΓ dt → 0. (119)
Moreover,
1
α2n
T∫
0
∫
Ω
d0(x, y)z
n
t (t)b
(
znt (t)
)
dx dt → 0. (120)
Hence, arguing as before
zˆnt (t) → 0, a.e. in Q. (121)
Moreover, from the observability inequality in Lemma 5.3 we also obtain that there exists some
K > 0 such that E0(zˆn(t))  K for all t ∈ [0, T ]. Again, by standard weak convergence and
compactness arguments we can assume that there exists an element (zˆ,0) from L∞(0, T ;H)
such that (
zˆn, zˆnt
)→ (zˆ,0) weakly* in L∞(0, T ;H), (122)
and, as above, arguing Aubin compactness argument we have that
zˆn → zˆ strongly in C(0, T ;H 2−η(Ω)) for any η > 0. (123)
In order to obtain a differential equation for zˆ we need to discuss the behavior of F(e+zn)−F(e)
as n → ∞. We claim that
1
αn
[
F
(
e + zn)− F(e)]→ F ′(e)zˆ in L∞(0, T ;H−2(Ω)), (124)
where F ′ is the Frechet derivative of F . The above follows from the (conservative) estimates [13]∣∣F ′(u)w∣∣
H−2(Ω)  C(R)|w|2,Ω
and ∣∣(F ′(u)− F ′(z),w)∣∣ CR|u− z|2−
,Ω |w|2,Ω, w ∈ H 20 (Ω).
It is also easy to see that a property similar to (124) holds for the boundary non-linearity.
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passing to the limit (here again using the fact that weak solution is variational) we infer that the
limit function zˆ satisfies
Δ2zˆ+ F ′(e)zˆ = 0 in QT , (125)
in the variational sense with the boundary conditions that are homogenous. Since the equilibrium
is assumed hyperbolic, we infer that the only solution to (118) is zero solution. Thus zˆ ≡ 0 in
(122) and (123), which is impossible because 1 = lot0(zˆn) → lot0(zˆ(t)) = 0. 
5.5. Final argument
Since the system (H, St ) is dissipative, we have that ‖(z(t), zt (t))‖H  R for all t > 0 and
for some R > 0. We choose T (depending on the particular solution) such that (101) holds with
ε  ε0, where ε0 is given in Lemma 5.4, and apply Lemmas 5.3 and 5.4.
By combining the observability inequality in Lemma 5.3 with the inequality from Lemma 5.4
we obtain that
E1
(
z(T )
)+ T∫
0
E0
(
z(t)
)
dt  C(I +H0)
(E1(z(0))− E1(z(T ))). (126)
Therefore, by using Lemma 3.3 in [37] in the same way as in (3.20)–(3.21) in [11] (see also [13]
or [14]) we obtain the final conclusion.
Thus the proof is complete.
Appendix A. Proof of Proposition 3.2
By [22] it is sufficient to prove that limt→∞ α(StB) = 0, where α(B) is the Kuratowski α-
measure of non-compactness which is defined by the formula
α(B) = inf{d: B has a finite cover of diameter < d}
for all bounded sets of X. For a description of properties of the α-measure we refer to [22] or
[42, Lemma 22.2], for instance.
Since St1B ⊂ St2B for t1 > t2, the function α(t) ≡ α(StB) is non-increasing. Therefore it is
sufficient to prove that for any ε > 0 there exists T > 0 such that α(ST B) ε. If this is not true,
then there is ε0 > 0 such that
α(ST B) 6ε0 for all T > 0.
For this ε0 we choose T0 such that (35) and (36) hold. The relation α(ST0B) 6ε0 implies that
there exists an infinite sequence {yn}∞n=1 such that
d(ST0yn,ST0ym) 2ε0 for all n = m, n,m = 1,2, . . . .
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Ψ
0,B,T0(yn, ym) ε0 for all n = m, n,m = 1,2, . . . .
This contradicts (36). The proof is complete.
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