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Abstract
Any system in the world is comprised of particles like electrons. To analyze the behaviors of these systems the behavior of these particles must be
predicted. The ground state energy of a molecule is important information
about a molecule and can be calculated by solving the Schrödinger equation.
As the number of atoms increase, the number of variables (coordinates of
each atom) that the equation represents increases by three times. Due to
the large state space and the nonlinear nature of the Schrödinger equation,
it is very difficult to solve this equation. Quantum Monte Carlo (QMC) is a
very efficient method to solve the Schrödinger equation for accurate results.
This method uses random numbers to sample the complex equation and get
very accurate results. Due to the large data involved in this method, it
exhibits a rich amount of data parallelism. Variational path integral (VPI)
simulations are a class of QMC methods that permit direct computation of
expectation values of coordinate-space observables for the nodeless ground
states of many-body quantum systems. The high degree of data parallelism
involved in this method facilitates the use of Graphical Processing Units
(GPUs), a powerful type of processor well known to computer gamers. In

v

comparison to other parallel systems, like CPU clusters, GPU hardware can
be much faster and is significantly cheaper. The goal of this thesis is to implement the VPI simulation algorithm on GPUs to accelerate computation
of the coordinate-space observables of a Neon cluster.
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Chapter 1

Introduction
Due to high arithmetic computational performance and high memory bandwidth, Graphics Processing Units (GPUs) are suitable for scientific computing applications. The rapid increase in GPU floating point performance
may provide cost effective solutions for highly arithemetic intensive scientific computational problems. Quantum Monte Carlo (QMC) is among the
most accurate methods for solving the time independent Schrödinger equation, an equation that describes how the quantum state of a physical system
changes in time. Variational Path Integral (VPI) is one of the flavors of
the Quantum Monte Carlo method suitable for calculating the coordinate
space observables of an atom. QMC methods are used to study the energetic,
structural, and super fluidic properties of quantum clusters at both zero and
finite temperatures and consist of computationally intensive functions.[8].
In this thesis the focus will be towards exploring the VPI algorithm
and GPU architecture, using a GPU to implement the VPI algorithm, and
investigating some optimizations possible on GPUs that could accelerate the
1

intensified arithmetic operations involved in this algorithm. The results of
the VPI algorithm for calculating the accurate coordinate space observables
of a neon crystal on a Central Procesing Unit (CPU) and a GPU are also
provided in this paper.

1.1

Motivation

Quantum Monte Carlo algorithms involve intensified arithmetic operations,
large data transfers, and use large memory space for storage. Therefore use
of devices like GPUs which are well suited for algorithms that exhibit a rich
amount of data parallelism may improve the performance of the algorithm.
Apart from that, GPUs are cheap and are better than CPUs in many ways
as explained in later parts of this thesis. The motivation of this work comes
from the idea of implementing the VPI algorithm on a GPU. This method
is very expensive and requires a vast array of computing resources in order
to obtain results of a reasonable convergence level. Due to the large amount
of data involved, the VPI algorithm has a high degree of data parallelism
and thus is well suited for a GPU architecture.

1.2

Thesis Outline

Chapter 2 presents an introduction to Monte Carlo methods, the Quantum
Monte Carlo method, and the Variational Path Integral method. Quantum
Monte Carlo methods are Monte Carlo methods which involve quantum
particles and the Variational Path Integral method is one of the many flavors of Quantum Monte Carlo methods. To understand the VPI algorithm,
2

one needs to understand the Quantum Monte Carlo methods. Chapter 3
presents the design approach of the implementation. Graphics processing
units and the compute unified device architecture (CUDA) are discussed in
this chapter. The Variational Path Integral implementation and results are
discussed in Chapter 5. Chapter 6 discusses conclusions and future work.

3

Chapter 2

Literature Review
2.1

Introduction to Monte Carlo Simulation

Monte Carlo simulation [1] is a method for analyzing the behavior of any
activity or process that involves uncertainty. This method use random numbers and probability statistics to solve problems and therefore they are also
called stochastic techniques.
Solving equations which describe the interactions between two atoms
may be simple; solving the same equations for hundreds or thousands of
atoms is often impossible. Using Monte Carlo methods to sample, a large
system can be sampled with a number of small random configurations, and
that data can be used to analyze the overall system. Monte Carlo simulations
are widely used in different fields that range from economics to nuclear
physics. The method used may vary widely depending on the field in which
it is used [2].
In Monte Carlo algorithms, the entire system, which may be an equation
4

involving hundreds or thousands of variables is simulated or evaluated a
large number of times. Each time the equation is simulated, the unknown
variables are sampled. The system is then simulated numerous times and the
performance of the system can be computed. At the end of the simulations,
the result is a large number of samples which describe the possible state
of the system. These results are combined into probability distributions
of possible outcomes. As a result, the outputs are not single values, but
probability distributions.

2.1.1

Buffon’s Needle - Monte Carlo Calculation of Pi

An easy way to introduce the Monte Carlo method is with the problem of
Buffon’s Needle [3].
Buffon’s needle refers to a simple Monte Carlo method for the estimation
of the value of pi. Suppose you have a tabletop with a number of parallel
lines drawn on it, which are equally spaced (say 1 inch). Suppose you also
have a pin or a needle, which is also an inch long. If you drop the needle
on the table, the needle crosses or touches one of the lines or the needle
crosses no lines. Three random variables represent the needle. The first two
variable are x and y, the coordinates of the needle’s center, with which we
calculate the distance to the closest line (D). The third variable is the angle
of rotation q about the needles center. Figure 2.1 depicts this situation.
The needle in Figure 2.1 misses the line. The needle will hit the line if the
distance to the line (D) is zero or less than equal to

1
2

sin (θ). In the graph

shown in Figure 2.2, D is plotted along the y-axis and θ is plotted along
the x-axis. The values on or below the curve represent a hit. Therefore, the
5

Figure 2.1: Needle misses the line in this figure (reproduced from [3])

probability of success is the ratio of the shaded area to the area of the entire
rectangle.

Figure 2.2: Angle Vs D(reproduced from [4])

The area of the shaded area can be found by using the definite integral
of ( 12 ) sin (θ) evaluated from 0 to Π. The result is 1. The area of the entire
rectangle is Π/2. So the probability of hits is 2/Π.
Therefore, if we continue to drop needles, this ratio approaches 2/Π,
from which we can compute the value of pi.

2.2

Quantum Monte Carlo

The Schrödinger equation describes the quantum state of a physical system which changes with time. The Schrödinger equation [14] for a general
quantum system is shown below:

6

i}

∂
ψ = Hψ
∂t

where, ψ is the is the wave function for different configurations of the system
at different times,

∂
∂t

is the energy operator and, H is the is the Hamiltonian

operator [14].

Any physical system can be represented by the many-body Schrödinger
equation such as electrons, which are in every material. So if we want to
analyze the behavior of any system that is comprised of electrons we must
first try to predict the behavior of electrons. But the equation involves
three times the number of particles, i.e. if a system has N atoms then
the equation has a function that involves 3N variables. Also theorists have
approximated the many-body wave function as an antisymmetric function of
one-body orbitals (mathematical functions describing the wave-like behavior
of an electron in a molecule). This kind of formulation may either limit the
possible wave functions, or converges very slowly. Quantum Monte Carlo
(QMC) is a way around these problems because it allows us to model a manybody wavefunction of our choice directly. QMC [5] allows systems involving
a large number of vibrational dimensions to be solved with significantly less
effort. QMC is a large class of computer algorithms that simulate quantum
systems with the idea of solving the quantum many-body problems like the
Schrödinger equation. QMC is a Monte Carlo method and makes use of
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random numbers to make a series of random moves, an algorithm is then
used to accept or reject the move. Depending on the QMC method used,
a specific function is applied to old and new configurations. The move is
either accepted or rejected by comparing the results of this function before
and after the move.

2.3

Variational Path Integral

The Variational Path Integral (VPI) method [6], also known as the path
integral ground state (PIGS) method, is a QMC computational technique
that permits the computation of expectation values of coordinate-space observables for the nodeless ground states of many-body quantum systems.
The particle positions rk in a VPI simulation of a real N-particle system,
are defined in a continuous vector space. Suppose if we separate this coordinate space by restricting the particle positions rk to a simple cubic lattice
rk = snk , where s is the lattice spacing and nk is a vector in the discrete
space Z3 . For small values of s, the expectation values calculated from the
discrete-coordinate space should agree with the results obtained from continuos simulations. A VPI simulation generates a sequence of configurations
Q = (r1 , r2 , ..... , rn ) for an N-particle system, a sequence in which Q appears with a probability that is proportional to the system’s ground state
probability density |Ψ(Q)|2 . Q = (r1 , r2 , ..... , rn ) represents the positions of N particles that comprise the many-body system. By averaging
the observables over the sequence of configurations generated during the
VPI simulation, expectation values of coordinate-space observables can be

8

estimated.

2.4

Summary

The Monte Carlo method is a technique that approximates solutions to
quantitative problems by statistical sampling. It is a versatile method and is
used to analyze the behavior of any system that involves uncertainty. These
methods are used in many fields from economics to nuclear physics and the
way they are used varies widely from field to field. QMC is a Monte Carlo
method used to simulate quantum systems to solve the quantum many-body
problem. The VPI algorithm is a class of QMC methods used to calculate the
expectation values of coordinate-space observables for the nodeless ground
states of many-body quantum systems

9

Chapter 3

Approach
QMC methods are very expensive and make use of many computing resources in order to obtain results at a reasonable convergence level [8]. Due
to large amount of data involved, this method exhibits data parallelism and
facilitates the use of graphics processing units.

3.1

Graphics Processing Unit

The technical definition of a Graphics Processing Unit (GPU) is a ”single
chip processor with integrated transform, lighting, triangle setup/clipping,
and rendering engines that is capable of processing a minimum of 10 million
polygons per second” [15]. GPUs used in embedded systems, mobile phones,
personal computers, workstations, and game consoles. A general figure of a
GPU is shown in Figure 3.1.

10

Figure 3.1: Graphics Processing Unit

Microprocessors brought giga floating-point operations per second (GFLOPS)
to the desktop and hundreds of GFLOPS to cluster servers [9]. As the performance of these microprocessors increased, the application software provided
more functionality, had better user interfaces, and generated more useful
results. As the users became accustomed to these improvements, they demanded even more improvements, creating a positive cycle for the computer
industry.
To satisfy the users, software engineers concentrated mostly on hardware
because the same software runs faster as each new generation of processors is
introduced. But due to energy-consumption and heat-dissipation issues, the
increase of the clock frequency and the level of productive activities that
can be performed in each clock period within a single CPU were limited
[9]. Without performance improvement, software developers will no longer
be able to introduce new features into their software, reducing the growth
11

opportunities of the computer industry.
A GPU is a graphics-rendering device. They are very efficient at manipulating and displaying graphics. Due to their highly parallel structure they
are more effective than the general purpose CPUs for a range of complex
algorithms that exhibit a rich data parallelism.

3.1.1

Difference Between CPU and GPU

A multi-core microprocessors seeks to maintain the execution speed of sequential programs while moving into multiple cores. The number of cores
in a multiprocessor is doubling with each semiconductor process generation.
For example, the recent Intel i7 microprocessor, has four processor cores,
each of which is an out-of-order, multiple-instruction issue processor implementing the full x86 instruction set [9].
In contrast, the many-core trajectory focuses more on the execution
throughput of parallel applications. For example, the NVIDIA Fermi graphics processing unit with 512 cores, each of which is heavily multiple threaded.
Many-core processors, especially the GPUs, have led the race of floatingpoint performance since their arrival. This phenomenon is illustrated in
Figure 3.2.

12

Figure 3.2: Performance between CPU and GPU(reproduced from [10])

The difference between the peformance of a CPU and a GPU is due to
the design philosophies between the two processors, as illustrated in Figure
3.3. The design of a CPU is optimized for sequential program execution.
It used flow control to allow instructions with a single thread of execution
to execute in parallel or even out of the sequential order while maintaining
the order of the program. It also has large cache memory used to reduce
the data and instruction access latencies. Even the bandwidth of the CPU
is much slower. GPUs have approximately 10 times the bandwidth of the
CPU [9].

13

Figure 3.3: Block diagrams of CPU and GPU(reproduced from [10])

GPUs are specialized for compute-intensive, highly parallel computation,
exactly what graphics rendering is about and therefore designed such that
more transistors are devoted to data processing rather than data caching
and flow control.
GPUs are especially well suited to address problems that can be expressed as data parallel computations, meaning the same program is executed on many data elements in parallel with high arithmetic intensity (ratio
of arithmetic operations to memory operations). There is no need for sophisticated flow control because the same program is executed for each data
element. Because it is executed on many data elements and has high arithmetic intensity, memory latency can be hidden with calculations instead of
big caches [10].
Data-parallel processing maps data elements to parallel processing threads.
To speed up the computations, a data-parallel programming model is used
by many applications that process large data sets. The Compute Unified Device Architecture (CUDA) programming model is very well suited to expose
14

the parallel capabilities of GPU. The latest generation of NVIDIA GPUs,
based on the Fermi architecture, supports the CUDA programming model
and tremendously accelerates CUDA applications [9].

3.2

GPU Architecture

Figure 3.4 shows the architecture of a typical CUDA-capable GPU. It is organized into an array of highly threaded streaming multiprocessors (SMs).
In Figure 3.4 two SMs form a building block. Each SM has some number of streaming processors (SPs) that share control logic and instruction
cache. Each GPU has graphics double data rate (GDDR) DRAM, referred
to as global memory [9]. Figure 3.3 shows the architecture of the GeForce
GTX 280. It has 240 scalable streaming processor cores, divided into 30
multithreaded multiprocessors. It is capable of executing 30,720 concurrent
threads.

Figure 3.4: Architecture of GPU(reproduced from [11])

Figure 3.5 shows a streaming multiprocessor. It has 8 SPs, instruction
cache (I cache), constant cache (C cache), and a special function unit (SFU).

15

Figure 3.5: Streaming Multiprocessor(reproduced from [11])

Figure 3.6 shows the Fermi GPU architecture. The tall, rectangular
structures flanked by blue are SMs. Fermi has up to 16 SMs. The small,
green squares inside of each SM are SPs. These are the most fundamental
execution resources on the chip. Fermi has 512 SPs. Six of the darker blue
blocks on the sides of the diagram are memory interfaces, per their labels.
Those are 64-bit interfaces, which means Fermi has a total path to memory
that is 384 bits wide [11].

16

Figure 3.6: Architecture of Fermi GPU(reproduced from [11])

3.3

Programming Model

Out of the many proposed parallel-programming models, the ones that are
most widely used are the Message Passing Interface (MPI) for scalable
cluster computing and OpenMP for shared-memory multiprocessor systems
[9]. In the MPI programming model, the computing nodes in a cluster do
not share memory, all data sharing and interaction between nodes is done
through explicit message passing. Due to a lack of shared memory the
amount of effort required to port an application into MPI is high. CUDA
provides shared memory for parallel execution in the GPU to address this
difficulty [9].
17

OpenMP has shared memory but it has poor scalability due to high
thread management overhead and cache coherence hardware requirements.
CUDA is highly scalable and has very low overhead due to thread management and no cache coherence.

3.3.1

CUDA Program Structure

A CUDA [9, 10] program consists of one or more phases that are executed
on either the host or on the GPU. The phases that exhibit little or no data
parallelism are implemented in the host code. The phases that exhibit a
rich amount of data parallelism are implemented in the device code. The
NVIDIA C compiler (nvcc) separates these two phases during the compilation process. The host code is straight code, and the device code is written
using ANSI C extended with keywords for labeling data parallel functions,
called kernels, and their associated data structures. The device code is compiled by the nvcc and is executed on the GPU.
The execution of a CUDA program starts with host (CPU) execution.
When a kernel function is launched the execution is transferred to a device
(GPU), where a large number of threads are generated to take advantage of
abundant data parallelism. All the threads that are generated by a kernel
during an invocation are collectively called a grid.

3.3.2

CUDA Device Memory Model

In CUDA a host and devices have separate memory spaces. In order to
execute a kernel on a device, the programmer needs to allocate memory on
the device and transfer the pertinent data from the host memory to the
18

allocated device memory. Similarly, after device execution, the programmer
needs to transfer results back to the host memory and free up the device
memory. Figure 3.7 shows an overview of the CUDA device memory model.
The CUDA memory model is supported by API functions that help CUDA
programmers to manage data in these memories [10].
The memories at the bottom of Figure 3.7 are the global, constant,
and texture memories. Any data that is transferred from host to device is
stored here. It has long latency and allows reads and writes by the host
by calling the API functions. Constant memory has short latency and high
bandwidth. Constant memory and texture memories allow read-only access
by the device. Variables stored in registers and shared memory can be
accessed at a very high speed and in a highly parallel manner. Registers
are allocated to individual threads. Data that is frequently accessed by a
thread is stored in its register. Shared memory is allocated to threads in a
block. All the threads in a block can access data stored in shared memory.

3.4

Summary

Due to the high arithmetic computational performance and high memory
bandwidth of GPUs, QMC methods are well suited to be implemented
on these devices. As CUDA is a better progamming model than MPI or
OpenMP as explained in Section 3.3, CUDA is used to implement the VPI
algorithm on the GPU. Before implementing the algorithm in CUDA, the
algorithm is impelmented in C. The C code is optimized with level (O3). In
Chapter 5, the C code and the CUDA kernels are explained in detail.
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Chapter 4

VPI Algorithm
In this thesis we apply the VPI algorithm to a Neon cluster at ground state
to compute the expectation values of the coordinate-space observables at 0K.
We assume a p-Bead polymer chain of the Neon cluster and each bead contains 864 atoms, where a bead is a collection of atoms. The VPI algorithm
has 3 phases: (1) Bead Prediction, (2) Bead Move, and (3) Accept/Reject.
In the bead prediction phase new coordinates of an atom in a bead are predicted. In the bead move phase the energy impression of all the neighboring
atoms on the particular atom is calculated. Using the calculated potential
energy an accept/reject algorithm is used to either accept or reject the move
predicted in the first phase.
Initialization occurs once, and is followed by a large number of iterations
of: even-bead prediction and move, odd-bead prediction and move, firstbead prediction and move, and last-bead prediction and move. The order of
these four pairs is irrelevant, but prediction always precedes move in a given
pair; once a prediction is made, the corresponding move must be completed
20

before a different prediction is made, and all the four pairs must be executed
once in a given system.

4.1

Bead Prediction

Initially assume the Cartesian vector of an atom in a crystal is r(x, y, z)
and r’(x, y, z) is the expected value of the coordinate space observables.
A new set Q(r1 , r2 , .... , rN ) is generated by averaging the observables
over the sequence of configurations generated during the VPI simulation.
The expected values of the coordinate space observables are obtained by
the Gaussian random displacement (β random ) and the average of the atom
coordinates atoms of the neighboring beads.
0

For an atom n, assume rn (x, y, z) are the initial coordinates and rn (x,
y, z) represents the newly predicted vector. The newly predicted vector is
given by

0

rn (x, y, z) = 0.5(rn−1 (x, y, z) + rn+1 (x, y, z)) + βrandom

21

Figure 4.1: Bead Prediction

As shown in Figure 4.1, to predict the move of atom 3 in bead 4, the average of the positions of atom 3 in bead 3 and atom 3 in bead 5 is calculated.
In the figure shown, R is the actual position of the atoms and d represents
the displacement vector. R remains constant throughout the simulation and
d changes during the simulation. A random number is then added to the
average of the coordinates of the two atoms in bead 3 and bead 5.

4.2

Bead Move

In every bead, for an atom j, consider that it has N neighbors. The energy
impression of all the N neighboring atoms on the particular atom is calculated for deciding the atom coordinate movements acceptance or rejection.
We calculate V(Rr

old )

and V(Rr

new )

For an atom j in stencil (i)

22

from all the neighboring atoms.

Rr

old

= |Rij + rj a − ria |

Rr

new

= |Rij + rj a − ri |

0a

Dv+ = (V (Rr

new )

− V (Rr

old ))

Figure 4.2: Bead Move

In Figure 4.2, atom 3 in bead 4 has 8 neighboring atoms. S represents
the intial distance between the atom 3 and its corresponding neighboring
atoms. S(3, 7) represents the intial distance between atom 3 and atom 7. To
23

R
10
11
12

V(R)
0.09
0.07
0.06

Table 4.1: Table shows the potetial energies of atoms corresponding to their distance (R).

calculate the distance between atom 3 and atom 7, the difference between the
displacement vectors of these atoms is added to the initial distance between
these two atoms. This distance is used to calculate the potential energy of
atom 3 corresponding to atom 7. Similarly the potential energy of atom 3
corresponding to all its neighbors is calculated and is used to decide whether
to accept or reject the atom coordinate movement.

4.3

Accept/Reject Algorithm

After calculating the distances between atoms, the Morse potential energy
curve shown in Figure 4.3 is used to calculate the potential energies. The
potential energy curve comes from the solution of the Schrödinger equation
for the molecule at each position of the nuclei. The Morse potential energy
curve is used to model the interaction between an atom and a surface and
used to calculate a wide range of energy levels. For example, if the distance
calculated is 10.75, this distance is interpolated using the distances that are
previously calculated to obtain the potential energy. As seen in the table,
to calculate the potential energy for the distance 10.75, one quarter of 0.09
is added to three quarters of 0.07.
Therefore, the potential energy for the distance 10.75 will be,
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1
3
V (R) = (0.09) + (0.07)
4
4

Figure 4.3: Morse Potential Energy Curve

Once a bead has been moved and the potential energies are calculated,
the Metropolis Algorithm for Monte Carlo is used to accept or reject this
new configuration based on the probability weight function.
In the Metropolis algorithm, if the probability of the new atoms is greater
than the old probability, the simulation unconditionally accepts the move.
However, if the new probability is less than the old probability then the
algorithm will conditionally accept or reject the move. The ratio of the new
probability to the old probability is calculated and compared to a random
number generated uniformly between zero and one. If the ratio is greater
than the random number, then the new configuration is accepted. If not,
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the simulation rejects the move [12].
Once the potential energy (dv) of an atom corresponding to its neighbor
is calculated, this potential energy is used to either accept or reject the
move. If dv is greater than zero, then the move is unconditionally accepted.
If it is less than zero, then exponent of dv is calculated and is compared to
a random number generated between 0 and 1. The move is accepted if dv
is greater than the random number, if dv is less than the random number,
the simulation rejects the move.

4.4

Random Number Generator

In this implementation the Tausworthe generator [13] is used to generate uniform random numbers. These random numbers are converted into gaussian
numbers by using the Box Muller transformation. Tausworthe generators
produce pseudorandom numbers by generating a sequence of bits from a
linear recurrence modulo 2. We implement the generator with period length
288 . An implementation of the of the algorithm is shown below. For implementing the Tausworthe random generator we use four integers and these
integers must be initialized to any nonzero values. These uniform random
numbers are transformed to Gaussian random numbers using the Box Muller
transformation.
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Figure 4.4: Random Generator (reproduced from [13])

4.5

Summary

The three phases of the algorithm are explained in this chapter. These three
parts were first implemented in C and then on a GPU using CUDA. The
random number generator is is not implemented on the device.
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Chapter 5

Implementaion and Results
5.1

CPU Implementation

To simulate the algorithm, first we need the potential energies for corresponding distances. If we have the potential energies, then we can calculate
the potential energies of the atoms for the distance calculated as explained
in Section 4.3. Figure 5.1 shows the code used to calculate the potential energies. This code was developed from the Fortran code given by Dr. Hinde.
The code shown generates potential energies for distances from 3 to 32.
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Figure 5.1: Code that generate the potential energies

Once we have the potential energies calculated, the VPI algorithm is run
to generate new configurations (positions) of the atoms. The code shown
below generates some random positions for the atoms (Bead Prediction).

Figure 5.2: Bead Prediction code

The code shown in Figure 5.2 predicts the moves of even beads. As seen
in the figure the for loop iterates for NATOMS*(number of even beads)
times and numbers of beads may change.
Once the moves are predicted, these new positions are used to calculate
distances. The code shown in Figure 5.3 calculated the distances. Distances
for the new positions and the old positions are calculated and are to used
to calculate the potential energies.
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Figure 5.3: Bead Move code

Once the distances are calculated, the potential energies for the corresponding distances are calculated as explained in Section 4.3. These potential energies are used to either accept or reject the move with help of the
Metropolis algorithm. Figure 5.4 shows the Accept/Reject code.

Figure 5.4: Accept/Reject code

The CPU code is optimized using level 3 optimization and a speed of
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0.33 moves per second is obtained on an Intel Xeon processor running at
2.67GHz. The results of the CPU code are compared to the Fortran code
to check the correctness.

5.2

GPU Implementation

In the GPU implementation, only the VPI algorithm is executed on the device and the code that calculates the potential energies in written in straight
C. In the first implementation only the bead move part is implemented in
CUDA and the other two phases are same as shown in Figures 5.2 and 5.4.
Figure 5.5 shows the bead move kernel.

Figure 5.5: Bead Move kernel

For the bead move kernel, 54 beads are used so all the atoms in a stencil
are updated in parallel. This part of the code forms only a small portion of
the code. Hence, the speed up obtained is only 4x.
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To improve the performance of the code, the bead prediction phase and
the accept/reject phase must be run on the device. Therefore, random
numbers are generated and stored in a variable and are transfered on to the
device. Figure 5.6 shows the accept/reject kernel. The correctness of the
CUDA code is checked by comparing the result to the C code results.

Figure 5.6: Accept/Reject kernel

5.3
5.3.1

Results
Naive Implementation

The random number generator used in this algorithm cannot generate random numbers simultaneously. The atoms in the beads are all updated with
new distances simultaneously, therefore the random number generator cannot be implemented on the device. Hence the atoms in the beads are sequential updated with the random numbers. The bead prediction and the
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No. of Beads
101
1001
5001

CPU(Intel Xeon Processor)
0.33
4.4
22.1

GPU(NVIDIA Quadro FX 3800)
0.097
1.07
5.057

Table 5.1: Results of naive implementation. Time in seconds

accept/reject phases in the algorithm use the random number generator.
Hence these phases are implemented on the host and only the bead move
phase is implemented on the device. The algorithm is executed on a Linux
system with an Intel Xeon CPU with a clock frequency of 2.67GHz and on
a NVIDIA Quadro FX 3800 GPU, which has 192 SPs, 1GB global memory,
and a memory bandwidth of 51.2 GB/sec. The time in the table is expressed
in seconds.
The bead move phase is only a small portion in the entire algorithm.
The bead prediction and the accept/reject phases iterate hundreds of times
and are updated sequentially as they are executed on the CPU, therefore
only a speedup of 4x is obtained.

5.3.2

Parallelizing the Random Number Generator

To improve the performance of the algorithm, the random number generator
must be implemented on the device or random numbers must be supplied
at the same time to all the atoms in the bead prediction and accept/reject
phases, so that these phases can be implemented on the device. To achieve
this the random numbers are generated and stored in a variable and passed
on to the device. By doing this the entire algorithm can be implemented on
the device.
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No. of Beads
CPU(Intel Xeon Processor)
GPU(Naive Implementation)
GPU(NVIDIA Quadro FX 3800)

101
0.33
0.097
0.048

1001
4.4
1.07
0.234

5001
22.1
5.5057
1.03

Table 5.2: Results of optimized implementation. Time in seconds

Even though the algorithm is implemented on the GPU only a speedup
of 22x is obtained. The reason for this is a large amount of data is involved
in QMC algorithms, as a result of which the data transfer time affects the
performance of the algorithm. Other memories like the constant memory
and shared memory can be used to improve the performance, but shared
memory and constant memory available on a GPU is smaller and only a
limited amount of the data in the algorithm can be stored in it. As a result,
not much speed up can be obtained. Also as all the data is stored in the
global memory, the data access time is more because global memory has
large memory access latencies.
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Chapter 6

Conclusions
6.1

Thesis Summary

The VPI algorithm has been successfully implemented without any errors
and a speedup of 22x is obtained. Due to the huge amount of data involved
in the algorithm, the data transfer rate between CPU and GPU is large and
hurts the performance of the algorithm. All the data transfered from the
host to the device is stored in the global memory which has a long access
latency. The atoms in the bead are divided into groups of 54 called stencils
and these groups overlap over each other, making it difficult to use shared
memory. Another drawback of this algorithm is the random number generator used in the algorithm which is not executed on the device. The random
number generator sequentially updates the atoms in the beads. Hence other
variables are used to store the random numbers to supply random numbers to the atoms which in turn increases the global memory used. The
correctness of the code is checked by comparing the results of the GPU im35

plementation and the CPU implementation. Because of the high arithmetic
computational performance and high memory bandwidth of the GPUs, the
CUDA architecture for GPU computing proves to be a good solution for
VPI acceleration.

6.2

Future Work

The main factors that effect the performance of the algorithm are the large
memory used, memory latencies, and the random number generator. To
decrease the data trasfer rate, other memories can be used which have less
latency and data stored in theses memories can be accessed in a highly
parallel manner. Using shared memory may improve the performance of the
algorithm, but due to the way atoms are placed in a bead and the small
shared memory provided, only a small amount of data can be stored in it. If
the random number generator used in the algorithm is replaced by a better
random number generator which can be implemented on the device, the
performance of the algorithm can be improved.
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