In this paper, an active noise control system for denoising the intercommunication signal of an airplane cockpit is proposed. Noise sources such as engines degrade the quality of the intercommunication signal, especially in the case of the pilot and copilot headsets. A two-microphone active adaptive noise controller is designed by using an adaptive FIR filter in an active structure. The designed system is simulated and also implemented in real environment using real speech signals, periodic noise and AWGN noise. Also, an FPGA-based hardware implementation utilizing a novel method is provided. The whole design is considered an FPGA hardware core with low resource utilizations which is suitable for HW/SW codesign and System-on-Programmable-Chip (SoPC) applications. The codes have been written by using the VHDL93 hardware description language, the XilKernel embedded operating system and a finite state machine. The obtained results showed competent functionality and performance of the proposed system. This ICS noise removal architecture can be used on any cargo, civil or fighter platform (such as C-130, IR-AN 140 and F5-F) and also in radar and electronic warfare (EW) systems (for clutter/interference compensation) with minimum hardware or software changes.
Introduction
The advances in adaptive signal processing/transmission and the problem of environmental noise/interference have made signal enhancement an important subject. Environmental noise and interference increase the probability of error and degrade accuracy in applications that include tasks such as speech identification, thus decreasing functionality [1] . It is possible to optimize the input speech signal by means of special techniques with the goal of expediting further reduction in noise and interference. This is usually referred to as preprocessing [2] . Reduction or elimination of noise is one of the most important applications of adaptive active filters. There are many situations in which old filtering techniques for noise reduction are not applicable. Old filtering systems are bulky, have hundreds of coefficients and are not efficient in lower frequencies [3] . Adaptive-active filters, on the other hand, are not dependent on the characteristic of the noise source or interference once their parameters are adjusted for a dedicated task. These filters generate an equal but opposite phase signal which acts on the noise signal to reduce or cancel it [4] . Using the optimized Wiener filter theory is an old and fundamental way to reduce noise. Just as those based on adaptive algorithms such as least mean squares (LMS), this technique can be adapted to dynamic noise environments [5] . The employment of spectral subtraction has become a common digital method for speech signal noise reduction. Nonlinear spectral subtraction is an effective and popular method for speech enhancement [6] . Using arrays of microphones is another way to reduce noise [7] . Here we discuss the noise reduction effect of an adaptive filter based on the least mean square algorithm on the Persian language speech signal. A noisy Persian speech signal is given to the system as input; then the system tries to identify and simulate parameters of the noise source and to generate a similar signal with an opposite phase by employing the LMS algorithm. This generated signal is subtracted from the noisy signal and the latter is thus denoised. The functionality of the system is evaluated by the number of weights, speed of convergence and training time.
Adaptive FIR filter and LMS algorithm
As Figure 1 shows, delayed inputs are multiplied by their respective coefficients to form the output. The real output is compared with the desired output and the error signal is calculated. The error signal is used with the learning rate so that the system weights are updated and thus the error is minimized (in fact the real output signal is intended to be as close as possible to the desired output signal). The minimization of error is done by updating the system weights and getting them as close as possible to an optimal combination. Choosing an appropriate value for the adaptive learning rate and choosing a proper number of system weights are in fact of prime importance, as well as tapped delay lines. The latter can be a determining factor for the functionality of the system. If the number of coefficients is too small, the noise reduction functionality could be seriously compromised. From Figure 1 , the output can be calculated as 
where X is the input vector and W is the coefficient vector. Based on the LMS training algorithm:
where F is the performance index, d is the desired output, and y is the real output [8, 9] :
In Equation (4),
is the performance index gradient vector. Assuming the P-dimension input, the error (E) can be calculated as
By replacing 2    , the learning rate, and E   , the error, in Equation (8):
After passing through several epochs, the architecture tunes the coefficients for an optimum combination for noise/interference reduction. The adaptation formula for tuning the coefficients is as that in Equation (9) . The leaky LMS algorithm can be implemented by incorporating coefficient  into Equation (9) . This improves the architecture stability and expedites its movement toward an optimum point [10, 11] :
Analytical algebra shows that the maximum value of  , which allows a stable behavior of the LMS algorithm, is 
LMS-Based
T Max max eigenvalue X X   (12) The topology used in this paper is shown in Figure  2 
is the main, unpropagated signal, A is the attenuation factor for the propagation path, and  is the propagation path delay.
Hardware synthesis
The system was designed to be assembled and tested on a C-130, IR-AN 140, or F5-F platform but, due to some restrictions and difficulties (by aviation industries), it was synthesized and tested in a real environment with noise propagated through the acoustic path. Figure 3 shows the situation used for experimenting. The number of coefficients selected was 64 and the learning rate was 0.0002. The results obtained for the sine noise (at different frequencies) are depicted in Figure 4 to Figure 8 and Table 1 . Based on the SNR improvements in Table 1 , timedomain graphs and also by hearing the output of the system, it is concluded that the proposed architecture introduces appropriate functionality and performance. The above experiments were conducted in real noisy situation and in two ways; using a P4-computer sound card, and using a FPGA starter kit individually.
FPGA development
The proposed system was successfully developed and synthesized on an XC3S1600E Spartan 3E FPGA starter kit. The adaptive FIR filter core employed was designed by Sharifi-Tehrani [1] in pure hardware using VHDL 93 hardware description language; the I/O controller unit of the system (ADC/DAC, audio, etc.) was designed using the XilKernel embedded operating system on an FPGA starter board. The resource utilization of the adaptive FIR filter, which is hardware efficient, is presented in Table 2 . The entity of the adaptive FIR filter core employed is depicted in Figure 9 [1]. Table 2 . Resource utilization on XC3S1600E-5fg320 Figure 9 . Entity of the adaptive FIR filter core employed.
Conclusion
An active sound-noise removal system based on a dual-microphone method to be used in a cockpit intercommunication system (ICS) was suggested.
The system was experimented in a real noisy situation and its feasibility for real-time adaptive noise elimination on commercial and military platforms (such as C-130, IR-AN 140 and F5-F) was certified. This architecture can be synthesized by using a PC, DSP or FPGA for stand-alone applications. Low resource utilization and relatively low calculations are main benefits of the proposed architecture. Because the structure is adaptive, it is capable of estimating and converging to new acoustic path characteristics in a short period when the locations of sensors or propagation path are varied.
