In 
Introduction
Model selection refers to the task of choosing the most appropriate and concise model to express given data. This problem first was studied in the field of statistical inference and then its application was extended to different branches of applied science and engineering. Since the introduction of Akaike's An Information Criterion (AIC) [1] , which had a fundamental effect on model selection research, many model selection criteria have been introduced [6, 11, 15, 17, 20] . Many of those model selection techniques have been employed in various computer vision algorithms for variety of applications ( [2, 7, 12, 21] ).
To determine the correct underlying model of a data set, the goodness of the fit alone is not enough. The reason is that always the most complex model (which has more parameters) fit the data closer than any other model in that group. Thus, in practice, higher order models have to be penalised so that the selected model would be chosen based on its suitability rather than its fidelity to data. In fact, the salient difference between all the existing model selection criteria is in the way by which they penalise the higher order models.
Bubna and Stewart [7, 8] suggested the use of a model selection criterion to detect step and edge discontinuities in 3D range data. Furthermore, they used a model selection criterion to decide whether two planar surfaces should be merged. They have evaluated a number of model selection criteria for this task and concluded that their new model selection criterion BMSC-BYES outperforms the rest for this specific purpose. In this paper motivated by Bubna and Stewart, we use a model selection criterion to decide whether two cylinders should be merged as a single cylinder or they should be left separated. We compare and evaluate an extensive number of different model selection criteria for this purpose and examine which factors can affect their performance. A detail comparative study of different model selection criteria for some other applications is presented by the authors (see [11] )
Different Model Selection Criteria
Here, we briefly explain a number of popular (and effective) model selection criteria. These techniques appear to perform well in computer vision applications and have been commonly used in various applications. In the following, P refers to the number of parameters of a model and r i , denotes the residual for the i th data point ( r i 2 is therefore the sum of squared residuals). We represent the scale of noise by and the number of data points by N. The dimension of the surface that fits to the data is denoted by d.
Akaike Information Criterion (AIC):
Akaike introduced AIC [1] in 1973. AIC selects a model that minimises the expected error of the "future" observation with the same distribution as the data used for fitting (which is the current observation). It has been shown that the expectation of the "future" residuals is 2P larger than that of the current data. Therefore, AIC has the following form: AIC can be considered as a hypothetical cross validation method. Since 1973, AIC has been modified in many ways. For example, many model selection criteria including CAIC [6] , CAICF [6] , GIC [20] , GAIC [13] and MCAIC [4] are derived from AIC.
Criterion for Prediction (CP):
Around the same time as the introduction of AIC, Mallow pioneered another model selection criterion called CP [15] . CP selects the model that minimises the mathematical expectation of the "scaled sum of squared errors", where the error is defined as the algebraic distance between the predicted and observed data. The error is calculated by the Least Square (LS) method. CP has the following form:
CP inherits the sensitivity of the LS method to noise and outliers. Thus, a robust version of CP was developed by Ronchetti and Staute [18] . The robust version of CP is expected to perform well (similar to its original version on clean data) even when a small percentage of data points are perturbed by non-Gaussian noise.
Minimum Description Length (MDL):
Later, in 1978, Rissanen introduced MDL [16, 17] . The underlying logic of MDL is that the simplest model that sufficiently describes the data is the best model. MDL has the following form:
Shortest Data Description (SDD):
Also in 1978, Rissanen proposed another model selection criterion termed SDD [16] . SDD selects the model that minimises the bit representation of the data and therefore has a very similar underlying logic to MDL. SDD has the following form: [6] , proposed by Bozdogan in 1987, is an attempt to overcome the tendency of the AIC to overestimate the complexity (number of parameters) of the underlying model. In formulating CAIC, a correction factor based on the sample size (N) is employed to compensate for the overestimating tendency of AIC. The logarithm of N has been suggested as an appropriate instance of such a factor. CAIC can be written as:
Consistent AIC (CAIC): CAIC
Bozdogan argues [6] that for optimal performance, CAIC needs large samples.
Bayesian Information Criterion (BIC) and Geometric BIC (GBIC):
In 1978, Schwarz [19] proposed Bayesian Information Criterion (BIC) which assumes the models with less number of parameters are more probable to truly describe the data whereas higher order models are exponentially less probable to do so. BIC tends to overestimate the complexity of the model. In 1997, Torr [21] proposed a modified version of BIC based on the idea of Heckerman and Chickering [9] . This new criterion, which is called GBIC, appears to be more effective than the original BIC perhaps, due to the fact that it includes terms that somehow reduce the tendency of BIC to overestimate the complexity of the model. GBIC can be written as: Kanatani [13] introduced GAIC specifically for geometric fitting. Similar to AIC, GAIC selects the model that can best predict the future data. As described by Kanatani [14] , the objective of geometric fitting is to estimate the model parameters from observed data. In geometric fitting, the properties of the noise are assumed to be known a priori. In contrast, in the statistical inference procedures, one aims at estimating both the model parameters and the properties (mean and variance) of the noise.
Kanatani derives a first order approximation of GAIC, which can be written as:
A drawback of GAIC is that if the number of data points (N) is large, it can mask the significance of the number of parameters of a model (P). As a result, GAIC tends to overestimate the number of parameters of the model, especially for large data sets.
GIC:
In 1998, to overcome the drawbacks of GAIC, Torr [20] proposed another modified version of AIC called GIC. Torr suggested using adjustable coefficients for N and P and derived GIC to be: [5] proposed to use a model selection criterion to choose the true surface model from a model library in 3D range data segmentation. To achieve this, they modified CAIC by assuming a t-distribution for the noise instead of the normal distribution, which has been frequently used. MCAIC is written as:
where f is the number of degrees of freedom of the assumed t distribution and W i is the associated weight for each point, which is calculated according to
Since MCAIC is developed specifically for range segmentation application, we only evaluate it for this specific task. [8] assumes the error is unknown and chooses the model that can maximise the conditional probability of describing a data set by a model, if the model parameters and the scale of noise are estimated by a bootstrap method. This criterion is formulated as follows:
BMSC_BAYES: This criterion
where * is the bootstrap estimate of and ˆ is the estimated parameters of the model.
Geometric MDL (GMDL):
Shortly after introducing GAIC, Kanatani derived GMDL [13] also specifically for geometric fitting. GMDL, which has a very similar logic to MDL (previously described), has the following form:
where L is the reference length and can be either determined exactly or approximated by a practical scale. In fact, L should be chosen so that the p /L is O(1) where p is a datum. If { p } are image pixels then Kanatani [13] suggests to use the image size for L. Kanatani argues that GMDL is not affected overly as long as the reference length of the same order of magnitude (as data) is used.
Surface Selection Criterion (SSC):
Recently, BabHadiashar and Gheissari proposed a model selection criterion named Surface Selection Criterion (SSC) [3, 10] which favours the model that stores least amount of strain energy (as a measure of roughness) while closely following the data. An advantage of SSC is that unlike most of the other model selection criteria it does not need the models (in the model library) to be nested. The proposed criterion has the following form: where E Bending+Twist is the strain energy and its value for a three dimensional thin surface represented by W as a function of x and y is defined to be:
where is the Poisson's ratio and E max is the strain energy of the model with the highest number of parameters. Poisson's ratio is often very small since the twisting energy, in comparison with the bending energy, is small (often around 1%).
Model Selection Criteria for Merging Cylinders
To study the performance of different model selection criteria in merging two parts of a single cylinder, 100 cylinders of different radiuses were generated and then were divided by two parts. Each part was disturbed by different amounts of additive normal distributed noise (with a variance from 0.01 to 0.1 and zero mean). The noise was added to the x, y and z coordinates of each pixel. A sample image of our experiments is shown in Figure 1 . A model selection criterion is used to determine whether there should be two separate cylinders or instead the data should be merged to construct a single cylinder. 
Study of the Effect of Noise
Each part of the data was disturbed by different amounts of additive normal distributed noise (with a variance from 0.01 to 0.2 and zero mean) while the size of image has been set to 10000 pixels. The noise was added to the x, y and z coordinates of each pixel. The different model selection criteria were applied to each data set to test how well they vote in favour of merging the separated parts.
The performance of each criterion for every experiment was measured and the results are shown in Figure 2 . This figure shows that SSC, GIC, MCAIC-1, CAIC and GBIC have a better performance compared to the other criteria. In addition, increasing the level of noise leads to a rapid reduction in the performance of other criteria. This could be due to the fact that most of the different criteria are based on the asymptotic assumption that noise is too small [13] . The failure of some model selection criteria for noise-free data shows that they cannot establish a proper balance between fidelity and complexity regardless of how clean is the data.
Study of the Effect of Data Size
The effect of changing the data size (number of pixels in the cylinder) on the performance of each model selection criterion has also been investigated. In our experiments, the level of noise has been set to 5% and the number of pixels on the cylinder has been changed from 400 to 30400 pixels (the body of each cylinder has been uniformly sampled). The results are shown in Figure 3 and it shows that SSC, GIC, MCAIC-1 and CAIC have a slightly better performance compared to the rest of criteria. An important point is that for merging purposes, increasing the size of data results in a reduction in the performance of most criteria (except for SSC).
Conclusion
In this paper we studied the performance of different model selection criteria in merging two parts of a single cylinder. Our experiments show that SSC, GIC, MCAIC-1 and CAIC have a better performance in comparison with the other criteria. In addition, increasing the level of noise leads to a rapid reduction in the performance of other criteria. 100%   400  1400  2400  3400  4400  5400  6400  7400  8400  9400  10400  11400  12400  13400  14400  15400  16400  17400  18400  19400  20400  21400  22400  23400  24400  25400  26400  27400  28400  29400  30400   SSD  BIC  CAIC  GBIC  GAIC, AIC, CP and GCP  GIC 
