We studied the properties of simple recurrent neural networks trained to perform temporal tasks and also flow control tasks with temporal stimulus. We studied mainly three aspects: inner configuration sets, memory capacity with the scale of the models and finally immunity to induced damage on a trained network. Our results allow us to quantify different aspects of these models which are normally used as black boxes to model the biological response of cerebral cortex.
RNN constitute a versatile model of neuroscience research. In general, as a first step one idealizes a task by describing the essence of the behavior as an input-output transformation. In the language of dynamical systems, the network should represent an abstract variable f that obeys a low dimensional equation. Then these dynamic is translate in the connectivity of an RNN.
Every value of the variable f corresponds to a certain point in the N-dimensional state space. The collection of such points forms a line attractor. Different tasks give rise to different dynamical objects in the space state. It is interesting that there are still many fundamental gaps in the theory of RNN networks . This work tries to elucidate some aspects of the networks configuration.
One problem of particular interest in Computational Neurosciences is to model the dynamics of the Cerebral Cortex and how does it process the flow of information Gisiger and Boukadoum (2011) . Recent experimental studies of neurons recorded from cortex reveal complex temporal dynamics Sussillo (2014) ; Sussillo and Barak (2013) ; Siegel et al. (2015) ; Pehlevan et al. (2018) , where different mechanisms of control the information flow could be present and coexist. The response of cortical circuits to sensory stimulation can be both multistable and graded. A simple model could perform computations that are similar to stimulus selection, gain modulation and temporal pattern generation in the cortex Richard et al. (2000) .
Recurrent neural networks can be trained to process information and perform different tasks such as flow control with a different type of operations to roughly model brain areas.
Currently, some aspects of general models are used to describe the experimental results observed in different studies Carnevale et al. (2015) ; van Gerven (2017); Wang et al. (2018) . Recently it has been study that recurrent circuits in brain may play a role in objetc identification Kar et al. (2019) .
In this work, we studied the properties of the model that is generally used to represent a brain area or subgroup of neurons that perform a sensory response to the stimulus. We trained a simple minimal model using recurrent neural networks to perform a set of tasks of interest. On one hand, we chose those tasks that are relevant in processing information and flow control. On the other hand, we chose tasks that traditionally were used in previous works to model the behavior of different brain areas, particularly cortex Sussillo (2014) .
Another aspect that is currently under study is the computational principles that allow decisions and action regarding flexibly in time. In a recent review a dynamical system perspective is used to study such flexibly in such systems and how can be achieved though manipulations of inputs and initial conditions. Temporal aspects of RNN, constraint on the parameters, topologies and different parts of the computation are aspects that deserve to be studied and allow us to improve current neuronal models.
Trained networks serve as a source of mechanistic hypotheses and as a testing ground for data analyses that link neural computation to behavior. RNN is a valuable platform for theoretical investigation.
We focus on the study of networks trained for the following list of tasks regarding the processing of stimulus as temporal inputs:
1. Memorizing and reproducing a stimulus with a time delay.
2. Binary basic operations between input stimulus with AND, OR, NOT, XOR. 3. Flip-Flop task. i. e. memorizing and forgetting a stimulus.
It should be noted that the tasks described in item 3 are not related to those made by static feedforward networks Rojas (1996) . In all the tasks that, the focus is on the process of temporal signals similar to the Xor temporal task implemented in Elman (1990) . Also, we want to point out that in item 3 we refer to a network learning the "Flip-Flop rule" as in Sussillo and Barak (2013) with two inputs. We are not referring to the concept of "Flip Flop neurons" such the one proposed in Holla and Chakravarthy (2016) .
The RNN model emulates a "cognitive-type" cortical circuit such as the prefrontal cortex, which receives converging inputs from multiple sensory pathways and projects downstream to other areas. We designed our network architecture to be general enough for all the tasks mentioned above.
We used dimensional reduction methods to study the inner state of the network during and after training and discuss specifically the results and observations regarding each task Cunningham and Yu (2014) . In particular, PCA is the method that we chose because it has been widely used in the study of simulations as well as experimental high dimensional neural space states Balaguer-Ballester et al. (2011) For the network implementation and train, we propose to use Keras libraries Chollet et al. (2015) and Tensorflow Abadi et al. (2015) as frameworks, where traditionally Matlab Thompson and Shure (1995) is used or Theano Theano Development Team (2016) in some works such as Kuroki and Isomura (2018) . The reason for this selection is that these new scientific libraries are open source and its use is rapidly growing. In the case of Keras, it is the first time that it is used for such kind of studies. In the case of Tensorflow, we fond in the literature a few recent works where it start to be used as a computational tool, where the work from Williams et al. (2018) stands out more.
We will present the results of three studies performed: one regarding the initial conditions and the final possible configurations. A second study of scale and memory of networks and finally a study of induced damage on a trained network.
The rest of the paper is organized as follows. In Section 2 we described the network model, training method and the code implementation. In section 3.3 we explain each task listed above and describe how those are implemented. In section 4 we present and discuss the results and finally in Section 5 we present the conclusions.
A GENERAL DESCRIPTION
2.1 From continues to discrete time walking with small steps Equation 1 rules the dynamics of the interconnected n units in analog neural networks, where i = 1, 2..., n. Originally the equation 1 used to model the state of the potential membrane. This equation has been used in numerous published works with different variants since Hopfield Hopfield (1984) .
In this equation, τ represents the time constant of the system. σ is the activation function. x j are the components of the vector X of the input signal. The matrix elements w Rec ij are the synaptic connection strengths of the matrix W Rec and w in ij the matrix elements of W in from the input units. In order to read out the network activity it is common to include a readout y(t) in terms of the matrix elements w out ij from W out as:
In a more modern and general definition, u i (t) can be viewed as the summed and filtered synaptic currents at the soma of a biological neuron. The continuous variable σ is the instantaneous "firing rate" and is a saturating nonlinear function of u i (t). Thus the recurrent neural network describes firing rates and does not explicitly model potentials Sussillo (2014) .
In vector form, the equations 1 and 2 can be written as:
and respectively:
The units represent an approximation to biological full connected neurons in which a simplified set of important computational properties is retained.
Recurrent neural networks are powerful tools since it has been proven that given enough units they can be trained to approximate any dynamical system Nakamura Y. (2009); M. Kimura (1995) ; J.C. Gallacher (2000) ; Chow and Li (2000) . It has been well studied that RNN can display arbitrary complex dynamics including attractors, limit cycles and chaos Sussillo (2014) .
Traditionally the system represented by Equation 1 is approximated using Euler's method with a step time of δt. We considered τ = 1. Then the dynamics of the discrete-time RNN and the implementation with a highly parallel architecture is done by means of:
with no further discussion regarding the discrete or continues nature of the system. Nevertheless, very early works have proved that it is possible to use discrete time RRN to uniformly approximate a discretetime state space trajectory which is produced by either a dynamic system or a continues time function to any degree of precision Jin et al. (1995) .
MATERIALS AND METHOS
When the model is implemented for its computation, it is always necessary to make a passage from the system in continues time to a system with discrete time steps, with as much precision as is necessary for modeling the considered problem.
Modern scientific open source libraries such as Tensorflow for high-performance numerical computation and particularly Keras allows implementing architectures such as equation 5 directly with a high-level neural networks API, written in Python and capable of running on top of TensorFlow. Keras framework has a large set of architectures and training algorithms that have already been tested by the Machine learning community with a detailed documentation Chollet et al. (2015) .
Regarding training methods
A great variety of algorithms coexist to train recurrent neural networks. For instance one of the most outstanding is the one developed by Sussillo and Abbot. They have developed a method called FORCE that allows them to reproduce complex output patterns matching human motion captured data Sussillo and Abbott (2009) . Subsequently, such an algorithm has also been applied successfully in various applications and modifications of the method DePasquale et al. (2018) .
In more recent work, a very detailed survey on RNNs with new advances for training algorithms and modern recurrent architectures is presented in Salehinejad et al. (2018) .
We were inspired in the algorithm selection for training in Salehinejad et al. (2018) and Trischler and D'Eleuterio (2016) . In Trischler and D'Eleuterio (2016) authors use Adam method to train networks and obtain numerical examples. Adam is an algorithm for first-order gradient-based optimization of stochastic objective functions. It is based on adaptive estimates of lower-order moments. This method is straightforward to implement and computationally efficient. It has little memory requirements and is invariant to a diagonal rescaling of the gradients. This algorithm is well suited for problems that are large in terms of data and/or parameters. Adam is also appropriate for non-stationary objectives and problems with very noisy and/or sparse gradients Kingma and Ba (2014) . It has not been used widely used yet in neuroscience works. There is a recent reference of it used in methods of a recent work Russo et al. (2018) .
Adam algorithm calculates an exponential moving average of the gradient and the squared gradient, and two parameters β 1 and β 2 that controls the decay rates of these moving averages. By keeping track of the gradient mean value and standard deviation in past timesteps t, the algorithm makes an informed guess about the path being traced through the weight space that minimizes the selected loss function. This is done by taking an exponentially weighted sum of the past gradient means values and gradient variances. Given a calculated gradient g t at time t the estimate for the first moment (mean), m t is:
and second moment (mean of the square), ν t is:
for the correct direction to move at time step t.
Network implementation and training protocol
A simple RNN model, like the one implemented in present work, has three layers which are the input, recurrent hidden, and output layers. Figure 1 shows a representation of such model. The input layer has N input units. The inputs to this layer is a sequence of vectors through time t such as described in equation 1 whose components are x j . The input units in a fully connected RNN are connected to the hidden units in the hidden layer, where the connections are defined with a weight matrix W in . The hidden layer has M hidden units h t = (h 1 , h 2 , ..., h M ), that are fully connected to each other through time with recurrent connections. The initialization of hidden units using small non-zero elements can improve overall performance and stability of the network.
In present work, we implemented a fully connected recurrent neural network with 50 units in each study, otherwise indicated. We used as activation function the hyperbolic tangent. Weights matrix for the linear transformation of the inputs (W in ) is initialized with a random uniform distribution. For the transformation of the recurrent state, weights matrix W Rec is initialized with a random orthogonal matrix with the weights distribute according to a normal distribution with σ = 1 √ N and µ = 0 Saxe et al. (2013) . This election allows as to implement ADAM as a training method and obtain with low computational cost and solve the vanishing gradient problem for this simple implementation. The loss function used to train the model is the mean square error and it is defined as:
Where d j (t) is the desired target value and y j (t) is the current output state.
For all tasks described in the previous section, we trained the model with no less than 15.000 input samples. Each sample is a time series that contains or not a stimulus signal with noise. The noise of the signal is modeled as Gaussian noise added to the primary signal square pulse with an amplitude of 10% of the amplitude.
In each experiment, we save the initial state and the final instance of the network weights to study then how weight matrix changes after training. The training objective is to adjust all the hyperparameters and obtain a network that can reproduce the task for which it was trained.
The model was implemented with python code using Keras and Tensorflow. That allows us to make use of all the algorithms and optimizations developed by that machine learning community. Code to train the networks and produce the Figures in this paper will be available in the a github public repository by the time of publication.
Time scale and general aspects of the taks
In the task that we implemented, input and output stimulus signals ware modeled as time series. At some point of the considered time series, a stimulus of a certain duration is produced and the network responds according to the rule that it was trained, considering a given the data set. We study the obtained networks and how they are able to learn the target task in each case.
The time scales considered was of the order of hundreds of milliseconds in each case to match the range of interest of signals processed by Cerebral Cortex Goel and Buonomano (2014) . The value of the considered time step for the time evolution is 1 mS. Then, from equation 5, the state of the output of the units is updated as:
Initially, we considered the training data set as a low edge triggered response to the input signals with a delayed of 20 mS. In this way, we try to model a possible time delay representing a cortical response. In each task presented in the following section, we show a trained network responding to different testing samples. Each stimulus at the input is presented in and green line (input 1) and the blue line (input 2) for those task with two inputs. The desired output is in black solid line and the network response is in red.
RESULTS AND DISCUSSION

Memorizing and reproducing a stimulus
Let's start describing a very simple temporal task. In this case, the network has to respond with a signal in the output equal to the input (a Gaussian pulse with noise), in the case that the input has a stimulus, and no response otherwise.
We trained the response to be have a fix delay that we proposed. If there is no stimulus, the output has to be close to zero. We considered a time series of 200 mS length, but the length and the position of the stimulus are arbitrary.
In Figure 2 we show 6 samples of the testing data set and the answer of the network that was successfully trained to perform the considered task. Figure 2 . A trained neural network output response to 6 testing samples for the "memorizing" task. Time is in mS and amplitude in arbitrary units.
Binary basic operations between input stimulus with AND, OR, XOR and NOT
In these set of tasks, the network has to perform different binary inspired operations with the stimulus at the input (or inputs) with the result of changing or not the level of the output state. The input or inputs are square signals with a duration of 20 mS and Gaussian noise of 10% of the total amplitude. We considered also time series of 200 mS length. When the task is between two stimuli, these are simultaneous in time. The network has to decide the state of the output which matches the training set rule en each task.
"And" task
The boolean "and" task consist of turning the output to "High level" state when both inputs are "High level". The Table 1 summarizes the output state. We required that the output does not change anymore after the stimulus. In 3 we show the neural network output response to 6 testing samples for "And" between two stimuli. Table 1 . "And" state of the output.
"Or" task
The boolean "Or" task consist of turning the output to "High level" state when at least one of the inputs is "High level". The Table 2 summarizes the output state. As in the previous task, we required that the output does not change anymore after the stimulus. In Figure 3 , we show neural network output response to 6 testing samples for "Or" operation between two stimuli. Table 2 . "Or" state of the output.
"Xor" task
The boolean "Xor" task consists of turning the output to "High level" state when exclusively one of the inputs is "High level". The Table 3 summarizes the output state. As in the previous task, we required that the output does not change anymore after the stimulus. In Figure 3 we show the neural network output response to 6 testing samples for "Xor" between two stimuli. Table 3 . "Xor" state of the output.
"Not" task
The boolean "Not" task consists of turning the output to "High level" state when input is in "Low Level" state and vice versa. In Figure 3 we show the state of the output compared with the input.
Input Not Output 0 1 1 0 Table 4 . "Not" state of the output. Figure 3 . A trained neural network response for 6 testing samples for a) "And" operation between two stimulus,b "Or" operaion, c "Xor" operation and d "Not" operation applied to the input. Time is in mS and amplitude in arbitrary units.
"Flip-Flop" task: memorizing and forgetting a stimulus
In this study, we trained a network that has two inputs. One is a "Set" signal and the other is a "Reset" signal. If the network receives a stimulus in the S-input, the output returns a high-level signal. If the network receives a stimulus in the R-input, the output returns a low-level signal. Two consecutive S-signals or R-signals does not change the output state. Table 4 This is a provisional file, not the final typeset article
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A detailed study of RNN Figure 4 . A trained neural network response for to 10 testing samples for the "Flip Flop" operation.
A stimulus that causes an oscillation during certain time
For this task, we trained a network to return an oscillation of a frequency of 30 Hz when input receives a stimulus of 20 mS length. We chose this frequency to be in the range of brain oscillations. When the network receives in the stimulus the output behaves as it is shown in Figure 5 . If the network has not any stimulus the output remains at "Low level". Figure 5 . A trained neural network response of the output to 6 testing samples for the "Oscillatory" task.
We present the relevant results of the studies performed on the trained recurrent neural network regarding the tasks presented in Section 3.3.
Studies performed on network's structure and dynamic
In this Section we will show different properties of the network activity and connectivity based on population analysis.
We started by training a set of 20 networks to perform each of the considered tasks. Each network was trained with different random initial parameters distributed according to the description in Section 2. We considered two cases: the random normal distribution of weights and the orthogonal matrix with a random normal distribution of weights. We trained 20 different initial conditions for each case. We studied the eigenvalue spectrum of the recurrent matrix. We observed that the differences of the spectrum in each case for the initial conditions as it is shown in the upper and lower left panel of Figure 6 . Initially (upper left panel), for the random normal distribution, the result is consistent with the random matrix theory of Girko's circle law Girko (1985) , which states that, for large N, the eigenvalues of a N × N asymmetric random matrix lie uniformly within the unit circle in the complex plane, when the elements are chosen from a distribution with zero mean and variance 1 N As a result of the training, the eigenvalues are pushed out of the circle in order to archive a configuration able to perform each of the considered tasks. In the case of the networks shown in Figure 6 , both are fixed point configurations. Here we show a comparison between initial state (left panels) and post-training (right panels) of the Figure 6 .
For each task that we considered, we estimated the rate of networks that successfully pass the training. This result is shown in Table 6 . The table compares the orthogonal condition with the random normal showing that the first one slightly improves the success rate for each task.
Our result is consistent with studies previously conducted such as Vorontsov et al. (2017) . A possible explanation for the success rate differences between the initial conditions is that is more "easy" to pull out the eigenvalues when they placed in the edge of the circle corresponding to the orthogonal condition.
The result obtained with the time pulse memorization task, with the highest success rate, it is because the task is the easiest to perform on the network.
Task
Initial Table 6 . Successful rate for the training of 20 networks for orthogonal initial condition compared with random normal initial condition.
We selected the "And" task to show the following results. In this case, we show the response with a stimulus noiseless to be able to show the trajectory with more detail, even when all networks were trained with noisy inputs.
We applied a principal component analysis in the set of neuron signals. Figure 7 and Figure 8 shows the plot of each set of stimulus applied on one trained network, AND with label #ID05. Figure 7 corresponds to "High-High" and "Low-Low" and Figure 8 for the other combinations "Low-High" and "High-Low". The colored segments in the PCA figures correspond to the different parts of the temporal signal: the initial part, the stimulus, the waiting gap, and the final state.
When no signal is applied to the input, the response of each neuron is zero level. When the network receives an individual stimulus, the neurons states are disturbed, then the systems migrate to a fixed state that is different from zero. When each input receives two stimuli the neurons change the regime to match the learned behavior of a High-level output with another final internal state.
We found out that the way to archive the desired rule is not unique. In fact, we identified different internal regimes for learning the same rule. Here we show in Figure 9 and 10 another example of a trained network, in this one corresponds to one fix point and one oscillatory regime for the "one stimulus" state and a fixed point for the two stimulus state. In this case, the set of leading eigenvalues (λ) has one real value and two complex conjugated.
Each trained network acquires a different configuration in the connection weights an has a different individual neuron state to archive the same general behavior of the output, showing that different configurations led to the same learned rule.
It is also interesting to note that if we change the size of the network (for example an order of magnitude, i.e. 500 units), the behavior is also ruled only by a set of eigenvalues outside the circle, and also it is possible to find different regimes.
A similar situation occurs for all learned tasks, except for the oscillatory task, where we couldn't find fix point states in the trained networks. The network always finds an oscillatory regime, given the nature of the output and obtaining analog results to those presented by Sussillo and Barak (2013) .
We also show an example of a network that learned the Flip-Flop Task 11. One input (input A) represent the "Set" Signal and the (input B) represent "Reset". The upper panel represents an example where the "Set" signal came before "Reset", and the lower panel one were first came the "Reset". The high-level output is a fixed point state while the low level is an oscillatory state.
It is interesting to note that a reset signal will take the system to a new state even if the output must remain at zero. This kind of behavior is also ruled by the three leading eigenvalues. One real and a set of complex conjugated as it is shown in bottom panel of Figure 11 Other examples of behavior in trained networks with all the studied task and different initial conditions are available in the repository.
To summarize the results of this study, we affirm that a simple RNN fully connected, with a small number of units is able to perform all the considered tasks. The RNN ware trained with ADAM method and a good rate of success was archive the considered initial conditions. The final state of the network is not unique determined by the learned rule different internal configurations could lead to the same learned behavior. 
Time invariance, memory and scale studies
Another interesting aspect of the trained networks is that the network reaction is invariant if we change the time where we induce the stimulus. This situation is shown in Figure 12 . A network will change the inner state of its units when receives the stimulus. Given the nature of the network, it is possible to process time series of arbitrary length. But how much time between the stimulus and the answer is possible to remember for a particular network size?
We performed the following study where we trained a set of networks for each time interval and study the rate of success. We found that the success rate drops below 25 percent when the delay is greater than 120 milliseconds. Now also considered 150 mS of delay, where the success rate is less than 25% and study what happened with the rate when we increased the number of units. The results are shown in bottom panel of Figure 13 . For a fix time interval, the memory capacity improves with the size of the network.
With this study, we were able to characterize the memory limits for a given trained network with a fixed size and the memory dependence with size for simple tasks. 
Applying selective connectivity damage into a trained network
We induced post-training "damage" over a network that was previously successfully trained to perform one task. In the trained network, we removed connections with the following criteria and study at which degree of damage the network it was still able to perform the learned tasks.
We considered a trained network that performs the "And" task with 50 units. Since we are using a fully connected network, the total number of connections is 2500 including positive and negative connections. The weight distribution of the trained network is given by Normal distribution with a σ = 1 √ N and µ = 0, as it is shown in the right side of Figure 14 .
We remove the connections gradually in a symmetric way by taking different slices of connectivity strength. An example of the distribution with the removed connections is shown in the left side of Figure  14 .
We found that we can remove a slice that represents the weakest connections until we reach 20% of the total connections and the network is still able to perform the considered task. When the slice is larger, the network is no longer able to perform the task. The ability of the network archiving the task was measured in terms of accuracy of the output signal with respect to the training signal. When this value exceeds 1.5, the network is no longer able to fulfill the task. We repeated the study now considering a larger network, in this case with 500 units. We wanted to study if there were significant differences in the percentage of connections that can be removed without destroying the learning of the task.
Again we fond that when we removed more than 20% of the connections the network is not longer able to reproduce the learned task. The system behaves as if the task learned was distributed uniformly in the available units.
In both network sizes, we tested what happens when we remove "only" the positive or "only" the connections. We found out that the learned behavior is destroyed when we reach with the removed slice the 10% of the total connections (pure positive or pure negative). This shows that both types of connection are equally necessary to perform the considered task not showing preferences for a type of connection sign. Removing the most strong connections, even when the percentage is small destroys the training for the task.
CONCLUSIONS
We have presented the results of a set of studies performed on RNN trained to perform the different temporal task and flow control task. We showed that a model with a small number of units fully connected is adequate to perform simple tasks with temporal inputs.
We showed that given the nature of the system the possible inner state is not unique, given a rule to be learned. We successfully determinate different properties of the networks that are important when studying more complex tasks.
We also performed studies of the memory capacity of such models showing the limitations in time scales of interest in cerebral cortex processes.
Finally, we show how much induced damage is feasible to be supported in a trained network.
These set of studies is useful, particularly when this is widespread and used to model different processes.
Further steps in our studies will include a description of networks with excitatory and inhibitory units.
