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Abstract— Language independent ‘bag-of-words’ representa-
tions are surprisingly effective for text classification. The rep-
resentation is high dimensional though, containing many non-
consistent words for text categorization. These non-consistent
words result in reduced generalization performance of sub-
sequent classifiers, e.g., from ill-posed principal component
transformations. In this communication our aim is to study
the effect of reducing the least relevant words from the bag-
of-words representation. We consider a new approach, using
neural network based sensitivity maps and information gain for
determination of term relevancy, when pruning the vocabularies.
With reduced vocabularies documents are classified using a
latent semantic indexing representation and a probabilistic neural
network classifier. Reducing the bag-of-words vocabularies with
90%-98%, we find consistent classification improvement using
two mid size data-sets. We also study the applicability of
information gain and sensitivity maps for automated keyword
generation.
I. INTRODUCTION
The world wide web is an unstructured and fast grow-
ing database. Today’s search tools often leave web users in
frustration by the low precision and recall [6]. It is widely
believed that machine learning techniques can come to play
an important role in web search. Ambitious plans have been
launched for supporting intelligent use of the web, i.e., a
“semantic web” [4]. IBM’s WebFountain [5] and the Stanford
University semantic web platform TAP [13] are examples of
machine learning methods coming into play, making human
web navigation easier. Here we consider web content mining
in the form of internet document classification - an information
retrieval (IR) aspect of web-mining [17]. Internet documents
contain text, hyper-links, meta-data, images, and other mul-
timedia content which can be used for classification [17],
[16]. This paper focuses on classification based on text part,
i.e., text categorization. Text categorization is the process of
creating a supervised automatic text classifier, by means of
machine learning techniques. The classifier labels documents
from the corpus D = [d1, ·, dj , ·, d|D|] into a set of classes C =
[c1, ·, ck, ·, c|C|], based on an initial set of labeled documents.
Generic text categorization systems are based on the bag-
of-words representation, which is surprisingly effective for
the task. In the bag-of-words representation we summarize
documents by their term histograms. The main motivation
for this reduction (removing the semantics) is that it is
easily automated and needs minimal user intervention beyond
filtering of the term list. The term list typically contains in the
range of 103−105 terms, hence further reduction is necessary
for most pattern recognition devices. Latent semantic indexing
(LSI) [12], [11] aka principal component analysis is often used
to construct low dimensional representations. LSI is further-
more believed to reduce synonymy and polysemy problems
[11], [19]. Synonymy is when multiple words have the same
meaning and polysemy is when a single word have multiple
meanings. Although LSI and other more elaborate vector space
models have been successful in text classification in small and
medium size databases, see e.g., [16], [14], it is still not at
human level text classification performance. When training
classifiers on relatively small databases generalizability is a
key issue. How well does a model adapted on one set of data
predict the labels of another test data set? Generalizability is
in general a function of the number of training cases and of
the effective model dimension.
Various methods and techniques have been purposed to
improve generalization in text categorization. WordNet [2],
a lexical database containing synonym sets and other lexical
concept, has been used for classification improvement. In [9],
the synonymy part in WordNet has been used to expand term-
lists for each text category, enhancing the accuracy of the
text classifier significantly. In [15], text classification based
WordNet’s word meanings has been attempted. These exper-
iments have not given any significant classification accuracy
enhancement. On the other hand, the use of words part-of-
speech (POS) has showed to improve text categorization gen-
eralization. A POS-tagger analyzes sentences and tag words
with their part-of-speech, i.e., noun, verb, adverb, number,
punctuation, etc. In [3], words have been tagged with their
POS, avoiding confusion between similar words with different
meanings. This approach resulted in a positive effect on
classification accuracy. In [1], a POS-tagger has been used
to extract more than 3.000.000 compound words from texts,
improving classification accuracy. Using unlabeled documents
when categorizing texts has an improving effect. The unlabeled
documents can be used in various ways, see e.g. [24], [20]
and [31]. In [18], multiple classifiers are combined, and a
consensus voting scheme among the classifiers performs better
than any single classifier.
In this communication, the aim is to improve generalizabil-
ity of the supervised document classifier by pruning the docu-
ment vocabulary T = [t1, ·, ti, ·, t|T |], i.e., removing the term
which is least suited for discrimination. Many terms posses
little or no generalizable discriminative power, and should
be regarded as noise. Pruning the vocabulary, the task is to
determine the least discriminative terms, based on the training
set only. Automated vocabulary reduction has been attempted
with success previously in [30], using a k-nearest-neighbors
classifier. We here use another method for term reduction, and
experiment within the LSI representation. To estimate term
relevance we will use Information Gain and scaled sensitivity,
which is computed using the so-called NPAIRS split-half re-
sampling procedure [29]. Our hypothesis is that sensitivity
maps can determine which terms are consistently important,
hence, likely to be of general use for classification relative to
terms that are of low or highly variable sensitivity.
The rest of this article is organized as follows. In Section
II, we discuss the generic bag-of-words approach for text
categorization, and the vocabulary pruning methods. In Section
III, explains the data sets used for the experiments. Section IV
presents the results obtained using vocabulary pruning. Section
V concludes on the methods and results.
II. METHODS
Using the generic bag-of-words approach, documents are
arranged in a term-document matrix X, where Xi,j is the
number of times term i occur in document j. The dimension-
ality of X is reduced by filtering and stemming. Stemming
refers to a process in which words with different endings are
merged, e.g., ‘train’, ‘trained’ and ‘training’ are merged into
the common stem ‘train’. This example also indicates the main
problem with stemming, namely that it introduces an artifi-
cial increased polysemy. We have decided to ‘live with this
problem’ since without stemming vocabularies would grow
prohibitively large. About 500 common non-discriminative
stop-words, i.e. (‘a’, ‘i’, ‘and’, ‘an’, ‘as’, ‘at’) are removed
from the term list. In addition high and low frequency words
are also removed from the term list. The term-document matrix
can be normalized in various ways. In [10] experiments with
different term weighting schemes are carried out. The term
frequency / inverse document frequency (TFIDF) weighting is
consistently good among term weighting methods purposed,
and is the method generally used. After TFIDF normalization
the resulting elements in X becomes
X tfidfi,j = X
tf
i,j log
|D|
DFi
(1)
where DFi is the document frequency of term i and X tfi,j is
the log normalized term frequency.
X tfi,j =
{
1 + log(Xi,j) ifXi,j > 0
0 otherwise (2)
The length of the documents is often a good prior for pre-
dicting the content within a little corpora. While document
length might be a solid variable within the corpora, it is likely
that this is not generally a valid parameter. The length of the
documents is usually normalized to prevent the influence the
document length might have. The Frobenius norm is used to
length normalize the term document matrix to one.
Xn2tfidfi,j =
X tfidfi,j√
|T |−1∑|T |i′=1X tfidfi′,j 2 (3)
To emphasize the influence of document lengths, the dis-
tribution of the term standard deviations for the spam and
non-spam documents, in the email data-set, are illustrated in
Figure 1,
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Fig. 1. Distribution of the standard deviation for the email data-set.
The distribution for the spam class and the non-spam class varies a lot.
The standard deviation is a good discriminator, but probably not general
outside this data-set. Using only the standard deviation for classification, the
generalization error is 22%.
Using only the standard deviation measure for classification,
78% of the documents can be classified correctly. This clearly
shows that document length is a good prior.
It is suggested to use a reduced normalized vocabulary,
using sensitivity maps and information gain. The reduction
factor ξ determines the fraction of the vocabulary, which is
removed.
ξ =
|T | − |T ′|
|T | (4)
Where T ′ is the new vocabulary, a subset of the full vocabulary
T .
Using sensitivity maps for pruning, we use the definition of
class specific sensitivity proposed in [32], [28] for a set of N
samples,
sk =
1
N
N∑
n=1
∣∣∣∣∂P (ck|fn)∂x
∣∣∣∣ (5)
and where P (ck|fn) is the posterior probability of class k
given the feature vector fn. sk is the K-dimensional sensitivity
vector for class k. The K-dimensional derivative is obtained
using the projection (8) [28]. A split-half re-sampling proce-
dure is invoked to determine the statistical significance of the
sensitivity [29]. Multiple splits are generated of the original
training set and classifiers trained on each of the splits. For
each classifier a sensitivity map is computed. Since the two
maps obtained from a given split are exchangeable the mean
map is an unbiased estimate of the ‘true’ sensitivity map, while
the squared difference is a noisy, but unbiased estimate of the
variance of the sensitivity map. By repeated re-sampling and
averaging the sensitivity map and its variance are estimated.
We finally obtain a scaled sensitivity map by normalization
trough the standard deviation.
The scaled sensitivity way of pruning will be compared with
information gain pruning. The information gain [30] for the
term ti is defined as:
IGti = −
∑|C|
k=1 P (ck) logP (ck)
+P (ti)
∑|C|
k=1 P (ck|ti) logP (ck|ti)
+P (ti)
∑|C|
k=1 P (ck|ti) logP (ck|ti), (6)
where P (ti) is the probability that term ti appears at least
once in a document and P (ti) is the probability that the term
does not appear in a document.
The normalized and pruned term document matrix Xp is
reduced to a feature-document matrix using PCA, carried out
by an ‘economy size’ singular value decomposition,
Xp = UΛVT . (7)
Where the orthogonal |T ′| × |D| matrix U contains the
eigenvectors corresponding to the non-zero eigenvalues of the
symmetric matrix XpXTp . Λ is a |D|× |D| diagonal matrix of
singular values ranked in decreasing order and the |D| × |D|
matrix VT contains eigenvectors of the symmetric matrix
XTp Xp. The LSI representation is obtained by projecting
document histograms on the basis vectors in U,
F = UTX = ΛVT . (8)
Typically, the majority of the singular values are small and
can regarded as noise. Consequently, only a subset of K
(K < |T ′|) features is retained as input to the classification
algorithm. The representational potential of these LSI features
is illustrated in Figure 2.
A wide variety of classification algorithms have been ap-
plied to the text categorization problem, see e.g., [17]. We
have extensive experience with probabilistic neural network
classifiers and a well tested ANN toolbox is available [26].
The toolbox adapts the network weights and tunes complexity
by adaptive regularization and outlier detection using the
Bayesian ML-II framework, hence, requires minimal user
intervention [27].
III. DATA
Two data-sets, ‘Email’ [23] and ‘WebKB’ [7] are used
to illustrate and test the hypothesis. No less than ten split-
half re-samples are used in all experiments. The Email data-
set consists of texts from 1431 emails in three categories:
conference (370), job (272) and spam (789). The WebKB set
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Fig. 2. Illustration of the document distribution in feature space. Here we
show the Email corpus projected onto the 2nd and 4th principal directions. In
this projection the ‘spam’ class is well separated while the two other classes
in the set (‘conferences’ and ’jobs’) show some overlap.
contains 8282 web-pages from US university computer science
departments. Here we have used a subset [8] of 2240 pages
from the WebKB earlier used in [14] and [19]. The WebKB
categories are: project (353), faculty (483), course (553) and
student (851). All html tags were removed from the data-set.
IV. RESULTS
The standard performance measure for text categoriza-
tion systems is precision and recall. Precision measures
how many of the retrieved entries are relevant precision =
true positive/(true positive + false positive). Recall measures
how many relevant entries were found compared to the
amount of relevant entries in the collection recall =
true positive/(true positive + false negative. The Fβ measure
[21] weights the importance of precision and recall, where
β = 1 weights precision and recall equally,
Fβ =
(β2 + 1)× precision× recall
β2 × precision + recall (9)
Micro averaging [25] over all the classes |C|, is rewarded when
classifiers of frequent categories performs well. When each
document belongs to less than two classes, which is the case
for the collections considered here, the micro averaged preci-
sion and recall simplifies to the fraction of correct classified
documents. It follows from that the F1 measure also becomes
the fraction of correct classified documents. In the following
we use the error function defined as 1− F1.
Preprocessing the documents, all letters in all the terms
have been converted to lowercase and punctuations have been
removed. A simple stemmer has transformed words with basic
endings into their common stem. Preliminary experiments
indicated that a reduced feature space of K = 48 projections
and a neural network classifier with five hidden units were
sufficient for the task (data not shown). All results have been
validated using 10 fold split half re-sampling cross validation.
The neural network based term sensitivity is a function of the
given training set. Terms for which the sensitivity is high but
also highly variable are less likely to support generalizability
compared to terms that have a consistent high or medium
sensitivity. The empirical distribution of mean and standard
deviations the terms sensitivities of the Email set are shown
in Figure 3.
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Fig. 3. Mean and standard deviation of the term sensitivity. The most relevant
terms have consistently high sensitivity in each re-sampling split, i.e., a high
mean and relatively low standard deviation. These terms occupy the lower
right part of the plot.
The empirical scaled sensitivities Zi = µi/σi of the terms
ti were used to determine the term relevance. Term relevance
were also determined using information gain. The two methods
are quite different, and so is the distribution of their estimated
term relevance. In Figure 4, the distribution of term relevance
is shown for the Email data, using the two methods.
Both relevance measure distributions have large slender
tails, showing that few terms posses much information. It is
likely that the vocabularies can be pruned intensively.
Based on the scaled sensitivities, relevant keywords for the
text categories has been extracted. For the Email data the
five highest scores for the Conference category are (Paper,
Conference, Deadline, Neural, Topic) and for the Job category
(Research, Position, Candidate, University, Edt) and for the
Spam category (Money, Remove, Free, Thousand, Simply).
Similarly, information gain has been used to determine relevant
keywords for the Email data. The five highest scores for the
Conference category are (Neural, Conference, Paper, Science,
Workshop) and for the Job category (University, Research,
Candidate, Computational, Position) and for the Spam cate-
gory (Money, Free, Remove, Business, Simply). The two sets of
keywords posses high relevancy for the three classes, though
the two methods does not find the exact same keywords.
The vocabularies of the WebKB and Email data are pruned
with an increasing reduction factor ξ. The generalization error
as function of 1− ξ is shown in Figure 5.
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Fig. 4. Distribution of term relevance scores, using scaled sensitivities and
information gain, for the Email data. Both distributions have large slender
tails, indicating that few terms posses much higher relevancy than others,
and intensive pruning should be performed. 10% of the terms have a scaled
sensitivity higher than 0.025 and 10% of the terms have information gain
higher than 0.008.
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Fig. 5. Generalization error pruning the vocabulary for the Email and WebKB
data, using scaled sensitivities and information gain as term relevance measure.
Pruning with use of information gain gives slightly better generalization error
than when using scaled sensitivities. Reducing the vocabulary with 90%, using
Information gain, is optimal for the Email data-set. The generalization error
is then reduced with 26%. For the WebKB data-set the lowest generalization
error is found, reducing the vocabulary with 98%, where the error is reduced
with 29%. The results were found using 20% of the samples for training.
Using all the terms, the generalization classification er-
ror rate is 23.3% in the WebKB and 2.1% in Email data.
Removing respectively 98% and 90% of the vocabularies
with the lowest information gain, the generalization error
for the WebKB is reduced to 16.5% and to 1.5% for the
Email data. Removing terms with the lowest information gain,
the performance is slightly better than when using scaled
sensitivities for term removal.
In Figure 6 we show that learning curves are consistently
improved for a range of training sets for the WebKB and the
Email data, based on a fixed reduction of respectively 98%
and 90% of their original vocabulary.
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Fig. 6. Learning curves using full and pruned vocabularies. Learning curves
shows decreased generalization error for a range of training set sizes. For the
WebKB, both pruning methods shows consistent reduced generalization error
of about 25% for the whole range of training set sizes. For the Email data,
pruning decreases the generalization error when using less than 40% of the
data-set for training. When 40% or more of the data-set samples are used for
training, the generalization error is not reduced further. Noise within the data
might prevent classification from further optimization.
Pruning the vocabulary to a small fraction of the original
sizes, results in better generalization in the whole range
of training-set sizes, however, a somewhat larger effect for
small training sets. For both data-sets, pruning lowers the
generalization error with approximately 25%. For the Email
set, generalization error is not lowered using 40% of the data
or more for training. It is likely that noise within the data-set
prevents the classifier from lowering the generalization error
any further. For both data-sets information gain is generally
slightly better than scaled sensitivities, at determining which
terms are relevant for classification. Information gain is signif-
icantly cheaper to compute than the scaled sensitivities, which
make them the obvious choice among the two methods.
V. CONCLUSION
Neural network sensitivity maps were introduced in a LSI
based context recognition framework. Scaled sensitivity in-
formation gain were compared for vocabulary pruning. Using
two mid-size data-sets, both methods have consistently shown
reduction in text classification error when pruning the vocabu-
laries. Both methods lower the generalization error by approx-
imately 25% over a range of training set sizes. Information
gain is generally better at determining the relevant vocabulary
information, resulting in slightly better generalization error
relative to using scaled sensitivities. Finally, we noted that
information gain and the scaled sensitivity are also useful for
identifying class specific keywords.
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