Accurate and robust detection of myonuclei in isolated single muscle fibers is required to calculate myonuclear domain size. However, this task is challenging because: 1) shape and size variations of the nuclei, 2) overlapping nuclear clumps, and 3) multiple z-stack images with out-of-focus regions. In this paper, we have proposed a novel automatic detection algorithm to robustly quantify myonuclei in isolated single skeletal muscle fibers. The original z-stack images are first converted into one all-in-focus image using multi-focus image fusion. A sufficient number of ellipse fitting hypotheses are then generated from the myonuclei contour segments using heteroscedastic errors-in-variables (HEIV) regression. A set of representative training samples and a set of discriminative features are selected by a two-stage sparse model. The selected samples with representative features are utilized to train a classifier to select the best candidates. A modified inner geodesic distance based mean-shift clustering algorithm is used to produce the final nuclei detection results. The proposed method was extensively tested using 42 sets of z-stack images containing over 1,500 myonuclei. The method demonstrates excellent results that are better than current state-of-the-art approaches.
Ç 1 INTRODUCTION
C ELL and organelle counting are fundamental measures in biological research. In the field of muscle biology, the number of nuclei is of particular interest given that muscle is organized as multinucleated myofibers, with each nucleus supporting a domain of cytoplasm. The ratio of myonuclei to cytoplasmic volume of the myofiber is termed the myonuclear domain. Contrary to dogma, recent evidence shows that the myonuclear domain is very flexible, changing during muscle growth, atrophy, and regeneration [1] , [2] . The addition and subtraction of myonuclei to the existing myofiber presumably is the basis of skeletal muscle hypertrophy and atrophy. For example, myonuclei accretion usually increases during muscle hypertrophy, presumably through the fusion of muscle stem cells contributing myonuclei to the existing myofiber. Thus, accurate and efficient quantification of the number of myonuclei per fiber relative to fiber size, is an important factor to evaluate muscle adaptation, as well as its pathological conditions. Currently, manual counting is extremely time consuming and labor intensive. Computer assisted microscopic image analysis tools are better alternatives compared with manual quantifications with respect to efficiency.
There are many existing approaches for automatic cell or nuclear counting. The distance transform based method is commonly used to detect seeds in clustered objects. However, it does not work well for the tightly clustered or overlapping objects in which false positive error becomes nonnegligible. Some algorithms improved the distance transform method by combining geometric and intensity information to provide more accurate detection [3] , [4] . An algorithm [5] was proposed to filter out the false seeds by minimizing the false detections based on mutual proximity.
Watershed-based segmentation is a widely used method for splitting touching cells [6] . However, it suffers from over-segmentation. Various merging mechanisms based on hierarchical tree searching algorithm [7] , anatomic characteristics of nuclei analysis [8] , and topology dependence constraints [9] have been proposed. A cell segmentation algorithm using watershed-based cell splitting with photometric and shape information was proposed in [10] . A general segmentation framework for fluorescent images was proposed in [11] . The algorithm utilized both the image appearance information from both DNA and Actin channels. The inter-cellular interactions and the gradient information inside the cells were formulated as an energy functional, and minimized by a multiphase level set propagation. Watershed algorithms incorporating markers indicating object prior information were investigated in [12] , [13] , [14] . In [15] , cell markers (used for marker controlled watershed) were detected by localizing the centers of the gravities in the cell clumps using kernel-based iterative radial voting. Jung and Kim [16] developed a modified watershed algorithm using H-minima transform that integrates the shape information of nuclei. The H-value is derived by evaluating a shape distortion function to measure the fitting accuracy between the ellipse and nuclear contour. In [17] , an adaptive H-minima transform is proposed to detect cell markers (seeds) within a connected component obtained from inner distance transform.
Object detection and segmentation can also be formulated into a graph cut problem [18] , where pixels are modeled as the nodes. A graph cut segmentation algorithm minimizing an energy function was proposed in [19] . In [20] , seed detections are implemented by dissecting the weighted graph using normalized cuts [21] . Some other graph based methods can be found in [14] , [22] , [23] , [24] , [25] , [26] , [27] , [28] .
A ridge detection based muscle fiber segmentation algorithm was proposed in [29] . Radial voting based methods [30] , [31] , [32] were proposed to locate the center of cells with a major assumption on round shaped cells, which does not hold in our case because myonuclei in muscle fibers contain both elongated ellipses and round circles. When voting based methods [29] , [30] , [31] , [32] are applied to the cells with elliptical shapes, they tend to create false positive detections. Nuclei detection and segmentation methods based on Laplacian-of-Gaussion (LoG) with adaptive scale selection were reported in [33] , [34] . Similarly, their method works better for touching cells with round shapes. Concave point detection based algorithm are proposed in [14] , [35] , however, it is often difficult to find a general rule for shape decomposition. Gradient vector diffusion [36] is proposed to detect blob-like objects in microscopic zebrafish images. The method is robust to noise, and can achieve accurate and consistent performance.
In this paper, we have developed a novel algorithm for automatic myonuclear detection in isolated fixed skeletal muscle fibers stained with DAPI to visualize nuclei. The original z-stack images are presented in the left of Fig. 1 . It can be observed that there exist the following challenges: 1) The myonuclei tend to exhibit a variety of circularity ratios, ranging from elongated ellipses to round circles. The round shape assumption therefore does not hold. 2) Some myonuclei have inhomogeneous staining intensities due to DAPI intercalating preferentially into heterochromatin, which creates some bright spots irregularly distributed in the myonuclei. This inhomogeneity tends to fail many current segmentation algorithms that require homogeneous intensity distribution of the object.
In this paper, we have proposed an algorithm that can handle all these challenges. The contributions of this paper are:
A novel robust ellipse fitting based on heteroscedastic error-in-variables (HEIV) regression algorithm is applied to generate a sufficient number of ellipse fitting hypotheses based on the concave points and contour segments.
A novel two stage sparse optimization model is proposed for robust sample and feature selection. A modified mean-shift clustering algorithm based on geometric inner-distance is used to merge the seeds and generate the final myonuclear detection results. The remainder of this paper is organized as follows. The myonuclear detection algorithm is explained in detail in Section 2. The experimental results are described in Section 3. Finally, Section 4 concludes the paper.
METHOD
Our algorithm consists of four steps: preprocessing, robust ellipse fitting, and refinement, and mean-shift clustering based on geodesic inner distance. The algorithm flowchart is shown in Fig. 2 . In the preprocessing step, a multifocus image fusion technique is applied to derive an all-in-focus image from the original z-stack images, as shown in Fig. 1 . Because there exist touching myonuclei, a concave point detection method is used to detect the concave points after thresholding using Otsu's method [37] , contour extraction and smoothing. A sufficient number of hypotheses of potential fitting ellipses are calculated with heteroscedastic errorin-variable regression. In the ellipse refinement stage, two stage sparse optimization is applied to find the representative training samples and discriminative cellular features. Based on these selected sparse samples and their corresponding representative features, a support vector machine (SVM) classifier is trained to identify the best ellipse that represents the myonuclei. Finally, a mean-shift clustering algorithm based on geodesic inner distance is used to merge multiple ellipse candidates to produce the final myonuclei detection results.
Preprocessing

Multifocus Image Fusion
In z-stack imaging, the microscope collects lights from both the in-focus plane and the out-of-focus planes. Therefore, each image consists of in-focus objects as well as out-offocus objects. Motivated by [38] , we have proposed a modified image fusion algorithm to compose a smooth multifocus image from the whole z-stack images. Let i ¼ 1; 2; . . . ; N denote the z-stack images, the magnitude of gradient of each image is calculated as
where I 2 XðiÞ ðx; yÞ and I 2 Y ðiÞ ðx; yÞ are the horizontal and vertical gradients of the image i, respectively. Different from [38] which picks the pixel I i ðx; yÞ ¼ argmax i M i ðx; yÞ as the (2)
Our image fusion algorithm can provide the final composed image with smooth boundaries, which greatly increases the robustness of the subsequent automatic detection procedure.
Contour Smoothing and Concave Point Detection
Let I sc ðx; yÞ represent the binary image containing the contours of the objects in the synthesized image I s ðx; yÞ. Before applying the concave point detection algorithm to I sc ðx; yÞ, a contour smoothing algorithm [39] is applied to increase the robustness for concave point detection. The contour of each connected component is represented by Freeman chain code with eight directions, elliptical Fourier transform [40] is then applied to smooth the contour by keeping the first m (m ¼ 20 in our case) Fourier coefficients. A concave point detection algorithm [14] is applied on each point of the contour. As shown in Fig. 3 , we first calculate an angle for each concave point using
The concave points with a < 165 degrees and the midpoint of c outside the contour (Fig. 3b ) are kept as candidates, and are further processed to suppress the local nonmaxima points.
Ellipse Fitting and Refinement 2.2.1 Ellipse Fitting Using Heteroscedastic Errors-in-variable (HEIV) Regression
Heteroscedastic errors-in-variables regression is used to generate the robust fitting ellipses. Compared with some other traditional methods, HEIV has a weaker dependence on initialization and a faster convergence. Direct least-squares (DLS) method [41] is biased when the input data points are a short low-curvature segment of a whole ellipse as shown in Fig. 4 . Geometric distance minimized with Levernberg-Marquardt (LM) [42] is sensitive to the initialization, and the initial value could be biased if it is obtained by DLS method [43] . We also include fitting result of Taubin's method [44] in Fig. 4 for comparison purpose. In our algorithm, an ellipse is modeled by its linear form
where a and the five dimensional vector u u are the ellipse parameters, x x io is the noise-free data, and
where z zðx x io Þ is used to represent the five dimensional carrier dependent on the data. The true data is corrupted by additive noise
where GIðm m; C CÞ represents Gaussian distribution with mean m m and covariance C C. Because the noise corrupting the true data x x io appears in the carrier vector, the carriers are not independent from each other. HEIV fitting algorithm employs the errors-in-variables (EIV) model, and applies the HEIV algorithm to iteratively compute the maximum likelihood estimators in the linear model by solving
subject to constraint (5) and
The HEIV algorithm exploits the dependency between a and u u, and iteratively computes the solution by solving a generalized eigenvalue problem
where S Sðû uÞ and C Cðû uÞ are weighted scatter matrix and weighted covariance matrix, respectively. In each iteration a new estimateû u is calculated by finding the eigenvector corresponding to the smallest eigenvalue, and a newâ is computed fromû u. The new parameter estimators are used to update the new estimates of the true datax i , the noise varianceŝ 2 , and the moments of the carrier noise m m z i and C C z i . The iteration stops when the smallest eigenvalue approaches 1. This algorithm works well for both homoscedastic and heteroscedastic noises. The estimators obtained are unbiased. The proof of its unbiasedness can be found in [45] .
In order to segment the touching myonuclei, robust ellipse fitting based on HEIV regression model is performed on the contour pixels. Assume there are c concave points for a contour, the original object contour is intersected by the concave points into c segments. We fit candidate ellipses using the different combinations of the contour segments. Thus, there are c k À Á segment combinations if we choose k segments to fit one ellipse. We empirically set k ¼ f1; 2; 3g to make sure that a sufficient number of ellipses using HEIV regression are generated as input to the subsequent refinement procedure. One robust ellipse fitting example using HEIV regression model is shown in Fig. 5 .
Ellipse Feature Extraction
Given the ellipse fitting result calculated from Section 2.2.1, the next step is to generate representative image features. The following geometric features, summarized in Table 1 , are defined as: Set 1. The most intuitive geometric feature to evaluate the accuracy of ellipse fitting is to measure whether or not the fitting ellipse matches with the boundaries of myonuclei. A set of morphological ratios are defined for this measurement. Given the fitting ellipse and the contour of a myonucleus, the overlapping ratios are calculated based on the overlapping areas of the fitting ellipse and the contour. Let
where A o denotes the overlapping area, and A c and A e denote the areas of the contour of myonucleus and the fitting ellipse, respectively. In addition, the ratio r oace ¼ Ao AcþAe is also calculated. Considering robustness, the pixel-wise overlapping ratios are calculated. Let p o denote the overlapping pixels between a fitting ellipse and the object, and p c be the number of pixels of the contour. Then, we define contour pixel level overlapping ratio r oc ¼ po p c . Based on r oc , we design an iterative procedure to assign a match-quality score to each fitting ellipse. In each iteration, we count the contour pixels overlapping with an ellipse, then sort the ellipses with respect to the number of their overlapping contour pixels. At the end of each iteration, the contour pixels that overlap with the highest ranked ellipse are removed, and r oc is updated for each remaining ellipse. The iteration stops when there is a small fraction (decided by a threshold) of contour pixels left. Note that in each iteration, the ellipse that has the most overlapping pixels with object contour pixels will be assigned the highest rank. The match-quality of an ellipse is defined as the ranks of this fitting ellipse calculated during each iteration. To improve efficiency, we only record the ranks of an ellipse in the first three iterations.
Set 2. The myonuclei are objects which have certainly biological meaningful areas. Therefore, the area of the ellipse A e , the axis ratio r axis , and the perimeter p c and area A c of the myonuclei contour are also considered as potential geometric features for classification. Set 3. Concave point depth is a feature designed to distinguish the ellipses shown in Figs. 5b and 5e. This is based on the observation that an accurate ellipse fitting should not have concave points deeply inside the ellipse. Considering this, for a given ellipse E i ; ði ¼ 1; . . . ; NÞ and a set of concave points c j ; ðj ¼ 1; . . . ; cÞ, concave point depth d i is defined as the sum of squares of the Euclidean distances from the concave points to ellipse E i :
where distðÁÞ denotes the Euclidean distance from c j to E i . Because the center of an accurate fitting ellipse should not locate near the boundary, the distance between the center of the fitting ellipse and object boundary d ecc is also calculated. This feature can help to remove suboptimal fitting ellipses whose centers are close to the object boundaries as shown in Fig. 6 .
Set 4. The irregularity of the boundaries are defined as r irg ¼ n c pc , where p c denotes the perimeter of a myonucleus contour, and n c represents the number of concave points detected. Two examples are shown in Fig. 7 .
Set 5. A set of statistical features are calculated to capture the relationships among the ellipses generated from the same contour. Assume N ellipse fitting candidates are generated from the segments of an object contour, and f i ; i ¼ ð1; 2; . . . ; NÞ represents one specific feature calculated for the ith ellipse E i :
where the functions medianðÁÞ, maxðÁÞ and minðÁÞ computes the median, maximum and minimum value of the input feature vector. These statistical features capture the inter-group variance of one ellipse fitting compared with the whole group of fitting ellipses for the same object contour. These statistical features are calculated for each feature in Set 1 and Set 3. Set 6. The following two features are also considered in the classification algorithm: 1) Distance from fitting ellipse centroid to the object centroid. 2) Average distance from one ellipse centroid to the centroids of all the other fitting ellipses for the same object contour.
Learning Based Ellipse Refinement Using Two-Stage Sparse Optimization
In the object space, not all the training samples are representative ellipse-myonuclei cases that need to or should be used for learning. Similarly, in the feature space, a discriminative feature set can significantly improve the classification performance considering the "curse of dimensionality". We have proposed a novel two-stage sparse optimization to 1) select the most representative training samples in the object space, and 2) identify the most discriminative features in the feature space.
Training example selection using dictionary learning by kselection. In this step, we assume that all the training samples can be sparsely represented by a subset of representative samples (dictionary bases). Only these typical samples are needed to train the ellipse refinement classifier. Our recently proposed K-selection [46] algorithm is used to select a set of most representative training samples from the original training data set. For the given training sample set E ¼ fe e i ji ¼ 1; 2; . . . ; Ng, where e e i denotes the feature vector of the ith training sample, we assume a dictionary B ¼ fb b i ji ¼ 1; 2; . . . ; Kg exists such that all the training samples can be represented by a linear combination of the selected bases in B. The basis samples in B can be found by performing dictionary update and sparse coding alternatively:
where b b k is kth feature vector selected as the basis vector from the original training sample set, x x i is the representation coefficients, and d d i is the distance between e e i and the basis vectors. The dictionary is updated using a projection-based gradient descent method. Within each iteration, we choose sample e l to replace basis b t e e Ã l ¼ arg max
where rf t is the gradient of cost function (16) with respect to basis b b t . We accept e e Ã l if the replacement reduces the value of the cost function, that is the selected basis is in the direction that has the largest correlation to the negative gradient direction. The last term in (16) models the locality constraint, which encourages each sample to be represented by its local bases and allows the optimization problem to be efficiently solved in a much smaller local system. Locality-constraint linear coding [47] is applied to (16) for sparse coding. In our algorithm, we perform this K-selection to the positive and negative samples separately. K-selection does not assume that the data is low-rank. For each sample, it does not require all the samples to be used during the optimization procedure, either. These characteristics are different from the recent selection-based dictionary learning methods [48] , [49] .
Feature selection using sparse representation. As shown in Table 1 , in total we have extracted P ¼ 43 morphological features for learning based fitting ellipse refinement. In order to improve the classification performance, a sparse representation model is employed to select the most discriminative features: 
where N is the number of training ellipses, v i and f i 2 IR P Â1 represent the weight and the feature for the ith ellipse, respectively. The binary scalar z i denotes the ellipse label: z i ¼ þ1 for positive and z i ¼ À1 for negative, b is a scalar representing the intercept, and r is the parameter controlling the sparsity of a. Due to the l 1 norm constraint, the solution a Ã 2 IR P Â1 to (18) is sparse with nonzero elements corresponding to the selected discriminative features. Based on a Ã with L nonzero elements, all the features are projected onto a lower-dimensional, discriminative feature space, which can benefit the subsequent classification. The equation (18) is optimized with the widely used Sparse Learning Package (SLEP) [50] . Equation (18) is a supervised method which aims to select discriminative features with respect to the subsequent classification as well as removing redundant information. In comparison with those unsupervised feature selection methods such as PCA [51] , ISOMAP [52] , and LLE [53] , our feature selection method is designed to optimize the classification performance. Boosting [54] based feature selection may have performance similar to sparse representation due to their common logistic regression nature. However, boosting is relatively less efficient compared with sparse representation for feature selection [55] . SVM-RFE feature selection does not guarantee the selected features are most relevant with minimal redundancy [56] . Other methods, like Laplacian score [57] , trace ratio [58] , relief and reliefF [59] , and SPEC [60] , and HSIC [61] , evaluate features individually and thus are not specifically designed to handle redundant features.
Classification and Inner Geodesic Distance Based Clustering
After two-stage sparse optimization, the selected training samples are used to train a SVM classifier. The classifier outputs are shown in Fig. 8 . Note that the smaller markers are the centers of the ellipses selected by the classifier. In order to get the final position, we have designed an inner distance based mean-shift clustering algorithm to merge all the candidates. Our method consists of 1) inner-distance calculation to compute the inner-distance matrix, and 2) meanshift based clustering to locate the final seeds. The inner-distance is calculated as the length of the shortest connecting pathes that only lay inside the object. For example, in Fig. 8g , the direct line connecting the two center points represents Euclidean distance because the pathes are not entirely inside the object. On the contrary, the inner geodesic distance is calculated by first building a graph with the ellipse centers and the concave points as vertices and the links connecting these vertices inside the contour as edges, then running a shortest distance algorithm in the graph. An example of inner-distance graph is shown in Fig. 8h . Since the inputs of the mean shift clustering are coordinates of the points, the inner-distance matrix will be converted into a new coordinate system by harboring the origin at one of the two points and calculating the other relevant distances.
The reason that we do not choose standard Euclidean distance is demonstrated in Fig. 8 . Inner distance is intuitively correct because the real distance between two seeds should be the paths within the object, instead of a direct line that might cross the cell boundaries [14] . As shown in Fig. 8a , Euclidean distance based clustering will face some serious challenges in selecting proper clustering bandwidth (Figs. 8b, 8f, and 8j show result of clustering with a smaller bandwidth and Figs. 8c, 8g, and 8k show results with a larger bandwidth). On the other hand, based on inner geodesic distance, correct clustering results have been obtained using one unified bandwidth, as shown in Figs. 8d, 8h , and 8l. Inner-distance is proven to be quite effective in natural shape classification [62] . Some clustering results are shown in Fig. 8 . Note that all the clustering results based on inner geodesic distance are obtained with the same clustering bandwidth bwd c ¼ 14.
EXPERIMENTAL RESULTS
All animal procedures were conducted in accordance with institutional guidelines for the care and use of laboratory animals as approved by the Animal Care and Use Committee at the University of Kentucky. Adult (four months of age) male C57Bl6 mice were injected intraperitoneally with ketamine (100 mg/kg) and xylazine (10 mg/kg) and euthanized by cervical dislocation. Plantaris muscles were fixed in situ at resting length by fixation in 4 percent paraformaldehyde for 48 hours. Single muscle fibers were subjected to 40 percent NaOH digestion and manually isolated as previously described [63] . Single fibers were stained with DAPI and nuclei from 15-25 fibers per animal counted. Fibers were imaged by z-stack analysis using the AxioImager M1 microscope.
In total we have collected over 500 multifocus z-stack images (over 1,500 myonuclei) from 42 individual isolated single muscle fibers. A set of image patches cropped from some randomly selected z-stack images and their corresponding all-in-focus fused image are shown in Fig. 9 . A support vector machine classifier is trained using ellipses generated from seven fused images (1,000 positive samples and 3,000 negative samples), and the rest 35 cases are used for testing. The ground-truth ellipses and seeds are manually marked for each cell. In order to evaluate and validate the proposed algorithm, we have presented the experimental results on validating 1) the effectiveness of the geometric features described in Section 2.2.2 on ellipse refinement, 2) sparse representation based sample and feature selection methods described in Section 2.2.3, 3) the effectiveness of the inner-distance based clustering (2.3), and 4) the overall comparative myonuclei detection results.
We implemented our algorithm using MATLAB with the SVM package [64] on a PC machine with i3 CPU and 16 GB memory. The SVM classifier uses Gaussian kernel with precision g ¼ 0:3 and penalty 1 by cross validation. The bandwidth for mean-shift clustering is empirically set to 16 pixels. For the data with elongated or larger cells, a large window bandwidth is preferred. The selection of K in (16) interacts with the size of training samples. In practice a large K is chosen when the data have significant variations, and 15 percent of the training sample size is found to be sufficient to approximate the data. Usually the algorithm takes less than 1 minute to count one all-in-focus image.
The k in Equation (2) determines the sharpness of the fused image. A smaller k will generate a fused image with higher contrast and vice versa. In our experiment, k ¼ 3 produces enough contrast. In order to avoid the local false concave points, the contours are smoothed by elliptical Fourier descriptor, and its first m coefficients are kept. m ¼ 20 is chosen in our experiments.
Geometric Features
In this section we illustrate the effectiveness of the geometric features for ellipse refinement in Fig. 10 . The first row of Fig. 10 is the original ellipse fitting results obtained from Section 2.2.1, and the results after the learning based ellipse fitting refinement are demonstrated in the fourth row.
Set 1 evaluates the extent of matching between object boundaries and fitting ellipses. In Fig. 10a , it is clear that the classifier can successfully reject some false fitting ellipses that have lower matching ratios.
The features A e and A c in Set 2 help to differentiate the valid fitting ellipse from false fittings by measuring their areas. As we show in Fig. 10b , although the largest (longest) ellipse exhibits better overlapping ratios, it also encloses a larger area. In addition, the axis ratio r axis and contour perimeter p c also indicate that the largest ellipse is suboptimal. Considering these regularizations, the ellipse refinement classifier has rejected this candidate, as shown in Fig. 10b . In Set 3, the concave point depth is designed for the touching myonuclei. We put one typical case of the touching myonuclei in Fig. 10c . The red circles in the third row are concave points. It can be observed that this feature enables the classifier to reject the two ellipses containing concave points. The effect of feature d ecc is shown in Fig. 10d . The ellipses whose centers are close to the contour boundary are removed.
The contribution of the irregularity measurement is shown in Fig. 10e . This feature is designed to enable a more robust classifier in the presence of extremely irregular contours. Compared with the myonuclei with smooth contours, these irregular ones can generate higher values with respect to irregularity measurements of the fitting ellipses. This enables the classifier to differentiate the ellipses having lower overlapping ratios with higher irregularity measurements, which may still be valid ellipse fitting results.
The Set 5 features are designed to capture the statistical properties of fitting ellipses within one contour. The effect of the two distances features in Set 6 is shown in Fig. 10f . These features force the classifier to select the ellipses whose centroids locate near to the centroid of the contour and away from the contour boundary.
The parameter r ¼ 180 is used in the sparse representation-based feature selection model in (18) , and a set of most discriminative features is presented in Fig. 11 . Those features with zero coefficient values are non-discriminative ones, which contain the f 2i (except the median feature for match qual2 ) and f 3i in Table 1 . The mean features f 1i for the r aoc ; r aoe ; and r oace in Table 1 are not considered as important features either. On the contrary, the ranking scores match qual1 ; match qual2 ; match qual3 , and their corresponding min features f 4i are considered as the most significant features, since they iteratively evaluate the accuracy of a fitted ellipse based on the pixel-wise contour/fitting ellipse overlapping ratio. The selected features based on sparse representation are denoted with bold font in Table 1 : Feature Index.
Sample and Feature Selection
Sparse Representation for Training Sample Selection
In our algorithm, the purpose for training sample selection is to learn a compact dictionary whose element is directly selected from the original training data set. This approach is different from the widely used bag-of-words (BoW) model [65] , [66] and spatial pyramid matching (SPM) [67] method for object recognition. In BoW model, the elements (visual words) in the codebook are not selection based, and are often learned through some clustering methods such as Kmeans. In order to compare these two different dictionary learning approaches, these two methods were evaluated Fig. 11 . The selected discriminative geometric features using sparse representation. For the meaning of the ellipse features corresponding to the feature index, please refer to Table 1 . Fig. 12 . The mean-shift clustering based on inner distance. The first row represents the original output of the classifier, each red dot denotes the center of one fitting ellipse. The second row represents the final meanshift clustering results based on geometric inner distance. The ground truth annotation for the myonucleus detection should be two touching myonuclei for column 1, one myonuclei for column 2, and two touching myonuclei for column 3. It is obvious that in the second row, the inner distance based clustering can produce accurate results for all three cases. based on the classification accuracy in finding correct ellipse fitting candidates for myonuclei detection.
In the comparative experiment, 4,000 ellipse fitting candidates are randomly divided into training (1,600, 400 positive and 1,200 negative) and testing (2,400, 600 positive and 1,800 negative) data sets, respectively. 15 percent of the training samples were selected by Kselection and the same amount of visual words were calculated in BoW model for fair comparison. The same classifier (linear kernel SVM) using the same parameters are trained for evaluation. In order to avoid bias introduced in the feature selection step, all features are used to evaluate the two different dictionary learning methods. The ROC curve is shown in Fig. 14, and the areas under the ROC curves (AUCs) are also presented in the legend. As one can tell, sparse representation based sample selection provides better results than BoW for our application with an average AUC ¼ 0:85 compared with AUC ¼ 0:84 using BoW model.
Sparse Representation for Feature Selection
In order to justify the proposed sparse representation based feature selection method, our approach was compared with three state-of-the-arts, including PCA, Ada-Boost [54] , and SVM-RFE [56] . PCA achieves linear dimension reduction by removing the principal components corresponding to smaller eigenvalues. In this way the original data vector can be represented in a lower dimension space. In AdaBoost, each weak classifier corresponds to one single image feature, and the final strong classifier not only represent the ensemble of all weak learners, but can also be used for feature selection by observing each weak learner's weight. SVM-RFE is an iterative method [68] , [69] . In each iteration it trains a linear SVM classifier and ranks the features with respect to their weights. The feature with the lowest weight is removed. The final output is a ranking of all the features in terms of their importance.
For fair comparison, the same set of features listed in Table 1 is used in these algorithms. Similar to Section 3.2.1, the performance is measured based on the classification accuracy using the 2,400 testing samples. The ROC curves are shown in Fig. 15 . It can be observed that the proposed feature selection method outperforms the other three methods. The performance of AdaBoost is close to sparse feature selection method. SVM-RFE can provide satisfactory results but is still outperformed by the proposed method. PCA is an unsupervised method, and thus it is not optimized to provide best classification results. The AUCs of four methods are listed in Fig. 16 . In addition, the statistics (sensitivity, specificity, and accuracy) of the true positive rate (TPR) with the false positive rate being fixed at 0.2 are also presented in Table 2 . All these detailed quantitative experiments confirm that sparse feature selection algorithm provides the best results classifying ellipse fitting candidates for robust myonuclei detection.
Inner-Distance Based Clustering
The performance of inner-distance based clustering is shown in Fig. 12 . The first row denotes the classifier's initial output. The second row demonstrates the inner-distance based clustering results. Through the whole experiments, we set the clustering bandwidth to bwd c ¼ 16. Some myonuclei detection results of nine fused image after inner-distance based clustering is shown in Fig. 13 .
Comparative Experiments
The proposed algorithm is compared with three recent stateof-the-art cell detection methods: Laplacian-of-Gaussian filters [33] , iterative radial voting (IRV) [30] , and single-pass voting (SPV) [32] . Several representative image patches using different algorithm are shown in Fig. 17 . For all the comparison experiments, we tried many possible parameters and configurations to generate the best results for the other methods used for comparison. As one can tell, it is difficult for LoG to handle touching cells and inhomogeneous intensity, while IRV and SPV may fail on cells with elongated ellipse shape, because they all assume round shape cells. Meanwhile, it is often difficult for IRV and SPV to create a general rule for parameter settings on an image containing cells with different sizes and shapes. However, the proposed algorithm is more robust with respect to touching cells exhibiting a large variations of scales, shapes, and especially inhomogeneous intensity distributions. This can be attributed to the robust ellipse fitting using HEIV regression, two stage sparse optimization model, and inner distance based mean-shift clustering in this proposed algorithm. Fig. 17 . The comparative seed detection results using three randomly cropped image patches. Row 1 denotes the original images, and rows 2, 3, 4, and 5 represent the detection results created by LoG [33] , IRV [30] , SPV [32] , and the proposed algorithm, respectively. For quantitative comparison, we have measured the Euclidean distances between the manually annotated seeds and those created by the proposed automatic algorithm. Pixel-wise detection accuracy is listed in Table 3 . It is obvious that the proposed method produces best accuracy with respect to both mean errors and standard deviations, representing high detection accuracy and robustness. Table 4 shows the seed detection evaluation metrics including missing rate (MR), over-detection rate (OR), effective rate (ER), precision, recall, and F 1 score. The MR or OR means no seeds or more than one seed are detected for one ground-truth cell, respectively. The ER is calculated by evaluating the ratio between the number of detected seeds and the ground truth seeds, which measures the robustness to background clutter with ER ¼ 1 indicating the strongest robustness. Precision (P ), recall (R) and F 1 score are defined as P ¼ TP TP þFP , R ¼ TP TP þFN , and F 1 ¼ 2ÃP ÃR P þR . True positive (TP ) is defined as a detected seed that is inside a circular region with a radius r ¼ 8 pixels centered at the ground truth seed. If it is outside this circular region, the detection is treated as false positives (FP). False negatives (FN) are defined as the missing detections.
As we show in Table 4 , LoG is sensitive to image background noise, SPV may have higher FN, and IRV gives relatively low P and R values. On the contrary, the proposed method produces the highest P value without sacrificing the accuracy of R. For fair comparisons, the MR and OR are excluded when we evaluate the pixel-wise accuracy in Table 3 .
CONCLUSION
We presented a touching myonuclei detection approach. Our approach tackles the challenges in splitting clusters consisting of myonuclei with diverse shapes and sizes using a robust ellipse fitting based on heteroscedastic errors-in-variables regression, sample and feature selection by two-stage sparse optimization model, and learning based refinement and mean-shift clustering using geodesic inner-distance.
The proposed algorithm is resilient to the variations in nuclear shapes and sizes. The experimental results demonstrate that this algorithm outperforms many existing state-of-the-art approaches. Previously, it is very common for a biology lab to analyze hundreds of isolated fibers from various muscle perturbations, requiring an incredible amount of time-and man-power for accurate quantification. This automatic approach is an exciting endeavor that can efficiently and accurately quantify the myofiber adaptation. 
