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Abstract. Understanding the physics of non-equilibrium systems re-
mains as one of the major open questions in statistical physics. This
problem can be partially handled by investigating macroscopic fluc-
tuations of key magnitudes that characterise the non-equilibrium be-
haviour of the system of interest; their statistics, associated structures
and microscopic origin. During the last years, some new general and
powerful methods have appeared to delve into fluctuating behaviour
that have drastically changed the way to address this problem in the
realm of diffusive systems: macroscopic fluctuation theory (MFT) and
a set of advanced computational techniques that make it possible to
measure the probability of rare events. Notwithstanding, a satisfactory
theory is still lacking in a particular case of intrinsically non-equilibrium
systems, namely those in which energy is not conserved but dissipated
continuously in the bulk of the system (e.g. granular media). In this
work, we put forward the dissipated energy as a relevant quantity in
this case and analyse in a pedagogical way its fluctuations, by making
use of a suitable generalisation of macroscopic fluctuation theory to
driven dissipative media.
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1 Introduction
Non-equilibrium systems are ubiquitous in nature. During the last years, the statis-
tical physics community has devoted an enormous effort on the search of a general
theory of non-equilibrium media, akin to the existing ensemble theory for equilibrium
systems. Recently, the study of fluctuation statistics of macroscopic observables in
the realm of stationary non-equilibrium states has apparently opened the door to
such a general theoretical framework in the form of a macroscopic fluctuation theory
(MTF) [1], built upon the language of large deviations. Interestingly, in the case of
equilibrium systems, this approach provides an alternative way to derive thermody-
namic potentials [3].
Within this scheme it is of crucial importance to choose the macroscopic observable
to study. For example, in driven diffusive systems some quantity is typically conserved,
such as density, energy, momentum etc. This suggests that the relevant observable
to be considered here is the associated current or flux that traverses the system
when driven by boundary gradients or external fields. In this way, the large deviation
function (LDF) that describes the statistics of current fluctuations seems to play a
role similar to the equilibrium free energy [2]. Indeed, large deviation theory offers
a general mathematical framework to describe both equilibrium and non-equilibrium
statistical mechanics [4].
Much less studied is a paradigmatic class of intrinsically non-equilibrium systems:
dissipative ones. In this broad class of systems energy is continuously dissipated in
the bulk, so a continuous input of energy is needed in order to reach and sustain a
stationary state. A typical example is that of in granular media: when two particles
collide, a certain fraction of their energy is lost to the environment [5]. It is therefore
no surprise that the dissipated energy is one of the main quantities to study when
developing their statistical mechanics description.
The broad class of driven dissipative systems does not only include granular me-
dia, but also dissipative electronics, chemical-reactions systems and, in general, all
reaction-diffusion systems in which dissipation, diffusion and driving are the main
ingredients. One of their main common physical features is that local gradients may
appear even in the absence of boundary driving, with a characteristic length that
depends on the dissipation [5]. The main aim of this paper is to present a general
and pedagogical overview of a generalisation of MFT to this large class of dissipative
systems, recently introduced by the authors [7, 8]. In particular, we focus below on
how to calculate the LDF of the dissipated energy, as the key relevant observable for
this family of non-equilibrium systems.
The plan of the paper is as follows. In section 2 we describe the fluctuating bal-
ance equation ruling the mesoscopic dynamics of a general class of diffusive systems
with dissipation, and we highlight the definition of a paradigmatic microscopic model
within this family. The generalisation of MFT to driven dissipative media is devel-
oped in section 3. In the following section 4, we consider the general constrained vari-
ational problem that stems from the MFT when the probability of the fluctuation of
the space- and time-integrated dissipation is considered. The specific case of a system
thermostatted at the boundaries is then analysed throughout the following sections:
first, the relevant boundary conditions are derived in 4.1; second, the mapping onto
an unconstrained variational problem with a second-order-derivative Lagrangian is
discussed in 5 and, finally, an equivalent Hamiltonian description is presented in 5.1
and put at work in a simpler, weak-dissipation limit. Numerical methods to measure
the large deviation statistics of the dissipated energy in Monte Carlo simulations of
microscopic models, and to solve numerically the complex equations of MFT, are
described in some detail in section 6. The paper ends with its main conclusions in
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section 7, and some technical notes and a specific code to solve the equations of MFT
in some cases is included in an appendix for the benefit of the reader.
2 Diffusive systems with dissipation: fluctuating energy balance
and microscopic models
In this paper we consider a broad class of dissipative systems of technological and the-
oretical interest whose dynamics is described at the mesoscopic level by the following
balance equation
∂tρ(x, t) = −∂xj(x, t) + d(x, t) . (1)
Here, ρ(x, t) is the local density of the magnitude of interest that, for the sake of
concreteness, we consider to be the local energy of the system throughout this work.
Moreover, j(x, t) is the energy current and d(x, t) < 0 is the dissipation field. In the
previous mesoscopic evolution equation, the macroscopic space and time variables,
t and x ∈ [−1/2, 1/2], arise after a diffusive scaling limit such that x = x˜/L and
t = t˜/L2, with x˜ and t˜ the microscopic space and time variables and L the system
length1. Note that this scaling may also involve a continuum limit of the underlying
microscopic dynamics [6], see below.
The total energy per particle at time t can be now calculated by integrating ρ(x, t)
over space
e(t) =
∫ 1/2
−1/2
dx ρ(x, t). (2)
The presence of dissipation in Eq. (1) makes total energy a non-conserved quantity,
d
dt
e(t) =
∫ 1/2
−1/2
dx d(x, t). (3)
It is important to note that the density, current and dissipation fields (ρ, j and d,
respectively) are fluctuating quantities. In particular, for a general class of systems it
can be shown that the energy current obeys
j(x, t) = −D(ρ)∂xρ(x, t) + ξ(x, t), (4)
where D(ρ) is the diffusivity and ξ(x, t) is the current noise. That is, the energy
current is given by Fourier’s law plus a fluctuating term. In general, D(ρ) above is a
nonlinear function of the local density, whereas the noise ξ is expected to be Gaussian
and white: The microscopic interactions in a certain system might be tremendously
complicated, but the fluctuations of the slow hydrodynamic fields stem from the sum
of a very large number of random events. Therefore, as a consequence of the central
limit theorem, Gaussian statistics emerge with an amplitude of the order of L−1/2 in
the same mesoscopic limit in which (1) is valid. In this way
〈ξ(x, t)〉 = 0, 〈ξ(x, t)ξ(x′, t′)〉 = σ(ρ)
L
δ(x− x′)δ(t− t′), (5)
where σ(ρ) -which is also a nonlinear function of the local density- is the mobility
transport coefficient. The dissipation field is also subject to fluctuations,
d(x, t) = −νR(ρ) + η(x, t), (6)
1 We take x ∈ [−1/2, 1/2] in order to make it easier to introduce symmetry considerations
whenever possible, see below.
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where ν is the macroscopic dissipation coefficient, R(ρ) is another transport coefficient
which depends non-linearly on the local density, and η(x, t) is the dissipation noise.
Similarly to the current noise, we expect the dissipation noise to be Gaussian and
white at the mesoscale, on the same physical grounds (this is indeed the case in a
general class of diffusive systems with dissipation considered in [6–8])
〈η(x, t)〉 = 0, 〈η(x, t)η(x′, t′)〉 = ν2κ(ρ)
Lβ
δ(x− x′)δ(t− t′), (7)
where κ(ρ) is the amplitude of the dissipation noise and β is an exponent that depends
on the relation between the macroscopic and microscopic dissipation coefficients, see
below and also [6]. If β = 1, both the current and dissipation noises scale as L−1 and
are equally important to investigate the fluctuations. On the other hand, if β > 1,
the dissipation noise is subdominant against the current noise and can be neglected.
As we will argue below, the latter is the relevant situation for systems where diffusion
and dissipation compete on the same timescale.
Before continuing with the macroscopic description of fluctuations in these sys-
tems, let us briefly introduce a broad class of dissipative lattice models with stochastic
microscopic dynamics whose mesoscopic evolution equation corresponds to Eqs. (1)
and (4). These models contain the essential ingredients characterising many dissi-
pative media, namely nonlinear diffusive dynamics, bulk dissipation, and boundary
driving, and therefore constitute the ideal test-bed where to check our extension of
MFT to driven dissipative media. For the sake of simplicity, we describe below a
one-dimensional (1D) example with constant diffusivity, but the generalisation to ar-
bitrary dimension and non-linear transport coefficients is straightforward [6–8]. Our
model system is thus defined on a 1D lattice of size L, where each site i ∈ [1, L]
is characterised by an energy ρi. The dynamics is stochastic and proceeds via col-
lisions between randomly chosen of nearest neighbours (i, i + 1), with total energy
Ei ≡ ρi + ρi+1, such that a fraction
Di ≡ (1− α)Ei (8)
of the pair energy is dissipated out the system, while the remaining energy αEi
is randomly redistributed within the pair. Here α is a constant positive parameter
playing the role of a restitution coefficient, 0 < α ≤ 1, and note that for α = 1 we
recover the (conservative) Kipnis-Marchioro-Presutti model of heat conduction [9]. In
this way, the energies of the colliding pair after the interaction are
ρ′i = zαEi (9)
ρ′i+1 = (1− z)αEi,
being z a random number uniformly distributed in [0, 1]. In order to drive the system
to a stationary state, we couple boundary sites i = 1, L to thermal baths at fixed
temperatures Tr (right) and Tl (left). In this way, every time a boundary pair is
randomly chosen to collide, the new energy of the boundary site is
ρ′1,L = z(ρ˜r,l + ρ1,L) (10)
with ρ˜r,l an energy randomly drawn from a Boltzmann distribution at the corre-
sponding temperature Tr,l, i. e. with probability P (ρ˜r,l) = T
−1
r,l exp(−ρ˜r,l/Tr,l) (our
units are such that kB = 1). This system, which can be considered as an simplified
model of a granular media, hence reaches a steady state where boundary energy in-
jection and bulk dissipation balance each other. It is then easy to show that, at the
mesoscopic scale, the evolution equation governing the model dynamics corresponds
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to Eqs. (1)-(7), with a constant diffusivity D(ρ) = 1/2, a mobility σ(ρ) = ρ2 and a
dissipation transport coefficient R(ρ) = ρ. Furthermore, this model can be generalised
by defining energy-dependent collision rates, in which case a whole class of non-linear
driven dissipative systems is obtained. For a detailed description see ref. [6].
3 Generalisation of macroscopic fluctuation theory to diffusive
systems with dissipation
In this Section we briefly describe how to generalise the macroscopic fluctuation theory
(MFT) developed by Bertini et al. [1] to dissipative systems. Our first aim is to write
down an explicit expression for the probability of a certain history {ρ, j, d}τ0 of the
relevant fields during a time interval (0, τ). As described in previous section, in the
most general situation both the current and dissipation noises must be taken into
account to write the functional associated to this probability. Nevertheless we will
argue that, with a great generality, the underlying microscopic dynamics that gives
rise in some continuum limit to the mesoscopic equation (1) is quasi-elastic, and that
this quasi-elasticity implies that the dissipation noise is subdominant, that is, β > 1 in
(7). In few words, dynamics must be quasi-elastic in order for diffusion and dissipation
to compete on equal footing at large spatial and temporal scales. More in detail, we
have seen in the model introduced in the previous section that the energy dissipated
in a collision is proportional to 1− α, with α a proxy of the restitution coefficient of
granular media [6,8,10]. Of course, the macroscopic dissipation coefficient ν in Eq. (6)
is then proportional to 1− α. Quasi-elasticity thus means in this context that 1− α
scales as L−2, and this can be shown to lead to a reaction-diffusion Langevin equation2
similar to Eq. (1). This quasi-elasticity of microscopic dynamics then implies that the
dissipation noise is subdominant when compared to the current noise, due to a factor
(1− α) in the dissipation field [6,8,10]. Therefore, in the remainder of the paper, we
will simply write
d(x, t) = −νR(ρ(x, t)), (11)
so that the fluctuations of the dissipation field are enslaved to those of the density
field, and only the current noise must be taken into account for the path integral
formalism leading to the MFT action below.
Following the discussion of the previous paragraph, the probability of a history
{ρ, j}τ0 in the time interval (0, τ) is given by
P({ρ, j}τ0) ∼ exp (−LS[ρ, j]) , (12)
with a rate functional or action
S[ρ, j] =
∫ τ
0
dt
∫ 1/2
−1/2
dx
[j +D(ρ)∂xρ]
2
2σ(ρ)
(13)
with ρ(x, t) and j(x, t) coupled via the balance equation (1), and the dissipation d(x, t)
enslaved to the density field ρ(x, t) by (11). The above expression simply follows from
the Gaussian character of the current noise [1, 3]. Any observed fluctuation is built
up, in some sense, as a certain superposition of these fundamental local Gaussian
2 In the microscopic dynamics, the diffusion term includes a second spatial derivative,
which gives a L−2 scaling factor when the mesoscopic space variable x = x˜/L is defined
in terms of the microscopic space variable x˜. On the other hand, the dissipation term is
proportional to (1− α) and has no spatial derivatives, therefore 1− α must scale as L−2 in
order to have dissipation acting over the same space and time scale as diffusion.
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Fig. 1. (Color online) Sketch of the convergence of the space- and time-integrated dissipation
to its ensemble average value for many different trajectories of the microscopic dynamics.
This plot corresponds to a specific case of the class of dissipative systems described in Section
2 [8]. The probability concentrates exponentially fast as time increases, a signature of the
validity of a large deviation principle, as given by Eq. (17).
fluctuations. At first sight, the functional in Eqs. (12)-(13) is equal to that of the
conservative (α = 1) case, but new physics arises due to the relation (11) between the
dissipation and the density fields. In fact, we will see below that, even in the simplest
situation, the associated variational problem is considerably more complex than in
the conservative case, involving a Lagrangian with second order derivatives.
Clearly, a first relevant macroscopic quantity capturing the physics of driven dissi-
pative media is the amount of energy dissipated in the time interval (0, τ). We define
the integrated dissipation d as
d = −1
τ
∫ τ
0
dt
∫ 1/2
−1/2
dx d(x, t) ==
ν
τ
∫ τ
0
dt
∫ 1/2
−1/2
dxR(ρ(x, t)) > 0 . (14)
Next, we look into the fluctuations of d: in order to calculate the probability Pτ (d)
of a certain value of the integrated dissipation d, we have to sum the probabilities
corresponding to all the different histories {ρ, j} that lead thereto, that is,
Pτ (d) =
∫
DρDj P ({ρ, j}τ0) δ
(
d− 1
τ
∫ τ
0
dt
∫ 1/2
−1/2
dx d(x, t)
)
, (15)
with the path integral restricted to density and current fields coupled at every point
of space and time by the balance equation
∂tρ+ ∂xj + νR(ρ) = 0 , (16)
with adequate boundary conditions for the physical situation of interest. In the large
system size limit L  1, the above path integral over the different histories {ρ, j}τ0
is dominated by its saddle point contribution. Therefore, the dissipation distribution
obeys a large deviation principle [4]
Pτ (d) ∼ exp [+τLG(d)] , (17)
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see Fig. 3, with the dissipation large deviation function (LDF) given by the following
variational problem
G(d) = −1
τ
min
{ρ,j}
S[ρ, j] , (18)
subject to the constraints (14) and (16) and the imposed boundary conditions. From a
physical point of view the optimal fields solution of this variational problem, denoted
here as ρ0(x, t; d) and j0(x, t; d), are the paths the system follows in mesoscopic phase
space in order to sustain a given fluctuation of the integrated dissipation d.
4 The constrained variational problem
The problem described in the previous section is a classical variational problem with
constraints, e.g. as those found in classical mechanics. To make clear this parallelism,
let us define a Lagrangian L,
L(ρ, j, ∂xρ) = [j +D(ρ)∂xρ]
2
2σ(ρ)
, (19)
such that
G(d) = −1
τ
min
ρ,j
S[ρ, j], with S[ρ, j] ≡
∫ τ
0
dt
∫ 1/2
−1/2
dxL(ρ, j, ∂xρ) , (20)
and subject to the constraints Eq. (14) on the integrated dissipation and Eq. (16) on
the balance equation, together with some yet-unspecified boundary conditions. In or-
der to deal with these constraints, we use standard variational calculus techniques [20]
and introduce two Lagrange multipliers, a function f(x, t) associated to the balance
equation (16) and a parameter λ associated to the desired integrated dissipation value
in (14). Thus, we seek the minimum of the modified action
S˜[ρ, j, f ;λ] =
∫ τ
0
dt
∫ 1/2
−1/2
dx L˜(ρ, j, f, ∂tρ, ∂xρ, ∂xj;λ), (21)
L˜(ρ, j, f, ∂tρ, ∂xρ, ∂xj;λ) ≡ L(ρ, j, ∂xρ)+f(x, t) [∂tρ+ ∂xj + νR(ρ)]+λ (νR(ρ)− τd) .
(22)
The fields {ρ0(x, t), j0(x, t), f0(x, t)} and the parameter λ0 which give the minimum
are the solution of the Euler-Lagrange equations
∂t
(
∂L˜
∂(∂tρ)
)
+ ∂x
(
∂L˜
∂(∂xρ)
)
− ∂L˜
∂ρ
= 0, (23)
∂t
(
∂L˜
∂(∂tj)
)
+ ∂x
(
∂L˜
∂(∂xj)
)
− ∂L˜
∂j
= 0. (24)



*0
∂t
(
∂L˜
∂(∂tf)
)
+



*0
∂x
(
∂L˜
∂(∂xf)
)
− ∂L˜
∂f
= 0. (25)
and the extremum condition
∂λL˜ = 0. (26)
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Now we use (22) to write


*
0
∂t
(
∂L
∂(∂tρ)
)
+ ∂x
(
∂L
∂(∂xρ)
)
+ ∂tf =
∂L
∂ρ
− fνR′(ρ) + λνR′(ρ), (27)


*
0
∂t
(
∂L
∂(∂tj)
)
+



*0
∂x
(
∂L
∂(∂xj)
)
+ ∂xf =
∂L
∂j
. (28)
Equations (25) and (26) above yield the two constraints, the balance equation (16) and
the value of the integrated dissipation (18), so we do not repeat them here. Besides,
and again in order not to clutter our expressions, note that we drop hereafter the
subindex 0 in the solutions of the variational problem, as is usual in physics. The
partial derivatives of L that appear in the Euler-Lagrange equations are just
∂L
∂(∂xρ)
= D(ρ)
j +D(ρ)∂xρ
σ(ρ)
,
∂L
∂ρ
= D′(ρ)∂xρ
j +D(ρ)∂xρ
σ(ρ)
− σ′(ρ) [j +D(ρ)∂xρ]
2
2σ2(ρ)
(29)
∂L
∂j
=
j +D(ρ)∂xρ
σ(ρ)
, (30)
Note that if both f and λ are identically zero, the resulting Euler-Lagrange equa-
tions lead to the average solution, for which
j +D(ρ)∂xρ = 0, (31)
and all the derivatives of the Lagrangian in (29) and (30) vanish. Of course, for
this unconstrained variational problem the integrated dissipation corresponds to the
average value. On the other hand, a separation from the average behaviour implies
that the above Lagrangian derivatives do not vanish and, in general, both f and λ
are different from zero.
4.1 Boundary conditions
It is clear that a dissipative system, in the absence of some external mechanism that
injects energy into the system, will eventually reach in the long-time limit a trivial
state of thermal death due to the continuous dissipation of energy in the bulk. On the
other hand, if an energy-injection mechanism or thermostat is present, the system of
interest may reach a non-equilibrium steady state in the long time limit in which the
external energy input and the bulk energy loss balance each other.
There are many different types of thermostats, like e.g. stochastic bulk thermostats
that homogeneously inject energy to all particles in the system via a random Langevin
force, but also boundary thermostats as e.g. vibrated walls in granular media [11–19].
In this paper, and to be specific, we consider a dissipative system thermostatted at
the boundaries. At the mesoscopic level this translates into an energy field which is
fixed at the boundaries at any time,
ρ(x = ±1/2, t) = T ∀t ∈ [0, τ ] . (32)
For the sake of simplicity, we are considering that the temperature T at both ends is
the same. Even in this case, the system behaviour is highly non-trivial because the
boundary character of the energy injection allows the system to develop gradients
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in its bulk, controlled by the local dissipation rate3. In fact, in the long time limit,
the system would reach a non-trivial steady state characterised by an inhomogeneous
density profile ρst(x) solution of the following differential equation,
d
dx
[
D(ρst)
d
dx
ρst(x)
]
= νR(ρst), (33)
subject to the boundary conditions (32).
The question we are interested in now concerns the suitable boundary conditions
for the Euler-Lagrange equations derived above, under the boundary injection mech-
anism just described. The simplest variational problems would appear if either (i)
the unknown functions had fixed values at the boundary of the region of interest
(in our case, the rectangle [0, τ ] × [−1/2, 1/2] in the t − x plane) or (ii) one had
periodic boundary conditions. In both cases, the boundary terms that appear when
a variation δS is considered would vanish, in case (i) because the variations of the
unknown functions would be zero at the boundaries and in case (ii) because the two
boundary terms would cancel each other. Therefore, the boundary conditions for the
Euler-Lagrange equations would be of Dirichlet type in case (i) or periodic in case
(ii).
When the values of the unknown functions are neither fixed nor periodically re-
peated at the boundaries, the extremum condition δS = 0 provides itself the right
boundary conditions [20], as the terms multiplying the variations of the unknown
function at the boundaries must be zero. In the thermostatted system, the values of
the energy density are fixed at the boundaries x = ±1/2, but the values of the current
are not, so the terms that multiply δj(x = ±1/2) in the variation δS must vanish.
These terms define the momentum p˜j conjugate to the current for the constrained
Lagrangian L˜,
p˜j =
∂L˜
∂(∂xj)
=
∂L
∂(∂xj)
+ f, (34)
so that
p˜j(x = ±1/2) = 0. (35)
The variational calculation sketched here defines a complex spatiotemporal prob-
lem whose solution remains challenging in the general case. We hence need additional
simplifying hypotheses. In particular, we will now assume that the optimal fields
associated to a given fluctuation are in fact time-independent. This hypothesis is
the generalisation of the additivity principle of Bodineau and Derrida [21] to the
problem of fluctuations in driven dissipative media. Interestingly, the validity of this
conjecture has been confirmed for a wide range of fluctuations, both in conservative
systems [22, 23] and dissipative media [7, 8]. 4 Using now the additivity conjecture,
and in particular the time-independence of optimal fields, it is easy to show that the
balance equation reduces to
d
dx
j(x) + νR(ρ(x)) = 0, (36)
3 This is not the case for bulk thermostats, where energy is injected homogeneously and
thus the system remains spatially homogeneous.
4 Nevertheless, this additivity scenario may break down for very large fluctuations in iso-
lated systems, a regime in which a dynamic phase transition accompanied by a spontaneous
symmetry breaking phenomenon has been predicted and observed under conservative dy-
namics [7, 24–27].
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In this way, the fixed value of the dissipation is just
d = ν
∫ 1/2
−1/2
dxR(ρ(x)) = jl − jr, with jr,l ≡ j(x = ±1/2). (37)
Moreover, the symmetry of the problem around x = 0 suggests that the optimal
profiles are of definite parity: since ρ(x = ±1/2) = T , we look for solutions of the
variational problem in which ρ is an even function of x and hence j is and odd
function. Therefore, jr = −jl in (37), which leads to
jl = d/2, jr = −d/2. (38)
Interestingly, the previous arguments show that the constraint given by the fixed
value of the integrated dissipation (14) can be mapped onto a specific set of bound-
ary conditions for the current field. Moreover, the remaining constraint, that is, the
stationary balance equation (36), can be used to eliminate the field ρ in favour of the
current j. This leads to a simpler unconstrained variational problem with this spe-
cific set of boundary conditions, instead of the more complex constrained variational
problem described in this section.
5 The unconstrained variational problem with a
second-order-derivative Lagrangian
In order to eliminate the density and write down a closed variational problem for the
current, we first need some definitions. We introduce
y = R(ρ), (39)
such that
d(x, t) = −νy(x, t). (40)
In terms of the new field y, we can write the balance equation as
j′(x) + νy(x) = 0, (41)
with ′ denoting first derivative with respect to the argument. Fourier’s law for the
average current just reads
jst(x) = −Dˆ(yst(x)) d
dx
yst(x), (42)
with
Dˆ(y) =
(
dy
dρ
)−1
D(ρ), (43)
and yst(x) ≡ R(ρst). Note that, according to the additivity principle introduced
earlier, we are dropping the possible time dependence of all the fields.
Interestingly, we may now eliminate the density field in favour of the current by
using Eq. (41), i.e. y(x) = −j′(x)/ν. With this substitution, the rate function for the
dissipation in (20) can be written as
G(d) = −min
j(x)
S(j), with S(j) =
∫ 1/2
−1/2
dxL(j, j′, j′′) , (44)
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with a generalised Lagrangian
L(j, j′, j′′) =
[
j − Dˆ(−j′/ν)j
′′
ν
]2
2 σˆ(−j′/ν) . (45)
In the above expressions, Dˆ is the effective diffusivity, just defined in eq. (43), and σˆ
is the mobility, introduced in (5), but written in terms of y = −j′/ν. The generalised
Lagrangian L(j, j′, j′′) depends both on the first and second derivatives of the current.
Since the constraint of a given value of the integrated dissipation may be mapped
onto certain boundary condition for the current, see (38), we seek the solution of the
following generalised Euler-Lagrange equation [39]
d2
dx2
(
∂L
∂j′′
)
− d
dx
(
∂L
∂j′
)
+
∂L
∂j
= 0 . (46)
The boundary conditions come from the thermostatted boundaries and the imposed
integrated dissipation. Taking into account (41), (32) and (38),
j′(±1/2) = −νR(T ), j(−1/2) = −j(1/2) = d/2. (47)
The equivalence of this simplified variational problem with the more general scheme
of Section 4 can be established rigorously, for details see [8].
5.1 Equivalent Hamiltonian description
It is possible to define a Hamiltonian from a Lagrangian with second-order derivatives
[20]. This Hamiltonian description allows us to write down a set of four first-order
differential equations, which of course lead to the same solution of the variational
problem as the fourth order Euler-Lagrange equation (46), but which in some cases
turn out to simplify its solution. Here we sketch the procedure, further details can be
found in either [20] or [8]. The canonical coordinates are y and j, and the suitable
conjugate canonical momenta are
py ≡ −ν ∂L
∂j′′
, pj =
∂L
∂j′
− d
dx
(
∂L
∂j′′
)
. (48)
The Euler-Lagrange equation may then be written as dpj/dx = ∂L/∂j, formally
identical to the usual case. The Hamiltonian follows as
H = ypy + jpj − L, (49)
and in our particular situation, by using (19), which can be rewritten as L = Q(y)p2y/2,
and (48), we obtain
H = 1
2
Q(y)p2y − Dˆ−1(y)jpy − νypj , (50)
Q(y) ≡ σˆ(y)
Dˆ2(y)
. (51)
The optimal profiles that sustain the integrated dissipation fluctuation obey the
canonical equations,
y′ =
∂H
∂py
= Q(y)py − Dˆ−1(y)j, (52)
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j′ =
∂H
∂pj
= −νy, (53)
p′y = −
∂H
∂y
= −dQ(y)
dy
p2y
2
+
dDˆ−1(y)
dy
jpy + νpj , (54)
p′j = −
∂H
∂j
= Dˆ−1(y)py, (55)
with boundary conditions
y(±1/2) = R(T ), j(−1/2) = −j(1/2) = d/2. (56)
The rate function (44) may be cast in the following form,
G(d) = −
∫ 1/2
−1/2
dxL = −1
2
∫ 1/2
−1/2
dxQ(y)p2y, (57)
in which y and py have to be evaluated over the solutions of the canonical equations
for the corresponding value of d.
It should be emphasised how the average behaviour is obtained in the canonical
description. If the values of the variables are not fixed at the boundaries, the associ-
ated conjugate canonical momenta must vanish there (since the boundary terms in
the variation δS have the form of the variation of the coordinate multiplied by the
conjugate canonical momentum [20]). Then, it is natural that that the canonical equa-
tions have a particular solution with py = 0 and pj = 0 for all x: this solution leads
to G(d) = 0, which corresponds to the average behaviour. By substituting py = 0 and
pj = 0 into (52)-(55), we get that y
′ = −j/Dˆ(y), j′ = −νy. These two equations are
just equivalent to (33) for the average profiles in the steady state.
6 Solving the problem: analytics, numerical strategies and
simulation of rare events
6.1 Analytical solution in a limiting case
In order to give a flavour of the physics behind the formalism here presented, we
now sketch the solution of the MFT problem for the fluctuations of the empirical
dissipation in the limit of weak dissipation, ν  1, for the linear dissipative KMP
model described in Section 2. Recall that this particular model is characterised by
a constant diffusivity D(ρ) = 1/2, a mobility σ(ρ) = ρ2 and a dissipation transport
coefficient R(ρ) = ρ. The steady-state, average solution to Eqs. (33) and (36) can be
simply derived in this case, and reads
ρst(x) = T
cosh (
√
2νx)
cosh(
√
ν/2)
, jst(x) = −T
√
ν
2
sinh (
√
2νx)
cosh(
√
ν/2)
, (58)
Moreover, the average dissipation is 〈d〉 ≡ ν ∫ 1/2−1/2 dxρst(x) = T√2ν tanh(√ν/2). It
is interesting to note that these steady-state density and current profiles are similar
those found in vibrated granular gases, when space is measured in units of the mean-
free-path [28].
Our aim is to obtain analytically, from the MFT formalism described above, the
whole dissipation large deviation function for this model in the weakly-dissipative
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Fig. 2. (Color online) Left: Scaling of the dissipation LDF in the quasi-elastic limit (ν  1)
for N = 50, T = 1 and varying ν. The solid and dashed lines are the MFT prediction and
Gaussian estimation, respectively. Small points around the peak were obtained in standard
simulations, while the bigger points come from advanced cloning simulations, see Section 6.3
below. Right: Optimal energy profiles for varying d/〈d〉 measured for ν = 10−3 (symbols)
and ν = 10−2 (dashed lines), and MFT predictions (solid lines and inset).
limit ν  1. For that, we first particularise the general equations of Section 5 for this
specific problem. In particular, Eq. (46) results in the following differential equation
for the optimal current field
12ν2j(x)(j′2(x)− j(x)j′′(x))+ j′′(x)(3j′′(x)−4j′(x)j′′′(x))+ j′2(x)j′′′′(x) = 0 . (59)
with boundary conditions following from Eqs. (32) and (38),
j′(±1/2) = −νR(T ), j(−1/2) = −j(1/2) = d/2. (60)
The behaviour of the steady-state current field and average dissipation for ν  1,
see Eq. (58) and paragraph below, strongly suggests the scaling form j(x) = νψ(x)
and d = ν∆ in this limit, respectively, where ψ(x) and ∆ (the total energy per site)
remain of order one even though ν  1. In fact, 〈d〉 ∼ νT for ν  1, i.e. ∆ ∼ T .
Using this scaling in Eq. (59) and retaining only the lowest order in ν we get a linear
differential equation for ψ(x) with solution
ψ0(x; d) = −T
b
tanh (bx)
1− tanh2 ( b2) , ρ0(x; d) = T
cosh2
(
b
2
)
cosh2 (bx)
, (61)
where ρ0(x; d) = −ψ′0(x; d), and b is a constant implicitly given by the following
transcendental equation
sinh b
b
=
d
〈d〉 . (62)
The average behaviour in this weakly-dissipative regime is recovered in the limit b→ 0
(i.e. d → 〈d〉). For b  1 we have small deviations from the average and Gaussian
statistics as expected. For arbitrary values of b, eq. (61) gives the optimal profiles for
the system to sustain an arbitrary fluctuation of the dissipated energy d. Using these
optimal profiles in Eqs. (44)-(45) we find for ν  1
G(d) = b tanh
(
b
2
)
− b
2
2
, (63)
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with b implicitly given by eq. (62) in terms of d/〈d〉. This means that, in the weak dis-
sipation limit ν  1, G(d) shows a simple scaling form independent of ν when plotted
against the relative dissipation d/〈d〉. This scaling form is fully confirmed in Fig. 2,
left panel, which shows G(d) as measured for different, small values of ν ∈ [10−3, 10−1]
in advanced cloning Monte Carlo simulations of the linear dissipative KMP model, see
Section 6.3 below for simulation details. Interestingly, the dissipation LDF is highly
skewed with a sharp decrease for fluctuations d < 〈d〉 and no negative branch, so rela-
tions similar to the fluctuation theorem linking the probabilities of a given dissipation
d and the inverse event −d do not hold [29,30]. This was of course expected from the
lack of micro-reversibility in the microscopic dissipative model, a basic tenet for the
fluctuation theorem to apply [31]. The limit b  1 corresponds to large dissipation
fluctuations, where G(d) ≈ − 12 [ln(d/〈d〉)]2, i.e. a very slow decay which shows that
such large fluctuations are far more probable than expected within Gaussian statis-
tics (∼ − 32 (d/〈d〉)2). We also measured the optimal energy density profile associated
to a given dissipation fluctuation, see right panel in Fig. 2, finding also very good
agreement with MFT predictions. Note that optimal profiles for varying ν  1 also
collapse for constant d/〈d〉. Moreover, profiles associated to dissipation fluctuations
above the average exhibit an energy overshoot in the bulk. This observation suggests
that the mechanism responsible for large dissipation fluctuations consists in a con-
tinued over-injection of energy from the boundary bath, which is transported to and
stored in the bulk before being dissipated.
For not-so-weak values of the dissipation coefficient, ν & 1, the analytical solution
of the non-linear differential equation (59) for the optimal current profile is unfeasible,
so we have to turn to numerical schemes of solution. This technique is briefly described
now for the ease of the reader, and we finish this Section with a detailed exposition
of advanced methods to measure rare events in Monte Carlo simulations of lattice
gases.
6.2 Numerical strategy: the shooting method
As stated above, for ν & 1 the perturbative method of the previous Section does not
work, and we have to solve the fully non-linear differential equation for the optimal
current profile. The strong non-linearity prevents any analytical solution to the prob-
lem in general, so we have to turn to numerical schemes of solution. Here we present
in a nutshell a standard numerical method as applied to solve the fourth-order differ-
ential equation (59) for the linear dissipative KMP model, with boundary conditions
(60).
To address this problem we use the shooting method for a set of N coupled first-
order differential equations. In our particular case, the first step consists in converting
our 4th-order non-linear differential equation for j(x), see Eq. (59), into 4 coupled
first-order differential equation. For that, we define three new functions k(x) ≡ j′(x),
l(x) ≡ j′′(x) and m(x) ≡ j′′′(x), so that the new system of first-order differential
equations trivially reads
12ν2j(x)
[
k2(x)− j(x)l(x)]+ l(x) [3l(x)− 4k(x)m(x)] + k2(x)m′(x) = 0 ,
j′(x) = k(x) , k′(x) = l(x) , l′(x) = m(x).
In order to integrate this set of differential equations in the interval x ∈ [−1/2, 1/2],
we must provide four initial conditions. Instead, we have boundary conditions for both
j(x) and j′(x) ≡ k(x), see Eq. (60). The shooting method consists in trading the two
boundary conditions for j(x) and k(x) at x = +1/2 for two initial conditions for l(x)
and m(x) at x = −1/2. As the relation between these two sets of conditions is not
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known a priori, a recursive procedure is designed to estimate the initial conditions
l− = l(x = −1/2) and m− = m(x = −1/2) for l(x) and m(x) leading to the correct
boundary conditions for j(x) and k(x) at x = +1/2. For that, we define two functions
F1(l−,m−) = j(x = 1/2)+d/2 and F2(l−,m−) = k(x = 1/2)+νR(T ), which measure
the distance of the actual boundary values of the fields l(x) and m(x) at x = 1/2 from
the desired values, see Eq. (60), and find their root using a recursive strategy, based
on e.g. the Newton-Raphson algorithm [32], to improve at each step the estimated
initial conditions. A good starting point for this recursive algorithm is given by the
initial values associated to the steady-state average solution for the current field,
l− = j′′st(x = −1/2), m− = j′′′st (x = −1/2), (64)
with jst(x) given in Eq. (58). This process leads to a reliable numerical estimation
of the optimal current (and density) profile for a given d, which we can use together
with Eqs. (44)-(45) to estimate the value of G(d).
Appendix 7 summarises a Mathematica R© notebook to solve completely this nu-
merical problem, obtaining along the way the dissipation LFD in the non-perturbative
case ν & 1.
6.3 Simulation of rare events
In general, large deviation functions are very hard to measure in experiments or sim-
ulations because they involve by definition exponentially-unlikely events, i.e. Pt(d) ∼
exp[+tLG(d)]. In this way, observing a significant long-time fluctuation away from the
average dissipation would need an exceedingly large number of N ∼ et simulations
to gather enough statistics to actually observe such rare event. This problem can be
solved at least partially by implementing a general strategy dubbed “Go with the
winners” [33], based on (i) the modification of the underlying dynamics so the rare
event in the standard dynamics becomes a typical event in the modified process, to-
gether with (ii) a clone population dynamics favouring particular system copies with
the desired behaviour. The algorithm here described, as applied to the numerical
evaluation of large deviation functions, was first proposed by Kurchan and coworkers
in [34], and has been expanded to continuous-time Markov systems in [35]; see [36]
for a recent review, including applications to deterministic systems.
We now explain the method as applied to study typical and rare fluctuations
of the space- and time-integrated dissipation in the linear dissipative KMP model
described in Section 2. Let UC′C be the transition rate from configuration C to C
′
for our model, with C = {ρi, i ∈ [1, L]} and ρi the energy at site i in a 1D lattice of
linear size L. The probability of measuring an integrated dissipation Dt after a total
time t starting from a configuration C0 can be written as
P (Dt, t;C0) =
∑
Ct···C1
UCtCt−1 · · ·UC1C0δ(Dt −
t−1∑
k=0
DCk−1Ck), (65)
where DC′C is the elementary dissipation involved in the microscopic transition C →
C ′. For our particular model, this elementary dissipation in a collision between sites
(i, i + 1) equals −(1 − α)(ρi + ρi+1)/(L − 1), with α the restitution coefficient, see
Eq. (8). For long times we expect the information on the initial state C0 be lost,
so P (Dt, t;C0) → P (Dt, t). In this limit P (Dt, t) obeys a large deviation principle
P (Dt, t) ∼ exp[+tLG(d = Dt/t)].
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Note however that, in most cases, it is convenient to work with the moment
generating function of the above distribution, defined as
Π(λ, t) =
∑
Dt
eλDtP (Dt, t) =
∑
Ct···C1
UCtCt−1 · · ·UC1C0eλ
∑t−1
k=0DCk−1Ck , (66)
where we have applied Eq. (65) in the second equality. For long t, it is easy to show
that Π(λ, t) → exp[+tµ(λ)], with µ(λ) = maxd[G(d) + λd]. The previous equation
suggest to define a modified dynamics U˜C′C(λ) ≡ eλDC′CUC′C , and therefore
Π(λ, t) =
∑
Ct···C1
U˜CtCt−1 · · · U˜C1C0 . (67)
It is important to stress that this new dynamics is unnormalised,
∑
C′ U˜C′C 6= 1.
It is useful to introduce at this point Dirac’s bra and ket notation, together with
the quantum Hamiltonian formalism for the master equation [37, 38]. The idea is to
assign to each system configuration C a vector |C〉 in configuration space which, to-
gether with its transposed vector 〈C|, form an orthogonal basis of a complex space
and its dual [37,38]. For example, in the simplest case with a finite number of available
configurations (not our case), one could write |C〉T = 〈C| = (· · · 0 · · · 0, 1, 0 · · · 0 · · · ),
i.e. all components equal to zero except for the component corresponding to configura-
tion C, which is 1. In this notation, U˜C′C = 〈C ′|U˜ |C〉 and the probability distribution
is written as a probability vector
|P (t)〉 =
∑
C
P (C, t)|C〉, (68)
where P (C, t) = 〈C|P (t)〉, with the scalar product 〈C ′|C〉 = δC′C . If 〈s| = (1 · · · 1),
normalisation then implies 〈s|P (t)〉 = 1.
With the previous notation, we can now write the spectral decomposition of opera-
tor U˜(λ) =
∑
n e
Λn(λ) |ΛRn (λ)〉〈ΛLn(λ)| where we assume that a complete biorthogonal
basis of right and left eigenvectors for matrix U˜ exists, U˜ |ΛRn (λ)〉 = eΛn(λ)|ΛRn (λ)〉
and 〈ΛLn(λ)|U˜ = eΛn(λ)〈ΛLn(λ)|. Denoting as eΛ(λ) the largest eigenvalue of U˜(λ), with
associated right and left eigenvectors |ΛR(λ)〉 and 〈ΛL(λ)| respectively, and writing
Π(λ, t) =
∑
Ct
〈Ct|U˜ t|C0〉, we find for long times
Π(λ, t)→ e+tΛ(λ)〈ΛL(λ)|C0〉
(∑
Ct
〈Ct|ΛR(λ)〉
)
. (69)
In this way we have µ(λ) = Λ(λ), so the Legendre transform of the dissipation
LDF is given by the natural logarithm of the largest eigenvalue of U˜(λ). In order
to measure this eigenvalue in Monte Carlo simulations, and given that the dynamics
U˜ is unnormalised, we introduce now the exit rates YC =
∑
C′ U˜C′C and define the
normalised dynamics U ′C′C ≡ Y −1C U˜C′C . In this way
Π(λ, t) =
∑
Ct···C1
YCt−1U
′
CtCt−1 · · ·YC0U ′C1C0 . (70)
This sum over paths can be realised by considering an ensemble of M  1 copies
or clones of the system, evolving sequentially according to the following Monte Carlo
scheme:
1. Each copy evolve independently according to modified normalised dynamics U ′C′C .
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Fig. 3. Sketch of the evolution and cloning of the copies during the evaluation of the large
deviation function.
2. Each copy m ∈ [1,M ] (in configuration Ct[m] at time t) is cloned with rate YCt[m].
This means that, for each copy m ∈ [1,M ], we generate a number KCt[m] =bYCt[m]c + 1 of identical clones with probability YCt[m] − bYCt[m]c, or KCt[m] =bYCt[m]c otherwise, where bxc represents the integer part of x. Note that ifKCt[m] =
0 the copy may be killed and leave no offspring. This procedure gives rise to a
total of M ′t =
∑M
m=1KCt[m] copies after cloning all of the original M copies.
3. Once all copies evolve and clone, the total number of copies M ′t is sent back to M
by an uniform cloning probability Xt = M/M
′
t .
Fig. 3 sketches this procedure. It can be shown that, for long times, we recover µ(λ)
via
µ(λ) = −1
t
ln(Xt · · ·X0), t 1. (71)
In order to derive this expression, first consider the cloning dynamics above, but
without keeping the total number of clones constant (that is, forgetting about step
3). In this case, for a given history {Ct, · · · , C0}, the number N(Ct · · ·C0, t) of clones in
configuration Ct at time t will be N(Ct · · ·C0, t) = YCt−1U ′CtCt−1N(Ct−1 · · ·C0, t− 1),
so that
N(Ct · · ·C0, t) = YCt−1U ′CtCt−1 · · ·YC0U ′C1C0N(C0, 0). (72)
Summing over all histories of duration t, see Eq. (70), we find that the average of
the total number of clones at long times shows exponential behaviour, 〈N(t)〉 =∑
Ct···C1 N(Ct · C0, t) ∼ N(C0, 0)exp[+tµ(λ)]. Now, going back to step 3, when the
fixed number of copies M is large enough, we have Xt = 〈N(t − 1)〉/〈N(t)〉 for the
global cloning factors, so Xt · · ·X1 = 〈N(C0, 0)〉/〈N(t)〉 and we recover expression
(71) for µ(λ).
We now particularise this method to measure the dissipated energy LDF for the
linear dissipative KMP model of Section 2. In this case, the transition rate from a
configuration C = {ρ1 · · · ρN} to another configuration C ′y = {ρ1 · · · ρ′y, ρ′y+1 · · · ρN},
with y ∈ [0, L] where the pair (ρ′y, ρ′y+1) has collided following the rules of Eq. (9),
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can be written as
UC′yC =

(L+ 1)−1, y ∈ [1, L− 1]
βeβρ1
L+1 E1[βmax(ρ1, ρ
′
1)], y = 0
βeβρL
L+1 E1[βmax(ρL, ρ
′
L)], y = L
(73)
Here E1(x) = −Ei(−x), were Ei(x) is the exponential integral function, or
E1(x) =
∫ ∞
x
du
e−u
u
(74)
This appears when integrating over all possible pairs (z, ρ˜L,R) that can result in a
given ρ′1,L respectively, see Eq. (10). It is straightforward to show that UC′yC is nor-
malised. In order to measure the dissipated energy fluctuations we recall the definition
of the dissipation produced at each microscopic step. Taking in account Eq. 8 , we
can write
DC′yC =
{−(1−α)(ρy+ρy+1)
L−1 , y ∈ [1, L− 1]
0, y = 0, L
(75)
In this way, we can measure the dissipated energy in the system. Using this definition
we can write the normalised modified dynamics as U ′C′yC ≡ Y
−1
C UC′yC e
λDC′yC , and for
y ∈ [1, L− 1] we have
U ′C′yC =
e−λ(1−α)(ρy+ρy+1)
YC(L+ 1)
(76)
with λ = λ/(L− 1), while for y = 0, L we obtain U ′C′yC ≡ Y
−1
C UC′yC . Finally, the exit
rate is given by
YC =
2
L+ 2
+
L−1∑
y=1
e−λ(1−α)(ρy+ρy+1)
L+ 1
(77)
Using this method, we have measured the dissipation LDF for the 1d linear dissi-
pative KMP model shown in Fig. 2, as well as the optimal density profiles associated
to different dissipation fluctuations (which are related with both the right and left
eigenvectors linked to the leading eigenvalue of the modified dynamics U˜ , see ref. [27]
for further details.
7 Conclusions
In these notes, we have attempted to present a brief pedagogical account of the
fluctuation behaviour of driven dissipative systems, as understood from a suitable
generalisation of macroscopic fluctuation theory. The results here described possess a
general character, as they apply to many different non-linear reaction-diffusion sys-
tems where dissipation and diffusion compete at mesoscopic space and time scales, as
captured by the balance equation (1). The Euler-Lagrange equations that stem from
the general MFT variational problem are complex, and need as input the transport
coefficients for the problem at hand. The latter can be obtained by means of coarse
graining procedures for microscopic stochastic models, or on phenomenological or
experimental grounds. On the other hand, it is now feasible to carry out numerical
experiments to measure arbitrary fluctuations; recent advanced cloning Monte Carlo
techniques make it possible to simulate rare events in an efficient way [34].
Will be inserted by the editor 19
Analytical results can be obtained by following the general scheme developed
above in some cases. More specifically, for a general class of lattice models, the balance
equation and the transport coefficients can be derived from the microscopic dynamics
[6], and a substantial study of the statistics of dissipation fluctuations, including
rare event simulation and analytical results, can be found in [8]. In particular, the
variational problem can be solved analytically in some different physical situations
of interest, for example in the limit of weakly dissipative systems, as described in
previous sections.
The results reported here open new interesting possibilities for future research.
To mention just a few, it would be interesting to investigate dissipation fluctuations
under different boundary conditions, or to understand fluctuations of other quanti-
ties different from the dissipated energy. To illustrate these points, it seems worth
exploring dissipative systems thermostatted at only one of their ends, including the
semi-infinite case, as for these systems the symmetry around the origin is broken.
In addition, current fluctuations and joint current-dissipation fluctuations in driven
dissipative media deserve further investigation.
An interesting case, not discussed here, is the possibility of ν < 0 in Eq. (1). This
negative dissipation coefficient would mimic a local energy source mechanism, much
in the spirit of self-propulsion in active matter. It would be interesting to study in
detail the implications of the formalism for fluctuations here developed in the ν < 0,
active-matter limit. This is left for future work.
Finally, it is worth mentioning that the generalisation of macroscopic fluctuation
theory to driven dissipative media, as put forward here, is limited to systems with a
single, non-conserved hydrodynamic field. In real dissipative systems, as e.g. granular
media, there are several coupled hydrodynamic fields, some of them are conserved
(such as mass or momentum) whereas others are not (like the energy). It would be
desirable to extend MFT to fluctuating granular hydrodynamics. In this regard, the
generalisation of our theoretical framework to model systems that are simple but need
more than one hydrodynamic field for their description, such as those in [10], would
help to pave the way toward this goal.
Acknowledgements
P. I. H. acknowledges financial support from Spanish project FIS2013-43201-P (MINECO),
University of Granada, Junta de Andaluc´ıa project P09-FQM4682 and GENIL PYR-
2014-13. A. P acknowledges the support of the Spanish Ministerio de Economı´a y
Competitividad through grant FIS2014-53808-P.
Appendix: Numerical evaluation with Mathematica R©
In this appendix, we present an example of the numerical solution of the statistics of
the dissipated energy, which is developed with Mathematica R©. Specifically, we carry
out the numerical integration of the boundary problem in a system with ν = 10 and
temperature at the boundaries Tl,r = 1. First, we introduce the Fourier law for the
system of interest (see section 6),
In[1]:= rho[x_] := (-Nu*j’[x]);
Second, the mobility
In[2]:= Sigma[x] := (-(j’[x]/Nu))^2;
Third, the Lagrangian
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In[3]:= L[x] := (j[x] - j’’[x]/(2 Nu))^2/(2*Sigma[x]);
and proceed with the corresponding Euler-Lagrange equation,
In[4]:= equa[x] := FullSimplify[D[L[x],j[x]]+
D[D[D[L[x],j’’[x]],x],x]-D[D[ L[x],j’[x]],x]];
In[5]:= y = equa[x];
Also, we set the values of some parameters, namely the boundary conditions for the
temperature
In[6]:= T = 1.;
and the macroscopic dissipation coefficient
In[7]:= Nu = 10;
where Nu stands for ν.
In order to run the numerical procedure, we also have to introduce the average
profiles for the energy density,
In[8]:= yav[x_] := T*Cosh[x Sqrt[2 Nu]]/Cosh[Sqrt[Nu/2]];
the energy current,
In[9]:= jave[x_] := -1/2*D[yav[x],x];
and the average dissipation field,
In[10]:= dav := Nu Integrate[yav[x],{x,-1/2,1/2}];
Finally, we open the files where we will save the resulting profiles
In[11]:= OpenWrite["totalprofilenu10k10_7.dat"];
and the resulting large deviation function G(d)
In[12]:= str = OpenWrite["gd10k10_7.dat"];
To conclude, we present the loop where the shooting procedure is run. This loop
allows us to obtain the profiles and the large deviation function G(d) for fixed values
of ν and T .
In[13]:= Do[ equa[x] == 0; boundary = {j[-0.5] == -Re[dav]*i/2,
j’[-0.5] == -Nu, j[0] == 0, j’’[0] == 0};
sol = NDSolve[{equa[x] == 0, boundary}, j, x,
Method -> {"Shooting","StartingInitialConditions" ->
{j[-0.5] == jave[x] /. x -> -0.5,
j’[-0.5] == -Nu,
j’’[-0.5] == D[D[jave[x],x],x]/. x -> -0.5,
j’’’[-0.5] == D[D[D[jave[x],x],x],x]/. x -> -0.5,}}];
f[x_] := j[x] /. sol;
g[x_] :=D[f[u],u] /. u -> x;
h[x_] :=D[g[u],u] /. u -> x;
v[x_] :=D[h[u],u] /. u -> x;
m[x_] :=D[k[u],u] /. u -> x;
b[x_] := (-g[u]/Nu)^2 /. u -> x;
l[x_] := -(f[x] - 1/2*h[x]/Nu)^2/(2*b[x]);
int = NIntegrate[l[x], {x, -0.5, 0.5}];
tab = Table[ N[{i, FortranForm[x],
FortranForm[Re[-g[x]]/Nu]}], {x, 0., 0.5, 0.01}];
AppendTo[perfiles, tab];
Write[prof, OutputForm[TableForm[tab,
TableSpacing -> {0, 3}]]];
Write[prof, " "]; Write[str, i, Re[int]]; delta = (i) ,
{i, 0.1, 7., 0.08}]
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In this loop, we have taken advantage of the parity of the solutions in the interval
x ∈ [−1/2, 1/2] to solve the problem in half the interval, namely x ∈ [−1/2, 0] (j is an
odd function of x whereas ρ is even). Note that d fixes the boundary for the current
for a given fluctuation, see Eq. (47), and we are changing the value of d by introducing
i such that d = i〈d〉. In this particular example, i ∈ [0.1, 7] ant its increment between
neighbouring values ∆i = 0.08. The latter defines the grid over which the LDF G(d)
is obtained. Moreover, the shooting procedure is started with the initial conditions
provided by the average solution of the problem. Finally, once the numerical solution
for the profiles is obtained, we integrate it to get G(d).
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