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ABSTRAKT 
Diplomová práce se zaměřuje na implementaci protokolu IPv6 v reálném firemním 
prostředí. Na začátku jsme seznámeni s teoretickými poznatky o tomto protokolu. Ty je 
možné v praktické části po analýze současného stavu společnosti XXX spol. s r.o. 
využít k návrhu možných řešení implementace včetně fyzických zařízení. 
KLÍČOVÁ SLOVA 
IPv6, protokol, DNS, DHCPv6, IPv4, 6to4, implementace, adresa, podpora 
ABSTRACT 
Diploma thesis is focused on IPv6 protocol implementation in real company´s 
enviroment. In the beginning we are introduced with theoretical knowledge about this 
protocol. After analysis of current state of XXX spol s r.o. we can use this knowledge in 
practical part of thesis for proposal of possible solutions including physical devices. 
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Pokud se podíváme všude kolem nás, zjistíme, že jsme obklopeni telekomunikační 
technikou doslova na každém kroku. Ruku v ruce s tímto trendem je také potřeba 
neustálé konektivity využívané k nejrůznějším aplikacím. Všechna tato zařízení je nutné 
globálně určitým způsobem odlišit tak, aby bylo možné zajistit komunikaci mezi nimi, 
ať se již nacházejí kdekoliv. V současnosti je toho dosaženo přiřazením určité adresy, 
která dané zařízení jednoznačně identifikuje. Protějšek je tak na základě této adresy 
schopen zařízení lokalizovat a navázat s ním komunikaci. Adresa se nazývá IPv4 
adresa. 
Počet těchto adres však není neomezený. V některých světových regionech již 
dochází k vyčerpání tohoto adresního prostoru. Na tento fakt je nutné zareagovat, což se 
děje v podobě návrhu a schválení protokolu IPv6, který by měl mimo jiné vyřešit 
problém s nedostatkem adres. 
Tato práce se tak zabývá implementací právě tohoto protokolu do firemního 
prostředí, které je postaveno na starším protokolu IPv4. Shrnuje základní koncepci 
a funkce tohoto protokolu, princip adresace a podporované služby a protokoly. Po 
teoretickém rozboru tohoto protokolu jsou tyto poznatky aplikovány na reálnou 
společnost v reálném provozu, který zahrnuje jak síťový provoz mezi pobočkami, které 
jsou od sebe geograficky odděleny, tak komunikaci v rámci centrály. 
Výstupem práce by tak měl být rozbor současných možností tohoto protokolu 
zejména ze strany podpory tohoto protokolu v zařízeních a organizacích. Většina 
součástí protokolu je totiž již standardizována, reálné nasazování protokolu je však 
teprve na začátku. 
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1 VYMEZENÍ PROBLÉMU A CÍLE PRÁCE 
Cílem této práce je navrhnout implementaci protokolu IPv6 do firemního prostředí a to 
konkrétně do středního podniku řádově se 150 zaměstnanci, který disponuje pobočkami, 
jež jsou od sebe geograficky odděleny. Jelikož tento protokol v současnosti stále není 
příliš rozšířen, zaměřím se zejména na úskalí, která nasazení tohoto protokolu stěžují. 
Aby bylo možné přejít k samotné implementaci, byly stanoveny následující dílčí cíle: 
Na začátku je třeba provést analýzu společnosti. Nutností je analýza síťové 
architektury společnosti, která zjistí připravenost firemní sítě na implementaci protokolu 
IPv6. Další složkou analýzy je současný stav hardwarového vybavení společnosti. Díky 
němu je pak možné zjistit, co je třeba nahradit a odvíjí se od něj konečné náklady na 
samotný protokolový přechod. 
Aby bylo možné přejít k samotné implementaci protokolu, je nutné protokol IPv6 
teoreticky rozebrat. Hlavní důraz je kladen na seznámení se s celkovou koncepcí 
protokolu. Jedná se zejména o adresaci, nové funkce tohoto protokolu a odlišnosti od 
protokolu IPv4 hlavně z hlediska protokolových sad. V rámci zpětné kompatibility a 
součinnosti s protokolem IPv4 je důležité seznámit se s přechodovými mechanismy 
mezi těmito protokoly. 
Po teoretickém rozebrání protokolu IPv6 je dalším dílčím cílem implementace 
těchto poznatků. Důraz je kladen na zachování funkčnosti všech prvků firemní sítě a co 
nejmenší vliv na běh společnosti. V závěru pak bude vyhodnocena vhodnost nasazení 
tohoto protokolu. Proč by podnik měl o nasazení tohoto protokolu přemýšlet a jaké 
problémy spojené s nasazením je nutné v současnosti řešit a co naopak zatím řešit nelze. 
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2 ANALÝZA SOUČASNÉHO STAVU 
V rámci diplomové práce popisovaná společnost souhlasila s poskytnutím údajů 
nutných k vypracování této práce. Z důvodu interní politiky si však nepřeje být 
zveřejněna, jelikož síť využívá k přenosu citlivých dat mezi svými pobočkami. 
V následujícím textu tak bude společnost nazývána XXX, spol. s r.o. 
2.1 Popis společnosti 
Obchodní jméno: XXX, spol. s r.o. 
Právní forma: společnost s ručením omezením 
Datum vzniku: 25.9. 1991 
Počet zaměstnanců: cca 150 
Obrat společnosti: 134 633 tis. Kč za rok 2011 
Zisk: 5 325 tis. Kč 
2.1.1 Struktura společnosti 
Společnost navazuje na projektové středisko Vítkovické stavby a sídlí v Uherském 
Brodě, kde se nachází také vedení společnosti. V rámci jejího podnikání provozuje 3 
vzdálená pracoviště. Dvě z nich se nachází ve Slovenské republice, konkrétně v Trnavě 
a Mochovcích. Poslední pracoviště se nachází v Praze. 
Jak již bylo řečeno, centrála společnosti se nachází téměř v centru města Uherský 
Brod. Jedná se o starší čtyřpatrovou budovu, která je však modernizovaná včetně 
elektrických rozvodů a kabelových rozvodů. Z důvodu celkové modernizace budovy, 
bylo myšleno také na IT infrastrukturu. K budově je ve spolupráci se společností 
Supronet přivedena optická linka se smluvenou kapacitou 100 Mbps. Tato kapacita není 
maximální možnou kapacitou, jakou optické vícevidové vlákno poskytuje (Filka, 2012, 
str. 17), pro společnost by však byla větší kapacita nerentabilní vzhledem ke znatelně 
zvýšeným nákladům (XXX spol. s r.o., 2013). Navíc firma zatím využívá ve špičce 
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průměrně maximálně polovinu sjednané kapacity. Tato optická linka je natažena až 
k serverovně. Ve zbytku budovy jsou nataženy kroucené dvojlinky CAT5e1. Budova má 
také plochou střechu, a jelikož je na vyvýšeném místě, není problém také pro umístění 
záložního bezdrátového spoje na střechu (XXX spol. s r.o., 2013). 
U pobočky v Praze je nejdůležitější možnost připojení optické linky. Pobočka se 
nachází ve 3. patře firemního komplexu, budova tak společnosti nepatří. Jedná se 
o poměrně nový a moderní komplex, optická linka je tak přivedena na rozhraní 
technologické a kancelářské síťové infrastruktury v objektu. Převážnou většinu 
datového toku tvoří videokonference a přenos dat. Zde je tak IT infrastruktura dobře 
vyřešena. S nasazením protokolu IPv6 by zde tak neměl, vzhledem k modernímu 
vybavení, být problém. 
Další pobočka v Trnavě se nachází ve starší budově, kde je pronajato několik 
místností. Celkově se jedná o starší pracoviště, které slouží jen jako jednací. Většinou 
jsou prováděny datové přenosy a VoIP komunikace. Provoz videokonferencí zde není 
potřeba. Vzhledem ke staršímu vybavení zde může být nasazení IPv6 protokolu 
nákladnější a obtížnější. 
Velice podobně je na tom pobočka Mochovce, která je nejmenší ze všech poboček. 
Datové toky tvoří také převážně přenos dat a VoIP komunikace, jelikož se však jedná 
o velmi malé pracoviště jen s pěti zaměstnanci, jsou zde datové toky zanedbatelné. Ani 
zde neprobíhají videokonference. 
2.1.2 Předmět podnikání 
Předmětem podnikání společnosti XXX je zejména projektová, inženýrská a investorská 
činnost pro stavby energetické, inženýrské, občanské, průmyslové, vodohospodářské, 
dopravní, ekologické, sklady pohonných hmot apod. Její působiště je však značně 
širšího rázu, zabývají se také projektovou činností jaderné i klasické energetiky 
a energií z obnovitelných zdrojů. Navrhují vývojové, studijní a koncepční práce 
související s přípravou staveb a s nimi také související průzkumné a měřičské práce. 
Dalším polem působnosti je činnost autorského a projektového dozoru a technicko-
                                                 
1
 CAT5e – strukturovaná kabeláž využívaná pro přenos signálu v počítačových sítích s vyšší 
odolností vůči přeslechům 
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inženýrských služeb na stavbách; koordinační činnost a projektový servis včetně 
projektování 3D a také projekty řízení a zabezpečování kvality, provozní řády, předpisy 
apod. Okrajově se také zabývá plány BOZP a činností koordinátora BOZP; projekty 
ekologické ochrany půdy, vod a ovzduší; dokumentace vlivu stavby na životní 
prostředí; bezpečnostní dokumentace staveb s jaderným zařízením. V současnosti se 
také zabývala zpracováním žádostí o dotace ze strukturálních fondů EU potřebné 
k vydání územního rozhodnutí a k povolení stavby (XXX spol. s r.o., 2013). 
2.2 Popis síťové architektury společnosti 
V této kapitole bude popsána celková síťová architektura společnosti. Pro samotnou 
realizaci implementace protokolu IPv6 bude nutné znát celkovou informační 
infrastrukturu společnosti a hardwarové vybavení a to nejen v hlavním sídle společnosti, 
ale také v popsaných pobočkách. 
2.2.1 Celková topologie společnosti 
Hlavní centrála společnosti je situována v sídle společnosti. Zde se nachází hlavní 
síťové středisko, kde pracuje firemní síťový administrátor. Celková funkčnost firemní 
sítě je tak zajišťována právě z tohoto místa. Jak bylo popisováno výše, společnost má 3 
pobočky, které se nacházejí na různých místech České republiky a také ve Slovenské 
republice. Každá z těchto poboček disponuje určitým rozsahem veřejných IPv4 adres, 
které jsou získány od lokálních ISP poskytovatelů. Mezi pobočkami je také nutné 
komunikovat interně tak, aby komunikaci nebylo možné odposlouchávat. Realizace 
tohoto požadavku je řešena pomocí virtuálních privátních sítí VPN. Díky tomu je 
možné komunikovat z různých míst, která od sebe mohou být geograficky značně 
vzdálena tak, jako by se uživatel nacházel v jedné privátní síti. Komunikace je navíc 
šifrována a je vyžadováno ověření účastníka. 
Základní schéma topologie je vidět na Obrázek 1. Komunikace mezi pobočkami je 
řešena optickými spoji. Hlavní linka je pronajatá od společnosti Supronet. Kapacita 
spoje je smluvena na 100 Mbps v obou směrech, agregace je 1:1, jedná se tedy 
o kapacitu vyčleněnou pouze naší společnosti. 
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Dvě pobočky nacházející se na území Slovenské republiky nevyžadují díky své 
menší velikosti příliš velké datové toky. Spíše je nutné zajistit co největší stabilitu a 
spolehlivost spoje. Proto je u obou linek využito optické technologie, i když spoje 
využívají poměrně malou kapacitu tohoto spoje. 
Pobočka v Trnavě je tak připojena pomocí optického spoje s kapacitou 10 Mbps 
v obou směrech a s ohledem na zmíněnou dostupnost je agregace nastavena na 1:1. 
Okruh je pronajat od společnosti SWAN Trnava. 
 
 
Obrázek 1Celková topologie firmy XXX (Upraveno dle: XXX spol. s r.o.). 
Pobočka Mochovce je taktéž připojena pomocí optického spoje pronajatého 
u společnosti GTS SK. Kapacita spoje je však menší, konkrétně 4 Mbps v obou 
směrech. Agregace je opět smluvena na hodnotu 1:1. 
Naopak pobočka v Praze je největší ze všech tří poboček. V rámci schvalovacího 
procesu veškerých zakázek, projektů apod. je nutné veškerá data zrcadlit právě na tuto 
pobočku. Probíhá zde také videokonference s centrálou. Celková kapacita linky tak 
 7 
musí být mnohonásobně větší než u zbylých poboček. Společnost se dohodla na 
spolupráci se sdružením CESNET a tak je pomocí její páteřní sítě pobočka v Praze 
připojena. Je využito opět optického spoje. Kapacita linky je 100 Mbps v obou směrech 
s agregací 1:1. 






Centrála - přípojný bod Supronet Optický spoj 100/100 1:1 
Trnava – přípojný bod SWAN Optický spoj 10/10 1:1 
Mochovce – přípojný bod GTS SK Optický spoj 4/4 1:1 
Praha – přípojný bod CESNET Optický spoj 100/100 1:1 
Záložní spoj – přípojný bod Supronet Bezdrátový spoj 15/15 1:1 
        Zdroj: XXX Uherský Brod 
Optický spoj vedený z centrály v Uherském Bodě nezaručuje 100 % dostupnost 
spoje, proto je jako záložní linka k  přípojnému bodu CESNETu z centrálního 
pracoviště veden bezdrátový spoj v licencovaném pásmu 11 GHz na vzdálenost 4 km. 
Je využita technologie Summit a to konkrétně typ antény SDV. Tento bezdrátový spoj 
není ve vlastnictví společnosti, jedná se o pronajatý okruh od společnosti Supronet, 
která také zodpovídá za funkčnost spoje. Tento spoj dosahuje smluvní přenosové 
rychlosti 15 Mbps v obou směrech, přičemž agregace spoje je 1:1. 
Všechna zařízení sloužící k propojení firemní sítě a páteřní sítě jsou od smluvených 
poskytovatelů pronajímána. 
2.2.2 Analýza struktury sítí a podsítí 
Jak již bylo řečeno, správa sítí je řešena centrálně z Uherského Brodu. Aktivním 
prvkům jsou přiřazeny veřejné IPv4 adresy tak, aby bylo možné provádět nastavení 
vzdáleně. Pouze na centrálním pracovišti je třeba spravovat více podsítí. Pokud totiž 
probíhá jednání v rámci projektů a zakázek, zpravidla se uskutečňuje právě v sídle 
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společnosti v Uherském Brodě. Struktura podsítí je zde rozdělena na 4 základní 
skupiny, v rámci poboček už je to pouze jedna podsíť. Všechny podsítě mají masku 
podsítě /24, je tak k dispozici 253 IPv4 adres. 
Tabulka 2 Počet podsítí a jejich maska podsítě v jednotlivých pracovištích. 
Umístění Počet podsítí Maska podsítí 
Centrála Uherský Brod 4 255.255.255.0 
1.pobočka Trnava 1 255.255.255.0 
2. pobočka Mochovce 1 255.255.255.0 
3. pobočka Praha 1 255.255.255.0 
       Zdroj: XXX Uherský Brod 
Na pracovišti v Uherském Brodě je první podsíť vyhrazena pro zaměstnance. Do 
této podsítě jsou také připojeny tiskárny, NAS2 server, firemní server. V této podsíti 
přiřazuje IPv4 adresy DHCP3 server až na výjimky, jako je tiskárna, NAS server apod. 
Těmto zařízením je IPv4 adresa přiřazena staticky. Druhá podsíť slouží pouze pro hosty 
a umožňuje pouze připojení k Internetu. IPv4 adresy jsou přiřazeny výlučně za pomoci 
DHCP serveru. Třetí podsíť je určena k VoIP komunikaci, je v ní připojena také VoIP 
ústředna. Poslední podsíť slouží jako tzv. DMZ4 (demilitarizovaná) zóna pro emailový 
server. Centrála má k dispozici 12 veřejných IPv4 adres. 2 jsou přiřazeny firemnímu 
směrovači, jedna NAS serveru, 1 telefonní VoIP ústředně, 1 AD5 serveru, 1 DNS6 
serveru, 1 mail serveru, 1 videokonferenčnímu terminálu a zbytek slouží potřebám 
firemního serveru. 
V každé ze tří poboček společnosti je provozována pouze jedna podsíť, která slouží 
ke stejnému účelu jako v případě centrálního pracoviště. Je tedy výhradně určena pro 
zaměstnance. Jsou zde také připojeny tiskárny, kterým je přiřazena IPv4 adresa také 
                                                 
2
NAS – síťové datové úložiště 
3
DHCP – server poskytující informace o nastavení telekomunikační sítě a přiřazující dočasné adresy 
4
DMZ – demilitarozivaná zóna sloužící k oddělení komunikace s vnější sítí od komunikace ve 
vnitřní síti 
5
 AD – Active Directory server sloužící k implementaci adresářových služeb v rámci podniku 
6
 DNS – slouží k překladu doménových jmen na IP adresy 
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staticky, jinak je využit DHCP server. Jelikož na pobočkách neběží žádný server, ani 
není potřeba přistupovat z vnější sítě na jiná zařízení než směrovač, je každé pobočce 
přiřazena pouze jedna veřejná IPv4 adresa. 
V rámci vnitřní komunikace mezi centrálou a jednotlivými pobočkami jsou 
vytvořeny virtuální sítě VPN. Jedno VPN spojení slouží u všech 3 poboček k připojení 
na NAS server, který je umístěný na centrále. Je tak možné přistupovat na vyhrazené 
umístění ze všech poboček. Díky tomu je zvýšena bezpečnost přenosu dat mezi 
jednotlivými pobočkami. Další VPN spojení je v případě slovenských poboček použito 
k VoIP komunikaci a v případě pražské pobočky také k videohovorům. 
2.3 Analýza technického vybavení společnosti 
Společnost XXX disponuje vybavením, které má ve své správě a také ve svém 
vlastnictví, využívá však také pronajímané vybavení jako je záložní bezdrátový spoj. 
V následujících kapitolách bude popsáno vybavení, se kterým může společnost 
manipulovat, ať už po domluvě s poskytovatelem, či z důvodu vlastnění tohoto 
vybavení. 
2.3.1 Síťové aktivní a pasivní prvky 
Základním kamenem síťové infrastruktury společnosti jsou síťové prvky, které 
umožňují stabilní a zabezpečenou komunikaci mezi pobočkami a také uvnitř sítí. 
V centrále společnosti je hlavním aktivním prvkem směrovač Zyxel Zywall USG 300. 
Jedná se o směrovač určený do firemní sféry, disponuje tak dostatečně dimenzovaným 
výkonem. Jedná se o tzv. bezpečnostní směrovač, který v sobě implementuje také 
stavový firewall a anti-spamový filtr. Plně podporuje IPv6 protokol včetně tunelovacích 
funkcí pro souběžný provoz IPv4 a IPv6 protokolu. Směrovač je tak na IPv6 protokol 
plně připraven. Je také schopen pracovat s VPN sítěmi. Nativně také podporuje tzv. 
DMZ zónu, kdy jsou serverové prvky jako emailový server odděleny od lokální sítě. 




Zyxel Zywall 70 se nachází na slovenských pobočkách. Tento směrovač je již více 
jak 7 let starý. V současné době již firma Zyxell pro tento model nevydává aktualizace 
a i nejnovější aktualizace nezahrnuje podporu IPv6 protokolu (Zyxel, 2013). 
V centrále společnosti se také nachází 3 přepínače značky Cisco a to konkrétně 
model SG500X-48. Obsahuje 48 Gigabitových portů a čtyři 10 Gigabitové porty. Na 
pobočce v Praze je umístěn jeden přepínač SG500X-24 a na zbylých dvou pobočkách se 
nachází vždy po jednom kusu přepínače Cisco SG200-18. Jelikož tyto přepínače pracují 
na vrstvě síťového rozhraní a protokol IPv6 pracuje na vrstvě síťové, není zde třeba řešit 
podporu protokolu IPv6. Všechny použité síťové prvky jsou sepsány v Tabulka 3 včetně 
toho, jestli dané zařízení podporuje protokol IPv6. 
Tabulka 3Aktivní a pasivní zařízení v jednotlivých pobočkách. 
Umístění Zařízení Podpora IPv6 
Centrála Uherský Brod 
Zyxel Zywall USG 300 Ano 
Cisco SG500X-48 - 
1.pobočka Trnava 
Zyxel Zywall 70 Ne 
Cisco SG200X-18 - 
2. pobočka Mochovce 
Zyxel Zywall 70 Ne 
Cisco SG200X-18 - 
3. pobočka Praha 
Zyxel Zywall USG 300 Ano 
Cisco SG500X-24 - 
       Zdroj: XXX Uherský Brod 
2.3.2 Serverové a koncové prvky 
Firma využívá celou řadu řešení od tisku dokumentů, VoIP komunikace, až po 
videokonference. Je tak třeba analyzovat toto vybavení z hlediska podpory IPv6. 
Základním prvkem společnosti jsou počítače, jelikož firma provozuje také 
projektovou činnost. Firma nedisponuje počítači od jednoho výrobce, ani zde není 
pouze jeden operační systém. Je to z důvodu postupného rozšiřování zaměstnanecké 
kapacity a z toho plynoucí postupné rozšiřování počítačové základny. V rámci centrály 
je k dispozici 100 ks PC. Na většině z nich je operační systém Microsoft Windows 7, 
ale na 8 PC je ještě stále Microsoft Windows XP (z důvodu kompatibility se 
softwarem). Na pobočce v Praze se nachází 15 ks PC. Na všech je nainstalován 
Microsoft Windows 7. Na zahraniční pobočce v Trnavě pracuje personál se 7 ks PC. Na 
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5 z nich je operační systém Microsoft Windows 7 a na zbylých dvou Microsoft 
Windows XP. Poslední pobočka disponuje pouze 5 ks PC. Na všech je operační systém 
Microsoft Windows 7. Všechna PC jsou k síti připojena pomocí výše uvedených 
přepínačů. Operační systém Microsoft Windows 7 protokol IPv6 plně podporuje 
(Microsoft, 2009). U systému Microsoft Windows XP je nutné podporu protokolu IPv6 
doinstalovat a je potřeba aktualizační balíček Service Pack 1 (Microsoft, 2011). Rozpis 
použitých počítačů je vidět v Tabulka 4. 
Tabulka 4 Počet a umístění PC. 
Umístění Počet PC Operační systém 
Centrála Uherský Brod 100 Windows 7, Windows XP 
1. pobočka Trnava 7 Windows 7, Windows XP 
2. pobočka Mochovce 5 Windows 7 
3. pobočka Praha 15 Windows 7 
        Zdroj: XXX Uherský Brod 
Další velmi důležitou součástí všech prostor společnosti jsou tiskárny. Společnost 
využívá služeb více společností, přičemž hlavním zástupcem je společnost Konica 
Minolta. Na centrále se nacházejí síťové modely Bizhub. Zároveň je zde 
implementována technologie SafeQ7, která umožňuje kontrolovat tiskové náklady. Tyto 
tiskárny jsou vybaveny plnou podporou IPv6 (Konica Monilta, 2009). Jedna takováto 
tiskárna se nachází také na pobočce v Praze, zde by tedy také problém s kompatibilitou 
s protokolem IPv6 neměl nastat. Pobočka v Trnavě disponuje tiskárnou Canon MF8030, 
která také disponuje plnou podporou protokolu IPv6 (Canon, 2009). Poslední pobočka 
Mochovce je vybavena tiskárnou HP LaserJet Pro 500 M570dn, která IPv6 podporuje 
také (HP, 2012). Přehled tiskáren je možné vidět v Tabulka 5. 
Hlavní a zároveň jediné serverové řešení se nachází na centrále v Uherském Brodě. 
Jako serverový operační systém je použit Microsoft Windows Server 2008 R2 Standard. 
Na tomto serveru je provozována Active Directory, DNS server a také souborový 
server, který slouží jako centrální úložiště. Další server slouží jako emailový. Je zde 
použit operační systém Linux a to konkrétně distribuce CentOS. Stejná distribuce je 
                                                 
7
 SafeQ – software od společnost  YSoft umožňující spravovat tiskové prostředí 
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použita také pro záložní server, na který jsou ukládány zálohy dat. Tato linuxová 
distribuce podporuje IPv6 již v základu (wikiCentOS, 2013). Tiskový server, na kterém 
běží také technologie SafeQ, obsahuje operační systém Windows XP. 
Tabulka 5 Seznam používaných tiskáren. 
Výrobce Typ Podpora IPv6 
Konica Minolta Bizhub 360 Ano 
Konica Minolta Bizhub 280 Ano 
Konica Minolta Bizhub 220 Ano 
Canon MF8030 Ano 
HP LaserJet Pro M570dn Ano 
       Zdroj: XXX Uherský Brod 
Společnost využívá také služeb VoIP a videokonferencí. Disponuje vlastní VoIP 
ústřednou PhoNet 3000. Telefony jsou použity Linksys SPA941. Tyto telefony IPv6 
nepodporují (Cisco, 2013). Pro videokonference je využit systém Polycom HDX 7000-
720. Ten protokol IPv6 podporuje (Polycom, 2013). 
Jako záložní zdroj je použit starší model značky APC a to SUA 1000XLI. Jelikož 
se serverové prvky nacházejí pouze v centrále, záložní zdroj UPS (APC, 2009) 
nepodporuje vzdálenou konfiguraci a správu přes IP síť. V centrále slouží jako záložní 
energie pro nejdůležitější prvky infrastruktury společnosti. Jsou zde zapojeny oba 
směrovače, hlavní přepínač, hlavní server a VoIP ústředna. Jelikož na zdroj není třeba 
vzdáleně přistupovat, není třeba řešit podporu IPv6 protokolu. 
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3 TEORETICKÁ VÝCHODISKA ŘEŠENÍ 
Tato část práce bude zaměřena na teoretický popis IPv6. Co vůbec vedlo tvůrce 
k vytvoření nové protokolové sady. K pochopení jednotlivých praktických 
implementací je teoretický základ naprosto nezbytný. Protokolová sada IPv6 bude tedy 
detailně popsána. 
3.1 Důvody zavedení protokolové sady IPv6 
Jak všichni víme, globální trh s informačními technologiemi se rozvíjí velmi 
rychle. Ať už se jedná o hardwarové prvky jako jsou počítače, či notebooky nebo 
serverové prvky. Přirozeně s rostoucím počtem těchto zařízení roste počet uživatelů, 
kteří požadují internetovou konektivitu. Například v roce 2000 využívalo internetovou 
konektivitu více jak 360 milionů celosvětové populace. K 20. 7. 2012 je však 
celosvětově připojeno více jak 2,4 miliardy lidí (Internet World Stats, 2012). Za 10 let 
se tedy počet uživatelů Internetu více jak zešestinásobil. Zároveň si je však nutné 
uvědomit, že dnešní uživatel vyžaduje konektivitu také na svých přenosných zařízeních 
jako je mobilní telefon, tablet. Rozvíjí se však také odvětví spotřební elektroniky, kdy je 
dnes možné připojit k Internetu televizor nebo domácí multimediální přehrávač. Pokud 
by všechna tato zařízení měla mít vlastní IP adresu, aniž by bylo využito technik sdílení 
veřejné IP adresy jako je NAT8, adresní prostor protokolové sady IPv4 by nedostačoval. 
Prvním a zřejmě nejzásadnějším impulsem pro vytvoření nové protokolové sady 
byl nedostatečný adresní prostor IPv4. Jelikož je IP adresa protokolu IPv4 tvořena 32 
bity, lze jednoduše spočítat počet IP adres, které je tento protokol schopen poskytnout: 
                         
Ne všechny IP adresy je však možné využít pro adresaci, jelikož je nutné počítat 
s určitou režií protokolu, kdy je třeba zahrnout všesměrové adresy jako například 
255.255.255.255 nebo adresy sítí, loopback atd. (RFC 5735, s. 3-5). O přidělování IPv4 
                                                 
8
 Network Address Translation – transformace IP adresy na jiné IP adresy 
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adres se starají organizace jako IANA9, APNIC10 atd. Jak můžeme vidět v Tabulka 6, 
předpokládané vyčerpání adresního prostoru IPv4 adres se liší geograficky. Například 
v Evropě (RIPE NCC) je již adresní prostor vyčerpán. Organizace přidělující IPv4 
adresy mají určité rezervní adresy, avšak ty jsou přidělovány jen výjimečně a jen po 
malých blocích (Satrapa, 2011, s. 20). Lokální poskytovatelé tak již musí využívat 
techniky jako NAT, pokud nemají dostatečný počet rezervních adres. 
Tabulka 6 Předpokládané datum vyčerpání IPv4 adres u daného regionálního registrátora. 
Regionální registrátoři Datum spotřeby IPv4 adres 
IANA 3. 2. 2011 
APNIC 19. 5. 2011 
RIPE NCC 14. 9. 2012 
ARIN 14. 9. 2013 
LACNIC 12. 6. 2015 
AFRINIC 30. 8. 2019 
       Zdroj: Huston, 2012. 
IPv4 protokol také příliš neřeší bezpečnost. Jeho velkou bezpečnostní slabinou je 
například protokol síťové vrstvy zvaný ICMPv411, který slouží zejména pro signalizaci 
určitých událostí v rámci protokolu IPv4. Signalizace je zajištěna pomocí různých typů 
zpráv tohoto protokolu, které jsou číselně označeny. Toto číselné označení je poté 
obsaženo v hlavičce IP datagramu. Pomocí ICMPv4 je tak možné zjistit dosažitelnost 
cílového objektu, či zažádat o změnu směrování například z důvodu přetížení určitého 
uzlu (Dostálek, Kabelová, 2000, s. 127). Tento protokol však není nijak šifrován ani 
zabezpečen, také zde není prováděna žádná autentizace. Protokol ICMPv4 je tak možné 
zneužít k síťovým útokům. Jedna metoda například využívá nedostatečné zabezpečení 
sítě, kdy je zaslán dotaz na dostupnost zařízení v síti, tedy na broadcastovou adresu 
vybrané sítě. Pokud útočník podvrhne IP adresu zdroje, tedy odesílatele takovéhoto 
dotazu, daný zdroj se stane cílem útoku, jelikož jsou k němu směřovány odpovědi na 
dostupnost od všech uzlů v dané síti. Tomuto útoku se říká Smurf útok (CERT, 2000).  
                                                 
9
 Internet Assignment Numbers Authority – organizace rozdělující IP adresní prostor  
10
 Asia Pacific Information Centre – organizace rozdělující IP adresní prostor pro země Asie a 
Pacifiku 
11
 Internet Control Message Protocol – protokol zajišťující signalizaci v rámci IP protokolu 
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3.2 Popis protokolu IPv6 
Protokol IPv6 je vyvíjen již delší dobu, kdy se první oficiální RFC specifikace IPv6 
(RFC 1883) objevila již v roce 1995 (Satrapa, 2011, s. 17). V průběhu let docházelo 
k určitým revizím a dodatkům, základní schéma protokolu a jeho funkcí však zůstává 
nezměněno. V následujícím textu tak budou popsány základní a zároveň stěžejní 
vlastnosti tohoto protokolu. 
3.2.1 Struktura IPv6 datagramu 
Oproti IPv4 je struktura IPv6 datagramu spíše zjednodušena. Cílem při vytváření 
specifikace IPv6 datagramu bylo především zjednodušit hlavičku datagramu na 
potřebnou úroveň, čehož bylo dosaženo stanovením pevné délky hlavičky na 40 B. Není 
tak oproti hlavičce IPv4 nutné řešit kontrolní součet hlavičky, který bylo nutné 
přepočítávat při každém průchodu aktivním prvkem sítě, jako jsou směrovače. Jak 
můžeme vidět na Obrázek 2, základní struktura datagramu se od IPv4 datagramu příliš 
neliší. Základní hlavička datagramu obsahuje 8 základních polí, po kterých následují 
samotná data (Satrapa, 2011, s. 35). 
 
 
Obrázek 2 Formát IPv6 datagramu (Upraveno dle RFC 2460, 1998, s. 4; Satrapa, 2011, s. 35) 
Za základní hlavičku je možné umístit tzv. Další hlavičku. U protokolu IPv6 je tak 
možné řetězit za základní hlavičkou libovolný počet rozšiřujících hlaviček. Typ těchto 
hlaviček je identifikován pomocí číselného identifikátoru, který je obsažen v poli „Další 
hlavička“. Aby bylo možné rozeznat poslední rozšiřující hlavičku, tato hlavička má 
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v poli „Další hlavička“ identifikátor, který označuje, že za tímto blokem rozšiřující 
hlavičky následují data (Satrapa, 2011, s. 38). 
Popis jednotlivých polí hlavičky IPv6 datagramu: 
Verze je shodná jako v případě datagramu protokolu IPv4. Jedná se o 4-bitovou 
hodnotu, určující, o jakou verzi protokolu IP se jedná. V případě protokolu IPv4 je to 
jednoduše binární hodnota 4 (0100), pro protokol IPv6 je to binární hodnota 6 (0110) 
(Satrapa, 2011, s. 36). 
Třída provozu by měla mít za úkol určitým způsobem prioritizovat dané 
datagramy. Měla by tak zajišťovat nastavenou kvalitu služeb. V praxi je však situace 
odlišná. Toto pole není ve standardu IPv6 přesně specifikováno, nelze tak na základě 
něj prioritizovat rychlost přenosu, či zpoždění. Toto pole je však možné využít pro 
označení paketů, se kterými pak následně může být zacházeno odlišně(RFC 2460, 1998, 
s. 25-26; Satrapa, 2011, s. 36). 
Značka toku v původním IPv4 datagramu nebyla obsažena. Jedná se o zajímavou 
myšlenku, kdy sítí putuje množství datagramů, které mají téměř shodné parametry 
kromě dat, jelikož jsou součástí určitého toku dat (přenos většího objemu dat k jednomu 
příjemci). Jedná se tak o IP adresu odesílatele a cíle, nastavené parametry komunikace 
apod. Toto pole by mělo zajistit zrychlení komunikace na úrovni směrovačů. Pokud 
v tomto poli stejné číselné označení, směrovač bude vědět, jak má zacházet s daným 
datagramem. Bohužel stejně jako v předchozím případě je tento mechanismus stále ve 
fázi vývoje a není v současném standardu IPv6 zcela specifikován (RFC 2460, 1998, 
s. 25; Satrapa, 2011, s. 36). 
Délka dat slouží, jak už název napovídá, k určení velikosti dat následujících za 
základní hlavičkou. Jelikož je její velikost neměnná, její velikost zde není zahrnuta. 
Toto pole má velikost 16 bitů, maximální velikost datagramu bez základní hlavičky je 
tak nastavena na 64 KB. Tato velikost však nemusí být konečná, lze využít tzv. hlavičku 
Jumbo (Satrapa, 2011, s. 36). 
Další hlavička obsahuje identifikátor dat nebo následující rozšiřující hlavičky 
(Satrapa, 2011, s. 36). 
Hop limit je určen k zamezení uvíznutí datagramu v cyklu. Ke stejnému účelu 
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sloužilo u datagramu IPv4 pole TTL. Princip je takový, že je v tomto poli nastavená 
určitá číselná hodnota tzv. počet skoků a při každém průchodu směrovačem je tato 
hodnota snížena o 1. Jakmile toto pole obsahuje hodnotu 0, je datagram zlikvidován 
a odesílateli je zaslána zpráva pomocí ICMP protokolu, že datagram s daným 
identifikátorem nedorazil k cíli (Satrapa, 2011, s. 36). 
Zdrojová adresa obsahuje IPv6 adresu odesílatele datagramu. Jelikož IPv6 adresa 
je 128 bitová, toto pole spolu s cílovou adresou zabírá v základní hlavičce nejvíce 
prostoru (Satrapa, 2011, s. 36). 
Cílová adresa obsahuje IPv6 adresu cílového uzlu. Velikost tohoto pole je 
naprosto shodná s polem předešlým (Satrapa, 2011, s. 36). 
Pokud je hlavička IPv6 porovnána s hlavičkou datagramu IPv4, je možné nalézt 
několik rozdílů. Jak už bylo dříve zmíněno, došlo ke zjednodušení. V první řadě bylo 
zrušeno pole Kontrolní součet. Hlavním důvodem byl fakt, že kontrolní mechanismy 
jsou prováděny již na vrstvě síťového rozhraní, není tak nutné zatěžovat směrovače 
dalšími výpočty. Další dvě pole Rozšiřující volby a fragmentace byla nahrazena polem 
další hlavička (Satrapa, 2011, s. 37). 
3.2.2 Směrování v IPv6 protokolu 
Směrování u protokolu IPv6 je principiálně velmi obdobné, jako je tomu u staršího 
protokolu IPv4. Opět je nutné udržovat směrovací tabulku, která obsahuje informace, 
podle kterých se směrovač rozhoduje, kam má datagram odeslat. Směr, kterým je 
datagram posílán, je určen IPv6 prefixem. Směrovací tabulka může obsahovat jak 
záznamy přímo připojených zařízení tak také adresy rozhraní, přes které bude datagram 
směrován k určitému cíli (Satrapa, 2011, s. 140). 
Protokol IPv6 však také umožňuje určitou automatizaci, kdy se jednotlivé uzly 
v dané síti mohou naučit v této síti směrovat. Proces je však složitější a je k němu nutné 
udržovat několik typů tabulek: 
Cache cílů obsahuje přiřazení směru, tzn. kudy má být datagram směrován, pokud 
obsahuje konkrétní IPv6 adresu cíle (RFC 4861, s. 33; Satrapa, 2011, s. 140). 
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Seznam prefixů má za úkol zjistit na základě porovnávání prefixu, kdo je umístěn 
ve stejné síti (RFC 4861, s. 33; Satrapa, 2011, s. 140). 
Seznam implicitních směrovačů slouží k uchování informací o všech 
směrovačích, které ve svém ohlášení nastavily příznak implicitního směrovače (RFC 
4861, s. 34; Satrapa, 2011, s. 140). 
Samotné směrování je pak realizováno tak, že zařízení, které obdrží datagram, 
nejdříve zkontroluje, jestli se daná cílová IP adresa nenachází v tabulce cache cílů. 
Pokud tomu tak je, datagram je odeslán na následující uzel, který je u tohoto záznamu 
definován. Pokud se žádný záznam neshoduje s cílovou IP adresou, následuje kontrola 
záznamů v seznamu prefixů. Je tak možné zjistit, jestli se daný cílový uzel nachází ve 
stejné síti. Pokud tomu tak je, odesílá datagram přímo na cílový uzel. V opačném 
případě je vybrán jeden z implicitních směrovačů a je na něj datagram odeslán (Satrapa, 
2011, s. 141). 
3.3 Adresace u protokolu IPv6 
Nejvýraznější změnou u protokolu IPv6 oproti starší verzi IPv4 je bezesporu změna 
formátu IP adres. Je tak možné adresovat více zařízení. Dochází však také k jistým 
odlišnostem v typu IP adres a počtu IP adres. Jelikož se jedná o základní vlastnosti 
protokolu IPv6, v následujícím textu bude popsán princip přiřazování IP adres, jejich 
tvar a také různé typy IP adres. 
3.3.1 Princip a tvar adresace 
IP adresa u protokolu IPv6 má 128 bitů, čímž dochází k výraznému navýšení počtu 
takovýchto adres. Teoretický celkový počet IP adres je tak více jak 
                        
díky čemuž by měl být teoreticky zajištěn téměř neomezený počet IP adres. V budoucnu 
by tak mělo být možné přiřadit IP adresu jakémukoliv zařízení, které bude možné 
připojit do komunikační sítě. Také by již neměl být problém s přiřazováním veřejných 
IP adres tak, aby bylo možné se na zařízení připojit odkudkoli z Internetu. 
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Zápis IPv6 adresy se také liší použitím šestnáctkové soustavy. Každá IPv6 adresa 
obsahuje 8 bloků po 16 bitech, kdy jednotlivé bloky jsou odděleny dvojtečkou (Satrapa, 
2011, s. 56). Písmena je nutné psát vždy malými písmeny. 
Tvar IPv6 adresy tak může být například následující 
fd21:0000:0000:1247:a5d4:fe78:4578:6213. 
Jak je na první pohled viditelné, zapamatování takovéto posloupnosti čísel je velmi 
složité. Na rozdíl od IPv4 tedy dochází k poměrně citelnému zesložitění. U IPv6 je tedy 
kladen ještě větší důraz na DNS. Při konfiguraci síťových prvků je však nutné adresy 
zadávat, zvyšuje se tedy riziko chyby. 
Kvůli této skutečnosti jsou definovány mechanismy určené ke zkracování IPv6 
adresy. Existuje několik pravidel, která jsou standardizována. První pravidlo říká, že 
v každé čtveřici je možné vynechat počáteční nuly. Pokud se tedy v adrese nachází 
například čtveřice „0078“, je možné ji zkrátit na „78“. To je možné provádět pro 
libovolný počet čtveřic v IPv6 adrese. Musí se však jednat o počáteční nuly. Nuly 
uvedené na konci čtveřice se vynechat nesmějí, jelikož by poté nebylo poznat, jestli 
byly nuly umístěny na začátku čtveřice nebo na konci. V případě dvojice „0078“ versus 
„7800“ lze tudíž vynechat nuly pouze v prvním případě (RFC 5952, s. 4). 
Původní adresa   0745:0000:0000:0000:0458:1478:0025:2480 
Zkrácená adresa  745:0:0:0:458:1478:25:2480 
V určitých případech IPv6 adres se mohou vyskytovat shluky nulových čtveřic. 
Tyto čtveřice je možné zkrátit tak, že napíšeme pouze jednu nulu jako u výše uvedeného 
příkladu. Častěji se ale využívá pravidla, kdy namísto těchto čtveřic použijeme 
symbol „::“. Aby bylo možné toto zkrácení použít, musí následovat tyto čtveřice nul 
bezprostředně po sobě (RFC 5952, s. 5). 
Původní adresa   0745:0000:0000:0000:0458:1478:0025:2480 
Zkrácená adresa  745::458:1478:25:2480 
Dalším omezením je to, že lze tento symbol použít pouze jednou v celé adrese. 
Pokud bychom jej použili vícekrát, při zpětném rozvinutí do původní podoby by nebylo 
jasné, jak se má adresa rozvinout (Satrapa, 2011, s. 57). 
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Původní adresa   745:0:0:0:458:1478:0:0 
Zkrácená adresa  745::458:1478:0:0 nebo 745:0:0:0:458:1478:: 
Špatný způsob  745::458:1478:: 
Stejně jako v případě IPv4, i protokol IPv6 využívá prefixy, které slouží k určení 
sítě nebo podsítě. Délka prefixu je opět variabilní a zápis je naprosto stejný jako u 
protokolu IPv4. Samotné číslo vyjadřuje počet bitů od začátku IPv6 adresy, které jsou 
považovány za prefix (Satrapa, 2011, s. 58). 
Příklad zápisu  12ab:fd78:4578::1450/48 
Prefix je   12ab:fd78:4578 
128 bitů IPv6 adresy je principiálně rozděleno na 2 části. Prvních 64 bitů má za 
úkol identifikovat síť, případně podsíť a následujících 64 bitů slouží k identifikaci 
rozhraní. Struktura je vidět na Obrázek 3 (Satrapa, 2011, s. 60). 
 
 
Obrázek 3 Zobrazení základního rozdělení individuální IPv6 adresy (Upraveno dle Satrapa, 
2011, s. 60) 
3.3.2 Typy adres 
IPv6 adresace se od IPv4 adresace liší. U IPv4 adresace využívá obvykle jediná 
adresa rozhraní. IPv6 však umožňuje jedinému rozhraní přiřadit více adres, které slouží 
k různým účelům, které budou vysvětleny později. Typ adres je určen prefixem 
(Satrapa, 2011, s. 59). 
Jak je vidět v Tabulka 7, největší prostor zaujímají individuální globální adresy. Je 
to logické, jelikož se předpokládá největší využívání právě těchto adres. V současnosti 
se z celkového rozsahu prefixů využívá pouze prefix 2000::/3. Ostatní prefixy jsou 
zatím použity jako rezerva (Satrapa, 2011, s. 60). 
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Tabulka 7 Základní rozvržení adres s prefixy a jejich význam 
Adresa s prefixem Význam 
::/128 Nedefinovaná adresa 
::1/128 Smyčka 
fc00::/7 Individuální lokální unikátní 
fe80::/10 Individuální lokální linkové 
ff00::/8 Skupinové adresy 
ostatní Individuální globální 
      Zdroj: Satrapa, 2011, s. 59 
Samotné přidělování adres je opět řízeno organizací IANA, která jednotlivé bloky 
IPv6 adres přiřazuje regionálním organizacím. Tyto organizace již přiřazují konkrétní 
bloky adres samotným poskytovatelům. Situace je velmi podobná jako v případě IPv4. 




Obrázek 4 Přidělování IPv6 adresy (Upraveno dle Satrapa, 2011, s. 95). 
Jak již bylo řečeno na začátku, jednomu rozhraní je přiřazeno více adres IPv6, které 
mají různý účel. Základní typy jsou popsány v RFC 4291. Jedná se o: 
Globální individuální adresy, které jsou určeny pro globální identifikaci uživatele 
v rámci celého Internetu. V podstatě se jedná o náhradu veřejných IP adres u protokolu 
IPv4 (RFC 4291, s. 6; Satrapa, 2011, s. 60). 
 
Lokální adresy, které se využívají jako neveřejné adresy, které identifikují 
uživatele v rámci lokální sítě. Neidentifikují jej ale globálně v rámci celého Internetu 
(RFC 4291, s. 6; Satrapa, 2011, s. 63). 
Skupinové adresy, jež lze využít, tak jako tomu je u současného IPv4 protokolu, 
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k distribuci dat (především televizní stream) v reálném čase (RFC 4291, s. 6; Satrapa, 
2011, s. 68). 
Výběrové adresy, které jsou určeny k adresaci například více uzlů pod jednou 
adresou. Toho lze využít například při rozkládání zátěže mezi více serverů, které mohou 
být fyzicky umístěny v odlišných lokalitách (RFC 4291, s. 6; Satrapa, 2011, s. 75). 
3.3.3 Identifikátory rozhraní 
Jak ukazuje Obrázek 3, identifikátor rozhraní má velikost 64 bitů. V rámci protokolu 
IPv6 je také standardizováno jeho přiřazování. Standard, ze kterého se přiřazování 
odvozuje, se nazývá IEEE EUI-64. Jak je z názvu patrné, identifikátor rozhraní má 
délku 64 bitů (RFC 4291, s. 7). 
Nejčastějším způsobem, jak identifikátor vytvořit, je odvození identifikátoru 
rozhraní z MAC adresy zařízení. Jelikož jsou tyto adresy celosvětově jednoznačné, 
nemělo by dojít ke kolizím, kdy je přidělen stejný identifikátor rozhraní dvěma různým 
zařízením. MAC adresa má 48 bitů, je tedy nutné nějakým způsobem bity doplnit tak, 
aby odpovídaly délce 64 bitů. V rámci EUI-64 doplnění funguje tak, že se mezi 3. a 4. 
bajt MAC adresy vloží 16 bitů s hodnotou „fffe“ a zároveň se změní hodnota druhého 
nejméně významného bitu nejvýznamnějšího bajtu z 0 na 1, jak je vidět na Obrázek 5. 
Zde je vytvořen identifikátor rozhraní z MAC adresy 00:45:ac:78:45:ac. 
 
Obrázek 5 Vytvoření identifikátoru rozhraní podle EUI-64 (Upraveno dle: Satrapa, 2011, s. 62). 
Z Obrázek 5 je zřejmé, že vytvoření identifikátoru rozhraní je poměrně jednoduché. 
Nevýhodou tohoto řešení je však to, že je zde možnost narušení soukromí uživatele. 
MAC adresa je totiž unikátní a je tak možné identifikovat zařízení uživatele a na 
základě získaných informací dané zařízení sledovat (Satrapa, 2011, s. 63). 
 23 
Aby k tomuto narušení anonymity uživatele nedošlo, je také možnost využít druhý 
způsob přiřazování identifikátoru rozhraní. Tento způsob je definován v RFC 4941. Ke 
generaci se využívá algoritmu MD 5. Princip je takový, že je identifikátor rozhraní 
generován náhodně. Platnost tohoto identifikátoru může být v řádu hodin, či dnů. 
Následně je vygenerován identifikátor nový. Aby bylo možné s počítačem 
komunikovat, je třeba navíc jeden pevný identifikátor rozhraní, pod kterým je daný 
uživatel zavedený v systému DNS a který je využíván na komunikaci zvenčí. Náhodně 
generovaný identifikátor rozhraní je pak používán pro komunikaci směrem od uživatele. 
Tento identifikátor rozhraní již zaveden do systému DNS není (RFC 4941, s. 10; 
Satrapa, 2011, s. 63). 
3.3.4 Globální individuální adresy 
Tyto adresy jsou základním typem IPv6 adres. Jedná se svým způsobem o veřejné 
adresy, které jednoznačně identifikují komunikační rozhraní uživatele. Jejich struktura 
je definována v RFC 3587. Jejich přidělování funguje na principu hierarchické 
struktury, jak je popsáno v kapitole 3.3.2. Díky této strategii je možné například 
přibližně určit geografickou polohu uživatele a hlavně je možné lepé optimalizovat 
směrování, kdy dochází k regulaci počtu záznamů ve směrovací tabulce, jelikož je 
možné poskytovatelovu síť popsat jediným záznamem s prefixem této sítě (Satrapa, 
2011, s. 60). Nejběžnější tvar této adresy je vidět na Obrázek 6. 
Samotná IPv6 adresa je rozdělena na 3 části: 
Globální směrovací prefix slouží k identifikaci koncové sítě. Je přidělen lokálním 
poskytovatelem. Jeho délka není pevně stanovena, ale nejvíce se využívá délky 48 bitů. 
Je však možné použít 56 bitů či 64 bitů (RFC 3587, s. 2; Satrapa, 2011, s. 60). 
Identifikátor podsítě je možné využít stejně jako u protokolu IPv4 k identifikaci 
podsítě v rámci jedné sítě. Jelikož délka globálního směrovacího prefixu není pevně 
stanovená, je délka tohoto identifikátoru také proměnná. Dohromady s globálním 
směrovacím prefixem však musí být délka 64 bitů. Jeho délka tak může být nejběžněji 8 




Identifikátor rozhraní je posledním prvkem IPv6 adresy. Jeho délka je pevně 
stanovena na 64 bitů. Tento identifikátor je generován za pomoci metod popsaných 
v kapitole 3.3.3 (RFC 3587, s. 2; Satrapa, 2011, s. 61). 
 
 
Obrázek 6 Nejběžnější tvar IPv6 globální individuální adresy (Upraveno dle: Satrapa, 2011, s. 
60). 
3.3.5 Lokální adresy 
Jak bylo zmíněno v kapitole 3.3.2, jedná se o neveřejné adresy, které je možné využít 
uvnitř lokální sítě. Odtud název lokální. Tyto adresy jsou popsány v RFC 1918. Existuje 
více typů těchto adres, které jsou využívány k různým účelům (Satrapa, 2011, s. 63). 
Prvním typem lokálních adres je lokální linková adresa. Jejich identifikátorem je 
přesně stanovený prefix, který má tvar „fe80::/10“ a následujících 54 bitů obsahuje 
samé 0. Dalších 64 bitů je již identifikátor rozhraní, který je opět generován podle EUI-
64. Tato adresa je tedy stanovena automaticky poté, co je uživateli přidělena globální 
individuální adresa. Ze samotného tvaru adresy je jasné, že s její pomocí není možné 
směrování, poněvadž je prefix vždy stejný. Adresa tedy slouží ke komunikaci zařízení 
v rámci jedné sítě. 
Dalším typem lokální adresy je unikátní lokální adresa. Tyto adresy jsou popsány 
v RFC 4193. Stejně jako v předešlém případě i zde má adresa definovaný tvar 
„fc00::/7“, za kterým následuje jednobitový příznak L. Tento příznak nabývá hodnoty 1 
v případě, že je adresa generována lokálně. Příznak lze nastavit také na hodnotu 0, pro 
tento případ však zatím neexistuje definice (RFC 4193, s. 3). Zatím se tedy používá 
pouze příznak L nastavený na 1. Prefix má tedy tvar fd00::/8. Následuje 40 bitů 
obsahujících globální identifikátor, který je náhodně generován. Využívá se algoritmu 
SHA-1 spolu s aktuálním časem. Za tímto identifikátorem je identifikátor podsítě, který 
má délku 16 bitů. Identifikátor rozhraní má obvyklou délku 64 bitů a je opět generován 
za pomoci EUI-64. Jelikož je možné měnit identifikátor podsítě, používají se tyto 
adresy zejména ve spojení s organizacemi, které využívají více podsítí. Může se tak 
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například jednat o organizaci, která má více poboček. Pomocí unikátních lokálních 
adres tak spolu mohou pobočky komunikovat v rámci firemní sítě, i když jsou fyzicky 
v jiné podsíti. Datagramy se však nedostanou za hranice sítě dané organizace (Satrapa, 
2011, s. 65-66). 
3.3.6 Skupinové adresy 
Princip skupinových adres u IPv6 je velmi podobný principu u IPv4. Opět mají sloužit 
především k distribuci dat určeným skupinám uživatelů. Struktura skupinové adresy se 
například od globální individuální adresy liší. Jak je vidět na Obrázek 7 prvních 8 bitů 
obsahuje samé 1. Následují 4 bity, které určují určité volby. Další 4 bity určují dosah 
této adresy a posledních 112 bitů je již adresa dané skupiny. 
 
 
Obrázek 7 Struktura skupinové adresy (Upraveno dle: Satrapa, 2011, s. 69). 
Položka Volby obsahuje určité příznaky. Tyto příznaky jsou vidět v Tabulka 8. 
Tabulka 8 Příznaky, které se nachází v položce Volby. 
Příznak Význam 
0 Vždy 0 z důvodu rezervace 
R Rendezvous point 
P Prefix 
T Transient 
       Zdroj: Satrapa, 2011. 
Příznak R je definován v RFC 3956 a slouží k definici skupinového identifikátoru. 
Ve spojitosti s tímto příznakem se využívá směrovací protokol PIM-SM. Pokud je tento 
příznak aktivní, skupinová adresa vede na tzv. shromaždiště, kde se nachází distribuční 
strom celé skupiny. Adresa tohoto shromaždiště je obsažena v adrese skupiny (Satrapa, 
2011, s. 73). 
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Příznak P je definován v RFC 3306. Pokud je tento příznak aktivován, dochází 
k automatizaci generace skupinové adresy, přičemž se využívá globální individuální 
adresy sítě. Tvar této adresy je vidět na Obrázek 8. Prvních 8 bitů je vždy 0. Následuje 8 
bitů určujících délku prefixu, ze kterého budeme skupinovou adresu generovat. To 
znamená, že se při generaci využívá prefixu individuální adresy dané sítě. Za touto 
délkou prefixu je již daný prefix sítě. Jeho délka není stanovena, nesmí však být větší 
než 64 bitů. Po této položce následuje poslední položka určující samotný identifikátor 
skupiny, který musí mít minimálně 32 bitů. Velmi často využívanou skupinovou 
službou je přenos dat od jednoho zdroje ke skupině příjemců tzv. SSM (Source Specific 
Multicast). Pro tento typ služby jsou vyčleněny má skupinová adresa speciální tvar. 
Pole Délka prefixu a samotný prefix sítě jsou nulové (Satrapa, 2011, s. 71). 
 
 
Obrázek 8 Tvar skupinové adresy s nastaveným identifikátorem P na 1 (Upraveno dle: Satrapa, 
2011, s. 72). 
Příznak T je posledním příznakem. Jeho účel je informace o tom, jestli se jedná 
o identifikátor skupiny, který je přidělen trvale, T má pak hodnotu 0, nebo je přidělen 
pouze dočasně, T má pak hodnotu 1 (Satrapa, 2011, s. 68). 
Určité speciální skupinové adresy jsou předdefinovány. Jejich význam je popsán 
v RFC 4291. Prvním případem je skupinová adresa v rámci jednoho rozhraní ff01::1 
a skupinová adresa v rámci dané linky ff02::1. Slouží k nahrazení v IPv4 používaných 
všesměrových adres. Další speciální skupinou jsou směrovače. V rámci rozhraní je to 
adresa ff01::2, v rámci linky ff02::2 a v rámci místa ff05::2. Existují i další speciální 
adresy je možné nalézt v RFC 2375 (Satrapa, 2011, s. 75). 
Položka Dosah může nabývat 16 hodnot, které nám sdělují, jaký dosah v síťové 
topologii daná skupinová adresa má. Názornější pohled poskytuje Tabulka 9. 
V závislosti na nastavené hodnotě nemusí nutně platit, že větší hodnota dosahu bude 
pokrývat mnohem větší část sítě (Satrapa, 2011, 69). 
 
 27 
Tabulka 9 Význam jednotlivých hodnot v položce dosah. 
Hodnota Význam Popis 
0 Rezervováno  
1 Lokální pro rozhraní 
Nepřekročí jediné rozhraní, používá se pro 
skupinové vysílání pro lokální smyčku (loopback) 
2 Lokální pro linku 
Dosah je omezen na jednu fyzickou síť (např. 
ethernet nebo sériovou linku se dvěma účastníky) 
3 Rezervováno  
4 Lokální pro správu 
Nejmenší dosah, který musí být konfigurován 
správcem (nelze je automaticky odvodit z 
topologie), většinou se jedná o podsíť 
5 Lokální pro místo 
Část síťové topologie, která se nachází v jednom 
geografickém místě a patří jedné organizaci 
6, 7 Volné  
8 Lokální pro organizaci 
Pokrývá několik míst stejné organizace, například 
několik poboček v různých městech 
9-D Volné  
E Globální Celosvětový dosah 
F Rezervováno  
       Zdroj: Satrapa, 2011, s. 70 a 81. 
3.3.7 Výběrové adresy 
Jak již bylo řečeno v kapitole 3.3.2, tento typ adres je novinkou právě protokolu IPv6. 
Jedná se o princip „schování“ více uzlů pod jedinou IPv6 adresu. Nejlépe je tento 
princip možné využít například u DNS serverů, kdy je možné účelně rozkládat zátěž na 
více serverů při zachování malého počtu adres. Jak je tedy vidět, je možné je využít 
k rozložení zátěže, pak také zrychlení doby odezvy, kdy je uživateli přidělen nejbližší 
server a nakonec také ke zmenšení potřebného počtu adres pro určitou službu (Satrapa, 
2011, 76). 
Samotná výběrová adresy není nijak odlišná od individuální adresy. Nemá žádný 
speciální tvar a nelze ji tedy na první pohled rozeznat od individuální adresy. To, že se 
jedná o výběrovou adresu, je nutné zajistit v konfiguraci směrovače. Členové výběrové 
skupiny pak patří pod jeden prefix. Uvnitř takovéto sítě je třeba mít na každém 
směrovači směrovací záznam na nejbližšího člena skupiny. Z toho principu je možné 
usoudit, že výběrové adresy jsou vhodnější spíše pro menší sítě, jelikož by v případě 
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globální sítě mohlo dojít k velkému navýšení počtu směrovacích informací v páteřních 
směrovačích (Satrapa, 2011, s. 77). 
3.3.8 Povinné adresy uzlu 
Na rozdíl od protokolu IPv4 protokol IPv6 vyžaduje ke svému fungování větší počet 
povinných adres uzlu. Pro počítač jsou to tyto: 
- lokální linková adresa pro každé rozhraní 
- všechny přidělené individuální a výběrové adresy 
- lokální smyčka (loopback) 
- skupinové adresy pro všechny uzly 
- skupinová adresa pro vyzývaný uzel pro všechny přidělené individuální 
a výběrové adresy 
- všechny skupinové adresy, jejichž je členem 
U směrovačů jsou povinné všechny adresy tak jako pro počítač, avšak navíc musí 
konfigurace obsahovat také:  
- výběrová adresa pro směrovače v podsíti 
- skupinové adresy pro všechny směrovače 
3.4 ICMPv6 
Stejně jako u protokolu IPv4 je ICMP protokol využíván jako režijní protokol. 
Oproti verzi ICMP protokolu určené pro IPv4 je ICMPv6 daleko více sofistikovanější. 
Využívá se například také pro funkci Objevování sousedů apod. Jeho základní popis je 
obsažen v dokumentu RFC4443, který také říká, že je tento protokol povinnou součástí 
každého zařízení využívajícího protokol IP. Stejně jako v případě ICMPv4 probíhá 
komunikace na základě zpráv, které jsou číselně značeny (RFC4443, s.3). 
Samotný formát paketu ICMPv6 viz. Obrázek 9 je poměrně jednoduchý. První 
položkou je Typ, který určuje základní druh zprávy, tedy jestli se jedná o chybovou 
zprávu (rozsah 0 - 127) nebo informační zprávu (rozsah 128 - 255). Další pole Kód 
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určuje podtyp zprávy, jelikož mohou mít některé typy zpráv více podskupin. Poslední 
pole je Kontrolní součet, který slouží ke kontrole bezchybnosti paketu. Tělo zprávy 
pak již závisí na typu ICMP zprávy (RFC 4443, s.2-3). 
 
 
Obrázek 9 Formát ICMPv6 zprávy (Upraveno dle: Satrapa, 2011, s. 97). 
ICMP zprávu je také nutné rozlišit na úrovni IP datagramu. Toto rozlišení je 
realizováno díky poli Rozšířená hlavička, které obsahuje hodnotu 58 (RFC 4443, s.3). 
Na rozdíl od ICMPv4 verze 6 obsahuje také určitá bezpečnostní opatření, která 
mají zabránit zneužití tohoto protokolu. Prvním z nich je možnost administrátorského 
nastavení vybraných parametrů (průměrný počet ICMP zpráv za jednotku času apod.) 
na IPv6 zařízení. Jako druhé opatření lze implementovat šifrování hlavičky, či 
autentizaci (Satrapa, 2011, s. 102). 
3.5 Domain Name System u IPv6 
Samotný DNS systém zůstává nezměněn, lze tedy říci, že oproti implementaci DNS 
u IPv4 se implementace pro IPv6 příliš neliší. Hlavním dokumentem, který řeší 
vkládání IPv6 informací na samotné DNS servery a jejich DNS tabulky, je RFC3596 
(Satrapa, 2011, s. 190). 
Pro účely IPv6 byl zaveden nový záznam s názvem AAAA. Původní záznam pro 
protokol IPv4 měl název A. Tyto záznamy jsou nazývány dopřednými, jelikož jsou 
pomocí těchto záznamů zjišťovány IP adresy, které patří k danému doménovému 
jménu. Velkou výhodou DNS systému je fakt, že tyto záznamy mohou existovat vedle 
sebe. Je tak možné využít protokolů IPv4 a IPv6 současně. Tvar AAAA záznamu je 
poměrně jednoduchý. Pro příklad počítač s doménou pc224.fbm.vutbr.cz a IPv6 adresou 
fe80::f4ab:a5d6:922c:7b53 bude mít AAAA záznam pro doménu fbm.vutbr.cz 
následující (RFC3596, s. 2; Satrapa, 2011, s. 191): 
pc224  AAAA  fe80::f4ab:a5d6:922c:7b53. 
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Dalším typem dotazů je dotaz zpětný PTR, kdy je potřeba zjistit ze zadané IPv6 
adresy doménové jméno. U IPv6 systém funguje tak, že se obrátí pořadí šestnáctkových 
číslic v adrese a na konec se připojí doména ip6.arpa. Zároveň je však nutné 
nevynechávat žádné nuly. Jedná se o tzv. reverzní vyhledávání. Pro předešlou IPv6 
adresy by reverzní dotaz vypadal následovně (RFC3596, s.3): 
3.5.b.7.c.2.2.9.6.d.5.a.b.a.4.f.0.0.0.0.0.0.0.0.0.0.0.0.0.8.e.f.ip6.arpa. 
Zároveň je nutné vědět, které adresy jsou u DNS záznamů používány. Pro IPv4 je 
situace jednoduchá, jelikož je IP adresa pouze jediná. Jak bylo vysvětleno v kapitole 
3.3, protokol IPv6 obsahuje adres více. Pro účely DNS záznamu jsou však využity 
adresy globální individuální. Nelze využít lokální linkové adresy (Satrapa, 2011, s. 
193). 
3.6 Objevování sousedů 
Funkce objevování sousedů je novinkou IPv6 protokolu. Tento mechanismus je 
v protokolu přímo implementován. Je popsán v dokumentu RFC4861. Jeho 
implementace je pro samotný chod počítačové sítě poměrně klíčová, jelikož má funkci 
protokolu ARP, který je využíván u protokolu IPv4. Slouží tedy k zjišťování 
ethernetových adres připojených stanic v dané síti. Pokud chce tedy určitá stanice 
komunikovat s další stanicí, která se nachází ve stejné síti, zašle všesměrový ARP dotaz 
do této sítě a očekává odpověď od dané stanice, se kterou chce komunikovat. Funkce u 
protokolu IPv6 je stejná, tento mechanismus však navíc implementuje i další funkce 
(Satrapa, 2011, s. 103): 
- hledání směrovačů (RFC4861, s. 10) 
- přesměrování, kdy směrovač uzly informuje o vhodnější cestě k cíli (RFC4861, 
s. 10) 
- zjišťování parametrů sítě jako je prefix, adresa směrovačů apod., které jsou nutné 
k automatické konfiguraci (RFC4861, s. 10) 
- ověřování dosažitelnosti uzlů (RFC4861, s. 10) 
- detekování duplicitních adres v síti (RFC4861, s. 10). 
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Pro samotnou realizaci těchto funkcí je využíván již v kapitole 3.4 popsaný 
protokol ICMPv6. Dotazy jsou pak distribuovány sítí pomocí tzv. adresy pro vyzývaný 
uzel. Používá se speciální tvar skupinové adresy, která má stejný prefix ve tvaru 
(Satrapa, 2011, s. 105)  
ff02:0:0:0:0:1:ff00::/104. 
K tomuto prefixu je přidáno posledních 24 bitů z hledané linkové IP adresy k výše 
uvedenému prefixu. Dotaz je pak odeslán na tuto skupinovou adresu. Pokud hledáme 
adresu  
fe80::f4ab:a5d6:922c:7b53, 
vezmeme posledních 24 bitů 2c:7b53 a připojíme je k prefixu (Satrapa, 2011, s. 105) 
ff02::1:ff2c:7b53. 
Aby došlo k urychlení tohoto procesu, uzly v síti si vytváří určitou tabulku, která se 
nazývá cache sousedů. Zde si uzly ukládají linkové adresy a příslušné IP adresy 
příchozích výzev sousedů (Satrapa, 2011, s. 105). 
3.7 Automatická konfigurace 
Automatická konfigurace je určitým způsobem implementována i u protokolu IPv4 a to 
v podobě DHCP. Tento způsob je jinak možné značit jako stavová konfigurace. Stavová 
z toho důvodu, že DHCP server sám o sobě nevysílá žádné informace, pouze čeká, až 
přijde dotaz od uživatele na přiřazení IP adresy. IPv6 protokol však rozšiřuje možnost 
automatické konfigurace také o bezstavovou konfiguraci (Satrapa, 2011, s. 119). 
3.7.1 Bezstavová konfigurace 
Jak již bylo řečeno, jedná se o nový způsob automatického přiřazování IP adres 
směrovačem. Tato konfigurace je značena bezstavová, jelikož směrovač nečeká na 
dotaz připojivšího uživatele o IP adresu, ale sám v určitém intervalu rozesílá informace 
o síti, kterou spravuje. Technika je popsána v RFC4862. Takovýto směrovač je pak 
v síti označován jako implicitní (Satrapa, 2011, s. 120). 
Při samotné bezstavové konfiguraci je využíváno protokolu ICMPv6 a to konkrétně 
 32 
zprávy Ohlášení směrovače. Tato zpráva je zasílána do všech sítí, kde je směrovač 
připojen, přičemž je interval mezi dvěma zprávami náhodný (Satrapa, 2011, s. 120). 
 
 
Obrázek 10 Formát zprávy "Ohlášení směrovače". (Upraveno dle: Satrapa, 2011, s. 120) 
Jak je vidět na Obrázek 10, adresy sítí, které obsluhuje daný směrovač, jsou 
obsaženy v poli Volby, přesněji řečeno, nacházejí se zde prefixy dostupných sítí. Další 
důležitou informací obsaženou ve zprávě je Životnost implicitního směrovače, která 
nám udává, jak dlouho ještě tento směrovač bude sloužit jako implicitní. Dalším 
údajem, který napovídá o bezstavové konfiguraci, je příznak M a O. Pokud je příznak M 
nastaven na 1, kompletní konfiguraci zajišťuje DHCPv6 server. Pokud je ale příznak M 
nastaven na 0 a O nastaven na 1, pak se jedná o kombinovanou konfiguraci, kdy jsou IP 
adresy, prefix a směrování zajištěny bezstavovou konfigurací a ostatní parametry jsou 
zajištěny DHCPv6 serverem (Satrapa, 2011, s. 121). 
Pro samotnou stanici je pak důležité, aby zjistila, nastavení příznaků M a O a podle 
toho začal s konfigurací svých adres. V případě bezstavové konfigurace jsou pak z pole 
Volby vybrány příslušné prefixy a stanice si k nim doplní svůj identifikátor rozhraní 
(Satrapa, 2011, s. 122). 
3.7.2 DHCPv6 
DHCPv6 server má velmi podobnou úlohu, jako tomu bylo u protokolu IPv4. Je 
definován v RFC3315. Jedná se tedy o stavovou konfiguraci, kdy jsou žadateli 
poskytnuty potřebné údaje pro komunikaci v rámci dané sítě i mimo ni. Stanice jsou si 
však schopny samostatně generovat lokální linkové adresy (viz. kapitola 3.3.5), je zde 
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trochu odlišný způsob identifikace zařízení. Jak server, tak stanice by měly mít unikátní 
identifikátor, který se v čase nejlépe nemění. Tento identifikátor se nazývá DUID 
(DHCP Unique Identifier). V ideálním případě se tak nepoužívá linková adresa zařízení, 
jako tomu bylo v minulosti. Identifikátor tak bývá nejčastěji přidělen výrobcem 
zařízení, tím je dosaženo neměnnosti. Pokud má dané zařízení více rozhraní, tyto jsou 
dále identifikována podle IA (Identity Associacion). Tento identifikátor si zařízení 
generuje samo a měl by být v čase také neměnný. Musí být tedy uložen v paměti 
zařízení (Satrapa, 2011, s. 129). 
Pro úplnou DHCPv6 konfiguraci musí být nastaven příznak M ve zprávě Ohlášení 
směrovače (popsán v kapitole 3.7.1) na 1. Následující postup je již s IPv4 velmi 
podobný. Stanice zašle žádost na multicastovou adresu ff02::1:2 a DHCPv6 zašle 
odpověď s nabídkou parametrů připojení do sítě. Stanice si pak vybere z nabízených 
adres. Přidělená adresa má pak omezenou platnost, stanice tak musí po určitém 
intervalu odeslat danému serveru zprávu renew. Pokud naopak stanice síť opouští, měla 
by zaslat serveru zprávu release, aby došlo k uvolnění zdrojů (Satrapa, 2011, s. 130). 
3.8 Zabezpečení komunikace pomocí IPSec 
IPv4 ve své základní formě v podstatě nemá implementovány bezpečnostní 
mechanismy. Proto vzniklo označení IPsec (definováno v RFC4301), které představuje 
zabezpečení komunikace již na úrovni IP vrstvy. Tímto rozšířením je třeba se zabývat, 
jelikož je jeho implementace u protokolu IPv6 již povinná (Satrapa, 2011, s. 199). 
Samotné zabezpečení spočívá ve využití rozšířené hlavičky u IP datagramu, 
přičemž existují 2 typy této hlavičky: AH (Authentication Header), který slouží 
k autentizaci datagramu a ESP (Encapsulating Security Payload), který slouží 
k šifrování samotného obsahu. V rámci zabezpečení je možné použít obě hlavičky, 
v současnosti se však používá spíše ESP, jelikož je schopno zajistit stejné služby jako 
AH a navíc nabízí šifrování. Povinná je tak u IPv6 implementace pouze této hlavičky 
(Satrapa, 2011, s. 200). 
Hlavička ESP tedy zajišťuje šifrování komunikace, autentizaci komunikujících 
stran, kontrolu původnosti dat a také ochranu proti opakování. Tato hlavička zabalí celý 
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datagram do nového datagramu. v něm je poté obsažena informace, jakou asociaci si má 
příjemce vyhledat. Dalším parametrem je Pořadové číslo, které slouží k ochraně proti 
opakování a nakonec jsou vložena autentizační data, která slouží k autentizaci 
a rozšifrování na opačné straně (Satrapa, 2011, s. 209). 
IPSec podporuje 2 typy zabezpečení komunikace. První typ je transportní, kdy je 
ESP hlavička vložena mezi rozšiřující hlavičky IP datagramu. Šifrováno je tak vše za 
touto hlavičkou (další rozšiřující hlavičky, data apod.), samotná IP adresa a údaje před 
touto ESP hlavičkou však šifrovány nejsou. Více se tak používá 2. typ a to tunelující, 
kdy je celý IP datagram jakoby zabalen jako data do nového datagramu. Dochází tak 
k šifrování celého datagramu. Útočník tak není schopen zjistit ani IP adresy 
komunikujících stran (Satrapa, 2011, s. 200). 
Samotná zabezpečená komunikace je zajištěna pomocí tzv. bezpečnostních 
asociací SA (Security association). Tyto asociace slouží k předávání informací 
důležitých pro šifrovanou komunikaci, jako jsou šifrovací klíče, použitý šifrovací 
algoritmus apod. Asociace jsou jednosměrné, to znamená, že je třeba je vytvářet jak pro 
vysílání, tak pro příjem. Šifrovací klíče jsou tak pro oba směry odlišné (Satrapa, 2011, s. 
201). 
Komunikace je poté řízena pomocí databáze bezpečnostní politiky SPD (Security 
Policy Database), která je umístěna na hraničním směrovači. Slouží pak k rozhodování 
o zacházení s příchozími a odchozími pakety. Mohou nastat 3 situace: 
- zahození datagramu 
- zpracování datagramu, kterého se netýkají žádné IPSec služby 
- zpracování datagramu v rámci IPSec, kdy je vydán i odkaz na příslušnou 
bezpečnostní asociaci. 
3.9 Přechodové mechanismy z IPv4 na IPv6 
V této kapitole budou popsány nejběžnější způsoby přechodu z IPv4 na IPv6 tak, aby 
byla možná současná koexistence obou protokolů. 
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3.9.1 Teredo 
Tento mechanismus je popsán v RFC4380 a je schopen transformovat protokoly mezi 
sebou, i když jsou stanice umístěny v privátní síti za NAT. Obecně je tato situace 
poněkud problémová, jelikož NAT provádí jak transformaci IP adresy, tak transformaci 
portů. Aby tento přechodový mechanismus fungoval, musí být komunikace zahájena 
zevnitř privátní sítě, aby došlo v NAT tabulce k vytvoření patřičného překladového 
záznamu (Satrapa, 2011, s. 267). 
Formát Teredo adresy je následující. Adresa začíná pevně daným prefixem 
2001::/32, za tímto prefixem následuje 32b IPv4 adresa Teredo serveru. Následujících 
16b obsahuje příznaky, které mimo jiné určí, zda se nejedná o trychtýřový12 NAT. 
Dalších 16b určuje port UDP a zbývajících 32b vnější veřejnou IPv4 adresu NAT 
(Satrapa, 2011, s. 267). 
Z výše popsaného vyplývá, že klient musí znát adresu Teredo serveru. Pokud chce 
klient s IPv4 adresou komunikovat pomocí IPv6 adres, musí zaslat žádost na Teredo 
server, který nemusí být umístěn ve stejné síti jako klient. Toto stádium je nazýváno 
kvalifikační procedura. Stanice zašle na IP adresu Teredo serveru výzvu směrovači, 
kterou zabalí do UDP paketu. Server pak odpoví zprávou Ohlášení směrovače také 
pomocí UDP paketu. Z tohoto Ohlášení je již klient schopen sestavit Teredo IPv6 
adresu (Satrapa, 2011, s. 268). 
Pokud pak chtějí komunikovat 2 klienti s vytvořenými Teredo adresami mezi 
sebou, není třeba žádných dalších kroků a klienti mezi sebou komunikují přímo. 
Nejdříve je však nutné, aby byli klienti schopni přejít přes protější NATy. Pro 
odesílatele k tomu slouží odeslání prázdných zpráv směrem k příjemci a směrem 
k Teredo serveru. Zprávy slouží pouze k vytvoření NAT záznamů jak u odesílatele, tak 
u příjemce (Satrapa, 2011, s. 268). 
Pokud chce však klient komunikovat s cílem, který Teredo adresu nemá, je třeba 
navíc směrovač, který se nazývá sprostředkovatel. Ten se nachází v IPv6 síti a pro 
klienta je schopen vyhledat Teredo server cíle a zprostředkovaně tak tak zajistit 
potřebné údaje. Další postup ustanovení adres a otevření jednotlivých NAT je již 
                                                 
12
 Trychtýřový NAT přiřadí klientovi IP adresu a port a na ně pak zasílá veškeré pakety 
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shodný s výše popsanou přímou komunikací (Satrapa, 2011, s. 269). 
Z výše popsaného vyplývá, že tento mechanismus je poměrně složitý a vyžaduje 
značnou režii. Doporučuje se tak použít pokud není možné implementovat jiné 
jednodušší metody. Problémem tohoto mechanismu je zejména značné zpoždění 
komunikace způsobené režií Teredo serverů a také značná nespolehlivost při pokusech 
navázat TCP spojení z Teredo klientů (Satrapa, 2011, s. 269). 
3.9.2 Dual stack 
V principu se u této metody nejedná o tunelování, ale o využívání obou protokolů 
současně. Klient tak využívá jak IPv4, tak IPv6 protokol. Aby mohla komunikace 
fungovat, je třeba, aby měl klient nakonfigurovány všechny potřebné údaje pro IPv4 
(ručně nebo pomocí DHPC serveru) a také pro IPv6 (ručně nebo stavová, či bezstavová 
konfigurace). Klient také musí podporovat DNS záznamy typu A i AAAA. Samotné 
rozlišování komunikace probíhá až na aplikační vrstvě, kde si jednotlivé aplikace 
vybírají potřebný protokol, transformují data do potřebného formátu a zasílají příjemci 
(Satrapa, 2011, s. 252). 
3.9.3 Dual stack lite 
Ačkoliv by název mohl napovídat, že se jedná o podobný mechanismus jako výše 
popsaný, není tomu tak. Jedná se o tunelovací mechanismus. Popsán je v RFC6333 
a předpokládá páteřní síť, která funguje pouze na IPv6. IPv4 adresy jsou tak překládány 
na IPv6 adresy. Aby mechanismus fungoval, na straně klientské sítě je třeba prvek 
nazývaný Basic Bridging BroadBand (B4). Tento prvek je uvnitř sítě schopen 
poskytnout potřebné IPv4 informace, chová se tak uvnitř privátní sítě jako obyčejný 
IPv4 směrovač. Jeho funkce však spočívá v zabalení IPv4 datagramu do IPv6 
datagramu, který již putuje páteřní sítí. Není zde však provozována služba NAT. 
NAT je realizován centrálním routerem, který se nazývá Address Family Transition 
Router. Tento router si vytváří překladové tabulky IPv4, přidává však k danému 
klientovi také IPv6 adresu jeho B4 (Satrapa, 2011, s. 254). 
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3.9.4 6 to 4 
Jednou z nejrozšířenějších metod tunelování je právě tato metoda, která je popsána 
v RFC3056. Jak už název napovídá, jedná se o konverzi IPv6 provozu na IPv4 provoz. 
Koncové IPv6 sítě jsou pak mezi sebou schopny komunikovat přes IPv4 páteřní sítě. 
Nutným prvkem je směrovač, který je umístěn na rozhraní IPv6 sítě a IPv4 sítě. Tento 
směrovač musí mít k dispozici minimálně jednu veřejnou IPv4 adresu a musí být 
umístěn na rozhraní IPv4 sítě a koncové IPv6 sítě. Komunikace tak musí protékat 
výhradně přes tento router (Satrapa, 2011, s. 257). 
Podle IPv4 veřejné IP adresy je vytvořen IPv6 prefix délky 48b pro celou IPv6 síť, 
přičemž začíná vždy 2002::/16. Takto je identifikován mechanismus 6 to 4. Pokud tak 
dojde od stanice požadavek na odeslání paketu přes 6 to 4 tunel, směrovač si z cílové 
adresy odseparuje IPv4 adresu cílového 6to4 směrovače a odešle zabalený paket tomuto 
směrovači. Princip tohoto tunelování je tak velmi jednoduchý, což je také považováno 
za největší výhodu tohoto mechanismu (Satrapa, 2011, s. 258). 
Problém však nastává, pokud chce stanice, která má 6 to 4 IP adresu, komunikovat 
se stanicí, která má nativní IPv6 adresu. V tomto případě je pak navíc nutná existence 
zprostředkovatele, který má minimálně jedno 6 to 4 rozhraní a minimálně jedno IPv6 
rozhraní. Zprostředkovatel má pevně danou výběrovou adresu 192.88.99.1. 
Zprostředkovatel pak již zajistí samotné delegování paketu do správné IPv6 sítě 
(Satrapa, 2011, s. 259). 
3.9.5 6 over 4 
Tato technologie se zaměřuje na stanice, které jsou schopny IPv6 komunikace, ale jsou 
izolovány uvnitř IPv4 sítě. Tento mechanismus má pak zajistit bezproblémovou 
komunikaci těchto stanic s IPv6 sítěmi, s podporou všech jejích výhod. Stanice však 
musí podporovat také IPv4 a musí mít IPv4 adresu. IPv6 adresu si pak vytvoří tak, že 
prvních 64b je adresa prefixu podsítě, další 4B jsou nulové a následuje IPv4 adresa. 
Pakety pak odesílá na směrovač, který 6 over 4 podporuje. Stanice pak využívá všech 
mechanismů IPv6 jako objevování sousedů a podobně (Satrapa, 2011, s. 263). 
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3.9.6 IPv6 Rapid Deployment (6rd) 
Tento mechanismus je definován v RFC5569. V principu funguje velmi podobně jako 6 
to 4 s tím rozdílem, že se snaží implementovat vše pod jedním subjektem. Vše má tak 
pod kontrolou poskytovatel, který musí implementovat 6rd směrovač. Bez něj 
tunelování není možné. To je také základní nevýhoda oproti 6 to 4, kde zásah 
poskytovatele nebyl nutný. 6 rd směrovač do IPv6 sítí rozesílá, že poskytovatelova síť 
nabízí 6rd prefix. Příchozí datagramy jsou pak tunelovány na IPv4 adresy zákaznických 
směrovačů. Tyto směrovače musí také podporovat 6rd (Satrapa, 2011, s. 261). 
6rd IPv6 adresa je vytvořena tak, že prefix s délkou max. 32b si volí poskytovatel 
sám, musí však pocházet z jeho adresního prostoru, následuje 32b IPv4 adresa 
zákazníkova směrovače, na kterou se data budou tunelovat. Pokud je úvodní prefix 
kratší než 32b, je možné adresovat také podsíť. Zbylých 64b slouží pro identifikaci 
rozhraní (Satrapa, 2011, s. 262). 
3.9.7 ISATAP (Intra-Site Automatic Tunnel Addressing Protocol) 
Tento mechanismus je podobný jako 6 over 4. Slouží tak výhradně k zajištění IPv6 
komunikace stanic uvnitř IPv4 sítě. Je určen pro tunelování uvnitř sítě, komunikaci 
mezi jednotlivými sítěmi již přenechává jiným mechanismům. Pro tunelování je opět 
vyžadován směrovač, který ISATAP podporuje. Musí také mít IPv4 a IPv6 adresu 
(Satrapa, 2011, s. 264). 
ISATAP adresa je pak vytvořena tak, že prvních 32b obsahuje konstantu 0000:5efe 
a následujících 32b je IPv4 adresa dotyčné stanice. Tím vzniká identifikátor rozhraní, 
který je pak připojen k danému IPv6 prefixu. ISATAP stanice je pak schopná opět 
využívat všech mechanismů IPv6 (Satrapa, 2011, s. 264). 
Problém však nastává při IPv6 komunikaci pomocí skupinových adres (jsou tak 
šířeny zprávy Objevování sousedů apod.), které protokol IPv4 nepodporuje. Řešení 
tohoto problému spočívá v tom, že je implementována tabulka Potential Router List 
PLR obsahující informace o potencionálních ISATAP směrovačích. Stanice pak posílá 
zprávu Výzva směrovači právě na tyto adresy. Samotná tabulka může být plněna 
několika způsoby, přičemž nejvyužívanější způsob je využití DNS serveru, kdy klient 
zašle dotaz na A záznam s názvem isatap v jeho doméně (Satrapa, 2011, s. 265). 
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3.9.8 Stateless IP/ICMP Translation Algorithm (SIIT) 
Zde se jedná o mechanismus, který podobně jako Dual stack lite slouží k překladu IPv4 
adres na IPv6 adresy. Pro opačnou transformaci využívá jiné mechanismy, které pracují 
s dynamickým mapováním (Satrapa, 2011, s. 275). 
Při mapování IPv4 adresy na IPv6 adresu je situace poměrně jednoduchá, jelikož 
není problém s nedostatkem bitů. Za IPv6 prefix se jednoduše vloží 32b IPv4 adresa. 
Jeho velkou devízou je tak jednoduchost a bezstavovost, kdy není nutné ukládat žádné 
informace. Mechanismus jako takový má velmi přesně definovány překladové 
mechanismy, tedy jak se změní hlavička datagramu. IPv4 hlavička je nahrazena IPv6 
hlavičkou. Mechanismus sám o sobě má však značné nedostatky, zejména vazbu mezi 
IPv4 a IPv6 adresami. Pro jeho přímočarost je však využíván jako součást některých 
mapovacích mechanismů (Satrapa, 2011, 276). 
3.9.9 Bump in the Host (BiH) 
Tento mechanismus pracuje s mapováním IP adres a také s A a AAAA DNS záznamy. 
Je určen pro aplikace schopné komunikovat pouze pomocí IPv4 adres. Princip je 
takový, že pokud stanice vyšle dotaz na IPv4 adresu stanice mimo vnitřní síť, kdy 
poptává A záznam. BiH vyšle automaticky také AAAA záznam. Pokud je odpověď ve 
tvaru A záznamu, BiH nevstupuje do hry. Pokud však přijde pouze odpověď ve tvaru 
AAAA záznamu (vzdálená aplikace podporuje pouze IPv6 protokol), mechanismus 
zajistí to, že IPv6 adresu obsaženou v tomto AAAA záznamu mapuje svým vnitřním 
mechanismem na IPv4 adresu. Využívá přitom svou mapovací tabulku, kdy vybírá 
z privátních IPv4 adres podle RFC 1918 (v závislosti na tom, jestli a jaké privátní 
adresy jsou v dané síti použity) a vybranou IPv4 adresu mapuje na získanou IPv6 
adresu. V opačném směru, kdy poptává IPv6 aplikace danou IPv4 aplikaci, dochází 
pouze k mapování v mapovací tabulce, nejsou zde zapojeny DNS záznamy jako 
v předešlém případě. Jeho standardizace však stále není dokončena, v současné době se 
tak používá jen zřídka (Satrapa, 2011, str. 284). 
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3.9.10 NAT 64 a DNS 64 
Mechanismus je popsán v RFC 6146, je však vázán také na DNS 64 popsaný 
v RFC6147. Jedná se o asymetrický systém, kdy je možné bez problému zahájit 
komunikaci pouze z obsluhované sítě a to směrem ven. Obsluhovaná síť pracuje na 
protokolu IPv6 a požaduje komunikaci s vnější sítí, která podporuje pouze protokol 
IPv4. Transformace IPv4 adresy na IPv6 adresu obsluhované sítě probíhá podle jasně 
stanovených pravidel. NAT64 využívá prefix délky 96 bitů, který si stanovuje 
administrátor a za tento prefix je beze změny přidána IPv4 adresa. U tohoto 
mechanismu je také nutné pracovat s DNS záznamy. Pokud daný cíl komunikuje pouze 
pomocí IPv4 protokolu a je tak obsažen pouze v A záznamech, NAT64 vytvoří pro 
místní stanice umělý AAAA záznam. Tento mechanismus se nazývá DNS64 (Satrapa, 
2011, str. 281). 
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4 NÁVRH ŘEŠENÍ 
V rámci praktického návrhu přechodu na protokol IPv6 je možné implementovat řešení, 
které se bude snažit využít protokol IPv6 v maximální možné míře, kdy je uskutečněn 
kompletní přechod firemní infrastruktury na protokol IPv6. V současnosti je tato 
možnost obtížně realizovatelná zejména z důvodu prozatimní nedostupnosti IPv6 adres 
a nepřipravenost infrastruktury u některých ISP poskytovatelů a nekompatibility 
některých zařízení v rámci firmy (zejména VoIP). Dalším možným řešením je tak 
částečný přechod na IPv6, kdy je u zařízení, která tento protokol nepodporují, použito 
IPv6 tunelování a ISP poskytovatel přiřazuje IPv4 protokol. 
4.1 Úplný přechod na IPv6 
Jedná se o řešení, kdy bude protokol IPv6 nasazen v co možná největším měřítku. 
Pokud se v síti nacházejí zařízení, která tento protokol nepodporují, tato budou 
nahrazena. Protokolu IPv4 bude firma využívat pouze v případě, že v současnosti 
neexistuje žádná jiná alternativa. 
4.1.1 Síťová architektura 
Síťová architektura společnosti je poměrně moderní, Nebudeme tak měnit 
navrženou topologii. Pro společnost je důležité zachovat současnou strukturu VPN sítí. 
Z hlediska implementace protokolu IPv6 to není problém. Po nastavení směrovače 
Zywall na protokol IPv6, již komunikace probíhá pomocí přiřazených IPv6 adres. 
V nastavení směrovače se pouze VPN spojení přiřadí vytvořené IPv6 prefixy. 
V rámci podsítí by mohl nastat problém u podsítě určené pro hosty. Společnost 
musí být připravena na to, že některá zařízení hostů nemusí protokol IPv6 podporovat. 
Navrhuji tak vytvořit 2 podsítě určené pro hosty, kdy první z nich bude určena výhradně 
pro zařízení nepodporující protokol IPv6. První podsíť bude mít adresu 192.168.1.0/24, 
jejíž rozsah pro tyto účely naprosto dostačuje. Co se týče koexistence IPv6 podsítí 
a IPv4 podsítí, pokud aktivní prvek, v našem případě směrovač Zyxel, plně podporuje 
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IPv6 protokol a je umístěn na rozhraní IPv4 a IPv6 sítě, v případě, že musíme 
v některých situacích použít protokol IPv4, neměl by s koexistencí takovýchto podsítí 
nastat problém. V takovéto situaci je však potřeba, aby firma disponovala nejméně 
jednou veřejnou IPv4 adresou. 
Situace je ulehčena tím, že poskytovatel Supronet disponuje přiděleným IPv6 
rozsahem 2a00:db00::/32 (RIPE, 2013). Umožňuje také IPv6 peering, což platí také 
o slovenských poskytovatelích, které využívají slovenské pobočky. Tyto pobočky tak 
mohou vzájemně komunikovat nativně pomocí protokolu IPv6. V rámci lokálních sítí 
potřebujeme 4 podsítě založené na protokolu IPv6 a jednu podsíť IPv4. V našem 
případě od poskytovatele obdržíme některý z prefixů 2a00:db00:xxxx::/48, kde xxxx 
bude značit poskytovatelem přidělenou část prefixu. Na podsítě v rámci firmy tak zbude 
16 bitů. Zbylých 64 bitů je určeno pro adresaci koncových zařízení. 
Jelikož firma nepředpokládá masivní přibývání podsítí, navrhuji pro adresaci 
podsítí využít nejvyšší 4 bity. Získáme tak jednoduché schéma rozlišující jednotlivé 
podsítě a zároveň dostatečnou rezervu pro budoucí rozšiřování. V případě dalšího 
rozšiřování pak stačí adresaci rozšířit o další 4 bity. Pro centrálu bude schéma 
následující - Tabulka 10. 
Tabulka 10 Adresace podsítí v rámci centrály v Uherském Brodě. 
Název podsítě Zařízení Adresa podsítě 
Zaměstnanci 
PC, servery, tiskárny, 
NAS  
2a00:db00:xxxx:1::/64 
VoIP Ústředna, telefony 2a00:db00:xxxx:2::/64 
Email Server 2a00:db00:xxxx:3::/64 
Hosté IPv6 PC 2a00:db00:xxxx:4::/64 
Hosté IPv4 PC 192.168.1.0/24 
         (Zdroj: vlastní) 
Jako problémový hodnotím na centrále umístěný záložní bezdrátový spoj. 
Konkrétně se jedná o management správy terminálu SDV. V současnosti je Summit 
SDV možné přiřadit v rámci managementu zařízení pouze IPv4 adresu (Summit, 2013). 
V případě maximálního nasazení protokolu IPv6 tak musíme zavést jiný systém. Zvolil 
jsem řešení společnosti Motorola s jeho modelem PT18800. Toto řešení podporuje 
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široké spektrum frekvenčních pásem. Dříve používané pásmo 11 GHz však u nás není 
podporováno, použijeme tedy model podporující pásmo 18 GHz. Nově také podporuje 
dual stack. Díky tomu je možné provozovat zároveň IPv4/IPv6 protokoly. Podobně jako 
předchozí technologie je kapacita linky navyšována softwarově na základě zakoupeného 
softwarového klíče až do maximální kapacity 368 Mbps. Zvolíme tak kapacitu, kterou 
firma opravdu využije. Firma měla původně sjednanou kapacitu 15 Mbps, nejbližší 
hodnota kapacity u PT18800 je 20 Mbps (Motorola, 2013), navrhuji zvolit tuto 
kapacitu. 
Co se týče pražské pobočky, situaci máme značně zjednodušenou. S centrálou je 
komunikace zajištěna přes síť CESNET, která IPv6 protokol plně podporuje (CESNET, 
2004). Síť disponuje adresním prefixem 2001:718::/32 (CESNET, 2013). Přičemž je 
přiřazován prefix 2001:718:xxxx::/48. V rámci pobočky je vytvořena pouze jedna 
podsíť. Adresu podsítě navrhuji 2001:718:xxxx:1::/64. 
Pobočka nacházející se v Trnavě disponuje připojením k Internetu pomocí 
společnosti SWAN Trnava. Tato společnost také plně podporuje IPv6 provoz (SWAN, 
2013) a disponuje IPv6 prefixem 2a02:0770::/32 (RIPE, 2013). Přiřazen tak bude prefix 
2a02:0770:xxxx:/48. Stejně jako v případě pražské pobočky je zde pouze jediná podsíť 
určená pro zaměstnance. Navrhuji tedy podsíť 2a02:0770:xxxx:1::/64. 
Poslední pobočka Mochovce využívá služeb poskytovatele GTS SK. Tento 
poskytovatel taktéž plně podporuje IPv6 provoz (GTS SK, 2013) a disponuje dokonce 
dvěma IPv6 prefixy. Přiřazen tak může být například prefix 2a00:1298::/32 (RIPE, 
2013). V rámci pobočky je opět jedna podsíť, navrhuji tedy adresu podsítě 
2a00:1298:xxxx:1::/64. 
4.1.2 Síťové prvky 
Na obou pobočkách vyměníme IPv6 nepodporující aktivní prvek Zyxel Zywall 70. 
Navrhuji model Zyxel Zywall USG 50. Tento model je ze stejné modelové řady jako 
model USG 300. Díky tomu je zaručena 100 % kompatibilita vytvořených VPN spojení 
a samotný přechod je tak značně usnadněn. Jelikož se jedná o malé pobočky, není třeba 
až tak výkonný aktivní prvek, jako je tomu u centrály. 
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Tabulka 11Souhrn navrhovaných podsítí ve všech lokalitách. 










       (Zdroj: vlastní) 
Co se týče použitých přepínačů, ani na centrále, ani na pobočkách nejsou 
využívány funkce, jako VLAN pomocí protokolu 802.1Q, vyžadující pokročilejší 
přepínače. Zde přepínače slouží pouze pro přepínání ethernetových rámců, u kterých 
nezáleží na tom, jestli se uvnitř nachází IPv4 či IPv6 paket. Přepínače tedy nebudeme 
měnit či nějak konfiguračně upravovat. 
Některé stanice používají Microsoft Windows XP. V rámci podpory IPv6 protokolu 
musíme podporu protokolu IPv6 v systému povolit. Po její aktivaci jsou však všechny 
potřebné činnosti dostupné, v tomto případě firma nebude potřebovat výměnu licencí. 
Za účelem zprovoznění protokolu IPv6 provedeme několik úkonů na jediném 
serveru nacházejícím se na centrále společnosti. Protože se jedná o verzi Windows 
Server 2008 R2 Standard, upravíme spuštěné služby tak, aby spolupracovaly s tímto 
protokolem. Jedná se zejména o DNS server, kde přidáme AAAA záznamy a nastavíme 
globální individuální IPv6 adresu. Nutné jsou také úpravy u Active Directory. Dále na 
mailovém serveru běžícím na linuxové distribuci CentOSS zapneme podporu IPv6 
protokolu. To samé platí pro server zálohy dat. 
Dalším důležitým prvkem firemní sítě je síťový tisk. Na centrále je 
implementována technologie společnosti Ysoft SafeQ. Tato technologie běží na 
aplikační vrstvě a ke své komunikaci využívá aplikačních a transportních protokolů. Na 
použitém síťovém protokolu je tedy teoreticky nezávislá. IP adresu je však nutné 
přiřadit terminálům, které slouží k autentizaci uživatele a jsou umístěné na každé 
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tiskárně v rámci centrály. Centrála je vybavena terminály UltraLight, které podporují 
pouze protokol IPv4. IPv6 podporují pouze terminály Professional pomocí modifikace 
firmwaru. Tyto terminály vyměníme za verzi Professional (Ysoft, 2013). Na pobočkách 
není technologie SafeQ využívána, zde tak výměna zařízení odpadá. 
Videokonference s pražskou pobočkou jsou realizovány pomocí systému od firmy 
Polycom. Tento systém dokáže IPv6 protokol využívat naativně, kdy pokud je možné 
realizovat přenos pomocí protokolu IPv6, využije se přednostně tohoto protokolu 
(Polycom, 2013). Upravíme pouze nastavení zařízení. 
Největší nekompatibilitu s IPv6 protokolem shledávám u VoIP telefonie. 
V současné době prakticky neexistuje poskytovatel, který by podporoval IPv6 protokol. 
Podobná situace panuje u VoIP ústředen. Přechod na IPv6 protokol u VoIP telefonie 
z toho důvodu nebudeme realizovat. Současné nastavení zůstane ponecháno. Ústředna 
zachová funkčnost na duální úrovni, kdy je primárně využíváno komunikace přes VoIP 
rozhraní a v případě nedostupnosti SIP poskytovatele, či problémů se sítí bude využito 
analogové sítě. Musíme také zachovat IPv4 konektivitu od poskytovatele připojení. 
V rámci připravenosti navrhuji investovat do modernějších VoIP telefonů jako např. 
Cisco CP-7941, který podporuje jak souběžný provoz IPv4 a IPv6 protokolu, tak provoz 
čistě na IPv6 protokolu. Do budoucna také není problém rozšířit funkčnost telefonu 
díky softwarové aktualizaci firmwaru. Cenově se pohybuje těsně nad hranicí 3 000 Kč 
podobně jako původní model od Linksys. Firma díky tomu bude připravena na případný 
přechod na VoIPv6 komunikaci, kdy bude zbývat pouze modernizace VoIP ústředny 
a zejména přechod SIP poskytovatele na IPv6 protokol. 
4.1.3 Odhad nákladů 
Uvedené ceny jsou spíše orientační a jsou tvořeny jako průměr za poslední čtvrtletí 
2013. Montáž SafeQ terminálů je provedena externími pracovníky. Výměna je 
provedena dvěma pracovníky, přičemž je počítán čas za hodinu práce. Podle Českého 
statistického úřadu byla v roce 2012 průměrná hrubá mzda IT technika asi 36 000 Kč. 
Po přepočtu na hodinu je to asi 200 Kč. IT zaměstnanec provádějící konfiguraci 
a správu sítě je považován za IT odborníka. Zde je podle Českého statistického úřadu 
průměrná hrubá mzda za rok 2012 asi 46 000 Kč. Na pracovní hodinu je to 260 Kč. 
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Výměna bezdrátového záložního spoje bude provedena dvěma pracovníky. Jedná se 
pouze o výměnu antény na stožáru a výměnu terminálu v centrále. Kabeláž zůstává 
stejná. Poplatek je paušální, jelikož se jedná o nadstandardní službu, která není 
prováděna jako servisní zásah, který je součástí smlouvy. 








Zyxel Zywall USG 50 2 8 300 16 600 
Cisco CP-7941 70 3 200 224 000 
SafeQ terminal Professional 5 21 000 105 000 
Výměna a konfigurace a 
otestování SafeQ terminálů 
externími techniky 
6 200 2 400 
Instalace Motorola PT18800 2 4 500 4 500 
Práce IT technika 66,5 260 17 290 
Celkové náklady 369 790 
    Upraveno dle: shop.zyxel.cz; netra.cz; autocont.cz 
4.2 Částečný přechod na IPv6 
Další scénář nebude počítat s kompletním přechodem na IPv6 do té doby, než bude 
dostupná plná podpora na všech síťových řešeních a nebude třeba provádět 
kompromisy. Bude se tak jednat o určitou formu připravenosti na protokol IPv6, kdy 
pak bude možné IPv6 protokol kompletně nasadit v rámci několika málo kroků. 
4.2.1 Síťová architektura 
Problém předchozího řešení může nastat hned na začátku, kdy je třeba vyjednat IPv6 
adresy od poskytovatelů připojení k Internetu. Poskytovatelé v současné době nejsou 
schopni zajistit komunikaci výhradně na protokolu IPv6. V rámci peeringových uzlů tak 
dochází k tunelovacím mechanismům, které ne vždy poskytují bezpečný a spolehlivý 
přenos. Toto alternativní řešení tak nebude počítat s přiřazením IPv6 prefixu od 
poskytovatelů. Zůstanou přiděleny současné IPv4 veřejné adresy. Na úrovni rozhraní 
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vnitřní privátní sítě a veřejné sítě poskytovatele bude docházet k překladu privátních 
IPv6 adres na veřejnou IPv4 adresu pomocí podporovaného mechanismu IPv6-in-IPv4 
tunnel. 
S poskytovatelem nebudeme vyjednávat výměnu antény a terminálu pro účely 
bezdrátového záložního spoje. Jelikož je tento spoj připojen na sekundární WAN 
rozhraní směrovače, přidělená IPv4 adresa mu zůstane. 
Technik změní adresní schéma IPv6 podsítí kvůli tomu, že nám poskytovatel žádný 
IPv6 prefix nepřiřadí. Podle doporučení datasheetu Zyxel (Zyxel, 2013) navrhuji prefix 
2004:1111:1111:xxxx::/64, následujících 16 bitů převezmeme dle předchozího 
schématu (kapitola 4.1.1). Výsledné IPv6 podsítě pak budou mít tvar podle Tabulka 13. 
4.2.2 Síťové prvky 
Pro podporu IPv6-in-IPv4 mechanismu technik opět vymění směrovače na slovenských 
pobočkách tak, jak to bylo popsáno v předešlém případě (kapitola 4.1.2). Výměna VoIP 
telefonů bude záviset na rozhodnutí společnosti. Tuto investici je možné uskutečnit 
i v budoucnosti, pro účely porovnání s předchozím návrhem tak tuto do výsledné 
cenové rozvahy nezařadím. Původní VoIP komunikace bude zachována beze změn. 
SafeQ terminály na tiskárnách externí technici vymění podle předchozího plánu. 
Tabulka 13 Souhrn navrhovaných podsítí ve všech lokalitách pro částečný přechod na IPv6 
protokol. 










       (Zdroj: vlastní) 
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4.2.3 Odhad nákladů 
Díky tomu, že tentokrát oželíme výměnu VoIP telefonů a nebudeme muset vyjednávat 
s poskytovateli, investice firmy do modernizace se značně sníží. Ušetříme také čas 
technika, který nebude muset instalovat VoIP telefony. Pro tuto cenovou rozvahu budou 
platit stejné ceny jako v předešlé cenové rozvaze. Celkový odhad nákladů můžeme vidět 
v Tabulka 14. 








Zyxel Zywall USG 50 2 8 300 16 600 
SafeQ terminal Professional 5 21 000 105 000 
Výměna a konfigurace a 
otestování SafeQ terminálů 
externími techniky 
6 200 2 400 
Práce IT technika 47 260 12 220 
Celkové náklady 136 220 
      Upraveno dle: shop.zyxel.cz; autocont.cz 
Co se týče samotného realizačního týmu, složení bude naprosto stejné až na 
techniky poskytovatelů, kteří nebudou potřeba. Nezmění se ani přidělené odpovědnosti 
a pravomoci. 
4.3 Výběr varianty řešení 
Po výše uvedené analýze implementačních řešení jsem se rozhodl pro realizaci 
částečného přechodu na protokol IPv6. Hlavním důvodem pro toto rozhodnutí je 
nekompatibilita VoIP komunikace, která je pro firmu kritická, s protokolem IPv6. Mohl 
by také nastat problém se sjednáním nového bezdrátového spoje. Jelikož se jedná 
o poměrně nákladné zařízení, poskytovatel by na žádost nemusel přistoupit. Také by 
mohl nastat problém s tunelováním komunikace v rámci páteřních spojů. V kapitole 
4.2.3 není uvedena pro srovnávací účely výměna VoIP telefonů. Rozhodnutí o výměně, 
či nevýměně ponechám na firmě. Pokud by se rozhodla k výměně přistoupit, může 
využít údaje z kapitoly 4.1.3. 
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4.3.1 Realizační tým 
Složení realizačního týmu nebude nikterak obsáhlé. Je však důležité, abychom si na 
začátku stanovili pravomoci a odpovědnosti, aby v průběhu implementace nenastal 
chaos. V podstatě hlavním a zároveň jediným pracovníkem a vedoucím v jedné osobě 
bude firemní IT technik. Tým však také rozšíříme o konzultanta v případě problémů 
s implementací. 
Firemní síť obsluhuje cca stovku zařízení, nejedná se tak o rozsáhlou síť. Prozatím 
ji tak spravuje hlavní administrátor, který provádí veškeré úkony s touto sítí spojené. Ať 
už se jedná o síťovou konfiguraci, serverovou konfiguraci, VoIP konfiguraci, či 
videokonferenční konfiguraci. Jedinou vyjímkou je síťové tiskové řešení SafeQ, které 
instaloval externí dodavatel, který se zároveň stará o servis. Zavedení IPv6 by tak měl 
na starosti tento IT pracovník vyjma instalace nových SafeQ terminálů. 
Tabulka 15 Složení realizačního týmu, jejich pravomoci a odpovědnosti jednotlivých členů. 
Člen týmu Odpovědnosti Pravomoci 
Firemní IT technik 
- celková funkčnost 
implementace 
- nákup vybavení 
- implementace přechodu 
- testování 
- manipulace a 
nastavování firemního HW 
- manipulace a 
nastavování firemního SW 
Technici YSoft 
- instalace SafeQ terminálů 
- funkčnost IPv6 SafeQ 
řešení 
- manipulace s tiskárnami 
- manipulace se SafeQ řešením 
IT konzultant - odborná konzultace - žádné 
Technický ředitel 
- kontrola průběhu 
implementace 
- rozpočet 
- jednání s vedením 
společnosti 
- poskytování rozpočtu 
- přístup k firemnímu HW 
- přístup k firemnímu SW 
         (Zdroj: vlastní) 
4.3.2 Management migrace na IPv6 
Jakmile se firma rozhodne přejít na protokol IPv6, musíme přechod důkladně 
naplánovat. Firma si nemůže dovolit být mimo provoz. V počáteční fázi budeme 
zejména odlaďovat případné nedostatky, které vyvstanou za pochodu. Bezpodmínečně 
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nutné je po přechodu nejprve spustit zkušební provoz realizovaný tzv. dual stack 
řešením. Původní síťovou konfiguraci zachováme a současně umožníme zařízením, 
která budou schopna využít IPv6 protokol, komunikaci přes tento protokol. Společnost 
po určité době odladí nedostatky a bude moci uskutečnit plynulý přechod na čistý IPv6 
provoz. Navíc díky tomuto návrhu můžeme management tohoto řešení značně 
zjednodušit a urychlit tak samotnou implementaci řešení, jelikož nebude třeba 
vyjednávat a čekat na přiřazení IPv6 prefixů od poskytovatelů. 
Samotný přechod bude realizován podle následujícího harmonogramu Tabulka 16. 
Jelikož není stanoveno předběžné datum realizace, předpokládáme, že přechod by začal 
v pátek od 18:00 (pracovní doba je do 16:00(XXX, 2013)) a pokračoval by během 
daného víkendu a následujících víkendů. 
Na začátku odstartujeme výměnu vybavení nepodporujícího IPv6 protokol. 
Položky, které je nutné vyměnit, jsou sepsány v Tabulka 17. 
Technik začne nejdříve na centrálním směrovači. Vytvoří IPv6 podsítě, kde na 
směrovači povolí IPv6 na LAN rozhraních. Pro podporu IPv6 protokolu musíme 
všechny směrovače aktualizovat na verzi firmwaru 3.0 a vyšší (Zyxell, 2013). V případě 
nově zakoupených směrovačů na slovenských pobočkách by již měl být firmware 
aktuální. Dále musíme povolit Router Advertisement, kde bude do Advertised Prefix 
Table přidán daný prefix podsítě. V dalším kroku vytvoří tunel IPv6-in-IPv4. Jako 
výstupní rozhraní nastaví rozhraní WAN1, které slouží jako primární. Velmi důležité je 
nastavit Remote Gateway Address, kde je nutné zadat veřejnou IPv4 adresu protějšího 
směrovače, v našem případě se bude jednat o směrovače na pražské a slovenských 
pobočkách. Následně vytvoříme zbylé 2 tunely stejným způsobem s tím rozdílem, že 
změníme pole Remote gateway Address na příslušné IPv4 veřejné adresy daných 
protějších směrovačů. 
V posledním kroku technik vytvoří směrovací politiku pro všechny vytvořené 
podsítě. Jako zdrojovou podsíť zvolíme vytvořenou IPv6 podsíť, cílová síť je 
nespecifikována. Důležité je však nastavit Next Hop Type: Interface a Interface: 
Vytvořený tunel. Toto je nutné nastavit pro všechny vytvořené podsítě. Bude nutné 
vytvořit DHCPv6 server, který bude sloužit pro delegaci IPv6 adresy DNS serveru. 
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Další v pořadí bude následovat pobočka v Praze. Zde je situace ulehčena tím, že se 
zde nachází stejný směrovač jako na centrále. Technik tak začne stejným postupem, 
jako tomu bylo u centrály. Nejdříve nakonfiguruje IPv6 podsíť. Spustí také DHCPv6 
server. Původní IPv4 podsíť bude ponechána. Všechny stanice zde obsahují Windows 7, 
není tak nutná dodatečná konfigurace. Konfigurace je naopak nutná na tiskárně Konica 
Minolta. Stačí však provést změnu síťového nastavení. Posledním prvkem, který je 
nutné nakonfigurovat, bude videokonferenční zařízení Polycom. V nastavení stačí 
oproti původní konfiguraci povolit IPv6 protokol a změnit IPv4 adresu a adresu výchozí 
brány na IPv6 adresy. IPv6 adresu přiřadíme zařízení manuálně. Realizace bude opět 
provedena o víkendu. 
Tabulka 16 Časový harmonogram přechodu na IPv6 protokol. 
Činnost Den Délka trvání [hod] 
Centrála: Konfigurace centrálního směrovače 1. 1 
Pobočka Trnava: Výměna Zyxel Zywall 70 za 
Zyxel Zywall USG 50, konfigurace směrovače, 
konfigurace Windows XP stanic, konfigurace 
tiskárny 
2. 6 
Testování 2. 3 
Pobočka Mochovce: Výměna Zyxel Zywall 70 za 
Zyxel Zywall USG 50, konfigurace směrovače, 
konfigurace tiskárny 
3. 5 
Testování 3. 3 
Pobočka Praha: Konfigurace směrovače, 
konfigurace tiskárny, konfigurace Polycom 7000-
720 
4. 6 
Testování 4. 3 
Centrála: Konfigurace tiskáren, konfigurace 
Polycom 7000-720, konfigurace Windows XP 
stanic, konfigurace AD serveru, DNS serveru, mail 
serveru, serveru zálohy 
5. 10 
Centrála: Testování 6. 10 
         (Zdroj:vlastní) 
Další stádium implementace se bude odehrávat na pobočkách, kde vytvoříme 
příslušné IPv6 podsítě a provedeme stejné nastavení jako na centrále. Na obou nových 
směrovačích bude IPv4 konfigurace stejná jako tomu bylo u starších modelů. To 
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znamená jedna podsíť a jedno IPv4 WAN rozhraní, použije se dříve přiřazená veřejná 
IPv4 adresa. Technik nakonfiguruje také VPN spojení u obou lokalit. Poslední 
konfigurační zásah zajistí konfiguraci DHCPv6 serveru pro šíření informací o DNS 
serveru. Důležitým krokem je ověření komunikace mezi směrovačem centrály 
a vzdáleným směrovačem a také VoIP komunikace. Pokud je vše v pořádku můžeme 
pokročit k aktivaci IPv6 protokolu na stanicích s operačním systémem Windows XP. Po 
ověření komunikace koncových stanic se přiřadí IPv6 adresa tiskárnám na obou 
pobočkách. Po všech těchto krocích pak technik přejde k testování a ověřování 
komunikace. Celá tato operace bude provedena během víkendu. 
Poslední stádium realizace se bude odehrávat na centrále. Externích pracovníků je 
třeba pří výměně SafeQ terminálů. Ti musí dokonfigurovat IPv6 podporu terminálů 
a ovládacího softwaru. Pak již stačí tiskárnám změnit IP adresy na IPv6 adresy, přičemž 
využijeme konfigurace pevných IPv6 adres. Automatická bezstavová konfigurace (viz 
kapitola 3.7.1) se využije pouze u uživatelských stanic, a to konktrétně přiřazování IPv6 
adres pomocí standardu EUI-64. Některé stanice využívají služeb Windows XP, technik 
tedy podporu IPv6 protokolu dokonfiguruje. V poslední části přechodu musíme zavést 
změny v konfiguracích serveru, což má na starosti opět firemní technik. U spuštěného 
DNS serveru musí napevno přidat IPv6 adresu. DNS server je schopen pracovat na 
obou protokolech zároveň, navíc využívá IPv6 protokol přednostně, pokud ho zařízení 
podporuje. Služba Active Directory (dále AD) začala být ve firmě využívána až se 
zakoupením licence Windows Server 2008 R2. Od začátku tak byla konfigurace 
prováděna na bázi podpory právě této verze operačního systému. Funkční úroveň AD 
domény je tak verze 2008/R2. V rámci podpory IPv6 protokolu přiřadíme globální 
individuální IPv6 adresu globálnímu katalogovému serveru. Tím by měla být zajištěna 
podpora IPv6 přístupu k AD. Taktéž je nutné přidat IPv6 adresy vytvořených podsítí. 
Co se týče emailového serveru, spustíme IPv6 modul a pak již jen nastavíme síťovému 




Tabulka 17 Položky, které je třeba vyměnit. 
Položka Počet kusů 
Zyxell Zywall 50 2 




       (Zdroj: vlastní)  
                                                 
13
 Pouze v případě, že se firma rozhodne VoIP telefony vyměnit. 
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5 ZÁVĚR 
Hlavním cílem této práce bylo zjistit, zda je v současnosti možné v rámci společnosti 
přejít na protokol IPv6 a jaká případná úskalí mohou při přechodu nastat. Na základě 
tohoto cíle jsem si vybral reálnou společnost, jejíž síťová infrastruktura v podstatě 
reflektuje obecné síťové schéma středního podniku s řádově 100 zaměstnanci, přičemž 
do jisté míry nezáleží na odvětví, ve kterém se společnost nachází. Na tuto společnost 
jsem se pokusil stanovené cíle implementovat. 
Jako první variantu jsem zvolil úplnou implementaci protokolu IPv6. Komunikace 
v rámci vnitřní sítě je dnes již na protokol IPv6 připravena. Pokud má firma modernější 
síťové vybavení, ve většině případů již protokol IPv6 podporuje. Problém však nastává, 
pokud chceme komunikovat s vnějšími sítěmi a Internetem. Globální síťová 
infrastruktura ještě není na IPv6 protokol plně připravena a tak je nutné používat 
tunelovací mechanismy, které nejsou vždy spolehlivé. V současnosti jako největší 
problém shledávám VoIP komunikaci, která zatím na protokol IPv6 není připravena. 
Přitom je v mnoha firmách stěžejním prvkem komunikace. Problém je také 
s managementem bezdrátových spojů. Díky tomu v současnosti úplný přechod na IPv6 
nelze uskutečnit a nedoporučím ho tak. 
Naopak varianta částečného přechodu je plně realizovatelná. IPv6 protokol 
využijeme pro komunikaci v rámci vnitřních sítí. Pokud máme síťové prvky ze stejné 
rodiny například jednoho výrobce, bez problému je možné realizovat datové přenosy 
i mezi pobočkami, které se nenacházejí v sídle společnosti. Dnes je již možné realizovat 
také IPv6 videokonference. Pouze VoIP komunikace bude probíhat na původní bázi. 
Taktéž nebude potřeba sjednávat IPv6 adresy u poskytovatelů. Toto řešení shledávám 
jako vhodné pro začínající firmy nebo ty, které se rozhodnou pro modernizaci síťového 
vybavení. Díky tomu bude možné odladit případné nedostatky a firma bude lépe 
připravena na úplný přechod na IPv6, který je do budoucna nevyhnutelný. 
Pokud se společnost rozhodne prozatím IPv6 protokol neimplementovat, v každém 
případě by u nákupu nových položek měla myslet na podporu protokolu IPv6. Samotná 
podpora cenu zařízení téměř nenavyšuje a v budoucnu bude tato podpora jistě využita. 
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