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Abstract
In this paper we shortly complete our previous considerations on interval versions of Adams multistep methods [M. Jankowska,
A. Marciniak, Implicit interval multistep methods for solving the initial value problem, Comput. Meth. Sci. Technol. 8(1) (2002)
17–30; M. Jankowska, A. Marciniak, On explicit interval methods of Adams–Bashforth type, Comput. Meth. Sci. Technol. 8(2)
(2002) 46–57; A. Marciniak, Implicit interval methods for solving the initial value problem, Numerical Algorithms 37 (2004)
241–251]. It appears that there exist two families of implicit interval methods of this kind. More considerations are dealt with two
new kinds of interval multistep methods based on conventional well-known Nyström and Milne–Simpson methods. For these new
interval methods we prove that the exact solution of the initial value problem belongs to the intervals obtained. Moreover, we present
some estimations of the widths of interval solutions. Some conclusions bring this paper to the end.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Interval methods for solving the initial value problem in ﬂoating-point interval arithmetic give solutions in the form
of intervals which contain all possible numerical errors. Explicit interval methods for solving this problem have been
considered and analyzed in a number of paper and monographs [1,2,5,6,9–12,18–21,23]. In our previous papers we
have also directed our attention to the methods of these kind, and we have considered interval methods of Runge–Kutta
type [3,4,13,14,16,17] and multistep methods of Adams type [7,8,14].
In this paper we ﬁrst complete our previous considerations on interval versions of Adams multistep methods. It
appears that there exist two families of implicit interval methods of this kind, depending on the approach to two
conventionally equivalent formulas (see Section 3). In Sections 4 and 5 we propose two new kinds of interval multistep
methods based on conventional well-known explicit Nyström and implicit Milne–Simpson methods. In the second
case, i.e. for the methods based on the Milne–Simpson formulas, there exist two families of interval methods, and we
show that one of them is better. For these new interval multistep methods we present theorems that the exact solution
of the initial value problem belongs to the intervals obtained. We also estimate the widths of interval solutions obtained
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by the considered methods. At the end of our paper we present a number of conclusions dealing with the methods
considered.
2. Notations and assumptions
As is well-known, the initial value problem (IVP) is of the form
y′ = f (t, y), y(0) = y0, (2.1)
where y = y(t) ∈ RN . We will assume that the solution of the IVP (2.1) exists and is unique.
Let us denote:
t and y—sets in which the function f (t, y) is determined, i.e.
t = {t ∈ R : 0 ta},
y = {y = (y1, y2, . . . , yN)T ∈ RN : biyi b¯i , i = 1, 2, . . . , N}, (2.2)
F(T , Y ),(T , Y ) and ¯(T , Y )—interval extensions of f (t, y),(t, y) = f (k)(t, y) ≡ y(k+1)(t) and ¯(t, y) =
f (k+1)(t, y) ≡ y(k+2)(t), respectively.
Let us assume that:
• F(T , Y ) is determined and continuous for all T ⊂ t and Y ⊂ y,
• F(T , Y ) is monotonic with respect to inclusion, i.e.
T1 ⊂ T2 ∧ Y1 ⊂ Y2 ⇒ F(T1, Y1) ⊆ F(T2, Y2),
• for each T ⊂ t and Y ⊂ y there exists a constant L> 0 such that
d(F (T , Y ))L(d(T ) + d(Y )),
where d(A) denotes the diameter of interval A (if A = (A1, A2, . . . , AN)T, then d(A) is deﬁned as the maximum
of d(Ai), i = 1, 2, . . . , N),
• (T , Y ) and ¯(T , Y ) are determined for all T ⊂ t and Y ⊂ y ,
• (T , Y ) and ¯(T , Y ) are monotonic with respect to inclusion.
3. Interval methods of Adams type
For the ﬁrst time explicit interval methods of Adams (Adams–Bashforth) type have been considered by Šokin
[10,11,23]. Unfortunately, it can be shown that the formulas given by Šokin fail even in the simplest case, i.e. when the
number of steps equals 1. In [8] we have modiﬁed Šokin formulas and showed that methods that we obtained produce
the interval solution that includes the exact solution of the IVP.
If we assume that [0, ] is the integration interval, t0 =0, y0 =y(t0) ∈ Y0 and the intervals Yi such that yi =y(ti) ∈ Yi
for i = 1, 2, . . . , k − 1 are known (we can obtain such Yi by applying an interval one-step method, for example an
interval method of RK type [4,13,14,16,17,22]), then the explicit interval methods of Adams type should be deﬁned as
follows [8]:
Yn = Yn−1 + h
k−1∑
j=0
j∇jFn−1 + hk+1k(Tn−1 + [−(k − 1)h, h], Yn−1 + [−(k − 1)h, h]F(t ,y)),
n = k, k + 1, . . . , m, (3.1)
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where ∇ is the backward difference operator,
Fn−1 = F(Tn−1, Yn−1), h = 
m
, ti = ih ∈ Ti, i = 0, 1, . . . , m,
0 = 1, j =
1
j !
∫ 1
0
t (t + 1) · · · (t + j − 1) dt, j = 1, 2, . . . k,
and (T , Y ) denotes the interval extension of (t, y) = y(k+1)(t). In [8] for the methods (3.1) we have proved the
following theorems:
Theorem 3.1. If y(0) ∈ Y0 and for i = 1, 2, . . . , k − 1 the intervals Yi are such that y(ti) ∈ Yi , then for the intervals
Yn = Y (tn) (n = k, k + 1, . . . , m) given by (3.1) we have y(tn) ∈ Yn.
Theorem 3.2. If the intervals Yn are known for n = 0, 1, . . . , k − 1, ti = ih ∈ Ti for i = 0, 1, . . . , m, h = /m, and
the intervals Yn for n = k, k + 1, . . . , m are obtained from (3.1), then
d(Tn)A max
i=0,i,1,...,k−1 d(Yi) + B maxi=1,2,...,m−1 d(Ti) + Ch
k
,
where the constants A, B and C are independent of h.
The implicit interval methods of Adams (Adams–Moulton) type may be deﬁned as follows [7,14]:
Yn = Yn−1 + h
k∑
j=0
¯j∇jFn + hk+2¯k+1¯(Tn + [−kh, 0], Yn + [−kh, 0]F(t ,y)),
n = k, k + 1, . . . , m, (3.2)
where Fn = F(Tn, Yn), h = /m, ti = ih ∈ Ti , i = 0, 1, . . . , m,
¯0 = 1, ¯j =
1
j !
∫ 0
−1
s(s + 1) · · · (s + j − 1) ds, j = 1, 2, . . . , k + 1,
and ¯(T , Y ) denotes the interval extension of ¯(t, y) = y(k+2)(t).
In particular, for a given k from (3.2) we get the following methods:
• k = 1
Yn = Yn−1 + h2 (2Fn − Fn + Fn−1) −
h3
12
¯(Tn + [−h, 0], Yn + [−h, 0]F(t ,y)),
• k = 2
Yn = Yn−1 + h12 (12Fn − 7Fn + 8Fn−1 − Fn−2) −
h4
24
¯(Tn + [−2h, 0], Yn + [−2h, 0]F(t ,y)),
• k = 3
Yn = Yn−1 + h24 (24Fn − 15Fn + 19Fn−1 − 5Fn−2 + Fn−3)
− 19h
5
720
¯(Tn + [−3h, 0], Yn + [−3h, 0]F(t ,y)).
From the general rules of interval arithmetic it follows that in the above formulas we cannot subtract the values of
interval function with the same indices.
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The interval formula (3.2) is based on the following well-known conventional formula:
y(tn) = y(tn−1) + h
k∑
j=0
¯j∇j f (tn) + hk+2¯k+1y(k+2)(n),
where n is a point in (t0, tn). This formula is equivalent to
y(tn) = y(tn−1) + h
k∑
j=0
¯kj f (tn−j ) + hk+2¯k+1y(k+2)(n), (3.3)
where
¯kj = (−1)j
k∑
l=j
(
l
j
)
¯l , j = 0, 1, . . . , k.
Since in interval arithmetic we have
k∑
j=0
¯j∇jFn 
=
k∑
j=0
¯kjFn−j ,
we can get other implicit interval methods corresponding to the conventional formula (3.3), namely:
Yn = Yn−1 + h
k∑
j=0
¯kjFn−j + hk+2¯k+1¯(Tn + [−kh, 0], Yn + [−kh, 0]F(t ,y)). (3.4)
From this formula for a given k we obtain the following implicit interval k-step methods:
• k = 1
Yn = Yn−1 + h2 (Fn + Fn−1) −
h3
12
¯(Tn + [−h, 0], Yn + [−h, 0]F(t ,y)),
• k = 2
Yn = Yn−1 + h12 (5Fn + 8Fn−1 − Fn−2) −
h4
24
¯(Tn + [−2h, 0], Yn + [−2h, 0]F(t ,y)),
• k = 3
Yn = Yn−1 + h24 (9Fn + 19Fn−1 − 5Fn−2 + Fn−3)
− 19h
5
720
¯(Tn + [−3h, 0], Yn + [−3h, 0]F(t ,y)).
If we denote:
Y 1n—the interval solution obtained from (3.2), i.e. form the formula with backward interval differences,
Y 2n—the interval solution obtained from (3.4), i.e. from the formula without backward interval differences,
then we can prove
Theorem 3.3. Y 2n ⊆ Y 1n .
This means that the second kind of implicit interval formulas gives the interval solution with a smaller diameter
(width), i.e. it is better. The proof of Theorem 3.3 follows immediately from the inclusion
k∑
j=0
¯kjFn−j ⊆
k∑
j=0
¯j∇jFn.
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Let us note that we can get only one kind of explicit interval methods of Adams type. It follows from the fact that
for these methods we have
k∑
j=1
kjFn−j =
k−1∑
j=0
j∇jFn−1.
(In explicit Adams methods all coefﬁcients j are positive!)
In each step of implicit interval methods of Adams type (of both kinds) we have to solve an interval equation of the
form Y = G(T , Y ), where
T ∈ I (t ) ⊂ I (R), Y = (Y1, Y2, . . . , YN)T ∈ I (t ) ⊂ I (RN), G : I (t ) × I (y) → I (RN),
and where I (.) denotes the space of intervals over (.). If we assume that the function G is a contracting mapping, then
the well-known ﬁxed-point theorem implies that the iteration process
Y (l+1) = G(T , Y (l)), l = 0, 1, . . . ,
is convergent for an arbitrary choice of Y (0) ∈ I (y). For the second kind of implicit interval methods of Adams type,
i.e. for (3.4), the iteration process is of the form
Y (l+1)n = Yn−1 + h¯k0F(Tn, Y (l)n ) + h
k∑
j=1
¯kjFn−j
+ hk+2¯k+1¯(Tn + [−kh, 0], Y (l)n + [−kh, 0]F(t ,y)), l = 0, 1, . . . ,
and we usually choose Y (0)n = Yn−1.
As for explicit interval methods of Adams type, for both kinds of implicit methods of Adams type we can prove the
following theorems:
Theorem 3.4. If y(0) ∈ Y0 and y(ti) ∈ Yi for i = 1, 2, . . . , k − 1, then for the exact solution y(t) of the IVP we have
y(tn) ∈ Yn for n = k, k + 1, . . . , m, where Yn = Y (tn) are obtained from (3.2) or (3.4).
Theorem 3.5. If the intervals Yn for n=0, 1, . . . , k−1 are known, ti = ih ∈ Ti, i =0, 1, . . . , m, h=/m, 0<hh0,
where
h0 <
1
Lk
, k = max
j=1,2,...,k |¯kj |,
and Yn for n = k, k + 1, . . . , m are obtained from (3.2) or (3.4), then
d(Yn)A max
q=0,1,...,k−1 d(Yq) + B maxj=1,2,...,m d(Tj ) + Ch
k+1
,
where the constants A, B and C are independent of h.
The proofs of the above theorems one can ﬁnd in [7].
4. Explicit interval methods of Nyström type
As is well-known, in order to construct the Nyström methods we start from the fact that for t ∈ [tn−2, tn] the equation
y′ = f (t, y) is equivalent to the equation
y(tn) = y(tn−2) +
∫ tn
tn−2
f (x, y(x)) dx. (4.1)
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Replacing f (x, y(x)) with W(x)+ r(x), where W(x) is the interpolation polynomial of degree k−1 and r(x) denotes
the interpolation error, and then integrating the equation obtained, ﬁnally from (4.1) we get
y(tn) = y(tn−2) + h
k−1∑
j=0
j∇j f (tn−1) + hk+1[∗ky(k+1)(	∗n) + ∗∗k y(k+1)(	∗∗n )], (4.2)
where
	∗n, 	∗∗n ∈ (t0, tn), 0 = 2, j =
1
j !
∫ 1
−1
t (t + 1) · · · (t + j − 1) dt, j = 1, 2, . . . , k − 1,
∗k =
1
k!
∫ 0
−1
t (t + 1) · · · (t + k − 1) dt, ∗∗k =
1
k!
∫ 1
0
t (t + 1) · · · (t + k − 1) dt .
The coefﬁcients ∗k and ∗∗k are very important in the interval methods considered.
The explicit interval methods of Nyström type we deﬁne as follows:
Yn = Yn−2 + h
k−1∑
j=0
j∇jFn−1 + hk+1(∗kk + ∗∗k k), n = k, k + 1, . . . , m, (4.3)
where k = (Tn−1 + [−(k − 1)h, h], Yn−1 + [−(k − 1)h, h]F(t ,y)), and where (T , Y ) denotes the interval
extension of (t, y) = y(k+1)(t). Let us note that we cannot write (∗k + ∗∗k )k instead of ∗kk + ∗∗k k, because in
general |∗k + ∗∗k | may be different from |∗k | + |∗∗k |.
As previously for interval methods of Adams type, for explicit interval methods of Nyström type we can prove that
the exact solution of the IVP belongs to the intervals obtained with these methods. We have
Theorem 4.1. If y(0) ∈ Y0 and y(ti) ∈ Yi for i = 1, 2, . . . , k − 1, then for the exact solution y(t) of the IVP we have
y(tn) ∈ Yn for n = k, k + 1, . . . , m, where Yn = Y (tn) are obtained from (4.3).
We can also prove the following
Theorem 4.2. If the intervals Yn are known for n = 0, 1, . . . , k − 1, ti = ih ∈ Ti for i = 0, 1, . . . , m, h = /m, and
the intervals Yn for n = k, k + 1, . . . , m are obtained from (4.3), then
d(Yn)A max
q=0,1,...,k−1 d(Yq) + B maxj=1,2,...,m−1 d(Tj ) + Ch
k
, (4.4)
where the constants A, B and C are independent of h.
The proofs of these theorems are presented in [15].
5. Implicit interval methods of Milne–Simpson type
As in the case of Adams–Moulton methods, we can start from the exact relation containing either backward differ-
ences, i.e.
y(tn) = y(tn−2) + h
k∑
j=0
¯j∇j f (tn) + hk+2(¯∗k+1y(k+2)(
∗n) + ¯∗∗k+1y(k+2)(
∗∗n )), (5.1)
or only the values of the function, i.e.
y(tn) = y(tn−2) + h
k∑
j=0
¯kj f (tn−j ) + hk+2(¯∗k+1y(k+2)(
∗n) + ¯∗∗k+1y(k+2)(
∗∗n )), (5.2)
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where 
∗n and 
∗∗n are some points in (t0, tn),
¯0 = 2, ¯j = 1
j !
∫ 0
−2
t (t + 1) · · · (t + j − 1) dt, j = 1, 2, . . . , k,
¯∗k+1 =
1
(k + 1)!
∫ −1
−2
t (t + 1) · · · (t + k) dt, ¯∗∗k =
1
(k + 1)!
∫ 0
−1
t (t + 1) · · · (t + k) dt ,
¯kj = (−1)j
k∑
l=j
(
l
j
)
¯l , j = 0, 1, . . . , k.
Using (5.1) we get the following implicit interval methods:
Yn = Yn−2 + h
k∑
j=0
¯j∇jFn + hk+2(¯∗k+1¯k + ¯∗∗k+1¯k), n = k, k + 1, . . . , m, (5.3)
where ¯k =¯(Tn+[−kh, 0], Yn+[−kh, 0]F(t ,y)), and where ¯(T , Y ) denotes the interval extension of ¯(t, y)=
y(k+2)(t).
The second kind of interval methods of Milne–Simpson type, based on (5.2), are as follows:
Yn = Yn−2 + h
k∑
j=0
¯kjFn−j + hk+2(¯∗k+1¯k + ¯∗∗k+1¯k), n = k, k + 1, . . . , m. (5.4)
In particular, for a given k from (5.3) we get the following methods of the ﬁrst kind:
• k = 1
Yn = Yn−2 + 2h(Fn − Fn + Fn−1) + h
3
12
(5¯1 − ¯1),
where ¯1 = ¯(Tn + [−h, 0], Yn + [−h, 0]F(t ,y)),
• k = 2
Yn = Yn−2 + h3 (7Fn − 6Fn + 6Fn−1 − 2Fn−1 + Fn−2) +
h4
24
(¯2 − ¯2),
where ¯2 = ¯(Tn + [−2h, 0], Yn + [−2h, 0]F(t ,y)),
• k = 3 (in the conventional case we have the same method as for k = 2)
Yn = Yn−2 + h3 (7Fn − 6Fn + 6Fn−1 − 2Fn−1 + Fn−2) +
h5
720
(11¯3 − 19¯3),
where ¯3 = ¯(Tn + [−3h, 0], Yn + [−3h, 0]F(t ,y)).
Below there are examples of the methods of the second kind (obtained from (5.4)).
• k = 1
Yn = Yn−2 + 2hFn−1 + h
3
12
(5¯1 − ¯1),
• k = 2
Yn = Yn−2 + h3 (Fn + 4Fn−1 + Fn−2) +
h4
24
(¯2 − ¯2),
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• k = 3
Yn = Yn−2 + h3 (Fn + 4Fn−1 + Fn−2) +
h5
720
(11¯3 − 19¯3),
As in the case of implicit interval methods of Adams–Moulton type, the second kind of the methods considered
gives interval solutions with smaller diameters in comparison with the ﬁrst kind of methods based on backward interval
differences.
In each step of these methods (of both kinds) we have to solve a nonlinear interval equation. An iteration process
follows immediately from the well-known ﬁxed-point theorem. For the second kind of the methods this process is
as follows:
Y (l+1)n = Yn−2 + h¯k0F(Tn, Y (l)n ) + h
k∑
j=1
¯kjFn−j + hk+2(¯∗k+1¯(l) + ¯∗∗k+1¯(l)), l = 0, 1, . . . ,
where ¯(l) = ¯(Tn + [−kh, 0], Y (l)n + [−kh, 0]F(t ,y)), and we can choose Y (0)n = Yn−1.
As previously, we can prove that the exact solution of the IVP belongs to the intervals obtained. We have
Theorem 5.1. If y(0) ∈ Y0 and y(ti) ∈ Yi for i = 1, 2, . . . , k − 1, then for the exact solution y(t) of the IVP we have
y(tn) ∈ Yn for n = k, k + 1, . . . , m, where Yn = Y (tn) are obtained from (5.3) or (5.4).
Moreover, we can estimate the widths of intervals obtained.
Theorem 5.2. If the intervals Yn for n=0, 1, . . . , k−1 are known, ti = ih ∈ Ti, i =0, 1, . . . , m, h=/m, 0<hh0,
where
h0 <
1
Lk
, k = max
j=0,1,...,k |¯kj |,
and Yn for n = k, k + 1, . . . , m are obtained from (5.3) or (5.4), then
d(Yn)A max
q=0,1,...,k−1 d(Yq) + B maxj=1,2...,m d(Tj ) + Ch
k+1
,
where the constants A, B and C are independent of h.
The proofs of the above theorems are similar to the proofs of Theorems 4.1 and 4.2.
6. Conclusions
Themain conclusion (concerningnot only themultistep intervalmethods, but also the intervalmethodsofRunge–Kutta
type [4,13,16,17,22]) is as follows:
• Interval methods for solving the IVP in ﬂoating-point interval arithmetic give solutions in the form of intervals
which contain all possible numerical errors, i.e. representation errors, rounding errors, and errors of methods.
Other conclusions concerning the multistep interval methods presented are as follows:
• For the same number of steps explicit interval methods of Nyström type are somewhat better than the methods of
Adams–Bashforth type.
• For the same number of steps implicit interval methods of Milne–Simpson type give somewhat better results than
the methods of Adams–Moulton type.
• The implicit interval methods based on backward interval differences give somewhat worse results than the methods
based only on the combinations of interval function values at different points.
• The application of an explicit interval multistep method as the predictor for an implicit one signiﬁcantly reduces the
number of iterations involved.
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• For each particular problem one should choose the appropriate step size and the number of method steps to obtain
the interval solution with the smallest width (for a given step size there exists the optimal number of method steps,
and for a given number of method steps there exists the best step size).
For all interval multistep methods presented we have performed a number of numerical tests concerning one- and
multidimensional problems. Because of a limitation of the number of pages for this paper we omit a presentation of
many interesting numerical results.
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