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13 Algebraic geometry of crossed products
Igor Nikolaev ∗
Abstract
For projective variety X we introduce a C∗-algebra AX defined as
the norm-closure of representation of the twisted homogeneous coor-
dinate ring of X by the linear operators on a Hilbert space H. Our
main result says that points of X are bijective with the irreducible
representations of crossed product of AX by certain automorphism
of AX ; the proof is based on the Takai duality for crossed products.
We illustrate the theorem by an example of AX being the so-called
noncommutative torus with real multiplication.
Key words: twisted homogeneous coordinate ring, crossed product,
Takai duality
MSC: 14A22 (noncommutative algebraic geometry); 46L85 (non-
commutative topology)
1 Introduction
Since polynomial rings are commutative, it is usual to think, that algebraic
geometry must be based on the commutative algebra. Yet in 1950’s Serre
[Serre 1955] [11] noticed, that some truly non-commutative rings B’s can
satisfy an analog of fundamental duality between polynomial rings and vari-
eties:
Coh (X) ∼= Mod (B) / Tors, (1)
where X is a projective variety, Coh (X) a category of the quasi-coherent
sheaves on X and Mod (B) a category of the quotient graded modules over
∗Partially supported by NSERC.
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B factored by a torsion Tors, see ([Stafford & van den Bergh 2001] [14], pp.
172-173) for the details. The non-commutative ring B satisfying (1) is called
twisted homogeneous coordinate ring of X ; an exact definition will be given
in Section 2. To convey the basic idea, consider an example from functional
analysis.
If X is a Hausdorff space and C(X) the commutative algebra of functions
fromX to C, then topology ofX is determined by algebra C(X) (the Gelfand
Duality); in terms of K-theory this can be written as Ktop0 (X) ∼= K
alg
0 (C(X)).
Taking the two-by-two matrices with entries in C(X), one gets an algebra
C(X)⊗M2(C); in view of stability of the algebraic K-theory under the tensor
products (e.g. [Blackadar 1986] [3], §5), it holds Ktop0 (X)
∼= K
alg
0 (C(X))
∼=
Kalg0 (C(X)⊗M2(C)). In other words, the topology of X is defined by algebra
C(X) ⊗ M2(C), which is no longer a commutative algebra. In algebraic
geometry, one replaces X by a projective variety, C(X) by its coordinate
ring, C(X) ⊗M2(C) by a twisted coordinate ring of X and K
top(X) by a
category of the quasi-coherent sheaves on X . The simplest concrete example
of B is as follows.
Example 1 ([Stafford & van den Bergh 2001] [14], p. 173) Let k be
a field and U∞(k) the algebra of polynomials over k in two non-commuting
variables x1 and x2, and a quadratic relation x1x2−x2x1−x
2
1 = 0; let P
1(k) be
the projective line over k. Then B = U∞(k) and X = P
1(k) satisfy equation
(1). Notice, that B is far from being a commutative ring.
In general, there exists a canonical non-commutative ring B, attached to the
projective variety X and an automorphism α : X → X ; we refer the reader
to [Stafford & van den Bergh 2001] [14], pp. 180-182. To give an idea, let
X = Spec (R) for a commutative graded ring R. One considers the ring
B := R[t, t−1;α] of skew Laurent polynomials defined by the commutation
relation
bαt = tb, (2)
for all b ∈ R, where bα ∈ R is the image of b under automorphism α; then B
satisfies equation (1), see lemmas 2 and 3. The ring B is non-commutative,
unless α is a trivial automorphism of X .
Example 2 The ring B = U∞(k) in Example 1 corresponds to the automor-
phism α(u) = u+ 1 of the projective line P1(k). Indeed, u = x2x
−1
1 = x
−1
1 x2
and, therefore, α maps x2 to x1 + x2; if one substitutes in (2) t = x1, b = x2
2
and bα = x1 + x2, then one gets the defining relation x1x2 − x2x1 − x
2
1 = 0
for the algebra U∞(k).
In what follows, we consider infinite-dimensional representations of B by
bounded linear operators on a Hilbert space H. The idea goes back to
Sklyanin, who asked about such representations for the twisted homoge-
neous coordinate ring of an elliptic curve (the so-called Sklyanin algebra),
see [Sklyanin 1982] [13], Section 3, remark in brackets to the last paragraph.
Let H be a Hilbert space and B(H) the algebra of all bounded linear
operators on H. For a ring of skew Laurent polynomials R[t, t−1;α] described
by formula (2), we shall consider a homomorphism
ρ : R[t, t−1;α] −→ B(H). (3)
Recall that algebra B(H) is endowed with a ∗-involution; the involution
comes from the scalar product on the Hilbert space H.
Definition 1 We shall call representation (3) ∗-coherent if:
(i) ρ(t) and ρ(t−1) are unitary operators, such that ρ∗(t) = ρ(t−1);
(ii) for all b ∈ R it holds (ρ∗(b))α(ρ) = ρ∗(bα), where α(ρ) is an automor-
phism of ρ(R) induced by α.
Example 3 The ring U∞(k) in examples 1 and 2 has no ∗-coherent repre-
sentations. Indeed, involution acts on the generators of U∞(k) by formula
x∗1 = x2; the latter does not preserve the defining relation x1x2−x2x1−x
2
1 = 0.
Whenever B = R[t, t−1;α] admits a ∗-coherent representation, ρ(B) is a ∗-
algebra; the norm-closure of ρ(B) yields a C∗-algebra, see e.g. [Arveson 1976]
[2] for an introduction. We shall refer to such as the Serre C∗-algebra; it will
be denoted by AX . In this case α induces the Frobenius map, see remark 3.
Example 4 For X = E(C) a non-singular elliptic curve over the complex
numbers, ring B = R[t, t−1;α] is the Sklyanin algebra [Sklyanin 1982] [13].
There exists a ∗-coherent representation of B (proof omitted); the resulting
Serre C∗-algebra AX ∼= Aθ, where Aθ is the so-called noncommutative torus,
see [Rieffel 1981] [9] and [Rieffel 1990] [10] for the definition.
Recall that if B is commutative, then X ∼= Spec (B), where Spec (B) is
the set of all prime ideals of B. An objective of our paper is to find a similar
formula (if any) for the Serre C∗-algebra AX .
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To get the formula, consider continuous homomorphism α : G→ Aut (A),
where G is a locally compact group, A is a C∗-algebra and Aut (A) its group
of automorphisms. The triple (A, G, α) defines a C∗-algebra called crossed
product and denoted by A ⋊α G; we refer the reader to [Williams 2007] [16],
pp 47-54 for the details.
Let G = Z and let Zˆ ∼= S1 be its Pontryagin dual. We shall write Irred
for the set of all irreducible representations of given C∗-algebra. Our main
result can be stated as follows.
Theorem 1 For each Serre C∗-algebra AX one can find αˆ ∈ Aut (AX),
such that:
X ∼= Irred (AX ⋊αˆ Zˆ). (4)
Notice, that AX is a simple C
∗-algebra and, therefore, Spec (AX) is triv-
ial. Thus formula (4) can be viewed as an extension of isomorphism X ∼=
Spec (B) to the non-commutative rings B.
The article is organized as follows. The preliminary facts are reviewed in
Section 2. Theorem 1 is proved in Section 3. We consider an application of
theorem 1 in Section 4.
2 Twisted homogeneous coordinate rings
Let X be a projective scheme over a field k, and let L be the invertible sheaf
OX(1) of linear forms on X . Recall, that the homogeneous coordinate ring
of X is a graded k-algebra, which is isomorphic to the algebra
B(X,L) =
⊕
n≥0
H0(X, L⊗n). (5)
Denote by Coh the category of quasi-coherent sheaves on a scheme X and by
Mod the category of graded left modules over a graded ring B. IfM = ⊕Mn
and Mn = 0 for n >> 0, then the graded module M is called right bounded.
The direct limitM = limMα is called a torsion, if eachMα is a right bounded
graded module. Denote by Tors the full subcategory of Mod of the torsion
modules. The following result is basic about the graded ring B = B(X,L).
Lemma 1 ([Serre 1955] [11]) Mod (B) / Tors ∼= Coh (X).
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Let α be an automorphism of X . The pullback of sheaf L along α will
be denoted by Lα, i.e. Lα(U) := L(αU) for every U ⊂ X . We shall set
B(X,L, α) =
⊕
n≥0
H0(X, L ⊗ Lα ⊗ . . .⊗ Lα
n−1
). (6)
The multiplication of sections is defined by the rule
ab = a⊗ bα
m
, (7)
whenever a ∈ Bm and b ∈ Bn.
Given a pair (X,α) consisting of a Noetherian scheme X and an auto-
morphism α of X , an invertible sheaf L on X is called α-ample, if for every
coherent sheaf F onX , the cohomology groupHq(X, L⊗Lα⊗. . .⊗Lα
n−1
⊗F)
vanishes for q > 0 and n >> 0. Notice, that if α is trivial, this definition is
equivalent to the usual definition of ample invertible sheaf [Serre 1955] [11].
A non-commutative generalization of the Serre theorem is as follows.
Lemma 2 ([Artin & van den Bergh 1990] [1]) Let α : X → X be
an automorphism of a projective scheme X over k and let L be a α-ample
invertible sheaf on X. If B(X,L, α) is the ring (6), then
Mod (B(X,L, α)) / Tors ∼= Coh (X). (8)
Remark 1 The question which invertible sheaves are α-ample is fairly sub-
tle, and there are no characterization of the automorphisms α for which such
an invertible sheaf exists. However, in many important special cases this
problem is solvable, see [Artin & van den Bergh 1990] [1], Corollary 1.6.
3 Proof of theorem 1
We shall split the proof in a series of lemmas, starting with the following
Lemma 3 B(X,L, α) ∼= R[t, t−1;α], where X = Spec (R).
Proof. Let us write the twisted homogeneous coordinate ring B(X,L, α) of
projective variety X in the following form:
B(X,L, α) =
⊕
n≥0
H0(X,Bn), (9)
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where Bn = L⊗L
α⊗ . . .⊗Lα
n−1
and H0(X,Bn) is the zero sheaf cohomology
ofX , i.e. the space of sections Γ(X,Bn); compare with formula (3.5) of [Artin
& van den Bergh 1990] [1].
If one denotes by O the structure sheaf of X , then
Bn = Ot
n (10)
can be interpreted as a free left O-module of rank one with basis {tn} [Artin
& van den Bergh 1990] [1], p. 252.
Recall, that spaces Bi = H
0(X,Bi) have been endowed with the mul-
tiplication rule (7) between the sections a ∈ Bm and b ∈ Bn; such a rule
translates into the formula:
atmbtn = abα
m
tm+n. (11)
One can eliminate a and tn in the both sides of (11); this operation gives
us the following equation:
tmb = bα
m
tm. (12)
First notice, that our ring B(X,L, α) contains a commutative subring R,
such that Spec (R) = X . Indeed, let m = 0 in formula (12); then b = bId
and, thus, α = Id. We conclude therefore, that R = B0 is a commutative
subring of B(X,L, α), and Spec (R) = X .
Let us show that equations (2) and (12) are equivalent. First, let us show
that (2) implies (12). Indeed, equation (2) can be written as bα = tbt−1.
Then: 

bα
2
= tbαt−1 = t2bt−2,
bα
3
= tbα
2
t−1 = t3bt−3,
...
bα
m
= tbα
m−1
t−1 = tmbt−m.
(13)
The last line of (13) is equivalent to equation (12). The converse is evident;
one sets m = 1 in (12) and obtains equation (2). Thus, (2) and (12) are
equivalent equations.
It is easy now to establish an isomorphism B(X,L, α) ∼= R[t, t−1;α]. For
that, take b ∈ R ⊂ B(X,L, α); then B(X,L, α) coincides with the ring of the
skew Laurent polynomials R[t, t−1;α], since the commutation relation (2) is
equivalent to equation (12). Lemma 3 follows. 
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Lemma 4 AX ∼= C(X)⋊αZ, where C(X) is the C
∗-algebra of all continuous
complex-valued functions on X and α is a ∗-coherent automorphism of X.
Proof. By definition of the Serre algebra AX , the ring of skew Laurent
polynomials R[t, t−1;α] is dense in AX ; roughly speaking, one has to show
that this property defines a crossed product structure on AX . We shall
proceed in the following steps.
(i) Recall, that R[t, t−1;α] consists of the formal sums
∑
k∈Z
bkt
k, bk ∈ R, (14)
subject to the commutation relation
bαk t = tbk. (15)
Thanks to a ∗-coherent representation, there is also an involution onR[t, t−1;α],
subject to the following rules:
{
(i) t∗ = t−1,
(ii) (b∗k)
α = (bαk )
∗.
(16)
(ii) Following ([Williams 2007] [16], p.47), we shall consider the set Cc(Z, R)
of continuous functions from Z to R having a compact support; then the for-
mal sums (14) can be viewed as elements of Cc(Z, R) via the identification
k 7−→ bk. (17)
It can be verified, that multiplication operation of the formal sums (14)
translates into a convolution product of functions f, g ∈ Cc(Z, R) given by
the formula:
(fg)(k) =
∑
l∈Z
f(l)tlg(k − l)t−l, (18)
while involution (16) translates into an involution on Cc(Z, R) given by the
formula:
f ∗(k) = tkf ∗(−k)t−k. (19)
The multiplication given by convolution product (18) and involution (19)
turn Cc(Z, R) into a ∗-algebra, which is isomorphic to the algebra R[t, t
−1;α].
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(iii) There exists the standard construction of a norm on Cc(Z, R); we
omit it here referring the reader to [Williams 2007] [16], Section 2.3. The
completion of Cc(Z, R) in that norm defines a crossed product C
∗-algebra
R ⋊α Z [Williams 2007] [16], Lemma 2.27.
(iv) Since R is a commutative C∗-algebra and X = Spec (R), one con-
cludes that R ∼= C(X). Thus, one obtains AX = C(X) ⋊α Z.
Lemma 4 follows. 
Remark 2 It is easy to prove, that (15) and (16i) imply (16ii); in other
words, if involution does not commute with automorphism α, representation
ρ cannot be unitary, i.e. ρ∗(t) 6= ρ(t−1).
Lemma 5 There exists αˆ ∈ Aut (AX), such that:
X ∼= Irred (AX ⋊αˆ Zˆ). (20)
Proof. Formula (20) is an implication of the Takai duality for the crossed
products, see e.g. [Williams 2007] [16], Section 7.1; let us briefly review this
construction.
Let (A,G, α) be a C∗-dynamical system with G locally compact abelian
group; let Gˆ be the dual of G. For each γ ∈ Gˆ, one can define a map
aˆγ : Cc(G,A)→ Cc(G,A) given by the formula:
aˆγ(f)(s) = γ¯(s)f(s), ∀s ∈ G. (21)
In fact, aˆγ is a ∗-homomorphism, since it respects the convolution product
and involution on Cc(G,A) [Williams 2007] [16]. Because the crossed product
A ⋊α G is the closure of Cc(G,A), one gets an extension of aˆγ to an element
of Aut (A ⋊α G) and, therefore, a homomorphism:
αˆ : Gˆ→ Aut (A ⋊α G). (22)
The Takai duality asserts, that:
(A ⋊α G) ⋊αˆ Gˆ ∼= A⊗K(L
2(G)), (23)
where K(L2(G)) is the algebra of compact operators on the Hilbert space
L2(G).
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Let us substitute A = C0(X) and G = Z in (23); one gets the following
isomorphism:
(C0(X) ⋊α Z) ⋊αˆ Zˆ ∼= C0(X)⊗K(L
2(Z)). (24)
Lemma 4 asserts that C0(X) ⋊α Z ∼= AX ; therefore one arrives at the
following isomorphism:
AX ⋊αˆ Zˆ ∼= C0(X)⊗K(L
2(Z)). (25)
Consider the set of all irreducible representations of the C∗-algebras in
(25); then one gets the following equality of representations:
Irred (AX ⋊αˆ Zˆ) = Irred (C0(X)⊗K(L
2(Z))). (26)
Let π be a representation of the tensor product C0(X)⊗K(L
2(Z)) on the
Hilbert space H ⊗ L2(Z); then π = ϕ ⊗ ψ, where ϕ : C0(X) → B(H) and
ψ : K → B(L2(Z)). It is known, that the only irreducible representation of
the algebra of compact operators is the identity representation. Thus, one
gets:
Irred (C0(X)⊗K(L
2(Z))) = Irred (C0(X))⊗ {pt} = (27)
= Irred(C0(X)).
Further, the C∗-algebra C0(X) is commutative, hence the following equa-
tions are true:
Irred (C0(X)) = Spec (C0(X)) = X. (28)
Thus, putting together (26) – (28), one obtains:
Irred (AX ⋊αˆ Zˆ) ∼= X. (29)
The conclusion of lemma 5 follows from (29). 
Theorem 1 follows from lemma 5. 
4 Example
Let 0 < θ < 1 be an irrational number. By a noncommutative torus Aθ
one understands the universal C∗-algebra generated by unitaries u and v
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satisfying the commutation relation vu = e2piiθuv; we refer the reader to
[Rieffel 1981] [9] and [Rieffel 1990] [10] for the details and basic properties of
this algebra. The K-theory of Aθ is Bott periodic with K0(Aθ) = K1(Aθ) ∼=
Z2; the range of trace on projections of Aθ ⊗K is a subset Λ = Z+ Zθ of the
real line, which is called a pseudo-lattice [Manin 2004] [8].
The torus Aθ is said to have real multiplication, if θ is a quadratic irra-
tionality; in this case the endomorphism ring of pseudo-lattice Λ is bigger
than Z – hence the name [Manin 2004] [8]. The noncommutative tori with
real multiplication will be denoted by ARM .
For ARM we let (a1, a2, . . . , an) be the minimal period of continued frac-
tion of θ; such a period always exists and finite, because θ is a quadratic
irrationality. Consider matrix
A :=
(
a1 1
1 0
)(
a2 1
1 0
)
. . .
(
an 1
1 0
)
; (30)
the matrix is an invariant of torus ARM .
In present section we shall test theorem 1 for AX = ARM ; notice that
ARM is the Serre C
∗-algebra, see example 4. It will develop, that in this case
X is isomorphic to elliptic curve over the field of algebraic numbers. Namely,
we have the following result.
Example 5 Irred (ARM ⋊αˆ Zˆ) ∼= E(K), where E(K) is a non-singular
elliptic curve defined over a finite extension K of the field of rational numbers
Q.
Proof. We shall view the crossed product ARM⋊αˆ Zˆ as a C
∗-dynamical system
(ARM , Zˆ, αˆ). Recall that the irreducible representations of C
∗-dynamical
system (ARM , Zˆ, αˆ) are in the one-to-one correspondence with the minimal
sets of the dynamical system (i.e. closed αˆ-invariant sub-C∗-algebras of ARM
not containing a smaller object with the same property).
To calculate the minimal sets of (ARM , Zˆ, αˆ), let θ be quadratic irrational-
ity such that ARM ∼= Aθ. It is known that every non-trivial sub-C
∗-algebra
of Aθ has the form Anθ for some positive integer n, see [Rieffel 1981] [9], p.
419. It is easy to deduce that the maximal proper sub-C∗-algebra of Aθ has
the form Apθ, where p is a prime number. (Indeed, each composite n = n1n2
cannot be maximal since An1n2θ ⊂ An1θ ⊂ Aθ or An1n2θ ⊂ An2θ ⊂ Aθ, where
all inclusions are strict.)
We claim that (Apθ, Zˆ, αˆ
pi(p)) is the minimal C∗-dynamical system, where
π(p) is certain power of the automorphism αˆ. Indeed, the automorphism αˆ
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of Aθ corresponds to multiplication by the fundamental unit, ε, of pseudo-
lattice Λ = Z+ θZ. It is known that certain power, π(p), of ε coincides with
the fundamental unit of pseudo-lattice Z+(pθ)Z, see e.g. [Hasse 1950] [7], p.
298. Thus one gets the minimal C∗-dynamical system (Apθ, Zˆ, αˆ
pi(p)), which is
defined on the sub-C∗-algebra Apθ of Aθ. Therefore we have an isomorphism
Irred (ARM ⋊αˆ Zˆ) ∼=
⋃
p∈P
Irred (Apθ ⋊αˆpi(p) Zˆ), (31)
where P is the set of all (but a finite number) of primes.
To simplify the RHS of (31), let us introduce some notation. Recall that
matrix form of the fundamental unit ε of pseudo-lattice Λ coincides with the
matrix A, see above. For each prime p ∈ P consider the matrix
Lp =
(
tr (Api(p))− p p
tr (Api(p))− p− 1 p
)
, (32)
where tr is the trace of matrix. Let us show, that
Apθ ⋊αˆpi(p) Zˆ
∼= Aθ ⋊Lp Zˆ, (33)
where Lp is an endomorphism of Aθ (of degree p) induced by matrix Lp.
Indeed, because deg (Lp) = p the endomorphism Lp maps pseudo-lattice
Λ = Z + θZ to a sub-lattice of index p; any such can be written in the form
Λp = Z+(pθ)Z, see e.g. [Borevich & Shafarevich 1966] [4], p.131. Notice that
pseudo-lattice Λp corresponds to the sub-C
∗-algebra Apθ of algebra Aθ. and
Lp induces a shift automorphism of Apθ, see e.g. [Cuntz 1977] [6] beginning
of Section 2.1 for terminology and details of this construction. It is not
hard to see, that the shift automorphism coincides with αˆpi(p). Indeed, it
is verified directly that tr (αˆpi(p)) = tr (Api(p)) = tr (Lp); thus one gets a
bijection between powers of αˆpi(p) and such of Lp. But αˆ
pi(p) corresponds to
the fundamental unit of pseudo-lattice Λp; therefore the shift automorphism
induced by Lp must coincide with αˆ
pi(p). The isomorphism (33) is proved.
Therefore (31) can be simplified to the form
Irred (ARM ⋊αˆ Zˆ) ∼=
⋃
p∈P
Irred (ARM ⋊Lp Zˆ). (34)
To calculate irreducible representations of the crossed product C∗-algebra
ARM ⋊Lp Zˆ at the RHS of (34), recall that such are in a one-to-one correspon-
dence with the set of invariant measures on a subshift of finite type given by
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the positive integer matrix (32), see [Bowen & Franks 1977] [5] and [Cuntz
1977] [6]; the measures make an abelian group under the addition operation.
Such a group is isomorphic to Z2 / (I−Lp)Z
2, where I is the identity matrix,
see [Bowen & Franks 1977] [5], Theorem 2.2.
Therefore (34) can be written in the form
Irred (ARM ⋊αˆ Zˆ) ∼=
⋃
p∈P
Z2
(I − Lp)Z2
. (35)
Let E(K) be a non-singular elliptic curve defined over the algebraic num-
ber field K; let E(Fp) be the reduction of E(K) modulo prime ideal over a
“good” prime number p. Recall that |E(Fp)| = det (I − Frp), where Frp is
an integer two-by-two matrix corresponding to the action of Frobenius en-
domorphism on the ℓ-adic cohomology of E(K), see e.g. [Tate 1974] [15], p.
187.
Since |Z2/(I − Lp)Z
2| = det (I − Lp), one can identify Frp and Lp and,
therefore, one obtains an isomorphism E(Fp) ∼= Z
2/(I−Lp)Z
2. Thus (35) can
be written in the form
Irred (ARM ⋊αˆ Zˆ) ∼=
⋃
p∈P
E(Fp). (36)
Finally, consider an arithmetic scheme, X , corresponding to E(K); the
latter fibers over Z, see [Silverman 1994] [12], Example 4.2.2 for the details.
It can be immediately seen, that the RHS of (36) coincides with the scheme
X , where the regular fiber over p corresponds to E(Fp) ibid. The argument
finishes the proof of claim of example 5. 
Remark 3 Notice that Frobenius endomorphism Frp = Lp is induced by
map α, since α defines αˆ (i.e. matrix A) and the latter is linked to Lp via
formula (32).
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