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Première partie
Contexte d’étude
1

CHAPITRE 1. INTRODUCTION
Chapitre 1
Introduction
« Exige beaucoup de toi-même et
attends peu des autres. Ainsi
beaucoup d’ennuis te seront
épargnés car seul l’imprévu est
certain. »
Confucius
L’Internet des objets, appelé Internet of Things (IoT) en anglais, est un marché des Télécom-
munications en pleine expansion depuis quelques années ; on comptabilise aujourd’hui huit mil-
liards d’objets déployés dans le monde [1]. Ce nombre devrait poursuivre sa croissance durant les
prochaines années pour atteindre 20 milliards d’ici 2020 [1]. L’IoT, perçu par de nombreux obser-
vateurs comme le futur Eldorado des systèmes de télécommunications et l’IoT est aussi au cœur
des discussions des groupes de standardisation pour les réseaux mobiles de cinquième généra-
tion (5G). Selon l’Union Internationale des Télécommunications [2], l’Internet des objets est une
infrastructure mondiale qui permet de disposer de services évolués en interconnectant des objets
virtuels ou physiques par l’intermédiaire de solutions de connectivité. De nombreuses start-up et
grandes entreprises travaillent activement sur l’IoT et la recherche et le développement portent
sur de plusieurs axes, allant des composants électroniques jusqu’au traitement desmégadonnées.
Dans cette thèse, nous nous intéresserons aux solutions de connectivité entre les objets et le point
d’accès internet.
Avant de se plonger dans les différents systèmes de communication et leurs caractéristiques
techniques, décrivons les applications envisagées pour l’IoT. Cette liste ne peut cependant pas
être exhaustive tant ce domaine est en expansion. À ce jour pour servir les applications de l’IoT,
il existe deux grandes familles de solutions de connectivité : des solutions du type LAN (Ethernet,
Wi-Fi, Bluetooth, RFID) ou WAN. À titre d’exemple, les objets de domotique (gestion intelligente
d’unemaison) et de gestion de l’électroménager [4] utilisentmajoritairement des solutions LAN. A
contrario, des applications pour le suivi de flotte de camions privilégient une solutionWAN. Ainsi,
nous observons la variété du contexte de déploiement des objets. Les solutions de connectivité
LAN sont arrivées à maturité. À l’opposé, aucun consensus ne s’est établi sur le choix d’une solu-
tion WAN, il existe toujours un réel dynamisme dans ce domaine. Cette thèse se déroule dans un
contexte cellulaire WAN.
Les opérateurs proposent d’ores et déjà des services IoT à leurs clients. Le service d’Orange,
par exemple, repose sur deux solutions de connectivité [6] : la première est la technologie LoRa
et la seconde, le Long Term Evolution Machine (LTE-M), un dérivé du Long Term Evolution Ad-
vanced (LTE-A). La première solution est préférée pour des objets ayant besoin d’une très basse
consommation énergétique et un très faible débit tandis que la solution LTE-M est retenue pour
des objets dont les besoins en transmission sont plus volumineux. Une solution de connectivité
unique ne semble pas suffisante pour couvrir tout le marché IoT.
Cette dernière assertion fait écho au livre blanc sur la 5G de l’alliance pour la prochaine géné-
ration de réseaux mobiles (Next GenerationMobile Networks Alliance) [7]. Ce livre présente à très
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haut niveau les besoins des applications du futur auxquels les prochains systèmes de communi-
cation devront répondre. Pour l’IoT, deux catégories d’objets émergent : la première est nommée
massive Machine Type Communications (mMTC), elle regroupe les objets à bas coût, grande por-
tée et à faible consommation énergétique. La seconde, nommée Ultra Reliable Low Latency Com-
munications (URLLC), se compose d’objets à haut débit dont les caractéristiques sont proches des
terminaux humains. Voici quelques exemples illustratifs : dans la famille mMTC nous avons no-
tamment les vêtements connectés (capteurs de température et cardiaques), les capteurs de gaz,
d’eau, d’électricité qui pourraient équiper nos futures habitations ; dans la famille URLLC, nous
trouvons des applications comme la conduite autonome de véhicules ou l’automatisation de l’in-
dustrie. La figure 1.1 ci-dessous représente les caractéristiques de haut niveau des familles mMTC
et URLLC suivant la latence de transmission, le débit des objets, la couverture des cellules radio,
la complexité des terminaux, la batterie requise des terminaux, le nombre de connexions sous
une cellule et la mobilité des objets. Nous constatons par la figure 1.1 une hétérogénéité des be-
mMTC
latence
mobilite´
connexions
batterie complexite´
couverture
de´bit
URLLC
FIGURE 1.1 – Caractéristiques haut niveau des familles mMTC et URLLC
soins applicatifs. À ce jour, en attendant la 5G, aucune des solutions de connectivité IoT proposées
n’est optimale pour toutes les applications, d’où le choix d’Orange. Ainsi, pour résumer : la famille
mMTC représente les objets transmettant majoritairement sur la voie montante peu de données
par jour (par comparaison avec les applications à haut débit habituelles), les objets de cette fa-
mille doivent être économes en énergie, des dizaines de milliers d’objets sont attendus sous une
couverture cellulaire. Les objets de la famille URLLC ont eux beaucoup plus de données à trans-
mettre ou recevoir, la latence de transmission doit être faible, la consommation d’énergie n’est
pas problématique, peu d’objets sont présents sous une couverture cellulaire. Dans la suite nous
nous concentrerons sur les solutions de connectivité cellulaire pour les applications de la famille
mMTC.
Applications Trafic Latence tolérable Source d’énergie
Structure de santé 1 message/10 mn/objet
30 mn (par défaut), 10 s
(alarme)
Batterie
Gestion des dé-
chets
1 message/heure/objet 30 mn
Batterie ou col-
lecte d’énergie
Gestion des em-
bouteillages
1 message/10 mn/objet 5 mn
Batterie ou col-
lecte d’énergie
Gestion parking A la demande 1 mn
Collecte d’éner-
gie
TABLEAU 1.1 – Besoins des applications IoT du projet "Padova Smart City"
Les besoins de haut niveau des applications IoT ont été identifiés, mais il n’existe malheu-
reusement pas de clarification officielle des besoins de "bas niveau", autrement dit, des valeurs
numériques sur la latence et le nombre de messages à transmettre par jour. Des projets et des
groupes de travail sur la standardisation des solutions de connectivité IoT ont élaboré des hypo-
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thèses. Le projet "Padova Smart City" [8] [9] mis en place dans la ville de Padoue est une preuve
de concept de l’utilité de l’IoT dans le cadre des villes intelligentes. Les objets déployés sont in-
terconnectés au réseau municipal de la ville permettant d’améliorer le quotidien des citoyens et
une meilleure gestion de la ville. Le tableau 1.1 résume les besoins associés à chaque type d’ap-
plication. Les groupes de standardisation du Third Generation Partnership (3GPP) ont considéré
les objectifs de performance détaillés par le tableau 1.2 [10] lors de leurs travaux sur les nouvelles
interfaces radio pour l’IoT. Ainsi, de nouvelles solutions de connectivité plus adaptées aux besoins
Objectif Besoin
Couverture 164 dB (20 dB de plus que pour le GPRS)
Débit 160 bits par seconde en bord de couverture
Latence 10 secondes pour les messages de haute priorité
Capacité 60 000 objets/km2
Econome en énergie Une batterie délivrant 5 Watt-heure doit tenir au moins 10 ans
Complexité Les objets doivent être très peu complexes
TABLEAU 1.2 – Objectifs de performance de l’interface radio IoT du 3GPP
des applications IoT ont été développées ces dernières années. Nous pensons aux technologies
radio Sigfox [13], LoRa [14] et le Narrowband IoT (NB-IoT) [15] dernier-né des spécifications du
3GPP. Ces solutions seront détaillées dans le chapitre suivant.
L’IoT engendre également une grande effervescence au sein de la communauté satellite [16]
[17] [18]. Le monde du satellite, longtemps relégué au second plan du marché des Télécommuni-
cations, en attendant l’impact des mégas-constellations, voit en l’IoT l’opportunité d’occuper un
rôle significatif. Dans le cadre du marché du haut débit, les talons d’Achille du satellite sont les
débits atteignables en voiemontante et descendante par utilisateur (respectivement la voie retour
et la voie aller dans un vocabulaire satellite) et la latence de transmission du fait de l’altitude du
satellite. Actuellement, les satellites sont essentiellement utilisés pour couvrir les zones délaissées
par l’infrastructure terrestre. Du fait des besoins des applications IoT, le monde du satellite peut
occuper un rôle de premier plan sur ce marché car :
1. Une grande partie des applications IoT est tolérante à la latence de transmission.
2. De nombreuses applications IoT ont besoin d’une couverture dans les zones reculées [16].
Nous pensons aux applications de surveillance des plateformes de forage au large, des oléo-
ducs, mais aussi des capteurs utilisés par les entreprises minières et pour le suivi des flottes
de camions, bateaux, avions.
3. Les objets transmettent très peu de données par jour, les dernières prévisions estiment un
besoin allant de quelques octets à quelques kilos octets par jour [11]. Il est donc envisa-
geable d’avoir une solution de connectivité permettant de couvrir des milliers d’objets sous
unmême faisceau satellite.
4. Le prix d’un objet IoT dans sa version satellite (communiquant directement avec un satel-
lite) peut être similaire à celui d’un objet IoT en version terrestre. En effet, l’expérimentation
menée par Airbus 1 amontré qu’il était possible d’utiliser un objet ayant des caractéristiques
techniques similaires (électronique, puissance de transmission, antennes...) à celles du ter-
restre pour communiquer avec un satellite.
Ainsi, commeunepartie importante dumarché IoTpeut être prise en charge par des satellites, leur
utilisation est donc un sujet d’actualité. Les solutions envisagées afin de déployer un service IoT
par satellite sont pour l’instant : l’utilisation d’un satellite en orbite géostationnaire (la révolution
d’orbite du satellite est la même que la révolution terrestre, le satellite est toujours au-dessus du
1. En 2015, Airbus en partenariat avec Sigfox a embarqué un objet Sigfox sur SPOT-7, une station de base a été
construite sur terre pour la réception des trames envoyées par l’objet depuis l’espace.
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même point géographique), ces derniers n’effectuent pas de traitement, le spectre fréquentiel est
seulement transféré, le satellite est dit transparent. De nombreux satellites étant déjà en orbite, les
opérateurs peuvent ainsi allouer des canaux de leur bande passante totale pour offrir un service
IoT. Une autre solution possible est le déploiement d’une constellation discontinue de satellites
en orbite basse. Discontinue signifie que la couverture instantanée de la constellation ne couvre
pas toute la Terre. Pour les objets déployés sur Terre, il y a un délai entre deux couvertures par un
satellite. Ce genre de constellations se prête bien à l’IoT, car les besoins des applications en délai
de transmission sont très flexibles. Il est également moins onéreux qu’un système géostationnaire
et attire, par conséquent les nouveaux opérateurs du monde spatial.
Le nerf de la guerre des solutions de connectivité IoT terrestre ou satellite est la conception de
la voie montante. C’est en effet le lien le plus utilisé par les objets, il doit permettre des milliers de
communications simultanées. Parmi les solutions actuelles, il existe deux façons de transmettre
sur cette voie :
² Avec allocation de ressources (méthodeNB-IoT et LTE-M) : les objets effectuent tout d’abord
une demande de connexion sur un canal en accès aléatoire. Ensuite, ces derniers trans-
mettent leurs données utiles au travers des ressources attribuées par la station de base ou
le satellite. Notons qu’entre deux transmissions sur la voie montante, les objets sont sus-
ceptibles de passer en mode d’économie d’énergie et donc de perdre la connectivité avec la
station de base du fait de la durée d’attente entre deux messages à transmettre sur la voie
montante.
² Sans allocation de ressources (méthodes Sigfox et LoRa) : les objets transmettent leurs don-
nées utiles directement sur un canal en accès aléatoire.
Ainsi, dans les solutions de connectivité IoT, nous constatons une utilisation massive des ca-
naux en accès aléatoire dont la surcharge apparaît comme préoccupante [19]. En effet, les canaux
en accès aléatoire ont toujours été présents dans les systèmes cellulaires, aminimapour permettre
aux "nouveaux" terminaux de rentrer dans le système. Jusqu’à présent, la charge de ces canaux
était relativement faible, car le nombre de terminaux en concurrence sur ces derniers était limité.
Or, le problème nouveau qui apparaît avec l’IoT, est le passage à l’échelle ; de très nombreux ob-
jets seront sous la couverture d’une station de base. Les conséquences d’une surcharge sont les
suivantes :
² Très peu, voire aucune des trames transmises sur le canal en accès aléatoire n’est reçue cor-
rectement par la station de base à cause des collisions ; il se produit donc une perte de ser-
vice.
² Si la gestion de la surcharge n’est pas prise en compte dans le protocole d’accès, des objets
peuvent s’entêter à transmettre en vain sur un canal surchargé et donc gaspiller inutilement
l’énergie de la batterie et contribuer encore plus à cette surcharge.
Il apparaît donc comme obligatoire de trouver des solutions afin d’empêcher une surcharge des
canaux en accès aléatoire qui serait préjudiciable pour le service fourni par un opérateur. Il existe
plusieurs solutions, présentées ci-dessous, pour se protéger des surcharges temporaires. Nous
précisons temporaires, car il est impossible de considérer un mode de fonctionnement dans le-
quel le canal serait toujours surchargé ; cela signifierait que le système est mal dimensionné. Les
solutions sont les suivantes :
1. Surdimensionner la capacité d’un canal en accès aléatoire pour s’assurer qu’il ne soit jamais
surchargé. Cette solution est simple et efficace mais elle implique un gâchis de bande pas-
sante qui est déplaisant pour les opérateurs en regard du montant dépensé pour acquérir
une bande spectrale. Si le système est opéré dans la bande ISM (Industriel, Scientifique et
Médical), il faudra alors traiter plus de bande passante, ce qui implique des stations de base
plus complexes et plus chères.
2. Densifier le réseau en ajoutant des stations de base dans les zones potentiellement surchar-
gées temporairement. Cette solution est simple, mais coûteuse, elle est habituellement uti-
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lisée par les opérateursmais dans les zones fréquemment surchargées. Dans notre cas, cette
technique s’apparente aussi à un surdimensionnement du réseau.
3. Utiliser un mécanisme de contrôle de charge qui régule le nombre de transmissions sur le
canal. Cette solution semble, sur le papier, le meilleur compromis pour gérer les surcharges
temporaires.
Cette thèse porte sur la conception de mécanismes de contrôle de charge efficaces et dont
l’implantation soit possible pour être utilisée dans le cadre des systèmes de communication
IoT. Il n’y a pas pléthore de solutions pour contrôler la charge d’un canal en accès aléatoire, il faut
limiter le nombre de trames transmises sur le canal (pour éviter une divergence) et retarder cet
excédent de trames bloquées. Le 3GPP s’est emparé du problème de surcharge sur les canaux en
accès aléatoire et a proposé unmécanisme nommé Access Class Barring (ACB), ce mécanisme est
utilisé par le LTE-A et le LTE-M. L’ACB est composé de deux paramètres de contrôle de charge : une
probabilité d’accès et un temps de blocage. Le premier paramètre limite la charge sur le canal en
bloquant des objets tandis que le second retarde la transmission de ces objets. Il y a évidemment
besoin d’un lien de signalisation entre la station de base et les objets pour diffuser les paramètres
de contrôle de charge. Le 3GPP n’a pas spécifié de méthode de calcul de ces paramètres. Ainsi,
notre objectif est de définir des mécanismes de calcul des paramètres de contrôle de charge à
bord des stations de base terrestre et satellite.
Nous avons défini une architecture pour calculer dynamiquement les paramètres de contrôle
de charge à bord d’une station de base. Cette architecture générique est composée de trois strates
effectuant les opérations suivantes : l’estimation de la charge transmise sur le canal en accès aléa-
toire, la prédiction de la charge sur ce même canal dans le futur et le calcul des paramètres ACB
que les objets devront appliquer. Ces trois strates sont le fondement de nos travaux. Dans le cadre
d’une modélisation d’un canal en accès aléatoire correspondant à un système cellulaire terrestre
ou satellite (géostationnaire), nous avons conçu des algorithmes pour mettre en œuvre les fonc-
tions des strates. Ils permettent à la station de base d’effectuer de façon autonome (sans connais-
sance a priori du profil de trafic) une prédiction de la charge du canal dans le futur, de calculer la
probabilité d’accès pour maximiser le débit du canal dans le cas de nombreuses méthodes d’ac-
cès, de calculer le temps de blocage afin d’économiser aumieux la batterie des objets. Nous avons
montré que notre architecture et ses algorithmes permettent d’atteindre des performances très
satisfaisantes pour de nombreux scénarios de trafic et plusieurs métriques. Nous avons étudié
l’implantation de ces algorithmes pour en montrer la faisabilité. Les résultats prouvent que nos
algorithmes ont besoin de très peu de ressources pour fonctionner efficacement. Ils peuvent être
facilement implantés au sein d’une station de base d’un système opérationnel. Nous avons fina-
lement considéré le cas des constellations de satellites qui offrent un cadre propice à la mise en
œuvre de solutions de communications par satellite à bas débit et qui reviennent en force ces
dernières années. Pour ces dernières, nous avons montré comment modéliser le canal en accès
aléatoire. Nous avons adapté les algorithmes précédents afin qu’ils prennent en compte la discon-
tinuité de couverture. Enfin, nous avons de nouveau évalué les performances et analysé l’implan-
tation des nouveaux algorithmes de contrôle de charge.
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Chapitre 2
Etat de l’art
« La vie est un mystère qu’il faut
vivre, et non un problème à
résoudre »
Gandhi
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2.1 Introduction
Les canaux en accès aléatoire sont utilisés depuis des décennies par les réseaux locaux et mo-
biles. Dans cette thèse, les réseaux mobiles constituent le cadre général de notre travail. Dans ces
derniers les canaux en accès aléatoire sont utilisés pour les transmissions de demandes d’accès
permettant aux terminaux de se connecter à une station de base. Malgré cette utilisation par des
réseaux majeurs comme le LTE-A, la surcharge des canaux en accès aléatoire a été très peu étu-
diée par la communauté scientifique. La raison en est simple, la surcharge de ces canaux est très
marginale. En effet un simple calcul de capacité des canaux, présenté dans la suite du chapitre,
montre qu’il est improbable de les surcharger (dans le cas du LTE-A). Les mécanismes de contrôle
de charge dans ces réseaux, comme l’Access Class Barring (ACB), sont juste une sécurité, un garde-
fou très peu mis à contribution. L’intérêt de la communauté scientifique pour les mécanismes de
contrôle de charge est apparu après la publication de papiers [37] [11] qui pointent les surcharges
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potentielles dans les systèmes de communication IoT du fait du trafic très particulier des applica-
tions visées.
Un canal en accès aléatoire possède une méthode d’accès qui définit la façon de transmettre
sur ce support de communication partagé. Pour les réseaux cellulaires sans fil, il en existe de nom-
breuses. L’ALOHA discrétisé est utilisé par de nombreux systèmes de communication majeurs, Le
Contention Resolution Diversity Slotted Aloha (CRDSA) est une méthode d’accès descendante de
l’ALOHA et utilisée dans les systèmes satellites, nous la détaillerons davantage par la suite. No-
tons que les méthodes à écoute du support, utilisées dans les réseaux locaux sans fil, ne sont pas
considérées du fait de l’accentuation du problème de la station cachée [21] dans les réseaux cellu-
laires. Les performances réelles d’un canal en accès aléatoire dépendent de laméthode d’accès, de
la gestion des retransmissions, de la forme d’onde et du récepteur couche physique. Quelles que
soient les caractéristiques précédentes, notons qu’un canal en accès aléatoire possède une capa-
cité maximale, un exemple est illustré par la figure 2.1. À chaque intervalle de temps de nouveaux
terminaux entrent dans le canal en accès aléatoire, avec un message à transmettre. Le message
est transformé en trame, cette dernière est transmise sur le canal. Parfois, plusieurs transmissions
sont nécessaires à cause des collisions. Sur la figure 2.1 nous représentons la probabilité de trans-
mission correcte d’un message selon le nombre de nouveaux terminaux par intervalle de temps.
Deux canaux en accès aléatoire aux caractéristiques différentes ont été évalués. Les deux utilisent
la méthode d’accès ALOHA discrétisé en temps pour transmettre une trame. Le premier utilise
des accusés de réception et les terminaux peuvent transmettre jusqu’à NTr fois la même trame. Le
second procède à une réplication des transmissions, NRep trames identiques sont transmises sys-
tématiquement, successivement et en les séparant aléatoirement sur le canal. Ce sont certes des
résultats classiques, mais grâce à la figure nous observons bien la capacité maximale mentionnée
précédemment.
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FIGURE 2.1 – Illustration des performances de deux types de canaux en accès aléatoire, obtenue par simu-
lation
Ainsi, un canal en accès aléatoire possède une limite de saturation. Lors des simulations me-
nant aux résultats précédents, les arrivées par intervalle de temps suivaient une loi de Poisson à
taux constant. En réalité, ce taux est variable, nous considérons donc un exemple pour illustrer les
conséquences d’une charge en entrée supérieure à la limite de stabilité durant un court instant,
cet exemple fait ainsi écho au concept de surcharge temporaire évoqué en introduction. Dans cet
exemple, le canal en accès aléatoire utilise laméthode d’accès ALOHAdiscrétisé en temps avec des
accusés de réception. La figure 2.2a représente la charge normalisée en entrée du canal en accès
aléatoire. Entre les intervalles de temps numéro 100 et 300, cette dernière est supérieure à la limite
de stabilité e¡1 ' 0.36. La figure 2.2b quant à elle représente le débit du canal en accès aléatoire
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(ou le nombre de trames correctement reçues par intervalle de temps par la station de base) au
cours du temps. Au début de la surcharge (à partir de l’intervalle de temps numéro 100), le débit
du canal est stable, il est proche de sonmaximum. Puis, au fur et àmesure, ce dernier s’effondre, il
y a trop de trames transmises sur le canal. Nous observons que le nombre maximum de transmis-
sions permet de limiter la casse durant la surcharge, car cette limite fait sortir des objets du canal
même si ces derniers n’ont pas transmis correctement leurs messages. Après la surcharge (i.e. à
partir de l’intervalle de temps numéro 300) le débit du canal remonte pour se stabiliser au niveau
du débit d’entrée des nouveaux messages à transmettre. Nous constatons donc qu’une surcharge
entraîne une chute du débit de sortie ou une perte de service sur le canal en accès aléatoire et
que le canal aurait pu ne pas subir cette chute de débit si la durée de la surcharge avait été plus
faible. Le comportement du canal vis-à-vis d’une surcharge dépend des caractéristiques du profil
de trafic qui sont les suivantes :
— La charge en entrée du canal avant et après la période de surcharge. L’impact de ces pa-
ramètres se comprend facilement si on considère un profil de trafic avec une charge nulle
avant et après la surcharge. Il est alors évident que dans ces conditions, le canal peut encais-
ser une plus forte surcharge. De plus, l’état d’encombrement du canal influence la durée de
stabilité avant la chute du débit de sortie observée sur la figure 2.2b, plus il est chargé et plus
cette durée sera courte.
— La charge en entrée du canal pendant la surcharge et la durée de cette dernière dont l’in-
fluence sur le comportement du canal est évidente.
Notons qu’un scénario de trafic influence à samanière le comportement d’un canal en accès aléa-
toire, il est donc intéressant de considérer plusieurs profils de surcharge afin de connaître les ca-
ractéristiques d’une méthode de contrôle de charge.
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FIGURE 2.2 – Exemple d’impact d’une surcharge sur l’accès aléatoire
2.2 Jalons historiques et plan du chapitre
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FIGURE 2.3 – Une chronologie des systèmes possédant un canal en accès aléatoire
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Les principaux jalons historiques des systèmes de communication majeurs possédant un ca-
nal en accès aléatoire sont présentés par la figure 2.3. Dans ce chapitre, nous commençons par
présenter les méthodes d’accès d’un tel canal. Ensuite, nous présentons les systèmes de commu-
nication (haut débit et IoT) en nous focalisantmajoritairement sur les canaux en accès aléatoire et
les méthodes de gestion de ces derniers. Finalement, nous présentons et étudions l’Access Class
Barring, notre état de l’art est concentré sur ce dernier du fait de son efficacité et de l’utilisation de
ce dernier par le système de communication mobile prépondérant, le LTE-A.
2.3 Méthodes d’accès
2.3.1 Le système ALOHA
Le système ALOHA [22], développé à l’université d’Hawaii constitua une révolution dans le
monde des Télécoms. Ce système utilisait un médium unique où tous les terminaux pouvaient
transmettre de façon aléatoire. C’était une nouveauté pour l’époque puisque les communications
se faisaient jusque-là en mode point-à-point avec un partage de type Frequency Division Multiple
Access (FDMA) ou Time DivisionMultiple Access (TDMA). Il est intéressant de noter qu’à l’époque,
la notion de "partage de ressources" signifiait uniquement le partage d’une ressource matérielle
comme l’indique Abramson [23].
Ce système a donné le nom aux premières méthodes d’accès aléatoires sur un médium de
communication, ALOHA pur et ALOHA discrétisé dont les formules de performances sont bien
connues. Dans les équations (2.1) et (2.2), S représente le taux d’utilisation du canal (ou débit
normalisé) et Gnorm est le trafic normalisé en entrée du canal.
Snorm, ALOHA pur ÆGnorm£e¡2Gnorm (2.1)
Snorm, ALOHA discrétisé ÆGnorm£e¡Gnorm (2.2)
Les principes de l’ALOHA furent repris pour la conception des réseaux câblés Ethernet [24] dont
nous développons les spécificités dans 2.3.2. Des canaux dits ALOHA sont toujours en utilisation
dans nos systèmes d’aujourd’hui, majoritairement pour la signalisation.
Le problème de surcharge du médium en accès aléatoire fut aussi étudié avec le déploiement
du système ALOHA. Il y a d’abord eu des travaux sur la stabilité du canal [25] puis ensuite des
solutions furent développées pour éviter une instabilité du médium [26]. Ainsi, pour éviter une
surcharge, il faut absolument réduire la charge sur le canal, c’est-à-dire diminuer le nombre de
terminaux qui transmettent. La charge totale sur un canal en accès aléatoire est la composition de
terminaux qui transmettent de nouvelles trames et d’autres qui retransmettent des trames. Ainsi,
plusieurs solutions de contrôle sont envisagées dans [26] :
— Les terminaux peuvent accepter ou rejeter les nouveaux messages à transmettre.
— Les trames sont retransmises selon une probabilité de retransmission.
— On limite le nombre de transmissions d’une même trame.
2.3.2 Lesméthodes d’accès à écoute dumédium de communication
Le débit maximal qu’il est possible d’écouler avec la méthode d’accès ALOHA est faible, cette
méthode peut donc être utilisée uniquement dans des cas très spécifiques où la capacité du canal
n’est pas un facteur déterminant. Les réseaux locaux sont nés à la même époque que le système
ALOHA avec Ethernet. Un médium commun à toutes les entités fut aussi utilisé pour des raisons
évidentes de coût du réseau. Mais la méthode d’accès ne pouvait pas être l’ALOHA, trop peu per-
formante pour satisfaire la demande de ces réseaux. C’est ainsi que sont nées lesméthodes d’accès
à écoute du support de communication. Ces dernières sont regroupées sous l’acronyme CSMA si-
gnifiant Carrier Sensing Multiple Access. Les deux méthodes d’accès les plus emblématiques sont
les suivantes :
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— CSMA/CD avec CD signifiant Collision Detection, utilisée pour Ethernet ;
— CSMA/CA avec CA signifiant Collision Avoidance, utilisée par le Wi-Fi.
Avec le CSMA/CD, lorsqu’une station (nomdes terminaux utilisateurs dans les réseaux locaux)
veut transmettre de la donnée, elle écoute le support de communication. Si ce médium est libre
alors elle est autorisée à transmettre, sinon elle attend que le support soit libre. Lors d’une trans-
mission, les stations sont en mesure de savoir s’il y a eu collision, si c’est le cas alors elles re-
transmettent la trame après une durée aléatoire déterminée par un mécanisme de back-off. Ce
dernier permet de minimiser les chances de deuxième collision avec la même station. Plusieurs
méthodes de back-off ont été développées dans le passé, nous ne nous attardons pas sur ces tra-
vaux ; le back-off est unmécanisme de résolution de collision, il ne gère pas l’accès aumédium de
communication, ce n’est pas par essence unmécanisme de contrôle de charge.
Dans un réseau local sans fil, le protocole CSMA/CD n’est pas toujours utilisable étant donné
que toutes les stations ne sont pas forcément à portée les unes des autres du fait de l’atténuation
du signal radio. Ainsi un protocole similaire appelé CSMA/CA est retenu. Il fonctionne selon un
principe d’accusé de réception qui remplace la détection par l’émetteur de la collision et on peut
y adjoindre un mécanisme de parade de collision fondé sur un principe de négociation préalable
et d’accusés de réception réciproques entre l’émetteur et le récepteur.
Lesméthodes d’accès à écoute du support de communicationpermettent d’obtenir unemeilleure
utilisation du médium que la méthode d’accès ALOHA [27]. Elles peuvent être utilisées unique-
ment par des réseaux locaux, car elles nécessitent d’écouter le support de communication ce qui
n’est pas possible dans le cadre des réseaux cellulaires. Ces méthodes d’accès ne gèrent pas di-
rectement la charge du support, mais proposent des mécanismes d’évitement de collisions. Ce
qui contrôle la montée de la charge, en partie causée par les nombreuses retransmissions, c’est la
limitation du nombre de retransmissions.
2.4 Les systèmes de communication et la gestion de la surcharge
2.4.1 Réseauxmobile à haut débit, le Long Term Evolution - Advanced [28]
Les systèmes de communicationmobiles à haut débit sont utilisés par de très nombreux consom-
mateurs et ils sont ancrés dans les mœurs de notre société. Ces réseaux sont connus du grand pu-
blic, en France, sous la dénomination de 2G, 3G, 4G et bientôt 5G cette dernière étant en cours
de finalisation des spécifications. C’est le Third Generation Partnership Project (3GPP), organisme
regroupant tous les acteurs du monde Télécom, qui définit les spécifications de ces systèmes.
Plan utilisateur
Application
Plan de controˆle
TCP/UDP EMM/ESM
IP RRC
PDCP
RLC
MAC
PHY
Canaux
de transport
FIGURE 2.4 – Pile protocolaire de l’interface radio LTE-A
13
2.4. LES SYSTÈMES DE COMMUNICATION ET LA GESTION DE LA SURCHARGE
Dans cette partie, nous étudions macroscopiquement l’architecture du Long Term Evolution
- Advanced (LTE-A) dernier-né du 3GPP. L’étude débute par l’analyse de la pile protocolaire de
l’interface radio (i.e. interface entre les terminaux et la station de base) décrite par la figure 2.4.
Dans le plan utilisateur, l’application crée des messages de données utiles qui sont traités par
les protocoles Transmission Control Protocol (TCP) ou User Datagram Protocol (UDP) et Internet
Protocol (IP). Dans le même temps, le plan de contrôle par l’intermédiaire des protocoles Radio
Resource Control (RRC), Evolved Packet System Mobility Management (EMM) et Evolved Packet
SystemSessionManagement (ESM) échange desmessages de signalisation entre la station de base
et les terminaux. Les deux plans fusionnent au niveau de la couche Packet Data Convergence Pro-
tocol (PDCP). Les messages des plans contrôle et utilisateur sont ensuite gérés par le protocole
Radio Link Control (RLC), le protocole Medium Access Control (MAC) et par la couche physique
(PHY).
Pour comprendre le fonctionnement protocolaire du LTE-A, le tableau 2.1 détaille les canaux
de transport. Chaque canal a une utilité bien précise. De plus, nous notons que des canaux aux
fonctionnalités similaires sont utilisés dans d’autres systèmes de communication à haut débit.
La voie montante du LTE-A est composée des canaux de transport UL-SCH et RACH. Le canal
UL-SCH est utilisé pour le transport de données utiles ou de signalisation. Le RACH permet aux
terminaux de contacter à l’improviste la station de base. Par exemple, ce canal est utilisé par les ter-
minaux qui veulent communiquer avec la station de base,mais qui ne possèdent pas de ressources
pour le faire. La voie descendante du LTE-A est aussi composée de plusieurs canaux, le DL-SCH, le
PCH, le BCH et le MCH. Le canal DL-SCH transporte des données utiles ou de la signalisation. Le
canal PCH envoie des radiomessages (ou paging messages) afin de savoir si un utilisateur est sous
la couverture d’une station de base. Le canal BCH diffuse des informations prioritaires du système
comme l’identité de la cellule. Finalement, le canal MCH transporte des messages à destination
de plusieurs terminaux.
Canal Nom Information transportées Voie
UL-SCH Canal partagé de la voie montante Donnée et signalisation Montante
RACH Canal en accès aléatoire Demande d’accès aléatoire Montante
DL-SCH Canal partagé de la voie descendante Donnée et signalisation Descendante
PCH Canal de radiomessagerie Messages de radiomessagerie Descendante
BCH Canal de diffusion
Informations de fonctionne-
ment
Descendante
MCH Canal de multidiffusion
Messages vers de multiples
destinataires
Descendante
TABLEAU 2.1 – Canaux de transport du LTE-A
Ainsi, en analysant les types de canaux de transport, nous constatons que deux types de sur-
charge peuvent se produire sur les interfaces air des systèmes de communication à haut débit sans
fil :
— La surcharge des canaux partagésUL-SCHouDL-SCH. Ce type de surcharge peut se rencon-
trer lors de rassemblements où de nombreux terminaux sont présents sous la même cellule.
Dans ce cas, le planificateur de la ressource radio n’a pas assez de ressources de transmission
pour satisfaire toute la demande de trafic, le système est donc surchargé.
— La surcharge du canal en accès aléatoire. Les terminaux accèdent aléatoirement à ce canal,
les collisions de trames sont donc inévitables. Sur la figure 2.5, nous représentons les perfor-
mances théoriques de la méthode d’accès ALOHA discrétisé en temps (2.2), elle est utilisée
sur le RACH LTE-A. Lorsque la charge est trop grande (GÀ 1), la performance du canal en
accès aléatoire se dégrade à cause des collisions, le canal est donc en surcharge.
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FIGURE 2.5 – Performance de l’Aloha synchronisé en temps
Lors d’une surcharge des canaux partagés UL-SCH ouDL-SCH, seul le trafic prioritaire est satisfait
par le planificateur de ressources radio. Il n’existe pas de solution miracle pour satisfaire ce genre
de surcharge. L’opérateur peut changer la station de base surchargée par une station utilisant une
plus grande bande passante. Dans le LTE-A, l’interface radio propose plusieurs types de déploie-
ment à 1.4MHz, 3MHz, 5MHz, 10MHz, 15MHz et 20MHz [28]. L’opérateur peut également choi-
sir d’ajouter des stations de base dans les zones géographiques, ce qui est appelé densification du
réseau. Notons que le déploiement de ces solutions peut être coûteux et lent. Dans certains cas,
des travaux sont nécessaires pour l’installation de nouvelles stations de base. Ainsi, un opérateur
a recours à ces solutions uniquement lorsque les surcharges sont récurrentes.
Comme mentionné durant le chapitre 1, il existe trois solutions pour empêcher la surcharge
des canaux en accès aléatoire : le surdimensionnement de leur capacité, la densification du réseau
ou l’utilisation demécanismes de contrôle de charge. Le 3GPP a fait le choix de la dernière solution
en standardisant uneméthode de contrôle de congestion appelée Access Class Barring, ACB. Dans
le LTE-A, les terminaux sont divisés en 16 classes. La classe d’un terminal est attribuée par les
opérateurs et le numéro est stocké dans la carte Subscriber Identity Module (SIM). Les classes 0
à 9, correspondent aux utilisateurs dits classiques, la classe 10 aux appels d’urgence et les classes
11 à 15 aux utilisateurs dits spéciaux comme les policiers ou les pompiers. Ainsi, l’ACB permet de
réduire le trafic sur le RACH en bloquant des classes de terminaux, plus d’informations sur l’ACB
sont données dans la section 2.5.
Certes, le LTE-A utilise un mécanisme de contrôle de charge sur le canal en accès aléatoire,
mais il est important de comprendre que dans ce genre de systèmes de communication, la sur-
charge des canaux partagés est la seule cause de congestion d’une station de base. Le RACH n’est
presque jamais surchargé parce que :
— Ce dernier est uniquement utilisé par les terminaux non connectés à la station de base.
— La station de base peut adapter le nombre d’opportunités d’accès aléatoire selon la de-
mande [20] (Self Optimizing Network). Si nous prenons le cas d’une cellule LTE-A FDD à 20
MHz, il est possible d’avoir une opportunité d’accès aléatoire parmilliseconde. Cela conduit
à un débit maximum du RACH d’environ 20000 trames par seconde tout en occupant seule-
ment 6% des ressources radio. C’est largement suffisant pour les besoins du RACH.
Tout ceci explique les assertions effectuées au début de ce chapitre.
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2.4.2 L’interface air Sigfox [13] [29]
Sigfox est une entreprise française spécialisée dans l’IoT. Sigfox est l’opérateur d’un réseau
IoT en France, aux États-Unis et en Allemagne dans la bande ISM 1. Sigfox fournit un système de
communication (modems et stations de base) propriétaire. La solution de connectivité de Sigfox
utilise une interface air très simplifiée afin de proposer desmodems de communication peu chers
et économes en énergie. La pile protocolaire est décrite par la figure 2.6.
Application
Tramage
MAC
PHY
FIGURE 2.6 – Pile protocolaire Sigfox [13]
Dans le but d’économiser la batterie des objets, l’objet est l’unique responsable de son acti-
vité, la station de base ne peut pas le forcer à rentrer en activité. Les objets sont majoritairement
endormis, ils se réveillent uniquement pour transmettre de la donnée sur la voie montante. La
couche applicative engendre la donnée à transmettre. La couche Tramage met en forme la trame
et gère la segmentation et le bourrage au besoin. Une trame Sigfox possède une charge utile de 12
octets et les objets Sigfox transmettent tous au même débit physique. Les trames des objets sont
ensuite transmises sur la voie montante qui est uniquement un canal en accès aléatoire. La mé-
thode d’accès utilisée est l’ALOHApur. Dans le but d’améliorer la probabilité de réception correcte
des trames par la station de base, ces dernières sont transmises trois fois.
Sigfox n’utilise pas de mécanisme pour contrôler la charge du canal en accès aléatoire. Ainsi,
les solutions pour résoudre les surcharges consistent en l’amélioration du récepteur couche phy-
sique de la voie montante ou l’ajout de stations de base dans les zones surchargées.
2.4.3 L’interface air LoRa [14] [30]
L’Alliance LoRa est un consortium d’entreprises comme Semtech ouOrange réunies pour pro-
mouvoir le système de communication IoT LoRaWAN. La couche protocolaire LoRaWAN décrite
par la figure 2.7 est très semblable à celle de Sigfox. La couche Tramage de Sigfox est comprise dans
la couche MAC de LoRa et nous notons l’apparition d’une couche Radio Fréquence (RF) pour gé-
rer l’utilisation des bandes de fréquence suivant la position géographique des objets. En effet, les
bandes ISM sont différentes selon les zones géographiques.
Application
MAC
PHY
RF
FIGURE 2.7 – Pile protocolaire LoRaWAN [14]
L’interface air LoRaWAN ressemble à celle de Sigfox avec quelques spécificités supplémen-
taires. Les objets LoRa peuvent adapter leur débit suivant leur canal de propagation. Nous notons
1. Industrial Scientic andMedical
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que cette caractéristique est conseillée pour les objets fixes, les objets mobiles doivent considé-
rer les pires conditions de canal. Un canal en accès aléatoire est aussi utilisé pour la transmission
des données utiles, mais cette fois la station de base envoie des accusés de réception. De plus,
plusieurs classes d’objets sont considérées ce qui permet à l’interface air de s’adapter aux besoins
applicatifs.
Tout comme l’interface air de Sigfox, celle de LoRa ne possède pas de mécanisme de contrôle
de charge sur le canal en accès aléatoire. Les solutions pour résoudre les surcharges sont aussi
l’amélioration du récepteur couche physique ou l’ajout de stations de base.
2.4.4 Narrow Band IoT [15]
Conscient des limites protocolaires du LTE-A pour la gestion de l’IoT, le 3GPP a donc proposé
une nouvelle solution de connectivité, le NB-IoT, similaire au LTE-A, mais plus conforme aux spé-
cificités de l’IoT notamment pour la gestion de l’énergie des objets et la transmission demessages
très petits (quelques bits) sur la voie montante. La façon de transmettre sur la voie montante est
similaire à ce que l’on trouve dans le LTE-A. À leur réveil, les objets se synchronisent avec la sta-
tion de base. Ils accèdent ensuite aux informations de signalisation émises par la station de base
contenant notamment la position des opportunités d’accès aléatoire. Les objets transmettent une
requête d’accès durant celles-ci. La station de base répond aux objets via le canal de signalisation
sur la voie descendante en leur attribuant des ressources. Si des objets ne reçoivent pas de ré-
ponse, ils renvoient une demande d’accès. Les objets ayant des ressources pour transmettre sur la
voie montante peuvent rentrer en dialogue avec la station de base pour la transmission des don-
nées utiles. Avant de retourner en mode sommeil, les objets écoutent périodiquement le canal de
signalisation de la voie descendante pour savoir s’ils ont des données à recevoir. Le mécanisme
de contrôle de charge du canal en accès aléatoire est tout simplement un blocage de l’accès, les
objets sont autorisés à transmettre ou sont bloqués.
2.5 Lemécanisme Access Class Barring (ACB)
2.5.1 Présentation dumécanisme
Lemécanisme ACB [31] s’utilise sur lesmédias de communication en accès aléatoire. Il permet
de réguler le nombre de trames transmises sur cemédium. Pour y parvenir, lemécanisme emploie
une probabilité d’accès pACB et un temps de blocage tACB. La philosophie de ce mécanisme est
très simple, la probabilité d’accès permet, durant un intervalle de temps, d’autoriser ou bloquer
les transmissions de trames sur le support. Les terminaux dont la trame est bloquée sont invités à
essayer d’accéder de nouveau au médium plus tard, ce temps de blocage est calculé grâce à tACB.
L’utilisation de l’ACB par le canal en accès aléatoire du LTE-A est décrite par la figure 2.8. Lors-
qu’un terminal veut transmettre sur le RACH, ce dernier commence par recevoir les paramètres de
contrôle de charge ACB diffusés par la station de base, ces derniers sont contenus dans les Syste-
mInformationBlock Type 2 [32, §6.3.1]. Avant de transmettre, le terminal tire un nombre aléatoire
uniformément entre zéro et un. Si ce nombre est inférieur ou égal à la probabilité d’accès alors
le terminal est autorisé à transmettre. Sinon, le terminal est bloqué par le contrôle de charge, son
retard de transmission est mis en avant par l’équation (2.3) où A2 est un nombre aléatoire tiré
uniformément entre zéro et un. Les constantes 0.6 et 0.7 présentes dans (2.3) ont été fixées par le
3GPP.
tRetard ACB Æ (0.7Å0.6£A2) tACB (2.3)
Après le retard de transmission tRetard ACB, les terminaux peuvent de nouveau essayer d’accéder
au RACH après avoir reçu les nouveaux paramètres ACB. Notons qu’un terminal bloqué par le
contrôle de charge retarde donc uniformément sa transmission entre 0.7tACB et 1.3tACB.
Malheureusement, le 3GPP n’a pas spécifié de méthode pour calculer les paramètres ACB,
cette tâche est laissée à la discrétion des fabricants de stations de base. Nous considérons qu’il
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Fin
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FIGURE 2.8 – Fonctionnement de l’Access Class Barring
existe deux façons d’utiliser le mécanisme ACB : soit les paramètres pACB et tACB sont constants
durant la surcharge soit ils sont calculés dynamiquement en fonction de la charge sur le canal en
accès aléatoire. Nous présentons désormais l’état de l’art de ces deux techniques dans les para-
graphes suivants.
2.5.2 Étude de l’ACB avec des paramètres statiques
Les papiers [33] [34] [35] [36] présentent l’utilisation du mécanisme ACB avec des paramètres
de contrôle de charge fixes. Le canal en accès aléatoire étudié est celui des standards LTE et LTE-
A. Ces papiers utilisent les scénarios de trafic proposés par le 3GPP [37]. Les caractéristiques de
ces derniers sont représentées par le tableau suivant. L’obtention de ces scénarios est expliquée
Caractéristiques Premier modèle Secondmodèle
Nombre d’objets actifs 1000, 3000, 5000, 10000, 30000 1000, 3000, 5000, 10000, 30000
Distribution d’arrivée Uniforme sur T Distribution beta [37, §6.1.1] sur T
Période T 60 secondes 10 secondes
TABLEAU 2.2 – Scénarios du 3GPP pour évaluer les mécanismes de contrôle de charge
dans [37]. Il est important de comprendre que, selon eux, ce sont des scénarios limites de trafic
sur le RACH pour une cellule. Les évaluations de performances effectuées par le 3GPP [37, §6.4]
montrent que le RACH (pour une certaine configuration) est surchargé uniquement avec le second
modèle pour 30000 objets actifs. Pour obtenir ce résultat, il faut 2 opportunités d’accès aléatoire
par trame LTE (10 ms) et par opportunité il y a 54 préambules orthogonaux disponibles pour les
objets. Plusieurs points sont à noter sur ces différents papiers. Les différentes architectures du
contrôle de charge avec ACB envisagées pour le moment sont mentionnées par les papiers [34]
[35], les possibilités sont les suivantes :
— Des paramètres ACB constants sont appliqués au canal en accès aléatoire même quand ce
dernier n’est pas surchargé.
— Des paramètres ACB constants, mais, grâce à un détecteur de surcharge, ces derniers sont
appliqués uniquement lors des surcharges.
— Des paramètres ACB calculés dynamiquement par la station de base sont diffusés régulière-
ment aux terminaux.
Les papiers [34] [35] indiquent la complexité possible du calcul dynamique et la difficulté de dif-
fuser les nouveaux paramètres pour chaque opportunité d’accès aléatoire dans le cadre du LTE-A.
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Les papiers de cette partie [33] [34] [35] [36] considèrent la première possibilité. Malheureuse-
ment, cette dernière n’est pas envisageable dans le cadre d’un système opérationnel étant donné
que le contrôle de charge serait actif même lorsque le RACH n’est pas surchargé, ainsi, des objets
seraient retardés malgré l’absence de surcharge, cela ralentirait grandement l’étape de connexion
à une station de base.
Malgré ce problème de réalisme, nous détaillons les évaluations de performances présentées
dans les papiers. Débutons par expliquer l’impact des paramètres pACB et tACB. Le premier réduit
la charge du canal en accès aléatoire étant donné que les terminaux (voulant transmettre sur le
RACH) doivent effectuer un test d’accès (tirage d’un nombre aléatoire et comparaison avec pACB,
voir la figure 2.8). Une réduction de la charge du canal (i.e. nombre de trames transmises durant
un intervalle de temps) améliore les chances de transmission correcte des messages (voir figure
2.5). Le paramètre tACB permet de retarder et d’étaler les transmissions des terminaux bloqués par
le contrôle de charge. Lesmétriques observées dans la littérature sont celles suggérées par le 3GPP
[37]. Nous trouvons la probabilité de succès de transmission, le délai de transmission et le nombre
de transmissions moyen sur le RACH. Les paramètres ACB influencent la probabilité de succès de
transmission :
— Lorsque tACB est trop faible (tACB · 1), peu importe la probabilité d’accès choisie, les perfor-
mances ne sont pas satisfaisantes. Un temps de blocage trop faible signifie que les transmis-
sions des terminaux ne sont pas assez étalées au cours du temps.
— En revanche lorsque tACB est un peu plus élevé que précédemment, il est possible de trouver
une valeur de pACB menant à une probabilité de succès de transmission supérieure à 95%.
Notons qu’il est possible de trouver plusieurs couples de paramètres permettant d’atteindre
cette performance comme par exemple (pACB Æ 0.5, tACB Æ 4s) et (pACB Æ 0.2, tACB Æ 8s) [33].
Étudions ensuite l’impact des paramètres ACB sur le délai de transmission :
— Lorsque pACB est bas (pACB · 0.3), le délai de transmission est élevé. En effet, de nombreux
terminaux sont bloqués et donc retardés par le contrôle (équation (2.3)) ce qui augmente
forcément le délai de transmission.
— Évidemment tACB influence énormément le délai de transmission, nous rappelons que la
durée minimum de blocage est 0.7tACB (voir équation (2.3)).
Analysons finalement l’ascendant des paramètres ACB sur le nombre moyen de transmissions
d’une même trame sur le RACH. Dans les papiers cités précédemment, pour obtenir ces perfor-
mances, pACB a été considéré fixe tandis que tACB varie. Nous notons qu’au début de l’augmen-
tation de tACB (tACB · 5s) il y a une nette diminution du délai de transmission puis ce dernier
diminue très peu pour tACB È 5s. Nous observons qu’une faible probabilité d’accès permet d’obte-
nir un nombre réduit de transmissions, cette conclusion est logique car plus pACB est faible moins
il y a de terminaux qui transmettent sur le RACH et donc moins de risque de collisions de trames.
Une erreur revient très souvent dans les papiers de la littérature, les auteurs ne considèrent
pas les bonnes performances du RACH LTE/LTE-A (équation (2.4)) malgré les recommandations
du 3GPP (équation (2.5)) détaillées dans [20, §5.5.5] [37] [38]. Dans (2.5), N représente le nombre
de préambules orthogonaux disponibles.
S (G)ÆG
µ
1¡ 1
N
¶G¡1
(2.4)
S (G)ÆGe¡ GN (2.5)
La figure 2.9 illustre l’allure des performances provenant des équations (2.4) et (2.5), nous consta-
tons une différence du débit maximum du canal. Avec la formule provenant des papiers, le débit
maximum normalisé est de 37.16%, supérieur au très connu 36.8% de la formule du 3GPP. Les
papiers [34] [35] [36] utilisent la mauvaise formule, dans cette partie, cette erreur n’influence pas
l’allure des résultats, mais les résultats de performance sont incorrects.
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FIGURE 2.9 – Illustration des différences des formules (2.4) et (2.5)
Ces papiers sont très utiles pour comprendre l’impact des différents paramètres ACB sur les
performances. Nous notons qu’il est possible d’obtenir des performances satisfaisantes du RACH
lorsqu’une surcharge se produit en choisissant le bon couple de paramètres. C’est une première
barrière de contrôle de l’accès lorsque le canal est très rarement surchargé et le profil de trafic bien
connu de la station de base permettant de savoir quand ce scénario de surcharge se déroulera.
Mais, selon nous, ce n’est pas une solution viable lorsqu’une station de base peut être soumise à
plusieurs types de scénarios de surcharge, un couple de paramètres statiques ne peut pas résoudre
de façon optimale plusieurs profils de surcharge.
2.5.3 Étude de l’ACB avec des paramètres calculés dynamiquement
De nombreux papiers [39] [40] [41] [42] [43] [44] proposent des méthodes pour calculer dyna-
miquement les paramètres de contrôle de charge ACB dans le contexte des systèmes de commu-
nication LTE/LTE-A. Nous divisons leur analyse en deux parties.
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Ni−1 ai−1
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FIGURE 2.10 – Modélisation du RACH des papiers [39] [40] [41] [42] [43]
Les papiers [39] [40] [41] [42] [43] sont très similaires. Certes, ils n’utilisent pas une modé-
lisation correcte du RACH, mais ils ont le mérite de présenter des techniques pour calculer dy-
namiquement la probabilité d’accès. Tout d’abord, ils proposent une analyse mathématique pour
calculer demanière optimale la probabilité d’accès à appliquer dans le but d’obtenir le débitmaxi-
mum du canal en accès aléatoire. On regrette qu’ils ne considèrent pas la bonne formule de per-
formance du RACH LTE [20, §5.5.5] [37] [38]. Les auteurs considèrent la modélisation décrite par
la figure 2.10 où ai représente le nombre de nouveauxmessages, donc nouvelles trames par inter-
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valle de temps (il y a de nouveaux terminaux uniquement lorsque i · Ia), Ni représente le nombre
d’utilisateurs en backlog et si , le nombre de trames correctement transmises. La notation OAA
dans cette même figure signifie Occasion d’Accès Aléatoire. Notons que, dans ces papiers, toute
trame non transmise sur le RACH (collision) est retransmise durant l’OAA suivante et les auteurs
ne considèrent pas le temps de blocage du mécanisme ACB. L’équation (2.6) représente la varia-
tion du nombre d’utilisateurs en backlog par intervalle de temps.
NiÅ1 Æ
(
Ni Åai ¡ si si i · IA
Ni ¡ si si i È IA
(2.6)
Supposons que nous sommes durant l’intervalle de temps i , l’objectif des papiers était d’estimer
le nombre d’utilisateurs en backlog pendant l’intervalle de temps suivant dans le but de calcu-
ler ensuite la probabilité d’accès adéquate. Les algorithmes reposent sur une heuristique [39],
un filtre de Kalmann [40], une estimation Bayesienne pseudo-récursive [43]. Le plus regrettable,
dans ces papiers, est la non-utilisation du paramètre de blocage tACB qui implique des tentatives,
en continu, de transmissions sur le RACH alors que ce dernier est surchargé. Pour appliquer ce
mode de fonctionnement, il est nécessaire que les terminaux soient toujours actifs pour recevoir
les nouveaux paramètres de contrôle de charge. Cela est très problématique pour la consomma-
tion d’énergie des terminaux, en effet, la réception de données est gourmande en énergie comme
attesté par les spécifications des fabricants de chipset radio [45] [46]. Il est donc nécessaire de
considérer un temps de blocage pour éviter une trop forte consommation d’énergie des termi-
naux à cause dumécanisme de contrôle de charge.
Conscient du problème des papiers précédents, les auteurs de [44] proposent une technique
pour calculer dynamiquement la probabilité d’accès tout en considérant un temps de blocage fixe.
Notons que dans cet article, le contrôle de charge peut être uniquement appliqué aux "nouveaux"
terminaux ce qui n’est pas du tout conforme aux spécifications du 3GPP [32]. Les auteurs ap-
pliquent des probabilités d’accès et essayent de les corriger au fil du temps en utilisant le nombre
de terminaux réussissant correctement l’accès aléatoire. On comprend donc pourquoi ces mêmes
auteurs ont amélioré leur méthode de calcul des paramètres de contrôle de charge [47] en em-
ployant un réseau de neurones pour les calculer hors ligne. Il est difficile de se projeter avec cette
solution dans le cadre d’un système de communication opérationnel. Un calcul hors-ligne des pa-
ramètres signifie que le réseau est omniscient, c’est-à-dire qu’il connaît exactement les différents
scénarios de surcharge et quand ils se produisent. Cette hypothèse nous semble extrêmement
forte et éloignée d’un réseau IoT typique. Le contexte risquerait en effet d’être trop restreint.
2.6 Limitations des papiers de la littérature
Le mécanisme Access Class Barring a été standardisé par le 3GPP et utilisé par les systèmes
de communication LTE/LTE-A et LTE-M. Comme le 3GPP n’a pas standardisé de méthode pour
calculer les paramètres de contrôle de charge, des propositions ont vu le jour dans la littérature
lorsque le problème de surcharge du RACH dans le cadre des objets IoT fut mentionné.
Après analyse de l’état de l’art durant ce chapitre nous avons constaté des limites, les princi-
pales sont les suivantes :
— Les articles [33] [34] [35] [36] appliquent des paramètres statiques, il n’y pas de mécanisme
de détection de surcharge ce qui est problématique lorsque le canal n’est pas surchargé et la
solution a besoin de connaître le scénario de trafic pour appliquer les paramètres optimaux.
— Les articles [39] [40] [41] [42] [43] ne considèrent pas le temps de blocage au détriment de la
consommation d’énergie des objets.
— Les articles [44] [47] considèrent que les paramètres de contrôle de charge sont uniquement
appliqués par les nouveaux objets ce qui n’est pas conforme au fonctionnement de l’ACB
dont les paramètres doivent s’appliquer à tous les objets.
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2.7 Stratification de l’architecture de calcul des paramètres de contrôle
de charge
Au travers de cet état de l’art, nous constatons une division des tâches pour calculer dynami-
quement les paramètres de contrôle de charge. Voici une formalisation de l’architecture de calcul
de ces derniers :
1. La première strate : il s’agit d’un estimateur de la charge sur le canal en accès aléatoire. Lors-
qu’un intervalle de temps est traité par la station de base, il est possible lors du traitement
couche physique de procéder à cette estimation.
2. La deuxième strate : cette strate prédit la charge du canal en accès aléatoire pour les futurs
intervalles de temps. Elle est effectuée en fonction des estimations produites par la pre-
mière.
3. La troisième strate : cette dernière strate est en charge du calcul des paramètres de contrôle
de charge qui seront appliqués durant les futurs intervalles de temps. Ces calculs sont ef-
fectués en fonction de la prédiction fournie par la deuxième strate. Nous subdivisions cette
strate en deux parties :
a) Le calcul de la probabilité d’accès.
b) Le calcul du temps de blocage.
Dans cette architecture, chaque strate est indépendante des autres. Ainsi, notre objectif dans
la suite de cette thèse est la conception d’algorithmes répondant aux besoins de chaque strate
dans le cadre d’unemodélisation du canal en accès aléatoire tout en gardant en tête les limites des
articles de la littérature présentées en 2.6.
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Deuxième partie
Systèmes de communication cellulaire
terrestre ou satellite en orbite
géostationnaire
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CHAPITRE 3. MODÉLISATION D’UN CANAL EN ACCÈS ALÉATOIRE
Chapitre 3
Modélisation d’un canal en accès
aléatoire
« Placer votre main sur un poêle
une minute et ça vous semble durer
une heure. Asseyez vous auprès
d’une jolie fille une heure et ça vous
semble durer une minute. C’est ça
la relativité. »
Albert Einstein
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Au début de cette thèse, nous étions intimement convaincus que nos travaux pourraient s’ap-
pliquer à tous les types de canaux en accès aléatoire. Le premier objectif a donc été de définir
un cadre de modélisation générique d’un système de communication composé d’un canal en ac-
cès aléatoire (pour des systèmes de communication cellulaires terrestres ou de satellites en orbite
géostationnaire). Cette modélisation nous permet, in fine, de tester nos algorithmes de contrôle
de charge. Ce chapitre présente cette modélisation qui nous accompagne tout au long de la partie
II.
3.1 Hypothèses générales
Pour la modélisation, nous avons formulé des hypothèses qui sont listées ci-dessous :
— Le système est composé d’une voie montante et d’une voie descendante. La voie montante
est en accès aléatoire, les objets y transmettent leurs messages à destination de la station
de base (terrestre ou satellite). Nous nous abstrayons du contenu des messages envoyés ; ils
peuvent correspondre à des demandes d’accès ou à des données utiles. La voie descendante
transporte des pilotes de synchronisation et des informations de signalisation à destination
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des objets qui sont détaillées dans la suite du chapitre. Nous utilisons une méthode de du-
plexage fréquentiel pour ces deux voies.
— Sur la voie montante, les objets transmettent des trames de même taille et au même débit
physique. Du fait de l’accès aléatoire, des collisions entre trames sont susceptibles de se
produire, nous considérons plusieurs méthodes d’accès qui sont présentées dans la suite
du chapitre. Évidemment, durant une simulation, les objets utilisent tous lamêmeméthode
d’accès.
— Le bilan de liaison est suffisamment bon pour considérer qu’il n’y a pas d’erreur de trans-
mission sur la voie descendante.
— Le système est discrétisé en temps, de plus les deux voies sont parfaitement synchronisées,
les intervalles de temps débutent au même instant sur les deux voies et ils sont de la même
durée. La synchronisation des objets avec la station de base est rendue possible grâce aux
pilotes de synchronisation présents sur la voie descendante. Nous notons tIT, la durée d’un
intervalle de temps.
— La station de base est en mode full-duplex, elle est capable de transmettre et de recevoir en
même temps. Les objets sont eux en mode half-duplex, ils peuvent émettre ou recevoir.
— Les objets transmettent unmessage à la fois sur la voiemontante, ainsi, un objet a un unique
message à transmettre. Nous disons donc que les objets arrivent dans le système pour trans-
mettre unmessage.
— Les transmissions des objets sont contrôlées par un protocole à accusés de réception, en-
voyés sur la voie descendante. Les objets qui ne reçoivent pas d’accusé de réception retrans-
mettent la trame non reçue par la station. Les objets ont NMaxTr tentatives pour transmettre
correctement une trame. Au-delà de cette limite, l’objet arrête de transmettre cette trame,
c’est un échec de transmission dumessage.
— Les objets ne sortent pas de la couverture radio de la cellule avant d’avoir fini la transmission
(réussite ou échec) d’un message.
— Des paramètres de contrôle de charge sont diffusés à chaque intervalle de temps.
Dans la suite du manuscrit nous utilisons les notations suivantes dans le but de faciliter la
lecture :
— IT = intervalle de temps.
— CAA = canal en accès aléatoire.
3.2 Lesméthodes d’accès
Nous présentons dans cette section les performances théoriques des méthodes d’accès consi-
dérées. Il est important de comprendre que les performances réelles d’un CAA dépendent de la
forme d’onde (modulation, codage canal), du type de canal (Gaussien, Rayleigh), des conditions
sur cemême canal (bilan de liaison, effets Doppler) et de la qualité du récepteur couche physique.
3.2.1 ALOHA discrétisé en temps
L’ALOHA discrétisé en temps est une méthode d’accès très connue, elle est utilisée par les
canaux en accès aléatoire de nombreux systèmes de communication comme le LTE-A [28] le DVB-
RCS et le GSM/GPRS. Dans le cas de cette méthode, nous considérons que le CAA est composé
de NCF-SA sous-canaux, les objets choisissent aléatoirement un sous-canal pour transmettre leur
trame. Les performances analytiques sous la simple hypothèse Poissonnienne sont données par
les formules suivantes (3.1) (3.2) [20] [38] où gCAA représente le nombre de trames transmises du-
rant un IT. La fonction PLR représente la probabilité de perte d’une trame tandis que TH repré-
sente le nombre moyen de trames correctement reçues par la station de base durant un intervalle
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de temps.
PLRSA
¡
gCAA
¢Æ 1¡e¡ gCAANCF-SA (3.1)
THSA
¡
gCAA
¢Æ gCAAe¡ gCAANCF-SA (3.2)
La figure 3.1 illustre les performances de cette méthode d’accès. Le débit maximum i.e. le nombre
maximum de trames reçues correctement par intervalle de temps, THMax¡SA, est de e¡1NCF-SA,
atteint pour gCAA ÆNCF-SA. Bien évidemment, plus la voie montante possède de sous-canaux fré-
quentiels (bande passante plus grande) meilleure est la capacité de la voie montante.
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FIGURE 3.1 – PLR et TH de la méthode d’accès ALOHA
Le partage en temps et en fréquence de la voie montante est illustré par la figure 3.2. La bande
de fréquence du canal montant est discrétisée en NCF-SA sous-canaux. La fréquence centrale du
sous-canal numéro j est notée fC j . Un sous-canal est plus large spectralement qu’une trame dans
le but d’être enmesure d’absorber les décalages en fréquence causés par l’effet Doppler et les com-
posants électroniques peu précis. La durée de transmission d’une trame ttrame est plus faible que
la durée de l’IT pour inclure la gigue du délai de transmission et des composants électroniques.
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Trame objet @2
Intervalle de temps i Intervalle de temps i+ 1
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FIGURE 3.2 – Partage temps et fréquence avec la méthode d’accès ALOHA
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3.2.2 Contention Resolution Diversity Slotted Aloha
Afin d’améliorer les performances du canal en accès aléatoire des systèmes satellitaires à haut
débit, unenouvelleméthoded’accès appeléeContentionResolutionDiversity Slotted Aloha (CRDSA)
[48] proposée par l’Agence Spatiale Européenne a été adoptée pour le standard DVB-RCS2 [49].
Dans notre modélisation, nous considérons le CRDSA version Frequency Division Multiple Access
(FDMA) illustré par la figure 3.3. Le principe est d’envoyer plusieurs répliques d’une même trame
dans différents sous-canaux fréquentiels à l’intérieur du même intervalle de temps. Dans chaque
réplique sont insérées des informations permettant de localiser les autres répliques. Le nombre de
sous-canaux fréquentiels est déterminé par NCF-CRDSA.
Temps
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tIT
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Trame objet @1
Trame objet @2
Intervalle de temps i Intervalle de temps i+ 1
Trame objet @4
Trame objet @3
fC1
fC2
fCNCF-CRDSA−1
fCNCF-CRDSA
FIGURE 3.3 – CRDSA (avec deux répliques) version FDMA
Les performances de cette méthode d’accès dépendent du récepteur couche physique utilisé.
Nous considérons le récepteur nommé Multi-replica correlation based localisation (MARSALA)
[50]. Ce dernier permet d’obtenir à ce jour les meilleures performances pour cette méthode d’ac-
cès. Les performances dépendent du rapport signal à bruit des trames transmises et du nombre de
répliques NRep-CRDSA. Nous supposons un rapport signal à bruit constant à 2 dB et NRep-CRDSA Æ 3.
La figure 3.4 présente le comportement des fonctions PLR et TH obtenu dans [50]. Nous consta-
tons qu’avec le CRDSA, le canal en accès aléatoire est utilisé plus efficacement qu’avec laméthode
d’accès ALOHA discrétisé en temps. Empiriquement, nous déduisons que le nombre maximum
de trames reçues correctement par intervalle de temps, THMax¡CRDSA, est de 1.1NCF-CRDSA atteint
pour une charge gCAA Æ 1.1NCF-CRDSA. La chute brusque de performance (observable sur la figure
3.4) est le résultat de l’utilisation de l’algorithme de Successive Interference Cancelation (SIC) par
le récepteur. L’idée globale de cette technique consiste à espérer qu’une réplique soit démodu-
lable dans un des sous-canaux. Ce sera par exemple le cas si la réplique est seule sur une ressource
donnée ou que son rapport signal à bruit (SNR) est bien supérieur aux autres répliques. Ensuite,
grâce au SIC, toutes les répliques de cette réplique démodulée sont éliminées du signal, puis le ré-
cepteur cherche à démoduler une réplique d’une autre trame et ainsi de suite. Les performances
chutent brutalement à partir d’une certaine charge, car le récepteur n’arrive à démoduler correc-
tement aucune réplique, il y a trop de charge sur le canal. Nous avons choisi cetteméthode d’accès
pour étudier l’impact de cette chute brutale des performances sur les algorithmes de contrôle de
charge.
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FIGURE 3.4 – Performance de la méthode d’accès CRDSA avec le récepteur MARSALA
3.3 Modélisation du système de communication
3.3.1 Modélisation du schéma de transmission
Dans le cadre de l’IoT, les objets sont majoritairement endormis afin d’économiser l’énergie
de leur batterie. Nous considérons que ces derniers peuvent se trouver dans trois états d’activité,
ces considérations sont en accord avec le fonctionnement des protocoles de l’IoT.
— Actif : l’objet effectue unemultitude d’activités comme la synchronisation avec la station de
base, la transmission et la réception de données.
— Le sommeil léger : l’objet est dans cet état lorsqu’il attend un accusé de réception ou lorsqu’il
est bloqué par le mécanisme de contrôle de charge, c’est un état d’économie d’énergie.
— Le sommeil profond : l’objet n’a aucune activité à réaliser, il est en économie d’énergie.
L’unique possibilité de sortie de cet état est le besoin de transmettre des données sur la voie
montante.
Lors de la sortie des états "sommeil léger" ou "sommeil profond", l’objet écoute la voie descen-
dante pour se synchroniser avec la station de base grâce aux pilotes de synchronisation présents
dans chaque trame diffusée sur la voie descendante. Nous considérons que lorsqu’un objet se ré-
veille durant l’intervalle de temps k ¡ 1, il est synchronisé avec la station de base à la fin de cet
intervalle de temps, l’objet est donc en mesure de transmettre ou recevoir durant l’intervalle de
temps k. Nous avons effectué cette hypothèse, car il est très difficile de modéliser précisément
cette étape de synchronisation. En effet, cela dépend du matériel utilisé (puissance de calcul dis-
ponible sur les objets), des séquences de synchronisation, de la structure de la trame transmise
sur la voie descendante (modulation, codage canal et répartitions des champs à l’intérieur de la
trame) et de l’implantation protocolaire. La figure 3.5 résume le déroulement de la transmission
sur la voie montante. Supposons que des trames soient transmises par des objets durant l’inter-
valle de temps k. Ces trames sont ensuite traitées par la station de base, il y a un temps de traite-
ment par la couche physique, tPHY, et par la couche MAC, tMAC. Nous considérons que ces durées
sont fixes. En effet, d’unpoint de vuematériel et logiciel, il est recommandéd’effectuer toujours les
mêmes opérations de traitement. Les accusés de réception sont ensuite envoyés à la fin des trai-
tements réalisés par la station de base. Les objets connaissent l’IT durant lequel seront envoyés
leurs accusés de réception étant donné que les temps de traitement sur la station de base sont
fixes. Les objets recevant un accusé de réception arrêtent de transmettre et s’endorment, tandis
que les autres peuvent retransmettre s’ils ne dépassent pas le nombremaximum de transmissions
d’une même trame. Nous considérons que l’IT de retransmission est calculé selon un mécanisme
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IT k IT k + 1 IT k + 2 IT k + 3 IT k + 4 IT k + 5 IT k + 6 IT k + 7
tIT
1 - Transmissions de paquets
2 - Traitement PHY (tPHY) 3 - Traitement MAC (tMAC)
4 - Re´ception accuse´s de re´ception
Station de base
(terrestre ou satellite)
Objets
FIGURE 3.5 – Schéma transmission voie montante, tPHY Æ 3tIT et tMAC Æ 2tIT
de back-off uniforme. Ce dernier est déterminé par (3.3) oùUd représente la loi uniforme discrète,
NMax Back-off est le nombre maximal d’intervalles de temps de back-off et NMinDélaiR est le nombre
minimum d’intervalles de temps avant retransmission.
NIT Retrans ÆNMinDélaiRÅX, X »Ud (0,NMax Back-off) (3.3)
La figure 3.6 explique l’utilisation du back-off dans notre modélisation pour la retransmission de
trame sur la voie montante. La figure 3.6 est le prolongement de la figure 3.5.
Re´ception acquittements
Station de base
(terrestre ou satellite)
Objets
IT k + 6 IT k + 7 IT k + 8 IT k + 9 IT k + 10 IT k + 11 IT k + 12
ITs possibles de retransmission
FIGURE 3.6 – Back-off de retransmission, NMinDélaiR Æ 2 et NMax Back-off Æ 2
Nous attirons l’attention sur le fait qu’il n’y a pas de trous de traitement des intervalles de
temps sur la voie montante. Nous considérons plusieurs chaînes de traitement en parallèle. Ainsi,
dans la figure 3.5, les intervalles de temps kÅ1 jusqu’à kÅ5 sont traités par d’autres chaînes dont
la durée de traitement est identique à celle présentée sur la figure 3.5. C’est identique pour la voie
descendante, une trame est envoyée à chaque intervalle de temps.
3.3.2 Modélisation du contrôle de charge
Cette modélisation se décompose en deux parties distinctes, au niveau de la station de base et
des objets.
Du côté de la station de base, nous considérons une durée de traitement fixe du contrôle de
charge afin de calculer les nouveaux paramètres, cette durée est représentée par tCC. À la fin de
ce traitement, les nouveaux paramètres sont intégrés dans les trames diffusées sur la voie des-
cendante. Le traitement du contrôle de charge peut être effectué en sortie de traitement couche
physique ou MAC (illustration par la figure 3.7), selon les informations requises en entrée des al-
gorithmes de contrôle de charge. Notons que peu importe la configuration du contrôle de charge,
de nouveaux paramètres sont diffusés à chaque intervalle de temps. Avoir le contrôle de charge
en sortie de la couche MAC peut avantager les algorithmes de contrôle de charge, car ils auront
accès à plus d’informations, mais aussi les désavantager, car les nouveaux paramètres sont calcu-
lés à partir d’informations potentiellement obsolètes. Nous répondrons à cette question dans les
chapitres suivants. Notons que les paramètres de contrôle de charge diffusés durant l’intervalle de
temps k, sont appliqués par les objets voulant transmettre durant l’intervalle de temps kÅ1.
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FIGURE 3.7 – Place du traitement introduit par le contrôle de charge
Avant de transmettre, les objets écoutent toujours la voie descendante pour recevoir les nou-
veaux paramètres de contrôle de charge. Ensuite, les objets déroulent le test d’accès mentionné
dans l’état de l’art. Les objets réussissant ce test sont autorisés à transmettre tandis que les autres
sont bloqués et doivent retarder leur transmission. Nous considérons qu’un objet peut être bloqué
au maximum NMaxBl fois dans le but d’éviter des surconsommations d’énergie à cause du méca-
nisme de contrôle de charge. Au-dessus de cette limite, l’objet abandonne la transmission de son
message.
La figure 3.8 illustre un exemple de comportement d’un objet dont le but est de transmettre un
message sur un canal en accès aléatoire supervisé par un mécanisme de contrôle de charge, voici
les étapes réalisées par ce dernier.
1. L’objet se réveille d’un sommeil profond pour transmettre unmessage sur la voie montante.
2. Il se synchronise avec la station de base.
3. Il reçoit de nouveaux paramètres de contrôle de charge et réalise le test d’accès.
4. En cas d’échec de ce test (ce qui est le cas dans la figure 3.8), l’objet retarde sa transmission.
5. Avant d’essayer de transmettre à nouveau, l’objet se synchronise et reçoit les nouveaux pa-
ramètres de contrôle de charge.
6. En cas de réussite au test d’accès (ce qui est le cas dans la figure 3.8), l’objet transmet sur la
voie montante.
Objet
re´veil
e´chec test acce`s re´ussite test acce`s
Temps
transmission retarde´e
Sommeil profond
Synchronisation avec station de base
Re´ception signalisation et test d’acce`s
Sommeil le´ger
Transmission
FIGURE 3.8 – Exemple d’impact du contrôle de charge sur un objet
3.4 Scénarios et métriques
3.4.1 Scénarios de trafic
Le 3GPP a introduit des scénarios de trafic qui sont présentés par le tableau 2.2 dans le chapitre
précédent. Nous avionsmentionné que c’étaient des cas limites envisagés par le 3GPPpour le LTE-
A. Parmi les 10 scénarios proposés, un seul provoque une surcharge du RACH lorsque ce dernier
est configuré de la façon suivante : deux opportunités d’accès aléatoire par trame LTE de 10 ms et
par opportunité il y a 54 préambules disponibles. Nous le complétons par nos propres scénarios
dont l’objectif est de tester les limites de nos algorithmes de contrôle de charge.
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Nous notons ½N (k), la charge normalisée des nouveaux objets qui transmettent pour la pre-
mière fois durant l’intervalle de temps k et THMax¡X est le nombre maximal de trames que peut
recevoir la station de base par intervalle de temps lorsque le canal utilise laméthode d’accès X. On
parlera pour ces nouveaux objets d’arrivées au sens classique de la théorie des files d’attente. Nous
avons vu précédemment (voir figures 3.1 et 3.4) que THMax¡X dépend de la méthode d’accès et du
nombre de canaux utilisés. La distribution des nouveaux objets dans l’intervalle de temps k est
décrite par l’équation (3.4) oùP est la loi de Poisson et b¢c est la fonction partie entière inférieure.
GN (k)»P
¡
½N (k)bTHMax¡Xc
¢
(3.4)
Dans la suite dumanuscrit, nous notons : gN(k) est le nombre effectif de nouveaux objets qui vont
transmettre pour la première fois durant l’IT k. Notons que l’espérance de la variable aléatoire
(v.a.) GN(k) est la suivante : E (GN (k)) Æ ½N (k)bTHMax¡Xc. Lorsque ½N È 1, alors, en moyenne, le
nombre de nouveaux objets est supérieur au débit maximal du canal en accès aléatoire, si cette
condition perdure sur plusieurs intervalles de temps consécutifs, le canal sera surchargé.
Travailler avec ½N et non gN nous permet de rester agnostique des caractéristiques du canal.
En effet, si on avait défini des scénarios par gN, nous aurions dû définir de nouveaux scénarios
à chaque changement de caractéristique du canal. Pour s’en persuader facilement, il suffit d’ob-
server les figures 3.1 et 3.4 et d’imaginer une charge moyenne en entrée de E (GN) Æ 50, l’impact
est complètement différent selon les caractéristiques du canal. Parmi les six scénarios présentés
ci-dessous, nous en avons créé cinq, le dernier est celui du 3GPP. En soi, nos scénarios ne re-
présentent pas un trafic susceptible de se produire, mais un trafic de test pour s’assurer du bon
fonctionnement de nos algorithmes de contrôle de charge. Chacun des scénarios a une variation
propre de la charge au cours du temps permettant de tester un aspect de nos algorithmes. Durant
le premier scénario (voir figure 3.9a), la surcharge (½N È 1) se produit pendant 300 intervalles de
temps avec ½N Æ 1.5 durant cette période. C’est le scénario de base pour lequel la charge en entrée
varie peu, il permet de faire un premier test de fonctionnement des algorithmes. Le second profil
(voir figure 3.9b) est similaire au premier si ce n’est que la charge normalisée ½N varie durant la sur-
charge de 1.2 à 1.8. Ce second scénario unpeuplus évolué permet de s’assurer quenos algorithmes
arrivent à s’adapter à des variations de gN plus importantes que durant le premier scénario. Le
troisième scénario (voir figure 3.9c) est une surcharge brève et intense du canal, pendant 4 inter-
valles de temps, ce dernier reçoit en entrée une charge normalisée de ½N Æ 10. Ce scénario va nous
être utile pour observer le comportement de l’algorithme de prédiction de charge. Le quatrième
scénario (voir figure 3.9d) est semblable au premier sauf qu’il y a une accalmie (½N Ç 1) pendant
100 intervalles de temps puis il y a de nouveau une phase de surcharge pendant 100 intervalles
de temps. Ce profil nous sera très utile pour observer la gestion d’enchaînements de surcharges
par nos algorithmes. Le cinquième profil de trafic (voir figure 3.9e) est semblable au premier à
l’exception de la variation de ½N durant la période de surcharge. Ce scénario sera très utile pour
observer l’impact de très rapides et grandes variations de gN sur nos algorithmes. Le dernier profil
(voir figure 3.9f) est celui du 3GPP, nous y avons tracé gN et non ½N vu que le 3GPP a choisi les
valeurs exactes successives des nouveaux objets [37]. Ce scénario sera utilisé uniquement lorsque
nous considérons la méthode d’accès ALOHA discrétisé en temps avec NCF-SA Æ 54.
3.4.2 Métriques
Pour analyser les résultats de nos études nous avons besoin de métriques. Le 3GPP a proposé
desmétriques [37], ces dernières sont la probabilité de succès de transmission, le nombre de trans-
missions d’une même trame et le délai de transmission. Nous sommes partis de ces métriques et
nous en avons rajoutées. Durant nos simulations nous calculons ces métriques uniquement sur
les objets dont la première tentative de transmission se produit durant un intervalle de temps où
½N
¡
j
¢È 1 afin d’observer l’impact d’une surcharge. Voici la liste desmétriques que nous obtenons
en sortie d’une itération de simulation :
— La probabilité de succès de transmission des messages, PS . Cette métrique est évidemment
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FIGURE 3.9 – Les profils de trafic
cruciale pour connaître l’efficacité de nos algorithmes. En soi, dans un système opération-
nel, le taux de transmission visé est spécifié par l’opérateur.
— La probabilité de perte des messages à cause dumécanisme de contrôle de charge, PPerteCC.
— La probabilité de perte des messages à cause du nombre maximum de transmissions au-
torisées (NMaxTr), PPerteT. Ces deux dernières probabilités nous permettent de connaître les
causes d’une perte d’un message.
— Le nombre moyen de transmissions de trames effectuées par un objet pour transmettre un
message, E (NT), NT est le nombre de transmissions d’un objet.
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— Le nombre moyen de fois qu’un objet a été bloqué par le mécanisme de contrôle de charge,
E (NB) pour transmettre un message. NB est le nombre de fois qu’un objet est bloqué par le
contrôle de charge. Par l’intermédiaire de E (NB) nous pouvons analyser l’impact du contrôle
de charge sur la consommation énergétique des objets. Plus E (NB) est grand plus l’impact
énergétique est élevé sur un objet.
— La durée d’absorption de la surcharge, c’est la durée entre l’intervalle de temps de début de
surcharge et l’intervalle de temps où tous les objets, arrivés durant la surcharge (½N È 1), ont
fini leur transmission, dAS . C’est une notion importante pour les opérateurs ; elle définit la
capacité d’une station de base à enchaîner les surcharges.
— Le débit moyen du canal en accès aléatoire lorsque le mécanisme de contrôle de charge est
activé (la probabilité d’accès est inférieure à 1), THMoyenCC. Idéalement, il faudrait que cette
métrique soit la plus proche de la capacité maximum du canal dans le but d’absorber plus
rapidement la surcharge.
— Le délai moyen de transmission d’un message est représenté par E (dTM). Dans le cadre de
l’IoT, les besoins concernant le délai de transmission sont très relâchés comme en témoigne
les tableaux 1.1 et 1.2. Ainsi, dans la suite, nous observons le délai de transmission des objets,
mais nous ne cherchons pas à minimiser ce dernier.
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Ce chapitre a pour objectif la présentation des algorithmes de contrôle de charge à utiliser dans
le cadre de la modélisation du canal en accès aléatoire présentée durant le chapitre précédent.
Lors de l’état de l’art (section 2.7), nous avions présenté la stratification du contrôle de charge
pour le calcul dynamique des paramètres de ce dernier. Les algorithmes que nous présentons ici
respectent les objectifs de chacune des strates qui sont les suivants :
— 1 ère strate : estimer le nombre de trames transmises à la station de base par intervalle de
temps.
— 2 ème strate : à partir d’estimations de la charge du canal (fournies par la strate précédente),
du nombre de trames reçues correctement (par la station de base) durant les IT précédents
et des paramètres de contrôle de charge appliqués précédemment, l’objectif de la strate est
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de prédire la charge du canal durant les futurs intervalles de temps, c’est la charge avant
réalisation du test d’accès.
— 3 ème strate : calculer les paramètres de contrôle de charge qui seront appliqués par les
objets pour empêcher une surcharge du canal.
4.1 Estimation de la charge transmise sur le canal
Durant cemanuscrit, nous avons considéré un estimateur de charge générique dont nous pou-
vons modifier la précision, ce dernier est introduit dans le paragraphe suivant. Mais avant tout
autre chose, expliquons notre choix. Du fait que la voie montante est en accès aléatoire, le récep-
teur couche physique doit utiliser un algorithme de détection dans le but de "trouver" (le temps et
la fréquence centrale en début de transmission de chaque trame) les trames transmises par les ob-
jets à destination de la station de base. Cet algorithme peut s’avérer extrêmement utile pour four-
nir une estimation du nombre de trames transmises par intervalle de temps. Le problème est donc
que la performance de l’estimateur de charge est intrinsèquement liée à l’algorithme de détection
et son implantation à bord de la station de base.Même si on se place dans un environnement où la
voiemontante est standardisée, la création des algorithmes de réception couche physique et leurs
implantations sont à la charge des équipementiers. Évidemment, des parties du récepteur sont
brevetées et l’ensemble du récepteur et son implantation sont confidentiels. Un estimateur de la
charge sur le canal en accès aléatoire va commettre des erreurs mais si ce dernier est bien calibré,
pour une charge en entrée, en moyenne l’estimation sera correcte. Nous avons donc effectué une
modélisation des erreurs d’estimation de la charge sur le canal en accès aléatoire.
Pour la suite, nous introduisons les notations suivantes :
— GCAA(k) est une variable aléatoire, c’est l’estimateur de la charge du canal en accès aléatoire
durant l’IT numéro k.
— gCAA(k) est l’estimation du nombre de trames transmises sur le CAA durant l’IT k.
— gCAA(k) est le nombre de trames réellement transmises sur le canal.
Nous rappelons que gCAA(k) n’est pas connu par la station de base, sa connaissance est essentielle
pour le contrôle de charge, la station de base doit donc l’estimer. La performance de l’estima-
teur considérée est décrite par l’équation (4.1) où ¯ représente la précision de l’estimateur et k le
numéro de l’IT. Notons que l’estimateur fournit une estimation parfaite lorsque ¯Æ 0. ¯ est un pa-
ramètre que nous fixons avant de réaliser nos simulations. On va supposer que notre estimateur
suit une loi uniforme décrite par l’équation (4.1).
GCAA (k)»Ud ¡gCAA (k)¡¥¯gCAA (k)¦ ,gCAA (k)Å¥¯gCAA (k)¦¢ , ¯ 2 [0,1] (4.1)
Notre but avec la première strate est de considérer un estimateur qui peut avoir des erreurs si-
gnificatives d’estimation, car l’objectif, in fine, est de tester la robustesse de nos algorithmes des
deux strates suivantes. Le choix de la loi uniforme discrète est simple, il vient de l’équiprobabilité
qu’il y a entre une estimation parfaite et la pire. Le choix de cet estimateur est pertinent pour la
raison suivante : supposons qu’au-delà de ¯ Æ 0.1, la dégradation de performance n’est plus ac-
ceptable pour la configuration du contrôle de charge choisie. Il sera ainsi possible de spécifier la
performance de l’estimateur de la première strate, dans le cas présenté, l’erreur d’estimation ne
devra pas dépasser §10% de la vraie valeur. La figure 4.1 représente la densité de probabilité de la
différence entre la charge estimée et la réelle (i.e.gCAA¡gCAA ) pour plusieurs facteurs de précision
¯. Ainsi, nous constatons que lorsque ¯ Æ 0.1, l’estimateur se trompe au maximum de 10% de la
valeur de la charge réelle du canal. Durant nos évaluations de performances, nous faisons varier la
précision de l’estimateur (¯) pour observer l’impact sur l’efficacité de nos algorithmes de contrôle
de charge.
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FIGURE 4.1 – Représentation de la précision de l’estimateur de charge du RACH (gCAA Æ 10)
4.2 Prédiction de la charge du canal dans le futur
4.2.1 État de l’art sur lesméthodes de prédiction de charge
La prédiction du trafic Internet est devenue critique pour de nombreuses applications notam-
ment depuis l’avènement des réseaux peer-to-peer et des Content Delivery Network. Nous pou-
vons citer comme exemple, les méthodes de prédiction permettant de sélectionner dynamique-
ment le serveur optimal (i.e. celui qui maximise le débit) [51], l’optimisation des choix de chemin
dans les réseaux Multi-homing et les réseaux superposés [52]. Nous constatons rapidement que
les méthodes de prédiction de trafic présentes dans la littérature sont majoritairement utilisées
pour les réseaux filaires où l’objectif est de prédire la proportion des flux TCP et vidéo sur un lien
physique. Dans lemonde sans-fil, il existe peu de littérature (disponible) sur la prédiction de trafic
pour les canaux en accès aléatoire. Nous trouvons des techniques dans le cas des réseaux locaux,
par exemple Idle sense [53] où la fenêtre de contention est adaptée selon le trafic sur le CAA, ces
dernières semblent difficiles à adapter dans notre contexte de canal en accès aléatoire.
Il existe de nombreuses techniques de prédiction du trafic Internet, elles sont généralement di-
visées en deux catégories : les méthodes avec et sans entraînement. Uneméthode à entraînement
consiste à nourrir un modèle de prédiction avec les dernières observations dans le but de prédire
la future valeur. Dans la littérature, nous trouvons les modèles suivants : AutoRegressive, AutoRe-
gressive Moving Average (ARMA) [54] [55], réseaux de neurones [56] [57] et vecteurs de supports
[58] [59]. Ensuite, ces méthodes subissent une phase de validation où les prédictions sont compa-
rées aux dernières observations, le paramétrage d’un modèle peut être changé si les prédictions
ne sont pas assez précises.
Dans le but de concevoir un algorithme de prédiction de la charge future sur le canal en ac-
cès aléatoire, nous avons adopté une approche pragmatique en début de thèse. Nous sommes
dans l’obligation de réaliser une rétrospective sur les choix pris au cours de la thèse afin d’expli-
quer les raisons pour lesquelles nous n’avons pas choisi d’étudier les méthodes à entraînement.
Toute thèse et travail de recherche commencent avec des expérimentations. Pour la prédiction,
nous avons débuté avec les méthodes linéaires. Lors de l’analyse des résultats de performances
nous comparions avec un mode (présenté ultérieurement) qui réalise une prédiction parfaite.
L’approche était simple, si l’écart de performance avait été trop élevé, alors la décision aurait été
d’étudier les méthodes à entrainement. Or, nous gâchons un peu l’effet de surprise du chapitre
5, ça n’a pas été le cas. Ainsi, nous avons préféré passer du temps à optimiser nos algorithmes de
contrôle au lieu de considérer les méthodes à entrainement. Nous considérons que les méthodes
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à entraînement pour l’algorithme de la deuxième strate constituent un des axes d’ouverture, nous
y reviendrons lors de la conclusion.
4.2.2 Description de laméthode
L’algorithme de prédiction de la charge dans le futur est la pierre angulaire de notre méthode
de calcul des paramètres de contrôle de charge. Nous rappelons que ce dernier connaît les es-
timations du nombre de trames transmises durant les IT du passé, le nombre de trames reçues
correctement par IT et les paramètres de contrôle de charge appliqués précédemment. Notre al-
gorithme repose sur une distinction des objets, trois catégories sont considérées :
— Les objets effectuant la première transmission d’un message durant l’intervalle de temps k.
Toutes les notations de cette catégorie sont les suivantes GN(k), gN(k), gN(k) et cgN(k). La
première est une variable aléatoire, la seconde est la réalisation de la variable aléatoire. La
troisième est le nombre réel et la quatrième est la prédiction de cette dernière.
— Les objets réalisant une retransmission de trame durant l’intervalle de temps k. Les nota-
tions pour cette catégorie sont les suivantes GR(k), gR(k), gR(k) et cgR(k), elles suivent le
même sens présenté précédemment.
— Les objets bloqués précédemment par le contrôle de charge qui essayent de nouveau de
transmettre durant l’intervalle de temps k. Les notations pour cette catégorie sont les sui-
vantes GB(k), gB(k), gB(k) etcgB(k), avec les mêmes significations.
Ensuite, nous considérons deux types de charge "totale" :
— Le nombre d’objets voulant transmettre une trame durant l’intervalle de temps k avant le
test d’accès. Nous notons donc gT(k) la valeur etcgT(k), la valeur prédite.
— Le nombre de trames transmises sur le canal en accès aléatoire durant l’intervalle de temps
k, nous rappelons les notations gCAA(k) et gCAA(k).
Notons que lorsque la probabilité d’accès est égale à 1, nous avons l’égalité suivante gCAA(k) Æ
gT(k). Ainsi, la charge totale avant le test d’accès se compose comme suit :
gT (k)Æ gN (k)Å gR (k)Å gB (k) (4.2)
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FIGURE 4.2 – Illustration de la prédiction de charge
La figure 4.2 illustre le principe de la prédiction de charge. À partir d’intervalles de temps du
passé dont la station de base connaît les paramètres de contrôle de charge qui y ont été appli-
qués, l’estimation de charge du CAA et le nombre de trames correctement reçues (TH(k) est le
nombre de trames reçues lors de l’IT k), l’objectif de l’algorithme est de prédire la charge du canal
(gT) dans un futur proche (intervalle de temps kPred sur la figure 4.2). Notons que dans le cadre de
la figure 4.2, les informations les plus récentes connues par la station de base proviennent de l’IT
kRec du fait des temps de traitement à bord de cette dernière. La durée de ces traitements (avant le
contrôle de charge) est notée tTRT, avant CC, elle dépend de la configuration du contrôle de charge
qui est illustrée par l’équation (4.3) :
tTRT, avant CC Æ
(
tPHY, si le contrôle de charge est en sortie de couche physique
tPHYÅ tMAC, si le contrôle de charge est en sortie de couche MAC
(4.3)
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Les algorithmes de contrôle de charge peuvent en effet être implantés en sortie de la couche phy-
sique ou de la couche MAC. L’intérêt de la première solution est d’avoir des informations sur les
conditions du canal les plus récentes, car tTRT, avant CC ne prend pas en compte la durée de traite-
ment couche MAC. Avec la seconde, nos algorithmes peuvent en revanche avoir accès au nombre
de transmissions (NT) et au nombre de blocages (NB) de chaque trame reçue, car ces champs
peuvent être indiqués dans l’en-tête MAC. À la fin du traitement réalisé par le contrôle de charge,
la station de base diffuse les nouveaux paramètres aux objets. Ces paramètres sont diffusés durant
l’IT kPred ¡ 1 mais ils sont appliqués par les objets voulant transmettre durant l’IT kPred. Le but
de cette section est de présenter un algorithme pour prédire la charge durant l’IT kPred unique-
ment à partir d’informations du passé. Il est important de comprendre que nous considérons une
station de base qui fonctionne de façon autonome, cette dernière ne possède pas d’informations
concernant les profils de trafic qu’elle est en train de subir.
Du fait de l’équation (4.2), notre objectif de prédiction de gT(kPred) se transforme en une triple
estimation de cgN(kPred), cgR(kPred) et cgB(kPred). L’obtention finale de la prédiction est tout simple-
ment une somme des trois précédentes prédictions :
cgT(kPred)ÆcgN(kPred)ÅcgR(kPred)ÅcgB(kPred) (4.4)
Avant de s’attaquer à la suite, il est essentiel de comprendre que la prédiction de gR(k) et gB(k)
est possible uniquement en comprenant le fonctionnement du système de communication. Sup-
posons que 10 objets transmettent sur le CAA durant l’IT j et que la station de base reçoit cor-
rectement 8 trames. Cette dernière grâce à son estimateur de charge du CAA (supposé parfait
pour l’exemple) sait alors que 2 objets vont devoir retransmettre. Les IT possibles de retransmis-
sion de ces trames sont connus par la station de base étant donné qu’elle connaît NMinDélaiR et
NMax Back-off, voir figure 3.6. Il est possible d’effectuer un raisonnement similaire pour les objets
bloqués par le contrôle de charge, car la station de base connaît les paramètres de contrôle de
charge appliqués par les objets durant chaque intervalle de temps.
4.2.3 Etude du nombre d’objets bloqués
Étude analytique
Commençons par effectuer une analyse mathématique de la variable aléatoire GB, les hypo-
thèses considérées sont les suivantes :
— gT(k) est la charge totale (avant les tests d’accès) durant l’intervalle de temps k, nous rappe-
lons que cette valeur n’est pas connue par la station de base.
— k et h sont des indices d’intervalles de temps tels que k Ç h. Dans la suite, l’IT k représente
le passé (i.e. k · kRec) tandis que l’IT h représente le futur (i.e. h Æ kPred).
— pAB(k) est la proportion d’objets parmi gT(k) qui ont déjà été bloqués NMaxBl fois par le
mécanisme de contrôle de charge. Si ces objets sont de nouveau bloqués par le contrôle de
charge alors ils seront dans l’obligation d’abandonner leur transmission (voir chapitre 3).
— p(k) représente la probabilité d’accès appliquée par les objets voulant transmettre durant
l’intervalle de temps k.
— NMinCC(k) et NMaxCC(k) sont une interprétation de la durée de blocage des objets non auto-
risés à transmettre sur le CAA durant l’IT k. Ces objets bloqués essayeront d’accéder à nou-
veau auCAAdurant les IT déterminés par l’intervalle suivant : JkÅNMinCC (k) ;kÅNMaxCC (k)K.
Notons que dans le cadre de l’ACB du 3GPP nous avons (voir 2.5) :
NMinCC(k)Æ
»
0.6tACB(k)
tIT
¼
et NMaxCC(k)Æ
»
1.3tACB(k)
tIT
¼
Dans cette étude, nous cherchons à déterminer la loi de GB(h).
NotonsGBloqué(k) et gBloqué(k) respectivement la variable aléatoire et sa réalisation, dunombre
d’objets non autorisés à transmettre durant l’IT k. Cette v.a. suit la loi illustrée par l’équation (4.5).
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Nous notons B(n,p), la loi Binomiale où n représente le nombre d’expériences réalisées et p la
probabilité de succès.
GBloqué(k)»B
¡
gT (k) ,1¡p(k)
¢
(4.5)
Nous considérons une loi binomiale pour l’équation (4.5) car les tests d’accès sont réalisés indé-
pendamment par les objets. Nous obtenons l’expression suivante des probabilités pour la précé-
dente distribution :
P
¡
GBloqué(k)ÆN,N 2 J0;gT(k)K¢Æ ÃgT(k)N
!¡
1¡p(k)¢N p(k)gT(k)¡N (4.6)
Parmi les gBloqué(k) objets bloqués par le contrôle de charge seulement une partie de ces der-
niers sont autorisés à transmettre de nouveau, nous les notons GBlAuto(k) et gBlAuto(k) respective-
ment la variable aléatoire et sa réalisation. Nous rappelons que cela est dû à NMaxBl . Pour déter-
miner la loi, nous calculons la probabilité P (GBlAuto(k)ÆN). Cette probabilité est renommée P1
par soucis de simplicité d’écriture.
P1 ÆP
¡
GBloqué(k)ÆN
¢£P¡N objets parmi les N peuvent accéder à nouveau au CAA¢Å
P
¡
GBloqué(k)ÆNÅ1
¢£P¡N objets parmi les NÅ1 peuvent accéder à nouveau au CAA¢Å
P
¡
GBloqué(k)ÆNÅ2
¢£P¡NÅ2 objets parmi les N peuvent accéder à nouveau au CAA¢Å . . .
(4.7)
Dans le but de nous aider dans le calcul de P1, nous notons P
¡
GBlAuto(k)Æ J,GBloqué(k)Æ L,L¸ J
¢
,
la probabilité que J objets soient autorisés à accéder de nouveau au CAA alors que L ont été blo-
qués par le contrôle de charge. Cette dernière est exprimée de la façon suivante :
P
¡
GBlAuto(k)Æ J,GBloqué(k)Æ L,L¸ J
¢Æ ÃL
J
!¡
1¡pAB(k)
¢J pAB(k)L¡J (4.8)
Ainsi, en combinant les équations (4.8) et (4.6) dans l’équation (4.7) nous obtenons une expression
intermédiaire de P1.
P1 Æ
gT(k)X
iÆN
Ã
gT(k)
i
!¡
1¡p(k)¢i p(k)gT(k)¡iÃ i
N
!¡
1¡pAB(k)
¢N pAB(k)i¡N (4.9)
Puis, en considérant la formule de dénombrement
¡gT(k)
i
¢¡ i
N
¢Æ ¡gT(k)N ¢¡gT(k)¡NgT(k)¡i ¢ et le changement de
variable r Æ i ¡N nous obtenons (4.10).
P1 Æ
Ã
gT(k)
N
!¡
1¡pAB(k)
¢N gT(k)¡NX
rÆ0
Ã
gT(k)¡N
gT(k)¡N¡ r
!¡
1¡p(k)¢rÅN p(k)gT(k)¡N¡r pAB(k)r (4.10)
Finalement, avec le binôme de Newton et l’égalité de dénombrement
¡ gT(k)¡N
gT(k)¡N¡r
¢ Æ ¡gT(k)¡Nr ¢, l’ex-
pression finale de P1 est obtenue 8N 2 J0;gT(k)K :
P1 Æ
Ã
gT(k)
N
!¡¡
1¡pAB(k)
¢¡
1¡p(k)¢¢N ¡1¡ ¡1¡pAB(k)¢¡1¡p(k)¢¢gT(k)¡N (4.11)
Grâce à (4.11), nous déduisons que GBlAuto(k) suit une loi binomiale dont les paramètres sont
donnés par l’équation suivante :
GBlAuto(k)»B
¡
gT (k) ,
¡
1¡pAB(k)
¢¡
1¡p(k)¢¢ (4.12)
Ainsi, gBlAuto(k) objets bloqués par le contrôle de charge sont autorisés à de nouveau accéder
au CAA durant l’intervalle de temps appartenant à l’ensemble suivant :
j 2 JkÅNMinCC (k) ;kÅNMaxCC (k)K
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Supposons que j appartient à l’ensemble précédent, désormais notre but est de déterminer la loi
de GBloqué( j ,k) (gBloqué( j ,k), la réalisation). Cette dernière représente le nombre d’objets bloqués
durant l’IT k accédant de nouveau au CAA durant l’IT j . La probabilité qu’un objet bloqué durant
l’IT k accède au CAA durant l’IT j est déterminée par l’équation suivante :
P j (k)Æ 1
NMaxCC(k)¡NMinCC(k)Å1
Pour identifier la loi deGBloqué( j ,k), nous calculons la probabilitéP
¡
GBloqué( j ,k)ÆN,N 2 J0;gT(k)K¢,
notée P2 par soucis de simplicité.
P2 ÆP (GBlAuto(k)ÆN)£P
¡
N objets parmi les N accèdent au CAA durant l’IT j
¢Å
P (GBlAuto(k)ÆNÅ1)£P
¡
N objets parmi les NÅ1 accèdent au CAA durant l’IT j ¢Å
P (GBlAuto(k)ÆNÅ2)£P
¡
N objets parmi les NÅ2 accèdent au CAA durant l’IT j ¢Å . . . (4.13)
Par analogie avec la méthode de calcul utilisée précédemment nous obtenons l’expression de P2.
P2 Æ
Ã
gT(k)
N
!¡
P j (k)
¡
1¡pAB(k)
¢¡
1¡p(k)¢¢N ¡1¡P j (k)¡1¡pAB(k)¢¡1¡p(k)¢¢gT(k)¡N (4.14)
Ainsi, GBloqué
¡
j ,k
¢
suit une loi binomiale dont les paramètres sont explicités par l’équation sui-
vante :
GBloqué( j ,k)»B
µ
gT (k) ,
¡
1¡pAB(k)
¢¡
1¡p(k)¢
NMaxCC(k)¡NMinCC(k)Å1
¶
(4.15)
Finalement, nous en déduisons la loi GB(kPred) :
GB(kPred)Æ
X
8k·kRec,
kPred2JkÅNMinCC(k); kÅNMaxCC(k)K
GBloqué( j ,k) (4.16)
Prédiction de la charge provenant des objets bloqués
L’étude analytique précédente a permis d’obtenir la loi de GB(kPred), désormais nous explici-
tons une méthode de calcul de cgB(kPred). Cette dernière repose sur l’espérance de GB(kPred) qui
s’écrit comme suit :
E (GB(kPred))Æ
X
8kÇkRec,
kPred2JkÅNMinCC(k);kÅNMaxCC(k)K
E
¡
GBloqué( j ,k)
¢
(4.17)
GBloqué( j ,k) suit une loi Binomiale (voir équation (4.16)), son espérance est donc la suivante :
E
¡
GBloqué( j ,k)
¢Æ gT(k)¡1¡pAB(k)¢¡1¡p(k)¢
NMaxCC(k)¡NMinCC(k)Å1
(4.18)
Pour parvenir à estimer l’espérance de GB(kPred), l’algorithme de prédiction doit être en mesure
d’estimer l’espérance deGBloqué( j ,k). La liste suivantemontre que la station de base est enmesure
de réaliser cette opération :
— Notons que dans (4.17), k · kRec, la station de base connaît les paramètres de contrôle de
charge appliqués précédemment (i.e. p(k), NMaxCC(k) et NMinCC(k)) et une estimation de la
charge sur le CAA,gCAA(k). Il faut simplement que la station de base stocke ces valeurs, nous
y reviendrons par la suite.
— Lorsque le CC est en sortie de coucheMAC, nous pouvons obtenir une estimation de pAB(k),
notée dpAB(k). Il est précisé en en-tête de chaque trame MAC, le nombre de fois où la trans-
mission de la trame a été bloquée par le contrôle de charge, NB. Il est ainsi possible d’estimer
pAB(k). En revanche, lorsque le contrôle de charge est en sortie de la couche physique, il est
impossible d’en connaître une estimation. L’algorithme va donc supposer que pAB(k) Æ 0,
ce qui revient à négliger les pertes de messages à cause de NMaxBl.
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— gT(k) est inconnu de la station de base, mais une estimation en est possible en considérant
la formule suivante : cgT(k)Æ gCAA(k)
p(k)
Nous avons donc deux formules pour prédire, durant les futurs IT, la charge provenant des
objets bloqués par le contrôle de charge. La formule (4.19) est utilisée lorsque le contrôle de charge
est en sortie de couche physique tandis que la formule (4.20) est utilisée lorsque le contrôle de
charge est en sortie de couche MAC.
cgB(kPred)Æ X
8kÇkPred,
kPred2JkÅNMinCC(k);kÅNMaxCC(k)K
gCAA(k)¡1¡p(k)¢
p(k) (NMaxCC(k)¡NMinCC(k)Å1)
(4.19)
cgB(kPred)Æ X
8kÇkPred,
kPred2JkÅNMinCC(k);kÅNMaxCC(k)K
gCAA(k)¡1¡dpAB(k)¢¡1¡p(k)¢
p(k) (NMaxCC(k)¡NMinCC(k)Å1)
(4.20)
Conditions nécessaires
Des conditions sont nécessaires pour utiliser les équations (4.19) et (4.20). La figure 4.3 illustre
la nécessité des conditions. Considérons deux objets (un rouge et un vert) actifs durant l’IT kRec.
Supposons que ces derniers ont été bloqués par le contrôle de charge, ils sont donc retardés sur
de futurs IT. L’objet rouge est de nouveau actif durant l’IT n tel que n Ç kPred . Tandis que l’objet
vert est lui de nouveau actif durant l’IT m tel que m ¸ kPred . L’objet rouge est actif de nouveau
beaucoup trop tôt pour être compté par l’algorithme de prédiction de charge à cause des temps
de traitement à bord de la station de base. L’objet vert quant à lui est de nouveau actif à la fin ou
après la durée de traitement, il est donc bien compté. Ainsi, il est impératif que les objets ne soient
pas de nouveau actifs trop tôt. Les conditions d’application des formules sont les suivantes :
tIT tTRT = tTRT, avant CC + tCC Diffusion parame`tres
Temps
kPredkReckRec − 1· · · · · · · · ·
FIGURE 4.3 – Illustration de la nécessité des conditions
— Pour l’équation (4.19), nous devons avoir tMinCC ¸ tPHYÅ tCCÅ2tIT. Un des deux tIT vient du
fait que les objets, lorsqu’ils sont bloqués, le sont au début de l’IT kRec . Le deuxième provient
de l’IT de diffusion des paramètres.
— Pour l’équation (4.20), nous devons avoir tMinCC ¸ tPHYÅ tMACÅ tCCÅ2tIT.
4.2.4 Nombre d’objets en retransmission
Étude analytique
Commençons par effectuer une étudemathématique de la v.a.GR. Le raisonnement et les mé-
thodes de calcul sont très similaires à ce qui a été effectué avec les objets bloqués, l’accompagne-
ment sur les calculs est donc très marginal. Considérons les notations suivantes :
— k et h sont des indices d’intervalles de temps tels que k Ç h. Dans la suite, l’IT k représente
le passé (i.e. k · kRec) tandis que l’IT h représente le futur (i.e. h Æ kPred).
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— pAT(k) est la proportion d’objets parmi ceux qui ont transmis sur le CAA durant l’IT k qui en
sont à leur dernière tentative de transmission. Si ces objets ne réussissent toujours pas leur
transmission, ils seront dans l’obligation d’abandonner la transmission dumessage.
— TH(k) est le nombre de trames correctement reçues par la station de base lors de l’IT k qui
est connu par la station de base car k · kRec. gCAA(k) est le nombre de trames transmises
durant l’IT k, la station de base en connaît une estimation, gCAA(k).
Dans cette étude, nous cherchons à déterminer la loi de GR(h).
Notons gRetr (k) le nombre d’objets n’ayant pas réussi leur transmission sur le CAA durant l’IT
k, son expression est déterminée par l’équation (4.21).
gRetr (k)Æ gCAA(k)¡TH(k) (4.21)
Parmi ces gRetr (k) objets, uniquement GRetrA(k) sont autorisés à transmettre de nouveau à
cause de NMaxTr, nous obtenons :
GRetrA(k)»B
¡
gCAA(k)¡TH(k),1¡pAT(k)
¢
(4.22)
Ces objets vont retransmettre uniformément durant les IT j tels que :
j 2 JkÅNMinDélaiR;kÅNMinDélaiRÅNMax Back-offK
Soit GRetrans( j ,k), la v.a. représentant le nombre d’objets qui veulent retransmettent durant
l’IT j alors qu’ils ont échoué durant l’IT k. Par analogie avec ce que nous avons effectué précé-
demment, nous obtenons son expression :
GRetrans( j ,k)»B
µ¡
gCAA(k)¡TH(k)
¢¡
1¡pAT(k)
¢
NMax Back-off¡NMinDélaiRÅ1
¶
(4.23)
Finalement, toujours par analogie, nous déduisons la loi de GR(kPred) :
GR(kPred)Æ
X
8k·kRec,
kPred2JkÅNMinDélaiR; kÅNMinDélaiRÅNMax Back-offK
GRetrans( j ,k) (4.24)
Prédiction de la charge provenant des objets en retransmission
L’étude analytique précédente a permis de déterminer la loi de GR(kPred). Désormais, nous
explicitons uneméthode pour calculercgR(kPred). Cette dernière repose sur le calcul de l’espérance
de GR(kPred) qui s’exprime comme suit :
E (GR(kPred))Æ
X
8kÇkRec,
kPred2JkÅNMinDélaiR; kÅNMinDélaiRÅNMax Back-offK
E
¡
GRetrans( j ,k)
¢
(4.25)
La distribution GRetrans( j ,k) suit une loi Binomiale. Son espérance est donc la suivante :
E
¡
GRetrans( j ,k)
¢Æ ¡gCAA(k)¡TH(k)¢¡1¡pAT(k)¢
NMax Back-off¡NMinDélaiRÅ1
(4.26)
Pour réussir à estimer l’espérance de GR(k), l’algorithme de prédiction de charge doit être en me-
sure de calculer l’espérance introduite par l’équation 4.26. La description suivante montre la voie
pour effectuer ce calcul :
— TH(k) et une estimation de gCAA(k) sont évidemment connus de la station de base.
— Mêmeprincipe que pour pAB(k), en en-tête de la trameMAC, les objets indiquent le nombre
de transmissions de la trame, une estimationde ce paramètre est doncpossible. Si le contrôle
de charge est en sortie de couche physique, l’algorithme va donc supposer pAT(k)Æ 0, ce qui
revient à négliger les pertes à cause de la limitation de transmission.
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— Les paramètres NMax Back-off et NMinDélaiR sont connus par la station de base car ce sont des
paramètres de configuration du système de communication.
Finalement, nous avons deux formules pour prédire, durant les futurs IT, la charge provenant des
objets retransmettant leur message. La formule (4.27) est utilisée lorsque le contrôle de charge est
en sortie de la couche physique tandis que la formule (4.28) est considérée lorsque le contrôle de
charge est en sortie de la couche MAC.
cgR(kPred)Æ X
8k·kRec,
kPred2JkÅNMinDélaiR; kÅNMinDélaiRÅNMax Back-offK
gCAA(k)¡TH(k)
NMax Back-off¡NMinDélaiRÅ1
(4.27)
cgR(kPred)Æ X
8k·kRec,
kPred2JkÅNMinDélaiR; kÅNMinDélaiRÅNMax Back-offK
¡gCAA(k)¡TH(k)¢¡1¡dpAT(k)¢
NMax Back-off¡NMinDélaiRÅ1
(4.28)
Conditions nécessaires pour réaliser la prédiction
Tout comme pour la prédiction des objets bloqués, des conditions sont nécessaires pour utili-
ser les équations (4.27) et (4.28), les voici :
— Pour l’équation (4.27), nous devons avoir tCC · tMAC ÅNMinDélaiR £ tIT étant donné que le
contrôle de charge est en sortie de la couche physique.
— Pour l’équation (4.28) nous devons avoir tCC · NMinDélaiR£ tIT étant donné que le contrôle
de charge est en sortie de couche MAC.
4.2.5 Nombre de nouveaux objets est aléatoire
Mise en place du problème
Le nombre de nouveaux objets voulant transmettre par intervalle de temps est a priori aléa-
toire. On peut imaginer des fonctions présentes dans le cœur de réseau qui analysent le trafic
d’une station de base pour en déterminer des motifs de trafic à certaines périodes. Le cœur de ré-
seau pourrait donc informer la station de base du nombre de nouveaux objets par IT. Nous n’avons
pas fait cette hypothèse, car nous l’avons trouvée très contraignante. Notre objectif est d’essayer
de se servir des informations provenant des IT du passé pour déterminer une tendance du nombre
de nouveaux objets. Mais dans un système opérationnel nous pourrions envisager une combinai-
son de ces techniques permettant de se servir des mesures sur des temps longs pour obtenir des
tendances (journalières par exemple) et des méthodes de prédiction sur temps court.
Revenons sur la figure 4.2. Pour tous les intervalles de temps k tels que k · kRec, le contrôle
de charge connaît désormais cgB(k) et cgR(k), en plus de gCAA(k) et p(k). Ainsi, pour ces IT, l’algo-
rithme de prédiction de charge est en mesure d’estimer le nombre de nouveaux objets de la façon
suivante : àgN-Esti(k)Æ gCAA(k)
p(k)
¡cgB(k)¡cgR(k), 8k · kRec (4.29)
Ces estimations du nombre de nouveaux paquets dans le passé vont nous permettre d’effectuer
la prédiction de la tendance, nous utilisons deux méthodes de prédiction linéaire très connues, la
moyenne sur une fenêtre glissante et le lissage exponentiel.
Prédiction du nombre de nouveaux objets avec unemoyenne sur une fenêtre glissante
Il est possible de prédire une tendance de gN avec une moyenne sur une fenêtre glissante
comme illustré par l’équation (4.30). Notons k0, le premier intervalle de temps durant lequel la
station de base reçoit des trames provenant des objets, TF représente la taille de la fenêtre glis-
sante. cgN(kPred )Æ 1TF £
TF¡1X
iÆ0
àgN-Esti(kRec ¡ i ) (4.30)
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Notons que pour utiliser l’équation (4.30), TF estimations du nombre de nouveaux objets dans
le passé sont nécessaires. À l’initialisation, la moyenne est effectuée sur une fenêtre limitée.
Prédiction du nombre de nouveaux objets avec un lissage exponentiel
Le lissage exponentiel est une méthode empirique de prévision de données chronologiques
affectées d’aléas. Soit xt les données brutes de la série commençant à t Æ 0, le résultat du lissage
exponentiel est donné par st . Pour une série commençant à t Æ 0, le lissage exponentiel est carac-
térisé par le système d’équations suivant :(
s0 Æ x0
st Æ ®xt Å (1¡®)st¡1, t È 0
La prédiction de gN s’écrit donc de la façon suivante où ® représente le paramètre du lissage
exponentiel :
cgN(kPred )Æ
(
0 si kPred · k0Å
l
tTRT
tIT
m
Å1
®àgN-Esti(kRec )Å (1¡®)cgN(kPred ¡1) sinon (4.31)
4.2.6 Présentation des algorithmes de prédiction de charge
Pour effectuer la prédiction de charge nous utilisons une mémoire partagée entre deux algo-
rithmes, le premier met à jour la mémoire partagée tandis que le second calcule la prédiction de
charge. La mémoire partagée est composée des éléments suivants :
— Un vecteur pour les nouveaux objets, il est nommé vec-gN.
— Un vecteur pour les objets bloqués par le contrôle de charge, il est nommé vec-gB.
— Un vecteur pour les objets qui effectuent une retransmission de message, il est nommé vec-
gR.
— Une variable pour représenter la précédente prédiction de charge, cgT-avant, cette variable
est uniquement utilisée avec la méthode de lissage exponentiel.
À chaque intervalle de temps, le premier algorithme (algorithme 1) s’occupe de la mise à jour
des différents vecteurs de lamémoire. Nous retrouvons les formules (4.20), (4.28) et (4.29). Notons
que dans l’algorithme suivant, lorsque le contrôle de charge est en sortie de la couche physique
nous avons en entrée de la fonction : dpAT(n)ÆdpAB(n)Æ 0.
Algorithm 1 Fonction de mise à jour de la mémoire partagée
1: Numéro intervalle de temps traité : n
2: Input : gCAA(n), p(n), NminCC(n), NmaxCC(n),dpAT(n), dpAB(n), TH(n) et la mémoire partagée.
3: functionMISE À JOUR SIMPLIFIÉE DE LA MÉMOIRE PARTAGÉE
4: for j ÆNminCC(n) à j ÆNmaxCC(n) do
5: vec-gB(nÅ j )Æ vec-gB(nÅ j )Å gCAA(n)£
³
1
p(n)¡1
´
£(1¡dpAB(n))
NmaxCC(n)¡NminCC(n)Å1
6: end for
7: for j ÆNMinDélaiR à j ÆNMax Back-off do
8: vec-gR(nÅ j )Æ vec-gR(nÅ j )Å (gCAA(n)¡TH(n))£(1¡dpAT(n))NMax Back-off¡NMinDélaiRÅ1
9: end for
10: vec-gN(n)Æ gCAA(n)p(n) ¡vec-gR(n)¡vec-gB(n)
11: end function
Dès que la mémoire partagée est à jour, l’algorithme 2 entre en jeu pour calculer la prédiction
de la charge totale. L’algorithme présenté a été simplifié par souci de lecture.
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Algorithm 2 Prédiction de la charge future,cgT
Numéro intervalle de temps traité : n
Numéro intervalle de temps de la prédiction :m Æ nÅ
l
tTRT
tIT
m
Å2
Input : La mémoire partagée.
function CALCUL DE cgT
ifMéthode moyenne fenêtre glissante then
temp-gNÆ 1TF
PTF¡1
iÆ0 vec-gN(n¡ i )cgT Æ temp-gNÅvec-gR(m)Åvec-gB(m)
end if
ifMéthode lissage exponentiel then
temp-gNÆ®vec-gN(n)Å (1¡®)cgT-avantcgT Æ temp-gNÅvec-gR(m)Åvec-gB(m)
end if
end function
4.2.7 Evaluation de l’efficacité de nosméthodes de prédiction
Efficacité de la prédiction
Nous voulons évaluer la précision de nos algorithmes de prédiction de charge. Pour cela, nous
considérons pour nos simulations les paramètres détaillés par le tableau 4.1 et les scénarios de
trafic 1 à 5.
Paramètre Valeur
Méthode d’accès ALOHA discrétisé
NCF¡SA 50
NMaxTr 10
NMinDélaiR 0
NMax Back-off 3
tPHY 2tIT
tMAC 2tIT
tCC 1tIT
NMaxBl 3
Début contrôle de charge Sortie couche physique
Méthode de calcul de cgN Moyenne avec fenêtre glissante
TF 10
¯ 0
TABLEAU 4.1 – Paramètres de simulation pour l’évaluation de l’efficacité de prédiction
La figure 4.4 présente une illustration du comportement de nos algorithmes de prédiction au
cours des intervalles de temps pour le scénario 2. Dans le but de ne pas surcharger le manuscrit,
nous n’avons pas représenté les résultats obtenus avec les autres scénarios, les conclusions sont
généralement similaires. Les différences sont expliquées dans les prochains paragraphes. Nous
nous apercevons que la prédiction de gR et gB est en moyenne identique à la valeur réelle, nous
nous attendions à ce résultat du fait des études mathématiques réalisées précédemment. En re-
vanche, pour gN, nous observons un petit retard qui est causé par la durée de traitement à bord
de la station de base et la taille de la fenêtre TF, ce phénomène est détaillé dans les paragraphes
suivants.
Pour évaluer la précision de la prédiction, nous calculons la différence entre la valeur réelle et
la prédiction, gX(k, i )¡cgX(k, i ) où X Æ {N,R,B,T}, k est le numéro d’IT et i est le numéro de l’itéra-
tion de simulation, car nous avons effectué plusieurs fois la même simulation. Pour un IT donné,
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(a) Évolution de gN et cgN moyens au cours du temps
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(b) Évolution de gB etcgB moyens au cours du temps
200 400 600 800 1000 1200
# intervalle de temps
0
5
10
15
20
25
30
35
40
N
o
m
b
re
d
o´
b
je
ts
en
re
tr
a
n
m
is
si
o
n
re´el
estimation
(c) Évolution de gR etcgR moyens au cours du temps
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(d) Évolution de gT etcgT moyens au cours du temps
FIGURE 4.4 – Illustration de l’efficacité de nos algorithmes de prédiction avec le scénario 2
nous avons calculé la moyenne et l’écart-type de la différence. Nous avons regardé la différence
plutôt que l’écart pour observer si notre estimation était optimiste ou pessimiste. Puis nous avons
effectué unemoyenne desmoyennes et des écarts-types pour un ensemble d’intervalles de temps
qui correspondent à ceux où la station de base est surchargée, les résultats sont résumés par le
tableau 4.2.
Moyenne Écart type
N B R N B R
Scénario 1 0.61 ¡0.015 ¡0.039 5.68 2.25 3.48
Scénario 2 0.80 ¡0.033 ¡0.042 5.71 2.42 3.47
Scénario 3 170.1 ¡0.0047 ¡3.2e¡4 13.32 1.44 2.16
Scénario 4 0.51 ¡0.11 ¡0.11 5.25 3.05 4.21
Scénario 5 0.84 ¡0.14 ¡0.11 6.65 3.34 4.37
TABLEAU 4.2 – Analyse erreur lorsque le contrôle de charge est en sortie de couche physique
Plusieurs points sont à noter lorsqu’on analyse le tableau 4.2 :
— Le signe des différences de prédiction de gB et gR est négatif, cela signifie que les algorithmes
surestiment ces valeurs car nous ne prenons pas en compte la probabilité d’abandon de
transmission (dans les simulations, le contrôle de charge est en sortie de couche physique,
voir tableau 4.1). D’ailleurs nous observons que cette surestimation est plus grande pour
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(a) Contrôle de charge en sortie couche physique
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(b) Contrôle de charge en sortie couche MAC
FIGURE 4.5 – Illustration de la surestimation de gB dans le cadre du scénario 5, gB etcgB moyens au cours du
temps
les scénarios 4 et 5 ce qui est mis en évidence par la figure 4.5a (nous avons uniquement
représenté gB, le comportement est identique avec gR), les abandons de transmission font
que nos algorithmes de prédiction de la charge se trompent. En revanche si nous effectuons
le contrôle de charge en sortie de la couche MAC comme illustré par la figure 4.5b, il y a
moins de surestimation de gR et gB.
— Dans le cadre du scénario 3, la prédiction de gN se trompe complètement (avec ce jeu de
paramètres) en raison du temps de traitement qui cause un retard de prédiction. Mais étant
donné que gR et gB sont prédits très précisément, nos algorithmes donnent une prédiction
grossière de gT satisfaisante au cours du temps qui s’améliore une fois que nos algorithmes
se sont rendus compte qu’il n’y a plus de pic de charge en entrée du canal.
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(a) Évolution de gN et cgN moyens au cours du temps
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(b) Évolution de gT etcgT moyens au cours du temps
FIGURE 4.6 – Impact du scénario 3 sur la prédiction de charge
Temps de réaction ou inertie du contrôle de charge
Lors de l’analyse des figures 4.4a et 4.6a, nous avons mentionné la présence d’un temps de
réaction ou inertie du contrôle de charge. Cette dernière caractérise la durée entre l’instant où la
charge en entrée du canal en accès aléatoire change et l’instant où la prédiction de gN est correcte.
Dans le but de caractériser cette inertie, les paramètres définis par le tableau 4.3 sont considérés
pour nos simulations.
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Paramètre Valeur (Config. A) Valeur (Config. B)
Méthode d’accès ALOHA discrétisé ALOHA discrétisé
NCF¡SA 50 50
NMaxTr 10 10
NMinDélaiR 0 0
NMax Back-off 3 3
tPHY 2tIT 10tIT
tMAC 2tIT 5tIT
tCC 1tIT 3tIT
NMaxBl 3 3
Début contrôle de charge Sortie couche physique Sortie couche physique
Méthode de calcul de cgN Moyenne avec fenêtre glissante Moyenne avec fenêtre glissante
TF 10 40
¯ 0 0
TABLEAU 4.3 – Paramètres de simulation pour l’analyse du temps de réaction du contrôle de charge
Cette durée d’inertie est composée de deux phases : la première est causée par le temps de trai-
tement à bord de la station de base (nous notons sa durée en intervalles de temps, X1) et la seconde
est liée à la méthode de prédiction utilisée pour calculer cgN. Nous constatons que X1 Æ tTRTÅ2tITtIT ,
autrement dit, c’est la durée entre le premier instant de changement brusque de la charge en en-
trée du canal et le moment où les objets appliquent des paramètres de contrôle de charge qui en
ont subi l’impact. Quant à X2, lorsque nous utilisons la méthode de moyenne sur une fenêtre glis-
sante, nous avons X2 ÆTF. Notons que X2 est différent lors de l’utilisation de laméthode de lissage
exponentiel. À terme, dans un système opérationnel, il sera nécessaire d’avoir X1 et X2 les plus
faibles possibles pour atténuer les conséquences néfastes de l’inertie sur la prédiction, illustrés
par la figure 4.6.
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(a) Inertie du contrôle de charge (Config. A)
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FIGURE 4.7 – Illustration de l’inertie du contrôle de charge avec l’aide du scénario 2
Impact de la précision d’estimation de la charge sur le CAA, ¯
Dans le cadre des paramètres de simulation détaillés par le tableau 4.1, nous évaluons l’impact
de ¯ (précision de l’estimateur de charge du canal en accès aléatoire). Pour cela, nous évaluons
encore l’erreur de précision de prédiction (gX(k, i )¡cgX(k, i ), X Æ {N,B,R,T}) pour différentes va-
leurs de ¯, dans le cadre des scénarios de trafic 1 et 2, les résultats obtenus sont regroupés dans
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Moyenne Écart type
N B R T N B R T
Scénario 1 - ¯Æ 0 0.61 ¡0.015 ¡0.039 ¡0.0014 5.68 2.25 3.48 5.56
Scénario 1 - ¯Æ 0.3 0.64 ¡0.10 ¡0.099 ¡0.0020 6.86 2.53 5.31 7.76
Scénario 1 - ¯Æ 0.5 0.72 ¡0.27 ¡0.24 ¡0.0073 8.78 2.78 7.57 10.69
Scénario 2 - ¯Æ 0 0.80 ¡0.033 ¡0.042 ¡5.3e¡4 5.71 2.42 3.47 5.67
Scénario 2 - ¯Æ 0.3 0.83 ¡0.14 ¡0.11 ¡0.0054 6.96 2.66 5.30 7.93
Scénario 2 - ¯Æ 0.5 0.91 ¡0.29 ¡0.24 0.0035 8.93 2.87 7.47 10.85
TABLEAU 4.4 – Analyse impact ¯ sur les algorithmes de prédiction
le tableau 4.4. Comme attendu, les imprécisions de l’estimateur de charge sur le canal en accès
aléatoire détériorent les performances des algorithmes de prédiction. La moyenne de l’erreur de
prédiction est perturbée,mais elle reste tout demême stable autour de 0. En revanche, l’écart-type
est grandement perturbé, ce dernier grandit lorsque ¯ augmente. Notons qu’à la vue du tableau
4.4, nous pourrions penser que la prédiction de gB est peu influencée par ¯, mais une analyse
rapide des figures 4.4a, 4.4b et 4.4c permet de comprendre qu’en relatif l’impact est tout aussi
important.
4.3 Calcul de la probabilité d’accès
À partir d’une prédiction de charge totale pour un futur intervalle de temps, il faut calculer
la probabilité d’accès à appliquer durant cet intervalle de temps pour éviter que le canal ne soit
surchargé. Notre but est de calculer la probabilité qui maximise le débit du canal, nous l’appelons
la probabilité d’accès optimale. Le calcul de cette dernière dépend des performances du canal en
accès aléatoire et donc de laméthode d’accès utilisée. Nousmontrons dans cette section comment
la calculer pour les méthodes d’accès considérées dans le chapitre de modélisation (chapitre 3).
4.3.1 Probabilité d’accès optimale pour laméthode d’accès ALOHA discrétisé
Mise en place des équations
Voici quelques définitions et hypothèses avant de dérouler le calcul de la probabilité d’accès
optimale :
— p est la probabilité d’accès que l’on cherche à optimiser pour obtenir le meilleur débit sur le
canal en accès aléatoire.
— gT est le nombre d’objets qui doivent transmettre sur le CAA durant l’intervalle pour lequel
nous sommes en train de calculer la probabilité d’accès. Nous supposons que nous connais-
sons parfaitement cette valeur, il n’y a pas d’erreur de prédiction.
— P
¡
gCAA Æ j jgT
¢
est la probabilité d’avoir j objets transmettant sur le canal en accès aléatoire
alors que gT ont réalisé le test d’accès avec la probabilité p. Étant donné que le test d’accès
est mené de manière indépendante par les objets nous obtenons la formule suivante :
P
¡
gCAA Æ j jgT
¢Æ ÃgT
j
!
p j
¡
1¡p¢gT¡ j (4.32)
— THSA
¡
p,gT
¢
est le débit moyen sur le canal en accès aléatoire lorsque la probabilité p est
appliquée aux gT objets.
Ainsi, ce débit moyen s’exprime comme suit où THSA( j ) est donné par (3.2) :
THSA
¡
p,gT
¢Æ gTX
jÆ0
P
¡
gCAA Æ j jgT
¢
THSA( j ) (4.33)
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Notre objectif est donc de résoudre l’équation (4.34) pour obtenir la probabilité d’accès optimale.
pOpt Æ argmax
p
THSA
¡
p,gT
¢
(4.34)
Pour cela, nous devons obtenir une expression analytique de l’équation (4.33).
Détail du calcul de (4.33)
Nous injectons les performances de la méthode d’accès (3.2) dans l’équation (4.33) pour obte-
nir :
THSA
¡
p,gT
¢Æ gTX
jÆ1
Ã
gT
j
!
p j
¡
1¡p¢gT¡ j j e¡ jNCF¡SA
Puis, grâce à l’égalité
¡n
k
¢Æ nk ¡n¡1k¡1¢, nous obtenons :
THSA
¡
p,gT
¢Æ gT gTX
jÆ1
Ã
gT¡1
j ¡1
!³
pe
¡ 1NCF¡SA
´ j ¡
1¡p¢gT¡ j
Le changement de variable k Æ j ¡1 et l’utilisation du binôme de Newton nous permet d’obtenir
l’expression finale de (4.33) :
THSA
¡
p,gT
¢Æ pgTe¡ 1NCF¡SA ³1¡pÅpe¡ 1NCF¡SA ´gT¡1 (4.35)
Obtention de pOpt dans le cadre de laméthode d’accès ALOHA discrétisé
La fonction p 7! THSA
¡
p,gT
¢
est continue sur l’intervalle [0;1], nous pouvons donc dériver
cette fonction afin de trouver la probabilité d’accès optimale. La dérivée s’écrit de la façon sui-
vante :
@THSA
¡
p,gT
¢
@p
Æ gTe¡
1
NCF¡SA
³
1¡pÅpe¡
1
NCF¡SA
´gT¡2 ³
1¡pgT
³
1¡e¡
1
NCF¡SA
´´
(4.36)
Nous cherchons l’extremadans le but de trouver l’expressionde pOpt, ainsi, nous résolvons
@TH(p,gT)
@p Æ
0. Deux solutions sont possibles :
p1 Æ 1
1¡e¡
1
NCF¡SA
p2 Æ 1
gT
³
1¡e¡
1
NCF¡SA
´
La solution p1 est exclue car p1 È 1. La solution p2 2 [0;1] lorsque gT ÈNCF¡SA, une étude de signe
de
@TH(p,gT)
@p permet de confirmer que p2 est un maximum.
Ainsi la probabilité d’accès optimale dans le cadre de la méthode d’accès ALOHA discrétisé en
temps s’écrit de la façon suivante :
pOpt-SA
¡
gT
¢Æmin
0B@1, 1
gT
³
1¡e¡
1
NCF¡SA
´
1CA (4.37)
4.3.2 Probabilité d’accès optimale pour laméthode d’accès CRDSA
Malheureusement, dans le cadre du CRDSA, il n’existe pas de formule analytique de la per-
formance du canal en accès aléatoire, nous ne pouvons donc pas appliquer le principe de calcul
retenu pour l’ALOHA discrétisé.
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Solutions numérique et empirique
Il est possible en revanchede résoudre numériquement l’équation (4.34) avec les performances
du CRDSA. Nous proposons une formule empirique qui approche la solution numérique, l’expli-
cation de cette formule est donnée ultérieurement. Cette solution est représentée par l’équation
(4.38), le paramètre ° et une constante réelle qu’il faut optimiser pour avoir une solution empi-
rique la plus proche de la solution numérique. Dans cette équation gMaxTh représente la charge
transmise sur le canal en accès aléatoire qui obtient le meilleur débit du canal, autrement dit
gMaxTh Æ argmax
gCAA
TH
¡
gCAA
¢
.
pOpt-CRDSA-Empirique
¡
gT
¢Æ
8<:1 si gT · gMaxThgMaxTh¡°q gMaxThgT (gT¡gMaxTh)
gT
sinon
(4.38)
La figure 4.8 illustre la solution numérique et deux solutions empiriques avec des valeurs de ° dif-
férentes. La solution numérique est encadrée par les deux solutions empiriques, il semble donc
possible d’optimiser ce paramètre pour obtenir une solution empirique proche de la solution nu-
mérique.
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FIGURE 4.8 – Représentation des solutions numérique et empirique pour NCF¡CRDSA Æ 10.
Une chose intéressante à noter dans le cadre de la méthode d’accès CRDSA est illustrée par la
figure 4.9. Dans cette dernière, nous avons représenté le débit moyen maximal du canal en accès
aléatoire après application de la probabilité d’accès optimale pour le CRDSA et l’ALOHAdiscrétisé.
Pour obtenir ces courbes, nous avons donc tracé THCRDSA
¡
pOpt ,gT
¢
en fonction de gT. Nous ob-
servons que le débit moyen maximal obtenu après application de la probabilité d’accès optimale
est plus éloigné du débit maximal du canal dans le cas du CRDSA. Si nous effectuons le rapport
des deux débits lorsque gT !1 nous obtenons 67% pour le CRDSA et 95% pour l’ALOHA discré-
tisé (lorsque NCF¡CRDSA Æ 10 et NCF¡SA Æ 10). Cette différence est due à l’utilisation du SIC par le
CRDSA qui entraîne une chute brutale des performances du canal, il est ainsi essentiel de ne pas
s’approcher de cette zone de chute d’où le besoin d’avoir un recul par rapport à la valeur du débit
maximal afin d’offrir un meilleur service.
Si nous nous projetons dans un système opérationnel, deux solutions sont possibles lorsque
les performances du canal ne peuvent pas s’écrire analytiquement. Soit la station de base possède
un abaque de la probabilité d’accès, ainsi pour une charge gT (calculée par les algorithmes de pré-
diction), le contrôle de charge réalise un accès à l’abaque pour déterminer la probabilité d’accès à
appliquer. Sinon il se peut que la station de base ne soit pas en mesure d’accueillir l’abaque pour
cause de placemémoire, on pense essentiellement au cas du satellite, alors il est important d’avoir
une solution mathématique empirique qui approche au mieux la solution numérique.
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FIGURE 4.9 – Débit moyen du CAA après application de la probabilité d’accès optimale
Optimisation du paramètre °
Maintenant, il nous faut optimiser le paramètre ° pour minimiser les différences entre les so-
lutions numérique et empirique. Pour cela nous étudions la fonction (4.39) où F° représente notre
solution empirique et Fnumérique est la solution numérique.
f
¡
°
¢Æ °°F°¡Fnumérique°° (4.39)
Nous considérons trois normes différentes décrites par les équations (4.40), (4.41) et (4.42) où E
représente l’ensemble des charges gT pour lesquelles nous avons calculé la solution numérique.
Ainsi cet ensemble est défini de la façon suivante : E Æ JgT-min;gT-maxK.
f1
¡
°
¢Æ X
n2E
¯¯
F° (n)¡Fnumérique (n)
¯¯
(4.40)
f2
¡
°
¢ÆsX
n2E
¡
F° (n)¡Fnumérique (n)
¢2 (4.41)
f1
¡
°
¢ÆMax
n2E
¯¯
F° (n)¡Fnumérique (n)
¯¯
(4.42)
Nous cherchons donc évidemment la valeur de ° qui permette de minimiser f
¡
°
¢
, nous le nom-
mons °Opt, le tableau 4.5 représente les valeurs obtenues par simulation.
NCF¡CRDSA gT-min gT-max °Opt-1 °Opt-2 °Opt-1
10 11 550 0.568339 0.551957 0.295093
10 11 1100 0.567295 0.552223 0.295093
20 11 1100 0.596501 0.552245 0.302276
20 11 2200 0.597397 0.553175 0.302276
30 11 1650 0.588139 0.529175 0.301310
30 11 3300 0.590567 0.530488 0.301310
40 11 2200 0.570965 0.503062 0.291578
40 11 4400 0.574579 0.504619 0.291578
TABLEAU 4.5 – °Opt obtenue avec une précision recherchée de 10¡6
Nous constatons que les°Opt dépendent dunombre de canaux, de l’ensembleE et de la norme.
Par la figure 4.10, nous observons que graphiquement la solution obtenue par la norme infinie est
plus éloignée de la solution numérique que les autres normes, elle n’est pas adaptée. En effet, cette
53
4.3. CALCUL DE LA PROBABILITÉ D’ACCÈS
0 200 400 600 800 1000 1200
Charge totale (gT )
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
P
ro
b
ab
il
it
e´
d
’a
cc
es
op
ti
m
al
e
(p
)
Solution nume´rique
FγOpt−1
FγOpt−2
FγOpt−∞
(a) Représentation graphique
0 50 100 150
Charge totale (gT )
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
P
ro
b
ab
il
it
e´
d
’a
cc
es
op
ti
m
al
e
(p
)
Solution nume´rique
FγOpt−1
FγOpt−2
FγOpt−∞
(b) Zoom de 4.10a
FIGURE 4.10 – F° et Fnumérique pour NCF¡CRDSA Æ 10 et E Æ J11;2200K
dernière s’intéresse uniquement au pire écart entre les fonctions F
¡
°
¢
et Fnumérique alors que les
autres se concentrent plus sur la vraisemblance qui est plus adéquate lorsque l’on cherche à su-
perposer les fonctions. L’intervalle a aussi son importance, dans la suite nous prenons la valeur de
°Opt obtenue sur un ensemble E important. Mais, dans un système opérationnel, il peut y avoir
une spécification de gT-max ce qui permettrait d’optimiser ° sur un ensemble plus restreint cor-
respondant aux cas d’usage. Dans ce cas, il faudra évidemment choisir entre la norme 1 et 2 pour
obtenir °Opt.
Pour trouver la valeur de °Opt que l’on considérera pour la suite du manuscrit nous représen-
tons par la figure 4.11 la valeur de ° quiminimise la distance entre F° et Fnumérique pour chaque gT.
Nous observons que ° converge lorsque gT !1, ce qui est logique au vu des ce que nous avons
constaté sur la figure 4.9a que gT£p
¡
gT
¢ ¡!
gT!Å1
C où C est une constante qui dépend du nombre
de sous-canaux fréquentiels NCF¡CRDSA.
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FIGURE 4.11 – ° optimal pour chaque gT, obtenue avec une précision recherchée de 10¡6
Nous résumons dans 4.6, les valeurs de ° que nous considérons dans la suite du manuscrit.
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NCF¡CRDSA 10 20 30 40
° 0.565111 0.598515 0.594543 0.580593
TABLEAU 4.6 – Valeurs de ° considérées pour la suite du manuscrit, les valeurs proviennent de 4.11
D’où vient cette solution empirique ?
Pour expliquer le raisonnement qui nous amenés à cette solution, il suffit de regarder la figure
4.12. Sur cette dernière nous avons représenté le débit du canal en accès aléatoire etP
¡
gCAA Æ j jgT
¢
autrement dit la probabilité d’avoir j objets qui transmettent sur le canal en accès aléatoire alors
que gT ont effectué le test d’accès avec la probabilité
gMaxTh
gT
.
Nous définissons gCAA, la charge moyenne sur le CAA après réalisation du test d’accès, cette
dernière s’exprime ainsi : gCAA Æ p £ gT. Avec la probabilité d’accès définie précédemment, nous
obtenons gCAA Æ gMaxTh . En analysant la figure 4.12, nous constatons qu’il y a une chance sur
deux que gCAA È gMaxTh après le test d’accès. Cela est néfaste dans le cadre du CRDSA du fait de
l’utilisation du SIC. Il est donc nécessaire d’avoir gCAA Ç gMaxTh afin d’éviter la zone de chute de
performance de la méthode d’accès dans le but de maximiser le débit du CAA. Notre idée a donc
été de réduire la charge (après applicationdu test d’accès) par la dispersion spatiale (ou écart-type)
de la distributionB
³
gT,
gMaxTh
gT
´
. Mis bout à bout l’équation (4.43) et gCAA Æ p£ gT nous obtenons
la formule (4.38).
gCAA Æ gMaxTh ¡°
s
gMaxTh
gT
¡
gT¡ gMaxTh
¢
(4.43)
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FIGURE 4.12 – Origine de la solution empirique (4.38), NCF¡CRDSA Æ 100 et gT Æ 200
4.3.3 Probabilité d’accès optimale dans un cadre général
Dans un cadre général ou dans un système opérationnel, les performances du canal en accès
aléatoire ne seront jamais données sous forme analytique, mais uniquement sous forme numé-
rique après des simulations couche physique. Ainsi, dans un premier temps, il sera possible de
résoudre numériquement l’équation (4.34) et donc d’obtenir un abaque de la probabilité d’accès
optimale. De plus, nous sommes intimement convaincus que l’approche adoptée peut être éten-
due à d’autres méthodes d’accès pour canaux en accès aléatoire.
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4.3.4 Biais de la probabilité d’accès
Principe général mathématique et illustration
Du fait du calcul de cgT qui est potentiellement inexact, il est possible d’observer un biais de
la probabilité d’accès. Illustrons ce concept avant d’attaquer l’analyse de performance des algo-
rithmes.
Nous savons grâce au tableau 4.4 que cgT oscille autour gT. Pour simplifier notre raisonne-
ment, supposons que cgT Æ gT Å ² ou cgT Æ gT ¡ ². Le biais apparaît lorsque la fonction qui calcule
la probabilité d’accès optimale (en fonction de cgT) n’est pas linéaire. En effet, si la fonction n’est
pas linéaire, nous avons 0.5
¡
p(gTÅ²)Åp(gT¡²
¢ 6Æ p(gT). Pour les démonstrations suivantes nous
considérons la méthode d’accès ALOHA discrétisé car nous connaissons ses performances ana-
lytiques. Nous considérons différents cas d’études présentés par la figure 4.13. Dans ces cas, L
correspond à la limite d’activation du contrôle de charge, si gT Ç L alors p Æ 1.
L
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FIGURE 4.13 – Illustration du concept
Plaçons nous dans le premier cas, en utilisant l’équation (4.37), nous calculons deux diffé-
rences entre des probabilités d’accès (nous rappelons que p
¡
gT¡²
¢È p ¡gTÅ²¢ lorsque ²È 0) :
¢Åp
¡
gT
¢Æ ¯¯p ¡gTÅ²¢¡p ¡gT¢¯¯Æ ²
gT
¡
gTÅ²
¢³
1¡e¡
1
NCF-SA
´ (4.44)
¢¡p
¡
gT
¢Æ ¯¯p ¡gT¡²¢¡p ¡gT¢¯¯Æ ²
gT
¡
gT¡²
¢³
1¡e¡
1
NCF-SA
´ (4.45)
Nous calculons ensuite le rapport entre les équations (4.44) et (4.45) :
¢Åp
¡
gT
¢
¢¡p
¡
gT
¢ Æ gT¡²
gTÅ²
Ç 1 (4.46)
Ainsi pour tout ² tel que gT ¡ ² È L, nous avons ¢Åp Ç ¢¡p , il se produit une surestimation de la
probabilité d’accès (car p
¡
gT¡²
¢ È p ¡gTÅ²¢). La probabilité d’accès biaisée s’écrit de la façon
suivante :
pbiais
¡
gT,²
¢Æ 0.5£ ¡p ¡gTÅ²¢Åp ¡gT¡²¢¢ (4.47)
Nous illustrons par la figure 4.14, la différence entre ¢p et le rapport entre la probabilité biaisée et
l’optimale avec des valeurs numériques pour gT et NCF-SA. En observant la figure 4.14, nous nous
apercevons que la surestimation de la probabilité d’accès augmente avec ². Une surestimation de
cette dernière mène à une augmentation de la charge sur le canal en accès aléatoire, car moins
d’objets sont bloqués par le contrôle de charge. Les trames transmises par les objets sont donc
touchées par plus de collisions se traduisant par une augmentation de PPerteT, mais aussi par une
baisse de PPerteCC car moins d’objets sont bloqués par le contrôle de charge. Le paramètre ² est lié
par essence à l’écart-type initial (obtenu avec ¯Æ 0) de nos algorithmes de prédiction et à ¯.
La même étude mathématique est effectuée avec le deuxième cas présenté par la figure 4.13,
cette fois-ci, gT¡²Ç L.
¢Åp
¡
gT
¢Æ ²
gT
¡
gTÅ²
¢³
1¡e¡
1
NCF-SA
´ (4.48)
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FIGURE 4.14 – Illustration de l’impact du cas 1 avec NCF¡SA Æ 50 et gT Æ 70
¢¡p
¡
gT
¢Æ gT
³
1¡e¡
1
NCF-SA
´
¡1
gT
³
1¡e¡
1
NCF-SA
´ (4.49)
L’étude du signe de ¢¡p
¡
gT
¢¡¢Åp ¡gT¢ revient à étudier celui de la fonction définie par l’équation
(4.50) où gT et NCF-SA sont des constantes tel que gT ÈNCF-SA.
h (²)Æ¡2²¡ gTÅ gT
¡
gTÅ²
¢³
1¡e¡
1
NCF-SA
´
(4.50)
En recomposant cette fonction nous trouvons la condition pour que h soit positif ou nul :
h (²)¸ 0, ²·
g 2T
³
1¡e¡
1
NCF-SA
´
¡ gT
2¡ gT
³
1¡e¡
1
NCF-SA
´ Æ ²Limite (4.51)
La figure 4.15 est le pendant de la figure 4.14. Lorsque ² Ç ²Limite il se produit une surestima-
tion. À l’inverse, lorsque ²È ²Limite c’est une sous-estimation. Cette dernière est aussi nocive, plus
d’objets sont bloqués par le contrôle qu’il ne le faut ce qui augmente la probabilité d’atteindre la
limitation NMaxBl. En revanche, il y a moins de charge sur le canal donc moins de collisions.
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FIGURE 4.15 – Illustration de l’impact du cas 2 avec NCF¡SA Æ 50 et gT Æ 55
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Nous n’étudions pas mathématiquement le cas numéro 3 car le principe est très proche des
deux premiers. Notons que pour ce dernier, si ² Ç ²Limite où ²Limite Æ L¡ gT alors la probabilité
d’accès n’est pas biaisée vu que gTÅ²Ç L.
La figure 4.16 illustre la différence entre la probabilité d’accès optimale et biaisée pour les trois
cas représentés par la figure 4.13. Nous observons que la probabilité d’accès est davantage biaisée
quand gT est proche de la limite d’activation du contrôle de charge. Nous rappelons que cette
dernière vaut L ÆNCF¡SA pour la méthode d’accès ALOHA discrétisé et L Æ 1.1£NCF¡CRDSA pour
le CRDSA. De plus, nous constatons une plus grande sensibilité aux erreurs de prédiction avec
0 2 4 6 8 10
ǫ
100
100.5
101
101.5
102
102.5
p
bi
a
is
(g
T
)
p
O
p
t
(g
T
)
(%
)
gT = 65
gT = 75
gT = 85
(a) Cas numéro 1, ALOHA discrétisé
0 2 4 6 8 10
ǫ
100
102
104
106
108
110
112
114
p
bi
a
is
(g
T
)
p
O
p
t
(g
T
)
(%
)
gT = 35
gT = 45
gT = 55
(b) Cas numéro 1, CRDSA
0 2 4 6 8 10
ǫ
93
94
95
96
97
98
99
100
101
p
bi
a
is
(g
T
)
p
O
p
t
(g
T
)
(%
)
gT = 52
gT = 54
gT = 56
(c) Cas numéro 2, ALOHA discrétisé
0 2 4 6 8 10
ǫ
85
90
95
100
105
110
p
bi
a
is
(g
T
)
p
O
p
t
(g
T
)
(%
)
gT = 24
gT = 26
gT = 28
(d) Cas numéro 2, CRDSA
0 2 4 6 8 10
ǫ
93
94
95
96
97
98
99
100
p
bi
a
is
(g
T
)
p
O
p
t
(g
T
)
(%
)
gT = 48
gT = 46
gT = 44
(e) Cas numéro 3, ALOHA discrétisé
0 2 4 6 8 10
ǫ
84
86
88
90
92
94
96
98
100
p
bi
a
is
(g
T
)
p
O
p
t
(g
T
)
(%
)
gT = 20
gT = 18
gT = 16
(f) Cas numéro 3, CRDSA
FIGURE 4.16 – Impact de gT sur le biais de la probabilité d’accès, NCF¡SA Æ 50 et NCF¡CRDSA Æ 20
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l’utilisation du CRDSA à cause de l’utilisation du SIC, voir figure 3.4.
Nous avons montré qu’en raison des imprécisions de prédiction de gT, la probabilité d’accès
est biaisée par rapport à la valeur optimale. Cela nous pousse à poursuivre le travail sur les al-
gorithmes de prédiction pour assurer plus de précision. Désormais, il faut étudier l’impact de ce
biais sur les performances du contrôle de charge. Pour ce faire, nous étudions dans le paragraphe
suivant la dégradation du débit du CAA lorsque la probabilité d’accès biaisée est appliquée.
Impact de la probabilité d’accès biaisée sur les performances
La figure 4.17 illustre l’impact de la probabilité biaisée sur la dégradation du débit moyen du
canal en accès aléatoire. Nous observons qu’avec l’ALOHA discrétisé, l’impact est insignifiant sur
les performances lorsque l’erreur ² est petite. Évidemment si la prédiction est très éloignée de la
réalité alors il y a une dégradation des performances. Mais, nous pouvons dire, dans le cas de la
méthode d’accès ALOHA discrétisé, qu’il n’est pas préjudiciable d’appliquer une probabilité d’ac-
cès différente de la valeur optimale dès lors que l’écart est faible. En revanche, dans le cadre de
la méthode d’accès CRDSA, nous observons un impact bien plus important. Avec cette méthode
d’accès, nous devons vraiment appliquer une probabilité d’accès la plus proche possible de l’op-
timum. Dans le chapitre 5, nous analysons les conséquences du biais de la probabilité d’accès sur
les performances du contrôle de charge.
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FIGURE 4.17 – Impact du biais sur le débit moyen du CAA après application de la probabilité d’accès,
NCF¡SA Æ 50 et NCF¡CRDSA Æ 20
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4.4 Le(s) temps de blocage
4.4.1 Définition
Nous rappelons que dans le cadre de l’ACB du 3GPP, il y a un unique temps de blocage dé-
fini par tACB, les objets bloqués par le contrôle de charge calculent leur temps de blocage grâce à
l’équation (2.3). Le problème que nous voyons avec cette méthode est de ne pas avoir séparément
la main sur le temps de blocage minimum (0.7tACB) et l’étalement des objets (0.6tACB).
Dans la suite du manuscrit, nous étudions bien évidemment la méthode de blocage du 3GPP,
mais aussi une autre que nous proposons pour laquelle le temps de blocage est défini par l’équa-
tion (4.52) où A3 est un nombre aléatoire provenant de la distribution uniforme entre 0 et 1.
tblocage Æ tminÅA3£ tétalement (4.52)
Dans cette formule, tmin représente le temps minimum de blocage tandis que tétalement définit le
temps d’étalement des objets bloqués par le contrôle de charge.
4.4.2 Reflexions sur le temps de blocage
L’objectif des temps de blocage est de lisser les surcharges sur les intervalles de temps. Le cal-
cul de ces paramètres est tout aussi crucial que la probabilité d’accès. Ils ne doivent pas être trop
faibles afin d’éviter que les objets ne soient bloqués durant des intervalles de temps fortement sur-
chargés. Peu d’entre eux réussiraient le test d’accès d’où des pertes de message à cause de NMaxBl.
De plus, il ne faut pas non plus que les temps de blocage soient trop grands (bien supérieurs à la
durée de surcharge) afin de ne pas dégrader la durée d’absorption d’une surcharge.
Avant d’expliquer notre idée, voici une notion importante. Lorsque le débit (d’entrée) des nou-
veaux objets est inférieur au débit maximal du canal, nous n’observons pas de surcharge, le débit
de sortie du canal (nombre de messages correctement reçus par intervalles de temps) est proche
du débit d’entrée. Pour la suite, nous rappelons que L est la limite d’activation du contrôle de
charge et THmax est le débit maximal du canal en accès aléatoire.
Supposons que nous soyons dans un environnement où la station de base est omnisciente.
Elle connaît tout, en particulier, la durée de la surcharge (ds représente le nombre d’intervalles de
temps surchargés) et la charge en entrée du canal après la congestion (gN-ApS), la figure 4.18 illustre
la suite de notre réflexion. Notons que dans cette figure nous avons mentionné gT-ApS, la charge
totale du canal obtenue lorsque gN-ApS objets sont en entrée du canal par intervalle de temps. Dès
la détection d’une surcharge, l’objectif de la station de base va être de déporter le surplus de charge
après la fin de la surcharge sans causer de surcharge. Pour effectuer cela, la station de base va utili-
ser la propriété : si gN ÇTHmax le canal n’est pas surchargé. La différence THmax¡gN-ApS indique le
nombre maximal d’objets qu’il est possible de reléguer par intervalle de temps dans le futur sans
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FIGURE 4.18 – Le temps de blocage avec une station de base omnisciente
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causer de surcharge. Par souci de simplicité d’explication, nous considérons uniquement les pa-
ramètres tmin et tétalement. La station de base connaît la charge totale durant l’intervalle de temps
m1, elle en déduit donc que ±g1 Æ gT(m1)¡L objets vont être bloqués (enmoyenne) par le contrôle
de charge. Ainsi, la station de base calcule les paramètres de blocage suivants : tmin(m1)Æ ds tIT et
tétalement(m1) Æ (J1¡1) tIT où J1 Æ argmin
j
¯¯
j
¡
THmax¡ gN-ApS
¢¡±g1¯¯. Ensuite pour l’intervalle de
temps m2, sur le même principe, la station de base calcule les paramètres de blocage suivants :
tmin(m2)Æ (ds Å1) tIT et tétalement(m2)Æ 0 car J2 Æ 1. Et ainsi de suite jusqu’à la fin de la surcharge.
De cet exemple, nous pouvons en déduire les formules suivantes où X 2 Jm1;m1Åds ¡1K.
tmin (mX)Æ
Ã
ds ¡ (X¡1)Å
X¡1
iÆ1
Ji
!
tIT (4.53)
tétalement (mX)Æ (JX¡1) tIT (4.54)
Ainsi, avec la connaissance de ds et gN-ApS, il est possible de calculer les paramètres de blocage
dans le but de minimiser le nombre de fois qu’un objet est bloqué par le contrôle de charge et
la durée d’absorption d’une surcharge. Comme illustré par la figure 4.18, les objets sont bloqués
au maximum une fois par le contrôle de charge, ceux qui sont bloqués sont retardés de façon
optimale à la fin de la surcharge. Malheureusement, nous pensons qu’il est utopique de supposer
que la station de base puisse avoir accès à ds et gN-ApS. Nous ne pouvons donc pas considérer que
la station de base utilise les équations (4.53) et (4.54). Nous devons donc trouver des méthodes
pour calculer autrement les paramètres de temps de blocage.
4.4.3 Méthodes de calcul des temps de blocage
Nous détaillons dans les prochains paragraphes desméthodes de calcul des temps de blocage,
par la station de base, sans connaissance a priori des caractéristiques d’une surcharge.
Paramètres statiques
Lorsqu’une surcharge se produit, la station de base applique toujours les mêmes paramètres
quel que soit le type de surcharge. Nous définissons donc les constantes suivantes : CACB, Cmin et
Cétalement qui définissent la valeur des paramètres de blocage. Ce sont évidemment des constantes
positives et il faut que ces dernières vérifient les conditions présentées par la figure 4.3, nous ob-
tenons donc :
Cmin ¸ tTRTÅ2tIT (4.55)
CACB ¸ tTRTÅ2tIT
0.7
(4.56)
Paramètres dynamiques
Nous commençons par définir NCCA qui caractérise le nombre d’intervalles de temps consé-
cutifs depuis que le contrôle de charge est activé. Cette variable est calculée par la station de base,
NCCA est incrémentée dès que la probabilité d’accès calculée par le contrôle de charge est infé-
rieure à 1. NCCA est remise à zéro lorsque durant NRAZ intervalles de temps consécutifs le contrôle
de charge n’est pas activé (i.e. p Æ 1). L’idée derrière NRAZ est de remettre à zéro NCCA uniquement
lorsque les surcharges sont bien terminées.
Nous proposons donc les méthodes suivantes de calcul des paramètres de blocage où nous
rappelons que gMaxTh est le nombre de trames qu’il faut transmettre sur le CAA pour maximiser le
débit du CAA :
tACB Æmax
0@ tTRTÅ2tIT
0.7
,
l
NCCA
cgT
gMaxTh
m
tIT
0.7
1A (4.57)
tmin Æmax
µ
tTRTÅ2tIT,
»
NCCA
cgT
gMaxTh
¼
tIT
¶
(4.58)
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tétalement Æ
§cgT ¡1¡pOpt(cgT)¢¨ tIT (4.59)
Dans les équations (4.57) et (4.58), la mise en relation de tACB et tmin avec NCCA et cgT permet
au contrôle de charge de s’adapter à plusieurs scénarios de trafic.
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Chapitre 5
Évaluation de performance
« Ils ne savaient pas que c’était
impossible, alors ils l’ont fait »
Mark Twain
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5.1 Lesmodes d’omniscience de la station de base
Dans le but d’analyser les performances de nos algorithmes de contrôle de charge, nous intro-
duisons deux modes de la station de base, les voici :
— Le mode Oracle Simple : avec ce dernier, la station de base utilise une deuxième strate de
l’architecture de contrôle de charge parfaite, la prédiction de la charge totale dans le futur
est supposée exacte. Évidement, lorsque cemode est considéré, le contrôle de charge utilise
les algorithmes de la troisième strate définis dans le chapitre précédent. Cemode garantit la
maximisation du débit du canal en accès aléatoire durant une surcharge.
— Le mode Oracle Généralisé : dans ce cas, la station de base prédit exactement la charge
totale et elle connaît toutes les caractéristiques du profil de surcharge, elle utilise notre ré-
flexion détaillée lors de 4.4.2 et les algorithmes de calcul de la probabilité d’accès optimale.
Ce mode est considéré uniquement avec les deux paramètres de contrôle de charge, il per-
met d’obtenir la borne minimale E (NT) et E (NB).
Les résultats de performances de cesmodes sont utilisés pour comparer les résultats avec le contrôle
de charge qui utilise uniquement les algorithmes définis dans le chapitre précédent.
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5.2 Performances générales avec laméthode d’accès ALOHA discrétisé
Nous commençons par présenter les performances générales de nos algorithmes de contrôle
de charge lorsque le canal en accès aléatoire utilise la méthode d’accès ALOHA discrétisé. Le ta-
bleau 5.1 regroupe les valeurs des paramètres retenus majoritairement durant la section 5.2. Tout
changement bref de ces paramètres au cours de la section est indiqué au lecteur.
Paramètres Valeurs
NMaxTr 10
NMinDélaiR 3
NMax Back-off 3
tPHY 2tIT
tMAC 2tIT
NCF¡SA 50
tCC 1tIT
NMaxBl 3
Début contrôle de charge Sortie couche MAC
NRAZ 5
Temps de blocage tmin et tétalement
TABLEAU 5.1 – Paramètres utilisés lors des simulations
5.2.1 Premiers résultats de simulation
Nous commençons par présenter les résultats des simulations avec le premier scénario. Ce
paragraphe a pour vocation de familiariser avec le comportement des simulations. Les assertions
développées dans ce paragraphe sont identiques pour les scénarios de trafic 1 à 5.
La figure 5.1 illustre les résultats obtenus pour diverses configurations du contrôle de charge
selon la précision ¯ de l’estimateur de charge du CAA. Les métriques observées sont la probabilité
de succès de transmission, le débitmoyen lorsque le contrôle de charge est actif, le nombremoyen
de transmissions et le nombre moyen de blocages par le contrôle de charge. D’emblée, nous pou-
vons constater l’efficacité de nos mécanismes de contrôle de charge. Une très bonne probabilité
de succès de transmission est obtenue pour un nombre moyen de blocages très bas. Cela signifie
que nos mécanismes de contrôle de charge entraînent une très faible surconsommation d’éner-
gie. Petite remarque avant d’étudier en détail les performances ; notons qu’il sera toujours possible
d’améliorer la probabilité de succès de transmission de nos mécanismes de contrôle de charge en
augmentant seulement NMaxBl. Évidemment, cela se fera aux dépens de E (NB). Cette remarque ex-
plique que dans la suite nous ne préciserons jamais des indications chiffrées de performance, les
résultats sont très sensibles à la configuration du contrôle de charge. Nous avons ainsi préféré rai-
sonner en comparant nos résultats avec les modes Oracle. La précision de l’estimateur de charge,
¯ est cruciale pour les performances du contrôle de charge ; ces dernières se dégradent lorsque ¯
augmente. La précision joue un rôle prépondérant pour la prédiction de la charge future du ca-
nal. Une mauvaise prédiction de cette dernière entraîne l’application de mauvais paramètres de
contrôle de charge, les conséquences sont les suivantes :
— Surestimation de la probabilité d’accès : Les objets sont moins bloqués par le contrôle de
charge ce qui augmente la charge sur le canal en accès aléatoire et donc les collisions.
— Sous-estimation de la probabilité d’accès : À l’inverse du précédent, plus d’objets sont blo-
qués par le contrôle de charge, il y a doncmoins de collisions sur le canal en accès aléatoire.
— Sous-estimation du temps de blocage : Les objets bloqués par le contrôle de charge vont
accéder de nouveau au canal trop tôt, cela est très mauvais à cause de la limitation NMaxBl.
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FIGURE 5.1 – Aloha discrétisé en temps (NCF¡SA Æ 50), scénario 1
— Surestimation du temps de blocage : Les conséquences sont avantageuses pour des appli-
cations non contraintes en délai de transmission car les trames sont plus étalées au cours
du temps. La charge est moins importante (par IT) lorsque les trames sont plus étalées. Cela
diminue la probabilité de perte à cause du contrôle de charge, car la probabilité d’accès est
plus élevée. Cela diminue aussi la probabilité de perte par transmission, car il y a moins de
collisions.
Notons tout de même qu’il est possible de trouver des configurations du contrôle de charge qui
résistent, un peu, à l’augmentation de ¯. Si l’on considère la moyenne sur fenêtre glissante (MFG),
il y a une meilleure résistance à l’augmentation de ¯ avec des tailles de fenêtre élevée TF. C’est
logique, cela permet d’obtenir des calculs de cgN beaucoup plus précis. Nous voyons donc ici ap-
paraître un compromis qu’il faudra trancher dans un système opérationnel entre la réactivité du
contrôle de charge (voir la section sur l’inertie du contrôle de charge, 4.2.7) et la résistance aux im-
précisions de l’estimateur de la charge du CAA. Notons que dans le cas du lissage exponentiel (LE),
lameilleure résistance est obtenue avec des valeurs de ® faibles, car dans ce cas plus d’importance
est donnée au lissage du passé.
Précisons ensuite qu’il est possible que des configurations du contrôle de charge réel ob-
tiennent une meilleure valeur de probabilité de succès de transmission que l’Oracle. Rappelons
que celui-ci assure uniquement le meilleur débit sur le canal en accès aléatoire, ce que nous obte-
nons bien en simulation comme l’illustre la figure 5.1b. Le phénomène responsable des constata-
tions faites sur PS est l’inertie du contrôle de charge qui provoque une activation du contrôle alors
qu’il n’y a plus de surcharge, les trames sont donc un peu plus étalées ce qui permet d’améliorer la
probabilité de succès de transmission. Le défaut de ce phénomène est évidemment la dégradation
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de la durée d’absorption de la surcharge et du délai de transmission observé grâce au tableau 5.2.
La figure 5.1b représente le débit moyen du CAA lorsque le contrôle de charge est actif. Nous
constatons évidemment que lemodeOracle Simple atteint lemeilleur débit car il utilise la parfaite
prédiction de la charge totale. Cette différence de performance est uniquement liée au biais de la
probabilité d’accès.
Globalement, les configurations "MFG" et "LE" conduisent à des résultats de performances
satisfaisants et très similaires. Lorsque l’estimateur de charge du canal en accès aléatoire est précis,
il est préférable d’utiliser une taille de fenêtre TF faible et un paramètre de lissage ® élevé pour
réduire l’impact de l’inertie du contrôle de charge. Le choix de configuration dans un système
opérationnel dépendra de l’implantation et de la réactivité voulue par l’opérateur.
5.2.2 Quelques particularités liées au profil de trafic
Métriques Config. Scénario 1 Scénario 2 Scénario 3 Scénario 4 Scénario 5
PS
Oracle S. 0.9960 0.9960 0.9999 0.9895 0.9869
MFG TF Æ 10 0.9961 0.9939 0.9999 0.9873 0.9847
PPerteCC
Oracle S. 8.8 10¡4 0.0011 0 0.0041 0.0072
MFG TF Æ 10 8.9 10¡4 0.0025 0 0.0061 0.0086
PPerteT
Oracle S. 0.0031 0.0029 7.1 10¡5 0.0063 0.0068
MFG TF Æ 10 0.003 0.0035 6.2 10¡5 0.0065 0.0066
E (NT)
Oracle S. 2.42 2.41 1.73 2.57 2.59
MFG TF Æ 10 2.44 2.45 2.50 2.58 2.60
E (NB)
Oracle S. 0.47 0.49 0.72 0.50 0.77
MFG TF Æ 10 0.48 0.53 0.72 0.52 0.79
dAS
Oracle S. 754.6 tIT 801.2 tIT 179.6 tIT 662.1 tIT 913.1 tIT
MFG TF Æ 10 754.9 tIT 777.7 tIT 255.7 tIT 662.2 tIT 922.7 tIT
dTM
Oracle S. 112.2 tIT 123.5 tIT 66.7 tIT 78.3 tIT 203.6 tIT
MFG TF Æ 10 117.3 tIT 125.9 tIT 92.6 tIT 81.1 tIT 213.2 tIT
THMoyenCC
Oracle S. 18.36 18.34 18.31 18.35 18.36
MFG TF Æ 10 18.20 18.16 13.28 18.19 18.17
TABLEAU 5.2 – Résultats de simulations obtenus pour les 5 scénarios (¯Æ 0)
Le tableau 5.2 représente les résultats de simulations obtenus en considérant la configuration
MFG-TF Æ 10 avec ¯Æ 0. La première chose que nous remarquons est que les performances de nos
algorithmes sont très satisfaisantes pour tous les scénarios de trafic considérés. Plusieurs points
sont à noter.
Dans le cas du scénario 2, la probabilité de succès de transmission obtenue avec nos algo-
rithmes est plus faible que celle de l’Oracle alors que c’était l’inverse lors du premier scénario. Ceci
est tout bonnement dû à l’inertie du contrôle de charge en raison du gradient de ½N qui est par-
fois positif durant ce scénario. À cause de ce gradient positif, la prédiction de gN est sous-estimée
pendant plusieurs laps de temps ce qui provoque la chute de performance constatée.
Avec le scénario 3, la probabilité de succès de transmission est similaire, mais la durée d’ab-
sorption et le délai de transmission sont un plus élevés dans le cas du mode Oracle Simple. Nous
n’observons pas de différence de la valeur de PS , car la surcharge est très courte. Notons la grande
différence de E (NT) qui est due à la non-activation du contrôle de charge pendant la surcharge du
fait de l’inertie, toutes les trames transmises durant ces intervalles de temps ne sont pas reçues par
la station de base. Alors qu’avec le mode Oracle le contrôle de charge est activé dès le début de la
surcharge.
Pour le scénario 4, nous remarquons que la probabilité de succès de transmission est plus
basse que dans les précédents scénarios. Nous observons ici l’impact de la deuxième surcharge
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qui est très proche de la fin de la première (voir figure 3.9d). Pour avoir le cœur net, nous étudions
le nombre moyen de messages perdus par intervalle de temps avec les scénarios 1 et 4 grâce à
la figure 5.2. Avec cette figure, nous observons plusieurs motifs dont le premier est commun aux
deux scénarios. Le second motif commence au début de la deuxième surcharge et se termine à
la fin de cette dernière. Il y a beaucoup de pertes de messages à cause du contrôle de charge. En
effet, de nombreux objets avaient été retardés durant cette zone surchargée et comme la limite
NMaxBl est basse, on obtient rapidement de nombreuses pertes. Le troisième motif est similaire
au précédent, il commence à la fin de la deuxième surcharge. Durant ces intervalles de temps, le
canal peut être surchargé même si le nombre de nouveaux objets est très faible, car les temps de
blocage ne sont pas calculés de façon à lisser parfaitement le trafic au cours du temps comme c’est
le cas lors de la figure 4.18. De nombreuses pertes de messages sont obtenues toujours en raison
de la faible valeur de NMaxBl.
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FIGURE 5.2 – Intervalles de temps de perte de messages à cause du contrôle de charge
La probabilité de succès de transmission est encore un peu plus basse dans le cadre du scé-
nario 5. On pourrait penser que ceci est dû à notre prédiction qui est perturbée par la grande
variation du nombre de nouveaux objets du scénario (voir figure 3.9e) mais ce n’est pas le cas vu
que l’Oracle Simple (qui utilise une prédiction parfaite) obtient des performances très similaires à
nos algorithmes. La figure 5.3 montre que des messages sont perdus pendant les IT après l’occur-
rence de la surcharge. L’origine des pertes vient de la concentration des objets après la surcharge,
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FIGURE 5.3 – Intervalles de temps d’origine des pertes de messages
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ils ne sont pas assez étalés. Dans la suite du manuscrit, nous introduisons des techniques afin de
réduire ce phénomène sans augmenter les limites NMaxBl et NMaxTr.
5.2.3 Impact de tACB et tmin/tétalement sur les performances
Dans ce paragraphe, nous montrons l’importance des paramètres de temps de blocage sur les
performances du mécanisme de contrôle de charge. Ainsi, nous étudions le choix entre le para-
mètre du 3GPP (t3GPP) et notre distinction des paramètres (tmin et tétalement). Nous considérons
toujours les paramètres du tableau 5.1 et l’étude s’est effectuée avec la configuration du contrôle
de charge MFG-TF Æ 10 avec ¯ Æ 0. Notons que dans toutes les configurations, les conclusions
sont les mêmes. Les résultats sont résumés dans le tableau 5.3, nous y notons l’impact du choix
des paramètres de temps de blocage sur les performances. Mise à part le scénario 3, avec le para-
Scénarios Configuration des temps PS E (NB) dTM dAS
1
tACB 0.9974 0.44 138.5 tIT 1038 tIT
tmin et tétalement 0.9961 0.48 117.3 tIT 754.9 tIT
2
tACB 0.9963 0.48 150.46 tIT 1066.3 tIT
tmin et tétalement 0.9939 0.53 125.9 tIT 777.7 tIT
3
tACB 0.9986 0.84 46.76 tIT 123.5 tIT
tmin et tétalement 0.9999 0.72 92.6 tIT 255.7 tIT
4
tACB 0.9918 0.45 83.11 tIT 693.9 tIT
tmin et tétalement 0.9873 0.79 81.1 tIT 662.2 tIT
5
tACB 0.9971 0.65 241.8 tIT 1213.1 tIT
tmin et tétalement 0.9847 0.79 213.2 tIT 922.7 tIT
TABLEAU 5.3 – Influence des temps de blocage sur les performances
mètre du 3GPP, nous obtenons unemeilleure probabilité de succès de transmission. En revanche,
la durée d’absorption de la surcharge et la durée de transmission sont moins bonnes. La cause de
ces différences est uniquement liée à l’étalement dans le temps des objets bloqués par le contrôle
de charge. Un meilleur étalement permet d’améliorer PS , car cela entraîne une diminution de la
charge instantanée au prix évidemment de la durée de transmission et de la durée d’absorption
de la surcharge. La figure 5.4 illustre parfaitement cette différence d’étalementmentionnée précé-
demment.
0 200 400 600 800 1000
Intervalles de temps
0
50
100
150
200
250
300
350
400
D
u
re´
e
m
in
im
u
m
d
e
b
lo
ca
g
e
(#
IT
)
0.7tACB
tmin
(a) Durée minimum de blocage
0 200 400 600 800 1000
Intervalles de temps
0
50
100
150
200
250
300
350
D
u
re´
e
d
’e´
ta
le
m
en
t
d
es
ob
je
ts
b
lo
q
u
e´s
(#
IT
)
0.6tACB
tetalement
(b) Durée d’étalement des objets bloqués
FIGURE 5.4 – Illustration des différences entre tACB et tmin/tétalement avec le scénario 1
Dans un système opérationnel, nous notons qu’il faudra faire un compromis entre probabi-
lité de succès de transmission et durée d’absorption de la surcharge. Dans un contexte IoT, c’est
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surtout cette dernière qui est importante par rapport au délai de transmission des messages. Des
spécifications seront nécessaires pour choisir la meilleure façon d’effectuer le calcul du temps de
blocage du contrôle de charge.
Pour le scénario 3, nous notons un comportement inverse à celui noté avec les autres scé-
narios. Pour le comprendre, il suffit de se ramener aux équations (4.57) (4.58) et (4.59). Avec les
paramètres tmin/tétalement, l’étalement est exclusivement lié à une estimation du nombre d’ob-
jets bloqués par le contrôle de charge alors qu’avec tACB il est notamment lié à NCCA. Or ce der-
nier est très faible en début de surcharge alors que le nombre d’objets bloqués par le contrôle de
charge est particulièrement élevé du fait du scénario de trafic. Ainsi, avec ce scénario, nous avons
tétalement È 0.6tACB, ce qui explique les différences de performances que nous observons au travers
du tableau 5.3.
5.2.4 Comparaison à l’Oracle Généralisé
Dans ce paragraphe, nous illustrons les performances du mode Oracle Généralisé. Nous rap-
pelons que celui-ci connaît parfaitement la charge totale par intervalle de temps et la durée de la
surcharge. Avec ce mode, les objets sont parfaitement bloqués et étalés par le contrôle de charge.
En comparant les résultats des tableaux 5.4 et 5.2, nous remarquons donc évidemment que le
mode Oracle Généralisé obtient les meilleures performances pour les NB, dTM et dAS mis à part le
scénario 5 à cause de la différence de probabilité de succès de transmission. Pour les configura-
tions du tableau 5.2 , cette probabilité est bien plus faible signifiant ainsi plus de pertes de mes-
sages, doncmoins de charge sur le canal ce qui avantage évidemment lesmétriques dTM et dAS . Ce
modeOracle généralisé est très intéressant pour obtenir les limites basses desmétriquesmention-
nées ci-dessus pour une certaine probabilité de succès de transmission, nous observons qu’avec
nos configurations "réelles" du contrôle de charge nous obtenons des performances proches de
celles de l’Oracle Généralisé.
Scénarios 1 2 3 4 5
PS 0.9960 0.9960 0.9997 0.9970 0.9960
PPerteT 0.0040 2.9 10¡4 0.0030 0.0037 0.0030
PPerteCC 0 0 0 0 0
E (NT) 2.47 2.47 2.13 2.35 2.48
E (NB) 0.29 0.29 0.73 0.22 0.47
dTM 102.9 tIT 105.4 tIT 38.7 tIT 97.4 tIT 217.1 tIT
dAS 652.4 tIT 663.8 tIT 114.2 tIT 727.2 tIT 936.7 tIT
THMoyenCC 18.36 18.37 18.37 18.36 18.36
TABLEAU 5.4 – Performance de l’Oracle Généralisé ALOHA discrétisé
5.2.5 Influence deNRAZ etNCAA
Finalement, dans ce paragraphe, nousmontrons comment il est possible demodifier leméca-
nisme de contrôle de charge afin d’obtenir des performances différentes. C’est un exemple d’opti-
misation fine du mécanisme de contrôle de charge, ce genre d’optimisation sera sûrement utilisé
dans un système opérationnel.
Avec les scénarios 4 et 5, nous avions constaté que la valeur de la probabilité de succès de
transmission était plus basse que celle trouvée dans les autres scénarios. La cause principale était
la concentration des objets après la fin de la surcharge. Cette concentration est causée par les pa-
ramètres de temps de blocage qui sont remis trop rapidement à zéro à la fin de la surcharge. Nous
présentons ainsi une méthode simple pour améliorer la probabilité de succès de transmission en
réalisant une modification sommaire de la méthode de remise à zéro des paramètres de temps de
blocage, voici les modifications :
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— Changer la remise à zéro de NCCA, voir 4.4.3. Au lieu de remettre à zéro NCCA dès que le
contrôle de charge n’a pas été activé pendant NRAZ IT consécutifs, nous divisons la valeur
de NCCA par 2. Cela revient à un comportement similaire que nous trouvons avec TCP et sa
fenêtre de congestion.
— Augmenter NRAZ.
Ces modifications permettront une remise à zéro moins rapide de NCCA, notre algorithme de
contrôle de charge sera plus en mesure de gérer les surcharges secondaires.
Scénarios NRAZ PS E (NB) dTM dAS
1
10 0.9964 0.47 118.5 tIT 755.7 tIT
20 0.9964 0.47 118.3 tIT 756.8 tIT
30 0.9964 0.47 117.1 tIT 757.9 tIT
4
10 0.9910 0.50 83.1 tIT 681.1 tIT
20 0.9930 0.45 86.9 tIT 724.4 tIT
30 0.9941 0.43 94.9 tIT 766.1 tIT
5
10 0.9868 0.78 213.9 tIT 943.2 tIT
20 0.9886 0.77 215.5 tIT 973.7 tIT
30 0.9993 0.76 215.8 tIT 985.6 tIT
TABLEAU 5.5 – Amélioration des performances en modifiant la remise à zéro de NCCA
Le tableau 5.5montre l’impact du changement évoqué dans cette section sur les performances
du contrôle de charge. Dans le cas du premier scénario, nous ne sommes pas témoin de change-
ments importants des performances du contrôle de charge, ce qui est logique vu les performances
obtenues pour ce scénario dans le tableau 5.2. En revanche, ce résultat montre que nos modifica-
tions ne vont pas perturber grandement les scénarios où il n’y a pas de surcharge secondaire. Pour
les scénarios 4 et 5 nous notons des changements intéressants de performance, il y a une amélio-
ration de la probabilité d’accès aux dépens évidemment du délai de transmission et de la durée
d’absorption de la surcharge. L’effet en est d’autant plus important lorsque NRAZ est grand. Avec
cette nouvelle configuration, les paramètres de blocage de temps sont moins rapidement mis à
zéro après la fin de la surcharge ce qui permet au contrôle de charge demieux gérer les surcharges
successives.
5.3 Performances générales avec laméthode d’accès CRDSA
Pour l’évaluation de performance du contrôle de charge en présence de la méthode d’accès
CRDSA, nous considérons les paramètres définis par le tableau 5.1 à l’exception du nombre de
canaux qui est le suivant : NCF¡CRDSA Æ 20.
5.3.1 Oracle Généralisé
Débutons par le mode Oracle Généralisé, les performances sont décrites dans le tableau 5.6.
Deux points majeurs sont à noter lorsque nous comparons les résultats obtenus à ceux du tableau
5.4. Premièrement, nous obtenons des pertes à cause du contrôle de charge (PPerteCC È 0) cela est
une conséquence de la réduction (massive) du débit lors de l’activation du contrôle constatée lors
de l’analyse de la figure 4.9a. Du fait de cette réduction, nous constatons que l’Oracle Généra-
lisé calcule une durée d’étalement (tétalement) plus grande que lors des simulations réalisées avec
l’ALOHA discrétisé. Les objets effectuent un tirage aléatoire afin de connaître l’intervalle de temps
où ils pourront essayer à nouveau de transmettre. Ainsi il n’y a pas un lissage parfait des objets
bloqués au cours du temps. Cela cause une fluctuation de la charge totale qui peut parfois dépas-
ser la limite d’activation du contrôle de charge. Ce dernier s’active donc plus souvent ce qui cause
ces pertes. Notons que nous n’obtenons pas de perte de transmission du fait de l’utilisation d’une
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Scénarios 1 2 3 4 5
PS 0.9998 0.9998 0.9997 0.9998 0.9998
PPerteT 0 0 0 0 0
PPerteCC 1.9 10¡4 2.0 10¡4 2.9 10¡4 1.6 10¡4 2.5 10¡4
E (NT) 1.07 1.07 1.05 1.06 1.07
E (NB) 0.50 0.50 1.03 0.43 0.68
dTM 172.5 tIT 178.2 tIT 46.9 tIT 175.4 tIT 332.5 tIT
dAS 927.2 tIT 950.8 tIT 123.4 tIT 1030.1 tIT 1405.3 tIT
THMoyenCC 19.22 19.23 19.23 19.22 19.20
TABLEAU 5.6 – Performance de l’Oracle Généralisé CRDSA
méthode d’accès très fiable. Deuxièmement, nous constatons une augmentation significative du
délai de transmission et de la durée d’absorption du contrôle de charge. Du fait de l’étalement
plus prononcé des objets afin de pallier la réduction du débit du canal en accès aléatoire, nous
obtenons logiquement une augmentation des durées mentionnées précédemment.
5.3.2 Premiers résultats de simulations
Les résultats obtenus par simulation dans le cas du premier scénario de trafic sont illustrés
par la figure 5.5. Premièrement, les constatations effectuées précédemment sur les différences de
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FIGURE 5.5 – Résultats de simulation obtenus lors du scénario 1 avec la méthode d’accès CRDSA
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performances entre configurations du contrôle de charge sont toujours présentes. Lorsque la pré-
cision de l’estimateur de charge du canal faiblit, il est préférable d’utiliser soit une grande taille de
fenêtre glissante (TF) soit un paramètre de lissage (®) faible. Deuxièmement, ce qui choque à l’ob-
servation de la figure 5.5 c’est la différence massive entre nos algorithmes de contrôle de charge
et le mode Oracle Simple. Ce n’était pas le cas lors de l’utilisation de la méthode d’accès ALOHA
discrétisé (voir figure 5.1). Cette différence majeure est uniquement liée à la sensibilité du CRDSA
aux imprécisions de prédiction de charge pour le calcul de probabilité d’accès que nous avons
illustrées précédemment par la figure 4.16. Pour montrer que cet écart de performance provient
bien du biais de la probabilité d’accès, la figure 5.6 illustre la charge totale par intervalle de temps
lors de l’utilisation du mode Oracle Simple avec le scénario 1. Nous constatons qu’après l’occur-
rence de la surcharge (c’est-à-dire pour les numéros d’intervalles de temps supérieurs à 500 dans
le cas du premier scénario de trafic) la charge totale frôle la limite d’activation du contrôle, elle
la dépasse même pendant quelques intervalles de temps. Nous nous rendons compte facilement
qu’en présence d’erreurs de prédiction, cette limite sera souvent dépassée, nous sommes donc
dans le troisième cas décrit par la figure 4.13. Les conséquences dans le cas du CRDSA étaient
illustrées par la figure 4.16f. La différence entre la probabilité d’accès et celle biaisée est très im-
portante d’où l’écart de performance observé. La solution pour éviter cette dégradation brutale
des performances est d’étaler au maximum les objets bloqués par le contrôle de charge au cours
du temps afin d’éviter d’avoir une charge totale trop proche de la limite d’activation du contrôle
de charge. Évidemment, cette technique avantagera les métriques PS , E (NT) et E (NB) aux dépens
de dTM et dAS . Dans la suite, nous présentons plusieurs solutions pour réduire l’écart de perfor-
mance avec l’Oracle Simple, ce sont des techniques qui réduisent les conséquences des cas 2 et 3
présentés sur la figure 4.13.
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FIGURE 5.6 – Charge totale au cours du temps, Oracle Simple, scénario 1
5.3.3 Que se passe-t-il avec les autres scénarios de trafic ?
Le tableau 5.7 représente les résultats obtenus avec les cinq premiers scénarios. Comme nous
pouvions nous y attendre, nous constatons une dégradation significative des performances du
contrôle de charge pour tous les scénarios du fait du biais de la probabilité d’accès. Même si en soi
notre algorithme de prédiction de la charge future est relativement précis, comme nous l’avons
démontré lors du chapitre 4, il commet toujours quelques erreurs du fait de la non-connaissance
de gN. Nousmontrons dans la suite qu’il existe des méthodes pour améliorer les performances du
contrôle de charge sans devoir améliorer l’algorithme de prédiction de charge future.
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Scénario Configuration CC PS E (NT) E (NB) dTM dAS
1
Oracle Simple (abaque) 0.9965 1.07 0.68 215.1 tIT 1100.7 tIT
MFG-TF Æ 10 0.9460 1.28 1.07 309.4 tIT 1421.9 tIT
2
Oracle Simple (abaque) 0.9964 1.07 0.71 244.5 tIT 1187.1 tIT
MFG-TF Æ 10 0.9454 1.31 1.12 349.3 tIT 1489.3 tIT
3
Oracle Simple (abaque) 1 1.01 0.92 113.1 tIT 245.4 tIT
MFG-TF Æ 10 0.9862 2.42 1.28 104.1 tIT 271.7 tIT
4
Oracle Simple (abaque) 0.9894 1.07 0.72 166.7 tIT 1109.6 tIT
MFG-TF Æ 10 0.9357 1.29 1.10 284.4 tIT 1529.3 tIT
5
Oracle Simple (abaque) 0.9873 1.07 0.92 359.4 tIT 1378.8 tIT
MFG-TF Æ 10 0.9172 1.27 1.32 520 tIT 2057.5 tIT
TABLEAU 5.7 – Performances du contrôle de charge avec la méthode d’accès CRDSA et de nombreux scéna-
rios de trafic
5.3.4 Méthode pour lutter contre les dégradations de performance
Dans le cas du CRDSA, nous avons vu qu’il est important d’éviter au maximum que la charge
totale soit trop proche de la limite d’activation du contrôle de charge. Durant une surcharge, cela
peut se traduire par une augmentation volontaire de l’étalement des objets (même si nous savons
que cela sera aux dépens du délai de transmission et de la durée d’absorption de la surcharge) par
les algorithmes de contrôle de charge. Une première solution pourrait être de modifier la façon
de calculer tmin et tétalement, afin d’obtenir des durées de bocage et d’étalement des objets plus
grandes. Cette solution n’est pas considérée dans un premier temps, nous ne l’envisageons qu’en
dernier recours.
Une autre possibilité est d’utiliser la méthode de blocage du 3GPP, les résultats obtenus sont
détaillés par le tableau 5.8 où nous avons utilisé la configuration du contrôle de charge MFG-TF Æ
10 avec ¯ Æ 0. Nous observons que l’étalement permet en effet de réduire l’écart de performance
avec lemode Oracle Simple, ce qui corrobore toutes les explications et interprétations de résultats
que nous avons données depuis le début de ce chapitre.
Scénario PS E (NT) E (NB) dTM dAS
1 0.9722 1.31 0.95 350.7 tIT 1713.3 tIT
2 0.9759 1.33 0.98 450.7 tIT 1899.7 tIT
3 0.9749 2.58 1.58 124.6 tIT 357.6 tIT
4 0.9636 1.33 0.99 316.3 tIT 2085.6 tIT
5 0.9474 1.33 1.20 585.9 tIT 2283.6 tIT
TABLEAU 5.8 – Résultats de simulation pour la configurationMFG-TF Æ 10, ¯Æ 0 avec laméthode de blocage
du 3GPP
Une autre possibilité consiste à modifier la règle de mise à jour de NCAA et à modifier la valeur
du paramètre NRAZ. Nous avions mentionné cette méthode précédemment durant le paragraphe
5.2.5. Les résultats de simulation sont illustrés par le tableau 5.9. Nous constatons évidemment
une réduction significative de l’écart de performance avec le mode Oracle Simple. Nous avons vu
grâce à la figure 5.6 qu’après la surcharge, la charge totale est très proche de la limite d’activation
du contrôle de charge. Du fait des erreurs de prédiction, le contrôle de charge peut s’activer, il
est donc préférable d’étaler davantage les objets pour éviter que le contrôle de charge s’active par
inadvertance. Cela explique le gain de performance lorsque nous changeons la règle demise à jour
de NCAA.
Une dernière possibilité peut être d’augmenter la limite NMaxBl. Cela permettra évidemment
de réduire les pertes causées par le mécanisme de contrôle de charge, le tableau 5.10 illustre les
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Scénario NRAZ PS E (NT) E (NB) dTM dAS
1
30 0.9849 1.30 0.95 334.2 tIT 1771.2 tIT
40 0.9886 1.29 0.93 339.9 tIT 1873.5 tIT
2
30 0.9808 1.32 1.02 371.9 tIT 1847.7 tIT
40 0.9844 1.32 1.00 379.1 tIT 1930.7 tIT
3
30 0.9996 2.40 1.17 108.00 tIT 317.48 tIT
40 0.9997 2.39 1.17 107.7 tIT 331.2 tIT
4
30 0.9849 1.33 0.90 374.6 tIT 1924.4 tIT
40 0.9861 1.32 0.89 371.6 tIT 1936.7 tIT
5
30 0.9731 1.31 1.20 586.4 tIT 2636 tIT
40 0.9785 1.31 1.18 597.6 tIT 2802.4 tIT
TABLEAU 5.9 – Réduction de l’écart des performances avec une nouvelle règle de mise à jour de NCAA
résultats des simulations quand nous augmentons la limite mentionnée précédemment. En com-
parant au tableau 5.7, nous constatons une amélioration significative de la probabilité de succès
de transmission au détriment de NB, dTM et dAS . Mais il est important de noter que l’augmenta-
tion de E (NB) n’est pas manifeste, cela n’entraîne donc pas une forte surconsommation d’énergie.
Scénario PS E (NT) E (NB) dTM dAS
1 0.9989 1.35 1.16 323.8 tIT 1565.2 tIT
2 0.9989 1.38 1.23 375.9 tIT 1674.1 tIT
3 1 2.44 1.30 104.4 tIT 274.24 tIT
4 0.9987 1.36 1.21 305.2 tIT 1673.1 tIT
5 0.9976 1.38 1.47 567.8 tIT 2342.5 tIT
TABLEAU 5.10 – Réduction de l’écart de performance avec NMaxBl Æ 7
Nous avons illustré durant ce paragraphe des méthodes permettant de réduire l’impact des
imprécisions provenant de l’algorithme de contrôle de charge. Ces méthodes donnent lieu à une
amélioration de la probabilité d’accès au détriment du délai de transmission et de la durée d’ab-
sorption. Nous avonsmontré comment ces configurations dites "fines" dumécanisme de contrôle
de charge peuvent jouer un rôle crucial sur les performances de ce dernier.
5.3.5 Probabilité d’accès : Abaque vs Formulesmathématiques approchées
Nous avions mentionné durant le chapitre précédent deux méthodes pour calculer la proba-
bilité d’accès : la première est par un abaque, c’est celle que nous avons utilisée pour obtenir les
résultats de simulations présentés dans la section 5.3. La seconde consiste à utiliser une formule
mathématique approchant la solution numérique ; l’équation (4.38) représente cette formule. En
nous plaçant dans le mode Oracle Simple, nous comparons les différences entre l’utilisation de
l’abaque et de la formule mathématique. Nous avons choisi ce mode pour nous affranchir des
problèmes de prédiction de charge qui peuvent altérer l’analyse des résultats. Les résultats de si-
mulation obtenus sont représentés par le tableau 5.11. Pour tous les scénarios, avec la formule
mathématique, nous constatons une dégradation du débit moyen du CAA et de la probabilité de
succès de transmission. Cela s’accompagne d’une amélioration de la durée de transmission et de
la durée d’absorption, car plus de messages sont perdus à cause des limites NMaxBl et NMaxTr. Les
observations réalisées sur ce tableau sont logiques. Lorsque le contrôle de charge utilise la for-
mule mathématique (dans le cadre du CRDSA) pour calculer la probabilité d’accès cette dernière
n’est pas tout à fait identique à la valeur optimale qui est obtenue avec l’abaque. Ainsi, nous avons
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un biais de la probabilité d’accès ce qui explique les dégradations observées. Notons que lorsque
nous utilisons la formule mathématique avec °Opt , la probabilité d’accès calculée est très proche
(au moins à 10¡2) de la solution optimale, nous avons donc ici un témoignage de la sensibilité du
CRDSA au biais de la probabilité d’accès constaté lors de la figure 4.17.
Scénario Méthode calcul p THMoyenCC PS E (NT) E (NB) dTM dAS
1
Abaque 18.87 0.9965 1.07 0.68 215.1 tIT 1100.7 tIT
Formule 18.86 0.9961 1.06 0.68 213.8 tIT 1092.9 tIT
2
Abaque 18.80 0.9964 1.07 0.71 244.5 tIT 1187.1 tIT
Formule 18.79 0.9961 1.06 0.71 242.9 tIT 1187.1 tIT
3
Abaque 19.58 1 1.01 0.92 113.1 tIT 245.4 tIT
Formule 19.51 1 1.01 0.92 112.5 tIT 244.2 tIT
4
Abaque 18.81 0.9894 1.07 0.71 166.7 tIT 1109.6 tIT
Formule 18.81 0.9883 1.06 0.73 162.6 tIT 1090.5 tIT
5
Abaque 18.90 0.9873 1.07 0.92 359.4 tIT 1378.8 tIT
Formule 18.88 0.9860 1.05 0.93 358.9 tIT 1379.8 tIT
TABLEAU 5.11 – Analyse de l’impact desméthodes de calcul de la probabilité d’accès dans le cadre duCRDSA
5.4 Extension à un système opérationnel
Dans le cas d’un système opérationnel, il ne sera pas possible de transférer exactement les
paramètres de contrôle de charge aux utilisateurs. En effet, il y aura uniquement une taille limitée
(en bits) dans les messages de signalisation pour les paramètres de contrôle de charge, il y a aura
ainsi une quantification des paramètres. Il est important d’étudier l’impact que peut avoir cette
dernière sur les performances du contrôle de charge. La motivation du paragraphe est liée aux
implantations que nous avons effectuées en environnement réel et qui seront décrites en annexe.
Nous introduisons ainsi les paramètres suivants :
— pmin et pmax sont respectivement les probabilités minimale et maximale que lemécanisme
de contrôle de charge peut appliquer.
— Le nombre de bits disponibles pour quantifier la probabilité d’accès est rp .
— La duréeminimale de blocage est bornée entre kminCC-Min et kminCC-Max. L’unité de ces deux
derniers paramètres est un nombre d’intervalles de temps.
— Le nombre de bits disponibles pour la quantification de la durée minimum de blocage des
objets est rminCC.
— Ladurée d’étalement des objets bloqués par le contrôle de charge est bornée entre kétalementCC-Min
et kétalementCC-Max, l’unité de ces paramètres est de nouveau un nombre d’intervalles de
temps.
— Le nombre de bits disponibles pour la quantification de la durée d’étalement des objets
bloqués par le contrôle de charge est rétalementCC.
Nous considérons unequantificationuniformepour les différents paramètres de contrôle de charge.
Voici donc par exemple l’ensemble des valeurs disponibles pour la probabilité d’accès p :
E (p)Æ
(
pmin ,pmin Å pmax ¡pminrp ¡1
,pmin Å
2
¡
pmax ¡pmin
¢
rp ¡1
, . . . ,pmin Å
¡rp ¡2¢¡pmax ¡pmin¢
rp ¡1
,pmax
)
La probabilité quantifiée appliquée aux objets est la probabilité de l’ensemble E (p) qui est plus
proche de la probabilité calculée par les algorithmes de contrôle de charge. En ce qui concerne
la quantification de la durée minimum de blocage et la durée maximale d’étalement, nous consi-
dérons les valeurs supérieures les plus proches des ensembles E (kminCC) et E (kétalementCC). Nous
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évaluons l’impact de ces quantifications avec le mode Oracle Simple pour s’abstraire des impré-
cisions de prédiction et donc évaluer pleinement l’impact de la quantification. De plus, les para-
mètres considérés sont ceux du tableau 5.1, tout changement de valeur sera mentionné.
Afin d’analyser les conséquences de la quantification de la probabilité d’accès, nous considé-
rons le scénario de trafic numéro 5, les résultats sont détaillés dans le tableau 5.12. Nous consta-
Scénario rp THMoyenCC PS E (NT) E (NB) dTM dAS
Méthode d’accès CRDSA : NCF¡CRDSA Æ 20
1
Pas de quantif. 18.86 0.9965 1.07 0.68 215.2 tIT 1099.9 tIT
5 bits 18.84 0.9965 1.07 0.68 216.2 tIT 1101.8 tIT
3 bits 18.28 0.9965 1.10 0.71 216.2 tIT 1123.0 tIT
2
Pas de quantif. 18.80 0.9964 1.07 0.71 244.4 tIT 1189.6 tIT
5 bits 18.76 0.9963 1.07 0.71 245.3 tIT 1192.8 tIT
3 bits 18.19 0.9958 1.09 0.74 261.0 tIT 1219.7 tIT
4
Pas de quantif. 18.82 0.9895 1.07 0.72 166.6 tIT 1115.8 tIT
5 bits 18.79 0.9894 1.07 0.72 167.5 tIT 1115.9 tIT
3 bits 18.20 0.9886 1.10 0.75 187.9 tIT 1206.4 tIT
5
Pas de quantif. 18.89 0.9870 1.07 0.92 360.2 tIT 1381.6 tIT
5 bits 18.84 0.9865 1.07 0.93 361.8 tIT 1386.7 tIT
3 bits 18.21 0.9832 1.10 0.97 384.5 tIT 1459.7 tIT
Méthode d’accès ALOHA discrétisé : NCF¡SA Æ 50
1
Pas de quantif. 18.36 0.9960 2.41 0.46 111.9 tIT 753.8 tIT
5 bits 18.36 0.9960 2.41 0.46 111.9 tIT 754.2 tIT
3 bits 18.33 0.9960 2.42 0.46 112.5 tIT 756.7 tIT
2
Pas de quantif. 18.35 0.9959 2.40 0.49 123.6 tIT 801.8 tIT
5 bits 18.35 0.9959 2.41 0.49 123.7 tIT 802.1 tIT
3 bits 18.32 0.9959 2.41 0.49 124.2 tIT 802.9 tIT
4
Pas de quantif. 18.35 0.9896 2.57 0.50 78.4 tIT 662.9 tIT
5 bits 18.35 0.9896 2.57 0.50 78.4 tIT 662.3 tIT
3 bits 18.32 0.9896 2.58 0.50 78.7 tIT 665.6 tIT
5
Pas de quantif. 18.35 0.9859 2.59 0.77 204.1 tIT 914.7 tIT
5 bits 18.35 0.9859 2.59 0.77 204.1 tIT 915.2 tIT
3 bits 18.32 0.9859 2.60 0.77 204.8 tIT 917.9 tIT
TABLEAU 5.12 – Impact de la quantification de la probabilité d’accès, avec pmin Æ 0 et pmax Æ 1
tons un impact non négligeable de la quantification de la probabilité d’accès, plus particulière-
ment dans le cas de la méthode d’accès CRDSA. La quantification de la probabilité d’accès revient
à biaiser cette dernière, nous corroborons ainsi les conclusions préliminaires que nous avions ef-
fectuées à la vue de la figure 5.12.
Ensuite, nous analysons l’impact de la quantification des paramètres de temps de blocage.
Le tableau regroupe les résultats obtenus par simulation avec le profil de trafic numéro 5 et la
méthode d’accès ALOHA discrétisé. Les conclusions présentées sont les mêmes avec les autres
profils et le CRDSA. Nous rappelons que pour ces paramètres, nous avons choisi d’arrondir au
pas de quantification supérieur. C’est pour cela que nous constatons une amélioration des perfor-
mances lorsque les bornes de quantification ont été correctement choisies. Ainsi, dans un système
opérationnel, il sera important de connaître le scénario de surcharge limite afin de configurer cor-
rectement les bornes kminCC-Max et kétalementCC-Max.
Nous avons donc illustré l’impact de la quantification sur les performances du contrôle de
charge. Lors d’un déploiement d’algorithmes de contrôle de charge dans un système, il est im-
portant de ne pas négliger cette partie, car si cette quantification n’est pas calibrée correctement
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rminCC / rétalementCC PS NT NB dTM dAS
Pas de quantification 0.9859 2.59 0.77 204.1 tIT 914.7 tIT
kminCC-Max Æ 800, kétalementCC-Max Æ 50
6/6 bits 0.9871 2.59 0.75 204.9 tIT 916.3 tIT
4/4 bits 0.9908 2.53 0.71 213.5 tIT 966.8 tIT
kminCC-Max Æ 400, kétalementCC-Max Æ 10
6/4 bits 0.9794 2.58 0.84 201.2 tIT 897.7 tIT
TABLEAU 5.13 – Impact de la quantification des paramètres de blocage de temps, kétalementCC-Min Æ 1 et
kminCC-Min Æ kPHYÅkMACÅkCCÅ3
les performances du contrôle de charge seront dégradées. Évidemment, dans un système opéra-
tionnel, l’objectif sera de trouver la quantification optimale qui permette de ne pas dégrader les
performances du contrôle de charge en utilisant le moins possible de bits pour transmettre les
paramètres.
5.5 Comparaison avec l’état de l’art
Dans le but de nous comparer à l’état de l’art, nous devons nous placer dans les conditions
décrites par la figure 2.10, ainsi nous n’avons pas besoin de définir tous les paramètres suivants :
tPHY, tMAC, tCC, NMinDélaiR et NMax Back-off. Nous utilisons les paramètres généraux définis par le
tableau 5.14.
Paramètres Valeurs
Méthode d’accès ALOHA discrétisé
NCF¡SA 54
NMaxTr 10
NMaxBl 1
TABLEAU 5.14 – Paramètres généraux utilisés pour la comparaison avec l’état de l’art
Nous utilisons notre simulateur pour comparer deux architectures du contrôle de charge :
— Mode Oracle simple (prédiction parfaite de la charge future) couplé à notre méthode de
calcul de la probabilité d’accès pour l’ALOHA discrétisé sans temps de blocage. Cette archi-
tecture est semblable à celle utilisée dans les papiers de littérature, elle donne une idée des
performances du contrôle de charge que nous pouvons attendre. Nous avons utilisé notre
façon de calculer la probabilité d’accès afin de rendre la comparaison la plus honnête ; nous
rappelons qu’une mauvaise formule de performance de la méthode d’accès ALOHA discré-
tisé a souvent été implantée dans la littérature.
— Mode Oracle simple couplé à notre méthode de calcul de la probabilité d’accès et les para-
mètres tmin et tétalement calculés dynamiquement.
Finalement, pour nous comparer nous utilisons le scénario de trafic défini par le 3GPP (scénario
6 de la figure 3.9) et les métriques utilisées précédemment. Pour ce scénario, les métriques sont
calculées sur tous les objets et pas uniquement sur ceux dont la première tentative de transmission
est effectuée lorsque gN ÈTHMax .
Les résultats des simulations sont présentés par le tableau 5.15, deux points majeurs sont à
noter. Premièrement, notre architecture obtient une probabilité de succès de transmission nette-
ment meilleure, car la surcharge est étalée au cours des intervalles. Cette amélioration s’effectue
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Métrique Architecture CC État de l’art Notre Architecture du CC
PS 0.9904 0.9961
PPerteT 0.0096 0.0039
PPerteCC 0 0
E (NT) 2.56 2.25
E (NB) 152.6 0.37
dTM 155.2 tIT 178.7 tIT
dAS 2000.0 tIT 2279.9 tIT
THMoyenCC 19.69 19.83
TABLEAU 5.15 – Comparaison des performances avec l’architecture du contrôle de charge de l’état de l’art
aux dépens du délai de transmission et de la durée d’absorption de surcharge du fait de l’étale-
ment. Deuxièmement, l’amélioration majeure de notre architecture est la consommation d’éner-
gie des terminaux. En effet, le nombre moyen de fois qu’un objet est bloqué par le contrôle de
charge (E (NB)) est 412 fois plus élevée avec l’architecture de l’état de l’art. Cet exemple montre
qu’il est essentiel de considérer les temps de blocage afin d’économiser au mieux la batterie des
objets. Dans le chapitre 9, la conclusion, nous reviendrons sur le travail restant à fournir sur le
contrôle de charge des canaux en accès aléatoire.
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6.1 Retour sur la structurationdenosalgorithmesde contrôlede charge
Plusieurs fonctions majeures composent le traitement de contrôle de charge effectué par la
station de base. Ces fonctions sont les suivantes :
— Mise à jour de la mémoire partagée du contrôle de charge.
— Prédiction de la charge future du canal en accès aléatoire.
— Calcul de la probabilité d’accès.
— Calcul des paramètres temps de blocage.
L’objectif de ce chapitre est d’évaluer l’implantation de ces dernières fonctions, qui représentent
les traitements principaux effectués par le contrôle de charge. Leur évaluationpermettra de conclure
sur l’implantation du travail présenté lors du chapitre 4. Pour ce faire, nous analysons le nombre
d’accès mémoire (lecture et écriture), le nombre d’opérations (addition, soustraction, multiplica-
tion et division) effectuées et la mémoire requise.
Afin demener cette étude, il faut définir des configurations du contrôle de charge pour évaluer
lesmétriquesmentionnées précédemment, les différentes configurations sont représentées par le
tableau 6.1. Nous considérons nos paramètres de blocage de temps, car ils facilitent l’explication
du calcul de la taille mémoire nécessaire. Dans ce tableau, les acronymes "MFG" et "LE" signifient
respectivement "Moyenne sur Fenêtre Glissante" et "Lissage Exponentiel".
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Nom de la configuration ¡ ¢ £ ¤
Temps de blocage utilisé(s) tmin et tétalement
Méthode de calcul de cGN MFG LE MFG LE
Début du contrôle de charge
En sortie de
couche PHY
En sortie de
couche MAC
TABLEAU 6.1 – Configurations du contrôle de charge pour l’étude d’implantation
6.2 Discussion sur lamémoire nécessaire
Le principal impact sur la mémoire de nos algorithmes de contrôle de charge est dû à ce que
nous appelons la "mémoire partagée". Cette dernière est vitale, utilisée par de nombreuses fonc-
tions. Elle est notamment primordiale pour la prédiction de charge future (Algorithme 2). Dans
le but de réduire son impact, nous recommandons l’utilisation de vecteurs tampons circulaires.
Cette idée s’illustre facilement lors du calcul de cgN avec lamoyenne sur fenêtre glissante (équation
(4.30)), pour effectuer cette opération, l’algorithme a seulement besoin de connaître les TF valeurs,
les plus récentes, deàgN-Esti. Ainsi dans cette configuration, TF est la taille du vecteur représentant
l’estimation du nombre de nouveaux objets qui ont transmis durant les intervalles précédents.
La mémoire partagée est composée des vecteurs suivants : l’estimation du nombre de nou-
veaux objets (àgN-Esti) par IT, le nombre d’objets qui retransmettent par IT, le nombre d’objets blo-
qués par le contrôle de charge qui accèdent de nouveau au canal par IT, les paramètres de contrôle
de charge (probabilité d’accès, durée minimale de blocage, durée d’étalement) par IT et les pré-
dictions précédentes de la charge totale (uniquement utile dans le cadre du lissage exponentiel).
Nous détaillons le calcul de la taille des vecteurs de la mémoire partagée dans le cadre de la confi-
guration ¡ du tableau 6.1, nous rappelons que NX Æ
l
tX
tIT
m
où tX peut être la durée de traitement
couche physique par exemple. La figure 6.1 illustre la réflexion menée pour calculer la taille des
vecteurs tampons. Nous notons n le numéro d’intervalle de temps que la station de base est en
train de traiter,m l’intervalle de temps où il faut prédire la charge totale et t un numéro d’IT quel-
conque. Expliquons comment calculer la taille du vecteur des objets en retransmission :
IT traite´ (n)
NPHY NCC
IT (m) ou` il faut calculer ĝT
Intervalle de
temps (IT)
NPHY NMAC
NMinDe´laiR
NMax Back-off + 1
IT ou` les objets peuvent retransmettre
Retransmission
Bloque´s
NMax tmin NMax tetalement
Parame`tres de CC
: vecteur de dimension 1
Nous avons besoin des parame`tres de CC applique´s durant l’IT traite´ pour
re´aliser les Algorithmes 1 et 2
Les nouveaux parame`tres de CC sont sauvegarde´s ici
FIGURE 6.1 – Illustration de la taille des vecteurs tampons circulaires avec la configuration ¡ du tableau 6.1
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— Nos algorithmes n’ont pas besoin des valeurs aux IT t Ç n pour fonctionner.
— La valeur à l’IT n est nécessaire pour utiliser (4.29). Notons que cette valeur ne sera plus utile
lorsque la station de base sera en train de traiter l’IT nÅ1.
— Il faut connaître les valeurs aux IT t 2 JnÅ1,m¡1K, elles seront utilisées par le contrôle de
charge lors des prochains traitements d’intervalles de temps par la station de base.
— La valeur à l’ITm est utilisée pour effectuer la prédiction de la charge totale.
— Nous stockons ensuite les valeurs pour les IT de l’intervalle2 JmÅ1,nÅNMinDélaiRÅNMax Back-offÅ1K,
ces dernières seront utilisées ultérieurement par les algorithmes de contrôle de charge.
— Par définition, à ce stade, aucun objet ne peut être en retransmission durant les IT t È nÅ
NMinDélaiRÅNMax Back-offÅ1, voir figure 3.6.
Le même principe est ensuite utilisé pour calculer le vecteur des objets bloqués par le contrôle
de charge. Dans un système opérationnel, nous pensons qu’il sera nécessaire d’imposer un temps
maximal de blocage des objets d’où l’apparition de NMax tmin et NMax tétalement . De même, un prin-
cipe identique est utilisé pour les paramètres de contrôle de charge. Il faut connaître les para-
mètres appliqués durant l’IT n pour que les Algorithmes 1 et 2 puissent fonctionner, les nouveaux
paramètres seront aussi stockés dans la mémoire pour une utilisation ultérieure.
Le tableau 6.2 résume les tailles des vecteurs de la mémoire partagée pour toutes les confi-
gurations de contrôle de charge explicitées dans le tableau 6.1. Nous présentons une application
Dimension des vecteurs
Nom du vecteur Type Config. ¡ Config. ¢ Config.£ Config.¤
VecàgN-Esti double TF 1 TF 1
VeccgR double 1ÅNPHYÅNMACÅNMinDélaiRÅNMax Back-offÅ1
VeccgB double 1ÅNPHYÅNCCÅ1ÅNMax tmin ÅNMax tétalement
1ÅNPHYÅNMACÅNCCÅ
1ÅNMax tmin Å
NMax tétalement
Vec probabilité
d’accès
double 1ÅNPHYÅNCCÅ1Å1 1ÅNPHYÅNMACÅNCCÅ1Å1
Vec tmin
entier non
signé
1ÅNPHYÅNCCÅ1Å1 1ÅNPHYÅNMACÅNCCÅ1Å1
Vec tétalement
entier non
signé
1ÅNPHYÅNCCÅ1Å1 1ÅNPHYÅNMACÅNCCÅ1Å1
PrécédentcgT double 0 1 0 1
TABLEAU 6.2 – Taille des vecteurs tampons circulaire de la mémoire partagée
numérique de calcul de la taille de la mémoire partagée lors de la configuration£ avec les valeurs
de paramètres explicités par le tableau 6.3, le résultat de l’application numérique est le suivant en
considérant qu’un double s’écrit sur 64 bits et qu’un entier non signé s’écrit sur 32 bits :
TMémoire Partagée Æ 5.4 ko
Ainsi, nous nous rendons compte de la très faible consommation mémoire de nos algorithmes
de contrôle de charge, la mémoire ne sera donc pas un facteur limitant d’utilisation de nos algo-
rithmes.
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TF 40
NPHY 3
NMAC 2
NCC 1
NMinDélaiR 3
NMax Back-off 5
NMax tmin 400
NMax tétalement 200
TABLEAU 6.3 – Valeurs des paramètres utilisées pour l’application numérique
6.3 Évaluation du coût de nos algorithmes
Pour se donner une idée du coût en termes de traitement nous évaluons le nombre d’opé-
rations et d’accès mémoire de chaque fonction. Commençons par la mise à jour de la mémoire
partagée dont les résultats sont mis en avant par le tableau 6.4. Dans ce dernier, N1 ÆNMax Back-off,
N2 ÆNMax tmin , N3 ÆNMax tétalement etN4 ÆNMin tminÅNMin tétalement . Ce dernier représente le nombre
minimal d’intervalles de temps pendant lesquels un objet peut être bloqué. Notons que dans
le tableau 6.4, nous avons affiché le nombre maximum de lectures, écritures et additions, dans
la réalité les valeurs peuvent être inférieures, car nous n’avons pas toujours Nmin Æ NMax tmin et
Nétalement ÆNMax tétalement , les objets sont étalés sur moins d’intervalles de temps, réduisant ainsi
le nombre d’opérations effectuées par l’algorithme de mise à jour de la mémoire partagée. Dans
le pire des cas, ce dernier effectuera seulement quelques milliers de fois les opérations de lecture,
écriture, addition et modulo, l’algorithme a besoin de peu de ressources pour fonctionner.
Config. ¡ Config. ¢ Config.£ Config.¤
# Lecture 21Å4(N1ÅN2ÅN3¡N4) 22Å4(N1ÅN2ÅN3¡N4)
# Écriture 9ÅN1Å2(N2ÅN3¡N4)
# Soustraction 4 6
# Addition 8Å2(N1ÅN2ÅN3¡N4)
#Multiplication 1 3
# Division 2
#Modulo N1Å1ÅN2ÅN3¡N4
TABLEAU 6.4 – Coût de la mise à jour de la mémoire interne
Le coût de la prédiction de charge (algorithme 2) est représenté par le tableau 6.5. Pour toutes
les configurations, le nombre d’opérations à effectuer est très faible, il faut évidemment un peu
plus de ressources lorsque le contrôle de charge utilise la moyenne sur la fenêtre par rapport à la
méthode de lissage exponentiel.
Config. ¡ Config.£ Config. ¢ Config.¤
# Lecture TFÅ2 5
# Écriture 1
# Addition TFÅ1 3
# Division 1 0
#Multiplication 0 1
# Soustraction 0 1
TABLEAU 6.5 – Coût de la prédiction de la charge future
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La complexité de l’algorithme de calcul de la probabilité d’accès dépend uniquement de la
méthode d’accès utilisée, le tableau 6.6 présente son coût de calcul. Notons que nous avons expli-
cité le coût des fonctions Exponentielle, Interpolation linéaire et Racine carrée étant donné que ce
dernier dépend de l’algorithme implanté sur le processeur.
Méthodes d’accès
ALOHA discrétisé
CRDSA avec
abaque
CRDSA avec
formule
empirique
# Lecture 3 4 3
# Écriture 1
# Soustraction 1 0 1
# Division 2 0 2
#Multiplication 1 0 2
# Exponentielle 1 0 0
# Comparaison 1
# Interpolation linéaire 0 1 0
# Racine carrée 0 0 1
TABLEAU 6.6 – Coût du calcul de la probabilité d’accès
Finalement, nous nous intéressons à l’impact de la fonction de calcul des temps de blocages.
La complexité dépend évidemment des paramètres utilisés par le contrôle de charge, le coût de la
fonction est mis en avant par le tableau 6.7, dans ce dernier l’opération "ceil" est celle de la valeur
entière supérieure.
Paramètre(s) de temps de blocage
tmin et tétalement tACB
# Lecture 5 4
# Écriture 2 1
# Soustraction 1 0
# Division 1 2
#Multiplication 2 1
# Comparaison 1
# Ceil 2 1
TABLEAU 6.7 – Coût du calcul des temp(s) de blocage
Au vu du nombre d’opérations effectuées par les différentes fonctions du contrôle de charge
(tableaux 6.4 6.5 6.6 et 6.7), nous pouvons conclure que la complexité (en nombre d’opérations à
effectuer) semble faible, le temps de traitement du contrôle de charge devrait donc l’être égale-
ment.
6.4 Étude d’une implantation non optimisée en C++ des algorithmes
Pour avoir le cœur net sur la durée de temps de traitement du contrôle de charge, nous avons
codé nos algorithmes de contrôle de charge en C++ de façon non optimisée. Nous avons ensuite
réalisé des tests de performance sur différents processeurs. Le tableau 6.8 présente les temps
moyens pour exécuter les fonctions principales du contrôle de charge. Nous observons que le
temps de traitement total du contrôle de charge à bord de la station de base est seulement de
quelques microsecondes dans le cadre du processeur le moins puissant (c’est celui d’un Rasp-
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berry Pi). Ainsi, il est possible d’envisager nos algorithmes de contrôle de charge dans le cadre
d’un système opérationnel y compris à bord d’un satellite.
Processeurs considérés
i5-5257 2.7 GHz ARM v7 rev4 (v71)
Durée prédiction de la charge 0.345 &s 4.05 &s
Mise à jour mémoire 0.351 &s 3.23 &s
Calcul probabilité d’accès 65.05 ns 393.62 ns
Calcul temps de blocage 72.38 ns 749.26 ns
TABLEAU 6.8 – Temps de traitement moyen des principales fonctions du contrôle de charge
6.5 Impact du contrôle de charge sur les objets
On peut se poser des questions sur l’impact du contrôle de charge au niveau des objets étant
donné que la consommation énergétique est un enjeu majeur. Dans le cadre du système de com-
munication considéré, les objets reçoivent les paramètres de contrôle de charge via la signalisation
diffusée par la station de base. Les traitements demandés à l’objet sont uniquement de générer un
nombre aléatoire et de le comparer à la probabilité d’accès. Si l’objet ne réussit pas ce test d’accès,
il doit calculer son temps de blocage en générant des nombres aléatoires (leur nombre dépend
du type de temps de blocage) et en utilisant le(s) paramètre(s) de blocage diffusé(s) par la station
de base. Il met finalement en place une temporisation pour se réveiller à la fin de son temps de
blocage.
Nous constatons rapidement que ce schéma de fonctionnement est très simple pour les ob-
jets, le contrôle de charge ne devrait donc pas avoir non plus un impact fort sur la consommation
d’énergie et donc la batterie des terminaux. Cette consommation dépend surtout du fonctionne-
ment du système de communication.
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Chapitre 7
Modélisation d’une constellation
discontinue pour des applications IoT
« Tout grand progrès scientifique
est né d’une nouvelle audace de
l’imagination »
John Dewey
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Dans la partie précédente, nous avons présenté des algorithmes de contrôle de charge pour les
canaux en accès aléatoire des systèmes de communication cellulaires, terrestre ou satellite géosta-
tionnaire.Mais à la vue du regain de popularité des constellations de satellite nous ne pouvons être
attentiste et cantonner notre travail uniquement aux systèmes terrestre ou géostationnaire.
Dans cette partie, nous nous intéressons aux constellations de satellite à couverture discon-
tinue. Ce type de constellations a été présenté lors du chapitre 1 mais nous en rappelons la défi-
nition. La propriété des constellations discontinues est qu’elles ne couvrent pas en permanence
toute la surface de la Terre. Elles sont évidemment inadaptées à des services haut débit classique,
mais l’Internet des Objets du fait de la flexibilité de délai de transmission des applications peut
s’y adapter. De plus, pour des nouveaux opérateurs satellite, elles sont financièrement plus abor-
dables du fait de leur coût de développement bien inférieur à celui d’un système géostationnaire.
Le risque financier pour un opérateur est contrôlé, ces derniers peuvent débuter avec peu de sa-
tellites puis, selon le bénéfice du premier déploiement, compléter au fur et à mesure leur constel-
lation.
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L’objectif de cette partie est donc d’illustrer la façon avec laquelle nous pouvons adapter les al-
gorithmes développés précédemment aux constellations discontinues de satellites. Bien évidem-
ment, nous évaluerons les performances et nous étudierons l’implantation desmodifications réa-
lisées sur les algorithmes. Mais avant tout, dans ce chapitre nous explicitons comment modéliser
ce type de constellations.
7.1 Modélisation de constellations discontinues pour l’IoT
Dans les années 90 des travaux demodélisation des constellations de satellite ont été effectués
suite à l’émergence de sociétés comme Globalstar et Iridium.Malheureusement, ces modèles, qui
simulaient le réseau complet, ne concernaient qu’un tout petit nombre d’équipements. Ces mo-
dèles ne passent pas à l’échelle lorsque nous considérons des centaines de millions d’objets dé-
ployés sur la surface terrestre. Il est donc nécessaire de repenser la modélisation, la discontinuité
apportant également une nouvelle particularité qu’il faut prendre en compte.
Premièrement, le fonctionnement du système de communication est similaire à celui pré-
senté lors du chapitre 3. Les voiesmontantes et descendantes fonctionnent enmode slotté et elles
sont synchronisées entre elles. La discontinuité s’accompagne de "trous" de couverture, les ob-
jets doivent potentiellement attendre avant d’avoir un satellite en visibilité. Par conséquent, nous
considérons que le satellite indique sa présence par un signal de synchronisation de référence.
Ce signal est transmis à chaque intervalle de temps. Les objets se réveillant d’un sommeil profond
s’efforcent de le détecter et de se synchroniser avec. Quand cette dernière procédure n’est pas fruc-
tueuse, l’objet retourne en sommeil profond pendant une période de TSommeil secondes. À la suite
de cette temporisation, l’objet tentera de nouveau la phase de détection et de synchronisation sur
le signal de référence. Inversement, quand l’objet est parfaitement synchronisé avec le satellite,
nous considérons qu’il suit le même plan de transmission que celui présenté lors du chapitre 3, la
figure 3.8 en est une parfaite illustration.
Ainsi, notre objectif est de réaliser unemodélisation reposant sur celle du système de commu-
nication précédent. Néanmoins, des ajustements sont nécessaires afin de modéliser une constel-
lation discontinue, voici les questions auxquelles nous répondons dans les sections suivantes :
— Les objets possèdent une durée de couverture satellite finie, ils ont un point d’entrée et un
point de sortie de couverture, comment modélise-t-on ce phénomène ?
— À cause du mouvement, il est primordial de connaître la position spatiale des objets sous
la couverture du satellite. Comment modélise-t-on la répartition spatiale des objets lors de
l’entrée de ces derniers sous la couverture satellite ?
7.2 Quadrillage de la couverture satellite
La couverture géométrique du satellite (à zéro degré d’élévation) est une notion que nous em-
ploierons dorénavant régulièrement par la suite. Les objets appartenant à cette zone sont en ligne
de vue directe du satellite si on s’abstrait des problèmes de masquage causés par la topologie/vé-
gétation et les édifices. Cette notion s’accompagne de la durée de visibilité géométrique, la durée
séparant l’entrée et la sortie d’un objet de la couverture géométrique. Pour notre modélisation,
nous considérons les caractéristiques suivantes :
— Les satellites de la constellation sont en orbite basse circulaire cela signifie que leur altitude
reste constante au cours du temps.
— Les variables RT et AS représentent respectivement le rayon de la Terre et l’altitude des sa-
tellites.
— ¸0 est l’angle entre le satellite - le centre de la Terre - l’extrémité de la couverture géomé-
trique. Cet angle est exprimé comme suit :
¸0 Æ cos¡1
µ
RT
RTÅAS
¶
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Nous nous centrons sur le point de vue d’un satellite, ce sont alors les objets qui se déplacent
sous la couverture. Nous choisissons de diviser la couverture géométrique enMpartitions. Les ob-
jets restent à l’intérieur d’une même partition au cours de leur mouvement. Le nombre de parti-
tions est choisi afin de considérer une durée de visibilité dumême ordre de grandeur par partition.
Nous notons TCouverture,m la durée de la couverture satellite pour la partitionm. La figure 7.1 met
en évidence la première partition de la couverture géométrique. Le pas du quadrillage est défini
par l’angle °Æ 2¸0M .
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FIGURE 7.1 – Première opération de quadrillage de la couverture satellite
Nous effectuons ensuite un nouveau fractionnement (perpendiculairement au premier) de
la couverture. Une partition est divisée en Nm sous-blocs où Nm Æ bTCouverture,mtIT c. Comme défini
précédemment, tIT est la durée d’un intervalle de temps sur la voie montante et descendante du
système de communication. Ainsi, un quadrillage de la couverture géométrique est obtenu, il est
illustré sur la figure 7.2. Désormais, avec ce quadrillage, il est possible demodéliser le mouvement
des objets sous la couverture du satellite. Si durant l’IT k, un objet est dans le sous-bloc (m, i ),
alors durant l’intervalle de temps suivant, kÅ1, il sera dans le sous-bloc (m, i Å1).
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FIGURE 7.2 – Seconde opération de quadrillage de la couverture satellite
Lamise en œuvre du quadrillage pour un système opérationnel imposerait la prise en compte
de la couverture radio au lieu de la couverture géométrique. La couverture radio est obtenue en
réalisant un bilan de liaison (voie montante et descendante) et en connaissant les seuils de démo-
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dulations sur les deux voies. Durant cette thèse nous n’avons pas choisi ce chemin puisque lamise
en place d’un simulateur adapté à un système opérationnel imposerait la révélation de paramètres
qui rentrent dans le cadre du secret industriel.
Notons que ce quadrillage nous permet de simplifier les coordonnées de position de chacun
des objets présents sous la couverture du satellite. Le pas de quantification choisi pour la création
du quadrillage est suffisamment fin pour supposer que les conditions de canal sont identiques
pour tous les objets appartenant à un sous-bloc. Ainsi, pour chaque sous-bloc, nous pouvons dé-
finir des paramètres comme le rapport signal à bruit, le doppler et la probabilité de masquage
grâce aux modèles ITU-T. La conséquence fondamentale de cette modélisation est que l’on n’a
pas besoin de conserver la position précise de chacun des objets. Cette simplification est fonda-
mentale en vue du passage à l’échelle.
7.3 Premièreméthode demodélisation spatiale du trafic
Nous sommes toujours placés depuis le point de vue d’un satellite. Comme lors de la partie
précédente, le nombre de nouveaux objets par intervalle de temps est déterminé comme suit :
P
¡
½N (k)bTHMax¡Xc
¢
où k est le numéro de l’intervalle de temps. Il faut qu’un scénario de trafic
soit au préalable établi. Notre objectif est de déterminer la répartition de ces nouveaux objets sous
la couverture satellite. Supposons une constellation composée deNS satellites dont les empreintes
au sol des couvertures géométriques ne se chevauchent pas. La surface couverte par un satellite
est déterminée par Su tandis que STerre représente la surface terrestre. Les expressions de ces deux
dernières sont les suivantes :
STerre Æ 4¼R2E (7.1)
Su Æ 2¼R2E (1¡cos(¸0)) (7.2)
Ainsi, la probabilité qu’au réveil d’un objet, ce dernier soit sous la couverture d’un satellite est
notéePréveil. Son expression est la suivante :
Préveil Æmin
µ
1,
NSSU
STerre
¶
(7.3)
Le nombre denouveaux objets entrant dans le système est généré de lamême façonque lors de
la section 3.4.1, à la fin de ce chapitre nous définissons les scénarios de trafic considérés dans le cas
d’une constellation discontinue. Ainsi, au cours de l’intervalle de temps k, gN(k) nouveaux objets
entrent dans le systèmede communication. Parmi ces objets, certains se sont réveillés directement
sous la couverture d’un satellite (probabilitéPréveil), les autres se sont réveillés entre le passage de
deux satellites (probabilité 1¡Préveil). Nous considérons la duréemoyenne de couverture satellite
TCouverture Moyenne, ainsi un quadrillage à une partition est utilisé (MÆ 1) où N1 Æ bTCouverture MoyennetIT c.
Les objets dont le réveil se produit sous la couverture du satellite sont supposés répartis uni-
formément parmi les N1 sous-blocs de couverture. En revanche, lorsque TSommeil Ç TCouverture, 1,
les autres objets sont supposés répartis uniformément en surface en début de couverture satellite.
Comme montré par la figure 7.3, la répartition de ces objets se fait sur les
l
TSommeil
tIT
m
Å1 premiers
sous-blocs du quadrillage de la couverture.
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N1
sous-bloc (1, 1)
sous-bloc (1, N1)
#1
#2
#3
#4
FIGURE 7.3 – Répartition des objets dont le premier réveil s’est déroulé en-dehors de la couverture,
TSommeil Æ 2tIT
7.4 Deuxièmeméthode demodélisation spatiale du trafic
Le principe est de mettre en œuvre des simulations de constellations dans le but d’avoir ac-
cès à plus de renseignements sur la durée de visibilité des satellites et la durée d’attente entre
deux passages de satellites. Nous appelons cette dernière, durée de non-visibilité. Ces informa-
tions supplémentaires sont utiles pour réaliser une modélisation plus fine du trafic.
Pendant la suite de cette section, à titre d’illustration, nous considérons une constellation où
les satellites sont en orbite circulaire polaire à une altitude de 700 km. La constellation est compo-
sée de six plans de quatre satellites, au total, il y a 24 satellites. Naturellement, la couverture d’un
satellite est la couverture géométrique à zéro degré d’élévation. La figure 7.4 illustre la constella-
tion considérée.
FIGURE 7.4 – Illustration d’une constellation de 6 plans orbitaux avec 4 satellites par plan
7.4.1 La durée de visibilité de la couverture satellite
La durée de couverture d’un objet par le satellite dépend exclusivement de la latitude de ce
dernier et de la position d’entrée de l’objet à l’intérieur de la couverture satellite. Cette position
est matérialisée par l’angle ! défini par la figure 7.5 lors d’une projection sur une surface plane.
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sens du mouvement du satellite
ω
couverture satellitepoint d’entre´e de l’objet
FIGURE 7.5 – Définition de l’angle d’entrée dans la couverture satellite
Notons que! varie entre 0 et 180 degrés.
La figure 7.6 explicite la durée de visibilité maximale selon l’angle d’entrée (!) et la latitude du
satellite. Nous indiquons "maximale" dans la mesure où les objets ne se réveillent pas forcément
au tout début de la couverture satellite. La latitude du satellite agit sur la durée de couverture à
cause de la rotation de la Terre. En effet, cette dernière a une vitesse différente selon la latitude, la
vitesse maximale est atteinte à l’équateur.
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FIGURE 7.6 – Exemple de durée de visibilité d’un satellite en orbite basse en direction du pôle Nord
7.4.2 La durée de non-visibilité satellite
La durée entre deux passages de satellites est plus complexe à déterminer que la durée de cou-
verture. À cet effet, nous devons réaliser une simulation orbitale avec les paramètres de la constel-
lation détaillée précédemment. Des objets sont disposés sur un parallèle terrestre pour obtenir la
durée entre deux passages.
La figure 7.7 relate une partie des résultats obtenus lorsque les objets sont disposés sur l’équa-
teur. En analysant les résultats de simulation, peu importe le parallèle de disposition des objets,
nous constatons l’apparition de trois familles de motifs de la durée entre deux passages. Seul le
plan orbital d’appartenance du satellite a un impact sur lemotif obtenu. Ainsi, Les deux premières
correspondent aux satellites des plans qui referment la constellation tandis que la dernière est
pour tous les autres satellites, ces derniers appartiennent aux plans intérieurs de la constellation.
Ensuite par famille nous distinguons le sens de mouvement du satellite i.e. vers le pôle Nord ou
Sud.
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(a) Vers le pôle Sud, identifiant du satellite : 1
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Identifiant du satellite : 1
(b) Vers le pôle Nord, identifiant du satellite : 1
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Identifiant du satellite : 10
(c) Vers le pôle Sud, identifiant du satellite : 10
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Identifiant du satellite : 10
(d) Vers le pôle Nord, identifiant du satellite : 10
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Identifiant du satellite : 24
(e) Vers le pôle Sud, identifiant du satellite : 24
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FIGURE 7.7 – Durée de non visibilité suivant l’angle d’entrée ! pour des objets placés sur le parallèle zéro
degré
7.4.3 Génération spatiale du trafic
Supposons un quadrillage complet de la couverture d’un satellite, par sous-bloc, nous définis-
sons :
— S(m,i ), la surface du sous-bloc (m, i ).
— dED, (m, i ) (k), la densité d’objets durant l’intervalle de temps k dans le sous-bloc (m, i ).
— Les objets ont tellement peu de données à transmettre que l’arrivée d’un objet correspond
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à l’arrivée d’un nouveau message à transmettre.
— ¸U, (m, i ) (k) est la fréquence moyenne d’arrivée d’un message à transmettre sur un objet par
seconde durant l’intervalle de temps k dans le sous-bloc (m, i ), c’est le paramètre d’une loi
de Poisson. En effet, il est possible demodéliser le trafic d’une grande partie des applications
IoT par un processus de Poisson [62]. Nous considérons que ce paramètre est variable dans
le temps et l’espace vu que le satellite du fait de sonmouvement peut se retrouver aumilieu
d’un océan ou au-dessus d’une mégalopole. Mais notez que, dans l’IoT, cette fréquence est
tellement faible que nous pouvons continuer de considérer qu’un objet égale un message.
— tNV,m (k) est le temps de non visibilité pour la partitionm durant l’intervalle de temps k. Ce
dernier dépend dem comme illustré par la figure 7.7mais aussi de k, vu que la non visibilité
est différente suivant la latitude du satellite.
Notre but est de déterminer la méthode de génération de nouveaux objets par sous-blocs du qua-
drillage :
— Nous avons les objets qui se réveillent en-dessous d’une visibilité satellite. Nous détermi-
nons ces derniers, comme suit par sous-bloc, et on suppose que les objets sont indépen-
dants [62].
¸CD, (m, i ) (k)Æ S(m,i )£dED, (m, i ) (k)£¸U, (m, i ) (k)£ tIT (7.4)
— Nous avons les objets dont le premier réveil s’est déroulé à l’extérieur d’une couverture sa-
tellite. Par intervalle de temps, ce nombre de nouveaux objets suit aussi une loi de Poisson
pour les mêmes raisons que précédemment. Le paramètre est donc le suivant :
¸CA,m (k)Æ S(m,1)£dED, (m,1) (k)£¸U, (m, i ) (k)£ tNV,m (k) (7.5)
Finalement, en utilisant les formules (7.4) et (7.5), le nombre de nouveaux objets par sous-
bloc et intervalle de temps suit aussi une loi de Poisson. Le paramètre de cette loi est déterminé
par l’équation suivante où NCA Æ
l
TSommeil
tIT
m
Å1.
¸(m,i ) (k)Æ
(
¸CD, (m, i ) (k)Å ¸CA,m(k¡(i¡1))NCA si i ·NCA
¸CD, (m, i ) (k) sinon
(7.6)
Ainsi, nous sommes en mesure de simuler du trafic provenant des nouveaux, par sous-blocs du
quadrillage, grâce à la distributionP
¡
¸(m,i ) (k)
¢
.
7.5 Intégration de lamodélisation spatiale du trafic dans le simulateur
du système de communication
Durant la section 7.1, nous avions déclaré que deux ajustements étaient nécessaires à lamodé-
lisation actuelle du système de communication afin de modéliser correctement une constellation
discontinue. Les sections précédentes ont montré comment réaliser ces ajustements. Désormais,
montrons comment les intégrer.
7.5.1 Avec la premièreméthode demodélisation spatiale du trafic
Nous illustrons ici l’intégration du quadrillage d’une couverture satellite (section 7.2) et la pre-
mièremodélisation spatiale du trafic (section 7.3). Pour utiliser ces deux ajustements, nous devons
avoir les pré-requis suivants :
— La durée moyenne de couverture est connue, nous avons donc accès à la valeur de N1.
— Le nombre de satellites de la constellation est déterminé, nous connaissons doncPréveil.
— Un scénario de trafic a été déterminé, comme dans la section 3.4.1, ½N(k) est connu où k est
le numéro de l’intervalle de temps.
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N1
(1, 1)
(1, N1)
1e`re e´tape : IT l - E´tat initial
Objet en retransmission Nouvel objet (1e`re transmission)
2e`me e´tape : IT l - Ajout de nouveaux objets
3e`me e´tape : IT l - Re´ussite transmission ?
Oui
Oui
Oui
Non
Non
4e`me e´tape : IT l - Mouvement
L’objet sort de la couverture
← Actif IT l
← Actif IT l
← Actif IT l
← Actif IT l + 3
← Actif IT l + 2
← Actif IT l + kPHY + kMAC + 2
FIGURE 7.8 – Illustration de l’intégration du système de communication avec la modélisation de la constel-
lation
La figure 7.8 est l’illustration de nos propos suivants. À l’état initial d’un intervalle de temps,
nous avons sous le quadrillage uniquement des objets en retransmission oubloqués par le contrôle
de charge. Sur le schéma 7.8 nous n’avons représenté que ceux en retransmission pour ne pas le
surcharger. Certains des objets sont actifs durant l’IT l d’autres non, cela est dû aux durées de trai-
tement (tPHY, tMAC et tCC). Le modèle ne sélectionne par intervalle de temps que les objets actifs
durant ce dernier. Sur la figure 7.8, trois objets sont en retransmission durant l’IT l . L’étape sui-
vante consiste à simuler l’arrivée de nouveaux objets (actif durant l’IT l ) au sein du quadrillage.
Ce nombre de nouveaux objets est calculé comme suit P
¡
½N (l )bTHMax¡Xc
¢
voir section 3.4.1.
Ces gN(l ) nouveaux objets sont ensuite répartis dans le quadrillage selon la modélisation spatiale
du trafic déterminée dans la section 7.3. Sur le schéma 7.8, deux nouveaux objets ont intégré le
quadrillage. Ensuite, nous utilisons la modélisation du système de communication établie lors du
chapitre 3. Cette dernière détermine les objets qui ont réussi à transmettre correctement (il faut
que l’objet soit toujours sous la couverture quelques intervalles de temps plus tard pour recevoir
l’accusé de réception) et quand ceux dont la transmission a échoué seront actifs de nouveau. Fina-
lement, à la fin de l’intervalle de temps, tous les objets (même ceux qui n’étaient pas actifs durant
l’IT) sont déplacés au sein du quadrillage, cette étape permet demodéliser lemouvement du satel-
lite. Nous constatons que des objets peuvent sortir de la couverture du satellite sans avoir transmis
correctement ou atteint le nombre maximum de transmissions.
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7.5.2 Avec la secondeméthode de génération spatiale du trafic
Durant ce paragraphe, nous montrons comment intégrer le quadrillage de la couverture sa-
tellite (section 7.2) et la seconde modélisation spatiale du trafic (section 7.4). Nous rappelons les
nombreux pré-requis nécessaires pour utiliser ces deux ajustements :
— La constellation de satellites polaires en orbite basse a été déterminée.
— Le système de communication a été conçu, les récepteurs couche physique définis, nous
connaissons donc le seuil de rapport signal à bruit nécessaire pour démoduler sur la voie
montante et descendante.
— Les équipements (antennes, amplificateurs...) des objets et des satellites, ont été choisis.
Il est donc désormais possible de réaliser des bilans de liaison et de connaître la zone de
couverture radio sous le satellite.
— Des simulations orbitales sont réalisées, ainsi grâce aux trois points précédents, nous déter-
minons :
— TCouverture
¡
!,Á
¢
la durée de la couverture radio pour un objet à la latitude Á qui rentre
dans la couverture géométrique à zéro degré sous l’angle!.
— TNV
¡
!,Á, id
¢
la durée de non visibilité pour le satellite à l’identifiant id dans le cadre
d’un objet à la latitude Á qui rentre dans la couverture géométrique à zéro degré sous
l’angle!.
— Suivant les valeurs des temps précédents, un nombre de partitions M est choisi de façon
à minimiser l’écart de temps de couverture et de non-visibilité entre le centre et les bords
d’une partition.
— Nous choisissons ensuite la trajectoire du satellite que nous allons étudier, la densité d’ob-
jets et la fréquence moyenne d’arrivée d’un message par objet le long de la trajectoire.
— Finalement, grâce àMet à la trajectoire choisie, nous déterminons TCouverture (m,k) et TNV (m,k).
Notons que la durée de couverture dans un quadrillage dépend du temps, nous avons vu
par l’intermédiaire de la figure 7.6 que cette dernière dépend de la latitude du satellite qui
change évidemment au cours du temps dans la mesure où c’est une constellation.
Pour intégrer ces ajustements à la modélisation du système de communication, une liste est
créée. Cette dernière regroupe tous les objets présents sous la couverture du satellite. Pour chaque
objet, nous déterminons l’intervalle de temps de prochaine activité (ce dernier estmis à jour après
chaque activité de l’objet) et le nombre d’intervalles de temps de couverture résiduel de l’objet
(mis à jour à la fin de chaque intervalle de temps). À chaque intervalle de temps, l’arrivée de nou-
veaux objets est simulée grâce aux concepts développés lors de la section 7.4. Les nouveaux objets
sont ajoutés à la liste, les nombres d’intervalles de temps résiduels de couverture satellite sont
déterminés selon la position spatiale d’arrivée des objets. Cette liste est utilisée par la modélisa-
tion du système de communication qui utilise évidemment par intervalle de temps uniquement
les objets actifs et met à jour le prochain intervalle de temps d’activité des objets. Notons que dès
qu’un objet sort de la couverture, il est retiré de la liste ce qui permet de travailler avec des tailles
de liste raisonnables.
7.5.3 Discussions sur nos ajustements
Avec nos ajustements, la modélisation s’appuie sur un point de vue satellite ce qui permet de
limiter la complexité de passage à l’échelle, car cette dernière considère uniquement les objets
présents sous la couverture géométrique ou radio du satellite.
La première modélisation est intéressante afin de montrer les impacts d’une couverture dis-
continue sur les performances du système de communication et notamment sur celles des algo-
rithmes de contrôle de charge. La seconde modélisation est utilisée lorsqu’on veut effectuer des
simulations de performances plus poussées, mais cela nécessite une détermination plus fine du
système. Dans la suite, nous utilisons la première modélisation ; notons encore que la seconde
imposerait de révéler de nombreux paramètres qui tombent dans le secret industriel.
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7.6 Gestion des passagesmultiples de satellites
Un dernier ajustement peut être ajouté à la modélisation. Nous avions constaté lors de l’ex-
plication de la figure 7.8 que des objets pourraient sortir de la couverture du satellite sans avoir
réussi à transmettre correctement ni atteindre les limites NMaxTr ou NMaxBl. La figure 7.4 montre
que des satellites vont successivement couvrir la même zone terrestre. Ainsi, les objets qui sortent
de la couverture d’un satellite transmettront à nouveau durant la période de couverture suivante,
il faut prendre en compte ce comportement dans nos ajustements.
Nous cherchons à étudier une surcharge se produisant au niveau d’une zone géographique.
De nombreux satellites vont passer au-dessus de cette zone comme illustré par la figure 7.9. Par
passage, nous adoptons le point de vue satellite. Nous devonsmodéliser durant le passage numéro
i le transfert des objets qui durant le passage précédent (numéro i ¡1) sont sortis de la zone de
couverture du satellite sans réussir à transmettre leur message et sans atteindre les bornes limites
NMaxTr ou NMaxBl.
Premier passage Second passage Troisie`me passage
Temps
transfert des objets transfert des objets
0 tpassage 0 tpassage 0 tpassage
FIGURE 7.9 – Succession des passages satellite au dessus d’une zone terrestre
La charge en entrée (nouveaux objets) pour un passage est créée pour une durée de tpassage
comme illustré par la figure 7.9. Le profil de trafic par passage est divisé en trois zones :
— t 2 £0,1.5tCouverture,1¤
— t 2 ¤1.5tCouverture,1, tpassage¡1.5tCouverture,1£
— t 2 £tpassage¡1.5tCouverture,1, tpassage¤
La première et la dernière zone permettent de charger le système afin d’éviter les effets de bord,
les objets de ces zones ne peuvent pas être transférés au passage suivant. La deuxième zone est
celle qui est étudiée. Les objets arrivés durant cette dernière peuvent être transférés au prochain
passage satellite si ces derniers sont sortis de la couverture sans atteindre les bornes NMaxTr ou
NMaxBl.
Nous supposons que les objets ont accès à des informations sur la constellation, dont les éphé-
mérides, après un échange avec un satellite. Ainsi, lors du passage suivant, les objets transférés
sont en mesure de se réveiller à l’instant optimal pour maximiser leur durée de couverture sa-
tellite. Posons kAi , le numéro de l’intervalle de temps d’arrivée d’un objet sous la couverture du
satellite durant le passage i et NCouvObjet,i le nombre d’intervalles de temps de couverture durant
le passage i pour l’objet. Si ce dernier durant le passage i n’a pas atteint les bornes NMaxTr ou
NMaxBl, il transmettra de nouveau lors du passage suivant. Son intervalle de temps d’arrivée du-
rant ce nouveau passage est défini par l’équation (7.7) et durant ce nouveau passage l’objet aura
NCouvObjet,iÅ1 ÆN1 intervalles de temps de couverture satellite.
kAiÅ1 Æ kAi ¡
¡
N1¡NCouvObjet,i
¢
(7.7)
Ainsi, l’objet transféré arrive lors du passage suivant à l’intervalle de temps numéro kAiÅ1 dans le
sous-bloc (1,N1). Notons que lorsqu’un objet est transféré, il conserve le nombre de fois qu’il avait
transmis sur le canal et le nombre de fois qu’il avait été bloqué par le contrôle de charge.
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7.7 Scénarios et métriques
Il n’existe pas dans la littérature de scénarios de surcharge dans le cadre des constellations
discontinues pour l’IoT.Nous avons donc conçunos propres scénarios, ces derniers sont similaires
à ceux utilisés lors de la partie II. Un scénario est composé de différents profils de charge selon le
numéro de passage du satellite, voir figure 7.9. Nous considérons que nos scénarios sont composés
de 10 passages, la durée d’un passage est de tpassage Æ 2000tIT et la durée de couverture est de
tCouverture,1 Æ 400tIT (ou N1 Æ 300).
Nos scénarios (A et B) sont représentés par la figure 7.10, ils sont similaires aux scénarios 1 et
5 utilisés lors de la partie II. Pour générer la charge en entrée dans le cadre de ces scénarios, nous
considérons lamêmeméthode que celle illustrée par l’équation (3.4). Nous avons choisi le second
passage satellite (et non le premier) afin d’éviter un effet de bord. Nous avons décidé de nous
appuyer sur les scénarios 1 et 5 car ce sont deux scénarios limite sur la variation de la charge en
entrée du satellite. Ces deux scénarios permettent, dans un premier temps, d’analyser l’efficacité
de nos algorithmes de contrôle de charge dans le contexte des constellations discontinues.
Les métriques considérées lors des évaluations de performance sont identiques à celles intro-
duites lors du chapitre 3. Ces dernières sont évidemment calculées sur les objets arrivés lors de la
surcharge durant le deuxième passage satellite. La seule différence mineure est que les métriques
dTM (durée de transmission du message) et dAS (durée d’absorption de la surcharge) sont expri-
mées en nombre de passages de satellites nécessaires.
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(a) Scénario A, numéro du passage satellite :
{1,3,4,5,6,7,8,9,10}
0 500 1000 1500 2000
# Intervalle de temps
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
ρ
N
(b) Scénario A, numéro du passage satellite : 2
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(c) Scénario B, numéro du passage satellite :
{1,3,4,5,6,7,8,9,10}
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(d) Scénario B, numéro du passage satellite : 2
FIGURE 7.10 – Scénarios de trafic pour l’étude avec des constellations discontinues
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Chapitre 8
Extension des algorithmes de contrôle de
charge
« Soit A un succès dans la vie. Alors
A = x + y + z, où x = travailler, y =
s’amuser et z = se taire. »
Albert Einstein
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Par essence, avec une constellation de satellites, ces derniers sont enmouvement autour de la
Terre. Les objets répartis au sol sont couverts successivement par des satellites différents. Dans
les algorithmes proposés dans la partie II, nous supposions que les objets ne sortaient pas de
la couverture d’une station de base terrestre ou satellite en orbite géostationnaire. Nous allons
donc probablement devoir adapter nos algorithmes de contrôle de charge aux spécificités d’une
constellation discontinue de satellites. Durant ce chapitre nous repartons de la modélisation du
système choisie dans le chapitre précédent.
8.1 Desmodifications sont-elles nécessaires ?
Débutons par des simulations sans modifier nos algorithmes de contrôle de charge afin d’en
déduire ce qu’il faut modifier. Les paramètres utilisés pour dérouler ces simulations sont décrits
par le tableau 8.1. Après étude des résultats obtenus, nous nous rendons compte qu’il y a un pro-
blème de prédiction de charge. La charge totale prédite est supérieure à la charge totale réelle.
Cette surestimation de prédiction provient de la surestimation des termes cgR et cgB. La figure 8.1
illustre lors du second passage satellite les différences entre la charge prédite et réelle des objets
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en retransmission ou bloqués par le contrôle de charge au cours des intervalles de temps. L’algo-
rithme de prédiction ne prend pas en compte les sorties de couverture des objets, d’où les sures-
timations de cgR et cgB. Ainsi, pour les constellations discontinues, il faut modifier l’algorithme de
prédiction pour prendre en compte ce phénomène de sortie de couverture des objets.
Paramètres Valeurs
Méthode d’accès ALOHA discrétisé
NCF-SA 50
NMaxTr 10
NMinDélaiR 3
NMax Back-off 1
tPHY 1tIT
tMAC 1tIT
tCC 1tIT
NMaxBl 3
Début contrôle de charge Sortie couche MAC
Temps de blocage tmin et tétalement
Méthode de calcul de cgN Moyenne avec fenêtre glissante
TF 25
Quantification des paramètres de CC Non
¯ 0
tCouverture,1 400 tIT
Scénario de trafic A
TABLEAU 8.1 – Paramètres de simulation
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FIGURE 8.1 – Problème de prédiction avec l’algorithme de prédiction de charge
8.2 Modifications nécessaires de l’algorithme de prédiction de charge
Nous n’aurions pas eu besoin de compter le nombre d’objets qui sortaient de la couverture
si ces derniers pouvaient transmettre correctement leur message en seulement une transmission.
Or, ce n’est pas le cas, le nombre de transmissions et le nombre de blocages font que l’objet pos-
sède un délai de transmission (voir figure 3.8), sa valeur est intrinsèquement liée à NT et NB. Plus
ce délai augmente, plus les chances s’amenuisent qu’il reste sous la couverture du satellite durant
les intervalles de temps suivants.
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8.2.1 Étude préliminaire
Débutons par une étude préliminaire afin d’illustrer l’esprit de laméthode que nous allons uti-
liser pour compter le nombre d’objets qui sortent de la couverture du satellite. Pour commencer,
nous nous abstrayons du mécanisme de contrôle de charge. Ceci nous permet d’analyser pleine-
ment l’impact de NT sur la proportion des objets qui sortent de la couverture, nous considérons le
système suivant :
— Nous disposons un objet dans chacun des sous-blocs du quadrillage de la couverture satel-
lite.
— Les paramètres du systèmede communication sont les suivants tPHY Æ tIT, tMAC Æ tIT, NMinDélaiR Æ
0 et NMax Back-off Æ 1.
— La durée de couverture du satellite est fixe, elle est de N1 Æ 40.
Repartons de la figure 3.5. Si dans cette dernière nous remplaçons les paramètres du système
de communication par ceux que nous avons explicités précédemment, nous obtenons qu’un objet
qui transmet à l’intervalle de temps k est en mesure de retransmettre à l’IT k Å4. En extrapolant
ce concept au quadrillage de la couverture du satellite, cela signifie qu’un objet est en mesure de
retransmettre si et seulement s’il appartient à un sous-bloc j qui vérifie j Å4·N1.
La figure 8.2 illustre la proportion des objets qui quitteront la couverture d’un satellite selon le
nombre de transmissions effectuées, NT. Initialement (première étape, intervalle de temps k), sup-
posons que les objets sont placés dans chaque sous-bloc du quadrillage de la couverture satellite
(arrivée uniforme des objets sous la couverture). À cause du temps de traitement sur le satellite, les
objets présents dans les quatre derniers sous-blocs (objets rouges sur la figure 8.2) ne seront plus
sous la couverture lors de l’IT kÅ4. Ainsi, durant cette étape, 4/40ème des objets ne seront plus sous
la couverture lors de l’IT k Å4. Ensuite, lors de la seconde étape, les objets sont à leur deuxième
tentative de transmission (NT Æ 2), ils sont donc répartis uniformément dans les sous-blocs (1,5)
à (1,40). Cette fois-ci, c’est 4/36ème des objets qui ne seront pas sous la couverture du satellite lors
de l’IT k Å8. Nous en déduisons par récurrence que pour une répartition uniforme des objets, la
proportion des objets qui sortiront de la couverture satellite selon le nombre de transmissions NT,
l’équation 8.1 illustre cette proportion :
PSortie (NT)Æ
tPhyÅtMACÅ2tIT
tIT
N1¡ (NT¡1) tPhyÅtMACÅ2tITtIT
(8.1)
sous-bloc (1, X) 4035302520151051
E´tape 1
IT = k
NT = 1
NT = 2
NT = 3
NT = 4
IT = k + 4
IT = k + 8
IT = k + 12
E´tape 2
E´tape 3
E´tape 4
FIGURE 8.2 – Proportion des objets qui sortent de la couverture selon NT
Si nous utilisons le contrôle de charge en sortie de couche MAC, nous avons accès à une esti-
mation du nombre moyen de transmissions effectuées par les objets présents sous la couverture
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du satellite. Ainsi, grâce à 8.1 nous pouvons prédire le pourcentage d’objets qui ne seront plus sous
la couverture satellite. Évidemment la formule 8.1 est uniquement valable lorsque la répartition
des nouveaux objets sous la couverture satellite est uniforme. Mais avec cet exemple nous avons
illustré lesmodifications que nous allonsmettre enœuvre sur notre algorithme de prédiction pour
prendre en compte les objets qui sortent de la couverture satellite.
8.2.2 Probabilité de sortie de la couverture à cause des retransmissions
Pour commencer, nous explicitons la probabilité d’arrivée par sous-blocs des nouveaux objets
sous la couverture satellite, P (1, i ) représente la probabilité pour un objet d’arriver dans le sous-
bloc (1, i ).
PA (1, i )Æ
(
P réveil
N1
Å 1¡P réveilNCA si i ·NCA
P réveil
N1
si NCA Ç i ·N1
(8.2)
Nous rappelons que les paramètres NMinDélaiR et NMax Back-off utilisés pour étaler l’instant de
retransmission des objets sont fixes au cours du temps. Nous supposons que les paramètres de
blocage de temps (tmin et tétalement) sont fixes, le contrôle de charge n’adapte pas leur calcul. Nous
sommes donc en mesure de calculer le nombre d’IT moyen entre deux transmissions (kT) et le
nombre moyen d’IT de blocage (kB), ces deux derniers sont représentés respectivement par les
équations (8.3) et (8.4).
kT Æ kPHYÅkMACÅ2ÅNMinDélaiRÅ
NMax Back-off¡1
2
(8.3)
kB Æ kminÅ kétalement¡1
2
(8.4)
À partir de l’overhead des trames correctement reçues par la station de base (satellite), nous
estimons le nombremoyen de transmissions (cNT) et le nombremoyen de blocages (cNB) des objets
présents sous la couverture du satellite. Nous pouvons ainsi estimer le nombre maximal d’inter-
valles de temps de couverture, voir l’équation (8.5). Nous rappelons que N1 représente le nombre
d’IT de couverture maximum.
bNCouverture Restante Æ ¯¯¯N1¡ ¡cNT¡1¢kTÅcNBkB ¯¯¯Æ dNCR (8.5)
Nous définissons bPSortie Couverture T, l’estimation de la probabilité que les objets sortent de la cou-
verture lors d’une retransmission. C’est la proportion des objets qui sont en fin de couverture pour
un nombre d’IT de couverture restant de bNCouverture Restante. C’est exactement ce que nous avons
décrit lors du paragraphe précédent.
bPSortie Couverture T Æ
8><>:
1 si kT ¸ dNCRPkT¡1
lÆ0 PA
¡
1,dNCR¡l¢PNCR
jÆ1 PA(1, j)
sinon
(8.6)
8.2.3 Probabilité de sortie de la couverture à cause du contrôle de charge
Nous étendons le raisonnement du paragraphe précédent pour les sorties de couverture cau-
sées par le mécanisme de contrôle de charge. Nous définissons bPSortie Couverture CC. L’expression de
cette probabilité s’obtient facilement par analogie avec la formule (8.6). Nous obtenons ainsi la
formule suivante :
bPSortie Couverture CC Æ
8><>:
1 si kB ¸ dNCRPkB¡1
lÆ0 PA
¡
1,dNCR¡l¢PNCR
jÆ1 PA(1, j)
sinon
(8.7)
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8.2.4 Utilisation de PSortie Couverture T et PSortie Couverture CC pour la prédiction
En utilisant les notions développées lors des paragraphes précédents, nous obtenons un nou-
vel algorithme demise à jour de lamémoire partagée du contrôle de charge décrit par l’algorithme
3.
Algorithm 3 Fonction de mise à jour de la mémoire partagée pour une constellation discontinue
1: Numéro intervalle de temps traité : n
2: Input : gCAA(n), p(n), dpAT(n), dpAB(n), TH(n) et la mémoire partagée.
3: functionMISE À JOUR SIMPLIFIÉE DE LA MÉMOIRE PARTAGÉE
4: Calcul de PSortie Couverture T
5: for j ÆNminCC à j ÆNmaxCC do
6: vec-gB(nÅ j )Æ vec-gB(nÅ j )Å gCAA(n)£
³
1
p(n)¡1
´
£(1¡dpAB(n))£(1¡PSortie Couverture T)
NmaxCC¡NminCCÅ1
7: end for
8: Calcul de PSortie Couverture CC
9: for j ÆNMinDélaiR à j ÆNMax Back-off do
10: vec-gR(nÅ j )Æ vec-gR(nÅ j )Å (gCAA(n)¡TH(n))£(1¡dpAT(n))(1¡PSortie Couverture CC)NMax Back-off¡NMinDélaiRÅ1
11: end for
12: vec-gN(n)Æ gCAA(n)p(n) ¡vec-gR(n)¡vec-gB(n)
13: end function
8.2.5 Résumé desmodifications
Une constellation discontinue possède des propriétés qui ne permettent pas d’appliquer tel
quel les algorithmes de contrôle de charge développés lors de la partie II. Nous nous sommes
rendu compte que le problème résidemajoritairement au niveau de la prédiction de la charge du-
rant les futurs intervalles de temps, il faut désormais prendre en compte la sortie des objets de la
couverture d’un satellite. Nous avonsmontré via l’algorithme 3qu’il était possible demodifier sim-
plement nos algorithmes pour prendre en compte les spécificités d’une constellation discontinue.
Pour utiliser cette méthode, il est essentiel que le temps minimal de blocage soit fixe, mais les ob-
jets peuvent être tout demême étalés sur la durée de couverture satellite. Notons que dans un sys-
tème opérationnel, il faudra revoir la méthode de calcul de PSortie Couverture T et PSortie Couverture CC
car elle va dépendre des choix systèmes considérés. Néanmoins, dans les paragraphes précédents,
nous avons illustré des principes permettant d’aider à cette tâche. Pour cela, nous avons besoin
de paramètres de temps de blocage fixes au cours du temps, il sera donc important de les régler
intelligemment suivant la durée de la couverture satellite afin d’éviter une explosion de NB préju-
diciable pour la consommation d’énergie des objets. Ce point sera analysé dans le chapitre suivant
portant sur une évaluation de performance.
8.3 Analyse de la prédiction de charge
Nous allons effectuer une illustration dans le but de montrer que désormais l’algorithme de
prédiction de la charge future est plus précis. Nous considérons les paramètres décrits dans le
tableau 8.1. Nous reprenons la même illustration que lors de la section 8.1. Les résultats de simu-
lation nous permettent de tracer la figure 8.3. Comparé à la figure 8.1, nous obtenons désormais
une prédiction bien plus précise.
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FIGURE 8.3 – Illustration des performances avec les ajustements réalisés sur l’algorithme de prédiction
8.4 Evaluation de performance
L’objectif de cette section n’est pas de réaliser une évaluation de performance aussi complète
que celle réalisée lors du chapitre 5. Nous n’allons donc pas, par exemple, évaluer l’impact de ¯,
TF ou ® ; les conclusions seraient probablement identiques à celles obtenues précédemment dans
le manuscrit. Dans la suite, nous utilisons par défaut les paramètres définis par le tableau 8.2.
Paramètres Valeurs
Méthode d’accès ALOHA discrétisé
NCF-SA 50
NMaxTr 10
NMinDélaiR 3
NMax Back-off 3
tPHY 1tIT
tMAC 1tIT
tCC 1tIT
NMaxBl 3
Début contrôle de charge Sortie couche MAC
Temps de blocage tmin et tétalement
Méthode de calcul de cgN Moyenne avec fenêtre glissante
TF 25
Quantification des paramètres de CC Non
¯ 0.1
Nombre de satellites dans la constellation 10
Altitude des satellites 700 km
TABLEAU 8.2 – Paramètres de simulation par défaut utilisés dans le chapitre 9
8.4.1 Étude de l’impact des temps de blocage
Précédemment, nous avons vu que plus le temps de blocage appliqué par le contrôle de charge
est grand,meilleure est la probabilité de succès de transmission, car les objets sontmieux étalés au
cours du temps. Dans le cadre d’une constellation discontinue, cela n’est plus exactement le cas.
Nous le remarquons sur la figure 8.4a où nous observons que la probabilité de succès de transmis-
sion converge vers une asymptote au fur et à mesure que nous étalons les objets. Cela est causé
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par la durée de couverture limitée. Lorsque tmin est faible, les objets peuvent être bloqués plu-
sieurs fois durant le même passage malgré la durée limitée de couverture. En revanche, à partir
d’un seuil, il n’y a aucun avantage à augmenter tmin, car de toute manière, l’objet ne sera plus
sous la couverture après le blocage du contrôle de charge. Cette asymptote est plus mise en évi-
dence par la figure 8.4b où nous avons représenté le nombre moyen de blocages par le contrôle
de charge. Notons qu’il est toujours possible d’améliorer les performances de nos mécanismes de
contrôle de charge en augmentant les limites NMaxTr et NMaxBl.
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FIGURE 8.4 – Performance du mécanisme de contrôle de charge avec une constellation de satellite discon-
tinue où tCouverture,1 Æ 400 tIT
Il y a évidemment un écart de performance entre les deux scénarios, pour des valeurs faibles de
tmin, car le scénario B présente une surcharge plus importante. En revanche, nous observons que
l’asymptote de performance est atteinte pour un tmin similaire dans les deux scénarios. Ceci est
logique, car l’asymptote provient de la durée de couverture limitée. En revanche, cette propriété
est très intéressante lorsque nous nous projetons dans un système opérationnel, il est donc pos-
sible de configurer de façon optimale les temps de blocage (statiques) afin d’assurer la meilleure
probabilité de succès de transmission quel que soit le scénario de surcharge.
8.4.2 Étude de l’impact de la durée de couverture
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FIGURE 8.5 – Performance dumécanisme de contrôle de charge selon la durée de couverture satellite
Ensuite, nous étudions l’impact de la durée de couverture satellite sur les performances du
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mécanisme de contrôle de charge, les résultats sont présentés par la figure 8.5. Nous notons pre-
mièrement, pour de faibles tmin, des différences de performance selon la durée de couverture sa-
tellite. Une meilleure probabilité de succès est obtenue pour de faibles durées de couverture. En
effet, plus la durée de couverture est petite, plus vite les objets sortent de la zone de couverture sa-
tellite. Il y a donc moins d’objets par intervalle de temps ce qui diminue la probabilité de blocage
par le contrôle de charge. Ensuite, nous notons que l’asymptote de performance est atteinte plus
rapidement lorsque la durée de couverture est de 300 intervalles de temps ce qui est à nouveau
parfaitement logique.
8.5 Impact desmodifications réalisées sur l’implantation
Les modifications apportées au contrôle de charge se résument ainsi :
— L’algorithme de mise à jour de la mémoire partagée est plus complexe, car il doit désormais
calculer les deux probabilités PSortie Couverture T et PSortie Couverture CC. Pour ces deux calculs il
faut conserver enmémoire PA (1, i ), i 2 J1;N1K, ce qui fait N1 valeurs de type double (32 bits).
Pour réaliser le calcul, il faut effectuer N1 accès mémoire, N1ÅkTÅkB additions, deux divi-
sions et deux écritures. Ainsi, la complexification des ajustements à réaliser sur l’algorithme
de mise à jour de la mémoire partagée ne causera pas une impossibilité d’implantation de
l’algorithme.
— Simplification du calcul des paramètres de temps de blocage ; ces derniers doivent être fixes
afin de calculer les probabilités de sortie de couverture satellite mentionnées précédem-
ment. Désormais, seuls deux accèsmémoire et deux écritures sont nécessaires pour le calcul
des temps de blocage.
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Chapitre 9
Conclusion
« La simplicité est la sophistication
suprême. »
Léonard De Vinci
L’Internet des Objets constitue un enjeu socio-économique très important avec son déploie-
ment à large échelle et les nombreuses applications en ligne de mire. Ces milliards d’objets, dé-
ployés partout dans le monde, engendrent des volumes de trafic modestes et majoritairement sur
la voie montante (objet vers réseau). Pour servir ces objets, les méthodes suivantes sont envisa-
gées : les objets transmettent la donnée utile sur un canal en accès aléatoire, procédé utilisé par
Sigfox et LoRa ou bien les objets utilisent un canal en accès aléatoire pour se connecter au réseau
et demander des ressources radio qui sont attribuées par la station de base, méthode employée
par le LTE-M et le NB-IoT. Par conséquent, quelle que soit la méthode d’accès utilisée sur le ca-
nal en accès aléatoire, les performances s’effondrent avec le nombre d’objets. L’imprédictibilité
du trafic des objets et leur nombre posent un problème de surcharge sur ces canaux.
Les canaux en accès aléatoire ne sont pas une nouveauté introduite avec l’arrivée des sys-
tèmes de communication dédiés au service de l’internet des objets. Ils sont utilisés depuis des
décennies pour les réseaux d’accès mobiles terrestres et les réseaux (locaux) sans fil. Cependant,
dans tous ces cas, le nombre de terminaux accédant simultanément aux canaux est faible et si
l’on compare aux réseaux mobiles terrestres, les caractéristiques du trafic diffèrent de celles d’un
réseau IoT. La communauté scientifique ne s’est pas intéressée au problème de surcharge des ca-
naux en accès aléatoire (avant l’arrivée de l’IoT) même si le 3GPP a standardisé un mécanisme de
contrôle, nommé ACB pour le système de communication LTE. La raison en est simple, la capacité
du RACH LTE est tellement importante que ce dernier ne sera presque jamais mis à défaut. L’ACB
est un mécanisme où une probabilité d’accès et un temps de blocage sont diffusés aux objets.
Avant de transmettre, chaque objet tire uniformément un nombre aléatoire entre zéro et un, si ce
dernier est inférieur à la probabilité d’accès, l’objet est autorisé à émettre sinon l’objet retarde sa
transmission d’un délai calculé selon le temps de blocage.
C’est dans ce contexte inédit que s’est déroulé la thèse. Du fait de la jeunesse du sujet, nous
nous sommes heurtés à la difficulté de réaliser des benchmarkings honnêtes entre les différentes
solutions proposées dans la littérature, d’autant plus que les articles de la littérature n’utilisent pas
forcément lamêmemodélisation du canal en accès aléatoire. Nous avons ainsi commencé par bâ-
tir les fondations pour développer, par la suite, des algorithmes de contrôle de charge. Nous avons
tout d’abord proposé unemodélisation générique d’un canal en accès aléatoire (dans un contexte
cellulaire terrestre ou avec un satellite géostationnaire) pour nous servir de terrain de test des fu-
turs algorithmes. Nous avons ensuite proposé une architecture de contrôle de charge permettant
de calculer dynamiquement des paramètres du type ACB, cette architecture étant composée des
strates suivantes :
— Estimateur de la charge reçue par la station de base sur le canal en accès aléatoire.
— Prédiction de la charge future du canal.
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— Calcul des paramètres de contrôle de charge que les objets doivent appliquer dans le futur.
Les fondations précédentes nous ont menés à proposer premièrement un algorithme de pré-
diction de la charge future du canal en accès aléatoire. Cet algorithme repose sur une distinction
des objets par catégorie, il y a les objets transmettant pour la première fois, les objets en retrans-
mission et les objets préalablement bloqués par le contrôle de charge. Nous avons montré que
la distribution des objets de ces deux dernières catégories est connue, mais c’est son paramètre
qui ne l’est pas. Finalement, nous avons utilisé des méthodes linéaires de calcul pour prédire la
charge future provenant des objets de la première catégorie. En combinant ces méthodes, nous
obtenons un algorithme précis de prédiction de la charge future du canal en accès aléatoire. Avec
cette prédiction, nous avons déterminé des méthodes de calcul de la probabilité d’accès afin de
maximiser le débit du canal en accès aléatoire. Ce calcul a été réalisé pour les méthodes d’ac-
cès ALOHA et CRDSA. Notre méthodologie peut parfaitement être étendue à d’autres méthodes
d’accès. Nous avons mis en évidence la sensibilité du CRDSA (qui utilise l’algorithme du SIC) aux
imprécisions de calcul de la probabilité d’accès, ce qui peut causer une dégradation significative
des performances du contrôle de charge. La prédiction de charge est aussi utilisée pour calculer
dynamiquement les temps de blocage. Nous avons exposé des méthodes de calcul des temps de
blocage sans information préalable du scénario de trafic. Les résultats montrent qu’avec ces mé-
thodes nous sommes enmesure de réduire notablement le nombre de fois qu’un objet est bloqué
par le contrôle de charge en comparaison avec l’état de l’art. La conséquence de cette réduction
sera unemeilleure longévité des batteries des objets. Ensuite, nous avons étudié l’implantation de
tous ces algorithmes de contrôle de charge. Il en ressort que nos algorithmes ont besoin de peu de
mémoire et de capacité de calcul pour fonctionner correctement. Ils peuvent donc être facilement
intégrés aux stations de base terrestre ou satellite. Vu l’intérêt croissant pour les constellations de
satellite à couverture discontinue pour offrir un service IoT, nous avons étudié l’extension de nos
algorithmes pour ce genre de constellations. Nous avons montré qu’enmodifiant légèrement l’al-
gorithme de prédiction de la charge future afin que ce dernier considère les sorties de couverture
des objets, il est possible d’obtenir un mécanisme de contrôle de charge toujours efficace.
OAA OAA OAA OAA OAA OAA OAA OAA OAA OAA
Temps
Mouvement des objets
OAA OAA OAA
Temps
OAA OAA OAA OAA
OAA OAA OAA OAA
Temps
Temps
Configuration 1
Configuration 2
Configuration 3
Configuration 4
OAA : Opportunite´ d’acce`s ale´atoire
: Diffusion parame`tre de CC
FIGURE 9.1 – Différentes configuration d’un canal en accès aléatoire
Pendant ces trois années de thèse, nous avons participé au développement des produits IoT
au sein d’Airbus Defence And Space. Une des missions a été l’implantation d’une couche MAC
propriétaire à bord d’un satellite en vue d’une démonstration. La prochaine étape d’amélioration
de cette couche MAC sera la création d’algorithmes de contrôle de charge à partir des travaux
réalisés durant cette thèse. Personnellement, nous voyons cette thèse comme une boîte à outils
regroupant de nombreux concepts et algorithmes pour réaliser un contrôle de charge efficace et
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dynamique d’un canal en accès aléatoire. Nos travaux peuvent être intégrés à tous les systèmes
disposant a minima d’un lien descendant pour transmettre de la signalisation. La figure 9.1 pré-
sente différentes configurations du canal en accès aléatoire où la durée de traitement à bord de
la station de base est nulle pour faciliter l’illustration. Les flèches entre les OAAs représentent la
date à laquelle un objet qui a échoué de transmettre peut essayer de nouveau la transmission de
sa trame. La première configuration est celle que nous avons utilisée pour notre modélisation du
chapitre 3. La deuxième et la troisième configurations rentrent dans le cadre de mouvement des
objets entre intervalles de temps (ou opportunités d’accès aléatoire) que nous avons considéré
durant la thèse. Ainsi, tous nos algorithmes peuvent servir de base de travail. En revanche, pour
la quatrième configuration (qui correspond au LTE-A et LTE-M) il est nécessaire de repenser l’al-
gorithme de prédiction de charge. La période de rafraîchissement des paramètres de contrôle de
charge est trop grande par rapport à la dynamique de retransmission des terminaux/objets, avec
notre algorithme, a minima le nombre d’objets en retransmission serait mal compté. Notons que
les objets bloqués par le contrôle de charge sontmal comptés si le délai minimal de blocage est in-
férieur à la période de rafraîchissement, cela revient à ce que nous avions illustré par la figure 4.3.
La stratégie de modification de l’algorithme de prédiction de charge dépendra principalement du
schéma de retransmission adopté par les objets et de la signalisation qu’il est possible de véhiculer
lors d’un rafraîchissement. Ainsi, les principes développés durant cette thèse peuvent être repris
dans de nombreux systèmes de communication, il faudra évidemment effectuer des ajustements
pour s’adapter aux spécificités systèmes.
Techniquement, il est toujours possible d’améliorer nos travaux, voici quelques axes d’amé-
lioration. Premièrement, comme présenté durant les évaluations de performances, il est possible
d’apporter de nombreuses optimisations fines aux algorithmes. Il serait intéressant de continuer
à étudier ces optimisations pour continuer d’améliorer la probabilité de succès de transmission
ou la consommation d’énergie provoquée par nos algorithmes.
Depuis le début de cette thèse, nous songions à un contrôle de charge à deux vitesses. Le pre-
mier, un contrôle de charge immédiat, présenté durant ce manuscrit, permet aux stations de base
de calculer les paramètres de contrôle de charge dynamiquement sans connaissance a priori des
scénarios de trafic. Le second, un contrôle de charge long terme, analyserait sur le long terme les
surcharges subies par une station de base pour en déduire des tendances grâce à des algorithmes
d’apprentissage. Cette perspective serait ainsi composée de plusieurs points :
— L’estimation par la station de base de la surcharge qui l’a touchée, nous pensons ici surtout à
l’estimation de la durée de surcharge et l’estimation du nombre moyen de nouveaux objets
durant cette surcharge.
— L’utilisation de méthodes d’apprentissage pour déterminer le moment d’occurrence d’une
surcharge et ses propriétés.
— Étudier comment nous pouvons intégrer à nos algorithmes de prédiction de la charge fu-
ture les informations provenant du contrôle de charge à long terme pour permettre une
meilleure prédiction du nombre de nouveaux objets.
— Étudier la faisabilité d’intégration de nos réflexions sur le calcul des paramètres de temps
de blocage (voir section 4.4.2) avec les informations provenant du contrôle de charge long
terme.
— L’utilisation des méthodes à apprentissage pour remplacer les méthodes linéaires lors de la
prédiction au fil de l’eau de la charge future.
Dans cemanuscrit, nous avons considéré que les objets étaient tolérants au délai de transmis-
sion. Dans un système opérationnel, nous aurons potentiellement unemultitude de types d’objets
aux besoins en latence très hétérogènes. Ainsi, il serait intéressant d’étudier comment il est pos-
sible de modifier nos algorithmes de contrôle de charge pour satisfaire cette hétérogénéité. L’idée
est évidemment de garder la philosophie adoptée pour la prédiction de la charge future et en-
suite de calculer les paramètres de contrôle de charge afin de favoriser l’accès au canal aux objets
possédant des besoins stricts en latence.
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ANNEXE A. IMPLANTATION D’UN SYSTÈME DE COMMUNICATION IOT PAR SATELLITE
Annexe A
Implantation d’un système de
communication IoT par satellite
Depuis de nombreuses années, la division Space Systems d’Airbus Defence And Space travaille
sur les systèmes de communication IoT de bout-en-bout par satellite. Les études réalisées portent
sur de nombreux sujets : les objets, l’interface radio, les stations de base (terrestre ou satellite)
jusqu’au cœur de réseau. Au cours de cette thèse j’ai eu la chance de participer à la conception
protocolaire d’un système IoT peu énergivore pour les objets répondant aux besoins d’une grande
variété d’applications. L’aboutissement de ces années de développement est la mise en œuvre
d’un démonstrateur (ou proof of concept), qui débouchera début 2019.
Ce démonstrateur est réalisé grâce à un nano-satellite en orbite basse, quelques objets dé-
ployés au sol, une station sol (ou gateway) et un back-end. La figure A.1 illustre le fonctionnement
de la démonstration. Dans une première étape, les objets envoient des messages au satellite lors-
qu’ils sont sous la couverture. L’interface radio est régie par un protocole propriétaire développé
par Airbus, le satellite réalise une partie du traitement protocolaire, nous y reviendrons par la suite.
Le satellite stocke donc en mémoire les messages correctement reçus, le buffer de stockage des
messages est vidé lorsque le satellite est en contact avec la station sol. Les messages sont finale-
ment affichés sur un backend.
Il est intéressant de noter qu’il est peu courant dans l’industrie du spatial d’effectuer des trai-
tements protocolaires à bord d’un satellite. Ces derniers sont habituellement réalisés au sol. En
1
2
FIGURE A.1 – Fonctionnement de la démonstration
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effet, la puissance disponible à bord d’un satellite est une ressource rare, il est impossible d’avoir
une ferme de calculateurs à bord d’un satellite. De plus, du fait de l’environnement spatial qui
est très rugueux, les composants électroniques doivent être qualifiés pour être utilisés dans une
charge utile. C’est pour cela que les charges utiles (satellite) ne possèdent pas les composants élec-
troniques dernier cri les plus performants.
Pour cette démonstration, j’ai mené à bien le développement de la couche MAC sur la charge
utile satellite. Trois phases distinctes ont composé mes travaux :
— Il a fallu adapter les travaux réalisés précédemment sur la couche MAC aux besoins de la
démonstration.
— Ensuite, il y a eu la phase d’implantation protocolaire sur la charge utile du satellite, plus
précisément dans la partie dite "bande de base", voir la figure A.2. Cette dernière est com-
posée d’un FPGA (Field Programmable Gate Array) pour les traitements couche physique
et d’un processeur pour les traitements couche MAC. Je me suis occupé de l’implantation
sur le processeur, en C++, des différentes fonctions couche MAC et des interfaces avec la
couche physique. Le processeur étant peu performant, il a donc été nécessaire d’optimiser
le code. C’est au contact de ces réalités de traitement que nous avons décidé d’étudier de
près l’implantation de nos mécanismes de contrôle de charge.
— Finalement, il y a eu la phase d’intégration, de vérification et de validation afin de s’assurer
du fonctionnement correct des interfaces et des algorithmes développés. Même pour une
démonstration, c’est une phase chronophage dont on a peu conscience tant qu’on ne s’y est
pas arraché les cheveux.
FPGA
Couche Physique
Processeur
Couche MAC
Bande de base
Front-End RF
Antennes
FIGURE A.2 – Schéma de la charge utile utilisée
Cette plateforme devant être opérationnelle pour fin 2018 / début 2019 et vu le petit nombre
d’objets utilisés pour la démonstration, nous n’avons pas implanté dans cette version nos méca-
nismes de contrôle de charge. Ceux-ci seront intégrés ultérieurement dans les produits en cours
d’élaboration chez Airbus Defence And Space.
Étant donné que le protocole est propriétaire, nous ne pouvons dévoiler plus d’informations
sur son fonctionnement et l’empreinte logicielle des différents algorithmes du protocole. Person-
nellement, ce projet m’a permis de me confronter au déploiement de protocoles en environne-
ment réel et contraint. Pour de nombreux ingénieurs, il est vu comme une consécration d’avoir
du code embarqué dans un satellite qui permet le fonctionnement d’unemission, d’un service. Se
frotter aux contraintes d’implantation m’a permis d’apporter une touche de réalisme à ma thèse.
Nous avons désormais la certitude que nos algorithmes peuvent s’implanter simplement à bord
des stations de base.
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Annexe B
Liste des acronymes
3GPP Third Generation Project Partnership.
5G Cinquième Génération des réseaux mobiles.
ACB Access Class Barring.
CAA Canal en Accès Aléatoire.
CC Contrôle de Charge.
CRDSA Contention Resolution Diversity Slotted Aloha.
IoT Internet of Things.
IT Intervalle de Temps.
LE Lissage Exponentiel.
LTE-M Long Term Evolution Machine.
LTE-A Long Term Evolution Advanced.
MFG Moyenne sur Fenêtre Glissante.
NB-IoT Narrowband Internet of Things.
OAA Opportunité d’Accès Aléatoire.
PLR Packet Loss Ratio.
RACH Random Access Channel.
SA Slotted Aloha.
SIC Successive Interference Cancelation.
TH Throughput.
v.a. Variable Aléatoire.
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Annexe C
Liste des symboles
B(n,p) Loi Binomiale où n représente le nombre d’expériences réalisées et p la probabilité de
succès.
dAS (k) Durée d’absorption de la surcharge.
dTM (k) Durée mise par un objet pour transmettre unmessage.
E (p) Ensemble des probabilités d’accès que la station de base peut envoyer aux objets.
GCAA (k) Variable aléatoire, nombre de trames transmises sur le CAA durant l’intervalle de temps
k.
gCAA (k) Réalisation de la variable aléatoire GCAA (k).
gCAA (k) Nombre de trames transmises sur le CAA durant l’IT k.gCAA (k) Estimation (réalisée par la station de base) du nombre de trames transmises sur le CAA
durant l’IT k.
GN (k) Variable aléatoire, nombre de nouveaux objets transmettant pour la première fois durant
l’intervalle de temps k.
gN (k) Réalisation de la variable aléatoire GN (k).
gN (k) Nombre de nouveaux objets transmettant pour la première fois durant l’intervalle de temps
k.cgN (k) Prédiction (dans le futur) du nombre de nouveaux objets transmettant pour la première
fois durant l’intervalle de temps k.ágN¡Est i (k) Estimation (dans les IT du passé) du nombre de nouveaux objets transmettant pour la
première fois durant l’intervalle de temps k.
GB (k) Variable aléatoire, nombre d’objets précédemment bloqués par le contrôle de charge qui
retransmettent durant l’intervalle de temps k.
gB (k) Réalisation de la variable aléatoire GB (k).
gB (k) Nombre d’objets précédemment bloqués par le contrôle de charge qui retransmettent du-
rant l’intervalle de temps k.cgB (k) Prédiction (dans le futur) du nombre d’objets précédemment bloqués par le contrôle de
charge qui retransmettent durant l’intervalle de temps k.
GR (k) Variable aléatoire, nombre d’objets qui retransmettent durant l’intervalle de temps k.
gR (k) Réalisation de la variable aléatoire GR (k).
gR (k) Nombre d’objets qui retransmettent durant l’intervalle de temps k.cgR (k) Prédiction (dans le futur) du nombre d’objets précédemment bloqués par le contrôle de
charge qui retransmettent durant l’intervalle de temps k.
gT (k) Nombre d’objets, avant le test d’accès, prêts à transmettre sur le CAA durant l’intervalle de
temps k.
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cgT (k) Prédiction du nombre d’objets prêts à transmettre sur le CAA, avant le test d’accès, durant
l’intervalle de temps k.
gMaxTh Nombre de trame qu’il faut transmettre sur le CAA pour maximiser le débit de ce dernier.
NCF-SA Nombre de canaux fréquentiels utilisés avec la méthode d’accès SA.
NCF-CRDSA Nombre de canaux fréquentiels utilisés avec la méthode d’accès CRDSA.
NMaxTr Nombre maximal de fois qu’une trame peut être transmise sur le canal en accès aléatoire.
NMinDélaiR Nombre minimum d’intervalles de temps avant retransmission.
NMax Back-off Nombre maximal d’intervalles de temps de back-off pour les objets en retransmis-
sion.
NMaxBl Nombre maximal de fois qu’un objet peut être bloqué par le contrôle de charge pour la
transmission d’une même trame.
NT Nombre de transmission de trame effectué par un objet pour transmettre unmessage.
NB Nombre de fois qu’un objet est bloqué par le contrôle de charge durant la transmission d’un
message.
NMinCC(k) Interprétation du temps de blocage, c’est le nombreminimal d’IT que sont retardés les
objets bloqués par le contrôle de charge durant l’IT k.
NMaxCC(k) Interprétation du temps de blocage, c’est le nombremaximal d’IT que sont retardés les
objets bloqués par le contrôle de charge durant l’IT k.
NCCA Nombre d’intervalles de temps consécutifs depuis que le contrôle de charge est activé i.e.
p 6Æ 1.
NRAZ Nombre d’intervalles de temps consécutifs où le contrôle de charge n’est pas activé (i.e.
p Æ 1) qu’il faut pour remettre à zéro NCCA.
PLRX
¡
gCAA
¢
Taux de perte moyen des trames lorsque gCAA trames sont transmises sur le CAA en
suivant la méthode d’accès X.
P Distribution de Poisson.
PS Probabilité de succès de transmission obtenue en sortie d’une itération de simulation.
PPerteCC Probabilité d’échec de transmission à cause du contrôle de charge, obtenue en sortie
d’une itération de simulation.
PPerteT Probabilité d’échec de transmission à cause de la limite de transmission, obtenue en sortie
d’une itération de simulation.
pAB(k) Proportion d’objets parmi g t (k) qui ont déjà étaient bloqués NMaxBl par le contrôle de
charge.
p(k) Probabilité d’accès au CAA durant l’intervalle de temps k.
pAT(k) Proportion d’objets parmi gCAA(k) qui en sont à leur dernière transmission.
tIT Durée d’un intervalle de temps.
THX
¡
gCAA
¢
Débit du CAA lorsque gCAA trames sont transmises sur le CAA en suivant la méthode
d’accès X.
TH(k) Nombre de trames correctement reçues par la station de base lors de l’intervalle de temps
k.
THMax-X Débit maximal du CAA suivant la méthode d’accès X.
THMoyenCC Débit moyen du CAA lorsque le contrôle de charge est actif.
tPhy Durée du traitement couche physique à bord de la station de base.
tMAC Durée du traitement couche MAC à bord de la station de base.
tCC Durée du traitement contrôle de charge à bord de la station de base.
tACB Durée de blocage des objets, la méthode du 3GPP.
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LISTE DES SYMBOLES
tmin Temps minimum de blocage des objets, notre méthode.
tétalement Temps d’étalements des objets bloqués, notre méthode.
tF Taille de la fenêtre glissante pour la méthode MFG de prédiction de gN.
tCouveture Temps de couverture satellite dans le cadre des constellations discontinues.
tNon Visibilité Durée entre deux passages satellites dans le cadres des constellations discontinues.
Ud Distribution uniforme discrète.
® Paramètre de la méthode de lissage exponentielle pour la prédiction de gN.
¯ Précision de l’estimateur de charge du canal en accès aléatoire.
½N(k) Charge normalisée des nouveaux objets transmettant pour la première fois durant l’inter-
valle de temps k.
° Paramètre utilisé par la formulemathématique (approchée) pour calculer la probabilité d’accès
optimale dans le cadre de la méthode d’accès CRDSA.
rp Nombre de bits disponibles pour quantifier la probabilité d’accès.
rminCC Nombre de bits disponibles pour quantifier le temps minimal de blocage.
rétalementCC Nombre de bits disponibles pour quantifier le temps d’étalement.
b¢c Fonction partie entière inférieure.
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