Abstract. We study the boundary behavior of solutions to the Loewner-Nirenberg problem in domains with conic singularities. To analyze the boundary behavior of solutions with respect to multiple normal directions, we first derive certain eigenvalue growth estimates for singular elliptic operators.
Introduction
Let Ω be a bounded domain in R n , for some n ≥ 3. Consider ∆u = 1 4 n(n − 2)u n+2 n−2
in Ω, (1.1)
This is the so-called Loewner-Nirenberg problem, also known as the singular Yamabe problem. For a large class of domains Ω, (1.1) and (1.2) admit a unique positive solution u ∈ C ∞ (Ω) . Geometrically, u 4 n−2 n i=1 dx i ⊗ dx i is a complete metric with the constant scalar curvature −n(n − 1) on Ω.
Assume that Ω has a C 1,1 -boundary. Let d(x) = dist(x, ∂Ω) be the distance of x to the boundary ∂Ω. Loewner and Nirenberg [17] proved that (1.1) and (1.2) admit a unique positive solution u ∈ C ∞ (Ω) and that there exists a constant µ > 0 such that, for any x ∈ Ω with d(x) < µ,
where C is a positive constant depending only on n and the C 1,1 -norm of ∂Ω. Mazzeo [21] and Andersson, Chruściel, and Friedrich [2] proved that solution u of (1.1)-(1.2) is polyhomogeneous if Ω has a smooth boundary. Let k ≥ n be an integer and set, for z ∈ ∂Ω and d > 0,
In [10] , the local boundary expansion (or polyhomogeneity) and convergence theorem are phrased as Theorem 1.1. For some integers l ≥ k ≥ n and some constant α ∈ (0, 1), assume ∂Ω ∩ B R (z 0 ) is C l+1,α , for some z 0 ∈ ∂Ω and R > 0, and let u ∈ C ∞ (Ω ∩ B R (z 0 )) be a solution of (1.1)-(1.2). Then, there exist functions c i , c i,j ∈ C l−i,ǫ (∂Ω ∩ B R (z 0 )), for i = 1, · · · , k and j = 0, 1, · · · , N i , and any ǫ ∈ (0, α), such that, for u k defined as in (1.4), for any τ = 0, 1, · · · , l − k, any m = 0, 1, · · · , k, any ǫ ∈ (0, α), and any r ∈ (0, R),
and, for any x ∈ Ω ∩ B R/2 (z 0 ),
where d = d(x), z ∈ ∂Ω is the unique point with d(x) = |x − z| and C is a positive constant depending only on n, k, α, R, the L ∞ -norm of d n−2 2 u in Ω ∩ B R (z 0 ) and the C l+1,α -norm of ∂Ω ∩ B R (z 0 ). Theorem 1.2. Assume ∂Ω ∩ B R (z 0 ) is analytic, for some z 0 ∈ ∂Ω and R > 0. Let u ∈ C ∞ (Ω ∩ B R (z 0 )) be a solution of (1.1)-(1.2). Then, u is analytic in z, d and d log d inΩ ∩ B R/2 (x 0 ). Moreover, let u k be defined as in (1.4) satisfying (1.6). Then,
The case when ∂Ω is singular was studied by del Pino and Letelier [7] , Marcus and Veron [18] , and Han and Shen [12] . See also Han and Shen [11] for the Liouville's equation in planar singular domains.
Han and Shen [12] derived Theorem 1.3. Let Ω ⊆ R n be a bounded Lipschitz domain with x 0 ∈ ∂Ω and, for some integer k ≤ n, let ∂Ω in a neighborhood of x 0 consist of k C 1,1 -hypersurfaces S 1 , · · · , S k intersecting at x 0 with the property that the normal vectors of S 1 , · · · , S k at x 0 are linearly independent. Suppose u ∈ C ∞ (Ω) is a solution of (1.1)-(1.2), and u Vx 0 is the corresponding solution in the tangent cone V x 0 of Ω at x 0 . Then, there exist a constant r and a C 1,1 -diffeomorphism T : B r (x 0 ) → T (B r (x 0 )) ⊆ R n , with T (Ω B r (x 0 )) = V x 0 T (B r (x 0 )) and T (∂Ω B r (x 0 )) = ∂V x 0 T (B r (x 0 )), such that, for any x ∈ B r/2 (x 0 ),
where C is a positive constant depending only on n and the geometry of ∂Ω.
In this paper, we consider domains that locally near a boundary point, say the origin, coincide with a cone T = R n−k × T k , for some 2 ≤ k ≤ n, where T k ⊆ R k is the infinite Euclidean cone over some smooth spherical domain S k−1 S k−1 . An example is that T = R n−2 × (R + ) 2 , in which case, the boundary expansion problem has double normal directions x n−1 , x n . Our goal is to analyze the boundary behavior of solutions with respect to multiple normal directions simultaneously. For (1.1) and most uniformly degenerate elliptic equations in geometry, the boundary behavior of solutions with respect to multiple normal directions cannot be derived by analyzing each normal direction separately. We will see that the eigenvalues of certain singular elliptic operator on S k−1 play an import role to this problem.
First on S k−1 or a general Riemannian manifold with codimension one boundaries, we have the following spectral theorem and eigenvalue growth estimate for singular elliptic operators. The spectral theorem is already known by classical theory, as shown in Appendix A. Theorem 1.4. Let (S, g) be a smooth l dimensional Riemannian manifold with l − 1 dimensional Lipschitz boundary ∂S. Assume that d is a Lipschitz defining function of ∂S. Then on the space X = u ∈ H 1 (S) : S u 2 (x) d 2 (x) dvol < ∞ , with norm
, the operator
where κ > 0 is a constant, has a complete set of L 2 (S)-orthonormal eigenfunctions {u j } ∞ j=1 . In addition, if for any integer m ∈ [1, for some constant C 1 independent of i.
In the following, we require that S k−1 (denoted as S, for simplicity) is star-shaped in S k−1 . More precisely, a domain S S k−1 is called star-shaped with center e if e ∈ S, and x ∈ S implies that the shortest geodesic in S k−1 connecting e, x lies in S. In this case, according to [12] , there is a unique solution u T to (1.1)-(1.2) in Ω = T . In addition, u T = r − n−2 2 u S , where r is the radial coordinate of T k , and u S is defined on S, satisfying
(1.9)
For a fixed number M > 0, denote
To state the main theorem, we need to define the boundary expansion precisely. First we define the boundary expansion with respect to the d S direction. 
where for any p, q, i, j ∈ N, α ∈ (0, 1), In this paper, N l = ⌊ l n ⌋. Next we define the boundary expansion with respect to the r direction with O(d τ S ) coefficients for some τ ∈ R. Definition 1.6. Given an index set J ⊆ R + , We say a function v has a boundary expansion of order r a (a ∈ J) with O(d τ S ) coefficients in T M , if there are functionsc i,j 's, R a defined in T M , and an ǫ > 0, such that, In this paper, τ could be n+2 2 or n−2 2 + n. Notice that in (1.14), when d S is far away from 0, we derive thatc i,j ,R a are smooth in S and the corresponding norms are bounded, in which case, (1.14) is a standard expansion in the single r direction.
The next is the main theorem of this paper.
where T = R n−k × T k , for some 2 ≤ k ≤ n, and T k ⊆ R k is the infinite Euclidean cone over some smooth star-shaped domain S k−1 S k−1 . T M is defined as (1.10). Then there is a countable index set J ⊆ R + , such that for any a ∈ J, u − u T has an expansion of order r a with O(d
Theorem 1.7 deals with the boundary expansion with double normal directions. It first implies that
where j 1 is the smallest element in J, which can be computed from the first eigenvalue of L S . If r or d S is away from zero, the expansion (1.14) behaves like the standard boundary expansion with respect to d S or r, respectively. If r, d S are both close to zero, we can first expand u − u T in the r direction to certain order r a , then expand the coefficients and remainder in the d S direction to some order d b S . Then the expansion approximates u − u T with an error of order O(r a d
For example, if a point P ∈ T M approaches the origin in the hypersurface r = d 2 S , we can choose large b = 2a, then the error is O(r a ) = O(d 2a S ). In addition, the approximation is decent under taking mixed derivatives in the coordinates d S and r.
We now describe briefly the proof of Theorem 1.7. Denote v = u−u T . Then v satisfies the equation
where F is an analytic function, and
, we first prove that v is bounded. Then around any fixed P ∈ T M 2 , we apply the rescaling t = r/r(P ), under which the main equation (1.17) is only singular in the d S direction. Then by earlier results on the boundary expansion with single normal direction, we derive that d , for any fixed x ′ n−k , r, the spectral theorem implies that, (1.19) where the coefficients A i 's satisfy an ODE of form
Solving the ODE, and plugging into (1.19), we derive an expansion of v of form (1.14), where the coefficientsc i,j and remainderR a satisfy equations of form
for some l 1 , l 2 ∈ R. This is sufficient to show that they have an expansion in the d S direction in the sense of Definition 1.5, and concludes the theorem.
In Section 2, we recall the interior estimates for uniformly degenerate elliptic equations. In Section 3, we take the Liouville's equation as an example to interpret Theorem 1.7. In Section 4, we show that u − u T are bounded. In Section 5, we show the expansion of u − u T in the d S direction. In Section 6, we prove Theorem 1.4. In Section 7, we prove Theorem 1.7.
Thanks to Zheng-Chao Han and Yalong Shi for helpful discussions.
Preliminary
In this section, we briefly recall the interior estimates for uniformly degenerate elliptic equations.
Assume that Ω ⊆ R n is a smooth domain, and d(x) is the distance function to ∂Ω (adjusted smooth at interior points away from ∂Ω). Let {x 1 , x 2 , · · · , x n } be the geodesic coordinates near a portion of ∂Ω, and x n = d.
We consider the equation for a function v ∈ C 2 (Ω),
and T is a uniformly elliptic operator on ∂Ω. (2.1) could have mixed derivatives in normal and tangential directions, but we skip it for simplicity.
Take a point P ∈ D, and denote d 0 = d(P ). Under the scalingx :=
where
T is a uniformly elliptic operator under the coordinatesx. At P , t = 1. And in B(P, 
which implies the weighted derivative estimates, that in B(P,
.
Another way to express this result is applying the metric
where g R n is the Euclidean metric. Denote B G (P, r) the metric ball under G, centered at P with radius r. Also denote C k,α G , the C k,α -norm of covariant derivatives under G. Then (2.3) can be expressed as .
A lot of import work studied about the boundary expansion problem, or polyhomogeneity, of equations like (2.1) (after linearization). Expansions of form (1.11) can be derived, such as the singular Yamabe problem in [2] , [17] and [21] , the complex MongeAmpère equations in [5] , [8] and [15] , and the asymptotically hyperbolic Einstein metrics in [1] , [3] , [6] and [13] .
Under the assumption that ∂Ω only has finite regularity, [9] studied about optimal regularity of the boundary expansion.
3. An example: Liouville's equation
To interpret Theorem 1.7, we first look at the 2 dimensional model: Liouville's equation.
3.1. Smooth case. Consider the following problem ∆u = e 2u in Ω,
Geometrically, e 2u (dx 1 ⊗ dx 1 + dx 2 ⊗ dx 2 ) is a complete metric with constant Gauss curvature −1 on Ω. By maximum principle, Theorem 3.1. Let Ω be a bounded domain in R 2 and ∂Ω be a C 1,α near x 0 ∈ ∂Ω for some α ∈ (0, 1]. Suppose u ∈ C ∞ (Ω) is a solution of (3.1). Then,
where d is the distance to ∂Ω, and r and C are possible constants depending only on α and the geometry of Ω.
By [9] , if locally ∂Ω is smooth, then
where κ is the curvature of the boundary curve. The remainder R k is C k,ǫ for any ǫ ∈ (0, α), and
If a portion of ∂Ω is a straight segment, we know that by [10] , around this boundary segment, u + log d is analytic in d and the boundary segment coordinate, i.e.,
where the coefficients c 2 , c 3 , · · · are analytic functions on the boundary segment.
3.2. Singular planer case. First consider the case when locallyΩ coincides with the first quadrant in R 2 . Under the conformal transformationz = z 2 , the local boundary portion is mapped to a straight segment, while the Liouville's equation is kept invariant. So we know by (3.4) , the solution is
which is an analytic convergent series, wherẽ y = 2xy, and c i 's are analytic inx = x 2 − y 2 . We can also express the solution as
where R is analytic in x, y. If locallyΩ is a sector with angle µπ centered at the origin, i.e.Ω = {0 ≤ θ ≤ µπ} under the polar coordinates, then by the conformal transformationz = z 
and is analytic inx,ȳ.
However, this method does not work for the equation (1.1)-(1.2) as in general we do not have a conformal transformation that maps an Euclidean cone to the upper half plane in R n (n ≥ 3).
3.3. Singular planer case under Polar coordinates. We study the Liouville's equtaion under the polar coordinates. Consider the case that near a boundary point, say the origin, Ω coincides with the first quadrant in R 2 near the origin. We check that u T = log( 1 2 r sin(2θ)) = log( [11] , and satisfies
Under the polar coordinates, we have
) and is smooth on [0,
In fact, by maximum principle, we can show that
where C is independent of r.
. We consider
By appendix A, and through computation, we see that on X, L θ has eigenvalues
, and eigenfunctions of form, for i even,
where the coefficients A i,l , B i,l can be derived through formal computation. The first two eigenfunctions are
All of the eigenfunctions are O(sin
− . Applying the method in the following sections, we can derive a theorem similar to Theorem 1.7.
where T is the first quadrant in R 2 . Then there is a set {N l } ⊆ N, such that for any
has the boundary expansion, for r ∈ (0,
where c 4 and c i,j 's are smooth for θ ∈ [0,
Here the powers of r are even numbers, as the eigenvalues are explicit and special. There are logarithmic terms in the right hand side of (3.6), as we worked with a general smooth function F (v) in (3.5). We can discuss about how to get ride of the logarithmic terms in (3.6) using formal computation, but we skip it as it's not the purpose of this paper.
First comparison with solutions in infinite cones
Let T, S, T M be defined as in the introduction. Acording to [12] , if S is star-shaped, then there exists a unique solution u T to the Loewner-Nirenberg problem on T , such
, where u S satisfies (1.9). Assume that we have a local
and F is an analytic function, well defined if |u
The following theorem is essentially by [12] . Theorem 4.1. Denote T M as (1.10), and assume that S is star-shaped and Lipschitz. Let u 1 , u 2 be two positive C 2 solutions of
in T M for some M > 0, and u 1 = u 2 = +∞ on ∂T ∩ {r < M }. Then
, where the constant C = (
Proof. Denote u M the solution to the Loewner-Nirenberg problem in the Euclidean ball B(O, M ) ⊆ R n with radius M . It's well known that
is the explicit solution to (1.1) and (
Since S is Lipschitz and star-shaped with center e ∈ S, then the translation of T k by distance ǫ (ǫ > 0) in the direction of e, denoted as T + ǫe, still lies in T . For any 0 < ǫ < R,
So by maximum principle, we have
, and conclude the theorem.
When S is not star-shaped, we have the following result.
Theorem 4.2. Assume the same assumption as in Theorem 4.1, except that we do not assume S to be star-shaped. In addition, we assume that u 1 is the pointwise limit of a sequence of C 2 solutions {u 1,i } to (4.4) which has finite boundary values on ∂T {r < M }, then
, for some constant C only depends on M . + , by the maximum principle, we can prove that u S ≥ 1. In general, u S > 0 in S by [17] . Hence there is a σ > 0, which only depends on n, S, such that,
in S. Then we have the following theorem, Theorem 4.3. Denote T M as (1.10), and assume that S is star-shaped and Lipschitz. Let σ be a number satisfying (4.5). Then for any β > 0 satisfying
there is a constant C > 0, such that
Proof. For some B, β > 0, u T + Br β is a supersolution if
Using the form of (1.17), we see that it requires
where F is well defined if |r
σ < 0 by the assumption. Here we applied F (r n−2
If we assume Br β < C for some C, and r sufficiently small, then − n(n+2) 4
S r β is sufficient to bound the other terms. In fact
if Br β < C, and r is sufficiently small. This concludes the theorem when k = n.
, with r(P ) = 0. Denote
Enlightened by above discussion, for some β satisfies (4.6), we consider the test function
in D = {x ∈ T M : 0 < r β P < δ}, for some δ very small comparing to n, β, M . Then we set B large, such that Bδ = (
2 , which comes from Theorem 4.1. Notice
We conclude that (4.7) is a supersolution in D.
To complete the maximum principle, we shift the cone as in Theorem 4.1, and compare the supsolution u T + Br β P with u. We derive that u ≤ u T + Br
, where r = r P . We can shift P on the set
Br β (x) > δ, |v| ≤ Cr β is trivial as we already know that v is uniformly bounded.
For the subsolution M − = u T − Br β P , we may concern that whether it remains positive in D. We check in D,
which is positive if r is small. The rest works the same as M + .
Boundary expansion with respect to d S
Assume the same assumption as in Theorem 1.7.
5.1. Expansion of u S near a smooth boundary portion. Denote d S as the distance function to ∂S in S (adjusted smooth at points away from ∂S). We can trivially extend d S as a function on T . Notice that at any x ∈ T M where d S (x) is small, the distance function to ∂T M can be expressed as d(x) = r(x) sin(d S (x)). Near any P ∈ ∂T , with r(P ) = 0, we can apply the maximum principle and explicit solutions on the interior balls and on the complement of exterior balls to show that |d n−2 2 u T − 1| < Cd S , where C is independent of r. See [12] . This implies
Now u S satisfies (1.9). If only a portion Γ of S is smooth, by [9] , locally near Γ, u S has the boundary expansion, that for any b ≥ n,
where z S denotes the coordinate system on ∂S, S u S uniformly near Γ 1 Γ, and d
Expansion of eigenfunctions.
On a smooth domain S ⊆ S k−1 with the round sphere metric, consider the eigenvalue problem,
which origins from (1.18), on the space X = w ∈ H 1 (S) : S u 4 n−2 S w 2 (x)dx < ∞ . Here
Starting with φ i = H 1 0 (S), the classical elliptic theory shows that φ i ∈ C ∞ (S) and by maximum principle,
S φ i has boundary expansion of order d b S for any b ∈ N. In fact, for any integer b ≥ n,
In sum, we have
In addition, we assume that for some M > 0, Γ M = ∂S ∩ B(P, M ) is smooth, where P ∈ ∂S and B(P, R) is a metric ball in S k−1 centered at P with radius M , for some
, and any a ≥ n, φ λ has the boundary expansion (5.6) with (5.7), (5.8) hold.
Furthermore, if Γ M is analytic, then there exists a constant δ ∈ (0, M ) such that
Expansion of v with respect to
First we derive the estimates of derivatives in the x ′ n−k direction. Theorem 5.2. Assume the assumption as in Theorem 1.7. Assume β be a number satisfying (4.6). Then for any q ∈ N, there is a constant C q depending on T, M, n, q, S, such that
Proof. We prove by induction. The proof of Theorem 4.3 can be applied to show that |v| ≤ Cr β in T 3M 4 for some β satisfying (4.6). , satisfying
For any such point P , we denote r 0 = r(P ), and do a scaling t = r/r 0 , under which the region {x ∈ T 3M 4 :
and the equation (1.17) is transformed into
where we point out t n+2 n−2 is smooth in D, since t ∈ ( 
(5.14)
We write
where S . To this end, first we set v = vd S , which vanishes when d S = 0, and satisfies a linear equation, 16) where right hand side is bounded by C 1 r
S , where the constant C 1 only depends on u S , n, C, F . Here the d S factor comes from, when n = 3, the term
S . As P ∈ T 3M 4 −δ and r(P ) < M 4 , We can apply test functions
Notice that P could be any point satisfying (5.11). Thus |v| ≤ Ar β d 1 3 S for all points in
−2δ with r < M 4 , we can continue to apply the maximum principle to (5.12), as in [9] , to show that
in D δ,P , for some constant A depending on C, C 1 , n, δ, u S , F . As A is independent of r 0 , we have
Interior estimates to (1.17) applies to show that, for any m ∈ N,
4 −3δ}, for some constants C m,0 . Then we set γ 0 = 3M 4 −3δ, and derive (5.10) for case q = 0.
If k = n, there are no x ′ n−k directions, and we are already done. In the following, we assume that 2 ≤ k ≤ n − 1.
Case l for l ≤ q − 1: assume that (5.10) is right in T γ l for any l ≤ q − 1. For case q, applying D q x ′ n−k to (1.17), we derive an equation of form, 20) where H denotes
where A l,m ∈ N.F is an analytic function, well defined if all of its arguments are less than 1. H is uniformly bounded by induction. Applying (5.10) for case q − 1, and m = 1,
S . Denote w q = rv q , which satisfies |w q | ≤ C 1,q−1 r β d Then w q satisfies
By the induction, for 0 ≤ l, m ≤ q − 1,
−1 S
). For any fixed point P ∈ R n , we define r ρ to be
, where ρ > 0 is a small number such that
is negative. For any fixed β satisfying (4.6), we can find such a ρ. For later use, we also
Notice that r ≤ r ρ , r ρ 2 ≤ r ρ as ρ ∈ (0, 1).
We apply the test functions
where P is any point in R n such that r(P ) = 0 and D δ,P,ρ ⊆ T γ q−1 . First on ∂T ∩ T γ q−1 , w q = 0. We set δ very small comparing to ρ, 
) and
S ), we can set δ small enough such that
where ρ 1 , ρ 2 are small numbers such that
Then we set B large such that Bδ > |w q | at points where r β+1 ρ = δ. Then on ∂D δ , |w q | < M + . We plug M + into the first three terms of (5.21), Then
S , which also implies that |v q | ≤ Br β when r ≥ δ, for probably a larger B.
In sum, we derive that |v q | ≤ Br β in T 3M (1.17) , the theorem follows from a stardard arguent for the boundary expansion. A reference is [9] .
The proof of Theorem 5.2 also implies that (5.9) holds in in T 3M
4
. Around any P ∈ T 3M 4 , we denote r 0 = r(P ), and do a scaling t = r/r 0 as in Theorem 5.2. Then we derive (5.12), which has no singularity in the t direction. In the x ′ n−k direction, we have estimates (5.9). By the tangential derivative estimates of (5.12), (5.20) in t, z S as in [9] , we derive that for any p, q, i, m ∈ N,
Then we can write (5.12) as an ODE,
Then the ODE iteration in [9] applies to prove that v has a boundary expansion, that for any integer b ≥ n,
, where
and it holds, for any integers l, m, p, q ∈ N, and α ∈ (0, 1),
As in Theorem 5.10, in the estimates (5.28), we can have an extra factor r β on the right hand side. But we do not need it in the following sections.
Eigenvalue Growth Estimate
In this section, we prove Theorem 1.4.
Proof. Assume the same assumption as in Theorem 1.4. Then by a standard argument using the Lax-Milgram Theorem as in Appendix A, we have the first part of Theorem 1.4. We have the following lemma.
Lemma 6.1. Assume that u is a C 2 solution of ∆u − κ d 2 u ≥ −λu, in S, where κ, λ > 0 are constants, and d is a defining function of S such that ∆d ≤ M 0 for some M 0 > 0 in S. In addition, u = 0 on ∂S. We also fix a d 1 > 0, such that {x ∈ S : |d(x)| < d 1 } is diffeomorphic to the normal bundle of ∂S.
Then for
Proof. Apply the maximum principle with test functions,
around any x 0 near ∂S, we do the scalinḡ
and transform the equation to
for some smooth functions a ij , b i . Notice
2 is bounded and smooth inx by (1.8). Then by the W 2,2 estimate, for j ≥ 2,
where G denotes the scaled metric d(x 0 ) −2 g, and
We prove by induction that for any 1 ≤ m ≤ p,
where C m is independent of u. p = 1 is by (6.3) . Assume that case p − 1 is right. We prove case p.
and we conclude (6.4).
Fix p as the smallest integer such that 2p > l 2 , where we recall that l = dim S. By Lemma 17.5.2 in Hömander [14] , applying a cutoff function, we can show that
for any ξ ≥ 1. Here C is independent of x 0 . Fix ξ = max{λd(x 0 ), 1}. Then set u(x) = A λ (x, y). We derive that, by (6.5), (6.4),
denotes that the L 2 norm is calculated with respect to g in variable x. Here we applied that
which further implies
and if λd(x) 2 > 1,
as λ large, so in both cases, we derive
Finally, the number of eigenvalues with multiplicity counted is
which implies
Then we finish the proof of Theorem 1.4.
We remark that under the assumption of Theorem 1.7, our choice of d actually is
by (5.13), which can be shown to satisfy (1.8).
7. Proof of Theorem 1.7
In this section, we prove Theorem 1.7. Assume the same assumption as in Theorem 1.7.
According to Lemma A.1, L S has a complete set of L 2 (S)-orthonormal eigenfunctions
, with corresponding eigenvalues {−λ i }, where 0 < λ i ≤ λ j if i < j. Denote
as the zeros of
Denote I as monoid of R, which is generated by {2, n−2 2 , m 1 , m 2 , · · · }. Notice 0 ∈ I. We define the index set J as the following: first, {m 1 , m 2 , · · · } ⊆ J; second, if a, b, c ∈ J, then n−2
2 + c) ∈ J for any l ∈ N, and if k = n, we also request a + 2 ∈ J. This is derived from the formal computation of (1.17).
Easy to see that J is a subset of I. Align the elements in I, J in the ascending order. For any element a ∈ I, we denote a + the next element in I, and denote a − the largest number in I that is smaller than a.
In this section, we prove Theorem 1.7 with the index set I. Then the expansion exists, and we can apply the formal computation to show that the index set can be reduced to J.
We remark that m 1 is the smallest element in J. Then if S lies in the upper half sphere S n−1 + , then u S ≥ 1, which implies that λ 1 ≥ n(n+2) 4
, i.e.,
When n = 3, it implies that m 1 ≥ · · · , a l ) . In addition, we assume that G is a function with l variables which is smooth around (a 1 , · · · , a l ) ∈ R l . Then G(w 1 , · · · , w l ) has a boundary expansion of order d b S . The proof is by formal computation. An example is that by (5.1), for any b ∈ N,
S u S = 1, and G(w) = w p−2 is a smooth function when w is around 1.
We define a sequence of integers {Ñ i } in following way: For i ∈ I, we formally computẽ N i successively.
(1) Start with i = 0, and setÑ 0 = 0; (2) Take the next larger i ∈ I. If i = m l for any l ≥ 1,Ñ i equals j − 1 where j is the smallest integer such that the term r i (log r) j in r n−2
has zero coefficient. Here v i − := l∈I,l≤i − Ñ l j=0c l,j (x ′ n−k , θ)r l (log r) j with undetermined smooth functionsc l,j (x ′ n−k , θ); (3) If i = m l for some l ≥ 1,Ñ i equals j, which is the smallest integer such that the term r i (log r) j in (7.2) has zero coefficient. Go to step (2) to computeÑ i for a larger i ∈ I.
Here we do not need to know the exact value ofc l,j 's, but only set them to be unknowns, and do formal computation to getÑ i .
The following Theorem plays a key role in proving Theorem 1.7.
, we have a function
for some numbers a ∈ R + , j ∈ N, such that a ≤ A, j ≤Ñ a . If a < A, we assume that w only depends on x ′ n−k , θ. In addition, we assume that d , that for any p, q, l, m ∈ N,
By the assumption, d
for the same reason. In sum, we have
Then we look into the three integrals, taking H 1 first. Formally H 1 is already of form (7.5), (7.6), as
It is clear that there are only finite many terms with m i < A in (7.10), and their estimates are straightforward. We only have to worry about H A,0 . While applying (7.9) to estimate (7.11), the integration above will produce a factor equivalent to 1 m i when i gets large. By (7.1),
factor . Thus by (7.9), (7.11),
and by Theorem 1.4,
is convergent. The rest coefficients in (7.10) can be done similarly, which are simpler as there is no infinite summation for them. So we derive (7.7) for H 1 , as the other estimate in (7.7) follows in the same way.
The discussion of H 2 is similar. We have
The difference here is that all terms are of order r a (− log r) m for some 0 ≤ m ≤ j.
• if a = A, we write H 2 as H A,j r A (log r) j . We estimate H A,j , by (7.9),
, which converges as (7.12).
• if a < A, by the assumption, w only depends on x ′ n−k , θ. Then the integration has explicit formula, and produces terms of order r a−m i (− log r) l , for 0 ≤ l ≤ j. For their coefficients, we can estimate in a similar way as in case a = A. For H 3 , notice when m i = a, r −1−m i · r a (log r) j dr = 1 j+1 (log r) j+1 . So we may have a term of order r a (log r) j+1 in the expansion of H 3 . In H 3 , for terms with m i ≥ A, we just apply (7.9) to show that
• if a = A,
can be written as,
where m = j + 1 if A = m i for some i; otherwise m = j.
• if a < A, as w only depends on x ′ n−k , θ, (7.13) can be written as
where all coefficients H l,m 's satisfy (7.7). For terms with m i < A,
which can be dealt with in the same way as for H 1 and H 2 . These are only finite many terms, and the estimates of the coeffcients are straightforward.
• if a < A, w only depends on z ′ , θ, and we still derive (7.7) by (7.9) and the explicit integral formula of r −1−m i · r a (log r) j .
Secondly, we prove (7.8). Applying D q x ′ n−k to H 1 , H 2 , H 3 , as only w depends on x ′ n−k , we can use the same arguments above and (7.4), to derive (7.8) for case p = 0. For rD r , as H l,m is independent of r if l = A, so we only need to consider rD r H A,m . The only trouble is that rD r (r m i ) = m i r m i , which produces an extra factor m i . For (7.11) 
And the rest is already estimated.
For H 2 , H 3 , we apply the integration by parts to derive,
• for H 3 in the case m i < a = A, similarly,
The last term with r r 0 m i factor can be dealt with as (7.14).
As rD r F already has estimates by (7.4), we can work as the p = 0 case to derive (7.8) for p = 1. For general p, we can keep applying these identities to transfer the (rD r ) p derivatives to F , and apply (7.4) 
where the constants C(T, M, l, m)'s are independent of x ′ n−k , r. In addition, we assume that w satisfies in T M 2 ∩ {r < M 4 }, for some l 1 , l 2 ∈ R, By (7.15), for fixed x ′ n−k and r, L S w ∈ L 2 (S). Hence there is an f ∈ L 2 (S), such that
, the equation (7.17) is uniformly elliptic. In the metric ball B G (P ,   1 2 ) ⊆ S, we apply the interior estimates with respect toθ to derive
≤ 2C 1 C(T, M, 0, 0), (7.18) by (7.15) , where W 2,2 G denotes the W 2,2 norm under the coordinatesθ. Here C 1 is independent of the choice of x ′ n−k , r. Similarly, for fixed
Hence w is a local W 2,2 solution to (7.16). Furthermore, w is smooth in T M 2 by interior estimates of (7.16).
For each l, m ≥ 0, denote
) estimate by (7.19) . Here "uniform" means that the estimate is independent of the choice of P ∈ T M 2 ∩ {r < M 4 }, but still depends on l, m. Write (7.16) as (7.20) which is uniformly elliptic with respect to theθ coordinates in B G (P, We take (rD r ) l D m x ′ n−k of (7.20) to derive an elliptic equation of w l,m , for which the right hand side is linear in w p,q 's for p, q satisfying 0 ≤ p ≤ l + 2, 0 ≤ q ≤ m. Then we can apply (7.19) , and interior estimates to show that As n ≥ 3, we see that
By Appendix A, for any fixed
Plug into the main equation (1.17) and derive
The ODE (7.22) has homogeneous solutions r m i , r m i , and the general solution is To solve out C 1 , C 2 , first we take r = r 0 for fixed r 0 = M 2 , where
where C(T, M, p, q) is independent of x ′ n−k , r. Then by (1.17), w 0 is a local W 2,2 solution of
, and an ǫ > 0, such that, we recall that a + is smallest element in I that is larger than a. First we adjust ǫ if necessary, such that
Indeed, we do not assume a uniform ǫ for all a.
Again by Lemma B.2 with A = a + +ǫ, the term (7.26) can be written as the expansion (B. 
Proof. The proof is by formal computation. We claim that v 2 has an expansion of order r a + with O(d wherec l,m , r −a + −ǫR a + satisfies the estimates (7.15). It seems that if the expansion (7.5) forRF ,a + (r, θ) has a term H A,1 r A log r with nonzero H A,1 , we have to adjust ǫ smaller. But we already did it in (7.28), that guarantees H A,1 = 0. Plugging (7.30) into (1.17), by assumingR a + = r a + +ǫ w a + , we derive the following equations forc l,m and w a + . For every l,c l,Ñ l satisfies
By [9] ,c l,Ñ l has an expansion of order d Based on (a)-(c), K is a self-adjoint compact operator on L 2 (S). So it has a complete set of L 2 (S)-orthonormal eigenfunctions {u j } ∞ j=1 , which are also eigenfunctions of L.
Appendix B. Fundamental lemmas
In this section, we show some lemmas needed in the proof of Theorem 1.7. First we introduce the operator T on L 2 (S), defined as, for w(θ) = i B i φ i (θ), 
