We propose a new simultaneous wireless information and power transfer technique that embeds information bits in the tone index of multisine waveforms. By varying the number of subcarriers of the transmitted bandwidth-constrained multisine signal, the proposed scheme enables efficient radio-frequency energy harvesting and low-complexity information transmission. The receiver does not require channel estimation and employs a non-coherent maximum-likelihood detection at the envelope of the received signal. The performance of the proposed tone-index modulation is evaluated in terms of average error probability for a flat-fading channel, and we show that it outperforms its peak-to-average-power-ratio counterpart.
I. INTRODUCTION
S IMULTANEOUS wireless information and power transfer (SWIPT) is a new communication paradigm, where information and energy flows are co-designed/co-engineered to concurrently communicate and energize [1] , [2] . It is an enabling technology to provide ubiquitous connectivity and energy sustainability in low-power wireless devices. The implementation of SWIPT requires the design of new waveforms and low-complexity receiver architectures that increase the harvesting efficiency [3] , [4] . It has been shown that multisine signals boost the energy harvesting by exploiting the non-linearity of the rectification process [5] .
Orthogonal SWIPT architectures (i.e., time switching, power splitting) split the received signal in two distinct parts, one for information decoding and one for energy harvesting [1] , [6] . Despite their efficiency to achieve various informationenergy tradeoffs, these approaches require radio-frequency (RF) to baseband downconversion and correspond to high power consumption, which is not inline with the energy harvesting limitations that characterizes SWIPT. The first technique that overcomes this drawback is the integrated receiver, where information is embedded into the levels of energy signals and decoding is achieved by employing coherent detection at the output of the rectification circuit [7] . A more recent solution does not require channel estimation and utilizes multi-sine waveforms of variable bandwidth for energy transfer, while their distinct peak-to-average-power-ratios (PAPRs) convey information [8] . Although PAPR-based information decoding works only for high signalto-noise ratios (SNRs) and therefore cannot be used for low and/or moderate SNRs. In this letter, we investigate a new SWIPT technique that exploits bandwidth-constrained multisine waveforms for RF energy harvesting, while information is embedded in the number of tones. By assuming only a statistical channel state information, we employ a (low-complexity) non-coherent maximumlikelihood (ML) detection on the received signal. We characterize the performance of the proposed scheme in terms of the average error probability for a flat-fading channel, based on the union bound over the exact expressions of the pairwise error probabilities. The proposed tone-index multisine (TIM) modulation outperforms its PAPR counterpart [8] and ensures connectivity for a larger SNR regime. The TIM modulation and the associated decoding scheme are promising designs for practical SWIPT implementations.
II. SYSTEM MODEL
We consider a simple point-to-point topology consisting of one transmitter, aiming to simultaneously convey information and energy to a single receiver. The transmitter generates an unmodulated N -tone multisine signal of bandwidth W = (N − 1)Δf (N ) with zero phase arrangement and intercarrier frequency spacing Δf (N ) [9] . In comparison to continuous wave signals with the same average power, multisine waveforms provide higher PAPR and can more easily overcome the build-in potential of the rectifying devices [2] , [9] . The baseband equivalent is given by
where {z} denotes the real part of z, f c is the carrier frequency, P is the total transmit power and T is the symbol time.
It is worth noting that the transmitted signal corresponds to a conventional amplitude modulated (AM) signal. The transmitted AM signal propagates through a frequency-flat block fading 1 wireless channel h(t), and thus the received signal is written as
where n(t) denotes the additive white Gaussian noise (AWGN) component. The received signal is driven to a rectenna circuit for RF-to-DC conversion and power management. For the information transfer, the receiver employs an AM linear envelope detector on the received signal (similar to [8] ), which follows a tone-index demodulator block; diode-based distortion is not considered for the sake of simplicity. By assuming baseband representation, the discrete-time multisine signal envelope is
where
denotes the k-th sample of the transmitted waveform, h is the (real) channel coefficient which is considered constant for a symbol time (so we omit the time dependency), n[k] is the k-th sample of the AWGN, and K is the total number of samples per symbol. We assume h ∼ N (0, σ 2 h ) and n ∼ N (0, σ 2 n ), where N (μ, σ 2 ) indicates the Gaussian distribution with mean μ and variance σ 2 .
RF energy harvesting: By considering the non-linear physicsbased diode model, the DC energy harvested associated with an N -tone multisine signal is given by [10] 
where a 2 , a 4 are constants related to the characteristics of the rectification circuit.
III. TONE-INDEX MULTISINE MODULATION
The proposed TIM scheme embeds information into the number of tones of the transmitted multisine signal. At each symbol time, the transmitter conveys information to the receiver by varying the number of subcarriers N , based on a predefined set S of multisine waveforms. As an example, Fig. 1 presents a set of three multisine signals with N ∈ S = {4, 8, 32}; by selecting one waveform at each symbol time, the transmitter conveys log 2 (3) bits of information. To extract the information, the receiver employs a low-complexity envelope detector which converts the received high-frequency AM signal to the envelope of the original multisine signal. The output of the envelope detector feeds a tone-index demodulation which estimates the number of subcarriers by employing a non-coherent ML detection. In this way, the transmitter continuously transmits energy-efficient multisine waveforms of bandwidth W , and information transfer is performed without power-hungry RF to baseband downconversion. Although the proposed architecture requires an oversampling of K samples/symbol, simulation results demonstrate that small values of K are sufficient for successful decoding. Given that the system bandwidth is low, the cost associated to the analog-to-digital conversion process is negligible [11] . Fig. 2 schematically presents the proposed SWIPT architecture.
The proposed TIM scheme transmits a fixed set of multisine waveforms and maintains a constant bandwidth W by adapting Δf (N ) accordingly; on the other hand, the PAPR-based scheme in [8] corresponds to a variable bandwidth. In addition, a oneto-one relationship between the transmitted waveforms and the PAPRs does not exist since the transmitted tones in [8] vary based on the available channel state information. 
A. ML Detection and Average Error Probability
The index-tone demodulator employs an ML non-coherent detector based on the linear expression in (3). Specifically, conditioned on the transmitted waveform
where R i = σ 2 n I + σ 2 h x (i) (x (i) ) T denotes the covariance matrix; the ML detector (log-likelihood) can be summarized aŝ
To assess the performance of the ML detector, we use the pairwise error probability [12] P
where φ ij = log |R j | |R i | and the vector ζ = R − 1 2 i r has elements ζ i , which are independent and identically distributed (i.i.d.) zeromean, unit-variance real Gaussian random variables. To further analyze the pairwise probability, we state the following Lemma.
We can now state the following proposition. Proposition 1: The pairwise error probability for the toneindex ML detection is
where z 0 = max(0, φ ij /μ 2 ) and U (·, ·, ·) is the confluent hypergeometric function of the second kind.
Proof: See Appendix B. Therefore, the union bound on the total error probability for TIM can be written as
where |S| is the cardinality of the set S.
B. PAPR-Based SWIPT
The PAPR-based SWIPT scheme has been proposed in [8] , but its performance has been evaluated only for the high SNR regime. For comparison reasons, we study its performance for all SNR values and we provide closed-form expressions for the achievable error probability. More specifically, the PAPR for a multisine signal with N tones is
where the expectation is taken over a symbol time. The following proposition provides an approximation for the cumulative distribution function (CDF) of the N -tone PAPR. Proposition 2: The CDF of PAPR is approximated by
where ξ(N )
Proof: See Appendix C.
Using the above CDF, we can deduce the error probability for the PAPR-based SWIPT. Specifically, the demodulator decideŝ N based on the minimum one-dimensional Euclidean distance, i.e.,N = arg min
) be the midpoint between s i and s i+1 . The midpoints serve as the decision boundaries of the demodulator. Hence,
C. Information-Energy Tradeoff
The proposed SWIPT scheme is also associated with a fundamental information-energy tradeoff. Assume a symbol time T ≥ 1/Δf * , where Δf * = (N * − 1)/W is upper bounded by the minimum frequency spacing between tones, i.e., N * ≥ max S. Then, the information rate and the energy harvested are equal to
respectively, where the approximation in (14) holds for large N . The achieved information-energy trade-off is similar to the PAPR-based scheme; however, the proposed TIM scheme ensures a larger operation SNR regime and a lower average error probability.
IV. NUMERICAL RESULTS & CONCLUSIONS
The following parameters were used for the simulations: σ 2 h = 1, σ 2 n = 1, W = 1 kHz, a 2 = 0.0034 and a 4 = 0.3829. Fig. 3 illustrates the probability of error for both TIM and PAPR modulation in terms of the transmit power, with S = {4, 8} and S = {4, 8, 16, 32}. The symbol time is T = 1/Δf * = (N * − 1)/W , with N * = 32, K = 31 samples/symbol and N * = 128, K = 127 samples/symbol, for the left and right sub-figure, respectively. It is clear that for both symbol times, our proposed TIM modulation outperforms the PAPR approach; higher gains are achieved with a larger symbol time. Moreover, a smaller set of multisine waveforms provides a better probability of error, as expected. Finally, the simulation results (markers) are in line with our theoretical analysis (lines). For TIM, expression (9) provides an upper bound when |S| > 2, whereas it matches the simulation when |S| = 2. For PAPR, expression (12) provides a good approximation and converges to the simulation results as T increases. Fig. 4 depicts the error probability and the average harvested energy attained by the TIM scheme, with N * = 32 and for K = 31 samples/symbol (dashed lines) and K = 413 samples/symbol (solid lines). The main observation is that the set of multisine waveforms {16, 32} achieves the best performance with respect to both the error probability and the average harvested energy. On the other hand, the set {4, 8, 16, 32} achieves the worst error probability performance and comes second best in terms of average harvested energy. As expected, a larger K provides a lower probability of error but has no effect on the average harvested energy. However, as discussed in Section III-C, there exists an information-energy tradeoff. Specifically,
{16, 32} provides an information rate equal to 1/T whereas {4, 8, 16, 32} an information rate equal to 2/T . Therefore, these insights provide design guidelines for SWIPT systems employing TIM, according to the rate/energy requirements. The practical application of the TIM scheme for flat-fading channels requires a careful system design (e.g. bandwidth, number of tones, inter-tone spacing etc). An investigation of the system parameters on the achieved performance as well as the application of the TIM scheme to frequency selective channels, are interesting future research directions.
APPENDIX A PROOF OF LEMMA 1
Since the matrix R i = σ 2 n I + σ 2 h x (i) (x (i) ) T is the sum of a diagonal matrix with a rank-1 matrix, by employing the Sherman-Morrison formula [13] , we have R −1
is the sum of two rank-1 matrices, and since x (i) and x (j) are linearly independent, it is a rank-2 matrix. By calculating the trace of the matrix W i,j , we can find an expression for its two non-zero eigenvalues λ 1 , λ 2 . Specifically, we have
1 ∀ i , which shows that the two non-zero eigenvalues have different signs and are equal in absolute value. Given that the matrices R i and W ij are symmetric, the rank of the matrix R T 2 i W ij R 1 2 i is deduced by employing the Sylvester and rank-sum inequalities [13] ,
where we note that the matrices W ij R i and R
have the same eigenvalues. Since W ij and R i are diagonalizable (symmetric), there exists P such that W ij = PD w P −1 and R i = PD R P −1 and hence W ij R i = PD w D R P −1 ; this means that the eigenvalues of W ij R i are given by the product of the individual eigenvalues of the matrices W ij and R i . The matrix R i has K eigenvalues with ν k = σ 2 n with k = 1, . . . , K − 1 (multiplicity K − 1) and ν K = σ 2 n + σ 2 h (x (i) ) T (x (i) ). Therefore, the eigenvalues of the matrix R
n λ 1 and μ 2 = ν K λ 2 = −(σ 2 n + σ 2 h (x (i) ) T (x (i) ))λ 1 , which completes the proof. 2 We have that P i T 0
1 [14] for moderate k and P , where T = k Δf (i) + τ with τ ≤ 1/Δf (i) and k positive integer.
APPENDIX B PROOF OF PROPOSITION 1
Following Lemma 1, the matrix R
i has two non-zero eigenvalues μ 1 and μ 2 . Then, from (7), we can write [12] 
where |ζ 1 | 2 and |ζ 2 | 2 are Gamma random variables with shape parameter 1/2 and scale parameter 2, since ζ 1 , ζ 2 ∼ N (0, 1). By Lemma 1, μ 1 and μ 2 have opposite signs, so solving for |ζ 1 | 2 and using both CDF and PDF of the Gamma distribution,
which follows from the power series representation of the lower incomplete gamma function [14, 8.354 ] and where z 0 = max(0, φ ij /μ 2 ). The final result follows with the help of [14, 3.383 ].
APPENDIX C PROOF OF PROPOSITION 2
By conditioning on h, the average power is given by Since the variables r[k] are mutually independent, the CDF of the largest order statistic is given by 
which follows from the CDF of a non-central random chi-squared variable with one degree of freedom and Q 1 2 (·, ·) is the Marcum Q-function of order 1/2. By unconditioning on h using the Gaussian distribution PDF completes the proof.
