Abstract
Introduction
A great number of protocols and schemes to improve the real-time characteristics of switched Ethernet have been proposed in recent years. However, the industrial real-time Ethernet solutions [1] [2] [3] [4] , such as Ethernet Powerlink, PROFINET, Ethernet/IP and EtherCAT, usually override the standard or reach their limitations when a certain degree of real-time capability is required. Meanwhile, the techniques proposed by the academic community [5] [6] [7] [8] [9] [10] [11] have been applied, with varying degrees of success and different drawbacks, as briefly discussed below. The EtheReal project [5] is throughput-oriented and only supports best effort traffic. The stochastic approaches [6] only yield average real-time performance, thus not providing guaranteed real-time services. Scheduling theory [12] has been applied on switched Ethernet for guaranteed real-time traffic, but with added cost of hardware/software modification and high computing demands introduced by the deadline sorting [7] [8] . NC (Network Calculus) [13] [14], an analytical technique to estimate the FCFS queuing delay, has been applied on fast Ethernet [9] [10] [11] . However, these NC solutions also require modification of the standard, such as implementing traffic shapers in the source nodes [9] , or prioritization of logical real-time channels [10] [11]. In addition, the NC-based delay analysis is pessimistic [10] [11] . However, our approach has very low complexity by only using standard switched Ethernet with hardwareimplemented First Come First Served (FCFS) priority queuing. Moreover, our feasibility analysis for FCFS queuing by using scheduling analysis has not previously been reported, to the best of our knowledge.
Network architecture and traffic handling
We consider a network with a star topology, where every node is connected to other nodes via the switch. The IEEE 802.1p [15] [16] queuing feature, which enables Layer 2 switches to set priorities for traffic and perform dynamic multicast filtering, is used to support our goal of a switch to distinguish between different traffic classes. By adding the 802.1p header to the frames, traffic is simply classified as hard real-time traffic, soft real-time traffic or non-real-time traffic and put into different priority queues. The hard real-time frames have the highest priority, while soft real-time frames have a lower priority than the hard real-time frames. Outgoing non-real-time traffic is treated as lowest priority. In our configuration, all the priority queues in the end nodes and in the switch are FCFS queues.
Real-time analysis
The time constraints are guaranteed by dynamic addition of real-time channels, each being a virtual unidirectional connection between two nodes in the system and characterized (with index i) by:
where Source i indicates the source node, Dest i indicates the destination node, T period,i is the period of data generation, Cap i is the amount of pure data per period and T deadline,i is the relative deadline used for the admission control. 
where T ef is the length of a full-sized Ethernet frame, T h is the length of the header in an Ethernet frame, T mind is the minimum length of the data field in the Ethernet frame without pad field and T maxd is the length of the data field in a full-sized Ethernet frame. The feasibility test done by the admission controller includes two steps, checking the utilization constraint and the delay constraint. The utilization constraint is checked first. The utilization for a physical link connecting the switch and the end node k, U k , must be less than or equal to 100%:
where Lr k is the bit rate of the considered link. The delay constraint is that the sum of the worst-case delay from the source node to the switch, T d1,i , and the worst-case delay from the switch to the destination, T d2,i , must be less than or equal to T deadline,i :
Instead of calculating T d1,i and T d2,i for each real-time channel, the delay constraint test can be improved by simply calculating the delay for each source node and each output port in the switch, since the following equation holds:
where Dnode k is the worst case delay from source node k, and Dport k is the worst case delay for the packets through output port k in the switch. The worst case situation at the source node is when all the related real-time channels start their periods at the same time and the maximum allowed capacity (C i ) of each realtime channel is used. Thus, Dnode k is calculated as the summation of all real-time channels' capacities:
The calculation of Dport k is shown in Algorithm 1, which is a kind of utility function that checks the queuing delay (queuing population) at different time instances. We use Nchs to denote the number of logical real-time channels in the system (including the existing channels and the new channel which is to be checked). Nports is used to denote the number of output ports in the switch. To reduce the time and memory complexity and avoid pessimistic analysis, several points have been addressed in Algorithm 1. First the test interval in Algorithm 1 is bounded to one hyperperiod, which is the period of time from the instant that all channels periods start at the same time until they start at the same time again. Second, instead of making a byte-by-byte check, checking the queuing delay is event-driven. That is, the queuing delay is checked only at such time points, at which a new period of any related logical real-time channel starts or at which the output queue from any source node is empty. Third the traffic smoothing transmission characteristic, i.e., the physical bit-rate prevents each source node of congesting the switch input port with frames from several real-time channels at the same time, is considered in the algorithm.
If the above utilization constraint and the delay constraint are met, the new logical real-time channel can be accepted. Moreover, the buffer size for the hard real-time traffic in source node k, BN k , and the buffer size for the hard real-time traffic to output port k of the switch, BS k , expressed in the number of bytes, are derived as: When a logical real-time channel i has been established, the network guarantees delivery of each realtime frame with a bounded delay:
where T pro is the maximum propagation delay over a link between an end node and the switch, T trans is the time needed to transmit the considered frame including the interframe gap over the Ethernet medium. T switch and T node are the worst-case process latencies for an Ethernet frame at the head of the hard real-time queue to leave the source node and to leave the switch, respectively, since we cannot interrupt the transmission of frames that have been stored in the NIC (Network Interface Card), even though they might have earlier deadlines than other frames. By having the delay bound, T db,i , specified by the application, we can get the relative deadline for the admission control by:
Simulation analysis
To verify our result, we have simulated a network with a single full-duplex fast Ethernet switch and eight end nodes. In each simulation, logical real-time channels, randomly generated with uniformly distributed source and destination nodes, are added one by one and checked whether or not they can been accepted. The traffic intensity is increased by increasing the number of logical channels. Such simulations are run 100 times to get the average utilization at different traffic loads for different network characteristics. Figure 1 shows how the values of the deadlines influence the utilization. The period is set to 5 ms for all the logical real-time channels, the capacities are randomly generated from 1492 bytes to 8000 bytes, and the deadlines are randomly selected from a certain set. We observe different results when the deadline set is changed among the values A={x | 1 ms x 5ms}, B={3ms}, C={5ms} and D={10ms}. Note that the lowest utilization is obtained when all the deadlines are chosen from set A which includes very short deadlines. The reason is that shorter deadlines make it more difficult to meet the delay constraint. Figure 1 also reveals that our system can reach rather high utilization (close to the theoretical utilization upper bound), i.e., utilization reaches 93% when deadlines are twice the periods (the theoretical utilization bound is 100% in this case ). 
