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INTRODUCTION
Since the seminal work of Bates and Granger (1969) , the potential benefits of combining multiple forecasts instead of simply choosing the single best has long been recognized. The basic idea is that under certain 1 An earlier version of the paper was presented at the New York Camp Econometrics VI (Lake Placid, April 2011) and the 17 th International Panel Data Conference (Montreal, July 2011). We thank Cheng Hsiao and Tom Wansbeek for helpful comments.
conditions, optimally combined forecast can be more accurate than individual forecasts in the panel. Moreover, combining forecasts can be a useful hedge against structural breaks and model instability, see Timmermann (2006) for a survey. However, despite the development of many new forecast combination methods during the past forty years, empirical studies still find that a simple average (henceforth SA) of forecasts perform very well compared to more elaborate procedures. This "forecast combination puzzle", as dubbed originally by Stock and Watson (2004) , is related to several issues. First is the "curse of dimensionality", since performance-based combination methods require the estimation of a large number of weight parameters. A number of well-designed Monte Carlo studies and analytical results have illustrated this problem, see Kang (1986) , Smith and Wallis (2009) , Capistrán and Timmermann (2009) , and Issler and Lima (2009) . There are other equally important factors too. A forecaster's past record may not be a good indicator of his/her future performance due to structural breaks, outliers, new information, uncertainty shocks, and other ex-ante unobservables. These factors can make the relative rankings and combination weights unstable, unpredictable, and generally misleading. Aiolfi and Timmermann (2006) document such crossings in the context of a large number of forecasting models.
Parallel to the aforementioned literature, another promising approach to forecast combination has developed in recent years using aggregation algorithms and on-line learning. Two fundamental components of successful forecast combination is the choice of the combination rule and the weights. In the latter approach, time varying combination weights are naturally built into on-line recursive algorithms that do not require the knowledge of the full covariance matrix of the forecast errors. Yang (2004) distinguished between two broad approaches to combining: in the first the combined forecast tries to be as good as the best in the groupcalled combining for adaptation; and in the second approach the combined forecast tries to be better than each individual forecast -called combining for improvement. The Bates and Granger (BG) procedure falls in the latter category. Yang (2004) suggested a new automated combining method, the Aggregated Forecast Through Exponential Reweighting algorithm (henceforth AFTER), which is a variant of the aggregating algorithm proposed by Vovk (1990) , and belongs to the first category. AFTER has been found to be useful in many recent applications. 2 It is now well known that, under certain circumstances, the cost of combining for improvement due to parameter estimation can be substantially higher than that of combining for adaptation.
In addition to AFTER, we consider another on-line recursive algorithm from the machine learning literature with shrinking (henceforth MLS) due to Sancetta (2010) . Unlike the BG approach, the on-line algorithms tend to select the few top forecasters, thus requiring much smaller number of estimated parameters. By simple recursive updates, they allow for time varying optimal combination weights. There are subtle differences in the assumptions built into AFTER and MLS algorithms:
AFTER requires the existence of a moment generating function of the forecast errors, but the errors need not be bounded. MLS does not require any assumption on the nature of the forecasts and the actuals, or the stability of the system besides a tail condition on the error distribution. But in the process it can only establish rather weak performance bounds. Wei 2 See Altavilla and Grauwe (2010) , Strauss (2005, 2007) , Leung and Barron (2006) , Sanchez (2008) , Fan, Chen and Leem(2008) , and Inoue and Kilian (2008) .
and Yang (2012) noted that with alternative forecasts being similar and stable, the BG approach tends to be unnecessarily aggressive, and AFTER, in these situations, can perform better. On the other hand, when the best forecaster changes over time and unstable, the gradient-based method for improvement as suggested by MLS can be advantageous. Instead of looking for the best combined forecast, it could be more profitable to look for the best available forecast in real time. Thus, these methods can be complimentary, depending on the forecasting environment one may face in real time. Wei and Yang (2012) extended the AFTER algorithm that is designed for squared loss (s-AFTER) to absolute error loss (L 1 -AFTER) and Huber loss functions (h-AFTER), with the special objective of reducing the influence of outliers. In the presence of structural breaks, outliers are more likely to occur. The quadratic loss coupled with doubly exponential weighted exponential scheme makes AFTER weights very sensitive to outliers. The BG combination weights can be very sensitive to structural breaks too. In a real life situation, since the future scenario is seldom predictable, one cannot determine a priori which combining strategy to adopt. However, Wei and Yang (2012) have shown that while robust to outliers, L 1 -AFTER and h-AFTER are only marginally inferior to s-AFTER when errors are normally distributed with no outliers.
There are three main objectives of this paper: First, we derive the asymptotic forms of s-AFTER, L 1 -AFTER and BG method and establish their asymptotic relationships. These asymptotic relationships not only provide us with fresh new insights into the mechanism of how the AFTER-type algorithms operate relative to the BG and simple averaging scheme, but also explain the rationale behind the distinct forecast performance of these combination methods. Genre et al. (2013) .
The organization of the paper is as follows. Section 2 contains theoretical results on the asymptotic relationship between different combination methods and the incomparability between combination methods when applied to unbalanced panel data. Section 3 discusses the dataset and data-related issues including imputations of missing data. We evaluate the performance of the newly developed combination algorithms and compare them with some of the extant methods in Section 4, and study the behavior of the on-line algorithms more closely in Section 5.
Section 6 concludes.
COMBINATION METHODS AND IMPLIED IMPUTATIONS

COMBINATION METHODS AND THEIR ASYMPTOTIC RELATIONSHIPS
In this subsection, we study the asymptotic relationships between the AFTER algorithms, the BG algorithm, and SA method. Suppose there are n forecasters. y t is the variable of interest at time t (t = 1, ⋯ , T) and ŷ j,t is the forecast of y t made by the jth forecaster at time t − h, where h is a positive integer indicating forecast horizon 3 . The forecast combination problem is how to assign weights to these n forecasters at time t + 1 after observing y τ , ŷ j,τ and the associated forecast errors e j,τ = y τ − ŷ j,τ for τ = 1, ⋯ , t and j = 1, ⋯ , n.
A popular solution to the forecast combination problem is the Bates 
The newly developed s-AFTER algorithm proposed by Yang (2004) aims to pick the best few forecasters by minimizing the square loss function. According to Yang (2004) , when the errors are normal and the variances are estimated, the weights of s-AFTER are estimated by
where is the size of the training sample.
In this scheme, the lower the value of ̂, 2 , the higher the weights.
Also, the latest squared forecasts errors are evaluated relative to its estimated expected value ̂, 2 .Thus, a large squared forecast error relative to its estimated expected value is interpreted as a sign of potential deterioration of the particular forecaster's performance. As a result, the contribution of that forecast to the combination is exponentially reduced, see also Zou and Yang (2004) . for all . The above expression is almost identical to the s-AFTER algorithm defined by Yang (2004) Along the same line, Wei and Yang (2012) sample relationship between L 1 -AFTER and s-AFTER:
It is obvious that the difference between ω j,t+1 L 1 −AFTER and ω j,t+1 s−AFTER stems from the discrepancy between E|e j | and σ j , or the difference between the absolute loss and the square root of the square loss. Note that E|e j | − σ j 0 by Jensen inequality provided that e j is unbiased and Var(|e j |) ≠ 0.
Hence{1 + σ j −1 (E|e j | − σ j )} −(t−t o ) > 1 works as a mediating factor to counteract the impact of diminishing ω j,t+1 s−AFTER due to an outlier so that ω j,t+1 L 1 −AFTER is less sensitive in the presence of forecast outliers, certeris paribus.
INCOMPARABILITY OF COMBINED FORECASTS IN UNBALANCED PANELS
The discussions in the previous subsection pertaining to the For simplicity, suppose that an analyst observes forecasters, the earliest time at which forecast data are available is = 1 while the latest time at which forecast data are available is = . Due to entry and exit of forecast experts from time to time, the data is unbalanced in the sense that forecast data may not be available for some forecaster at some time . Now suppose s-AFTER algorithm is applied directly to an unbalanced data set with its weights given by s-AFTER for an unbalanced panel:
, otherwi e = ̂+ 1 − indicating that s-AFTER algorithm applied to unbalanced panels generated implicit values ̂, +1 * ( ∈ +1 ) for missing data in such a way that the s-AFTER weighted average of imputed values equals to the its counterpart of observed data at time + 1. Again, past data for individuals whose current forecasts are missing are assumed to be available. In particular, if only one data point is missing, then s-AFTER algorithm impute it with the weighted average by s-AFTER algorithm of the observed data.
We can now safely conclude that SA, BG, and s-AFTER are not comparable when directly applied to an unbalanced panel because they are implicitly using different (balanced) data sets. This conclusion also holds for other combination procedures in general. Consequently, existing results on evaluating the performance of various combination methods may be misleading when these results are applied directly to unbalanced panels. At the very least, great care and caution must be taken to interpret these empirical results. Finally, the results in this subsection suggest that the issue of unbalanced panels must be addressed properly before comparing combined forecasts by various procedures. From the 39 regularly surveyed variables in SPF, we select the growth rate of real GDP (RGDP), seasonally adjusted annual rate of change for GDP price deflator (PGDP), the CPI inflation rate (CPI), and the seasonally adjusted quarterly average unemployment rate (UNEMP) as our target variables. For each variable, we examine the forecasts made for the current quarter and the following 3 quarters, starting from the fourth quarter of 1968 (1968 to the third quarter of 2011 (2011:III).
MISSING DATA AND IMPUTATIONS
As shown in the previous section, different forecast combination methods, when applied to incomplete panels, implicitly impute the missing forecasts differently. It is easy to see that the amount and pattern of missing data directly determine the extent to which the comparison results are affected. ], where ̅ is the mean forecast at time .
Intuitively, a missing individual forecast is replaced by an adjusted mean forecast for that period. The adjustment is made according to the recent average deviation of the forecast made by that forecaster from the mean forecasts. This method is superior, in principle, to the first method, because the imputed value for a forecaster incorporates both the common component and idiosyncrasy of that forecaster. In particular, if a forecaster tends to produce forecasts that are far from the average, his or her imputed forecasts would reflect that characteristic.
Note that both imputation methods have to be implemented in real time just like the combination methods. This presents no problem for the first imputation method. But for the second method, the excessive amount of missing data even after imposing the participation requirement makes it for ≥ + 1 (3.1) from which it is evident that previous forecast errors, which affect 
PERFORMANCE OF COMBINATION METHODS
MEASURING THE PERFORMANCES OF COMBINATION METHODS
To thoroughly evaluate the performance of the new combination methods like the AFTER algorithms and the machine learning algorithm MLS, we conduct a real time forecast combination exercise using several popular existing methods in addition to the new methods. In addition to the simple average method (SA), we consider Bates and Granger's method (BG), as well as median (ME), recent best (RB), and trimmed mean (TM) methods. SA is such that the combined forecast is the simple (equally weighted) average of individual forecasts. ME method uses the median of individual forecasts as the combined forecast. RB is the combined forecast that is set to be the forecast made by the individual forecaster who enjoys the best past performance as measured by MSE as of last period. TM selects the mean of the pool of individual forecasts after the maximum and the minimum forecasts are removed 7 . BG method and the AFTERs algorithms are implemented as detailed in Section 2.
The MLS method is implemented according to Algorithm 1 in Sancetta (2010) . The core step in the algorithm is to compute the currentperiod weight (before shrinkage) where is the learning rate parameter, and is a parameter that controls the speed of learning. In the final shrinkage step that gives the final current-period weight used for combination , +1 , all the , +1 ′ s that are lower than a predetermined small threshold ( / , which is controlled by parameter ) is replaced by the threshold value / , and the remaining weights are scaled such that all weights add up to 1.
In the MLS method, the gradient of the loss function ∇ ( ), together with learning rate controlled by the power parameter α, is used in the first update to generate the ex post combination weight, which are 7 We have also considered the Winsorized mean method where the top and bottom 5% of individual forecasts are trimmed and replaced by the remaining forecasts that is closest to the trimmed ones at both ends. Note that winsorization maintains the variability of individual forecasts more than trimming. We do not report results associated with Winsorized mean because they were similar to TM.
then projected on a pre-specified subset in second update (shrinkage) to ensure that all the weights are bounded by some threshold constaint. The MLS, like the BG method, aims to achieve the best forecast combination.
As simple average often provides a very good benchmark, we compare the performance of other combination methods against that of the simple average method using the relative MSE measure, cf. Genre (2013).
For any combination method, the relative MSE is the ratio between the MSE of the combined forecasts produced by that method and the MSE of 
COMPARISON OF THE ACCURACY OF COMBINED FORECASTS
Comparison of alternative combination methods with special reference to the on-line algorithms is one of the main objectives of this study. We implement the above-discussed algorithms in real time on the Since L 1 -AFTER and h-AFTER are derived using loss functions other than the squared loss, it is necessary to compare their performance with our simple average benchmark using appropriate loss functions. Table 2 provides such a comparison in two panels corresponding to Huber and absolute losses for PGDP and UNEMP. As expected, the losses, when evaluated under the appropriate loss, are smaller than those reported in Table 1 under squared loss. 10 More appropriately, in Figure 3 we have presented the MAE and Huber losses for L 1 -AFTER and h-AFTER respectively, normalized by respective SA losses. The lengths of these bars in Figure 3 are mostly smaller that the corresponding bars in Figure 2 .
However the differences are not big and do not make any difference in our conclusions.
IMPUTATION METHOD AND MISSING DATA RE-EXAMINED
The second imputation method discussed above preserves an individual's tendency to make forecasts that deviate from the cross-section mean. This benefit can only be realized when the forecasters in our sample do indeed have such a tendency, i.e., idiosyncratic biases. By regressing the deviation of individual forecasts from the contemporaneous mean on lagged deviations, we can check to what extent such a tendency exists.
These are reported in However, note that the difference between the missing forecasts imputed by the second imputation method and those imputed by simple average is generally rather small. Even for some of the forecasters whose forecasts consistently deviate from the mean, since the deviations or ̂ may be small, the imputed values are often close to the mean. A similar result was reported in Genre et al. (2013) .
BEHAVIOR OF SELECTED FORECAST COMBINATION ALGORITHMS
A CLOSER LOOK AT S-AFTER, MLS, AND BG METHOD
The results in the previous section clearly show the advantage of the newly developed AFTER and MLS methods in certain cases. It is therefore particularly interesting and informative to compare their behavior to that of the familiar BG method. This comparison is presented in Figures 4, 5 and 6 . In each figure, from top to bottom, we show individual forecasters' squared forecast errors, the evolution of individual forecasters' cumulative MSEs, the weights estimated using the BG method, the weights estimated using the s-AFTER (or MLS) method, as well as squared errors of the combined forecasts produced by the two methods. Figure 4 compares the MLS method with the BG method using current-quarter forecasts of PGDP for subsample 1. In this case, the MLS method performs better than the BG method with 25% lower MSE. As the individual squared errors and MSEs show, individual performances are rather stable and clearly heterogeneous, with the exception of a few quarters in the beginning. The BG method produces stable weights after the first year or two, essentially weighting most of the forecasters equally around 8%. This is the so-called portfolio diversification logic of BG emphasized by Timmermann (2006) . On the contrary, the MLS method puts extremely high weights on the best forecaster who shows persistently good performance. In the beginning of 1978, the previously identified best forecaster showed a small uptick in MSE which led to a drastic down weighting of the forecaster with second best picking up the share of the weight drastically. Subsequently, the weights assigned by the MLS method dropped by nearly 50%, while the weights assigned to this forecaster by the BG method dropped very little. As shown in the comparison of the squared errors of the combined forecasts, the squared error of BG combined forecasts are significantly larger than that of the MLS combined forecasts. A similar event happened again in early 1981, where the MLS combined forecasts showed a smaller error. In addition, we note that starting from 1978, after the deterioration in the performance of the previous top forecaster, the MLS method gave almost equal weights to the two best forecasters, until after 1981 when the previous top forecaster re-established his/her edge. During this period, no significant change happened to the weights assigned to these two forecasters by the BG method. From the above two cases, we see that s-AFTER and MLS methods behave more aggressively in adjusting the weights than the familiar BG method. This makes the algorithms adapt to changes in individual forecasters' performances and adjust their weights in a speedy manner, so that changes in performances get quickly reflected in weights. However, if the changes in performance do not persist into the future, the adjustments made by these algorithms may even worsen the situation. For example, during periods with high volatility, a poor forecaster may produce a highly accurate forecast purely by chance rather than due to forecasting skill.
When a change in performance is less likely to persist or uncertain, the weights should arguably be adjusted cautiously rather than aggressively. A psychological support for this logic can be found in Denrell and Fang (2010) . From a diversification perspective, aggressively adjusting weights creates increased amounts of risks. If structural break happens or a top forecaster happens to behave poorly in one period, the combined forecasts may suffer a huge unexpected loss. Figure 6 provides such an example. In forecasting current quarter RGDP, the best forecaster, forecaster 44, who was receiving nearly 90% of the weight from s-AFTER, made a big mistake in 1979:IV. Even though immediately after this mistake, weight assigned to this forecaster by s-AFTER method dropped to below 1%, there was no chance to avoid a big forecast error in that period. This mistake alone made the s-AFTER inferior over the whole sample on the average compared to BG -even though for all other quarters in the sample, the two forecasts are very close. Interestingly, after the 1979:IV mistake, forecaster 44 vanished completely from combining even though his/her performance continued to be in the middle range. Unlike the model-based forecasts that tend to be more stable and rank preserving, the relatively large psychological component in these expert survey forecasts makes s-AFTER-type algorithms susceptible to such outliers.
In order to see how outliers are accommodated in L-AFTER, we reexamine Figure 
REQUIREMENTS FOR SUCCESSFUL COMBINATIONS
Based on the results in the previous sections, we are able to identify the following conditions, under which the performance-based weighting algorithms are likely to outperform the simple average method.
Firstly, it is crucial that performances of individual forecasters are relatively stable over time and rank preserving. A stricter requirement is that past performance of a forecaster is a good predictor of this forecaster's future performance. This condition is necessary because the performance based weighting methods rely on past performance to predict future performance. In our experiments, we found the predictive power to be very low, and the widespread incidence of missing forecasts in subjective survey forecasts like the SPF data make the value of the combination weights even more tenuous.
Secondly, in order to produce a series of optimally-combined forecasts that outperforms simple benchmarks, the differences in forecasters' performances should be sufficiently large together with widely different correlations in forecast errors between forecasters. Much of these requirements have been discussed in Aiolfi and Timmermann (2006) , and have been corroborated in the burgeoning psychological literature.
11 However, they assume special significance while analyzing the performance of aggressive on-line combination algorithms facing many missing forecasts.
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Thirdly, for weighting methods that generously weight the best forecaster based on past performance, e.g., the AFTER methods, it is necessary that the best forecaster does not make big mistakes. Otherwise, such sparse combining would produce combined forecasts that suffer greatly from such mistakes.
CONCLUSIONS
This study focuses on the performance and behavior of the newly developed AFTER and the MLS methods for forecast combination in unbalanced panels. For monitoring large surveys like SPF or Blue Chip forecasts, these on-line algorithms can be automated such that that learning and adaptation to time-varying relative usefulness of forecasters, old and new, can take place without out user intervention Our aim here is not to run a horse race among alternative combining schemes, but rather to understand the conditions under which alternative forecast combination algorithms can work compared against the simple weighted average.
To have a better understanding of how these alternative algorithms work, we first establish the asymptotic relationship between the new s-AFTER algorithm and the familiar Bates and Granger procedure. We find that under the assumption that the conditional variance of the forecast errors for each forecaster converges to the same value for all forecasters, both the s-AFTER and BG's method operate in a way similar to simple average scheme. However, when heterogeneity in variances is present, there is a simple nonlinear relationship between the two methods. s-AFTER algorithm magnifies the weight assigned to a forecaster by BG method, if the forecaster can be distinguished from other forecasters by good past performance. On the other hand, s-AFTER reduces the weight drastically towards zero if the performance is sufficiently below some data dependent threshold level. Our empirical findings using SPF data illustrate this theoretical result. In many cases, when using the on-line algorithms, only a few top forecasters are given nontrivially positive weight. As a result, this approach has the advantage that it does not require the estimation of a large number of weigh parameters.
We then show that when implementing different forecast combination methods on unbalanced panels, each method implicitly imputes the missing forecasts differently. This makes the performance of the combined forecasts produced by different combination algorithms incomparable. To address this issue, we explicitly impute missing forecasts using a regression method that incorporates individual idiosyncrasies as well as the average forecast of others, and use the same data to evaluate alternative combination methods.
Furthermore, we evaluate these newly developed forecast combination algorithms and examine in details the inner mechanics characterizing the algorithms. The empirical evidence confirms our analytical results on the behavior of the combination algorithms. Our results suggest that these robust on-line algorithms help to reduce the MSE of the combined forecasts, when persistent forecaster heterogeneity and outliers are prevalent in the forecast data. This is achieved mostly because the algorithms are very agile in adapting to recent changes in individual performances and weighting good forecasters aggressively. We find that the on-line algorithms tend perform well at shorter horizons, especially when the other algorithms fail due to volatility clustering, structural breaks, and outliers. In particular, the performances of individual forecasters need to be sufficiently persistent and heterogeneous for the newly developed pattern recognition and machine learning algorithms to deliver maximum improvement in forecast accuracy. Unfortunately, situations in which these conditions will prevail are difficult to determine a priori. Thus, on balance, our evidence suggests that the simple unweighted average continues to be a dependable combination method in summarizing survey data of forecasts provided by large panels with frequent entry and exit of experts. 
