Abstract. Nonlinear filtering is one of the classical areas of stochastic control. From the point of view of practical usefulness, it is important that the filter not be too sensitive to the assumptions made on the initial distribution, the transition function of the underlying signal process and the model for the observation. This is particularly acute if the filter is of interest over a very long or potentially infinite time interval. Then the effects of small errors in the model which is used to construct the filter might accumulate to make the output useless for large time. The problem of asymptotic sensitivity to the initial condition has been treated in several papers. We are concerned with this as well as with the sensitivity to the signal model, uniformly over the infinite time interval. It is conceivable that the effects of even small errors in the model will accumulate so that the filter will eventually be useless. The robustness is shown for three classes of problems. For the first two cases, the signal model is Markov and the observations are taken in discrete time, and the observation is the usual function of the signal plus noise. The last class treated is a continuous time Markov process, with a point process observation.
1. Introduction. Nonlinear filtering is one of the classical areas of stochastic control, and a great deal of work has been done on it. Typically, in either discrete or continuous time, it is assumed that the signal process is Markov and that the observations are corrupted by white noise, assumptions that we retain. A fundamental question from the point of view of practical usefulness is the sensitivity of the filter to the assumptions made on the initial distribution, the transition function of the underlying signal process and the model for the observation. This is particularly acute if the filter is of interest over a very long or potentially infinite time interval. Then the effects of small errors in the model used to construct the filter might accumulate to make the output useless for large time. Suppose that the assumed transition function for the signal process is not correct. Direct methods of comparing the difference between the true optimal filter and the one actually constructed generally use crude bounds which might be useful over a bounded time interval but get at best exponentially growing error estimates as time goes to infinity. Clearly a more subtle analysis is called for. With the classical Kalman-Bucy filter, under observability and controllability, the effects of the initial condition disappear as time goes to infinity. But, regrettably, there is no workable analog of global observability for the nonlinear problem.
The earliest work on the subject of robustness over a long tome interval was that of Kushner and Huang [8] . They worked in continuous time and assumed only wide bandwidth observation and system driving noise. The model for the filter was the natural one based on the weak convergence limit as the bandwidth went to infinity, and they were concerned with the average (mean square or other) errors per unit time for large time. Long term errors for numerical and other approximations to the signal process were also of interest. They reduced the problem to one concerning uniqueness of the invariant measure of the joint (signal, filter) process. If the signal is a Markov process in some locally compact space and one has the standard additive white noise model for the observations then the work of Kunita [7] and Stettner [12] showed that the ergodicity of the signal leads to a unique invariant measure for the filter, but nothing was said about the joint (signal, filter) process. See Stettner [13] for the existence and uniqueness of the invariant measure for the case where the signal is a finite state Markov chain.
We will use the term asymptotic stability to mean that the output of the filter is asymptotically insensitive to the initial condition, assuming that the signal model is fixed. Ocone and Pardoux [11] used the results and ergodicity assumptions of [12] to obtain the convergence, in an appropriate sense, of the output of the incorrectly initialized filter to that of the exact filter as time approaches infinity. In two fundamental papers, Delyon and Zeitouni [6] and Atar and Zeitouni [2, 1] , studied a variety of signal-observation pairs with ergodicity hypothesis on the signal where they prove exponentially fast convergence of the output of an incorrectly initialized filter to that of the correct one. Another recent work on exponential asymptotic stability is Le Gland and Mevel [9] who study finite state Markov chains and under appropriate conditions prove geometric ergodicity of an extended chain, which includes as its states the filter and its gradient. The approach of [2, 1] is based on Hilbert's projective metric and Birkhoff's contraction inequality and provides some remarkable results on pathwise convergence. It requires a rather strong ergodicity condition on the signal, and in most situations it restricts the analysis to signals taking values in a compact state space. One can obtain asymptotic stability of the filter in the absence of the ergodicity of the signal. The classical example is the Kalman filter and some related problems, cf. [11] . Budhiraja and Ocone [5] derive exponential asymptotic stability of the filter for signals which are given as solutions to one dimensional stochastic difference equations. The observation noise is taken to be bounded; however, no assumption is made on the boundedness of the signal. However, in general the question of asymptotic stability in the absence of ergodicity of the signal process is a challenging problem and remains open.
All of the works cited (excluding [9] ) in the last paragraph assumed that the correct transition function for the signal process was used in the construction of the filter. The only variable was the initial condition. In practice, one would rarely know the correct signal transition function, and it is important to know that small errors in the signal model do not have serious effects on the filter output, over an arbitrarily large time interval. Simultaneously, one still would like asymptotic insensitivity to the initial condition of the filter. This paper is devoted to this double robustness problem.
We consider three models, and compare the output of the optimal filter to that for a filter built with an incorrect signal model and initial condition (but with the same observation sequence). The first class, which we treat in section 3.1, is that of a discrete time Markov process observed via a nonlinear functional with additive white noise. The transition function of this Markov chain is assumed to satisfy the one step mixing condition of [2] (see (7) ). The exponential stability for this class had been derived in [2] . In the present work we show that for the general robustness problem the total variation distance between the filter for the misspecified model and the exact filter converges to zero, uniformly in time, as the misspecifications converge to zero. The uniformity in time is the key outcome.
The second result, derived in section 3.2, is for the class of nonbounded signals studied in [5] . Exponential asymptotic stability for this class is known from [5] . For the general robustness problem we show that the infinite time limit of the expected total variation distance between the exact filter and the filter for the misspecified model converges to zero as the misspecifications in the transition kernel and in the distribution of the observation noise go to zero. The result is not pathwise. The main difficulty is that we do not have a contraction in the distance between the filters at every observation update, and when there is a contraction it is random. It turns out (cf. [5] ) that this is sufficient to yield a pathwise asymptotic stability result; however, for the problem of robustness, with respect to the signal model, we need to do an analysis of the contractions in the mean.
The final section of the paper is devoted to a continuous time Markov signal model, but with point process observations. The results are new even if the only misspecification is in the initial condition. The signal is assumed to satisfy a mixing type condition analogous to that used for the first case (see 30). Theorem 4.1 proves the asymptotic stability, and the general robustness problem is treated in Theorem 4.2. The main additional difficulties are due to the facts that the observations can occur at any time and the liklihood ratio is discontinuous at the times of the observations.
The central tools in all the arguments in this work are that of Hilbert's projective metric and Birkhoff's contraction inequality; cf. [3] . These were introduced to the study of asymptotic stability of filters in [1] . For the convenience of the reader we have included, in section 2, a brief overview of the central ideas concerning Hilbert metric which are important in filter analysis.
2. Hilbert's projective metric. In this section we present some preliminary definitions and results concerning Hilbert's projective metric which will be used in later sections. Let S be a Polish space and let M(S) (respectively, M + (S)) denote the space of finite signed measures (finite nonnegative measures, respectively) on S. For µ, ν ∈ M + (S) the Hilbert projective distance between them is defined as
where S is the Borel σ−field on S and we employ the convention that α/0 = ∞ for α = 0 and 0/0 = 1.
Observe that a necessary condition for h(µ, ν) to be finite is that µ, ν are mutually absolutely continuous. In fact it can be shown (cf. [10] ) that a necessary and sufficient condition for h(µ, ν) to be finite for when µ and ν are positive measures is that there exist positive c i , i = 1, 2, such that
Then h(µ, ν) = inf ln(c 2 /c 1 ), where the infimum is taken over all pairs c 1 , c 2 for which the above inequalities hold.
One of the important properties of the Hilbert metric from the point of view of nonlinear filtering problems is that of scale invariance; i.e., for µ, ν ∈ M + (S) and α and β positive numbers, h(µ, ν) = h(αµ, βν). Thus, if µ and ν are conditional distributions arising in a filtering problem, in computing the distance in the Hilbert projective metric it makes no difference whether they are normalized or unnormalized, and we will use this fact where convenient without further comment. The following inequality connects the Hilbert metric with the total variation norm. For µ, ν probability measures on (S, S)
where ||.|| T V denotes the total variation norm on M(S). We refer the reader to [2] for a proof.
Another important property of Hilbert metric which makes it a very useful tool in stability analysis is the following contraction relation due to Birkhoff [3] . Let S 1 , S 2 be Polish spaces and let S 1 , S 2 be the respective Borel σ− fields. Denote the Hilbert metric on M + (S 1 ) and M + (S 2 ) by the same symbol: namely, h. Let,
where
We record one final observation for future use. Suppose that K is defined by
where λ is a positive σ− finite measure on (S 2 , S 2 ) and K :
where same convention as before is employed for α/0; α = 0 and 0/0. The essential supremum in (6) is with respect to the measure λ.
Discrete time signals.
In this section we will consider the asymptotic errors when the observations are taken in discrete time. We will study the asymptotic sensitivity with respect to the incorrect initial condition, incorrect transition function, and incorrect observation noise distribution function. It will be seen that, under appropriate mixing-type conditions on the signal process, the effects of errors in the initial condition eventually disappear, and small errors in the transition or distribution functions cause only small errors in the filter output, uniformly over all time. We will work with two specific signal-observation pairs for which the Hilbert projective metric techniques can be applied. In our first result we consider signals whose transition kernels satisfy the boundedness condition (7), which was used in [2] , which also proved the stability with respect to the initial condition. The second theorem is for a family of real valued signals observed in bounded noise, but which is not necessarily bounded. The stability of the filter for this class with respect to the misspecification of the initial condition alone had been studied in [5] . The second class of examples, although quite special, is interesting in that it shows that the boundedness conditions in [2] are not necessary.
3.1. The signal satisfies a one step mixing condition. Let (Ω, F, P ) be a probability space. Let X n be a Markov chain with a stationary transition probability distribution and a Polish state space S. Let S denote the Borel σ− field on S. Assume that the signal admits a transition probability density G(·, ·), with respect to some σ− finite measure λ on (S, S).
Following the approach taken in [2] , we assume that there exists a probability measure ρ on (S, S) and finite positive constants, c 1 , c 2 , such that for all A ∈ S:
Since the left-and right-hand sides do not depend on the initial state x, the above key condition implies that the signal process has a stong one step mixing property. It would hold, for example, if the signal were a sampled nondegenerate diffusion on a compact state space. Let
be the observation sequence, where H : S → R m is a measurable function and ν n are R m valued mutually independent and identically distributed random variables with a bounded density which we denote by g. (The condition that the distributions be independent of n can be weakened, but the assumption simplifies the notation.)
For fixed y ∈ R m , define the following nonnegative operator K(G, y) on M(S):
Here, µ ∈ M(S) and A ∈ S.
If K(G, y)µ = 0 (i.e., it is not the zero measure), then define the normalized measureK(G, y) := K(G, y)µ/[K(G, y)µ](S). Otherwise set it equal to 0. Denote by Π n the conditional distribution of X n given Y 1 , . . . , Y n . Then it is a simple verification (for a proof see Lemma 3.1 of [5] ) that Π n equals
where p 0 is the distribution of X 0 .
Let {G k } be a sequence of transition probability densities and {p k } a sequence of probability measures on S. Let us write
The following theorem contains the main result of this subsection. It says essentially that if the filter is designed with an incorrect initial condition and incorrect signal transition function, then the pathwise difference between the true optimal filter and the incorrect one over an arbitrarily large or infinite time interval is bounded uniformly in the difference (in a suitable scale) between the correct and erroneous transition function, and initial condition.
Theorem 3.1. Suppose that, ∀x ∈ S and ∀k ≥ 1, G k (x, ·) and G(x, ·) are positive and zero on the same sets. Let ln G k converge to ln G uniformly on the (x, y)−set, where
We begin by noting that
Let us initially consider the second term on the right side of (10) . Using the scale invariance property of Hilbert's projective metric, we have
It is clear from (5) and (7) that
. Using this observation in the above equality, we get
Iterating the above inequality and observing from (7) and (1) 
Consider now the first term on the right side of (10), namely,
The first term on the right side of (12) can be bounded as follows. Define ǫ k by
where B := {(x, y) : G(x, y) = 0}. By hypothesis, ǫ k → 0 as k → ∞. Also the following inequality holds ∀(x, y) ∈ B.
Using the above inequality and (1) it is easy to see that
Combining (12) and (13) yields
Iterating the above inequality and using the observation that h(Π
Combining the above inequality with (10) yields that
This proves (a).
To prove (b) it suffices to show that
1 ) converges to zero. A straightforward inequality shows that
a.e. y. This implies that
The result now follows on combining this observation with (14). Remark 1. Theorem 3.1(a) can be shown to hold if G satisfies, instead of (7), the weaker condition
for some k ≥ 1, where G k is the k-step transition kernel and c 1 , c 2 , A, ρ are as before. The proof is more involved mainly because the contraction coefficient(analogus to δ in the proof of Theorem 3.1) is now a random quantity. However (15) implies that the signal is ergodic and has a unique invariant measure. Also the observation noise sequence is ergodic. From this one can show that the contraction coefficients obtained for successive k-step updates of the filter form an ergodic sequence. One can then apply Birkhoff's ergodic theorem to complete the proof.
A difference equation model.
The result in section 3.1 relies heavily on the mixing and boundedness properties of the signal and the observations played no role in the analysis. However, observations are a critical ingredient in the problem of nonlinear filtering, and should play a central role in any asymptotic analysis. Each time the filter is updated the observations recenter the distribution in an interval of the observed value and hence, intuitively, if the observations are "good" they should help the convergence of the output of an incorrectly initialized filter to that of the correct filter, and aid in stabilizing the effects of model error as well. One such model was studied in [5] , and it was shown that the filter is asymptotically independent of its initial condition. In this subsection we revisit that example from the perspective of a more general robustness in the infinite time limit. Although the model is one dimensional, it is nonlinear and the observations play a crucial role.
Let (Ω, F, P ) be a probability space on which are defined two sequences, {ξ n } ∞ n=1
and {ν n } ∞ n=1 , which are mutually independent, and each has independent and identically distributed components. We assume that both ξ 1 and ν 1 have bounded densities with respect to Lebesgue measure, denoted by f and g, respectively. Furthermore, following the approach in [5] we assume that there is an M < ∞ such that (A.1) supp g ⊆ [−M, M ]. Let X 0 be another real-valued random variable on the above probability space, independent of both {ξ i } and {ν i }, with law p 0 . The signal {X n } ∞ n=0 is defined as
We use the assumptions of [5] , where m and σ are real-valued and Borel measurable and are assumed to satisfy (A.2)
The observations on the signal are given by
Next, in order to get the filter update formula we introduce the following linear operator. For u, v ∈ R, define the operator K by
As before, define the nonlinear operatorK to be the normalization of K. DefineKµ = 0 if Kµ = 0. For n ≥ 2, let K n denote the operator K(Y n−1 , Y n , f, g, m), and letK n denote its normalized form. Finally, for P (R) denoting the family of probability measures on R, define
and letK 1 denote the normalized form. Let Π n denote the conditional distribution of X n given Y 1 , . . . , Y n . Then it can be shown that, with probability one,
Now let {g k }, {f k }, {m k } be sequences of maps from R → R, where for every k, f k is a probability density, and g k is a probability density with support
denote the respective normalizations. Let {p k } be a sequence of probability measures on R and define
and suppose that Eρ k (a + b|ξ 1 |) → 0 as k → ∞ for all positive a, b.
Suppose that for all positive a, b, Eρ * (a+b|ξ 1 |) < ∞. Finally assume that m k converges to m uniformly on R. Then
Remark 2. We note that the condition S = ∞ with probability one is satisfied, for example, if p k is mutually absolutely continuous with respect to p for every k. The above stated conditions on f, f k are satisfied, if for example, f ∼ N (µ, σ), f k ∼ N (µ k , σ k ) and µ k , σ k converge to µ, σ, respectively, as k → ∞. More generally, if we have the common forms g k (x) = e −φ k (x) and g(x) = e −φ(x) (and analogously for f (·) and f k (·)), then the conditions on the convergence of the logs of the densities become conditions on the convergence of the φ k (·), and we can see that they are not too stringent.
Proof of Theorem 3.2. By (3) and the triangle inequality for the total variation norm, we have
From Corollary 3.3 of [5] we know that for all k, h(Π
n , Π n ) converges to zero with probability one as n → ∞. This immediately yields L 1 convergence, of the second term in the above inequality, for each fixed k. Therefore it suffices to consider the first term in the above inequality.
Observe now that (as in Theorem 3.1)
We will now consider the second term above. From Birkhoff's contraction inequality, we know that it can be at most,
Also, using the definition of C(·) and (18), σ(y) ) ≥ f . In view of (21) it then follows that
This implies that
Using the above inequality for the second term on the right side of (20) we have that 
Now define σ(y) ≤ a(ξ n ), it follows that for such x, y,
Using the inequalities, (24) and (25) in the representation for K (k) n ν(A) (see (23)), we have that
The above inequality yields that
This observation in conjunction with (22) when used on the right side of (20) gives
Iterating the above inequality, we obtain 
Taking expectations we get
E[h(Π (k) n , Π [p k ] n )] ≤ 2(Eρ k (a(ξ 1 )) + ρ k )/(1 − δ),
) This proves (i).
We now prove (ii). As in the proof of (i), we have the inequality:
The second term converges in L 1 as n → ∞ for each fixed k. Hence, it suffices to consider the first term. Again, an application of the triangle inequality as in (i) yields
Finally, consider the first term in the above inequality. By definition, K
We have by a straightforward application of a triangle inequality that for all
σ(z) )| is bounded above by the sum of
In view of the definition (19), the first of these terms is bounded by ρ k (a(ξ n ) + 1). In view of the Lipschitz condition on f , the second term is bounded by ρ * (a(ξ n )+1)δ k /σ.
Using this observation in the representation of K
n−1 (i.e., the expression (28) along with (24), we have that
Using the above inequality in (27) we have that ∀k
Iterating the above inequality and taking expectations, we get
The proof now follows on observing that
4. Continuous time signals with point process observations. In this section we will examine the filter robustness properties for a continuous time signal where the observations are a point process. The signal satisfies one step mixing type properties similar to those used in Theorem 3.1. The first result on asymptotic stability (Theorem 4.1) shows that asymptotically the filter output does not depend on the initial condition. It is the point process analog of the results in [1] , and is new. The proof uses the Hilbert projective metric and Birkhoff's contraction coefficient. The basic convergence result is pathwise. The main difficulty is that the contraction in the total variation distance between the filters is given from the time of one observation to the next, but the contraction is not uniform since the observations times are not equally spaced; the observations can occur at any time. Because of this the initial analysis is in the mean. Nevertheless, one can recover the almost sure convergence on noting that the distance in the Hilbert projective metric is nonincreasing. In the second theorem of this section we consider the general robustness problem. The analysis is more involved since one needs to keep track of the errors caused by the incorrect transition function, continuously in time, since the observations can occur at any time.
The precise model is the following. Let (Ω, F, P ) be a probability space and let {X t , t ≥ 0} be a cadlag Markov process on this space taking values in a Polish space S. Let S be the Borel σ-field on S. We assume that {X t , t ≥ 0} has a stationary transition density, denoted by G t (x, y), t ≥ 0, with respect to some σ-finite measure m on (S, S). The distribution of X 0 is denoted by p 0 . We assume that there exist maps
and ∀t ∈ (0, ∞) and for x, y ∈ S
where 0/0 = 0.
Condition (H) is not very restrictive since a, b are arbitrary. The observation process {Y t , t ≥ 0} is assumed to be a real-valued (right continuous) Poisson process with intensity λ(X t , Y t ), where λ(·) is assumed to be bounded from both above and below, i.e., for all x ∈ S:
We note that the vector-valued observation case is treated in the same way, and with the same result, but we wish to keep the notation simple. To obtain a representation for the filter, we use the usual measure transformation method and introduce another probability space (Ω 1 , F 1 , P 1 ) on which we define a copy of the process X t , denoted by X (0) t . Let (Ω, F, Q) be the product space: (Ω, F, P )⊗(Ω 1 , F 1 , P 1 ). We define processes {X t , Y t , t ≥ 0} and {X (0) t , t ≥ 0} on the extended space in the usual manner. By construction, the process {X
denote the conditional distribution of X t given σ{Y s , 0 ≤ s ≤ t}. Let q be a real-valued, measurable, and bounded function on S. It is well known (cf. [4] ) that Π (p0) t can be written as
where ∆Y s = Y s − Y s− . The empty product is defined to be unity. Now let p 1 be an arbitrary probability measure on (S, S) and introduce a Markov process on (Ω 1 , F 1 , P 1 ), denoted by {X 
The following result states that the effects of the initial condition disappear as time goes to infinity.
) converges to 0 with probability one as t → ∞.
Proof. We begin by noting that Π (pi) t , i = 0, 1, can be recursively obtained as follows: Let T 1 , T 2 , . . . be the jump times of the Poisson process {Y t , t ≥ 0}, and define T 0 = 0. For j ≥ 1, define τ j = T j − T j−1 . Let q be a bounded real-valued measurable function. For s, t ∈ [T j , T j+1 ), s < t, j ≥ 0, i = 0, 1, we have the following equality:
where c is some normalizing constant. For s ∈ [T j , T j+1 ), t = T j+1 we have
The first equation yields that for any positive-valued and measurable function q and s, t ∈ [T j , T j+1 ), s < t and j ≥ 0,
By (4), (6) , and (31) we have the inequality
Similar considerations show that for s ∈ [T j , T j+1 ) and t = T j+1 ,
The above inequalities show in particular that h(Π
) is nonincreasing in t. This observation and assertion (a) yields assertion (b) via the monotone convergence theorem.
Now letting
Denoting σ{X t , t ≥ 0} by F X , we have for every m > 1,
Since E[I (τj ≤a) |F X , T 1 , . . . , T j−1 ] is at most 1 − e −aλ1 , we must have that
Tn ) is finite, since from (30) and the proved monotonicity of the Hilbert distance it can be at most 2[ln f 2 (a)/f 1 (a) + (λ 2 − λ 1 )a], which is finite by hypothesis. Hence, it follows that
Tn )|F 0 ] converges to zero with probability one as n → ∞, where F 0 := F X ∨ σ{m, T 1 , . . . , T m }. This will imply that h(Π
Tn ) converges in probability to 0. Then the proved monotonicity property of h(Π
) converges with probability one as t → ∞. We begin by observing that for n > m(ω),
Observe that
which is finite by hypothesis.
, we can write
Finally, observe that for every i > m(ω)
This implies that there exists a constant γ < 1 such that
Tn )|F 0 ] → 0 a.s., which completes the proof.
Remark 3. The hypothesis (H) is satisfied if {X t , t ≥ 0} is a diffusion on a compact Riemannian manifold with smooth drift and diffusion coefficients and a strictly elliptic generator, as shown in [2] .
In the final part of this section we consider the above filtering problem, where in addition to an incorrect initial condition, there is a misspecification in the transition kernel. Let G t be as before and replace (H) with the following stronger condition (H1).
There exist maps
f1(t) < ∞, and ∀t ∈ (0, ∞) and for x, y ∈ S
Let G (k)
t , k ≥ 1, be a sequence of transition probability kernels, and let p k , k ≥ 1, be a sequence of probability measures on (S, S). Let (Ω 1 , F 1 , P 1 ) and (Ω, F, Q) be as before.
For k ≥ 1, define the Markov processes {X (k) t , t ≥ 0}, on (Ω 1 , F 1 , P 1 ) with initial distribution p k and transition probability kernel G
and define the probability measure Π (k) t as follows: For A ∈ S,
Finally, for later notational convenience, on (Ω 1 , F 1 , P 1 ) we define Markov processes {X t , t ≥ 0} with initial distribution p k and transition probability kernel G t . They are also independent of {X t , Y t , t ≥ 0}, under Q. Define L t as in (36) and (37) by replacing (k) with [k] . We will assume the following condition on the kernels G
Condition (H2) says that the distance (in a log scale) between G t (·) and G (k) t (·) is small for large k uniformly for t in some interval containing the origin. The theorem says that the outputs of filters (with the same observation process) but built under different assumptions on the transition kernel for the signal process, will eventually be close with a high probability if the two kernels are close in the given metric, irrespective of the (different) initial conditions. Theorem 4.2. Assume that (H1) and (H2) hold, then ∀δ, 0 < δ < δ 0 , there exists a sequence of stopping times, t n , with respect to the filtration σ{Y s : s ≤ t}, increasing to ∞ and satisfying |t n+1 − t n | < δ, with probability one and such that
for every ǫ > 0. In fact, given t n , t n+1 equals the time of the next observation if this occurs no later than δ units of time later; otherwise it is t n + δ.
Proof. For notational simplicity we present the proof for the case where λ(x, y) ≡ λ(x). Let {T n } continue to denote the jump times of Y . Define t n as in the theorem statement. More formally, set t 1 := T 1 ∧ δ and for n > 1, define t n := t n−1 + (T * n − t n−1 ) ∧ δ, where T * n := inf{T j : T j > t n−1 }. Observe that t n − t n−1 ≤ δ and t n increases to infinity with probability one. We begin by observing that the triangle inequality implies that
By Theorem 4.1, for each fixed k the first term converges to zero with probability one as n → ∞. Therefore it suffices to consider the second term. For the second term we will show that
Clearly, this will give the desired result. Let τ * n := t n − t n−1 . Define a sequence of nonnegative operators, {K n } n≥1 , on M(S) as follows. For a measurable function q : S → [0, ∞) and µ ∈ M(S), t n ∈ {T j ; j ≥ 1}, set
Otherwise, for t n ∈ {T j ; j ≥ 1}, set n in a similar fashion by replacing
tn−1 . By applying the triangle inequality to the first term on the right side of (38), we have
Now we will obtain an upper bound for the first term on the right side of the above inequality. Assume initially that t n ∈ {T j ; j ≥ 1}. Then for x ∈ S and q as before, and letting δ x denote the Dirac measure at x, K The above representation yields that K (k) n (δ x )q equals
where the expectation is over everything but τ * n . Next observe that the expectation inside the multiple integral above can be written as u (x, y) ≤ e ρ k G u (x, y).
Using this observation in (44) we obtain that K Furthermore, the upper bound is bounded above by exp {ρ k + λ 2 τ * n (e ρ k − 1)} K n (δ x )q, and the lower bound is bounded below by exp −ρ k + λ 2 τ * n (e −ρ k − 1) K n (δ x )q.
On recalling the definition of the Hilbert projective distance, using (2) , and noting that τ * n ≤ δ, these bounds yield
Recall that we have proved the above inequality for t n ∈ {T j : j ≥ 1}. However, it is easy to see that the inequality continues to hold for t n ∈ {T j : j ≥ 1}. 
Next note that
Also, as in Theorem 4.1 (see the arguments following inequality (34)), E Q δ n F X , t 1 , . . . , t n−1 ≤ 1 − γ * P τ * n ∈ [δ/2, δ] F X , t 1 , . . . , t n−1 , f 2 (t)/f 1 (t).
Also P τ * n ∈ [δ/2, δ] F X , t 1 , . . . , t n−1 > P Y tn−1+δ − Y tn−1 = 0 F X , t 1 , . . . , t n−1 .
The last term on the right is obviously greater than e −λ2δ . Therefore, E Q δ n F X , t 1 , . . . , t n−1 ≤ 1 − γ * e −λ2δ =: κ.
Using this observation in (48), we get
This proves (39) and hence the theorem.
