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ABSTRACT 
This thesis is concerned with the theoretical development of efficient 
optimisation techniques and computer program algorithms that are practically 
applicable to short-term generation scheduling in large scale mixed hydrothermal 
power systems. It contains the intensive results of the research project obtained 
on application of various mathematical programming methods to the short-term 
hydrothermal generation scheduling problem. All the work was carried out at 
the University of Durham. 
The algorithms developed are used in operation planning process for 
determining the loading schedules of all the generating units over a daily and 
weekly period in a hydrothermal power system to meet the forecasted load 
demand while maintaining the minimum production and operating cost. The 
scheduling problem is modelled in great detail. Cascaded reservoirs in a multi- 
river hydro subsystem are modelled with its operating constraints. The entire 
hydrothermal generation scheduling is formulated as a large-scale, dynamic, 
mixed-integer programming problem. By applying the solution methodology 
of Lagrangian relaxation based on mathematical decomposition techniques, the 
hydrothermal scheduling problem can be decomposed into hydro and thermal 
subproblems. This makes it possible to exploit the special features of the 
subproblems and to solve the entire optimisation problem very efficiently. 
For thermal subproblems, dynamic programming and merit-order schemes 
were proposed. To exploit the network structure of the hydro subproblems, the 
network flow concept was used. The simplex method on a graph, a minimal 
cost out-of-kilter network flow algorithm and a sparse dual revised simplex 
method were applied. To take into account the small nonlinearity in the hydro 
subproblems, the Frank-Wolfe method was used. The Lagrangian relaxation 
technique was also used to solve the purely thermal unit commitment problem 
i 
and generation scheduling in a purely hydroelectric power systeni. Above all, 
several efficient solution procedures were developed for the coordination of the 
master problem, these algorithms ensure the feasible and near-optimal solution 
of hydrothermal generation schedules. 
The application of these algorithms to some hypothetical test systems and 
a case study with some data from Swedish power systems has been described. 
Typical results for these test systems are presented and the computational 
requirements discussed. Comparisons between the different algorithms are also 
given together with the suggestions for future work. 
ii 
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CHAPTER1 
GENERAL BACKGROUND 
1.1 INTRODUCTION 
This chapter describes conceptually the problem of short-term hydrother- 
mal generation scheduling and other related areas of work. It briefly describes 
the problem of optimal economic operation of electric power systems and its 
importance in the operation and control of electric power systems. The re- 
quirement for the short-term generation scheduling in a hydrothermal electric 
power system is discussed. The main areas that the hydrothermal generation 
scheduling is related to are presented here to give a clear background knowledge 
of the problem. The unit commitment problem is then briefly described and 
the application of optimization techniques to this problem and hydrothermal 
generation scheduling problem is introduced. 
This work is part of the Operational Control of Electric Power System 
(OCEPS) project which will also be briefly introduced in this chapter. The 
chapter therefore sets the background knowledge for the thesis and gives a brief 
description of the thesis layout. 
1.2 INTRODUCTION TO ELECTRIC POWER SYSTEMS 
As a very pure form of energy, electrical energy has gained an undoubted 
importance in the current century and is used in most domestic and industrial 
areas. The energy needs in our modern society are now supplied mainly in 
the form of electrical energy as it is preferred, in most applications, to other 
types of energy. More and more very complex power systems have been built 
to meet the ever increasing electrical energy requirement. 
-I- 
The objective of power system operation and control is to maintain a 
continuous balance between electricity generation and a constantly varying elec- 
tricity demand while maintaining system frequency, voltage levels and security, 
and this must be achieved at a minimum production cost. It is the role of 
so-called energy management systems (EMS) to realise these principal objectives. 
These requirements can be stated more fully as follows: 
" The continuity of the electricity supply (security)- 
" The quality or the constancy of the electricity supply. 
" The optimality of the economic operation of electric power systems at 
all times provided the above two constraints are met. 
The quality of the electricity supply implies that any variation of voltage 
and frequency of electric power systems should be maintained within a sufficiently 
small and acceptable margin. 
The optimal economic operation of electric power systems must be carried 
out mainly for the benefit of power industries and is aimed to generate the 
electrical power to meet the load demand while achieving a minimum production 
cost. 
A further difficulty arises out of the variable nature of the consumer 
power demand (load) coupled with the non-storable nature of electrical energy. 
This calls for continuous adjustment of electricity production, but in such a 
manner that the demand is met within the three constraints outlined above. 
To conclude, in order to operate power systems in the best way, the 
fundamental problem that power system operation engineers always face is to 
ensure that the consumer's demand is met at the lowest possible cost compatible 
with adequate continuity in supply and sufficiently small frequency and voltage 
deviation in power systems. More recently, an additional constraint has been 
applied, namely, lower sufficiently the impact on the environment. 
- 
As modern electrical power systems have become more and more com- 
plicated and more heavily interconnected, the monitoring and control of an 
electrical power system has necessitated extremely sophisticated solutions. To 
ensure the optimality, security and reliability of electrical power generation, 
transmission and distribution systems, the appropriate mathematical modelling 
and powerful computer hardware are required, and most important of all, an 
integrated approach to software implementation is demanded. As a result, 
the on-line computer- ass iste d control of large scale electrical power systems and 
networks represents a significant real time processing problem in the information 
technology area. 
The availability of not too expensive computer hardware and the ever- 
growing importance of energy management systems has resulted in a widespread 
adoption and development of sophisticated monitoring and control systems 
throughout the power utilities. A research programme has been developed over 
a long period of 15 years by the research group in the University of Durham. 
This research has led to the production of a comprehensive software package, 
termed OCEPS software suite, for on-line analysis, simulation, operation and 
control of large scale generation, transmission and distribution systems. 
The main objective of this software is to satisfy the three above mentioned 
requirements but it also can serve as an operator training vehicle or simulation 
facility. 
Following many years of research experience on the implementation and 
development of the programs for individual elements of the control problem 
in power systems operation, it became apparent that some of the aspects of 
control function interaction could not be studied using individual control function 
modules. As a consequence, all the aspects of the simulation, monitoring and 
control functions are now coordinated in a real time control package by passing 
data between the modules or, wherever necessary, between computers. To 
verify the performance of this software implementation, the real time dynamic 
simulation of a typical power system including generators, other plant and a 
transmission network is used as a realistic testbed to analyze the performance 
- 
of the control functions. The real time approach has numerous advantages 
since this integrated real time approach has enabled the development and the 
analysis of the monitoring and control algorithms in a realistic environment and 
has lead to a software package with high computational efficiency. The major 
software modules include the following: 
" Power system simulation 
" Topology determination and data validation 
" Observability determination 
" State estimation 
" Load prediction (forecasting) 
" Load flow studies 
" Unit commitment 
" Economic dispatch 
" Automatic generation control (Load frequency control) 
" Security assessment 
" Emergency rescheduling 
" Load shedding 
" Fault studies 
The OCEPS software development and hardware configuration are repre- 
sented in Diagram 1.1-4. Diagram 1.1 shows the major functional elements of 
the OCEPS suite in detail both on simulation, analysis and control, whereas a 
simplified overall scheme is illustrated in Diagram 1.2. The hardware configu- 
ration on which the OCEPS programs reside is shown in Diagram 1.3, and the 
time scale of the functional elements in the real time operation and control of 
power systems is illustrated in Diagram 1.4. 
The particular area investigated in this project is short-term generation 
scheduling in hydrothermal power systems. In the OCEPS scheme, the 
hydrothermal generation scheduling belongs to the area of generation control 
and load shedding subsystems as illustrated in Diagram 1.5, and the project 
is one of the topics of operational planning of power systems. At 'the start 
of this work, tools already existed in OCEPS for thermal unit commitment, 
- 
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economic dispatch and other optimal operational functions but the algorithms 
for hydrothermal unit commitment had not been previously implemented. 
1.3 OPTIMAL OPERATION OF A POWER SYSTEM 
The main objective, as mentioned above, during the operation of any 
electrical power system, is to supply the electrical energy to the consumers 
with maximum safety, maximum continuity and minimum production cost. The 
safety aspect is largely a matter of the electrical equipment design, supple- 
mented by relay protection systems and electrical and mechanical interlocking 
arrangements, and is little affected by operational considerations. Maximum 
continuity and minimum production cost, however, are largely contradictory 
requirements. Maximum continuity implies having more generation and trans- 
mission capacity available than is required by system demand to ensure the 
"security" of the system, thereby preventing the collapse of the system due to 
sudden unforeseen events; whilst minimum production cost implies operating 
with the minimum amount of generating capacity and units as possible. The 
capital cost of the power plant has, of course, already been incurred during 
the construction and will not really affect the operation of power systems, as 
a result, the short-term future operational requirement is considered to involve 
only the operational production cost. Thus the economic generation schedule of 
units must be decided and this result serves as an auxiliary tool for the "real 
time" operation and control of electric power systems. This is exactly the task 
of the optimal operational planning and real time economic dispatch, i. e. the 
optimal operation of electrical power systems. 
The complex problem of the overall control in which the maintenance 
of electricity supply quantity and quality is of more importance than economic 
factors to ensure the security and quality of power systems, has resulted in a 
division of the research into two main areas: network control and operational 
economics. Network control includes transmission switching, voltage, power 
factor, frequency and individual power plant control and is of prime importance 
over operational economics for without reliability in this field, the consideration 
of operational economics is of no value at all. However, once the requirement of 
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reliable system operation is satisfied and provided the power system has surplus 
generation and transmission capacity, there are large financial benefits which 
may be achieved from the economic allocation of the load to each power plant 
and generating unit and this can be achieved through the economic operation 
of the power system. 
The problem of how to achieve the efficient and optimum economic 
operation of electric power systems has always occupied a very important 
position in an electrical power industry. Nowadays, more and more very 
complex power systems have been set up to meet the ever-growing electrical 
energy requirement, the increasing importance of the energy and the magnitude 
of the expenditure associated with the construction and operation of the power 
systems have created a very urgent necessity to operate the electrical energy 
systems in an optimal economic manner. The greater the capacity of the 
power system, the greater the potential for optimal economic operation. The 
ever-increasing size of power systems make it clear that a saving of a small 
percentage in the operation of a large sized system represents a significant 
reduction both in the operating cost as well as in the quantities of the fuel 
consumed, also the complexity and interconnectedness of power systems make it 
ever more necessary to have an accurate and efficient optimal operation solution. 
1.4 OVERVIEW OF THE OPTIMIZATION METHODS 
Optimization belongs to the branch of the applied mathematics. The 
research on the application of optimization initially began as early as in the 
eighteenth century, but it is only until 1940's, during the World War II, that 
with the development on digital computers, advanced optimization methods 
began to flourish. The simplex method by G. B. Dantzig in 1951 marks the 
beginning of numerous publications on optimization methods. 
The economic operation and planning of electric power systems is one of 
the important application fields for optimization methods. The complex opti- 
mization problems associated with the operation and control of power systems 
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have been the subject of considerable research for many years. Many mathemat- 
ical programming techniques have been applied to the solution of operational 
planning problems in power systems, especially since the advent of high-speed 
digital computers. Recently, the rapid development in applied mathematical 
methods and the availability of high computational capacity and speed have 
made it possible to solve large scale optimization problems efficiently. Most of 
the complex optimization problems associated with the economic operation of 
electric power systems have been solved successfully. The solution for a large 
sized power system optimization problem becomes practical and "feasible". The 
methods employed in the field will be reviewed in the following chapters with 
respect to the particular application area. 
1.5 TOPICS OF OPTIMAL ECONOMIC OPERATIONS 
One of the most important aspects in optimal economic operation of power 
systems is the subject of selection of the combination of all the generating units 
to be committed for running or decommited for shutting down (or banking), 
and at the same time, to meet the load demand request, reserve requirement 
and other security constraints. The loading level of these committed units 
must then be scheduled to give a minimum total production cost subject to the 
physical and operating constraints imposed by the units and the system while 
satisfying the load demand level. This is known as the unit commitment and 
economic dispatch problem or in another words, generation scheduling. 
For a particular load and a set of network conditions, an optimal 
combination of generators can be determined by examining the difference in 
their operational characteristics. Load variations consequently necessitate the 
calculation of new optimum generation dispatches. Since the load pattern 
displays regular daily and weekly cycles, demand forecasting can be very effective 
in predicting the new day's load curve. This can enable the approximate 
estimation of the required future generation schedule. A subdivision within the 
allocation problem is also necessary. The unit commitment must be made at 
least several hours in advance, in order to allow the sufficient time for plant 
to be run up and synchronized prior to being brought on-line. When a more 
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accurate estimate of the immediate load demand is available, the generator 
output level must be decided. This allocation of committed generation is the 
task of economic dispatch program which will calculate each generator output 
so that all the operating constraints will be satisfied and the total production 
cost minimized. 
Both the unit commitment and economic dispatch functions are subject 
to many operating constraints and have a common aim, i. e. to minimize the 
total production cost. Ideally, these two functions can be incorporated into 
the advanced computer control schemes as shown in Diagram 1.1-4 of the 
OCEPS project, but often they can be manually controlled in real time power 
system control schemes. The process may begin through the result of load 
prediction, if a large variation of the consumer load demand is detected, the 
unit commitment program is started to decide the startup and shutdown of 
the units to achieve a minimum production cost, while the economic dispatch 
decides the loading levels of available committed units to minimize the total 
operating cost of generation. The time scale of these optimization functions 
is implemented depending largely on optimization techniques applied for the 
allocation of unit power outputs, it can permit the separate consideration of 
these two problems. As can be seen from Diagram 1.4, the plant ordering 
or unit commitment schedule is decided typically 2 to 4 hours in advance, 
whereas the plant loading and dispatch decision is made normally as frequently 
as possible typically in every 5-10 to 30 minutes. 
The relative importance of unit commitment and economic dispatch in 
the minimization of the total production cost depends, to a large extent, on 
the plant characteristics. In the case of multivalve prime-movers, the operation 
of the plant in a discontinuous mode may be avoided or reduced by variation 
of the loading on individual sets to correspond to the daily load curve thus 
reducing the unit st artups- an d-shut downs. If the nonlinear generator fuel cost 
function is considered, this will result in economic partial-load operation, and 
consequently the control of startup and shutdown of the plant will be more 
crucial in daily operation. 
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A further complication in obtaining an optimal solution to the unit 
commitment problem is the requirement in a hydrothermal power system to 
coordinate the operation of hydro power stations with the operation of thermal 
generation system in order to achieve an overall optimal solution. In this con- 
text, the generation scheduling problem is either termed the hydrothermal unit 
commitment, hydrothermal generation scheduling or hydrothermal scheduling in 
short. 
The hydrothermal scheduling problem is very different from the purely 
thermal power generation scheduling as it actually involves the planning of the 
usage of a limited resource (i. e. the water resource) that has a negligible 
operating cost over a specified optimization period. In the case of short-term 
operational planning, the scheduling period can be as long as a week or a day. 
The limited resource is the water available in reservoirs for hydro generation. 
The objective of short-term hydrothermal generation scheduling is to allocate the 
available hydraulic, thermal and pumped-storage resources (if any are available) 
of a hydro-thermal power system to the various time intervals of the period under 
consideration to meet the load demand so that the total system production cost 
(mainly from thermal) is minimized under the restriction of many constraints, 
representing reliability, environmental and other system requirements. Similar 
to any other economic operation problem in power systems, hydrothermal 
generation scheduling is always a highly constrained optimization problem that 
needs to incorporate the system operational limitations to ensure the security 
of the system. 
In the following sections, the topics that are related to short-term gen- 
eration scheduling problems will be discussed in more detail. 
1.6 THE ENERGY RESOURCES MIX 
There are several main energy resources exploited for the generation in 
electrical power systems, these resources can be classified broadly into renewable 
and nonrenewable resources. Hydrocarbon fossil fuels such as coal, oil, natural 
gas, and nuclear fuel are nonrenewable resources, while the most widely used 
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renewable resource is hydraulic power. Other renewables include wind power, 
tidal power, solar power, etc. The former resources are used in thermal stations 
for electrical power generation, and hydraulic power is used in hydroelectric 
stations for the same purpose. 
Each means of generation has its own advantages and disadvantages in 
the operation and control of power systems, also its own specific technical 
characteristics and operating constraints. With respect to the types of energy 
resources involved in an electrical power system, different mathematical pro- 
gramming approaches may be applied to tackle the economic operation problems 
involved in order to take care of various types of operating constraints and 
operating policies for the specified type of power systems. 
The criterion for classification of different types of power systems is the 
generation resource mix that constitutes the whole generation system, mainly 
hydro resources and thermal resources. By evaluating the proportion of energy 
capacity from the hydro subsystem and the thermal subsystem, the power 
systems can be classified accordingly into the following types: 
(I. ) purely thermal power systems 
(2. ) purely hydroelectric power systems 
(3. ) hydrothermal power systems with a low proportion of hydroelectric ca- 
pacity 
(4. ) hydrothermal power systems with a high proportion of hydroelectric 
capacity 
Depending on the construction of different natural resources, the power 
systems throughout the world will belong to one of the above types. For 
example, Brazilian power systems and Norwegian power systems belong to the 
second type, while U. K. and other countries that are rich in fossil fuels contain 
nearly all thermal power stations, probably with only a few pumped-storage 
power stations, thus their power systems are in the first category. Power 
systems in France, Chinese regional power systems and power systems in many 
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other countries will be the third type whereas the Swedish state power system 
is a good example of the fourth type of system. 
1.7 LOAD DEMAND CHARACTERISTICS 
Human activity follows cycles, so most of the service supplying systems, 
such as the water and electricity supply systems to serve a large population 
will experience cycles set by the human activity. As the electrical power supply 
system is not an exception, the total load demand in the system will vary quite 
a lot even during a day. The electricity demand is generally higher during 
the daytime and early in the evening because of heavy industrial requirement 
and lighting load; while during the late evening and early morning when the 
majority customers are asleep, the demand is obviously lower. The load demand 
also follows a weekly cycle, for people always enjoy their weekend offwork, the 
weekend load demand is usually lower than the weekday demand at the same 
hour. A load prediction profile over two days measured every half hour is 
shown in Figure 1.1 to illustrate the load demand cycle. 
I 
Due to the well-known non-storable nature of electrical energy, in order 
to keep the power and generation balance in the absence of bulk electrical 
energy storage facilities, it is necessary to have a permanent adjustment of 
generation production in response to load consumption. Since consumption 
varies constantly throughout the day, any electrical supply utility should forecast 
the load variations constantly and construct the correct load demand curve. 
As the optimum combination of units in operation may alter due to the load 
changes during any period of the day or a week, the utility must draw up an 
optimal schedule for its production facilities each day for the operation and 
control of the next day. 
All these common considerations lead to the processing functions of 
optimal operation of power systems. This is an essential stage of the preparation 
, of "real time" operation and control of the power systems. Among all these 
functions, one of the most important and difficult processing functions is the 
determination of unit commitment schedule. 
- 16 - 
TITLE: Figure 1.1. 
FIGURE: Demand prediction profile 
-Load pred-;, -j- ion 
Lo ad (MW) 
4.632- - 
1 
7-N 
4.062 
%, 
3.492 
2.922- - 
2.352 - 
07 /02/1985 08/02/1985 08/02/1985 09/02/1985 09/02/1985 
2 3: 30: 58 11: 23: 28 23: 15: 58 11: 08: 28 23: 00: 58 
Time period 
Figure 1.1 
-I -I - 
1.8 UNIT COMMITMENT 
"Commitment" of a generating unit is to "order the unit to run" i. e. to 
bring the unit up to its speed, synchronize it to the system and connect it to 
the electrical network so that it can generate electrical power. 
The daily load demand pattern of an electric power system may exhibit 
a large difference between the minimum and maximum demand despite tariff 
adjustment which attempts to produce a more uniform profile, 1183.1 this results 
in a problem in the economic operation of electric power systems of "how to 
commit enough units and leave them on line". If we simply commit enough 
units to cover the maximum system load such that sufficient generation is 
ensured to safely meet the peak demand, and leave all the units running all 
day through, consequently, it will be very expensive for the generating system 
since the demand is only likely to be near the peak value for several hours, 
some units would be operating near their minimum generating limits during the 
offpeak periods, financial benefits may probably be achieved by decommiting 
them when it is not necessary to keep them on. 
Given the operating costs of all generating units available it should be 
possible to allocate the available resources to satisfy the load such that for a 
particular load demand, the minimum total production cost is obtained while the 
peak demand will be safely satisfied by synchronizing enough generation prior 
to the occurrence of the load. The problem is therefore to decide which units, 
if any, can be decommited from service to achieve the maximum economy. So 
the task of the unit commitment program is to achieve this maximum economy 
as far as possible. 
The task of a unit corm-nitment program in a electric power system is 
to select appropriate generators to meet the forecasted load demand at various 
times during a period of one day or a week. The startup and shutdown schedule 
of units must be chosen so that during this period, the total operating cost for 
the generating system will be minimized. 
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Usually, the unit commitment decision indicates which generating units 
are going to be in use at each point in time. Since load varies continuously, 
the optimum combination of units may alter during any period, but in practice, 
one hour or half hour is the smallest time interval that needs to be considered 
as the startup and shutdown time of many units is of this order. While the 
economic dispatch decision indicates the allocation of system load among the 
generating units committed into operation at any point in time. 
To solve the unit commitment problem, generally both the 'unit commit- 
ment' decision that decides the startup and shutdown schedule and the 'economic 
dispatch' decision which determines the loading level of committed units must 
be considered simultaneously in order to achieve the overall least cost schedule 
over the scheduling horizon. The nature of the power generation scheduling 
problem implies that the simultaneous consideration of unit commitment and 
economic dispatch decisions is necessary in order to achieve a minimum cost 
optimal solution. 
A more detailed model for unit commitment and a review of the solution 
techniques will be presented in the later chapters. 
1.9 ECONOMIC DISPATCH 
Economic dispatch ranks in a very high position among the major 
economy-security functions of the operation of power systems. This function 
is concerned with the distribution of total generation requirement among all 
alternative sources for optimal system economy over a specified time interval 
while minimising system transmission losses or generating fuel costs within 
voltage, generation and transmission line constraints. The constraints imposed 
on this problem are mainly the requirements of reliable service and physical 
limitations of the equipment. 
The difference in time scales between the unit commitment program and 
the economic dispatch program enable the plant mix schedule to be regarded 
as fixed in the very short-term economic operation studies, thus the unit 
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commitment program will only decide the unit "on" and 'off' schedule and 
a preliminary generation dispatch for each hourly interval, and the optimum 
generator dispatch program is only concerned with the allocation of specific 
plant outputs at regular intervals subject to operational constraints. After the 
unit commitment schedule has been made, the set of units scheduled "on-line" 
have to be dispatched to give an economic choice of the loading level of the 
units in operation. The economic dispatch program is performed to allocate 
and dispatch preselected "on-line" generating units to its target active output 
power in order to satisfy the load demand and the spinning reserve requirement 
at the minimum operational and production cost while remaining within the 
operational constraints. This optimal control problem is essentially predictive 
and is based on a time scale up to approximately 30 minutes. 
The economic dispatch problem can be expressed as a series of discrete 
optimization subproblems, the restrictions on power output and on the rates of 
change, together with spare capacity requirements form the interaction between 
each dispatch. The distribution of power flows throughout the network may 
be computed according to full load flow equations. However, in large scale 
dispatch problems, it is useful to simplify the problem by neglecting the load 
flow constraints, 
In a similar manner to unit commitment problem, there has been a 
large amount of research effort devoted towards the application of mathematical 
prograr=ing methods to the solution of the active power economic dispatch 
problem. As unit commitment may include the preliminary dispatch of the 
generation among all the committed units to satisfy the load demand during 
each time interval, an economic dispatch decision may be actually involved in 
the whole unit commitment process. 
In the OCEPS project, there are already merit-ordering methods, linear 
programming techniques and quadratic programming methods available for the 
economic dispatch. Details can be found in OCEPS documentation. 
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1.10 SHORT-TERM HYDROTHERMAL GENERATION SCHEDUL- 
ING 
A set of decision-making tools are needed for operational planning over an 
one-day to one-week time horizon. These software tools determine, one day or a 
week ahead of time, the optimal operational schedule for a mixed hydrothermal 
power system, which may include fossil-fired thermal plants, nuclear power 
stations and hydroelectric power stations. This is usually referred to as daily 
or weekly optimal operational planning in hydrothermal power systems or short- 
term hydrothermal generation scheduling. The solution of this problem is the 
main theme of this research work. 
Short-term hydrothermal generation scheduling or unit commitment de- 
cides which generating unit (hydro or thermal) should be "on" or "off" during 
each time interval, usually one hour, in order to meet the load demand with a 
minimum total production cost over a scheduling period of 24 hours or a week 
while satisfying the reserve requirement within an adequate margin, and other 
physical and operating constraints from generation units and the system such 
as the transmission network, the river valley system and the reservoirs. 
As far as the term "generation scheduling" is concerned, it means to 
schedule all the generating units in each time interval specified so that the 
various criteria are fulfilled such as the total production cost is minimized, a 
secure supply of electrical energy with required quality and quantity is ensured 
and all the physical, operational and legal constraints are satisfied. 
The process to obtain the optimal loading of the committed hydro 
and thermal units over the planning period is usually termed "hydrothermal 
coordination" or "optimal hydrothermal scheduling". In this context, the 
hydrothermal coordination problem is itself an immense subproblem which is 
involved in the entire hydrothermal unit commitment process. 
Unit commitment and generation loading in a mixed hydrothermal power 
system or a hydro dominated power system is a much more complicated problem 
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compared with the purely thermal unit commitment or a thermal dominated 
system problem. The main differences are in the following aspects: 
Hydraulic energy forms a valuable energy resource because it is effectively 
free of charge and thus has a negligible operating cost. 
Hydraulic energy can be stored in the reservoirs of hydroelectric power 
stations and the natural inflows into reservoirs can be used as well when 
necessary, so hydroelectric power stations can ensure higher reliability 
in operation. Hydraulic energy becomes more valuable since it can 
be used at the most opportune time. The best economic benefit of 
hydraulic energy is obtained if the hydro power is used to replace the 
most expensive high-cost thermal generation plant and the importation 
of expensive non-contractual energy from neighbouring systems. Selling 
hydro energy to neighbouring systems may also be a good alternative 
objective when necessary. 
Although water stored in reservoirs can be utilized flexibly as required 
at one interval or another, it is not possible to produce a solution 
for one hour without considering the effects of the whole scheduling 
period. This is because the operation of a hydro power station at one 
instant will affect the operation at later instants through the reservoir 
storage that is available. The hydrothermal problem therefore has a 
nonseparable objective function and cannot be solved step by step as 
a static optimization problem. Instead, it has an essentially dynamic 
character, and falls into the dynamic optimization category. 
Because a large number of constraints may be involved in hydrother- 
mal scheduling, the mathematical solution for determining an economically 
optimized operation of a combined hydro-thermal power system is tremen- 
dously complicated and much more difficult than generation scheduling 
for a purely thermal power system. 
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* The problem of generation scheduling in a hydro-thermal power system 
with substantial hydro power is even more complicated when these hydro 
power stations are hydraulically interconnected. The crucial point in this 
case is how to handle the constraints due to the hydraulic interconnection 
of hydro stations and reservoirs. 
If there is a long distance between two hydraulically coupled reservoirs, the 
water travelling from the upstream reservoir will not reach the downstream 
one immediately, so the water transport delay must be considered in 
the short-term hydrothermal scheduling model, This results in more 
difficulties, especially in applying dynamic programming algorithms. 
All the above mentioned considerations will make the hydrothermal 
scheduling problem very difficult to solve. The multiplicity of various ex- 
isting programs seem to indicate that a general optimization technique which 
is applicable to all hydrothermal power systems, does not exist. The choice of 
the solution method is very much dependent on the system characteristics of 
a. hydrothermal power system, its technical constraints and operating policies, 
such as the balance between hydro and thermal generation capacity, the size of 
hydro reservoirs, and so on. The hydrothermal scheduling models may be in 
different mathematical programming forms; accordingly, different mathematical 
methods for finding the optimal operation schedule have to be devised. 
The factors which may be considered in the solution of the short-term 
hydrothermal scheduling problem are wide-ranging. There is no simple way to 
put all the factors together to solve the problem practically. In fact, among 
all the related areas, only the following most important variables and factors 
can be taken into account: 
* The generation resources mix 
* Thermal unit commitment schedule 
9 The load forecast result 
* The water inflow forecast result 
* The water level of the regulating reservoirs 
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" The availability of the generating units. 
" The availability of the fuel for thermal power stations. 
" The planned changes in the topology of the electrical network. 
1.11 HYDROTHERMAL SCHEDULING STRATEGY 
In order to achieve overall optimality in the operation policies of hy- 
drothermal power systems, a systematic strategy is required to solve the entire 
optimal hydrothermal scheduling problem; since it is not generally possible to 
formulate and solve the overall problem as a single mathematical program- 
ming model. To solve the subproblem of. generation scheduling of thermal 
and hydraulic resources, the entire optimization problem is usually decomposed 
sequentially into three inter-related subproblems over different time horizons: 
long-term operational planning with a scheduling period of 2-3 years, medium- 
term (seasonal) operational planning with a period of consideration of up to 
one year, short-term (weekly or daily) operational planning and then real time 
operational scheduling. Each operational planning problem in this optimization 
chain has a different degree of detail of system representation and each problem 
is coupled with the other problems. The result from the longer term studies 
are fed into the shorter term studies as input data or constraints in order to 
take into account the longer term effects on the current decisions. 
Firstly, the long-term operational planning problem must be solved, it 
may cover a scheduling period of one year, up to over 10 years with a monthly 
interval depending on the time cycle of water inflows. In this type of study, 
the hydroelectric generation system is usually represented simply by composite 
reservoirs, with each valley containing a simplified composite reservoir. The 
stochastic nature of water inflows must be taken into account, as must the load 
demand uncertainty. The problem is solved commonly by stochastic dynamic 
programming. The result obtained is in the form of operating policies and 
marginal water values. The results are passed on to the medium-term planning 
model together with the bounding constraints on reservoir release and storage 
to reflect the long-term operating conditions. 
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The medium-term operational planning model commonly has an optimiza- 
tion horizon of 1 to 2 years with weekly time intervals. It aims to optimize 
the utilization of water stored in reservoirs that are large enough to have 
cycles of greater than a week (ultra-week cycles). The medium-term study will 
take into account the effects from the long-term study and is performed in a 
deterministic manner, but the random nature of the thermal unit availability 
must be considered, both in the long-term study and the medium-term study. 
This effect will be neglected only in the short-term weekly and daily scheduling 
models. 
The short-term hydrothermal scheduling model has a time horizon of one 
week or one day with an hourly time interval. The formulation and solution 
procedure of the short-term study are similar to those in a medium-term study 
except that the reservoirs with cycles of less than one week (intra-week cycles) 
must also be taken into consideration. The short-term operational planning 
study will produce an optimal generation schedule of reservoir release and 
storage. These results can then be used as a guideline for the preparation of 
real-time economic operation. 
As a rule, in deriving an optimal unit commitment schedule for a 
mixed hydrothermal power system, the hydrothermal scheduling program must 
analyze all the generation resources in the system, including thermal generation, 
hydro generation and economic purchase and sales. The optimization approach 
employed must globally coordinate the use of system resources (rather than 
optimize the use of each individual resource separately). 1127-1 
As hydrothermal generation scheduling must take into account the coordi- 
nation effects between the hydro generation schedule and the thermal generation 
schedule, it is obvious that the computation storage and time for optimization 
of large sized power systems is often excessive unless special solution techniques 
are employed. There are many ways of avoiding excessive optimization time by 
employing some heuristic rules to reduce the optimization problem. There are 
also mathematical decomposition techniques that can be applied to decompose 
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the entire problem into a series of easier-to-solve subproblems. Details will be 
presented in later chapters. 
1.12 THESIS LAYOUT 
This thesis contains eight chapters in total. The layout of the thesis is 
organized as follows: 
Firstly, this opening chapter gives a general background view of the 
problems that are going to be solved in this research project. The chapter 
provides a brief definition of the problems and a conceptual study of all the 
topics that are related to short-term hydrothermal scheduling. It also outlines 
the position of short-term hydrothermal generation scheduling as a economic 
function in the whole operational planning, operation and control process for 
electric power systems. 
The next chapter will present a literature review of the previous research 
work on thermal unit commitment, short-term hydroelectric scheduling and 
short-term hydrothermal generation scheduling and other related areas. 
Chapter 3 gives a detailed historical review on mathematical decompo- 
sition techniques, also applications to the short-term hydrothermal scheduling 
area such as the generalized Benders' decomposition and Lagrangian relaxation 
decomposition. 
Chapter 4 describes the problem characteristics of short-term hydrother- 
mal scheduling and presents a mathematical formulation of the problem. A 
comprehensive optimization model for the problem will be derived. 
Chapter 5 is primarily concerned with the thermal unit commitment 
problem and contains the optimization techniques employed for the solution 
of large scale unit commitment problem in thermal power systems. The 
major achievement of this part of the work is the successful application of 
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the Lagrangian relaxation techniques and the efficient way of generating the 
near-optimal while primal-feasible solution for thermal unit commitment. 
All above chapters can be viewed as the first part of the work of the 
research project. 
Chapter 6 presents the optimization methods applied for the solution 
of hydroelectric scheduling and hydro subproblems in hydrothermal scheduling 
respectively, including Lagrangian relaxation, network programming, Frank-Wolfe 
decomposition, etc. Many test results will also be presented. This chapter can 
be regarded as the second part of the thesis. 
Chapter 7 is a key chapter of the thesis, as in this chapter the structural 
mathematical decomposition and coordination approach to short-term generation 
scheduling in hydrothermal power systems will be discussed in great detail. 
Finally, Chapter 7 will also demonstrate the theoretical and practical results 
of the test systems for short-term hydrothermal scheduling, and comparisons 
among the different optimization algorithms applied will be analyzed, major 
improvement will be discussed. 
Chapter 8 concludes all the work and provides a brief summary and 
suggestions for future research. 
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CHAPTER 2 
LITERATURE REVIEW 
2.1 INTRODUCTION 
This chapter presents a brief literature review for the economic operation 
of electric power systems and its importance in the operation of electric power 
systems. A discussion on unit commitment problems is given. The mathematical 
programming methods employed previously for the solution of thermal unit 
commitment problems are outlined, followed by a literature review on short- 
term generation scheduling in a hydroelectric Power system and in a mixed 
hydrothermal electric power system respectively. A detailed historical review of 
previous techniques to the solution of these problems is also presented. 
2.2 PREVIOUS WORK ON THERMAL UNIT COMMITMENT 
Unit commitment algorithms are defined to compute the solution of unit 
commitment problems. Such algorithms give the optimal economic startup and 
shutdown schedule of generators hour by hour over the specified horizon within 
the technical and operational constraints to meet the required power system 
security and operational quality criteria. 
The unit commitment problem, even in its basic form, is a complex 
combinatorial problem. It is necessary to consider the no-load cost, incremental, 
startup and shutdown cost of each generating unit and other constraints on the 
units and the system. The solution of this problem has been the subject of 
intensive efforts over the last 25 years. From the mathematical viewpoint, the 
problem consists of optimizing an economic criterion simultaneously involving 
integer variables and fixed and variable costs, under multiple constraints. 
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A unit commitment problem for a large, realistic sized system will have 
an enormous number of combinations to search, although physical and opera- 
tional constraints on the units and the system reduce the number of possible 
combinations. Necessary considerations, other than purely combinatorial, such 
as nonlinear fuel cost, time-dependent start-up and shut-down costs, minimum 
on and off time, minimum interval between synchronization and desynchroniza- 
tion events in a station, spinning reserve requirements, etc, add substantial 
complication to the problem. Precisely because of the nonlinear and com- 
plicated nature of all these constraints, no simple mathematical programming 
techniques may be easily applied to the unit commitment problem. Throughout 
the years, the electricity industry has developed various algorithmic approaches 
to the solution of the problem. 
To summarize, thermal unit commitment is a long-standing problem and 
many intensive research efforts have been devoted to this topic. The traditional 
mathematical formulation of unit commitment problems naturally involves nu- 
merous variables and constraints and gives rise to a large scale, dynamic and 
mixed-integer programming problem. To date, numerous approaches have been 
proposed to solve the unit commitment problem. These approaches are linked 
to many kinds of optimization methods, the literature reported is abundant 
and extensive on mathematical programming methods for unit commitment. In 
this chapter, some of the previous research work will be surveyed. Generally, 
the available approaches can be categorised into two main groups. The first 
group consists of heuristic methods which are the main approaches actually 
used in practical situations, however, they give no guarantee that the schedule 
produced will be optimal or even close to optimal. The second group con- 
sists of rigorous optimization techniques that are able to guarantee the optimal 
solution theoretically, but may be impractical to be applied to realistic sized 
problems. The mathematical programming techniques applied previously to the 
unit commitment problem may be broadly classified into the following categories: 
Variational calculus methods 
Heuristic methods (Merit-order schemes or priority list methods) 
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Mixed-integer linear programming (MILP) and partial enumeration meth- 
ods (or branch and bound techniques) (BBT) 
* Linear programming (LP) 
* Methods based on the dynamic programming principle (DP) 
* Benders' partitioning or decomposition methods 
* Lagrangian relaxation techniques (LR) 
A close examination of the existing published work on these applications 
will be described in the following subsections. 
2.2.1 Heuristic Metbods 
The heuristic algorithms ['208-1 are based on the trial and error approach. 
Certain heuristic rules may be set up based on the system characteristics. For 
the unit commitment problem, the heuristic rules are set according to the 
priority list of the generating units. The merit-order or priority list methods 
are based on these heuristic rules, probably combined with other mathematical 
programming optimization principles to obtain better solutions. The approaches 
usually take the assumption that a predefined priority list or a merit-order list 
among the generating units is available, then use this order list to determine the 
startup and the shutdown of units and decide the commitment of the available 
units while satisfying all the operating constraints. 
Of all the approaches to the solution of unit commitment problems, the 
merit-order schemes, or generating unit priority list methods, are the most 
popular ones in practice. The merit-order schemes are widely used in on-line 
real time optimal operation for simple implementation, fast speed and efficient 
solution. All kinds of constraints involved can be represented easily and as far 
as program development is concerned, it is quite straightforward to implement 
these programs on the computer even though the algorithms may appear huge. 
Until recently, unit commitment for large scale realistic sized systems 
has been solved only by heuristic algorithms. Throughout the years, the 
electricity industry has developed various algorithmic approaches for the unit 
commitment problem, but large scale realistic sized problems generally make 
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the application of rigorous optimization techniques nearly impossible. Instead, 
various heuristic approaches are used in practical scheduling for decision-making 
so that a reasonably good and acceptable solution for unit commitment can 
be generated within realistic computational requirements. These algorithms are 
very efficient to deal with practical large scale systems, especially when the 
program can be terminated at any time with a reasonably good and feasible 
solution. 
Usually, the heuristic algorithms can provide satisfactory results for unit 
commitment problems with soft constraints, but they can not guarantee that 
the least cost solution can be obtained. The disadvantage of these methods 
is obviously that the solution is not optimal theoretically and it cannot be 
used as a general analytical tool for testing. The worst factor is that in 
some circumstances, the solution given by the merit-order schemes can differ 
drastically from the optimal solution. Hence more sophisticated scheduling 
techniques are needed for the improvement of the unit commitment schedule. 
2.2.2 Mixed-integer Programming Techniques 
As the mathematical formulation of the unit commitment problem derived 
from its physical conditions is often a mixed-integer programming problem, many 
attempts have been made to apply the mixed-integer programming techniques 
such as branch and bound techniques to tackle the difficulties that arise from 
the integer variables involved in the unit commitment formulation. The branch 
and bound techniques may be combined with a linear programming or a 
dynamic programming search routine in order to solve the unit commitment 
and generation dispatch problem. 
The advantage of branch and bound techniques[54.1 is that they can 
provide a sequence of solutions with estimates of their sub-optimality. Many 
branch and bound methods use a piecewise linear objective function as a 
reasonable approximation of a nonlinear function so that linear prograrm-ning 
methods can be applied to solve the branch subproblem efficiently. 
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The branch and bound techniques can handle the integers involved in 
unit commitment problem satisfactorily from a theoretical point of view. They 
can be quite efficient provided there are only a few integer variables involved 
in the problem, but they are not widely used for a large scale system problem 
because of the difficulty of handling the high dimensionality involved with large 
sized problems and many integer variables. The branch and bound methods 
suffer from the "curse of high dimensionality"; in a similar manner to dynamic 
programming methods. 
2.2.3 Dynamic Programming Methods 
The greatest advantage of using dynamic programming techniques is that 
dynamic programming algorithms can handle the discontinuity and nonlinearity 
characteristics of the objective function and constraints very well and it is 
possible to include a great variety of constraints in the formulation with small 
computational effort, thus they are very suitable for the systems with significant 
nonlinearity. The algorithms can also be very adaptable. 
As the unit commitment problem has a dynamic optimization feature, 
its optimal solution can be obtained by dynamic programming very efficiently. 
Dynamic programming algorithm are perceived to be a good possible alterna- 
tive to merit-order schemes. A large number of research results have been 
published on various forms of dynamic programming approach to the solution 
of unit commitment problems. 1-1 The dynamic 
programming method can be viewed as a main theme for the solution of unit 
commitment. 
Techniques based on dynamic programming usually achieve the compu- 
tational feasibility by limiting the search range and can not give an estimate of 
the extent of sub-optimality until the final solution is obtained, thus no optimal 
solution is available until the end of the calculation, the premature termination 
is of no use. A further main disadvantage of the dynamic programming tech- 
nique is that it generally suffers from the weakness of requiring large memory 
size and long CPU time when it deals with large scale problems or when a 
higher solution accuracy is required. 
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As the most severe problem with dynamic programming is that the 
computation time and memory storage requirement of a dynamic programming 
program appear to be too high to be practical for dealing with large scale 
problems (since they grow exponentially with the number of variables), various 
approximation techniques have been employed in order to overcome this high 
dimensionality problem. There are also proposals to employ heuristic approaches 
combined with dynamic programming rules and the principle of optimality to 
achieve a compromise between fast speed and the real optimal solution. These 
combinational approaches are more useful for practical reasons. There are 
also approaches to reduce the search-range of unit commitment lists so as to 
reduce the CPU time, and the dynamic programming successive approximations 
technique is often applied. 1151-1 
Both branch and bound techniques and dynamic programming methods 
are major options among all the unit commitment solution algorithms as they 
can always find a rigorous optimum given enough computational time. However, 
as a result of the "curse of dimensionality", any attempt to apply full branch and 
bound techniques or dynamic programming by considering all the combinations 
of units, becomes impractical even with extensive computational resources. 
2.2.4 Mathematical Decomposition Techniques 
More recently, the mathematical decomposition techniques for solving the 
large scale unit commitment problem have started to attract much attention and 
are gradually becoming competitive with the advanced dynamic programming 
routines for the solution of decomposed subproblems. Impressive results have 
been reported for schemes using Lagrangian relaxation and other decomposi- 
tion techniques. Among the decomposition techniques employed, the generalized 
Benders' resource directive decomposition and the Lagrangian relaxation price di- 
rective decomposition are 
widely applied. 
Lagrangian relaxation was firstly used as a solution technique for non- 
linear constrained optimization problems, but here the Laigorangian relaxation 
technique is actually employed as a decomposition technique that is based on a 
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pricing mechanism. By applying this price mechanism, large scale optimization 
problems can be decomposed through a unified price into a series of smaller 
problems, which can then be solved efficiently by a dual programming approach. 
Lagrangian relaxation is a quite popular decomposition technique which has been 
widely applied to various large scale dynamic scheduling and allocation problems 
involving integer variables. 
Benders' decomposition technique has also been applied to the similar 
problems. For example, by applying the Benders decomposition method, the 
original thermal generation scheduling problem can be decomposed into a master 
problem that is concerned with the schedule of thermal unit commitments and a 
subproblem that considers the sche4ule of economic dispatch. Both Lagrangian 
relaxation and Benders' decomposition techniques were reported to achieve the 
optimal solution for large scale unit commitment problems efficiently. However, 
at present, in the area of power system generation scheduling, there are perhaps 
slightly more reports on the application of Lagrangian relaxation than the 
application of Benders' decomposition. A review of reported work and further 
details about mathematical decomposition techniques will be presented in the 
next chapter. 
2.2.5 Linear Programming Techniques 
A linear programming formulation can also be used as an alternative 
method for solving unit commitment problems or combined with the dynamic 
programming method as a solution technique for unit commitmentJ 
Linear programming is widely used for this problem because of its well-known 
robustness and simplicity of problem formulation. Other well-known virtues 
includes reliability and freedom from convergence problems, fast speed of solution 
and the sufficient accuracy of linearized power system models. The optimal 
solution can be achieved wherever it exists. The only limitation is, of course, 
that only linear relations can be treated. However, by linearizing around the 
best operating points or through successive approximation techniques, the result 
will still be acceptable within the required accuracy. The only concerns arises 
from the computational time that may be required for large scale problems, as 
standard linear programming algorithms still cannot solve realistic sized power 
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system problems through a direct application of the algorithm. However, the 
basic ideas from linear programming methods are well known to be very helpful 
for the solution of nonlinear programming problems, and whenever applicable, 
linear programming techniques have been and will be favoured. 
2.2.6 Variational Calculus 
Methods based on variational calculus are good for solving the problems 
with a very small number of units. However, adding a new constraint into 
the problem means adding another Lagrangian multiplier, and this will not be 
acceptable for the solution of a realistic sized system. At present, the variational 
calculus method is used only as an analytical technique for justification, and 
very few algorithms of this kind are implemented on computers. 
2.2.7 Post- Optimization Adjustments 
Finally, in situations where the decision would violate a status or an 
operating constraint, various heuristic rules or post-optimal adjustments may 
be applied after the solution of a mathematical programming, if necessary, in 
order to obtain a feasible solution. 
2.3 HYDROELECTRIC GENERATION SCHEDULING REVIEW 
The main difficulties for determining the optimal operating policy of a 
multi-reservoir power system lie in the following aspects: 
* The objective function can be a nonlinear function of both the reservoir 
discharge rates and reservoir storage. 
0 The production energy function of a hydro plant is a non-separable 
function of reservoir discharge rate and plant net head which is again a 
function of reservoir storage. 
" For large realistic sized systems, thousands of variables and constraints 
may be involved. 
" There are lower and upper bounds on both the state variables (reservoir 
storage) and the decision variables (reservoir discharge rates) in order 
to satisfy the multi-purpose stream management requirements such as 
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flood control, irrigation, fishing and other purposes. Thus, the hydro- 
electric generation system normally operates under a highly constrained 
environment. 
e The problem is dynamic; the present decision on reservoir releases of one 
reservoir at one time interval may have an impact on future decisions of 
all the reservoirs in the same river valley at other time intervals. 
The optimal operating strategy for one reservoir depends not only on its 
own energy content and storage but also on the corresponding content 
and storage of each one of the remaining reservoirs in the valley. 
For the long-term operational planning problem, the stochastic nature of 
the problem is involved because neither the natural river flows nor the 
electricity load demand can be forecasted accurately over a long period 
in advance. 
The long-lasting and almost irreversible implications of today's decisions 
imply that short-term decisions should be part of a long-term plan if electricity 
demand is to be met reliably and at a minimum production cost. This implies 
that the short-term decision making problem should be part of the chain of 
the overall operational planning problem. However, in this thesis, only the 
deterministic short-term scheduling problem is considered. 
Stochastic dynamic programming (SDP) is in principle the optimization 
technique best suited to solve the long-term operational planning problem in the 
sense that, theoretically, it can handle both the stochastic nature and all other 
nonlinear characteristics very well. The only problem with stochastic dynamic 
programming is with the computation time and memory storage requirement 
as in the case of any dynamic programming algorithm. Hence full stochastic 
dynamic programming program turns out to become impractical for large scale 
problems. Instead, various approximation techniques are employed in order to 
cope with the high dimensionality problem, such as the deterministic approach 
to ignore the stochastic nature of the problem, the aggregation approach (AA), 
stochastic dynamic programming with successive approximation (SDPSA), 159-1 
and the aggregation-and-decomposition (AD) approach[63-1 using the SDP to 
solve the subproblems, with a probabilistic production cost model[-5-1 or a 
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composite representation of multi-reservoir hydroelectric power systems. 18-11 19-1 
Recently, there have been attempts to apply the functional analysis techniques 
to this problem as well. 15 
1. ], 1128.1, [2) 12.1 
The solution techniques proposed for medium-term operational planning 
and short-term operational planning are usually similar approaches. The only 
difference between these two operational planning problems is that in M. T. 
operational planning, only the reservoirs with ultra-week cycles are considered 
in the model, while the short-term operational planning needs to consider the 
reservoirs with intra-week cycles as well as the water transport delay and more 
detailed model, but both formulations are deterministic. 
There has been considerable previous work on short-term hydroelectric 
generation scheduling, all this work was in some way attempting to consider 
the hydroelectric subsystem problem isolated from the total power system, or to 
consider the purely hydroelectric power system generation scheduling problem. 
Different objective criteria are also used depending on the different types of 
hydroelectric generation systems, their physical properties and different operating 
requirements or policies. 
Generally, the optimal short-term scheduling of multi-reservoir power 
systems is aimed at maximizing the production benefits resulting from the 
hydroelectric generation with respect to the specified marginal prices under a 
highly constrained conditions. The optimization horizon will be chosen usually 
as one day to a week with the time interval as one hour. The short-term 
operational planning is usually formulated as a nonlinear programming problem 
with embedded network structure. The objective function is either to maximize 
the benefits of the hydro energy resource generation, in other words, to generate 
as much power as possible in accordance with changes in electricity demand; 
or in some other cases such as for a purely hydroelectric power system, to 
minimize the total amount of water discharged by the hydro system. These two 
targets are actually equivalent. Alternatively, in view of the dispersed nature 
of the hydroelectric generation, the objective function can be chosen as the 
minimization of the active power losses in the network. 
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The constraints are usually of two types: linear equations to ensure the 
water flow balance or conservation and simple bounds on the amount of water 
to be released from and stored in each of several interconnected reservoirs at 
each time interval. These bounds may be set by the flood control, navigational 
and recreational functions of the reservoir management system as discussed 
previously. Usually, the short-term operational planning problem must also take 
into account water head variations, spilling, and time delays between upstream 
and downstream reservoirs. The reservoir water losses due to seepage and 
evaporation are usually minor, and hence can be neglected. 
Almost all the well-known optimization techniques have been applied or 
proposed to solve the short-term operational planning problem for hydroelectric 
power systems. Many solution algorithms have been proposed to exploit the 
network structure of the reservoir dynamics constraints and are generally very 
efficient. 
The solution algorithms proposed for the solution of the short-term 
hydroelectric scheduling problem can be classified as follows: 
" Variational calculus methods 
" Heuristic techniques 
" The maximum principle of Pontryagin 
" General linear programming methods 
" General nonlinear programming procedures 
" Linear network flow algorithms based on the simplex method and graph 
theory 
" Nonlinear network flow algorithms based on reduced gradient algorithms, 
which may be specialized for nonlinear network flow problems, or a 
conjugate gradient method 
" Algorithms based on the principle of progressive optimality 
0 Dynamic programming with successive approximation or discrete differ- 
ential dynamic programming 
0 Mathematical decomposition and coordination techniques 
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The maximization of the benefits of the hydro energy enables the programs 
to cope with the demand increases in peak hours, and this is ideal for reducing 
the total thermal production cost. Network flow algorithms have been claimed 
to be the most efficient of all. 186-1 . 
18 7. ], 188.1,189. ], 1104.1,1142. ], [ 16 7. ], [ 204. ], 12 "d These 
algorithms usually have the ability to handle the network constraints and other 
major operating constraints much more easily as well as the necessary objective 
functions. Network optimization algorithms have been developed in the project, 
as presented in Chapter 6. 
Heuristic techniques are very efficient for solving small sized problems, 
but may require excessive iterative calculations to reach a satisfactory solution, 
hence may be quite time-consuming. Even so, the solution obtained may not 
be really optimal, resulting in its inefficient usage of the potential energy of 
the river system. It is especially difficult to deal with large and complicated 
river systems. 
Despite the fact that dynamic programming can handle the discontinuous 
objective function and constraints efficiently, standard dynamic programming 
or discre te- differential dynamic programming can not take into account the 
water travel time delays between upstream and downstream reservoirs very 
easily unless the problem is solved with respect to one variable at a time 
by dynamic-programming-successive-approximat ions (DPSA). In this case, the 
global optimal solution to the problem is not guaranteed. Furthermore, to apply 
dynamic programming algorithms, the state variables have to be discretized; 
consequently, to obtain the precise optimal solution of the problem, a finer grid 
for determining the optimal trajectory must be used in the later stage and this 
results in excessive computational time. 111-J- [74. ], [ 115.111165. 
], [211.1 
Linear programming methods can be used efficiently provided the pro- 
duction functions of the hydro power plant can be linearized or approximated 
by appropriate linear 
functions. 164.1. [II8.1.1210. ] 
Direct applications of both linear programming and dynamic progranu-ning 
generally encounter the problems of excessive computational requirements and 
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memory capacity, or difficulties in handling the complex operating constraints 
(linear programming). 
Variational methods can not guarantee the algorithm will converge to the 
global optimum as discussed previously, also they are not practical for large 
scale systems. 
Among the nonlinear optimization approaches, 
14. ], 176. ), 1101. ], [ 134. ], 1135.1 there 
is an unconstrained nonlinear optimization method using penalty functions that 
is worth mentioning; this method has been introduced to solve the weekly hydro 
generation scheduling problem for Pacific Northwest. 110 1-1 However, although this 
nonlinear optimization method with penalty functions was claimed to be a very 
efficient algorithm, it still suffers the practical difliculty of deciding the proper 
weighting factors for penalty functions, which is a common drawback of penalty 
function methods. 
The application of other nonlinear programming algorithms and the 
maximum principle of Pontryagin[41. ], IDG-1 need to have the assumption of strict 
problem convexity in order to ensure optimality, which may not be the case in 
hydro scheduling problem where discontinuous functions may be involved. The 
maximum principle of Pontryagin can not easily take into account the bounds on 
state variables either. Besides, all these methods are to some degree incapable 
of solving large scale, complex problems, since the computation processing time 
tends to be unacceptable in practice. 
The algorithm J120. j, 1146. J. J147. J111! DO-J based on the principle of progressive 
optimality, as stated by Bellman, 121.1.122.1, ý23ý1 has been proposed by TurgeonilOO-1 
to solve short-term hydro scheduling problems and was claimed to overcome the 
dimensionality problem of dynamic programming. However, many tests have 
also shown that the optimal solution is not guaranteed in spite of theoretical 
consideration to be optimal, versatile and efficient. Also the algorithm suffers 
from sensitivity to the initial trajectory since the number of iterations is a 
function of the selected initial trajectory. 
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2.4 SHORT-TERM HYDROTHERMAL SCHEDULING 
The thermal unit commitment problem and hydrothermal coordination 
problem may be viewed as two separate problems. However, how should the 
thermal generation be coordinated with hydro generation operation to minimize 
the total system production costs? To answer this question will require a 
systematic strategy to perform the global optimization, including both thermal 
unit commitment and hydrothermal coordination. In the context of hydrothermal 
generation scheduling, hydrothermal coordination is a significant subproblem in 
the overall hydrothermal unit commitment process. 
Short-term hydrothermal scheduling problem is usually treated to be 
deterministic. The energy generated by the hydraulic reservoirs during a 
week and a day is provided by an annual predictive management model and 
therefore is considered as input data of the short-term scheduling problem. The 
hydro scheduling is required to optimize all the hydro stations production with 
reference to the thermal cost for aý week and then for a day. The constraint 
set for hydrothermal scheduling includes the active power balance equation, the 
cascaded and non-cascaded reservoirs system model, physical limits imposed on 
every generating unit and transmission limitations and transmission losses. 
The idea of optimal short-term operation planning in hydrothermal power 
systems is not very recent, the work in this area can be traced back to as 
early as six decades ago. There has been a continuous flow of published papers 
on this subject from the time when electronic computers became commonly 
available. The program development is carried out all over the world. The 
literature published can be classified in two ways, one is with respect to the 
type of power systems as mentioned in Chapter 1, another with respect to 
the mathematical approaches applied to tackle the problem. The generation 
scheduling problem can be solved using very different strategies depending on 
different type of power systems such as purely thermal power systems, purely 
hydro power systems, hydrothermal power systems with a high percentage of 
hydro power and hydrothermal power systems with a low percentage of hydro 
power. With respect to the approaches that have been used to solve the 
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short-term operation planning of all types of power systems, the methods are 
of a wide variety of types, the algorithms proposed for considering both hydro 
and thermal subsystems can be categorized into the following groups: 
" Variational calculus methods 
" Algorithms based on the maximum principle of Pontryagin 
" Functional analytic optimization techniques 
" Dynamic programming methods 
" Heuristic methods 
" Nonlinear programming methods 
" Mixed-integer programming (branch and bound) methods 
" Bender's decomposition techniques 
" Lagrangian relaxation techniques 
Most of the previous methods proposed for hydrothermal scheduling 
treated only the thermal generation or only the hydroelectric generation, whereas 
the coordination of hydro and thermal scheduling has been studied only for 
systems with a small percentage of hydroelectric capacity. From the 1960's 
to 1970's, there have been numerous mathematical approaches proposed to 
solve the short-term operation planning problem for various types of power 
systems, such as the variational calculus methods, the Pontryagin maximum 
principle, linear programming methods, general dynamic programming tech- 
niques and its variations such as incremental dynamic programming, dynamic 
programming successive approximation techniques, heuristic simulation methods, 
etcP-b [26. ], j27. ], j28. j, [34. j, [35-j, In all these early 
works, the hydro plants are treated one after another to make sure that all of 
them are operated at the same incremental cost (a Lagrangian multiplier for 
each hour). Then following the thermal schedule the Lagrangian multipliers 
are updated, and a new iteration for hydro scheduling begins. This process is 
repeated until no more saving is incurred from thermal scheduling. 
The principles of dynamic programming method have been widely used 
and there are many ways of using it. In Dahlin's paper, 156-] to avoid the 
excessive computer requirements, an iterative method of solution is developed 
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using a series of grids or meshes with decreasing distances between points, this 
strategy is termed "incremental dynamic programming". Fucao 
174.1 
used the 
successive approximation techniques in dynamic programming. 
Prior to the application of Benders' decomposition, Lagrangian relaxation 
or Dantzig-Wolfe decomposition, the hydrothermal scheduling algorithms could 
only solve very small sized system problem with a small number of hydro and 
thermal plants. All the previous work during the period of 1950's to 1980's 
used the simplified model systems and only small sized power systems problems 
could be handled satisfactorily. To be more precise, in the past, the short-term 
hydrothermal scheduling problem was solved only by employing a simplified 
model both in the hydro subproblem and the thermal subproblem (which may 
contain the transmission network). These solutions neglected one or more of 
the following aspects of the hydro subsystem: the coupling between cascaded 
reservoirs, reservoir head variations and the water transport time delays. The 
transmission losses were ignored in the thermal subsystem model. Although 
this kind of result is useful under some specific circumstances, the methods have 
the common drawback that their solutions are not guaranteed to be practically 
feasible because some constraints associated with more detailed models have not 
been taken into account. 
There were also some mathematical decomposition algorithms that were 
proposed and applied in the literature to solve the problem of hydrothermal 
scheduling before the 80'sII34.1,135.1.1144.1 but compared with the work at present, 
the programs for computing the optimal schedule for an integrated 
hydrother- 
mal power system could only deal with very small scale and over simplified 
hydrothermal systems. Also many constraints were neglected, such as the 
hy- 
dro reservoir dynamics with variable water head, cascaded plants, spillage, and 
requirements such as navigation and flood control. The present 
decomposition 
approaches employed to solve the problem are much more advanced. 
Since the 1980's, large scale optimization techniques began to be employed 
fully to deal with the optimization of realistic sized hydrothermal scheduling 
problems, including detailed models 
for hydrothermal power systems and nearly 
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all the aspects of operating constraints and network constraints resulting from 
reservoir dynamics. Mathematical decomposition techniques have advantages 
over other approaches such as: 
1. More complicated constraints and models can be included. 
2. Large scale realistic sized problems can be solved. 
3. Structurally and theoretically, the algorithms are more advanced and 
efficient. 
Details of mathematical decomposition are presented in the next chapter. 
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CHAPTER 3 
MATHEMATICAL DECOMPOSITION 
3.1 INTRODUCTION 
In this chapter, the importance and applications of mathematical decom- 
position techniques will be studied. This chapter together with the first two 
chapters provide the necessary background knowledge and introduce the purpose 
of this project study. 
3.2 INTRODUCTION TO MATHEMATICAL DECOMPOSITION 
Decomposition, hierarchical and multilevel system theories are all generic 
problem solving strategies that have been applied in a wide variety of contexts. 
Generally, they can provide a useful basis for the optimization and control 
of many large scale systems. These strategies can be described as dividing- 
and-then-solving procedures. Instead of directly addressing a very complex, 
hard-to-solve problem, the physical structure of this problem can be exploited 
and utilized by decomposition techniques. The entire problem can be broken 
down according to certain decomposition rules into a series of smaller and 
easier-to-solve ones, these subproblems can be solved individually, and their 
solutions recombined to achieve the solution of the overall problem. 
In particular in the context of mathematical programming problems, direct 
solution of large scale mathematical programming problems may require excessive 
computation either in terms of time or storage or even both. Conversely, the 
application of mathematical decomposition such as Benders' decomposition, 
Lagrangian relaxation price decomposition and Dantzig-Wolfe decomposition 
can produce very efficiently the optimal solution to certain types of large scale 
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optimization problems, especially in the case of many power system operation 
and control problems. If an on-line solution is needed, the decomposition 
becomes even more advantageous. 
It is not necessary to assume that the problem could not be solved 
theoretically by the "brute force", or in other words, the direct solution for 
this problem. Although feasible, the direct solution might be computationally 
expensive and unreasonable as it may require excessive computation either in 
terms of memory storage or CPU time. 
3.3 THE ADVANTAGES OF MATHEMATICAL DECOMPOSITION 
There are numerous well-known advantages of mathematical decomposition 
techniques over the direct solution. 
First of all, as mentioned above, decomposition can reduce considerably 
the computation time and storage requirement of the solution compared with a 
direct solution approach. The whole problem size can be substantially reduced 
to probably up to a few percent of the actual size. 
Take the generation scheduling of a hydrothermal power system for 
example, if the system has more than 100 thermal units, and more than 50 
hydro plants, for a 48 hour scheduling horizon with a hourly time interval, 
there will be easily more than 14400 variables and 21600 constraints involved in 
the problem formulation. This kind of problem size, even in its simplest linear 
programming problem formulation, will require the manipulation of matrices 
with thousands of rows and columns, the solution of such a large problem, even 
through a linear programming routine, will take nearly the full storage and CPU 
capacity for a modern mainframe computer, while mathematical decomposition 
may result in a dramatic reduction of the problem size. Optimal solution 
to the global problem can be achieved through the coordinated solution of 
substantially smaller problems (subproblems) in an acceptable CPU time such 
as twenty minutes. 
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Secondly, for some specific problems considered, fortunately, there will 
be some special features existing in these large scale problems that may be 
exploited. Also, because the matrices representing the constraint sets of the 
problems may have only a small percentage (e. g. 1-4%) of the elements that are 
non-zeros, the matrices will be very sparse. Moreover, the non-zero elements 
can be normally arranged into a special pattern that may result in a network 
flow problem structure as in the hydro subproblem scheduling. It is shown 
later that the hydro subproblem has a minimal cost network flow structure. By 
decomposing the entire problem into several subproblems, this special structure 
can be exploited and these subproblems can be solved much more efficiently by 
applying specially designed mathematical algorithms. 
Furthermore, because of the recent rapid development in computer science 
in multi-processors and parallel processing techniques, decomposition techniques 
can be even more efficient by taking advantages of this computational de- 
velopment. In fact, the availability of multi-processors and the development 
of distributed computer systems can lead to a parallel processing capability 
that can often be compatible with a problem formulation using mathematical 
decomposition approaches. Also the use of parallel processors will make the 
decomposition structure much more attractive as the elapsed time needed for 
the solution can be consequently reduced by the division of the computational 
burden through parallel processing. 
Finally, the decomposition techniques can provide a neat and efficient 
model. From the technical point of view, program development will be easier 
to handle. Models can be easily modified, updated and expanded and the 
algorithms for solving different parts of the model can be revised and developed 
independently. 
3.4 THE DISADVANTAGES OF DECOMPOSITION TECHNIQUES 
Unfortunately, mathematical decomposition algorithms are also likely to 
be theoretically and practically more complex than a direct approach in finding 
an overall optimal solution, as more iterations are needed to obtain the solution. 
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However, this shortcoming can generally be overcome if the computation time 
for each iteration of the mathematical decomposition is very short. Nevertheless, 
through the effective development of the coordination procedure, the algorithms 
can be developed to achieve an optimal or near optimal solution very efficiently. 
3.5 THE PRINCIPLES OF MATHEMATICAL DECOMPOSITION 
The basis of mathematical decomposition techniques to decompose the 
whole problem into many smaller subproblems, and to take into account the 
interaction between the subproblems so that the overall solution is achieved, by 
proceeding iteratively with information exchange between the subproblems and 
coordinating master problem. The manner in which coordination is achieved 
characterises the different decomposition techniques. "Hierarchical" decompo- 
sition refers to the vertical relationship between the master problem and the 
subproblems. If the entire problem is decomposed into a number of layers, 
some subproblems may be viewed as the master problems of the subproblems 
at a lower level, in this case, the term "multilevel" decomposition is used. 
The earliest application of mathematical decomposition was Dantzig-Wolfe 
decomposition in the 60's. 15*7.1, [124. ], [171.1 This decomposition technique is used 
for large scale linear programming problems. Since then, there have been many 
attempts to apply the various decomposition principles to solve the large scale 
problems in many fields. Much theoretical work has continued, together with 
investigations of the application of these methods to the decomposition of large 
scale problems. 
There are also analogies between mathematical decomposition and orga- 
nizational planning and control, which imply that mathematical decomposition 
rules can be applied to managerial decentralization. The mathematical de- 
composition process can be viewed as a hierarchical planning process in a 
utility organization with strategic planning and operational planning depart- 
ments. The strategic planning department proposed different plans, and the 
operational planning department examines the technical feasibility of the plans, 
determines the best way that the proposed plans can be operated, and feeds 
- 48 - 
back the marginal benefits or deficits to the strategic planning department. By 
transferring the information iteratively, these two types of departments work 
together until satisfactory plans have been found. 
In mathematical decomposition, according to whether the decomposition 
techniques are applied to the original (the primal) problem or the Lagrangian 
(the dual) problem, the decomposition techniques can be classified into primal 
decomposition and dual decomposition. 
Interest in the decomposition techniques was initiated by the examination 
of certain types of optimization problems that have a few sets of constraints 
which may complicate the problem in such a way that if these constraints 
were omitted, the problem could be readily decomposed into many independent 
subproblems. These constraints are usually termed to be "coupled constraints". 
Problems with this kind of structure can often arise from practical optimization 
problems. Notably many examples can be found in scheduling problems, in the 
case of the short-term hydrothermal generation scheduling problem. 
Various mathematical decomposition algorithms have been developed to 
take advantage of the special structures of large scale optimization problems. 
The most widely applied decomposition algorithms are from the following two 
categories: 
Price directive decomposition scheme. Under this decomposition scheme, 
the central unit or the master coordination program will set the initial 
internal prices for all the shared resources of the subsystems, and let 
the control units of subproblems (i. e. the sub-programs) take over to 
determine the best plans independently and feed back the schedules and 
the amount of resources for this particular cost of resources. If some 
of the resources for particular subproblems are oversubscribed or under- 
subscribed, the headquarters will adjust the marginal operating prices of 
the resources according to the situation set by the sub-program. The 
price of the oversubscribed resources will be increased and the price of 
the under-subscribed resources consequently will be decreased in order 
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to ensure a feasible and balanced solution for certain limited resources. 
The central unit will then request the control units for submission of 
new schedules based on this new set of marginal prices, and so on. 
After several iterations, the headquarters can determine the best final 
plan which might be a combination of proposed schedules from the 
sub-control units. The Dantzig-Wolfe decomposition and the Lagrangian 
relaxation are typical approaches based on this principle. 
2. Resource directive decomposition scheme. This type of decomposition 
scheme works quite differently from the first, in the coordination criterion: 
the first scheme uses an adjustment of the marginal prices, the latter uses 
an adjustment of resources. According to this scheme, the central unit 
or headquarters directly allocates the overall resources available to the 
different control units of the subproblems, and request the control units 
to send back a production schedule together with the marginal prices 
resulting from these resources in order to see the effect on marginal 
benefits from this adjustment. The central unit will then reallocate all 
the resources by processing this information; the control units with higher 
marginal benefits will receive more resources, while the control units with 
lower prices will be given less resources. The control units then adjust 
the production schedule according to their new resources and decide a 
new schedule based on the new resources allocation. The iterative process 
will continue until the overall expected profits are satisfactory. Benders 
decomposition is a well-known technique based on this principle. 
The main difference between these two types of decomposition lies in the 
flow of information between the central unit (the master coordinator) and the 
control units (the optimization sub-programs). In the price directive decom- 
position the central unit sends down marginal prices of independent resources 
and receives the activity and resource utilization; while in the resource directive 
decomposition scheme, the central unit sends down the resource availability for 
independent units and receives the marginal benefits of resources allocated. The 
difference can be seen from Diagram 3.1. 
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3.6 OPTIMIZATION DUALITY THEOREMS 
Duality theorems form the basis of the dual decomposition techniques. 
Duality theories are concerned with the global optimality conditions involving the 
dual variables (also called dual prices, shadow prices or generalized Lagrangian 
multipliers) for the optimal solution to a given primal optimization problem. 
The dual variables in these optimality conditions are optimal in a concave 
maximization problem that is known as the dual problem to the given primal 
problem. 
Given a canonical primal problem of nonlinear constrained optimization 
such as: 
(P) min f (x) subject to g(x) < 0, 
x c- X 
(3.1) 
where g(x) is a vector Of 
ý91 (X) 
ý 92 
(X)) 
... . g, 
(x)l, and f and each gi are real 
valued functions defined on XG R'. It is assumed throughout that X is a 
non-empty set. There is a function 
min L (x, A) (3.2) 
J; EX 
termed the Lagrangian dual functz*on for this primal problem. Let 
A>0, min L(x, A) exz*stsl (3.3) 
xE2X 
then the Lagranglan dual problem of (P) to the g-constraints is to maximize the 
Lagrangian function L(x, A) by associating with each constraint a real number 
Aj > 0, iGI= (1,2, ... m): 
max [min ff(x)+A*g(x)l], (3.4) A ES D XEX 
where A is an m-vector of dual variables. Dual variable A is also called an 
optimal multiplier vector for (P) if (x, A) satisfies the optimality conditions 
for 
some x. 
To be more explicit, if a pair of points (x* I A*) is a saddle point of 
L(x*, A*), then x* 
to find an optimal 
is a global 
solution of 
optimum of the primal 
the primal is equivalent 
problem (P). Thus, 
to finding a saddle 
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point of the dual and this condition applies to any mathematical program 
including non-convex programs or programs where X is a finite set. For 
convex differentiable problems the saddle point conditions are equivalent to the 
Kuhn-Tucker conditions. 
A pair of point (x*, A*) with x* GX and A* >0 is said to be a saddle 
point for L(x, A) if it satisfies the following: 
L(x*, A*) < L(x, A*), i. e. L(x*, A*) = min L(x, A*) (3.5) 
xEX 
for all xEX, and 
(2) L(x*, A*) > L(x*, A) (3.6) 
for all A>0. The necessary and sufficient conditions for a saddle point of L 
is equivalent to satisfy the global optimality conditions for the primal problem, 
that is: let X* EX and A* > 0, then (x*, A*) is a saddle point for L or x* is 
an optimal solution for primal if and only if the following equations hold: 
X* minimize L(x, A*) over X, 
that is, 
(1) f(x*)+A**g(x*)=-min ýf(x)+, X*g(x)ý 
xex 
(2) gi (x*) <0,2=: 11 2,... m 
Ai * gi (X*) =: 0, Z =: 1,2,... m 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
if (X* I 
A*) satisfies the global optimality conditions or in other words, 
is a saddle point for L, then x* solves the primal problem. Suppose that 
XG R' and real functions f (x) and g(x) are continuously differentiable, and 
that the problem satisfies a constraint qualification at x* C X, then a necessary 
condition for x* to be a local minimum of the primal problem (P), i. e. to 
minimize L(x, A) for a fixed A, is the existence of Lagrangian multipliers A* 
such that: 
AXL(x*, A*) = 
to ensure the stationarity and 
,x** gi(X *)-0 
(3.12) 
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for all iEI to ensure complementary slackness, these are called the Kuhn- 
Tucker necessary conditions. Thus, the optimality conditions for x* C R' and 
> are the Kuhn-Tucker conditions as follows: 
Af, + A* * 
for its minimality, 
gi (X*) 
for its primal feasibility and 
gi (x*) -- 
for its complementary slackness. 
z. = 1) 21 
(3.13) 
(3.14) 
(3.15) 
Furthermore, if f (x) and g(x) are convex functions, then the Kuhn-Tucker 
conditions above become necessary and sufficient conditions for global optimality 
of the primal problem. 
There are some useful properties associated with the dual problem. The 
weak duality theorem states that for every A>0 the value of the dual function 
L(A) is a lower bound of the absolute optimum value of the primal (P) =f (x*), 
i. e. for all A>0 the following equation holds: 
L(A) L(A*) (3.16) 
where A* is the optimal solution for the dual problem, and f (x*) is the feasible 
and optimal solution of the primal. Thus, the dual problem to the primal 
problem is obtained by finding the greatest lower bound to the primal optimal 
solution f(x*), namely, L(A*) = max. \>o L(A). As L(A*) < f(x*), without 
further assumptions on the primal problem (P), it is possible that L(A*) <f (x*) 
in which case the difference between these two va lues is termed the dua lity gap. 
The strong duality theorem states that if and only if x* C X, A* 
and (x*, A*) satisfies the global optimality conditions, in another words, is a 
saddle point for L(x, A), then A* is optimal in the dual Problem; moreover, the 
i=1,2,... m 
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primal and dual problems have equal optimal objective function value, namely 
L(A*) =f (x*), i. e. there is no duality gap. 
If the primal problem is convex and obeys some regularity conditions, 
then an optimal dual solution can be used to find an optimal solution to the 
primal. For an arbitrary primal problem, however, there is no guarantee that 
the optimal solution of the dual problem will yield an optimal solution for 
the primal problem. Nevertheless, the dual problem can be very useful in the 
solution of the problems suchas hydrothermal unit commitment problems, which 
are non-convex as a result of the integer variables involved in unit commitment. 
Details will be shown in later chapters. 
Very often the dual problem is much easier to solve than the original 
problem, mainly due to the absence of the dualized constraints. Even if 
sometimes a saddle point does not exist as is usually the case with mixed- 
integer or other non-convex programming problems, the duality theorems still 
give the means for evaluating the lower bound of the primal problem very 
efficiently, and this can be exploited easily in a branch and bound framework. 
3.7 SOLUTION TECHNIQUES FOR THE MASTER PROGRAM 
The implication of duality theorems is that we need only consider optimal 
dual solutions in seeking to establish the global optimality conditions for the 
primal. The indicated solution strategy is to find an optimal solution A* to the 
dual, and then attempt to find a complementary x* which satisfies the global 
optimality conditions. 
Concerning the algorithms employed for the solution of the master prob- 
lem to maximize the Lagrangian dual function L(x, A), i. e. the coordination 
procedure to determine the proposals of the central unit, the solution 
techniques 
can be broadly classified into two main streams as 
follows. 
1. The gradient approaches such as the steepest ascent (descent) algorithm. 
Linearization and solution by generalized linear programming. 
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The Lagrangian function L(z, A) is finite and concave over any convex 
subset of its domain D. Generally, the dual function L(A) is not everywhere 
differentiable. The gradient approaches will adjust the current solution at each 
iteration by moving in the direction indicated by the gradient (the vector 
pointing in the direction of the maximum rate of improvement of the dual 
maximum objective function, or more generally a sub-gradient when the dual 
objective function is not differentiable at some points). Although a continuous, 
concave function may not have a gradient everywhere, it does have everywhere 
a generalization of the gradient. A vector g(xo) is called a sub-gradient of a 
concave function f(x) at xo if 
(x) :5f (xo) + (x - xo) * g(xo) (3.17) 
for all x. If there is a unique sub-gradient of f (x) at xO, then the sub-gradient 
is the gradient. The sub-gradient of the dual function is defined as: for any 
Ak > 0, let the corresponding X(Ak) -fxCX: L(x, Ak) - L(, Xk)l, then for 
all X C X(Ak), the vector ýgj (x), g. 2 (x), ... g.. 
(x) ý is a sub-gradient of L at Ak - 
When the dual function is differentiable at Ak, the set x(Ak) reduces to a single 
point x, and the vector f 91 (X)) 92 (X) g. (x)l is the gradient of L at the point 
Ak- 
In generalized linear programming coordination, the solution space and 
the objective function are represented in the master program by linearization 
(inner or outer) in the neighbourhood of the current solution. The simplex 
method can be employed for the solution of the resulting linear programming 
problem. The generalized linear programming algorithm is a generalization of 
the primal simplex algorithm because its subproblems generate columns for a 
master problem that is iteratively resolved by the primal simplex method. Since 
the number of variables or constraints may be excessively high, the principles 
of generalized linear programming restriction and relaxation are usually utilised. 
3.8 THE APPLICATIONS OF DECOMPOSITION 
The unit commitment problem and hydrothermal generation scheduling 
problem, as formulated here, are large scale, dynamic and mixed-integer pro- 
gramming problems. Recently, there have been many applications of strategic 
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mathematical decomposition approaches to solve the hydrothermal scheduling 
problem. Usually the mathematical decomposition technique is applied to di- 
vide the overall hydrothermal scheduling problem into a master problem, a 
hydro-based subproblem and a thermal-based subproblem. Various techniques 
for solving the subproblems and exploiting the special features of individual 
subproblems have been developed and various methods have been used to solve 
the master problem. The decomposition approach is the main theme of the 
project. So far, it is considered to be the most promising approach for solving 
large scale hydrothermal scheduling problems. 
Depending on the different principles of decomposition, there are two 
main streams of decomposition techniques applied to hydrothermal generation 
scheduli ng problems: Lagrangian relaxation and Benders' decomposition. The 
processes for the two main approaches can be stated as follows: 
1. Bender's decomposition technique is based on the resource directive de- 
composition scheme. In this decomposition scheme, for the hydrothermal 
scheduling problem, the master problem is the unit commitment of ther- 
mal units (integer variables only). The subproblem is the economic 
dispatch problem, which involves only continuous variables. The pro- 
gram will start with an initial unit commitment schedule, and different 
hydrothermal economic dispatch schedules with fixed thermal unit com- 
mitment decisions (resources) can be examined iteratively. For each 
iteration the operating cost of the resulting dispatch schedule is calcu- 
lated along with the marginal price savings from this unit commitment 
decision. This information is then fed back to the "master program". 
The master program is the mechanism which generates new thermal 
unit commitment decisions. The next hydrothermal economic dispatch 
problem is then solved again according to the new unit commitment 
decision. In this way, the lower and upper bounds of the total thermal 
production cost are derived at each iteration, the program will stop when 
no further improvement in total production cost can be achieved and the 
convergence of this decomposition scheme is usually claimed to be fast. 
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2. Another type of decomposition is based on the price directive decom- 
position scheme, that is the Lagrangian relaxation. In this scheme, 
the coupled constraints (power balance, reserve, and other security con- 
straints involved with units grouped together) are relaxed by assigning a 
Lagrangian multiplier and incorporated to the original (primal) objective 
function, Lagrangian dual function. The problem then becomes the dual 
problem of maximizing the Lagrangian function; that is, finding the sad- 
dle point of this Lagrangian dual function. This is actually a max-min 
dual problem that can be solved by examining different sets of Lagrangian 
multipliers or "marginal prices" and solving the resulting minimization 
problem. The minimization problem can be decomposed into many inde- 
pendent subproblems, according to the remaining constraints which can 
be solved individually. In the hydrothermal generation scheduling prob- 
lem, this becomes a set of minimization problems each related to a single 
thermal unit, and a set of minimization problems related to each river 
valley for the hydro units. The master program here is the mechanism 
that generates a new set of multipliers according to the resource surplus 
or shortage at each iteration in order to achieve a higher value for the 
Lagrangian dual function. 
A survey of the main decomposition strategies and approaches proposed 
in previous work on short-term hydrothermal scheduling can be broadly divided 
into the following groups: 
1. There have been applications in hydrothermal generation scheduling using 
the primal decomposition. 1: 38. ], 130-1 Actually this primal decomposition can 
be viewed to be a special case of the dual decomposition without an 
explicit coordination procedure. 
The dual decomposition technique based on the Lagrangian relaxation 
and the master problem is solved by the sub-gradient optimization and 
tangential approximation technique. 
100. ). 191.1.102. ] 
3. The dual decomposition technique based on the Benders' decomposition. 
190-1 in which the continuous subproblems are solved using the Lagrangian 
relaxation approach. 
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4. A Lagrangian relaxation dual decomposition for both thermal unit com- 
mitment and hydrothermal generation scheduling, solved by penalty func- 
tion methods. ['20-1 
5. A dual decomposition including a detailed model for the hydro and 
thermal systems and an optimal power flow model without thermal unit 
commitment, but with hydrothermal dispatch1138.1 
6. Hydrothermal coordination based on the concept that the incremental 
value of the hydro generation is equal to the incremental cost of the 
displaced thermal generation. 162. ), 1170.1 
The above approaches actually belong to one of the three main approaches 
which can be summarized as follows: 
The heuristic marginal cost decomposition and coordination method. This 
comes from the concept discussed by Seymore, Larson and Waren that 
"hydrothermal coordination is based on the concept that the incremental value 
of the hydro generation is equal to the incremental cost of the displaced ther- 
mal generation. " This statement is aimed to demonstrate that, supposing 
the power balance equation holds such that 
11 
Z P7, (Z', k) +Z PH (J, k) = PD (k) 
ii 
to ensure this load requirement is met with the least cost, the hydro 
generation should replace the most expensive thermal generation. 
2. Lagrangian relaxation decomposition technique. This has been reported 
as one of the most efficient and suitable approach for the decomposi- 
tion of a large scale hydrothermal scheduling problem. There are two 
approaches to applying the Lagrangian relaxation technique: the first 
approach uses Lagrangian relaxation only for solving the dual prob- 
lem and finds its lower bound which may be infeasible for the original 
hydrothermal scheduling problem; the second approach combines the La- 
grangian relaxation dual methodology with a branch and bound technique 
in order to find an optimal and feasible solution of the original (pri- 
mal) unit commitment problem. There have also been many algorithms 
- 59 - 
applied to actually update the Lagrangian multipliers, such as the sub- 
gradient optimization algorithm, the tangential approximation technique, 
and the generalized linear programming algorithms. Among these the 
sub-gradient optimization algorithm is the most popular. 
3. The generalized Benders decomposition approach. In this approach, the 
entire generation scheduling problem is decomposed, transforming the 
solution of the overall problem into a master program that only involves 
integer variables and a subproblem with continuous variables only. The 
continuous subproblem with real variables may be further decomposed into 
many sub-subproblems. In the case of hydrothermal generation scheduling 
with thermal unit commitment, the master problem is the thermal unit 
commitment problem deciding the unit "on" and "off" schedule, and the 
subproblem corresponds to the hydrothermal economic dispatch problem. 
The subproblem can be further decomposed, by applying the Lagrangian 
relaxation technique, into a series of hydro subproblems for each river 
valley and thermal subproblems for each thermal unit. 
The heuristic marginal price coordination has been proved to obtain the 
optimal solution or near-optimal solution through the successive application of 
a hydro scheduling program based on specified incremental costs and using the 
thermal unit commitment program to cover the remaining load in order to ensure 
that the load demand requirement is satisfied. It is quite a straightforward 
method, and can be very efficient in producing a near-optimal and feasible 
solution. Much work has been undertaken using this approach, or some 
variation of the concept, depending on the properties of different hydrothermal 
systems. 
Algorithms based on Benders decomposition have been reported to have 
a slightly higher efficiency than algorithms based on Lagrangian relaxation 
where the Benders decomposition method has the advantage of coping with the 
integer variables. However, Lagrangian relaxation may be used to generate a 
near-optimal yet feasible solution in less time than the Benders decomposition 
method and this is more acceptable in practice. Also, program development 
will be simpler and easier to handle in the case of Lagrangian relaxation. 
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Within the context of branch and bound techniques, Lagrangian relaxation 
decomposition has been applied to solve the subproblems combined with branch 
and bound techniques to obtain lower bounds on the overall problems. 1144.1 
However, due to the computational limitations of branch and bound techniques, 
only a few nodes of the accompanying tree could be examined. This difficulty 
is overcome by considering that the commitment schedule of a large part of the 
thermal plants can be identified without requiring the solution of the master 
problem (e. g. the nuclear power units, the 'must on' or 'must off' units). 
Consequently, the master problem must be solved only to obtain the unit 
commitment schedule for a small number of thermal units, in order to seek 
higher efficiency. 
Both of these two methods were reported to be capable of producing 
better solutions than the heuristic techniques. Generally speaking, the heuristic 
methods require lower computation time, but they can not guarantee a near- 
optimal solution. If an exact optimal solution is not actually expected which 
is often the case under practical conditions, then this method will be very 
suitable. Even the Benders decomposition method or Lagrangian relaxation 
can not be guaranteed to reach the exact optimal solution, they can only 
guarantee the solution within 1-2% from the optimum. The disadvantage of 
Benders' decomposition and Lagrangian relaxation is that the solution of the 
dual problem may not be feasible for the primal because a duality gap may 
result from the application of these two decomposition approaches. This is 
undesirable whereas the heuristic methods can always ensure the load demand 
is satisfied by the generation and can rapidly provide a near-optimal solution for 
decision makers. Heuristic methods are therefore a good alternative approach 
to decomposition. 
A global optimization approach has been proposed to coordinate the 
hydrothermal scheduling in order to achieve a better solution in an acceptable 
time through heuristic marginal prices coordination. 1 "27-) This approach has 
been reported to be a quite appropriate strategy, because, for a hydrothermal 
power system with considerable hydro and thermal generation capacity, after 
the nuclear generating unit schedule is fixed to cover the 
base load, the small 
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number of thermal generating units left to be committed may be solved through 
the first iteration of the hydrothermal coordination procedure. After the first 
hydrothermal coordination procedure, the thermal unit commitment schedule can 
actually be fixed, only the schedule of economic dispatch for the hydrothermal 
power system must be performed. 
Previous work and tests have suggested that the hydrothermal genera- 
tion scheduling problem, including thermal unit commitment, is an immensely 
complicated problem. The coordination procedures for hydrothermal generation 
scheduling may be enormous, the specific approaches used for hydrothermal 
coordination will differ from system to system depending on the system char- 
acteristics, the physical and operating constraints and the operating policies. 
The distribution of hydro generation capacity and thermal generation system 
capacity is an important factor for deciding the coordination procedure. If 
the thermal generation proportion is much higher than hydro, the thermal unit 
commitment schedule may change as a result of the coordination. If the pro- 
portion of thermal generation is much lower than the hydro, the thermal unit 
commitment can be fixed after the first hydrothermal coordination iteration. 
Recently, in G. X. Luo, H. Habibollahzadeh and A. Semlyen's paper an ef- 
ficient solution of short-term hydrothermal scheduling problems has been pre- 
sented. This paper gives a fully detailed model of short-term hydrothermal 
scheduling including the main features such as head variations, the effects of 
cascaded multi-chained reservoirs, the time delays of water inflows, the effects 
imposed by load flow equations and other security constraints, etc. In this 
approach, the problem has been decomposed into a hydro subproblem and a 
thermal subproblem based on Kuhn-Tucker optimality conditions similar to the 
heuristic marginal cost coordination approach, and these two subproblems are 
solved iteratively. Network flow programming is used for solving the hydro 
subproblem. The equations of coordination such as the power 
balance equa- 
tion and the optimal power flow equation are used for the thermal scheduling 
subproblem. However, in order to reduce the complexity of the 
hydrothermal 
scheduling problem, the approach assumes that the thermal unit-commitment 
has been solved separately such that the on-and-off schedule of the thermal 
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generators is predefined before hydrothermal scheduling problem is solved. Thus 
only real variables were considered. An integer optimization process which is 
known to be much more complicated than the continuous optimization prob- 
lem when Benders decomposition or the Lagrangian relaxation techniques are 
applied. 
To summarize, as a price directive decomposition approach, the La- 
grangian relaxation methodology has been applied to a broad class of large- 
scale dynamic scheduling problems and resource allocation problems. Even with 
mixed-integer programming problems, this technique has also been applied to 
realistic and practical thermal unit commitment problems and hydrothermal 
scheduling problems. Therefore, comprehensive work has been done in this 
project to apply this solution methodology to the solution of large scale thermal 
unit commitment problems and then to hydrothermal unit commitment prob- 
lems. Details of the algorithms which have been developed will be given in 
later chapters. 
- 63 - 
CHAPTER 4 
HYDROTHERMAL GENERATION SCHEDULING MODEL 
4.1 INTRODUCTION 
This chapter is intended to cover the fundamental aspects of modelling 
the various parts of hydrothermal power systems and the phenomena that are 
related to the short-term generation scheduling of hydrothermal systems. 
A mathematical model must represent the real system problem as ac- 
curately as possible, but the level of detail in each model must rely on the 
availability of data. Even if complete data is eventually available, the model 
derived may result in too much complexity. As a result, practical modelling 
development can only be a compromise between the accuracy of the model and 
the necessity to limit the complexity of the problem. 
Any system may be viewed as being made up of subsystems each of 
which involves a number of components. The degree of detail in the models 
of components and subsystems varies with the desired accuracy and relevance 
to the given problem. A hydrothermal power system is not an exception. It 
consists of three major parts: a thermal subsystem, a hydro subsystem, and an 
electrical transmission network, as can be seen from Diagram 4.1. A structural 
diagram of a typical hydrothermal power system is shown in Diagram 4.2. 
The basic components that must be clearly modelled in a hydrothermal 
power system are individual thermal generating units, individual hydroelectric 
units and the transmission network system. These three parts are discussed 
respectively in the following sections. 
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The short-term generation scheduling of a hydrothermal power system, 
as modelled in this chapter, is a large scale, nonlinear, dynamic, mixed-integer 
programming problem. Due to the negligible marginal cost of hydroelectric 
generation, the objective of this optimization problem is to determine which 
generating units should be committed and what load should be placed on each 
unit to meet the forecast load demand while maximizing the hydro generation 
in order to minimize the total production cost of the thermal plants within 
all the operational constraints. The main objective of the hydro subproblem 
optimization procedure is to maximize the total utilization benefits of the stored 
water energy according to the water marginal values at each time interval. 
In short-term generation scheduling, it is essential to model each unit and 
each reservoir separately and in great detail. It is necessary to point out here, 
that the fundamental difference between the long-term and the medium-term 
models compared with short-term models is that in the short-term models all 
data considered are deterministic, whereas in the long-term ones, the probabilistic 
characteristics of the problem must be viewed as a crucial point in the modelling 
procedure. The long-term model is usually solved by stochastic dynamic 
programming. The difference between the short-term model and the medium- 
term one is that the short-term model takes into account the intra-week cycle 
reservoirs, whereas the medium-term one only takes into account the reservoirs 
that have cycles more than a week or so. 
Section 4.2 describes the hydro subsystem model including hydroelectric 
plants, reservoir dynamics and hydrological coupling between reservoirs in the 
same river. The network structure resulting from the majority of constraints 
involved in hydro subsystem is also discussed in this section. The hydroelectric 
plants are considered to have a negligible operating cost over the optimization 
period. Section 4.3 considers the thermal subsystem model. Different types of 
thermal plants are specified, such as nuclear plants and fossil fuelled plants. 
The operating cost of the unit and other constraints introduced in the overall 
model are discussed, followed by Section 4.4 where the transmission network 
model is described. Section 4.5 gives a complete model for short-term generation 
scheduling of a hydrothermal power system. 
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4.2 MODELLING OF HYDROELECTRIC SUBSYSTEM 
4.2.1 Introduction 
The requirements for the optimal operation of hydroelectric plants must 
be understood before one can go forward with the economic operation problems 
of hydroelectric plants. There are usually limitations imposed on operation 
of hydro resources by flood control, fisheries, navigation, recreation, water 
supply and other demands on the water bodies and streams, as well as the 
characteristics of the energy conversion from the potential energy of the stored 
water to the electrical energy. 
4.2.2 Hydro Power Station Layout 
The principle of a normal hydroelectric power station is to use the water 
energy falling from a high level source to drive a turbo-generator and produces 
the electricity. In a hydroelectric power plant, the hydro turbines convert the 
available water potential energy from the rivers into kinetic energy, which is in 
turn converted into the electrical energy through the generator units. 
According to the installation characteristics, hydroelectric power stations 
can be classified into two types: conventional and pumped-storage hydroelectric 
plants. A pumped-storage scheme differs from the conventional hydroelectric 
plants in that it consists of two reservoirs, an upper reservoir and a lower 
reservoir. During the peak load period, water stored in the upper reservoir is 
released to drive the turbo-generators in order to generate electrical energy when 
it has high merit value to the network (i. e. displacing the high cost fossil-fuel 
generation). During the light load period, the water which has been collected 
in the lower reservoir is pumped back into the upper reservoir using the most 
economic energy available as a surplus from other sources in the system and 
at a time when marginal cost of the electrical energy in the network is much 
lower. 
By considering the station net head and storage capability of the hydro- 
electric power stations, the conventional hydro power plants can be subdivided 
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into two main categories: ru n-of-the- river power stations and storage power 
stations. 
The run-of-the-river power plants have a very small and limited or no 
storage capacity at all and use water energy as soon as it becomes available. 
Water energy that can not be utilized at the time is spilled over. These 
stations are usually built on sites where a river flow is maintained. The power 
plants can be located in the stream or alongside. Sometimes if necessary, only 
a small dam is built for water regulation, navigation, or irrigation purposes. 
Normally they are operated at a constant forebay elevation and their power 
outputs only depend on the corresponding water inflow into the reservoirs. 
It is therefore obvious that in the case of the unregulated water inflows, the 
generated electrical power by this kind of hydro power plants is not controllable, 
so inside the optimal generation scheduling problem, its generation is usually 
taken as a negative customer load and subtracted from the total electricity load 
demand. 
The storage power plants, on the other hand, have relatively large 
reservoirs or significant storage capacities which are generally built on natural 
sites. They are capable of permitting carry-over storage from the wet season 
to the dry season. Normally, they are operated at a variable gross head with 
a variable power output. During low electrical power requirement periods, the 
water energy can be stored and then utilized when the load demand is high. 
Pump-storage plants can be treated as a special case of the second 
category because they have spare water capacity at the tailrace level and 
pumping facilities attached to the stations in order to store the water back 
in the upper reservoir. This type of generation source can be used for peak 
load generation, thereby replacing less economic sources such as thermal power 
plants. However, there is a trade-off problem due to the cost of the pumping. 
The generating cycle of pumped-storage plants must also be considered in the 
process of generation replacement. The optimal operation of pumped-storage 
plants forms a rather special problem and is usually treated independently. 
Generation scheduling with pumped-storage power stations forms a quite special 
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problem and is very different from the conventional hydrothermal scheduling 
problem, it is therefore not considered in this research work nor in this thesis. 
The design of hydroelectric plants very much depends on some practical 
factors, due to the geographical and hydraulic limitations. It is true to say 
that no hydroelectric systems will be the same as others. Diagram 4.3 and 
Diagram 4.4. show a typical hydroelectric power station layout and a schematic 
model. The main elements of a typical hydroelectric plant include an upper 
level reservoir or a forebay, a dam, a penstock, a plant house, turbines and the 
tailrace. The water from the river is carried through a passageway intake directly 
into the turbine in the low-head case or to a pressure conduit (called penstock) 
in the mid- head or high-head cases. For the purpose of pressure regulation, a 
surge tank is installed along the penstock preventing sudden pressure rises or 
drops during rapid load changes. The pressurized water then passes through 
the hydro turbine(s), turning the turbine(s) to move the generator, thereby 
producing electrical energy. Water flowing through the turbine(s) is passed 
through the draft tube and enters the tailrace, and is finally passed through 
the tailrace reservoir which may be one of the parts of the same river that has 
a lower elevation than the upper reservoir. 
4.2.3 Hydroelectric Power Station Performance Model(P-Q, H) 
The relationship between a hydroelectric plant output power with the 
water discharge rate of a turbine and the net head of the plant is nonlinear. 
In other words, the generation output function of a hydro power station is 
a nonlinear function of its effective net head and its turbine discharge rate. 
Generally this function can be represented by the following equation: 
PH(j, k) -f (H (j, k), Q (j, k)) kEK, 3* C 
Where 
(4.1) 
PH (J, k) is the power output for unit j at time k in MW- 
H(J, k) is the effective head for unit J at time k in meters. 
Q (J, k) is the discharge rates for unit J at time k in (m 3 /second). 
K is the total scheduling period. 
J is the total number of hydro units. 
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To be precise, the output power (in MW) of a hydroelectric plant can 
be written as follows: 
166. ] 
PH (j, k) = [Q (j, k) *H (J, k) / (102.0 * 77Tj * 77G3') j (4.2) 
Where 
7ITj is the turbine efficiency 
77Gj is the generator efficiency. 
102.0 is a constant coefficient. 
If we define a total efficiency variable q, - given by 
71j = 1.0/102.0 * 77Tj * 77Gj (4.3) 
then an alternative form of hydroelectric power output function becomes: 
PH(j, k) - 7ij *Q (J, k) *H (J, k) (4.4) 
There are many forms of model to represent the hydro plant performance 
function depending on how the plant efficiency is represented or the diversity 
of the installation characteristics. Since the plant efficiency depends on both 
the discharge rate and effective head, as seen from Diagram 4.5, when the 
discharge rate is low, the efficiency is low and the power output is low. When 
the discharge rate is higher than the best efficiency point, the efficiency again 
becomes low, resulting in a relatively lower power output. Only when the 
plant works at its optimal discharge rate can the plant achieve its maximum 
efficiency. Therefore the plant usually works at the best efficiency point or in 
other words, the best operating point. Also the discharge rate at the operating 
point increases when the head increases. It is then better to maintain a high 
head so that the discharge rate at the best operating point will be of high 
value, resulting in increased power output. Whereas if the head is low, to 
produce the same amount of power, the discharge rates must be much larger 
than in the high head situation, because of low efficiency. 
Different models resulting from the representation of the efficiency can 
be summarized as follows: 
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1. The efficiency variation with the active power generation can be effectively 
modeled using the following quadratic expression: 166. ] 
2 9. A, * 71j +A2 *773-+A3 *P. ý j, k) +A4 *PH (j, k) +A5 -0 (4.5) 
Where A,, A2, A3, A4 and A, 5 are related coefficients. 
2. The Glimn-Kirchmayer modeII66-1 describes the water discharge rates as 
a function of unit effective head and active power generation, it gives the 
variation of discharge rates Q(j, k) as a bi-quadratic function of H(j, k) 
and PH(J, k): 
(J, k) = Kj * Oj (H (J, k)) * Oj (PH (j, k)) (4.6) 
Where Kj is a proportional constant and 
Oj (H (J, k)) - aoj + aij *H (J, k) + a2j *H2 (J, 
Oj (PH (j, k)) = boj +b ij * Ply (j, k) + b2j * Pý (j, k) 
3. The Hamilton-Lamont modeII66-1 also describes the water discharge rates 
as a function of effective head and active power generation, it gives the 
form as: 
(J, k) = vj (H (3*, k)) * wj (PH (J, k)) /H (3', k) (4.7) 
Where aoj, ajj, a->j)boj, bj and b2j are coefficients. 
vj(H(j*, k)) = aoj + aij * H(j, k) + a2j *H2 (j, k) 
wj (PH (j, k)) = b03. + bij * PH (J, k) + 
b2i *P3 (J, k) 
4. The Arvanitidis-Rosing mode1166.1 takes into account the reservoir storage 
variable to show the change of efficiency rate. 
PH(J, k) = (0 - exp -" *v 
(j. k) )* H(J, k) * Q(J, k) (4.8) 
Where V(j, k) is the storage or volume of unit J. at time k. 
For the daily operational planning problem, the forebay elevation for 
reasonably large reservoirs will not change a lot, nor will the tailrace elevation. 0 
So the head variation is quite insignificant, and the model derived and used here 
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is that the power generation is modeled as a polynomial function of discharge 
rates at its given head. If the head change does occur, the polynomials 
coefficients can be updated, hence, the head variation can be gradually taken 
into consideration. Thus we have: 
PH(j, k) = aoj + aij * Q(j, k) + a2i * Q2 (j, k) 
+ a3j * Q3 (j, k) + a4j * Q4 (j, k) -Z (j, k) 
(4.9) 
Where Z(]*, k) is due to the consideration of head losses. 
Considering the power output as a function of discharge rate when the 
head is constant, as shown in Diagram 4.6, it is quite clear that the curve 
consists of N segments which corresponds to 1,2, N units of the plant 
in operation. The best operating points for 1,2, N units in operation 
are also shown by vertical dotted lines (QI, Q23 ... 
QN) respectively. Under 
practical situations, the plant will operate within a reasonably small variation 
from these best operating points, but will never operate at the intersection of 
these segments because at these intersection points, the plant efficiencies will 
be very low. 
With further piecewise linear approximation based on these unit best 
efficiency points (the operating points for each unit in the plant), and taking 
into account that the head variation will not change dramatically during daily 
operation and therefore can be ignored, the power output model for a hydro 
station at a given head during a time interval can be derived as a linear model. 
The linear power output function may be expressed as: 
N 
PH k) E 71jn * Qn 
n 
(4.10) 
Where j stands for plant number, and n stands for the unit or segment number 
of the piecewise linear function of hydro power production. Q,, (J*, k) stands for 
the unit discharge rate and is one of the components of the station discharge 
Q(j, k), corresponding to a line segment n of the piecewise linear approximation 
of the power production function, and 77j, is the unit generating efficiency, 
corresponding to the line slope of the piecewise linear approximation of this 
power production function. Through connecting the minimum power output 
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(Station Power Output) MW 
Qi I Qi2 Oirnax 
point, the maximum output point, and the best operating points by a piecewise 
linear curve derived from the original nonlinear curve, as shown in Diagram 4.6, 
a linear power function is obtained. The piecewise linear curve is illustrated in 
Diagram 4.6. So 
N 
Q (j, k) E Qn 
n 
(4.11) 
furthermore, by updating the unit efficiency points resulting from the head 
changes, the nonlinearity of the power output function can also be included 
through linear successive approximation techniques. 
It is quite clear that the piecewise linear approximation of the hydro 
generation function is very close to the accurate nonlinear model near the best 
operating points, but may be quite inaccurate around the intersection points 
of different segments. This linear approximation is therefore very suitable for 
short-term studies with the best operating points policy, since, the plant will 
never be operated near the intersection points in practice. 
4.2.4 Reservoir Storage Model (H-V or Forebay Elevation-V) 
To obtain an operational model of a turbine it is necessary to know the 
head-storage characteristics of the reservoir and its appropriate mathematical 
model. The modelling of the reservoir storage forms a crucial part of the study 
of hydroelectric operations. 
For man-made reservoirs, which have generally known geometric regular 
shapes, it is possible to calculate the volume contents of these reservoirs from 
their dimensions and to establish the head-storage characteristics directly. For 
natural reservoirs, topographical surveys must be carried out to find the surface 
area of the reservoirs at different levels and hence to determine the volume 
contents from various elevation levels. Usually, when the reservoir storage is 
high, the head variation rate is small; when the storage becomes lower, the 
head variation tends to be large. This results in a nonlinear head-storage 0 
relationship. 
Once the head-storage characteristic curve has been found, it is possible 
to fit a quadratic or cubic curve for the head-storage relationship using the 
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well-known least squares curve-fitting method to find the constant coefficients 
of this nonlinear function. 
The model used here is a nonlinear function as proposed by El-Hawary[66.1 
et al, up to the second order. In this case, the reservoir is actually assumed to 
be a trapezoidal shape. See Diagram 4.7. The evaporation and seepage losses 
of water in reservoirs are ignored. So we have 
V(j, k) - Doj + Dij * H(J, k) + D2j *H2 (j, k) (4.12) 
Where DOj, Djj and D2j are related coefficients. 
Alternatively, the reservoir can be assumed to be vertical-sided, this 
assumption results in the linear reservoir model with 
V (j, k) = Do3- +D 13. *H (J, (4.13) 
Where Djj is the surface area of the reservoir. This linear relationship is used 
as the reservoir storage versus head model as shown also in Diagram 4.7. 
4.2.5 Effective Head Model (H) 
The head of a hydroelectric plant is actually the elevation difference 
between the forebay level and the tailrace level. As there are always head 
losses when water passes through the penstock due to the friction in water 
flows, the effective head for a hydroelectric plant or the net head of the plant 
is actually the quantity that determines the power plant production that can 
be generated; it is obtained by subtracting the head losses from the gross head. 
See Diagram 4.8 for illustration. The head losses depend on the discharge rate 
as also shown in Diagram 4.8. Thus 
k) = Ef (J, k) - Et,, il,,,,, (J, k) 
(j, k) -AH(', Hef f ect, 
(j, k) = Ho, I 
AH(j, k) - AHoy + Aj * Q(J, k) 
(4.14) 
(4.15) 
(4.16) 
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Forebay Elavation (m) 
Forebay Elavation (m) 
Diagram 4.7. Reservoir Elevation - Storage CurN7e 
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The tailrace elevation is dependent on water discharge rate and spillage. See 
Diagram 4.9. 
Etailrace(j, k) : --: 
Etailrace0l* + Cj * (Q (J, k) +S (j, k)) (4.17) 
Where S(j, k) is the spillage in the case that water is spilled. 
The forebay elevation is a function of reservoir geometry, natural inflow, 
water discharge rate and spillage. For variable head power plant, it is nec- 
essary to update the reservoir volume to obtain the actual forebay elevation 
Eforebay(j, k). The entire model of the effective head then becomes: 
Hef f ectiv e k) - Ef (j, k) - (Et,, 0+A Hoj) 
- Cj * [Q(j, k) + S(J*, k)] - Aj * Q(J, k) 
4.2.6 Turbines 
Generally, hydro turbines can be divided into two types, namely, reaction 
type and impulse type. In the reaction turbines, the potential energy of water 
under pressure is only partly converted into the kinetic energy of water at 
velocity before it enters the turbine runners, while in the impulse turbines, all 
the potential energy is converted into kinetic energy before it enters the turbine 
runner. The reaction type turbine is commonly used. Among this category are 
the Francis wheel turbine, the Kaplan wheel turbine and the propeller wheel 
turbine. The different types of turbine have different operating characteristics, 
see Diagram 4.10. 
4.2.7 Reservoir Dynamics and Hydraulic Network Modelling 
A hydroelectric system may consist of a number of power stations, 
possibly sited on different river valleys. The hydroelectric power plants on 
the same river have a hydrologically coupled relationship since the discharge 
rate from one plant will affect the operation of its downstream plants, he, the 
discharge rate of the upstream plant constitutes a part of the water inflows into 
the downstream plants. The coupled river system model can be as illustrated 
in Diagram 4.11. 
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The hydraulic coupling between the plants located on the same river, 
and the effects of the upstream discharges on the downstream plants forebay is 
of great importance and necessitates river network modelling. This modelling is 
even more important and significant when the time delay of the water transport 
is greater than the scheduling time interval. This is the case when there is 
a very long distance interconnection between the cascaded plants in the same 
valley. The state-space approach is available for this kind of modelling, i. e. 
dVIdt = INF(t) - Q(t) - S(t) 
Where dVIdt stands for the reservoir volume changing rates, INF(t) stands for 
the water inflow rate. However, for a large, highly interconnected hydroelectric 
system, it is not practically acceptable to apply this model because of the high 
dimensionality problem it will cause. Moreover, if reservoirs have quite long 
distances between each other, it is necessary to include the water transport 
delay time into the formulation of the reservoir dynamics model. To conclude, 
the approach which may be employed in this work for river network modelling 
is the transport delay model suggested by El-Hawary et al. 166.1 The model is 
derived based on the water flow conservation equation, the dynamics of the 
hydro reservoirs can be represented by difference equations as follows: 
m 
V(j, k+ 1) = V(j, k) - Q(J, k) - S(J, k) + Q(z*, k- tij) 
m 
(4.19) 
+S (i, k- tij) + INF (J, k) jEJ7kEJ 
Where 
V(J, k) is the content of the 1*: th reservoir at the beginning of interval 
k 
Q (j, k) is the discharge rate of the j*: th reservoir during interval k 
S(J, k) is the spillage of the j: th reservoir during interval k 
INF(j, k) is the natural inflow into the J*: th reservoir during interval k 
Eý' Q(1*, k- tij) is the discharge rates of the upstream reservoirs of 
reservoir j during interval k, if there is no such upstream reservoir 
exists, then Eý' Q (i', k- ti, -) will be zero 
Eý' S (1*, k- tij) is the spillage of the upstream reservoirs during interval 
k 
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43- is the water transport delay from the upstream reservoir t' to down- 
stream reservoir J 
kE K) K is the total time period considered 
jCJ, J is the total hydro stations considered 
iC MI M is the total upstream reservoirs of reservoir I 
4.2.8 The Operating Constraints 
The operation of hydroelectric plants can not be isolated from other 
multi-purpose developments of the river system. The maximum and minimum 
limits on the reservoir contents and discharge rates must take into account 
time dependent constraints on environmental requirements and recreational con- 
siderations such as irrigation, flood control, water supply, navigation, etc and 
other hydro power station technical limitations. The upper and lower bound 
for reservoir volumes and discharges, or even spillage rates can be expressed as: 
Vrai 
n(j, k) <V (j, k) < Vm,,,, 
(3', k) 
Qrnin (J, k) <Q (j, k) < Q,,, (J, 
S? ni n 
(J, k) :ýS (j, k) < S,,, ý, 
(J, 
j. c Jý kEK (4.20) 
I. EJ, kEK 
j. c Jlk EK (4.22) 
Seasonal operational planning specifies the weekly initial and final values 
of the reservoir volume. The short-term scheduling problem in a hydrothermal 
power system is to find the best way to use the limited water energy available 
over one week or one day in order to achieve the minimum production cost 
of the whole system. The initial and final reservoir storage must be in the 
predefined range. We take the initial re servoir volume as a fixed value 
V(j, 1) = V(j, 0) 
and the final reservoir volume must be in the predefined range. 
V(j, K+ 1) > V(J, K) 
4.3 MODELLING OF THE THERMAL SUBSYSTEM 
(4.23) 
(4.24) 
The modelling of the thermal subsystem for short-term hydrothermal 
generation scheduling is very similar to the model for thermal unit commitment. 
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A more detailed description of this part of the model will be presented in Chapter 
6. 
4.3.1 Thermal Plant Performance Modelling 
Thermal plants can be divided into two categories depending on how 
steam is produced. There are conventional thermal plants and nuclear thermal 
plants. In the conventional thermal plants, or sometimes so-called hydrocarbon 
or fossil steam plants, hydrocarbon fossil fuels such as coal, oil, or natural gas 
are burnt in the boiler, and heat the water into steam. In nuclear thermal 
plants, the fuel assemblies containing nuclear fuels are loaded into the nuclear 
reactor core, and steam is produced through the heat resulting from the nuclear 
reaction. The steam produced has a high temperature and a high pressure, and 
carries an enormous heat energy which is converted to mechanical energy via 
turbines. The resulting rotational mechanical energy is converted into electrical 
energy via alternators. There are also combustion turbines that burn liquid 
or gaseous fuel directly producing mechanical energy without the intermediate 
step of steam production. 
More detailed plant dynamics modelling is beyond the scope of the 
economic operational planning and consequently this thesis. A conventional 
fossil-fired power station layout is given in Diagram 4.12. Only conventional 
thermal plant performance modelling is considered here, which is the plant input 
(the fuel production cost) and output (the active power generation output) 
model. The model used here is the fuel cost curve for each generating unit, 
the nonlinearity of the fuel cost to the output power of an operating unit I' 
at power level PT(I*, k) over interval k is taken as a quadratic function of the 
active power generation PT(I*, k). That is: 
Fi (P7, (Z*, k» =: Ai + Bi * Pr (z*, k) + Ci * P7, '? (z*, k) (4.25) 
4.3.2 The Operating Constraints 
The short-term hydrothermal generation scheduling formulation must 
take into the consideration the various operating constraints imposed on the 
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individual thermal unit and the system. All these constraints are discussed as 
follows: 
1. Each thermal unit can be operated at one of two states: When the unit 
is up or committed into the operation, we denote the state by integer 
1) if the unit is down or decommited, the state is denoted by integer 0. 
We have the state variable X(I', k) for unit 1* at interval k: 
X(i, k) 
if unit i is 'off'. 
if unit 1* is 'on'. 
(4.26) 
The startup or shutdown decision variable for unit T* at interval k is 
denoted as U(i, k). 
U (Z', k) 
01 if unit " is decided to be 'off'. (4.27) 
1ý if unit z* is decided to be 'on'. 
The unit minimum up time and minimum down time constraints such 
as Tminup and Tmindown are considered. 
3. We will show that each thermal unit has a total number of possible 
states of T,,, i,,,, p +T.. jd.... and can be in any one of these states. see 
the state transition diagram of thermal unit 1 in Diagram 4.13 for details. 
So 
X k), 
T, XJ1, k) + mindown i 
X(i, k+l) 1, 
Iýs Maxstate, 
X4Z, k) + 1, 
if X 
, S(Z*, 
k) 
if X41', k) 
if XýZ*, k) 
if XýI*, k) 
if < XI, 
'S 
=1, and U(i, k) -0 
=1, and U(i, k) =1 
= Maxstate, and U(i, k) = 
= Maxstate, and U(i, k) = 
k) < Maxstate 
(4.28) 
4. The startup and shut-down cost for unit 1' are denoted by STj (X(t*, k), U (1', k)), 
this cost is dependent on the state X(z', k) and decision U(z*, k). It is 
also possible to allow for the startup cost to be depended on the number 
of time periods that the unit has been shutdown prior to this operation. 
Thus 
S Tj (X (1', k), U (1*, k)) = Ccol ds t art Tjow n 
(1) + Ce (1) * Tdow n 
(4.29) 
The shutdown cost of a thermal unit is normally much smaller compared 
with its startup cost, and is therefore considered here to be a fixed value. 
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The constraints on the power output are defined as the unit minimum 
and maximum output limits. This output constraint defines the allowable 
output power of the generating units. i. e. 
Pimin < P7, (i, k) < Pimax (4.30) 
6. The nonlinear relationship between the fuel cost and the output power 
for an operating unit I' at power level PT(1*, k) over interval k is taken 
as a quadratic function. 
Fj (PT(t') k)) -- 
ol if U (1', k) = 
Aj + Bi * PT (Z', k) + Cj * PT ", k), if U (Z', k) = 1. 
7. The unit ramping rates for decrease or increase are included as 
APT (ýk) :ý ý-, arnp (4.32) 
4.4 ELECTRIC TRANSMISSION NETWORK MODEL 
For reasons of simplification, the detailed transmission network model is 
not considered in the problem formulation. From generation to transmission, 
the constraints involved are only represented by active power balance equations 
and active power transmission loss equations. The load demand and generation 
balance requirement and the reserve requirement for each time interval are 
the only coupling constraints between the hydro subsystem and the thermal 
subsystem. 
Ii 
PD(k) EPT(i, k) -E PH (I ', k) <0 (4.33) 
3' 
J 
PR(k) - APT(i, k) -EA PH (j, k) <0 (4.34) 
Where APT(Z*, k) is the spare capacity of unit z* at time interval k and 
APT(Z*, k) = Pjm(, x - PT(z*, k) and APH(J, k) is the spare capacity of unit 
j. at time interval k and APH (J, k) -- Pj,,,,, z, - 
PH (J, k). 
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4.5 COMPLETE MODEL OF HYDROTHERMAL SCHEDULING 
The complete model of short-term generation scheduling for a hydrother- 
mal power system consists of an optimization objective function and various 
constraints from the hydro subsystem, thermal subsystem and transmission net- 
work. The variables include integer variables for thermal unit "on" and C4off" 
decisions and real variables for thermal unit output levels at each time inter- 
val, and real variables for water discharge rates and reservoir volume contents 
at each time interval. The variables from the hydro subsystem and thermal 
subsystem respectively will be coupled through the transmission network, and 
this gives the rise to coupling constraints. 
4.5.1 The Objective Function 
As described above, because hydroelectric generation has negligible 
marginal costs, the overall objective of this optimization problem is to minimize 
the total production cost of thermal generation over the scheduling period. 
Suppose a hydrothermal power system contains I thermal units and J hydro 
units, the hydrothermal unit commitment problem is to schedule the startup, 
the shutdown and the unit generating level of all the units over the scheduling 
period K so that the total production cost (including thermal fuel cost, startup 
cost and shutdown cost) of the system will be minimized while satisfying the 
load demand and reserve requirement. The scheduling problem for hydrothermal 
generation becomes: 
KI 
Min EE (Fj (PT(i, k)) +S Ti (X (i, k), U (i, k))) (4-35) 
ki 
4.5.2 The Constraint Sets 
There are constraints from different parts of the model: the ther- 
mal subsystem, the hydro subsystem, and the transmission network as stated 
previously. We present all these constraints in mathematical form as follows: 
1. The hydro subsystem: 
N 
(4.36) PH (J, k) E 77j, * Q,, (J, k) 
7b 
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N 
(J, k) 1: Qn (j, 
n 
V (j, k) = Doj + Djj *H (3*, k) 
H, f f , ti,, (1, k) = 
Eforebay(j, k) - 
(Etailrace0i +AHoj) 
- Cj * (Q(j, k) + S(i, k)) - Aj * Q(j, k) 
V (j, k+ 1) -- V (j, k) - Q(j, k) - S(j, k) 
m 
S (i, k- tij) + IN F (J, k) 
Vmin (j, k) :ýV (j, k) < V,,, ax 
(J, k) 
Qrn. in (j, k) :5Q (j, k) :ý Qmax (j", k) 
Smin(j, k) :! ý S (j, k) :! ý Sm,, (J, k) 
V(i, 1) = V(i, 0) 
V(J, K+ 1) > V(3*, K) 
2. The thermal subsystem: 
Q (i, k 
(4.37) 
(4.38) 
(4.39) 
(4.40) 
Jlk EJ 
I. Jlk E (4.41) 
j. c Jlk c 
j. GJ, k EE K 
(4.42) 
(4.43) 
(4.44) 
(4.45) 
X(I', k) 01 if unit ,* is 'off'. 
1) if unit i is 'on'. 
(i, k) 
0) if unit i is decided to be 'off', 
1) if unit I' is decided to be 'on'. 
k), 
Xýi, k) + T.. 
X i) k+l) 
Maxstate, 
X(i, k) + 1, 
15 
if X11', k) 
if 
if k) 
if Xz 
, S( 
', k) 
if I< X(l IS 
(4.46) 
(4.47) 
-1, and U(i, k) =0 
-1, and U(i, k) =1 
= Maxstate, and U(i, k) 
= Maxstate, and U(i, k) 
k) < Maxstate 
(A AQý 
Pi, 2,,: 5 PT 
(i, k) < Pi,,,, (4.49) 
S Ti (X (i, k), U (z*, k» = Ccej, (1.4 t (irt 
(i) * Ci (Z) * Tdow n 
(2) + Ci (1) * Tdow n 
(1» 
(4.50) 
Fi (PT 
03 
ci *p '2( 
if U(i, k) =0 
Ai + Bi * P7, (i, k) + 7, k), if U (i, k) = 1. 
AP7, (z*)k) < parnp (4.52) 
1 
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The electrical transmission network: 
PD (k) PT (i, k) 
PR (k) A PT (i, k) 
PH (j, k) <0 (4.53) 
A PH (J, k) <0 (4.54) 
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CHAPTER 5 
UNIT COMMITMENT IN THERMAL POWER SYSTEMS 
5.1 INTRODUCTION 
The major issue of concern in this chapter is the long-standing problem 
of optimal unit commitment in a large scale thermal power system. The 
material contained in the sections of this chapter are arranged as follows: 
Firstly, an introduction to the need for unit commitment is presented, then a 
brief discussion of the previous optimization algorithms applied to the solution 
of thermal unit commitment problems is outlined, followed by the problem 
formulation in Section 5.3, where a detailed unit commitment mathematical 
model is formulated, including most of the important operating constraints. 
Then a presentation of efficient optimization methods employed in this Project 
for solving the large scale thermal unit commitment problem is given in the 
following sections. All these solution algorithms employed will be described in 
full together with a detailed analysis of the results. Details of a merit-order 
heuristic scheme, a dynamic programming based composite cost function model 
and an algorithm based on the Lagrangian relaxation methodology are also 
given. Tests and comparisons are made in the later sections to demonstrate the 
advantages and disadvantages of each method. The test results have shown the 
efficiency and flexibility of both the dual Lagrangian relaxation methodology 
and the composite cost dynamic programming model. The results have also 
proved that the algorithm based on Lagrangian relaxation method gives very 
good numerical results for realistic large sized systems. 
5.2 AN INTRODUCTION TO UNIT COMMITMENT 
Cost savings can be achieved by proper startups and shutdowns of the 
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d 
available thermal units through a unit commitment program. A typical unit 
commitment problem is commonly defined as a problem that must be solved 
on a daily (24 hours) or weekly (168 hours) basis by a power utility of how 
to determine a generation schedule of units that will be used and their loading 
levels. The solution should meet the load demand anticipated over a 24 hour 
or 168 hour future period so that the total operating cost for this generating 
system in this period will be a minimum. 
To solve this unit commitment problem, generally both the startup 
schedule, the shutdown schedule and the loading levels of committed units must 
be considered simultaneously in order to achieve an overall least cost schedule. 
In fact, there are two basic decisions to be made for a unit commitment problem: 
the "unit commitment" decision and the "economic dispatch" decision. The 
"unit commitment" decision-making problem will involve the determination of 
unit "on" and "off" schedules during each hour of the scheduling period, in 
other words, it provides the results of ordered generation commitments to 
the "economic dispatch" decision program. The "economic dispatch" decision 
involves the allocation of system load demand and spinning reserve among the 
committed units which are in operation during each hour of the scheduling 
horizon so that the allocation of the target active power outputs of generators 
can result in a minimum system operating cost. 
It is well known that these two decisions actually are interrelated, i. e. 
when solving the unit commitment problem, these decisions must be considered 
together, so that an overall least cost function value for the operation of the 
power system considered can be attained over the scheduling period. As a 
result, the unit commitment problem becomes a very complex mathematical 
programming problem involving large numbers of both integer variables and 
continuous variables. 
The solution of this large scale and complex unit commitment problem 
becomes nevertheless very difficult, since, from the mathematical viewpoint, it 
consists of optimizing an economic criterion simultaneously involving integers and 
real variables, fixed and variable cost and under multiple constraints. Therefore, 
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the algorithms employed for the solution of the unit commitment problem must 
be correctly chosen in order to solve the problem efficiently. 
As an example, consider a power system with 10 units and a predicted 
power demand curve for a 24 hour period, subdivided into 24 intervals. It is 
possible to follow a straightforward enumeration approach in order to establish 
the best unit commitment schedule, but the total number of possible unit 
combinations of "up" or "down" required to be examined in obtaining the 
optimal combination for the whole study period will be approximately (2 10)241 
or 1.77 x 1072 . This would require many decades to complete the task on a 
moderate sized computer. Although the physical and operational constraints 
imposed on the units and the system largely reduce the number of possible unit 
combinations, there are other necessary considerations such as fuel cost, start- 
up and shut-down cost, minimum on and off time, minimum interval between 
synchronization and de-synchronization events in a station and spinning reserve 
requirements. All these constraints and considerations will make a substantial 
further complication to the unit commitment problem. 
Precisely because of the nonlinear nature of some of these above-mentioned 
constraints, no simple mathematical programming techniques may be easily 
applied to the unit commitment problem. Throughout the years, the electricity 
industry has developed various algorithmic approaches to the solution of the 
problem. As discussed in Chapter 2 and Chapter 3, numerous programming 
approaches have been reported for the solution of the unit commitment problem, 
such as the partial enumeration method, branch-and-bound techniques, dynamic 
programming, Benders decomposition, other heuristic approaches, merit-order 
schemes, Lagrangian relaxation techniques, mixed-integer linear programming, 
etc. 
The complexity of the problem of unit commitment is such a difficulty 
that until recently and for real size power systems, it has been solved only by 
heuristic methods. Theoretically, this dynamic optimization problem requires 
general dynamic programming principles for its solution. The vital weakness of 
dynamic programming is that it is difficult to cope with the high dimensionality 
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problem. Hence, for a large scale generation system and a comprehensive model, 
the solution of the problem by general dynamic programming methods tends to 
become impractical. 
The methods used here are tested to show the efficiency of a merit- 
order heuristic scheme, a composite cost dynamic programming algorithm that 
has been claimed to overcome the dimensionality problem of the general dy- 
namic programming method and a Lagrangian relaxation dual decomposition 
method to achieve an optimal solution for realistic size systems in an acceptable 
computational time. 
5.3 PROBLEM FORMULATION 
The proposed unit commitment methods will take into consideration 
various operating constraints imposed on the individual thermal unit and the 
system. The constraints will be almost the same as those in the thermal 
subsystem formulation in hydrothermal generation scheduling model in Chapter 
4. All these constraints are summarized in the following subsections below. 
5.3.1 The Objective Function 
A unit commitment model, to be described as a constrained optimization 
problem, requires the specification of an objective function and a set of associated 
constraints. It is desirable to operate the system at its minimum cost and the 
objective function is therefore chosen to approximate to the generator output 
dependent running costs together with the associated startup and shutdown 
costs. 
Suppose a given power system contains I thermal units, the unit commit- 
ment problem is to schedule the startups, the shutdowns and the unit generating 
levels of all these I units over a scheduling period K so that the total produc- 
tion cost consisting of the fuel costs, the startup costs and the shutdown costs 
of the system will be minimized while satisfying the load demand and reserve 
requirement. The scheduling problem of unit commitment can be written in a 
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mathematical optimization form such as: 
KI 
min 1: 1: ý Fj (PT (i, k)) +S Tj (X (z, k), U (i, k)) (5.1) PT (i, k), X (ý, k), U (i, k) ki 
The production costs of a thermal unit include the running costs when 
the unit is "on", also the shutdown and the startup costs which will be 
involved should any changes be made in the "on" and "off" schedule of the 
unit. The running costs of a generating unit may be assessed in terms of the 
fuel input required to produce a certain power output together with a fixed 
cost which would be incurred even if the unit has a zero load. The startup 
and shutdown costs will further complicate the unit commitment as they are 
usually time-dependent costs. 
There are subtle variations in modelling the generating cost function 
of thermal units, and the constraints imposed on the system and the units 
may vary according to different operating characteristics. The difference in 
the incremental costs of a unit at its minimum and maximum output depends 
mainly on the design of the turbine. For example, the incremental costs of 
a generator used in the U. S. A. will vary substantially between its minimum 
and maximum output, while the incremental costs of a generator used in the 
U. K. will have little change from its minimum to its maximum output, so the 
generators will have different running cost curves. Thus, generators used in the 
U. S. A. will have a nonlinear cost function curve (normally quadratic), while 
generators used in the U. K. will have a nearly linear cost function or piecewise 
linear function relation. 
5.3.2 The Variables and Constraints Set 
A number of equality and inequality constraints are included to represent 
the engineering limitations and physical laws of the generator, transmission and 
distribution system and consumer load demand. Further constraints may be 
considered to ensure the security of the network, termed security constraints, 
both in existing circumstances and in the event of unexpected loss of generation 
or transmission capabilities. 
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The mathematical model presented here for the unit commitment problem 
takes into account the generator maximum output, generator minimum output, 
generator ramping rate of increase and ramping rate of decrease, also the 
minimum shutdown time, minimum startup time, and all the costs involved 
both on-line and off-line, such as the shutdown cost, and the startup cost (the 
startup cost is a unit shutdown time-dependent function), etc, and nonlinearity 
of the fuel cost function. The unit commitment problem is then formulated 
as a large scale, dynamic, and mixed-integer programming problem, and solved 
here by three algorithms, a merit-order heuristic scheme, the composite cost 
dynamic programming approach and the methodology based on the Lagrangian 
relaxation. Details of these algorithms will be described in the following sections. 
A summary of all the constraints involved is given below: 
Each thermal unit can be in. one of the unit states, represented by 
variable X(i, k) and the startup or shutdown decision variable for unit 
I. at time interval k is denoted as U(z', k). When a unit is "up" or 
committed, the decision variable is denoted by integer 1, if the unit is 
"down" or de-committed, the decision variable is denoted by integer 0. 
As mentioned before, we have 
0, if unit Z is decided to be 'off'. U(i, k 
11 if unit Z* is decided to be 'on'. 
(5.2) 
* If unit z* does not have its minimum up and down time constraint, then 
the state variable of unit 1' can be determined simply by 
13 
if unit 1* is 'off'. 
if unit Z' is 'on'. 
(5.3) 
* The unit minimum up time and minimum down time constraints are 
specified for each unit as T,, i,,,,, and 
T, -,, d,,,,. z 
If the unit ramping rates of increase and decrease are ignored, such 
as in the algorithm based on Lagrangian relaxation dual methodology, C> 
for each thermal unit a total number of states has been shown to be 
Tminup +Trnindow n) and a unit can be any one of those states as shown 
- 100 - 
in the state transition diagram for thermal unit T* in Diagram 4.13. So 
the state of unit z* at time interval k+1 can be determined by 
Xj Z', k), 
X(Z', k) + Tmindown) 
ii k+1) 
Maxstate, 
X(i, k) + li s 
If Xýi, k) =I U(i, k) =0 
If : ý(i, k) =IU (i, k) =1 
If )ý(i, k) = Maxstate & U(t, k) =0 
If X41*, k) = Maxstate & U(i, k) = 
If I<X 15 k) < Maxstate 
(5.4) 
Where Maxstate =T.. + Trnin(ic)wn- 
o The startup and shut-down costs for unit I' are denoted together by 
STj(X(i, k), U(I, k)), usually both the startup and the shutdown costs 
are time-dependent functions that may depend on unit state X(i, k) 
and the decision variable U(i, k). The startup cost is modeled here to 
be dependent on the number of time periods that the unit has been 
shutdown prior to this startup. The shutdown cost of a thermal unit is 
normally not significantly large compared with its startup cost, hence it 
is considered to be a fixed value for each unit. 
a (i) * Tdow n 
(Z) 
S Ti (X (Z*, k), U (Z*, k» =:: Ccoldetart (i) 
1+a (Z) * Tdow n 
(Z) (5.5) 
+ C, 9iLutdown(Z*) 
Where a(i) is the time elapsed for unit z* to start up after it shut down. 
e The constraints on the power output of committed thermal units are 
defined as unit minimum and maximum output allowable limitations. This 
output constraint defines the allowable output power of each generating 
unit when committed. 
Pil-az?,, < PT(i, k) < Pimax (5.6) 
The nonlinearity of the fuel cost is considered, the fuel cost has been 
modeled to be a quadratic function of the output power for operating 
unit 2' at power level PT (Z', k) over interval k. 
Fj (PT(z', k)) - 
0) if U (Z*, k) =0 (5.7) 
f (1*, k), if U (z, k) =I 
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*p2 where f (i, k) -- Ai + Bi * PT(i, k) + Ci T (i, k). 
e The ramping rates for the power output decrease or increase are included 
as 
APT(i, k) (5.8) 
,* The load demand and generation balance requirement at each time interval 
is a set of coupling constraints among all the units. 
PD(k) PT(i, k) (5.9) 
Where PD(k) is the expected average demand during time interval k. 
e The reserve requirement for each time interval is the other set of coupling 
constraints among all the units. 
I 
PR (k) -T APT (1', k) <0 (5.10) 
i 
Where PR(k) is the specified threshold reserve chosen to ensure that 
with a high probability, the demand will be covered even if some units 
fail to generate power or the actual demand varies from the expected 
demand during time interval k. 
5.4 A MERIT-ORDER SCHEME 
The simplest unit commitment solution methods utilize a merit-order list, 
or in other words, the priority list for the commitment of the units. The list 
could be obtained by ranking the average full-load production cost (AFLC) of 
each unit in the system in a descending order. The AFLC of a unit is obtained 
by dividing the fuel cost at its maximum generation loading capacity by its 
megawatt output at full loading level as depicted in Diagram 5.1. A startup 
or shutdown schedule of the units is then constructed with the assistance of 
this priority list. The unit with the smallest AFLC is usually committed first 
if other constraints on this unit are satisfied, then the unit with the second 
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I. Actual fuel cost curve 
2. AINC: average incremental cost curve 
Cost Function ý2 A 11: 1T 1-1. &--Ill 11 1 
Power Output 
Diagram 5.1. Representation of a Unit's 
Average Full Load Cost and 
Average Incremental Cost 
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Pmin (Pmin+Pmax)/2 Pmax 
smallest AFLC, and so on until the power demand is satisfied. A merit-order 
scheme for unit commitment can be operated as follows: 
1. Starting from the first time interval with n -ý= 0. 
2. At time interval n, compare the load demand of this interval with the 
load demand of the previous interval n-1; if the load decreases, continue, 
if it increases, go to step 6, otherwise keep the same commitment as the 
last interval and go to step 9. 
3. The load decreases. Determine the most expensive committed unit that 
also satisfies its minimum up time constraint in the priority list, i. e. it 
can be shut down, check whether shutting down this unit will still leave 
enough generation to supply the load and satisfy the spinning reserve 
requirement, if not, keep the same commitment list as the last interval 
and go to step 9, otherwise continue. 
4. Determine the number of intervals T (including the interval under con- 
sideration) before the load will return to the level that is equal to or 
exceeds the load of the last interval. 
5. If T is less than the minimum down time of this unit, keep the same 
commitment list as the last interval and go to step 9, otherwise calculate 
and compare the operating cost for the next T intervals with this 
candidate unit and without this unit in the commitment list. For the 
case of taking the unit from the commitment list, it is assumed that 
when the load picks up after T intervals the unit will be required to 
generate again. Hence, in determining the operating cost for the T 
interval period without the unit, the shutdown or banking, and startup 
cost of this unit should be added to the total fuel cost. If there will 
be a saving in shutting down this candidate unit, de-commit this unit. 
Repeat step 5 for the next most expensive unit in the commitment list, 
otherwise keep the same commitment schedule as the last time interval 
and go to step 9. 
6. The load increases. Check whether the committed units have sufficient 
capacity for the load and satisfy the spinning reserve requirement. If yes, 
keep the same schedule as the last interval, and go to step 9, otherwise 
determine the cheapest uncommitted unit from the AFLC priority list 
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and commit this unit to the operation, repeat the process for step 6 
until sufficient generation is committed. 
7. Determine the number of intervals T (including the interval under con- 
sideration) before the load will go down to the level that is equal to 
or less than the load of the last interval. Determine the next cheapest 
uncommitted unit in the priority list and which satisfies minimum off 
time requirements. 
8. If T is less than the minimum up time of the unit, continue; otherwise 
calculate and compare the operating cost for the next T intervals with 
this candidate unit and without the unit in the commitment list. It is 
assumed that when the load drops to the same level, the unit will be 
shut down. Hence, in determining the operating cost for the T interval 
period with the unit, the startup and shutdown cost of the unit should 
be added to the fuel cost. If there would be a saving in starting up 
this unit, commit the unit to the operation. Repeat step 8 for the next 
cheapest unit in the commitment list. Otherwise continue. 
9. If all intervals have been considered, the optimal unit commitment sched- 
ule for the whole load forecast period is assumed to have been determined. 
Otherwise increase the interval number n by 1, n -ý= n+I and go back 
to step 2. 
Various enhancements and modifications to the scheme outlined above 
have been proposed. In this chapter, only the above version was examined. It 
is of particular interest because it is used to show the efficiency of merit-order 
methods, and at same time, provide a comparison with two other methods. 
After the unit commitment schedule is determined, another merit-order 
list is employed to allocate the load demand to the committed units. The 
generation level of the committed units is decided by the AINC priority list. 
The list could be obtained by ranking the average incremental production cost 
(AINC) of each unit in the system in a descending, order. The AINC of 
a unit is obtained by differentiating the fuel cost according to its average 
megawatt generation loading capacity as depicted in Diagram 5.1. The average 
- 105 - 
incremental cost AINC for unit 2* is determined by 
AINC(j) = Bi + Ci * (Pi7nin + Pirnax) 
An economic dispatch schedule of the committed units is then constructed 
with the assistance of this AINC priority list. The unit with the smallest 
AINC cost is usually loaded to its full loading capacity first, then the unit with 
the second smallest AINC, and so on. The merit-order scheme for loading 
the committed units according to their average incremental cost merit-order 
positions can be operated as follows: 
1. Set all selected committed units to their minimum output. 
2. Load the units to their maximum power output until the Power demand 
at the considered time interval is satisfied. The incremental cost merit 
order list is used to select which unit is to be increased to its maximum 
feasible output first. 
5.5 A LAGRANGIAN RELAXATION APPROACH 
5.5.1 Introduction 
In this section a new solution technique based on the Lagrangian 
relaxation dual methodology for optimal unit commitment and economic dispatch 
of a large scale thermal power system is presented, and the resulting problem is 
solved by a dual programming approach to achieve an optimal solution for the 
unit commitment problem. The resulting decomposed problems are reduced to 
solving a separable optimal control problem for each thermal unit. A discrete 
dynamic programming approach or a shortest path algorithm can be easily 
applied to solve this separable optimization problem, and non-differentiable 
optimization techniques are employed as the solution methods for the master 
problem of maximizing the lower bound produced by the relaxation. The 
important contribution in this section is the derivation of a simple and efficient 
approach to generate a sub-optimal yet feasible solution from the dual solution 
to the primal problem. Comparisons and tests have shown its efficiency and 
optimality. 
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It has been reported that as a complex, mixed-integer, dynamic, nonlinear 
programming problem, further complicated by a small set of constraints such 
as the generation, capacity and reserve requirements, (namely the coupling 
constraints, ) the thermal unit commitment problem has a separable structure 
which is ideal for the application of mathematical decomposition techniques 
and the dual programming approach. 129.1,138.1,190-1 The Lagrangian relaxation 
technique has been applied to employ this separable structure and to achieve 
an efficient optimal solution of the unit commitment problem. 
Some earlier solution approaches have been considered for the solution 
of unit commitment problem such as the application of dynamic programming 
technique to decompose the multi-period decision problem of unit commitment 
into a sequence of interrelated single-period decision problems. The solution of 
each single-period problem involves the allocation of unit generation using an 
assumed merit-order list and the consideration of when the unit was last started 
or shut down in order to satisfy the unit minimum down time and minimum 
up time constraints. The dimensionality problem still exists in this approach 
and the computation time will increase drastically when the number of variables 
increases. Conversely, the decomposition approach in the Lagrangian relaxation 
methodology is different, the whole unit commitment problem is decomposed 
into a series of easy subproblems of deciding the unit commitment schedule for 
a single unit over the whole scheduling period. The unit commitment schedule 
of a unit is independent from the schedule of other units, and only through 
the master coordination procedure of updating the Lagrangian multipliers can 
the schedule of the units be related to each other, in order to satisfy the load 
demand and generation balance requirement and reserve constraints. 
The main objective of this section is to show the efficiency of a La- 
grangian relaxation methodology for the optimal solution of a large scale ther- 
mal unit commitment problem. The Lagrangian relaxation technique has been 
widely used for large scale optimal unit commitment problems in recent years. 
Muckstadt[144. ) made the first application of Lagrangian relaxation in a fossil- 
fueled power generating system over a short-time horizon. The fundamental 
approach was first applied by BertsekasJ29.1 to solve the optimal short-term 
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scheduling problem in a large scale power systems. Much further work has 
been reported. 
(6.1, [7.1, j 12G. j, j143-j, [172. j, j202. j, ( '216.1 Many contributions have 
been made in implementation aspects of trying to achieve a more practically 
acceptable feasible solution. 
The Lagrangian relaxation approach applied has been claimed to be a new 
algorithmic approach to finding an optimal unit commitment and an economic 
dispatch schedule simultaneously. It is expected that this new approach will be 
a very efficient method to solve the complex unit commitment problem especially 
for large scale thermal power systems, because of two special features: 
Firstly, because of Lagrangian relaxation, the scheduling problem of the 
units can be further decomposed and results in scheduling only a single unit over 
the time period. This is a single thermal unit dynamic optimization problem. 
As a result, the computational requirement normally grows only linearly with 
the number of generating units but may grow very nonlinearly with an increase 
in the scheduling period. This is very promising since it means large scale 
power system problems can now be solved very efficiently. 
Secondly, the duality gap between the solution of the primal problem 
and the dual problem which affects the feasibility and optimality of the primal 
solution or in another words, measures the degree of relaxation of power balance 
equations, will decrease in relative terms as the number of generating units 
increases. This leads to the conclusion that the algorithm employed actually 
tends to perform better for larger sized problems. 
Also, Lagrangian relaxation method can produce c- optimal (i. e. near- 
optimal) solutions which are well acceptable in practical situations. 
All the above mentioned advantages make it possible for the first time 
to solve the large scale practical unit commitment problem involving thousands 
of variables and associated constraints. 
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Lagrangian relaxation derived its name from the well-known variational 
calculus mathematical technique for the solution of constrained optimization 
problems. In this technique, by assigning a Lagrangian multiplier to each 
constraint, the constraint can be relaxed and adjoined to the original objective 
function. This leads to the solution of a Lagrangian augmented problem. 
Unconstrained optimization techniques can then be applied to solve this problem 
simply through determining each Lagrangian multiplier value. 
However, this technique is used here as a mathematical decomposition 
method for the solution of large scale mathematical programming problems. 
Through relaxing a set of "complicating" constraints of a general mixed integer 
prograrm-ning program into its objective function in a Lagrangian fashion (with 
fixed multipliers), the resulting dual problem will yield a "Lagrangian relaxation" 
of the original program. Essentially, as discussed in Chapter 3, the Lagrangian 
relaxation dual methodology is a price directive decomposition approach that 
involves solving the dual maximization problem of the ofiginal primal problem 
in order to exploit the special structure of the original problem. 
The dual maximization problem can be decomposed into a sequence of 
master problems and easier-to-solve subproblems when the dual variables are 
specified. Theoretically, if the primal problem has a convex continuous objective 
function with convex constraints, the optimal solution of this dual will also be 
the optimal solution for the primal problem. That is to say, there will be no 
duality gap between the optimal solution of the primal problem and the dual 
problem. Practically, the solution of the dual problem will converge to an E- 
optimal solution to the original problem depending on the convergence criteria. 
The algorithm employed here uses Lagrangian relaxation in the usual way 
to decompose the unit commitment problem into a series of smaller problems. 
As unit commitment is a mixed-integer programming problem, it is well-known 
that the larger the problem size is, the more difficult it is to find the solution. 
When the Lagrangian relaxation technique is applied, it allows, for the first time, 
a consistently reliable solution of large scale practical problems involving several 
hundreds of generating units within realistic computational time requirements. 
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The difficulty with the application of Lagrangian relaxation techniques to the 
solution of the unit commitment problem is that as unit corm-nitment involves 
many integer variables, the problem will not be a convex programming problem. 
Thus the optimal solution of the dual problem may not be the same as that 
of the primal problem. A certain amount of duality gap between the primal 
and the dual may exist. In fact, the Lagrangian relaxation dual methodology 
will only find a lower bound solution for the primal. 
To overcome the potential infeasibility created by the application of 
Lagrangian relaxation to the solution of the unit commitment problem, there 
are approaches which combine Lagrangian relaxation with a branch-and-bound 
examination technique. Through examining sufficient branches, a feasible and 
optimal solution for the primal problem can be achieved. However, this will 
normally result in too much computation time to be practically acceptable, 
especially for large scale unit commitment problems. Other approaches try 
to ensure the feasibility of the primal problem by sacrificing some degrees of 
optimality through adjusting the Lagrangian multipliers and searching for an 
upper bound or by some heuristic post-dispatch adjustments. Here a simple 
yet efficient approach to generate a feasible and near-optimal solution of the 
primal is presented. The original idea comes from the characteristic of the 
power balance constraint and the availability of generation capacity. 
All the practical aspects of the application of the Lagrangian relaxation 
methodology will be discussed in this section. The crucial points for practical 
and tlaeoretical - consideration as well as a good feasible solution generating 
approach are presented. The efficiency achieved by the program implementation 
is also shown in later sections. 
5.5.2 Mathematical Formulation 
The objective function of the unit commitment problem (termed the 
original problem or the primal problem) is to minimize the total thermal 
production cost, 
K1 
min ZZ {Fi (P7, (I', k» +S Ti (X (1, k), U (1, k» 1 
PT (i, k), X (i, k) -U 
(i 
ý 
k) ki 
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The fuel cost function Fj (PT(t*, k)) = Aj + Bi * PT(j', k) + Cj * PT'-' (j", k) is 
assumed to be a quadratic function or a piecewise linear convex function and 
STj (X(i, k), U(Z*, k)) is the startup and shutdown cost as a function of the state 
variable X(Z*, k) and the decision variable U(I*, k). The state variable is decided 
through the state transition diagram, it is defined as shown in the following 
example. If a unit has a minimum up time of 3 hours and a minimum down 
time of 3 hours, the total number of states will be 6 and X(Z*, k) =6 indicates 
the unit has been up for 3 hours at the start of time interval k; X(Z*, k) =2 
means the unit has been shut down for 2 hours at the start of time interval 
k. The shutdown cost is assumed to be a fixed value. 
If there are a total number of generating units I and time intervals K 
in the problem, the total number of variables including real variables PT(T', k), 
integer variables X(i, k) and U(Z*, k) will be 3*I*K. The constraints, as stated 
before, will include the unit minimum output limits and maximum limits, the 
unit minimum up time and minimum down time, etc. The most important 
constraints are the coupling constraints: The power balance equations: 
I 
PD (k) - 1: 
PT (1*, k) <0 
i 
and the reserve requirement equations 
II 
PR, (k) +Z Pr (i, k) Pirn(ix <0 
ii 
Since the solution for Lagrangian multipliers associated with the reserve con- 
straints is similar to that associated with the power balance equations, the 
reserve constraints are not considered explicitly in this formulation. 
The Lagrangian relaxation approach is based on a duality transformation 
of the original unit commitment problem, namely the primal problem, and the 
optimal solution of the primal problem is obtained through the solution of the 
associated non- different i able dual problem. This approach coupled with the 
branch and bound technique is essential and common in integer programming 
problems. Assigning non-negative Lagrangian multipliers A(k) >0 to each 
power balance constraint respectively and adjoining this part to the primal cost 0 
- ill - 
function (note the power balance is the only coupling constraint in the system 
provided that spinning reserve is not considered), the corresponding Lagrangian 
relaxation dual function formulation is: 
L (A, U (1*, k), X (i, k), PT(z*, k)) = min PT (i, k), X (i, k), U (i, k. ) Fj (PT(i, k)) i 
K1 
S Ti (X (Z', k), U (i', k» 
ki 
K 
Z A(k) * [PD(k) 
k 
subject to the other constraints included. 
(5.11) 
The dual function L(A, U(Z*, k), X(Z*, k), PT (Z*, k)) can be rewritten as: 
KI 
L (X, U (i, k), X (Z*, k), P7, (Z*, k» min ZZ Fi (P7, (i, k» PT (i. k). X (i. k) 1U (i, k) ki 
KI 
S Ti (X (Z*, k), U (i, k» 
ki 
KI 
-ZA (k) Z Pl, (Z*, k) 
ki 
K 
+Z A(k)PD(k) 
k 
(5.12) 
By analyzing the primal and the dual function in the thought of the constraints, 
after the elimination of the coupling constraint by the introduction of the 
Lagrangian multipliers A(k)s, the thermal unit commitment problem can be 
seen to be decomposable with respect to individual units. This results in 
solving separable subproblems for each single unit Z' and these can be solved 
easily by discrete dynamic programming, branch and bound or a shortest path 
routine. Discrete dynamic programming is adopted and combined with a set of 
heuristic rules which further simplifies the decomposed subproblems. 
For each individual thermal unit t*, there is a decomposed unit commit- 
ment subproblem such as: 
K 
min Zý Fi (P7, (Z', k» +S Ti (X (Z*, k), U (1*, k» -A (k) * P7, (Z', k) 1 PT (i, k), X (i, k. ), U (i, k) k 
(5.13) 
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The overall dual optimization problem becomes: 
I 
max 1: min L(A, PT(z*, k), X (z', k), U (z*, k)) A(k)ý! O, kEK 
z 
PT (i., k), X (i. k) 1U (i. k) 
Where 
K 
L (A, P7, (Z, k), X (Z*, k), U (Z*, k» Zf Fi (P7, (i, k» 
k 
+S Ti (X (2», k), U (2*, k» -A (k) * P7, (z", k) 1 
K 
EA (k) PD (k) 
k 
The overall problem is formulated as a min-max dual problem. The 
dual function is usually concave and not everywhere differentiable. The outer 
or master coordination problem is formulated as an unconstrained nonlinear 
optimization problem to maximize the dual function with respect to A(k). 
The sub-gradient optimization method is chosen for the maximization of the 
Lagrangian dual function in order to update the Lagrangian multipliers. For a 
specified set of Lagrangian multipliers, the dual function value is obtained by 
solving the inner problem of minimizing the thermal subproblems for each unit 
over the scheduling period. 
The Lagrangian relaxation technique employed here for thermal unit 
commitment can be operated as follows: 
1. Read in thermal system and load prediction data. 
2. Start the solution of the discrete problem. The discrete problem is 
defined to decide the unit "on" and "off" schedule, i. e. to determine 
the values of integer variables. Obtain the values of A(k) for each time 
interval if there is a initial estimate available, otherwise initialize the 
values of A(k). 
3. Start from the first unit with n -ý= 1, n -, ý= n+1 as the process proceeds. 
4. Use a discrete dynamic programming routine to schedule the single 
thermal unit problem according to the specified Lagrangian multipliers 
A (k). 
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5. Check whether all the thermal units are scheduled or not, if not, go back 
to step 3, otherwise continue. 
6. Start the coordination procedure. Check whether the supply satisfies 
the load demand or not for all time intervals, if not, calculate the 
sub-gradient as 
PD (k) PT (i, k) 
which is the variation of the coupling constraint at each time interval, 
update Lagrangian multipliers A(k) by maximizing the dual function L(A), 
here the sub-gradient optimization algorithm is needed to update A, then 
go back to step 2 using the updated A(k) until no improvement can be 
made to maximize the dual function, if all the coupling constraints are 
satisfied in the convergence criterion, continue. 
7. Fix the unit commitment schedule ("on" and "off" schedule) and start 
the continuous problem. The continuous problem is defined to be the 
economic dispatch problem involving only real variables. Using La- 
grangian multipliers obtained from the discrete problem as an initial 
estimate, dispatch for each committed unit according to these Lagrangian 
multipliers. 
8. Check whether the supply satisfies the load demand for all the time 
intervals, if not, update A(k) by maximizing the dual function. Since 
without integer variables, the continuous problem is convex, a one- 
dimensional line search may be used to find the optimal step in order to 
maximize the dual function. Continue the program with updated A(k) 
until no improvement can be made to maximize the dual function, if 
all the coupling constraints are satisfied within the convergence criterion, 
stop with the current solution as an optimum. 
The process of using a discrete dynamic programming routine for solving 
the decomposed subproblems for each individual unit commitment problem 
is as follows (the generator ramping rate constraints are not considered): 
Decide the total number of states 
(Trainup +Trnindown) Establish the 
possible paths for each state to take according to the state transition 
diagram. 
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Initialise the optimal cost value for each state by FSBEST <= +oO and 
initialise the state variable for the first interval with kI and decide 
the initial feasible state. 
3. Decide the optimal values and possible decisions for each state at the 
first stage. 
4. Start the main loop with k -. 4-= 1. 
5. Initialise the best decision array for storing the new cost of each state. 
For each present state S and each possible path of state S, determine the 
possible new decision and calculate the transition cost for each decision 
and from each state. If state S indicates the shutdown time of the 
unit is less than T,, indown. then no transition cost is incurred; if state 
S indicates the shutdown time of the unit is equal to T,, indow nj and 
decision variable U(Z', k) 0, no transition cost occurs; otherwise if 
decision variable U(i, k) 1, the unit power level can then be decided 
by equation: 
Pimini 
PT (i, k) \(k)-Bi 2*Cj 
pim(lx 
if A(k)-Bj "-' Pi mini 2*Ci 
A(k)-Bj if Pirrian < 
2*Ci 
Pimax 
i 
if >p 2*Ci irri., Ix 
(5.14) 
The process for determining the transition cost of other values of the 
present state S will be similar. 
7. Compare the recursive cost plus the transition cost of each present state 
S and find out the new optimal cost for each state S, save this optimum 
decision of each state and update the recursive cost values for each state 
at this stage for use at the next stage. 
8. If all the time intervals have been examined, end the main loop for each 
state, otherwise go to the next interval with k ý-= k+1, go back to step 
6. 
9. Perform the backtracking process to find the best path and the decision 
for each time interval, evaluating the least production cost. 
5.5.3 Solution Techniques for Coordination 
As discussed, the single-thermal-unit optimization can be achieved by a 
dynamic programming routine, tests will show that these subproblems can be 
solved very efficiently as a result of the decomposition. However, the solution 
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of the master problem of how to update the Lagrangian multipliers A(k) is 
much more difficult. In order to find an optimal schedule, while satisfying all 
the power balance equations, some set of Lagrangian multipliers must be found, 
this is equivalent to solving the overall dual problem of 
max L(A(k)) A(k)>O, kEK 
The dual function value for a specified set of Lagrangian multipliers is obtained 
through solving a minimization problem such as 
KI 
L (A (k» = min ZZý Fi (P7, (Z*, k» +S Ti (X (Z*, k), U (Z*, k» P, r (i, k), X (i, k. ), U (i, k) ki 
K 
- A(k) * P7, (z*, k)1 +Z 
PD (k) 
k 
Since the maximization of L(A(k)) indicates whenever A(k) is updated, the 
minimization of the inner problem must be carried out, the maximization of the 
dual objective is not easy. Furthermore, the dual function is not differentiable 
everywhere, and non- differential optimization techniques are therefore needed to 
solve this master problem. 
The sub-gradient optimization method is a common solution method 
used for maximizing the Lagrangian dual function in order to solve the master 
problem. It is simple, very easy to implement, and usually gives a very 
good approximation of the steepest ascent gradient method. However, even 
if the maximization is eventually achieved, it may still be of limited value 
since the feasibility of the primal problem can not be guaranteed due to the 
non-convexity of the unit commitment problem. As a whole, the Lagrangian 
relaxation method can be very efficient for solving the large scale problems 
because of decomposition, but many tests have shown the difficulties associated 
with the application of this method. The most serious problem is from the 
coordination aspect, i. e. the solution of the master problem. The duality gap 
and the difficulty of convergence are well-known drawbacks of the Lagrangian 
relaxation dual approach. 
For a large scale mixed-integer programming problem, it is difficult to 
obtain a feasible primal solution for the solution of the dual problem, and 
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there may be a fairly large difference between the optimal solution value of 
the primal problem and the value of the dual problem. The magnitude of this 
duality gap may differ from one particular system to another, and sometimes 
it may be small. However, a method for generating a feasible yet near optimal 
solution must still be found. 
The sub-gradient algorithm is very popular but there have been discoveries 
in using the conventional sub-gradient optimization method: 
16.1,1202. ] it mav 
depend very sensitively on the accuracy required and the optimal cost estimate, 
the convergence rate may be slow and for some complicated systems good 
convergence to a dual optimal solution may not be obtained. 
There are alternative approaches to overcome these two problems by 
various degrees. One approach for generating a feasible solution is suggested 
such as in EDF's work 
[(34.11[65.1 
while another approach uses the variable metric 
methods. 17-1 Both approaches are based on the sub-gradient optimization method 
while having some variations and modifications in order to accelerate the 
convergency rate or to avoid the instability problem created by the sub-gradient 
optimization, as well as to generate a feasible solution. All these aspects will 
be discussed in the next subsection, 
5.5.4 Implementation Considerations 
There is one Lagrangian multiplier A for each time interval, so the total 
number of Lagrangian multipliers will be the same as the number of intervals 
in the scheduling period. This implies that the Lagrangian relaxation technique 
is more suitable for daily unit commitment scheduling with 24 hourly time 
intervals than for a long-term weekly unit commitment with one hour intervals, 
since the more Lagrangian multipliers are involved, the more difficult the A 
updating process becomes, i. e. the more difficult it is to find the best shared 
marginal prices. 
Tests using the Lagrangian relaxation methodology for the solution of 
thermal unit commitment have been made. The experience has shown the 
following sensitivities of the Lagrangian relaxation approach. 
- 
Firstly, Lagrangian relaxation is well-known for its sensitivity towards the 
initial value of Lagrangian multipliers. A good initial estimate of A may lead to 
a much faster convergence of the problem as well as the stability of Lagrangian 
relaxation program. A good initial estimate also makes Lagrangian relaxation 
much more attractive and efficient than Benders decomposition. Thus the initial 
estimate of the Lagrangian multipliers is very important both in achieving the 
optimal solution and convergence speed. A simple incremental cost interpolation 
method without other operating constraints was used and proved to be near to 
the solution. In this scheme, each Lagrangian multiplier is assigned a value of 
the incremental cost as illustrated in the procedure below. 
A good initial estimate of Lagrangian multipliers A can be obtained by 
neglecting the time dependent constraints of all the units and determined by a 
heuristic rule as follows. 
" Find the maximum load demand D,,,,, over the scheduling period. 
" Find the minimum load demand D, i,,, over the scheduling period. 
" Find the maximum incremental cost MC,,,., among all the units. 
" Find the minimum incremental cost MC, j, among all the units. 
The Lagrangian multiplier A(k) at k time interval can be decided by the 
following equation: 
A (k) MCrnjrj. 
(PD (k) - 
D? 
nin) * 
(MCrnax 
- 
MCrnin) 
Drnjjx - D,,, jn 
such that the Lagrangian multiplier will increase linearly according to the change 
of load demand. 
Another procedure for generating an initial estimate is based on a merit- 
order scheme. For each time interval, according to the priority list, the units 
are loaded to their full capacity until the load demand at this time interval is 
satisfied) and the Lagrangian multiplier at this time interval will be assigned to 
be the average incremental cost of the last loaded unit (with the most expensive 
incremental cost). The first approach has proved in most cases to be better. 
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Secondly, depending on the tightness of the operating constraints, the 
feasible and near-optimal solution may vary a lot from the lower bound produced 
by the dual solution. The unit upper and lower limit constraints were found 
to affect the magnitude of the duality gap, as did the number of identical 
generating units. For example, take two systems with the same thermal system 
data except the generator lower limit constraints are ignored in one system while 
the other takes the generator lower limit into consideration. The duality gap 
created by considering the lower limits was found to be larger than in the other 
case. A certain amount of duality gap always exists and this creates a problem 
of infeasibility in the use of Lagrangian relaxation in solving mixed-integer 
programming problems. 
Furthermore, the choice of termination criterion is important but difficult 
because it is system dependent. Since the primal problem can be represented 
as: 
(P) min f (x) subject to g(x) 
x EX 
the terminated xk at iteration k must be an optimal solution of the following 
approximation of the primal problem (P), that is, 
min f (x) subject to g (x) <g (x- 
k) 
xex 
The continuity of g and the fact that xk will converge to an optimal solution x* 
of (P) implies that the right-hand side of ( pk) will converge to g(x*) as k ---+ 00, 
hence one may terminate when k reaches a value at which the right-hand side 
of (P k) is sufflcl*ently near to being equal or less than zero. But how near 
is "sufficiently" near depends on how precisely the g constraints of (P) really 
must be satisfied. 
Another important point to be noted is that even though the cost 
difference between the primal problem and the dual problem will be very small 
at some iteration, the individual coupling constraint such as the power balance 
may not be satisfied for some time intervals. Some gj(x)s will be large and 
positive, some may be highly negative. This result can not therefore be claimed 
to be satisfactory. Also because the dual problem solution is definitely a 
lower 
bound on the optimal solution of the primal problem, when the dual problem 
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is maximized, some constraints relaxed by Lagrangian multipliers may not be 0 
satisfied according to the termination criterion. That is to say, for some time 
intervals, the power generated by all the committed units can not satisfy the 
load demand. This is the most severe problem of all when using Lagrangian 
relaxation. 
All the difficulties imply that a more strategic approach for overcoming 
the duality gap and the infeasibility of Lagrangian relaxation dual solution 
should be developed. Through examining the reason why the duality gap exists 
and when the infeasibility situation occurs, a strategic method for adjusting 
the schedule of the Lagrangian relaxation solution can be applied. It has been 
proved to be very efficient and assures the feasibility of the unit commitment 
schedule while achieving a satisfactory near-optimal solution. Compared with 
EDF's feasible approach, [64. ]. (65. ] the convergence of the approach adopted here 
is much faster and more efficient. In EDF's approach, the unit commitment 
schedule must be decided at each iteration, without mathematical decomposition, 
which is very time consuming, while the approach suggested here is based on the 
unit commitment characteristics. Moreover, it is a straightforward approach, 
simpler than the "variable metric methods", and takes less iterations than 
"variable metric methods" to converge to the optimal solution. It is also easier 
than the least squares fitting approximation method suggested by Aoki, 
16. ], 17. ] 
in order to adjust the Lagrangian multipliers to ensure the feasibility of the 
unit commitment schedule. Furthermore, the proposed feasible approach always 
ensures the feasibility of the unit commitment schedule produced through the 
Lagrangian relaxation solution. As shown later, the results obtained via this 
approach are near optimal, and the overall production cost is usually about 0.1% 
cheaper compared with the results of the composite cost dynamic programming. 
The idea of the feasible approach which has been developed comes from 
the fact that there is a special feature of unit commitment problem, that is, 
after the unit"on" and "off" schedule is fixed, the dispatching problem among 
the committed units does not involve any integer variables. The 
dispatching 
problem is also usually a convex minimization problem. Consequently, there 
will be no duality gap with respect to this dispatching problem when using 
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Lagrangian relaxation decomposition. However, this can only be achieved 
provided that the power balance constraints can be satisfied in some way. To 
ensure this, when solving the unit commitment using Lagrangian relaxation 
decomposition, the total committed generation capacity at each time interval 
should be larger than the load demand for the same time intervals. Similarly, 
the sum of total committed generator minimum outputs at each time interval 
should not be larger than the load demand in the same time interval. To 
illustrate the proposed approach, the whole optimization process, designed to 
achieve feasibility and minimize the duality gap, can be interpreted as follows. 
1. Initialise the Lagrangian multipliers using the initialization procedure as 
mentioned before. Solve the unit commitment problem (i. e. decide the 
unit "on" and "off" schedule) using a solution method for maximizing the 
dual function based on the sub-gradient optimization method suggested 
by Heid. 1100-1 The convergence tolerance should not be too tight, and 
can be based on comparing the dual cost value between two iterations, 
usually an accuracy of 0.001 to 0.0001 will be sufficient depending on 
the particular system considered. 
2. To avoid the infeasibility problem, check within each time interval whether 
the total maximum generator power is sufficient for the load demand 
and whether the total minimum generator power is less than or equal to 
the load demand (in case no adjustment can be made in the dispatching 
process). If these differences are greater than the predefined deviations, go 
back to step I with updated Lagrangian multipliers, otherwise continue. 
3. Check the percentage difference between the load demand at each time 
interval with the total generation power 
(PD (k) - Ei' P7, (i, k» * 100.0 
PD(k) 
If the difference is larger than the predefined deviation, go back to step 
I with updated Lagranglan multipliers, otherwise continue. 
4. Having fixed the unit commitment (" on" and "off " ) schedule, solve 
the generation allocation problem such that the total generating power 
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satisfies the load demand for each time interval. This problem is termed 
the continuous problem since only real variables are involved. The 
convergence tolerance should be tight, for example in comparing two 
successive iteration dual cost values, an accuracy of 5. OxlO-'5 to 1. OxIO-, 5 
should be used. 
5. If all the power balance constraints are satisfied, terminate the program 
with the current solution as a near-optimal solution, otherwise in the 
case that infeasibility has occurred, continue, go to step 6. 
6. Start the heuristic unit commitment post-adjustment. Adjust the La- 
grangian multipliers by a least squares fitting method which is similar 
to the one used by Aoki, 
16.1. [7. ] 
go back to step 1 with updated and 
adjusted Lagrangian multipliers. 
Theoretically, since there are no integer variables involved in the continu- 
ous problem, the primal continuous problem is a convex minimization problem, 
and there should be no duality gap between the dual problem and the primal 
problem. Tests have proved this to be true. Test results have also shown that 
the final heuristic unit commitment adjustment is usually unnecessary provided 
that the convergence criterion for the continuous problem is tight enough. 
5.6 A DP APPROACH USING A COMPOSITE COST MODEL 
5.6.1 Introduction 
This section describes a composite operating cost model used for short- 
term generation scheduling of thermal power systems. This model simplifies the 
total system production cost as a nonlinear function of the total power generating 
level. A new computational algorithm based on the dynamic programming 
(DP) 
principle is developed to select the optimal generating unit combination and 
define the loading level of the committed generators so as to achieve an optimal 
commitment schedule. The algorithm applied here is a modified version of the 
method first introduced by Cheung 3140.1 The special features of this method are 
mainly the following: 
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The composite operating cost model gives a very close approximation 
to the actual system fuel cost function. It is very straightforward to 
construct, and is commonly used in power dispatching practice, 
The dynamic programming algorithm proposed here brings the dimen- 
sionality problem associated with dynamic programming techniques under 
control through using the composite cost model and by storing only an 
appropriate range of stages and states necessary to allow the computation 
to proceed to the optimum. The search range for generating units can be 
reduced as a result and the computer memory and computation time will 
be reduced substantially. Experience of using this algorithm has shown 
that the computation time required to obtain the optimal or near-optimal 
unit combination is nearly independent of the number of generating units 
in the system, but rather it depends on the total generating capacity 
and required accuracy. Therefore, this algorithm is very suitable for the 
solution of the unit commitment problem in medium-sized thermal Power 
systems with reasonable accuracy requirements. 
5.6.2 The Composite Cost Function Model 
The composite cost model of each individual thermal unit at each time 
interval under consideration must be defined before the dynamic programrning 
approach is applied. The composite cost function of unit i at interval k is 
defined as follows: 
If unit 1* was 'off' at interval k-1 the composite cost is 
C OMj (L) - Fj (L) +S Tj 
(X (i, k), U (i, k)) / Hk (5.15) 
If unit i was 'on' at interval k-I then the composite cost is 
COMi(L) = Fi(L) 
(5.16) 
Where 
COMj(L) is the composite cost of unit z* at power output level L(MW) 
Fi(L) is the fuel cost of unit i at output level L(MW) given by the 
original fuel cost function 
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STi (X(i, k), U(i, k)) is the startup cost of unit z* calculated by the startup 
cost function depending on the state X(I', k) and decision U(I', k) 
Hk is the estimated number of time intervals the unit will be up if it 
were started up in interval k 
Cs hut down (1) is the shutdown cost of unit i 
The composite cost function of unit z* is an artificial operating cost 
function combining the fuel cost, startup cost and shutdown cost of unit 1 
together in a single cost description. The idea of the composite cost function 
comes from penalty and merit functions, the process of deriving this function 
can be illustrated as follows: 
Suppose there are a total number of units I in the system which were 
in the "off" state at time interval k-1, the unit commitment problem is 
to determine which of these units if any, can be and should be started 
up at interval k so that the load demand can be satisfied and at the 
same time the overall production cost will be a minimum. It is assumed 
that any unit started up at interval k will usually be shut down at a 
later interval when the load demand returns to the same level or less 
than that at interval k. Then Hk- for all the units can be represented 
as h, the total operating cost for any of these units supplying energy in 
these h intervals will be: 
Fk +Fk+l + ... +Fk+h- 
I E comi +S Ti (X (', k), U (', k)) i 
Where 
i is the index of "off" units 
Fi k is the fuel cost of unit z' at interval k 
k+h is the interval number at which the load returns to the same level 
as at interval k-I 
It is clear that the "effective" operating cost of unit z' at each interval 
between k and k +h -1 is the fuel cost of this unit plus an average startup 
cost as depicted by the above composite cost function. Since the estimated 
ccup" time for all units started up at interval k is h, any unit pre-scheduled 
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to be shut down before time interval k+h will have a smaller expected "up" 
time and the contribution from its startup cost to the resultant composite cost 
function will be larger than it would have been if this pre-scheduled shutdown 
constraint was absent. 
For a unit which was already "on" at time interval k- 1, there is no 
startup cost involved for this unit to operate at interval k; howev er, the unit 
could be shut down at interval k and a shutdown cost must be considered. 
Therefore, if the unit is to continue to operate at interval k, the cost to the 
system is "effectively" t he fuel cost minus the shutdown cost of the unit as 
illustrated in the above composite cost function. 
In a unit commitment program, using the composite cost function model 
means avoiding unnecessary startups and shutdowns among units in order to 
achieve a cost saving. The composite cost function model of an available unit at 
interval k can depicted in Diagram 5.2 and is essentially the fuel cost function 
plus a constant component. The shape of the fuel cost curve remains the 
same. The constant component added to the fuel cost will therefore affect the 
selection of units but not the optimal loading level of the selected units. With 
this composite cost function model, the composite cost dynamic programming 
algorithm will automatically select those units which optimize the fuel cost, 
startup and shutdown cost of the system. 
5.6.3 Dynamic Programming Computational Algorithm 
The principle of dynamic programming techniques, as discussed in the 
literature review, is widely used in the solution of unit commitment problems and 
has received much attention recently for its flexibility and ability to recognize 
nonlinearlity and time-dependency both in the objective function and constraints. 
However, the major disadvantage of dynamic programming techniques is the 
requirement of excessive computer storage and computational time for the 
solution of large scale problems. The algorithm proposed here is termed a 
composite cost dynamic programmi . ng. It largely overcomes the dimensionality 
problem and produces a unit commitment schedule with the required accuracy 
and within a reasonable time. 
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Cost Function 1. Original fuel cost curve Fi 
0 2. Fi + ST(X(i, k), U(i, k))/Hk 
3. Fi - Cshutdown 
NN7n 
Pmin Pmax 
Power Output 
Diagram 5.2. Composite Cost Function Model 
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Given a power system with a total number of thermal units I including 
nuclear, coal-fired, oil-fired and gas-fired generating units, and each unit having 0 
a known quadratic fuel cost function, the generating capacity of each unit may 
be discretized to a multiple of G MW steps, and its fuel cost function may also 
be discretized according to these output levels. To find the optimal combination 
of I generating units at a certain load demand level L, in order to achieve a 
minimum production cost, according to the principle of optimality, the following 
equation must hold 
COST(L)--min ýCOST(L-J*G)+AFj(J, G)j JcM IE .1 
(5.17) 
Where 
COST(L) is the optimal total Production cost at load level L 
COST(L -J* G) is the optimal total fuel cost at load level L-J*G 
L -- 07 1*G, 2* G) ..... T*G where T*G equals to total generating 
capacity 
AFj (J, G) is the additional operating cost for unit z' to generate further 
J* G(MW) from its optimal loading at COST(L -J* G) 
I is the number of generating units 
M is the highest generating level of the largest unit 
COST(L) = 0.0 for L<0.0 
Since COST(L) is known at L<0.0, the optimal operating cost and 
the corresponding optimal unit combination at load levels G, 2*G, 3*G, ... 
T*G can be evaluated with the given unit cost function Fj (P(z*, k)), and the 
recursive cost function of dynamic programming can be easily implemented. It 
can be seen from the above equation that in finding COST(L), M optimal unit 
combinations at optimal cost COST(L-G), COST(L-2*G), COST(L-3*G) .... 
COST(L -M* G) should be evaluated. In this case, besides storing the 
cost function for each unit and other necessary data, the computer memory 
requirement for this algorithm is only M* -1 
(number of total generating levels 
* number of units) words. For a medium-sized system with approximately 100 
thermal generating units with the largest equivalent unit as 400OMW, and an 
accuracy up to IOMW step, there are totally M= 4000/10 = 400 steps and 
the computer storage requirement will be 400 * 100, i. e. 40K words. Besides, 
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further memory reduction can be achieved by breaking up the largest unit into 
several smaller units so that the maximum generating level M can be reduced. 
For example for the above system, if the largest unit is represented with two 
identical smaller units, each with capacity of 4000/2 = 200OMW, then the 
memory requirement may be reduced to 200 * 101, i. e. 20.2K. Tests with 
the algorithm have proved that the number of generators in the system does 
not affect the computation time to obtain the optimal generator combination 
as much as the total generating capacity and the required accuracy. The 
computation time and memory is actually a function of total system capacity 
and required accuracy. 
5.6.4 The Computational Scheduling Algorithm 
The process of the composite cost dynamic progranuning approach to 
the solution of unit commitment problem has been implemented and can be 
summarized as follows: 
1. Read in the load prediction data and thermal system data including 
generator parameters, must on/must off schedule and fixed generation 
requirements, etc. 
2. Starting the main loop of dynamic programming with the first interval 
k -ý-= 1, consider the unit commitment problem interval by interval. Check 
unit availability and form the composite cost function model of each unit 
for this interval k. 
3. Find the optimal unit combination for this time interval using dynamic 
programming with the derived composite cost function model. 
4. Check whether the spinning reserve requirement is satisfied or not, if 
not, go back to step 3 to find another optimal combination, otherwise 
go back to step 2 with k -ý-- k+1. 
5. Check whether all the time intervals have been considered or not, if not, 
go back to step 2, otherwise calculate the total optimal production cost 
and output the commitment and loading schedule. 
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5.7 TEST SYSTEMS DATA AND COMPUTATIONAL EXPERIENCE 
The test systems will include usually four types of thermal units: nuclear, 
coal-fired, oil-fired and gas-fired generating units. Results and comparisons of 
the application of the composite cost dynamic programming method, the merit- 
order heuristic scheme and Lagrangian relaxation dual decomposition technique 
to the solution of thermal unit commitment will be presented. The load 
prediction data for a 24 hour period with each hour demand data is shown as 
in Table 5.1, and a 12 thermal units test system data149. I are presented in the 
following tables. 
Table 5.2 
Thermal generators data: number of units = 12 
Unit Pi,, P',,; Ai Bi ci Ccolcbtart Ts t, Lrt Cshutdown 
1 0.5 2.0 29.0 190.0 100.0 113.0 2.0 13.5 
2 0.5 1.5 29.0 200.0 150.0 113.0 1.5 11.0 
3 0.2 0.7 25.0 210.0 170.0 101.0 1.0 10.0 
4 0.1 0.5 15.0 210.0 170.0 85.0 0.5 8.5 
5 0.1 0.5 15.0 210.0 170.0 85.0 0.5 8.5 
6 0.1 0.5 15.0 210.0 170.0 85.0 0.5 8.5 
7 0.5 2.0 29.0 190.0 100.0 113.0 2.0 13.5 
8 0.5 1.5 29.0 200.0 150.0 113.0 1.5 11.0 
9 0.2 0.7 25.0 210.0 170.0 101.0 1.0 10.0 
10 0.1 0.5 15.0 210.0 170.0 85.0 0.5 8.5 
11 0.1 0.5 15.0 210.0 170.0 85.0 0.5 8.5 
1 12 1 0.1-j 0.5 1 15.0 
- 
210.0 1 Lýý 170.0 1 85.0 1 0.5 1 
8.5 
1 
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Table 5.3 
Thermal generators data: number of units = 12 (continued) 
Unit Trninup Traindown Status Tchange Irarap Drarnp Ginit 
1 3.0 3.0 1 06/02/1985.23: 00: 00 0.040 0.040 0.5 
2 3.0 3.0 0 06/02/1985.23: 00: 00 0.030 0.030 0.0 
3 2.0 2.0 1 06/02/1985.23: 00: 00 0.014 0.014 0.2 
4 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.1 
5 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.1 
6 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.1 
7 3.0 3.0 1 06/02/1985.23: 00: 00 0.040 0.040 0.5 
8 3.0 3.0 1 06/02/1985.23: 00: 00 0.030 0.030 0.5 
9 2.0 2.0 1 06/02/1985.23: 00: 00 0.014 0.014 0.2 
10 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.1 
11 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.1 
12 1.0 1.0 0 06/02/1985.23: 00: 00 0.010 0.010 0.1 
The thermal unit commitment scheduling program test starts at an 
absolute time of 07/02/1985.23 : 00 : 00. The per unit base of the test system 
is chosen to be 100.00(MW), the total thermal generation capacity is then 
11.40(P. U. ), and it is assumed there are no units which must be c4on" or 
must be "off". The merit-order lists of these thermal generating units will be 
considered from the following two aspects: 
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Table 5.1 
Load prediction data 
Created at: 07/02/1985.23: 00: 00 
Interval no. Absolute time Load demand (P. U. value) 
1 07/02/1985.23: 00: 00 2.7876 
2 08/02/1985.00: 00: 00 2.4158 
3 08/02/1985.01: 00: 00 3.3570 
4 08/02/1985.02: 00: 00 2.3736 
5 08/02/1985.03: 00: 00 2.4188 
6 08/02/1985.04: 00: 00 2.4698 
7 08/02/1985.05: 00: 00 2.5938 
8 08/02/1985.06: 00: 00 3.1398 
9 08/02/1985.07: 00: 00 4.0074 
10 08/02/1985.08: 00: 00 4.3441 
11 08/02/1985.09: 00: 00 4.3289 
12 08/02/1985.10: 00: 00 4.2759 
13 08/02/1985.11: 00: 00 4.3183 
14 08/02/1985.12: 00: 00 4.1919 
15 08/02/1985.13: 00: 00 4.2260 
16 08/02/1985.14: 00: 00 4.2373 
17 08/02/1985.15: 00: 00 4.2642 
18 08/02/1985.16: 00: 00 4.5683 
19 08/02/1985.17: 00: 00 4.5908 
20 08/02/1985.18: 00: 00 4.4511 
21 08/02/1985.19: 00: 00 4.3351 
22 08/02/1985.20: 00: 00 4.2150 
23 08/02/1985.21: 00: 00 4.0922 
24 08/02/1985.22: 00: 00 3.8180 
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1. According to the average full load cost (AFLC), there is a merit order 
list to decide which unit must be committed or de-committed. 
2. According to the average incremental cost (AINC), there is another 
merit order list to decide the committed unit generating level. 
These two lists are evaluated as shown below: 
Table 5.4 
AFLC merit order list 
Merit order no. AFLC value ($/MW) Unit no. I' 
1 325.00 12 
2 325.00 11 
3 325.00 10 
4 325.00 4 
5 325.00 5 
6 325: 00 6 
7 364.71 3 
8 364.71 9 
9 404.50 1 
10 404.50 7 
11 444.33 8 
12 444.33 2 
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Table 5.5 
AINC merit order list 
Merit order no. AINC value ($/MW) Unit no. I* 
1 312.00 12 
2 312.00 11 
3 312.00 10 
4 312.00 4 
5 312.00 5 
6 312.00 6 
7 363.00 3 
8 363.00 9 
9 440.00 1 
10 440.00 7 
11 500-00 8 
12 500.00 2 
The results and comparisons among the computational time of the three 
solution methodologies are shown in the following tables. For this particular 
test system, the Lagrangian relaxation decomposition approach starts with 
the initial Lagrangian multiplier estimate generated by a simple merit-order 
procedure as discussed previously. The dual function cost convergence criterion 
of the discrete problem is set to 1% and at each iteration, and the generating 
capacity is evaluated. If the load demand can be satisfied by this total 
committed generating capacity for all the time intervals, the discrete problem 
is solved without checking the individual infeasibility for each time interval. 
The continuous problem is solved with a tight convergence criterion such as 
1.0 x 10-5 on both the continuous dual function cost and the line search used 
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when maximizing the continuous dual function value. The CPU time for unit 
commitment versus the number of variables (without any reserve constraints) 
is as follows: 
Table 5.6 
Algorithms comparis on: step = 5.0 MW 
(CCDP only) 
Algorithm Number of variables CPU time Minimum cost 
CCDP 864 3.88 seconds 28195.44 
MO 864 0.12 seconds 30063.36 
LRD 864 0.46 seconds 28131.35 
It can be seen that thermal unit commitment by Lagrangian relaxation 
achieve the best solution. The result of this optimization algorithm produces a 
c- optimal solution with the cheapest total production cost among the three 
algorithms, nearly 0.23% cheaper than the total scheduling cost produced by 
CCDP and 6% cheaper than the result of the merit-order scheme. The fuel 
costs, startup costs and shutdown costs resulting from these three algorithms 
are also shown in Table 5.7. It is obvious that the major cost savings actually 
come from avoiding unnecessary startups and shutdowns among the units. 
Table 5.7 
Algorithms comparison: step = 5.0 MW 
(CCDP only) 
Algorithm Fuel Startup Shutdown Minimum cost 
CCDP 27978.50 185.94 31.00 28195.44 
MO 29284.25 679.60 99.50 30063.36 
LRD 28020.35 80.00 31.00 28131.35 
The optimal generation schedules produced by the three algorithms are 
presented in the following tables (5.8-5.21). The balance (MW) represents the 
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deviation between the power demand and the total scheduled generation, i. e. 
PD(k) - Eil PT(i, k). 
Table 5.8 
Generation schedule for CCDP: step = 5.0 MW 
Interval Load (P. U. ) Capacity Spinning reserve Balance (MW) 
1 2.7876 OK OK -0.1 
2 2.4158 0K 0K 0.2 
3 3.3570 0K 0K 0.1 
4 2.3736 0K 0K 0.2 
5 2.4188 0K 0K 0.2 
6 2.4698 0K 0K 0.3 
7 2.5938 0K 0K 0.1 
8 3.1398 0K 0K 0.4 
9 4.0074 0K 0K -0.2 
10 4.3441 0K 0K 0.4 
11 4.3289 0K 0K -0.3 
12 4.2759 0K 0K 0.5 
13 4.3183 0K 0K 0.2 
14 4.1919 0K 0K 0.4 
15 4.2260 0K 0K 0.3 
16 4.2373 0K 0K -0.2 
17 4.2642 0K 0K 0.1 
18 4.5683 0K 0K 0.3 
19 4.5908 0K 0K 0.2 
20 4.4511 0K 0K 0.1 
21 4.3351 0K 0K 0.4 
22 4.2150 0K 0K 0.1 
23 4.0922 0K 0K 0.2 
24 3.8180 0K 0K 0.1 
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Table 5.9 
Generation schedule for CCDP: step :=5.0 MW 
5.0 Mw) Unit number 
Load (Steps) 1 2 3 4 5 6 7 
[8 
9 10 11 12 
56 14 0 0 6 6 6 12 0 0 6 6 0 
48 12 0 0 6 5 5 10 0 0 5 5 0 
67 16 0 0 7 7 7 16 0 0 7 7 0 
47 12 0 0 5 5 5 10 0 0 5 5 0 
48 12 0 0 6 5 5 10 0 0 5 5 0 
49 12 0 0 5 5 5 12 0 0 5 5 0 
52 12 0 0 6 5 5 12 0 0 6 6 0 
63 14 0 0 7 7 7 14 0 0 7 7 0 
80 16 0 0 8 8 8 16 0 0 8 8 8 
87 18 0 0 8 8 9 18 0 0 8 9 9 
87 16 0 0 7 8 7 16 10 0 7 8 8 
86 16 0 0 7 8 7 16 10 0 7 7 8 
86 16 0 0 7 8 7 16 10 0 7 7 8 
84 16 0 ýO 7 7 7 16 10 0 7 7 7 
85 16 0 0 7 8 7 16 10 0 7 7 7 
85 16 0 0 7 8 7 16 10 0 7 7 7 
85 16 0 0 7 8 7 16 10 0 7 7 7 
91 16 0 0 8 8 9 16 10 0 8 8 8 
92 18 0 0 8 8 8 16 10 0 8 8 8 
89 16 0 0 8 8 7 16 10 0 8 8 8 
87 16 0 0 7 8 7 16 10 0 7 8 8 
84 16 0 0 7 7 7 16 10 0 7 7 7 
82 16 0 0 7 7 7 14 10 0 7 7 7 
76 14 0 0 6 6 7 14 10 0 6 6 7 
Table 5.9 24 hours generation schedule 
The system marginal cost at each time interval can be constructed 
according to the most expensive unit incremental cost as in the following table: 
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Table 5.10 
Marginal cost schedule 
(* 5.0 m W) 
Interval no. Load demand (steps) Marginal cost ($/MW) 
1 56 330.00 
2 48 312.00 
3 67 350.00 
4 47 310.00 
5 48 312.00 
6 49 310.00 
7 52 312.00 
8 63 330.00 
9 80 350.00 
10 87 370.00 
11 87 350.00 
12 86 350.00 
13 86 350.00 
14 84 350-00 
15 85 350.00 
16 85 350.00 
17 85 350-00 
18 91 363.00 
19 92 370.00 
20 89 350-00 
21 87 350-00 
22 84 350.00 
23 82 350-00 
24 76 
3150-00 
The cost summary of CCDP is as follows: 
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Table 5.1.1 
Operating cost summary of each time interval for CCDP 
Int. Load Fuel Startup Shutdown Sub-total 
1 56 856.50 0.00 31.00 887.50 
2 48 733.80 0.00 0.00 733.80 
3 67 1036.63 0.00 0.00 1036.63 
4 47 718.63 0.00 0.00 718.63 
5 48 733.80 0.00 0.00 733.80 
6 49 748.63 0.00 0.00 748.63 
7 52 794.15 0.00 0.00 794.15 
8 63 968.63 0.00 0.00 968.63 
9 80 1247.20 80.00 0.00 1327.20 
10 87 1372.38 0.00 0.00 1372.38 
11 87 1363.07 105.94 0.00 1469.01 
12 86 1346.20 0.00 0.00 1346.20 
13 86 1346.20 0.00 0.00 1346.20 
14 84 1312.45 0.00 0.00 1312.45 
15 85 1329.32 0.00 0.00 1329.32 
16 85 1329.32 0.00 0.00 1329.32 
17 85 1329.32 0.00 0.00 1329.32 
18 91 1431.42 0.00 0.00 1431.42 
19 92 1449.70 0.00 0.00 1449.70 
20 89 1396.82 0.00 0.00 1396.82 
21 87 1363.07 0.00 0.00 1363.07 
22 84 1312.45 0.00 0.00 1312.45 
23 82 1278.45 0.00 0.00 1278.45 
24 76 1180.35 0.00 0.00 1180.35 
Total cost 27978.50 185.94 31-00 28195.44 
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Table 5.12 
Operating cost summary of each unit for CCDP 
Unit Fue 1 Startup Shutdown Sub-total 
1 5520.00 0.00 0.00 5520.00 
2 0.00 0.00 0.00 0.00 
3 0.00 0.00 10.00 10.00 
4 2565.65 0.00 0.00 2565.65 
5 2638.25 0.00 0.00 2638.25 
6 2554.72 0.00 0.00 2554.72 
7 5328.00 0.00 0.00 5328.00 
8 2331.00 105.94 11.00 2447.94 
9 0.00 0.00 10.00 10.00 
10 2535.30 0.00 0.00 2535.30 
11 2586.77 0.00 0.00 2586.77 
12 1918.80 80.00 0.00 1998.80 
Total cost 27978-50 185.94 31.00 28195.44 
The schedules resulting from the merit-order scheme and the Lagrangian 
relaxation are also presented below for comparison. The individual unit schedules 
and the cost summary for each time interval and each generating unit will 
be 
compared together with the computational time and the total production cost. 
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Table 5.13 
Generation schedule for MO: Step = 5.0 MW 
Interval Load (P. U. ) Capacity Spinning reserve Balance (MW) 
1 2.7876 OK OK -0.2 
2 2.4158 OK OK 0.3 
3 3.3570 OK OK 0.1 
4 2.3736 OK OK 0.5 
5 2.4188 OK OK 0.4 
6 2.4698 OK OK 0.4 
7 2.5938 OK OK -0.1 
8 3.1398 OK OK -0.2 
9 4.0074 OK OK 0.1 
10 4.3441 OK OK -0.1 
11 4.3289 0K 0K -0.4 
12 4.2759 0K 0K -0.5 
13 4.3183 0K 0K 0.4 
14 4.1919 0K 0K -0.2 
15 4.2260 0K 0K -0.5 
16 4.2373 0K 0K -0.3 
17 4.2642 0K 0K 0.3 
18 4.5683 0K 0K 0.4 
19 4.5908 0K 0K 0.2 
20 4.4511 0K 0K 0.0 
21 4.3351 0K 0K -0.3 
22 4.2150 0K 0K 0.3 
23 4.0922 0K 0K -0.2 
24 3.8180 0K 0K 0.4 
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Table 5.14 
Generation schedule for MO: Step = 5.0 MW 
5.0 Mw) Unit number 
Load (steps) 1 2 3 4 5 61 7 10 11 12 
56 10 0 4 2 2 2 10 10 4 2 10 0 
48 10 0 4 2 2 2 10 0 4 2 2 10 
67 10 10 4 2 2 2 10 0 4 3 10 10 
47 10 0 4 2 2 2 10 0 4 2 2 9 
48 10 0 4 2 2 2 10 0 4 2 2 10 
49 10 0 4 2 2 2 10 0 4 2 3 10 
52 10 0 4 2 2 2 10 10 4 2 2 4 
63 10 10 4 2 2 2 10 10 4 2 2 5 
80 10 10 4 2 2 2 10 10 4 6 10 10 
87 10 10 4 5 2 2 10 10 4 10 10 10 
87 10 0 13 10 10 10 0 0 4 10 10 10 
86 10 0 12 10 10 10 0 0 4 10 10 10 
86 10 0 12 10 10 10 0 0 4 10 10 10 
84 10 0 10 10 10 10 0 0 4 10 10 10 
85 10 10 4 3 2 2 10 10 4 10 10 10 
85 10 10 4 3 2 2 10 10 4 10 10 10 
85 10 10 4 3 2 2 10 10 4 10 10 10 
91 10 10 4 9 2 2 10 10 4 10 10 10 
92 10 10 4 10 2 2 10 10 4 10 10 10 
89 19 0 0 10 10 10 10 0 0 10 10 10 
87 17 0 0 10 10 10 10 0 0 10 10 10 
84 14 0 0 10 10 10 10 0 0 10 10 10 
82 12 0 0 10 10 10 10 0 0 10 10 10 
76 10 0 0 10 
1 10 6 10 0 0 1 10 1 10 10 
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Table 5.15 
Marginal cost schedule 
(* 5.0 MW) 
Interval no. Load demand (steps)) Marginal cost ($/MW) 
1 56 380.00 
2 48 380.00 
3 67 380.00 
4 47 363.00 
5 48 380.00 
6 49 380.00 
7 52 350.00 
8 63 350.00 
9 80 380.00 
10 87 380.00 
11 87 431.00 
12 86 414.00 
13 86 414.00 
14 84 380-00 
15 85 380-00 
16 85 380.00 
17 85 380-00 
18 91 380-00 
19 92 380-00 
20 89 380-00 
21 87 380-00 
22 84 380-00 
23 82 380-00 
24 76 380-00 
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Table 5.1-6 
Operating cost summary of each interval for MO 
Int. Load Fu e1 Startup Shutdown Sub-total 
1 56 925.40 0.00 0.00 925.40 
2 48 796.60 78.70 11.00 886.30 
3 67 1100.53 110.18 0.00 1210.70 
4 47 778.03 0.00 11.00 789.03 
5 48 796.60 0.00 0.00 796.60 
6 49 809.23 0.00 0.00 809.23 
7 52 864.40 99.71 0.00 964.11 
8 63 1045.23 96.86 0.00 1142.08 
9 80 1310.00 0.00 0.00 1310.00 
10 87 1419.63 0.00 0.00 1419.63 
11 87 1431.13 0.00 35.50 1466.63 
12 86 1410.00 0.00 0.00 1410.00 
13 86 1410.00 0.00 0.00 1410.00 
14 84 1370.30 0.00 0.00 1370.30 
15 85 1391.83 294.16 0.00 1685.98 
16 85 1391.83 0.00 0.00 1391.83 
17 85 1391.83 0.00 0.00 1391.83 
18 91 1485.43 0.00 0.00 1485.43 
19 92 1504.00 0.00 0.00 1504.00 
20 89 1423.75 0.00 42.00 1465.75 
21 87 1386.75 0.00 0.00 1386.75 
22 84 1335.00 0.00 0.00 1335.00 
23 82 1303.00 0.00 0.00 1303.00 
24 76 1203.80 0.00 0.00 1203.80 
Total cost 29284.25 679.60 99.50 30063.35 
- 143 - 
Table 5.17 
Operating cost summary of each unit for MO 
Unit Fue 1 Startup Shutdown Sub-total 
1 3932.50 0.00 0.00 3932.50 
2 1498.50 303.89 33.00 1835.39 
3 1937.23 0.00 10.00 1947.23 
4 2337.32 0.00 0.00 2337.32 
5 2028.00 0.00 0.00 2028.00 
6 1958.80 0.00 0.00 1958.80 
7 2980.00 100.44 13.50 3093.94 
8 1665.00 196-56 33.00 1894.56 
9 1402.20 0.00 10.00 1412.20 
10 2845.03 0.00 0.00 2845.03 
11 3163.83 0.00 0.00 3163.83 
12 3535.85 78.70 0.00 3614.55 
Total cost 29284.25 679.60 99.50 30063.36 
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Table 5.18 
Generation schedule of LRD 
Interval Load (P. U. ) Capacity Reserve Balance (MW) 
1 2.7876 OK OK 0.016 
2 2.4158 OK OK 0.307 
3 3.3570 OK OK 0.056 
4 2.3736 OK OK 0.007 
5 2.4188 OK OK 0.002 
6 2.4698 OK OK 0.004 
7 2.5938 OK OK -0.002 
8 3.1398 OK OK 2.028 
9 4.0074 OK OK 1.170 
10 4.3441 OK OK 0.631 
11 4.3289 OK OK 0.676 
12 4.2759 OK OK 0.861 
13 4,3183 OK OK 0.732 
14 4.1919 OK OK 1.009 
15 4.2260 OK OK 0.962 
16 4.2373 OK OK 0.942 
17 4.2642 OK OK 0.901 
18 4.5683 OK OK -0.151 
19 4.5908 OK OK -0.228 
20 4.4511 OK OK 0.259 
21 4.3351 OK OK 0.661 
22 4.2150 OK OK 0.697 
23 4.0922 OK OK 0.903 
24 3.8180 OK OK 1.384 
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Table 5.19 
Generation schedule of LRD 
(P. U. ) Unit number 
Load 1 2 3 4 5 6 7 8 9 10 
T 
11 12 
2.78 0.62 0.0 0.0 0.31 0.31 0.31 0.62 0.0 0.0 0.31 0.31 0.0 
2.41 0.55 0.0 0.0 0.26 0.26 0.26 0.55 0.0 0.0 0.26 0.26 0.00 
3.35 0.74 0.0 0.0 0.38 0.38 0.38 0.74 0.0 0.0 0.38 0.38 0.00 
2.37 0.54 0.0 0.0 0.26 0.26 0.26 0.54 0.0 0.0 0.26 0.26 0.00 
2.41 0.55 0.0 0.0 0.26 0.26 0.26 0.55 0.0 0.0 0.26 0.26 0.00 
2.46 0.56 0.0 0.0 0.27 0.27 0.27 0.56 0.0 0.0 0.27 0.27 0.00 
2.59 0.58 0.0 0.0 0.28 0.28 0.28 0.58 0.0 0.0 0.28 0.28 0.00 
3.14 0.69 0.0 0.0 0.35 0.35 0.35 0.69 0.0 0.0 0.35 0.35 0.00 
4.01 0.79 0.0 0.0 0.40 0.40 0.40 0.79 0.0 0.0 0.40 0.40 0.40 
4.34 0.85 0.0 0.0 0.44 0.44 0.44 0.85 0.0 0.0 0.44 0.44 0.44 
4.33 0.85 0.0 0.0 0.44 0.44 0.44 0.85 ý0.0 0.0 ý0.44 0.44 0.44 
4.28 0.84 0.0 0.0 0.43 0.43 0.43 0.84 0.0 0.0 0.43 0.43 0.43 
4.32 0.84 0.0 0.0 0.44 0.44 0.44 0.84 0.0 0.0 0.44 0.44 0.44 
4.19 0.82 0.0 0.0 0.42 0.42 0.42 0.82 0.0 0.0 0.42 0.42 0.42 
4.23 0.83 0.0 0.0 0.43 0.43 0.43 0.83 0.0 0.0 0.43 0.43 0.43 
4.24 0.83 0.0 0.0 0.43 0.43 0.43 0.83 0.0 0.0 0.43 0.43 0.43 
4.26 0.83 0.0 0.0 0.43 0.43 0.43 0.83 0.0 0.0 0.43 0.43 0.43 
4.57 0.89 0.0 0.0 0.46 0.46 0.46 0.89 0.0 0.0 0.46 0.46 0.46 
4.59 0.89 0.0 0.0 0.47 0.47 0.47 0.89 0.0 0.0 0.47 0.47 0.47 
4.45 0.87 0.0 0.0 0.45 0.45 0.45 0.87 0.0 0.0 0.45 0.45 0.45 
4.34 0.85 0.0 0.0 0.44 0.44 0.44 0.85 0.0 0.0 0.44 0.44 0.44 
4.22 0.82 0.0 0.0 0.43 0.43 0.43 0.82 0.0 0.0 0.43 0.43 0.43 
4.09 0.80 0.0 0.0 0.41 0.41 0.41 0.80 0.0 0.0 0.41 0.41 0.41 
3.82 0.75 [0-0 0.0 0.38 1 0.38 0.38 0.75 1 0.0 1 0.0 0.38 
- 
0.38 0.38 
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Table 5.20 
Operating cost summary of each interval for LRD 
Int. Load Fuel Startup Shutdown Sub-total 
1 56 851.8q': ') 0.00 31.00 882.85 
2 48 736.76 0.00 0.00 736.76 
3 67 1037.49 0.00 0.00 1037.49 
4 47 725.05 0.00 0.00 725.05 
5 48 738.58 0.00 0.00 738.58 
6 49 753.91 0.00 0.00 753.91 
7 52 791.68 0.00 0.00 791.68 
8 63 958.60 0.00 0.00 958.60 
9 80 1245.65 80.00 0.00 1325.65 
10 87 1366.58 0.00 0.00 1366.58 
11 87 1360.95 0.00 0.00 1360.95 
12 86 1341.31 0.00 0.00 1341.31 
13 86 1356.98 0.00 0.00 1356.98 
14 84 1310.91 0.00 0.00 1310-91 
15 85 1323.18 0.00 0.00 1323.18 
16 85 1327.26 0.00 0.00 1327.26 
17 85 1336.99 0.00 0.00 1336.99 
18 91 1451.00 0.00 0.00 1451.00 
19 92 1459.57 0.00 0.00 1459.57 
20 89 1406-62 0.00 0.00 1406.62 
21 87 1363.23 0.00 0.00 1363.23 
22 84 1320.21 0.00 0.00 1320.21 
23 82 1276.17 0.00 0.00 1276-17 
24 76 1179.80 0.00 0.00 1179.80 
Total cost 28020.35 80-00 31.00 28131.35 
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Table 5.21 
Operating cost summary of each unit for LRD 
Unit no. Fuel ($) Startup Shutdown Sub-total 
1 5561.38 0.00 0.00 5561.38 
2 0.00 0.00 0.00 0.00 
3 0.00 0.00 10.00 10.00 
4 2939.64 0.00 0.00 2939.64 
5 2939.64 0.00 0.00 2939-64 
6 2939.64 0.00 0.00 2939.64 
7 5561.38 0.00 0.00 5561.38 
8 0.00 0.00 11.00 11.00 
9 0.00 0.00 10.00 10.00 
10 2939.64 0.00 0.00 2939.64 
11 2939.64 0.00 0.00 2939.64 
12 2199.41 80.00 0.00 2279.41 
Total cost 28020-35 80-00 31.00 28131.35 
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To investigate the practical applicability of the three algorithms for the 
solution of unit commitment problems in large scale thermal power systems, 
the commitment algorithms have been applied to EPRI Scenario system A. 
[40. ] 
In this test thermal system, there are a total of 224 thermal generating units 
with a total capacity of 51,75OMW. The tests have shown that the CPU 
time of the CCDP algorithm increases drastically despite the fact that it is 
more efficient than standard dynamic programming routines for medium-sized 
systems. The Lagrangian relaxation decomposition is much more efficient and 
the total production cost is actually about 0.1% cheaper than that of the CCDP 
algorithm, and certainly much cheaper than the merit-order scheme. 
Table 5.22 
Algorithms comparison: step - 25.0 MW 
Algorithm No. of Variables CPU Time Minimum Cost($) 
CCDP 16128 10 minutes 37.64 seconds 1181167.00 
M. O. 16128 02.21 seconds 1358989.25 
LRD 16128 29.35 seconds 1180340.00 
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Table 5.23 
Operating cost summary of each interval for CCDP 
Int. Load Fuel Startup Shutdown Sub-Total 
1 844 39656.81 0.00 2334.00 41990.81 
2 803 37428.93 0.00 51.00 37479.93 
3 776 35852.12 0.00 102.00 35954.12 
4 775 35800.11 0.00 0.00 35800.11 
5 774 35747.28 0.00 0.00 35747.28 
6 787 36480.16 188.44 0.00 36668.60 
7 884 41888.09 1154.05 0.00 43042.14 
8 1026 49816.92 1716.09 0.00 51533.01 
9 1126 55427.58 1307.42 16.00 56751.00 
10 1165 57699.65 751.15 0.00 58450.80 
11 1166 57753.71 0.00 0.00 57753.71 
12 1169 58001.82 0.00 0.00 58001.82 
13 1129 55622.87 0.00 80.00 55702.87 
14 1147 56663.17 303.33 0.00 56966.51 
15 1144 56467.28 0.00 20.00 56487.28 
16 1114 54746.18 0.00 60.00 54806.18 
17 1087 53218.44 0.00 60.00 53278.44 
18 1050 51162.82 0.00 60.00 51222.82 
19 1075 52601.43 424.57 0.00 53026.00 
20 1086 53196.49 180-90 20.00 53397.39 
21 1118 54994.08 361.80 0.00 55355.88 
22 1072 52405.64 0.00 90.00 52495.64 
23 983 47426.73 0.00 160.00 47586.73 
24 876 41467.31 0.00 201.00 41668.31 
Total cost 1171525.88 6387.74 3254.00 1181167.50_ 
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Table 5.24 
Operating cost summary of each interval for MO 
Int. Load Fu e1 Startup Shutdown Sub-Total 
1 844 39932.09 0.00 2232.00 42164.09 
2 803 37612.80 0.00 102.00 37714.80 
3 776 36116.46 0.00 51.00 36167.46 
4 775 36064.58 0.00 0.00 36064.58 
5 774 36012.86 0.00 0.00 36012.86 
6 787 52563.97 16085.41 0.00 68649.22 
7 884 55985.29 0.00 0.00 55985.29 
8 1026 63026.41 0.00 0.00 63026.41 
9 1126 68173.16 0.00 0.00 68173.16 
10 1165 70183.60 0.00 0.00 70183.60 
11 1166 70236.28 0.00 0.00 70236.28 
12 1169 70389.54 0.00 0.00 70389.54 
13 1129 60642.10 0.00 0.00 60642.10 
14 1147 69256.91 0.00 0.00 69256-91 
15 1144 56862.68 0.00 1572.00 58434.68 
16 1114 55129.01 0.00 80.00 55209-01 
17 1087 53555.80 0.00 80.00 53635.80 
18 1050 51609.16 0.00 0.00 51609-16 
19 1075 65550.16 11786.48 0.00 77336.39 
20 1086 66112.58 0.00 0.00 66112.58 
21 1118 67761.30 0.00 0.00 67761.30 
22 1072 52693.05 0.00 1772.00 54465-05 
23 983 47648.39 0.00 190.00 47838.39 
24 876 41704.32 0.00 210-00 41914.32 
Total cost 
1 1324822.63 27871.89 6289.00 1358983.13 
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Table 5.25 
Operating cost summary of each interval for LRD 
Int. Load Fuel Startup Shutdown Sub-Total 
1 844 40084.80 0.00 2082.00 42166.80 
2 803 37524.36 0.00 252.00 37776.36 
3 776 36127.98 0.00 0.00 36127.98 
4 775 36032.16 0.00 0.00 36032.16 
5 774 35993.83 0.00 0.00 35993.83 
6 787 36697.21 0.00 0.00 36697.21 
7 884 41840.02 0.00 0.00 41840.02 
8 1026 50207.98 3261.46 0.00 53469.43 
9 1126 55384.36 0.00 0.00 55384.36 
10 1165 57676.00 0.00 0.00 57676.00 
11 1166 57676.00 0.00 0.00 57676.00 
12 1169 57676.00 0.00 0.00 57676.00 
13 1129 55537.48 0.00 0.00 55537.48 
14 1147 56508.85 0.00 0.00 56508.85 
15 1144 56377.14 0.00 0.00 56377.14 
16 1114 54768.57 0.00 0.00 54768.57 
17 1087 53310.79 0.00 0.00 53310.79 
18 1050 51779.63 0.00 0.00 51779.63 
19 1075 52765.70 0.00 0.00 52765.70 
20 1086 53258.59 0.00 0.00 53258.59 
21 1118 54853.73 0.00 0.00 54853.73 
22 1072 52547.52 0.00 0.00 52547.52 
23 983 48175.68 0.00 0.00 48175.68 
24 876 41520.63 0.00 420.00 41940.63 
Total cost 1174325.13 3261.46 
2754.00 1180340.50 
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Note that the unit of the load demand in the above three tables is 
in STEPS The actual demand is discretized into many steps with each step 
representing some amount of (MW)s. The total fuel cost, start up and shut 
down cost resulting from these three algorithms are also shown as follows. 
Table 5.26 
Algorithms comparisons : step = 25.0 MW 
(CCDP only) 
Algorithm Fuel Startup Shutdown Total Cost 
CCDP 1171525.88 6387.74 3254.00 1181167.50 
M. O. 1324828.00 27871.89 6289.00 1358989.25 
LRD 1174324.75 3261.46 2754.00 1180340.00 
A set of test results obtained with the EPRI 224 unit system using 
Lagrangian relaxation technique is presented. The following figures will show 
how the dual and the primal cost functions change together with the Lagrangian 
multipliers. Figure 5.1 shows the cost change at each iteration. Since the sub- 
gradient optimization algorithm is used to maximize the dual function, no line 
search is performed in the sub-gradient direction, hence the change of the dual 
cost function value is not monotone. The convergence criterion for the discrete 
problem is to ensure feasibility, i. e. the total generating capacity should be 
sufficient to cover the load demand at each time interval. Thus, even though 
the primal cost value is very near to the dual cost value at some iterations, 
the discrete problem is not terminated. The increases and decreases in the 
dual and the primal function values actually show the computational process of 
seeking a potential feasible unit commitment schedule. 
The profile of Lagrangian multipliers in the discrete problem 
is shown 
in Figure 5.2 and 5.3. For this example, the discrete problem converges at 
the 7th iteration. Figure 5.4 demonstrates the primal and dual cost changes 
for the continuous problem. This shows that 
for the continuous problem, 
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TITLE: Unit commitment using Lagrangian relaxation (224 units test) 
FIGURE: Cost change in the discrete problem (EPRI 224 units) 
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without integer variables, the duality gap between the primal problem and the 
dual problem disappears, -since the continuous problem of power dispatch is 
actually a convex optimization problem. In this case, it is assumed that the 
gradient direction is very accurate, hence, a line search is performed in order 
to maximize the dual function value along the chosen ascending direction. The 
conventional sub-gradient optimization algorithm without line search has also 
been tested. Results show that in the continuous problem, this algorithm will 
cause instability or oscillation near the optimal point. Also, depending on 
the optimal dual cost estimation, the convergence will be slow. To ensure the 
stability and optimality of the solution, a line search should be performed. Since 
economic dispatch among the committed units at each iteration with specified 
Lagrangian multipliers takes little computational time, the overall continuous 
problem converges efficiently despite the line search evaluation. 
Two line search approaches have been proposed, namely, the golden 
section search and quadratic interpolation search. Details about these two line 
search techniques are presented in Appendix I and Appendix 2. A quadratic 
interpolation line search has been proved to perform much better than the 
golden section line search. Normally 3 to 4 interpolations at each iteration 
will be sufficient to maximize the dual function along the chosen ascending 
direction. The golden section search is well-known for its robustness, but its 
linear convergence rate tends to be unsatisfactory, and this line search is very 
time consuming especially for the Lagrangian min-max dual problem since for 
each set of specified Lagrangian multipliers, an inner optimization must be 
carried out to find the minimum of the primal function value. To achieve an 
accurate line search result may require the golden section search to evaluate the 
dual function value along the chosen sub-gradient direction many times. The 
quadratic interpolation search has a higher efficiency since the dual objective 
function is usually a concave function and can be closely approximated using a 
quadratic function near the optimal point. 
For this particular example, the continuous problem converges at the 26th 
iteration. The Lagrangian multiplier profile for each iteration is shown in Figure 
5.5-9. It can be seen that Lagrangian dual variables in the continuous problem 
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TITLE: Unit commitment using Lagrangian relaxation (224 units test) 
FIGURE: Lagrangian multipliers change in the discrete problem 
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TITLE: Unit commitment using Lagrangian relaxation (224 units test) 
FIGURE: Lagrangian multipliers change in the discrete problem 
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TITLE: Unit commitment using Lagrangian relaxation (224 units test) 
FIGURE: Cost change in the continuous problem (EPRI 224 un±ts) 
Dual f-anction cost 
---- Pri-mal function cost 
Cost value 
13501. 
L 
13056. --1 
12611. -- 
12166. -- 
11720. 
1 7.25 13.50 19.75 26 
Iteration number 
Figure 5.4 
- 158 - 
always change in very small steps. The change of Lagrangian multipliers is very 
sensitive. However, the figures also show that apart from a few time intervals, 
the Lagrangian multipliers in other time intervals hardly change. 
Tests also show that Lagrangian relaxation is very sensitive to the initial 
estimate of Lagrangian multipliers. Using the feasible generating approach which 
has been developed can always ensure fast convergence of the discrete problem 
as well as ensuring a feasible power dispatch schedule among the committed 
units. The fixed unit commitment may not guarantee an exact optimal solution, 
however, tests have shown that a near optimal solution is certainly possible 
to achieve. Compared with the result of the unit commitment using the 
CCDP algorithm, the algorithm based on Lagrangian relaxation usually has 
a cheaper total production cost. In a few cases the result may be more or 
less the same as that of CCDP, nevertheless, the more important advantage 
of Lagrangian relaxation over the CCDP algorithm is that large scale unit 
commitment problems can be solved much more efficiently. For this 224 unit 
system, a minute or so is sufficient for the Lagrangian relaxation algorithm to 
converge while CCDP needs nearly 11 minutes. 
To conclude, tests have shown that the Lagrangian relaxation technique 
is so far the most efficient method for the solution of unit commitment problems 
in large scale thermal power systems with hundreds of units over 24 hourly 
intervals. The difficulty associated with the existence of the duality gap, which is 
created by the non-convexity of the primal problem due to integer variables, has 
been overcome using a method which generates a feasible solution. The results 
obtained are very satisfactory compared with the other two approaches of a 
merit-order scheme and a CCDP algorithm. Furthermore, tests have been carried 
out for two sets of system data with 12 units and 224 units respectively, and 
the results have proved that the computation time with Lagrangian relaxation 
algorithm increases only linearly with the number of units in the system, and 
unlike the CCDP algorithm, is not affected by the system capacity and the 
required accuracy of the schedule. 
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TITLE: Unit commitment using Lagrangian relaxation (224 units test) 
FIGURE: Lagrangian multipliers change in the continuous problem 
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TITLE: Unit commitment using Lagrangian relaxation (224 units test) 
FIGURE: Lagrang2. a-n multipliers change in the continuous problem 
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TITLE: Unit con=±tment using Lagrangian relaxation (224 units test) 
FIGURE: Lagrangian multipliers change in the continuous problem 
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TITLE: Unit commitment using Lagrangian relaxation (224 units test) 
FIGURE: Lagrangian multipliers change in the continuous problem 
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CHAPTER 6 
SOLUTION TECHNIQUES FOR HYDRO SCHEDULING 
6.1 INTRODUCTION 
This chapter is aimed at developing efficient techniques that are applicable 
to the optimal solution of the generation scheduling problem in large scale 
realistic sized, purely hydroelectric generation systems. The application of these 
mathematical programming techniques has mainly two objectives. Firstly, these 
methods are proposed for the solution of short-term generation scheduling of 
large scale hydroelectric systems, hence, the development of these techniques was 
independent of hydrothermal scheduling coordination. Secondly, since the short- 
term hydrothermal generation scheduling problem can be decomposed into hydro 
and thermal subproblems through mathematical decomposition techniques, the 
special features can be exploited of the two different subsystems respectively, 
these solution techniques can also be applied to the hydro subproblem in 
the short-term generation scheduling of large scale hydrothermal systems. By 
modification of the computer program and taking into account some additional 
constraints from hydrothermal coordination, the hydro subproblem scheduling 
program can be combined with the thermal subproblem scheduling program 
into hydrothermal scheduling through a coordination procedure. Details about 
hydrothermal coordination will be presented later in Chapter 7. 
Several algorithmic approaches for determining the optimal short-term 
scheduling of multi-reservoir hydroelectric power systems are considered. 
The 
aim of this chapter is to introduce in great detail the development of efficient 
solution techniques that are of practical use in the hydro generation scheduling 
problem as well as the hydro subsystem scheduling 
in a hydrothermal scheduling 
problem. The hydro subproblem scheduling is actually the maximization of 
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hydro power production benefit with respect to the marginal prices of the 
whole system. This problem is normally a large scale nonlinear programminc; 
problem with an embedded network structure. 
Numerous optimization techniques have been applied to this problem in- 
cluding linear programming, nonlinear programming and dynamic programming 
techniques. During the progress of the project, this problem is firstly formu- 
lated as a linear network flow model by linear approximation of the original 
nonlinear problem, different algorithms are presented for the solution of this 
linear programming problem, such as the out-of-kilter network flow algorithm, 
a sparse dual revised simplex linear programming method (SDRSLP) and the 
simplex method on a graph algorithm for a minimal cost network flow problem 
(NFLP), i. e. a network flow linear programming method. The results have 
shown the efficiency of the minimal network flow algorithm. A feasible direction 
approach based on the Frank-Wolfe method is then applied to take into the 
consideration the nonlinearity of the formulated objective function. Finally, the 
Lagrangian relaxation technique is used to take into account the power balance 
constraints for short-term purely hydroelectric generation scheduling. 
The sections of this chapter are organised as follows. Firstly, the 
mathematical modelling of a hydroelectric power system for the short-term 
optimal operational scheduling problem is considered in Section 6.2, including 
a brief description of the overall formulation of the optimization model for the 
problem. The linear approximation of the model enables the problem to be 
formulated as a large scale linear programming problem with embedded network 
structure. In Section 6.3, a linear programming approach using a sparse dual 
revised simplex method is applied to solve the problem, which can be used 
directly but it does not exploit the network structure of the problem. A brief 
discussion on how the special network structure of the hydro subproblem can 
be exploited to derive a linear network flow problem formulation 
is presented in 
Section 6.4. The later sections then concentrate on presenting the details about 
the algorithms which are employed for the solution of this 
hydro scheduling 
network flow problem. The implementation considerations 
for each solution 
method are also outlined. 
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The out-of-kilter minimal cost network flow algorithm is considered in 
Section 6.5. Another linear network flow approach based on the Simplex method 
on a graph introduced by Kennington["'d is described in Section 6.6. This 
method, namely the network flow simplex method, is shown to be an very 
efficient approach to exploit the network structure of the hydro subproblem 
as shown through numerous tests. However, the nonlinearity of hydroelectric 
power production function was not considered and the head variations were 
neglected in this linear network flow minimal cost model. This may result in a 
fairly approximate optimal solution (approximately with 5% of its real optimum) 
within a very low CPU time and memory requirement. In Section 6.7, a Frank- 
Wolfe feasible direction algorithm is applied to consider the nonlinearity of 
the objective function which stems from the head variations of a hydro power 
station. A more realistic model is thus derived and the problem is solved 
by this feasible direction successive approximation method to obtain a more 
accurate optimal solution. 
Some system security requirements may be considered in the constraint 
set of the hydro scheduling. These constraints are termed system security 
constraints. Usually, they include the limitations on transmission lines, the 
consideration of transmission losses and the requirement for spinning reserves. 
The system security requires some predetermined spinning reserves, due to the 
rapid response capabilities of hydroelectric units, these spinning reserves in a 
hydrothermal power system are often imposed on the hydro units. For a large 
scale hydrothermal power system with a high proportion of hydro generation 
capacity, it is assumed that the spinning reserves will be easily satisfied by the 
available hydro units, hence these constraints are not considered explicitly in 
the hydro scheduling model. The Dantzig-Wolfe decomposition technique and 
partitioning techniques have been applied to incorporate the transmission 
limita- 
tions and transmission constraints into the problem. 
140. ) Since all these security 
constraints are non-network constraints, they destroy the 
direct application of 
network flow algorithms. As the hydro subproblem scheduling needs 
to be coor- 
dinated with the thermal subproblem in the hydrothermal scheduling problem, 
all these additional constraints will be considered 
in hydrothermal coordination. 
For generation scheduling problem 
in a purely hydroelectric system, the power 
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demand requirement constraints must be considered. A Lagrangian relaxation 
dual decomposition methodology is proposed in Section 6.8, which allows the 
application of network flow algorithms directly. Other security constraints such 
as reserve constraints and transmission limitations could be included in the 
same way. 
A brief comparison and discussion of all the solution algorithms is 
presented in Section 6.9, together with some test results to show the efficiency of 
employing the network structure of hydroelectric generation scheduling problem. 
6.2 PROBLEM FORMULATION 
The objective of short-term hydroelectric scheduling is to optimize the 
total production benefit with respect to the marginal prices of the system over 
a scheduling period of typically 24 hours to one week. Solution algorithms of 
this problem should determine the hourly schedule of each hydroelectric plant 
within the system and at the same time satisfy all the hydro system operating 
constraints. 
This scheduling problem is conventionally formulated as a large nonlinear 
programming problem. The problem is usually very complex for realistically 
sized hydroelectric power systems and in order to achieve the solution of 
the problem efficiently, the special features involved in the problem must be 
exploited. Fortunately, the reservoir dynamics constraint has a special embedded 
network structure and some solution techniques based on the network 
flow 
formulation and fast network flow algorithms can be employed to solve the 
problem efficiently. 
The following simplifications are introduced for the sake of clarity in the 
explanation, however, in the test results that follow in the 
later sections, these 
simplifying assumptions are not used. 
The distance between an upstream reservoir and its downstream reservoir 
is assumed to be insignificant, so the transport time 
delay of water 
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travelling from an upstream reservoir to its downstream reservoir is 
assumed to be much less than a hour, which is the time of an discretized 
interval of the mathematical model 
delay can be neglected. 
Hence, the water transport time 
* No reservoir has more than one downstream reservoir. 
9 Spillage is not considered. 
6.2.1 Reservoir Operating Constraints 
As stated in Chapter 4, hydro reservoir dynamics and hydraulic network 
modelling form the major part of the constraints in hydroelectric generation 
scheduling problem. These hydro constraints can be summarized by the following 
equations. 
* The dynamics of cascaded hydro reservoirs can be represented by the 
following difference equation: 
m 
V(J, k+ 1) - V(j, k) + Q(I*, k) Q(n, k) = INF(j, k) 
* The upper and lower limits on reservoir contents can be time-dependent 
if necessary and they are described by: 
V (j, k) -: ý Vj raax (6.2) 
* The upper and lower limits on reservoir discharge rates can also 
be 
time-dependent if necessary and they are represented by: 
Qj7, 
nin <Q (J, k) < Qj,,, ý 
(6.3) 
e The specification of the initial condition on reservoir volumes, 
i. e. the 
initial reservoir volume is fixed: 
U, I) =VU, 0) (6.4) 
* The specification of the 
final stage constraints on reservoir volumes, i. e. 
the final reservoir volume is fixed: 
V(j, K+ 1) - V(J*, K) 
(6.5) 
- 169 - 
6.2.2 Hydro Scheduling Objective Punction 
A common objective function of hydroelectric power scheduling is chosen 
to be the maximization of the benefit of the amount of electrical energy (MWh) 
production over a specified scheduling period, typically on a daily or weekly basis. 
The hydropower benefit function is dependent on the hydro power production 
function and the system marginal price at each time interval. The power 
balance requirement is considered to be an equality constraint rather than an 
objective in the generation scheduling problem of a purely hydroelectric system 
since hydroelectric generation should always satisfy the hourly load demand for a 
purely hydro generation system. However, for the hydro subproblem scheduling 
as a part of the hydrothermal generation scheduling, these constraints are 
assumed to be satisfied through hydrothermal coordination. They are therefore 
not considered in the formulation of hydro subproblem scheduling. 
The electrical energy production from a hydroelectric power station 
during a time interval k can be expressed as: 
E (j, k) =T* PH (J, k) (6.6) 
Where T is the amount of time at each time interval. Since T in this model 
is taken as one hour unit, 
E (j, k) = PH (j, (6.7) 
The total energy production during time interval k will be the sum of the 
energy production from each hydro power station, thus 
PH (6.8) 
Therefore, the objective of hydro generation scheduling can be represented as: 
Ki 
max EA (k) 
PH (6.9) 
k 
Where A(k) is the marginal price during time interval k. 
The objective of the maximum of electrical energy can 
be transformed 
into an objective of the minimum of a cost 
by considering electrical energy 
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output as a negative cost or a profit. The optimization algorithms applied for 
the solution of this problem should make this "cost" as large a negative number 
as possible. So the above optimization problem becomes 
Ki 
min - 1: A (k) E PH(J, 
k 3' 
(6.10) 
The hydro power production function Pu (J, k) is a nonlinear function 
of station discharge rate and station net head as shown in Chapter 4. For 
short-term daily hydro scheduling with large reservoirs, the station net head 
will not change drastically, therefore the head variations may be ignored. With 
further piecewise linear approximation, the hydro power production function for 
hydro power station j at a given head during time interval k can be written 
as: N 
PH (J, k) Cnj * Qn (J', k) 
and the station discharge rate is 
N 
Q (j, k) -E Qn 
(J, k) (6.12) 
n 
6.2.3 System Operating Constraints 
Apart from the constraints imposed on individual hydroelectric power 
stations, other operating constraints imposed on the system must be taken 
into account in the problem formulation as well- These system requirements 
are mainly for the purpose of power system security. One of the security 
constraints is the reserve requirement, i. e. the total possible maximum spare 
power generation must be larger than a specified threshold reserve requirement 
in order to cover the sudden loss of the generation: 
ii 
PH PH (j, k) >R (k), kcK (6.13) 
Where PHj,,,.,; represents the possible maximum power generation of plant J 
during time interval k and R(k) represents the required system reserve during 
time interval k. 
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For hydroelectric generation scheduling in a purely hydroelectric system, 
only hydroelectric power stations are involved without other power utilities. 
Therefore, the total hydroelectric power generation must satisfy the predicted 
load demand plus the transmission losses. This power balance requirement can 
be expressed as: 
i 
PH (j, k) ý: D (k) +L (k), k (6.14) 
Where D(k) represents the forecasted load demand during time interval k 
and L(k) represents the estimated transmission losses during time interval 
k. For hydro subproblem scheduling problem, these security constraints will 
be considered as the coupled constraints (reserve requirement, power balance 
requirement) between thermal subsystem problem and hydro subsystem problem, 
hence they are not considered in the model here. 
6.2.4 The Overall Optimization Model 
To summarize, the overall optimization model for hydro subproblem 
scheduling can be derived as: 
KJN 
min F=-I: A(k)*I: ECnj*Qn(, ', k) 
k 3- n 
Subject to the following constraints: 
m 
V (j, k+V (J, k) +Q (j, k) -EQ (n, k) -- INF(j, k) 
rn 
V. .<V (J, k) 
< Vjrnax 
3m%n - 
Qjrnin <Q (J, k) < Qjm,, ý 
v(i-, 1) = v(I., 0) 
V(J, K+ 1) = V()', K) 
This hydro subproblem scheduling model is a large scale linear program- 
ming problem with a pure network structure from reservoir dynamics, various 
linear programming methods and network flow algorithms can 
be applied to 
solve the problem. Since the total number of variables and equality and 
in- 
equality constraints from reservoir dynamics rises very rapidly as the system size 
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increases, the problem will become very complicated for a large scale system. 
For example, for a medium-sized system consisting of 30 hydro plants and a 
scheduling period of one day with the scheduling interval of one hour, the 
number of equality constraints will be 24 * 30 720 from reservoir dynamics, 
the number of variables will be 24 * 30 + 23 * 30 1410 even if the plant power 
output is modelled as a linear function of the plant discharge rate and at a 
constant head. Moreover, the hydraulic coupling between the reservoirs at the 
same river valley will make this problem highly constrained and very complex. 
The general linear programming methods, despite being robust, fast and simple 
in implementation, may find difficulty in coping with the dimensionality of 
this problem. More efficient solution techniques may be applied to exploit the 
special features involved in this hydro subsystem scheduling problem as much 
as possible. 
6.3 A SPARSE DUAL REVISED SIMPLEX METHOD 
6.3.1 Linear Programming Methods 
The simplex method of linear programming is a well-known solution 
technique for linear optimization problems. The hydro subproblem scheduling, 
as described above, is a large scale linear optimization program, thus, standard 
linear programming algorithms can be easily applied for the solution of this 
problem. Specialisations and modifications may be considered in the imple- 
mentation of the hydro subsystem scheduling program in order to achieve a 
time saving and a reduction in memory requirements. The sparse dual revised 
simplex linear programming (SDRSLP) program was initially developed in the 
OCEPS project for dynamic and static active power dispatch problems. 
This 
efficient FORTRAN code is available and has been revised to 
be applied to 
solve the hydroelectric scheduling problem. Some implementation considerations 
will be used in the program for hydro subproblem scheduling. 
6.3.2 The SDRSLP Method 
The SDRSLP programme is initialised with an optimal solution of 
a subset of the problem constraints and 
it will proceed towards an optimal 
feasible solution of the overall problem through a successive 
introduction of 
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overloaded constraints. One of the most important features of this linear 
programming routine is that owing to the dual approach, very large numbers 
of constraints may be handled without any increase in the dimensionality of 
the basis matrix and constraints which have both upper and lower limits may 
be handled efficiently. 
The dual simplex method is often used under the circumstance when there 
is an initial basic solution readily or easily available for the linear programming 
problem being considered. This solution may be infeasible but it is priced 
out optimally. This is equivalent to the fact that its dual problem is feasible 
with the initial simplex multipliers. In the simplex tableau, this situation 
corresponds to having no negative elements in the bottom row (pricing) but 
having an infeasible solution. This situation often happens when an optimal 
feasible solution was once available, but with the re-arrangement of the constraint 
matrix B, this solution may become an optimally-priced but infeasible solution 
for the reformatted problem. Under this condition, a basic feasible solution of 
its dual problem is readily available. Hence it is convenient to optimize the dual 
problem to achieve a feasible and optimal solution for the primal problem using 
the concept of the dual simplex method. The dual simplex method operates 
by maintaining the optimality condition of the last row while working towards 
the feasibility of the primal problem. This corresponds to operating on the 
dual problem to maintain its feasibility while working towards its optimality. 
Given a general form of linear programming problem as: 
Min [CJT, ý [X] 
Subject to the constraints 
[A] * [X] - 
and 
101 
According to the dual programming theorem, the corresponding dual problem 
of this linear primal problem becomes: 
-T 
Max ýAj * [b] 
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Subject to the constraints 
[A]T 
and [A] is unbounded. 
Suppose a basis B for the primal problem is known, the dual variable 
A will be A ---:: 
[CIB * [BI-' such that this solution A is feasible for the dual 
problem as [C]B * [BI-' * [N] :! ý [C]N is to be hold for the basic solution of the 
primal, thus A* [NJ < [C]lv and this leads to A* [Al [C] . The corresponding 
basic solution for the primal problem [X]13 = [B] -' [b] is called dual feasible 
. 
If at the same time [XJB ý: [0] then this solution is also primal feasible and 
hence the optimal solution. 
The dual simplex method will start with a given dual feasible solution 
[X]B of a linear programming problem. If all the [XIB f'ý [0], the program will 
terminate with the current solution as an optimal and feasible solution. If [XIB 
is not non-negative, select an index T* such that the fth variable component of 
the [X]B, i. e. [X]Bi < 0- If all the components of [B)-' * [NJ say yij hold 
as yjj ý: 0, j-1,2,3, ... n, then this 
dual problem has no maximum as the 
[X]B*L <0 can not be improved, this is equivalent to no feasible solutions for 
the primal problem. If some yij <0 for some J, let the candidate to enter 
the basis be k with Eo - 'k-'k - mz*n 
( z1_Cj : yij < 0). Form the new basis Yi/C YiJ 
B' by replacing i th row with k th row. Use this new basis to determine the 
new basic dual feasible solution [X]_B, and go back to select the new candidate 
until termination occurs. 
In order to take full advantage of the sparsity in linear programs, sparsity 
techniques may be applied. An algorithm is used to minimize the "fill 
in" 
non-zero elements in the basis matrix factors when they are modified. 
It is now 
well-known that the elimination form of a matrix inverse for basis factorisation 
is better than the product form of it. By introducing further interchanges 
between rows and columns, Reidl'66-1 has developed an algorithm which avoids 
the pivotal operations whenever possible. This approach 
has been implemented 
in SDRSLP program. 
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6.3.3 The SDRSLP Process for Hydro Subproblem Scheduling 
As a summary, the dual revised simplex algorithm for hydro subproblem 
scheduling may be processed as follows: 
1. Initialization. The process begins at an optimally-priced or dual feasible 
solution [XIB based on the consideration of the objective function of 
hydro subproblem scheduling, unit discharge rates and reservoir volumes 
lower and upper limits only (but the solution is not necessarily feasible 
with respect to network conservation constraints). For hydro subproblem 
scheduling, an easy and straightforward initial solution is obtained by 
assigning the discharge rates variables to their upper bound values and 
the rest of variables such as the reservoir volumes to their lower bound 
values. 
Assemble the appropriate constraint coefficient rows into basis matrix B 
and the currently active constraint limits into vector L. Factorise the 
basis matrix B. 
Select the most overloaded constraint based on the current state of the 
variables X. This constraint will enter the basis. If no such candidate is 
available, that is to say, no overloaded constraint exists, all [XIB -> 
[01) 
terminate the program with the current solution as the obtained optimal 
and feasible solution, otherwise continue. 
4. Compute the sensitivity vector S with S=B -T *eT, where e is the 
coefficient row of the entering constraint, and compute the incremental 
cost vector or the dual variable A with A -- B -T * CT, where 
CT is the 
vector of cost coefficients. The vectors A and S should be computed by 
repeat solutions using the current basis factors from the matrix B. 
5. Select a constraint to leave the basis. A constraint k is eligible if either 
it and entering constraint are both at upper limits or lower limits and 
Sk 
is positive, or it and entering constraint are on opposite limits and 
Sk is 
negative. If there is no such constraint eligible, there will 
be no feasible 
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solution, terminate the program with the indication of infeasibility or 
choose to relax the constraint to some degree. Otherwise the constraint 
to leave the basis is selected as the eligible constraint for which jAk I Sk I 
is a minimum. 
6. Update the factors of B and the vector L to allow for the replacement 
of the leaving constraint by the entering constraint. Form the new basis 
B. 
7. Using the new basis B to determine the corresponding basic dual feasible 
solution, compute the new current state X as X= B-' * L. 
8. Repeat from Step 3. 
The SDRSLP approach employed here with sparsity techniques is an 
extension of the ordinary dual simplex method. It will allow for hierarchical 
constraint relaxation and removal in cases where an infeasible problem has been 
specified inadvertently, hence the program is very robust. The other advantage 
is that the method, compared with standard linear programming routines, has 
a very low memory and computation time requirement. The availability of such 
constraint relaxation strategy may also permit the application of approximate 
methods for the inclusion of power generation constraints, reserve constraints 
and other security constraints within the hydroelectric generation scheduling 
model. 
6.4 NETWORK PROGRAMMING TECHNIQUES 
Some linear or nonlinear programming problems, termed network program- 
ming problems generally, have very interesting and fascinating special features 
that may be mathematically exploited so that the solution of these problems can 
be achieved far more efficiently through the application of specially developed 
algorithms. 
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Numerous applications of network flow algorithms and models have been 
extensively studied. Kennington's bookIlICI-I serves as the first literature that 
contains an extensive summary of all the network programming models and 
applications. The purposes of network programming methods are to exploit 
the network structure of certain optimization problems and develop special 
algorithms for the solution of these types of problems. Among all the models, 
the minimal cost network flow problem, which aims to find a feasible flow 
solution within a network in order to minimize the total production cost in this 
network, has received much attention. Many applications have been reported 
in various fields and numerous solution algorithms have been employed. 
A brief review on network flow problems and results from graph theories 
will be presented in Appendix 3. Details about an out-of-kilter minimal cost 
network flow algorithm and a simplex method employed to solve the network 
flow problems are discussed in the following two sections. 
6.5 AN OUT-OF-KILTER LINEAR NETWORK FLOW ALGORITHM 
6.5.1 Introduction 
An out-of-kilter algorithm for minimal cost flow problems was developed 
by Fulkerson in 1961. [75.1 Unlike general linear programming methods or the 
simplex on a graph algorithm for network flow problems, the out-of-kilter 
algorithm is not a specialization of the general simplex methods where the basis 
concept is used, instead, the concept of kilter numbers and arc flows in kilter or 
out of kilter were developed to describe the problem. This algorithm is specially 
designed for network programming problems and is unique in the mathematical 
progran=ing literatureJ 116. ] 
The out-of-kilter algorithm employed in this project to solve the 
hydro- 
electric scheduling problem is applied to determine the least cost 
flow over an 
upper and lower bounded capacitated flow network. This algorithm 
is developed 
for a special class of network flow problems defined on a network 
G called 
circulation problems. The algorithm accepts a network model 
defined by the 
parameters associated with all arcs. The program starts with an arbitrary 
flow 
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value on each arc, either feasible or not, together with an arbitrary price vector 
number for each vertex. A special labelling procedure is used to adjust the flow 
in an arc which fails to satisfy the appropriate optimality properties, so that by 
adjusting continuously the flow in arcs and at the same time satisfying the flow 
conservation law, the overall cost due to these flows will be minimized. i. e. a 
minimal cost flow circulation in this network with respect to these parameters 
will be achieved. 
All arcs in the formulation are directed, i. e. the flow direction along an 
arc is from a sending vertex to a receiving vertex. The initial flows along the 
arcs of the network need not satisfy all the upper and lower flow capacities of 
the arcs, but they must be flow-conservative. In electrical terms, Kirchhoff's 
first law must be obeyed at all vertexes. e. g. a zero flow circulation is an 
acce ptable initial state. However, a good initial estimate of the arc flows and 
the price vectors does reduce the computation time. 
The out-of-kilter algorithm works on a sinkless and sourceless network 
only, i. e. the flows are in a circulation. This implies that in order to solve 
an ordinary transportation problem having sinks and sources, additional arcs 
are required to link all sinks to a supersink, and all sources to a supersource. 
These supervertices have to be linked by another arc. All these linking arcs 
do increase considerably the total number of arcs in the network for the short- 
term hydroelectric scheduling problem and result in a much larger network flow 
problem and inefficiency, This is the main drawback of this technique applied 
to hydroelectric scheduling problem as shown later in the test results. 
6.5.2 The Out-of-kilter Algorithm 
A general linear programming problem can be mathematically expressed 
in the following form: 
Subject to the constraints 
min C-7 * x3 
A13- * Xj i. G 
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and 
Lj < Xj :! ý Ujl iEN 
According to linear programming dual theory, suppose that [X] :: -- (XI I X2 ý ... i XN) 
is a vector which satisfies the constraints set, this [X] is called a feasible so- 
lution. If there is a dual (or pricing) vector [111 ::::::: (rl, , r12, ... I r1m) such that 
the implication holds for all the j" as follows: 
m>0, 
when Xi = Li Cj + Hi * Aij 
<0 when X3- = Uj 
then this [X] is called the minimum solution of this linear programming problem, 
and the above equation is termed the optimal property for a linear program. 
For a linear programming problem, given a solution [X] satisfying the 
equality constraints and for any corresponding dual variables [11], the following 
cases of classification of all the j. th components of the program are exclusive- 
and exhaustive as illustrated in Table 6.1 and the corresponding equations below. 
Kilter 
Table 6.1 
states for a component 
Cj + F, ý' Hi * Aij >0 -0 <0 
=X u- 3 out of kilter in kilter in kilter 
Lj < Xj < U3. out of kilter in kilter out of kilter 
t 
Xj = Lj in kilter in kilter out of kilter 
Cj + Eýl Ili * AiJ >01 
Xj 
- 
L3- 
Cj + Ep'f Ili * Aij - 01 Lj < Xj < Uj 
(-Y) Cj + Ej'ý' TIj * Aij < 01 xj = U7. 
Cj + Ili * Aij > 0, Xj < Lj 
C3. + * Aij - 0) 
Xj < Lj 
(-I, ) Cj + Eýl Tli 
% * 
Aj3- 
z < 
0, Xj < U3. 
(a2) Cj + Eýl Ili * Aij > 07 Xj > Lj 
(02) Cj + ElY r1i * Aýj - 01 xi > U, 3 
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Ci + Ili * Aij < 0, Xj > Uj 
If all the components are in the one of the states a, 3 or -1, then [XI is a 
feasible and optimal solution, these three states are termed "in-kilter" states, the 
others "out-of-kilter" states. The out-of-kilter algorithm for network problems 
will select a particular component in an out-of-kilter state and gradually put 
it into an in-kilter state. The program proceeds until all in-kilter components 
stay in kilter, and all other out-of-kilter states either being improved or stay 
the same. 
If a linear programming problem has a network structure as defined, this 
linear programming problem becomes a linear network flow problem. Given a 
special class of linear program with a network structure consisting of M nodes, 
a directed network arc a is defined by a sending node z' and a receiving node j, 
each arc ij is associated with its lower bound Lij, upper bound Ujj and unit 
cost Cij. The constraint set has a network structure means that the constraint 
coefficient matrix [Aij] has a special feature, that is, all the coefficients in this 
matrix either equal to 1, -I or 0. 
In order to apply the network flow linear programming algorithms for 
the solution of the hydro subsystem scheduling problem, the hydro subsystem 
problem formulation must be described in the form of a network with nodes 
and branches, see Diagram 4.11. The reservoir dynamics constraints in the 
linear programming model can be written in form of A-X -- b with 
Q k) 
V (j, k) 
INF(J, k) (6.15) 
Through analyzing these constraints, It is obvious that the coefficient matrix A 
has the special network structure since all the coefficients either equal to 1, -1 
or 0. Given an example of a hydro scheduling subproblem with two reservoirs in 
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cascade on the same river and over a two time intervals, this network structure 
can be illustrated in the following matrix form and in Diagram 6.1. 
2 3 4 5 6 7 8 9 10 
0 1 0 0 0 0 0 0 0 
-1 1 0 1 0 0 0 0 0 0 
0 -1 0 0 1 0 0 0 0 0 
0 0 -1 0 0 1 0 1 0 0 
0 0 0 -1 0 -1 1 0 1 0 
0 0 0 0 -1 0 -1 0 0 1 
0 0 0 0 0 0 0 -1 -1 -1 
(6.16) 
with 7 nodes and 10 arcs in total. The nodes in this network represent 
reservoirs and the junctions of rivers and streams, whereas network branches 
(arcs) represent the river channels, pipelines and reservoir contents. The branch 
flows represent discharge rates for each time interval and reservoir volumes at 
the beginning of each time interval. The constraints coefficients matrix A is 
thus called the node-arc incidence matrix with the number of rows equals to 
the node numbers, and the number of columns equals to the arc numbers. The 
node-arc elements of this matrix are defined as, 
+11 if arc j is directed away from node z*, 
Ajj - 11 if arc is directed towards node i, (6.17) 
0) if arc is not incident on node z*, 
In this way, the hydro subproblem scheduling has been formulated as a capaci- 
tated transportation network problem in order to use the out-of-kilter algorithm 
and the simplex method on a graph technique. 
Thus, the variable cost for j th component, as discussed before, can be 
rewritten as Cii + 
"i 
- 
113- 
and all the in-kilter or out-of-kilter conditions can 
be rewritten as follows: 
Cii + "i - 
113. >oI 
(0) cij+rli -Ili -03 
cjj + rij - Ili < 03 
Xij-=L.. zj 
Lij Xij < Ujj 
xi U. - i zj 
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two stations on one river, 
The scheduling period =3 hours 
With one hour time step. 
Constraints Set: 
Reservoir Dynamics :2x3=6 
Lower and Upper Limits: 
2x3=6 (Discharge) 
2x (3-1) =4 (Volume) 
Period 1 Period 2 Period 3 
Reservoir I 
3 
5 
6 
Reservoir 2 
Sea 
Diagram 6.1 Network Structure 
of Reservoir Dynamics 
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(ai) Cjj + rl, - JTj > 0, Xjj < Lij 
(01) cij + Ili - rIj =- 0, Xjj < Lij 
(-yl) cij + Ili - rij < ol xij < uij 
(a2) cij + Ili - FIj > 05 Xj3- > Lij 
(02) cij + TL - Ili 01 Xij > Uij 
('"Y2) Cii + r1i - Ij < 01 Xij > uj3, 
The out-of-kilter algorithm uses a labelling rule to search for a path that 
has a certain desired property from the chosen node, which is in one of the 
out-of-kilter states, to another node. The rule will label from a given node 
termed the origin and attempt to reach some other node termed the terminal. 
There are only two ways of terminating the labelling: non- breakthrough when 
the terminal can not receive a label and breakthrough when the terminal 
receives a label. If breakthrough occurs, the backtracking process is performed 
to change the arc flows in the path; if non-breakthrough occurs, the node price 
change must be found. This labelling process is repeated until either the arc 
is put in kilter or until a non-breakthrough occurs for which a node price 
change becomes infinite. In the latter case, the program will terminate with 
an indication of no feasible solution; in the former case, another out-of-kilter 
arc is located and the program continues. The computational process of the 
out-of-kilter algorithm can be summarized as follows: 
1. Initialization with a flow conservation circulation [X] and the pricing 
vector [H]. 
2. The main loop begins with the first arc KA. Calculate the variable cost 
CVj3- -- Cjj + Ili - TIj 
for the chosen arc and determine the out-of-kilter z 
status (IKS) of the current arc KA. If IKS = 0, this arc KA is in 
kilter, go to select the next arc; if IKS -ý4 0, this arc KA is out of 
kilter, clear all the labels but the source label, start the new labelling 
rule process. If CVjj >0 and Xj, - < Ljj or CVjj 0 and Xjj < 
Lij or 
CVjj <0 andXi3. < 
Uij 
I the origin for labelling is and the terminal is 
i. If CVjj >0 and Xjj > Lij or CVjj =0 and Xjj > Ujj or 
CVi3. <0 
and Xjj > Ujj, the origin for labelling is z* and the terminal 
is J. 
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3. Labelling process begins. If all the nodes are labelled, test for break- 
through, otherwise repeat this step with another node. 
4. Non-break through occurs. Determine the change of the vertex price 6. 
Suppose that L denotes the set of labelled nodes and Ln denotes the 
set of unlabelled nodes, calculate 61 from the arc whose sending node is 
in the set of labelled nodes and 69 from the arc whose sending node is 
in the set of unlabelled nodes with: 
61 = ýMin [CVijj : CViý > 01 Xjý -5, Uij, iEL, jE LI 
and 
ý2=fMin [-CVi, -]: CVjj <OXij > Li3., Z'G L, 3* ELI 
If no such arc candidate in the above two subsets is available, i. e. two 
sets are empty, 61 and 62 will be assigned with infinite numbers: 61 . #-- oo 
an d 6?. -, ý= oo. 
5. Set 6= ýMin ý61,62]1 and test for feasibility. If the node price change 
6 is infinite, there will be no feasible solution, terminate the program 
with such an indication; if 6 is a positive real number other than infinite, 
change the price vector 11 by computed value 6 for all the sending nodes 
in the unlabelled node set. Go to step 2. 
If breakthrough occurs, change the arc flow along the chain or the path 
of arcs by backtracking using the labels from the predecessor vertex 
vectors. Compute the incremental flow E by 
'Min cj, Lij - 
Xjj (a 1) 
Min ci, Uj3- - Xjj Pil-yl) 
E= Min fcj, Xjj - Ljjj, (a2 1 
02) 
Min f ej, Xjj - 
Uj3- 1, (, Y2) - 
Add this incremental flow e to the flow in all forward arcs in the path 
from its origin to the terminal and subtract f from the flow in all reverse 
arcs, also add c to Xii in arc z3* in case of a,, 01 or -yi, or subtract f 
from Xjj in arc ij in case Of a2 9 
02 or 'ý2 - Go to step 2. 
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The labelling rules for step 3 are summarized as follows: Initialize the 
labelling arrays. Labelling each arc according to the status (IKS) of the 
current arc KA. If IKS < 3, the arc flow in KA must increase; if IKS = 41 5 
or 6, the arc flow in KA must decrease. Skip the current out-of-kilter arc KA 
which has been labelled, and skip the arc with both of its vertices unlabelled) 
also skip the arc with both of its vertices labelled. Consider only those arcs 
each has one labelled vertex and one unlabelled vertex. The labellinp, riilp,,; nrin 
as follows: 
- -- -- a 
A. If a sending node i is labelled with a predecessor vertex k and an 
incremental flow ci denoted by [0:, cj] and the receiving node j of arc 
ij is not labelled, if arc zj is in one of the states of a,, 31 or -11, then 
node j will receive the label [Z'+, Ej] where 
ei* 
Min ý Ei, Lij - Xij ý, (ezi) 
Min ý ei, Uji. - Xij. l, 
B. If a receiving node z* is labelled with a predecessor vertex k and an 
incremental flow ci denoted by [k: ý, Ej] and the sending node j of the 
arc ij is not labelled, if arc ij is in one of the states Of a21 32 or 12 1 
then node j receives the label [i-, Ej] where 
Min ý Ei, X3-i - Lji ý, 
(a2 
1 
ß2) 
Ej = Min ý Ei , 
Xii 
- 
uji ý1 ('-12) 
It can be proved that all arc kilter numbers are monotonic non-increasing 
throughout the computation of the out-of-kilter algorithm. Suppose that arc ij 
is out of kilter, say in state a2 , that means the flow in this arc should decrease. 
In the labelling process, the origin for labelling will be z* with the terminal 
j, the arc ij can not be labelled to the terminal j directly. If breakthrough 
occurs, the resulting path from T* to J plus the arc ij will be a cycle. The flow 
changes in the arcs of this cycle will be a circulation to ensure feasibility. The 
labelling rules will ensure that the kil ter numbers for arcs of this cycle will not 
increase, and at least one, namely the kilter number of arc Ij will decrease. 
Obviously, the kilter numbers of the arcs not in the cycle will not change. 
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It has also been proved that after finitely many non- breakthroughs with 
6< oo, either there will be a non-breakthrough with 6- oo or the arc will 
be finally in kilter and obtain a breakthrough. In the former case, there is no 
feasible solution to the problem, the program will terminate without an optimal 
and feasible solution and with error message for problem model reformulation, 
in the latter case, the program will continue until a feasible and optimal solution 
is found. 
6.6 THE SIMPLEX METHOD ON A GRAPH 
Recently, several network flow optimization algorithms based on the 
simplex method have been proposed for hydro subproblem scheduling, such as 
the primal simplex method, the dual simplex method and the primal-dual simplex 
method. The primal simplex method is adopted here due to its simplicity and 
efficient computational speed. It is fairly easy to find a feasible initial solution 
in the network through examining the flow conservation constraints, also the 
huge number of variables suggest that the primal simplex method may be most 
appropriate. 
The linear network flow approach based on the primal simplex method on 
a graph is introduced by Kennington and Helgason. 1116-1 The algorithm optimises 
the flow in a transportation network using a graph theory based primal simplex 
method. This method is actually a specialization of Dantzig's original primal 
simplex method applied to network programming problems. The advantages of 
this algorithm are enormous since, by introducing in the concepts from graph 
theory and the network flow formulation, the algorithm completely eliminates 
the necessity of carrying and updating the basis inverse as in general linear 
programming algorithms and results in efficient solutions. 
The program applied is a modification of the FORTRAN code from the 
NETFLO routine introduced by Kennington and Helgason. 
1116-1 The purpose of 
this routine is to solve a minimal cost network flow problem with 
lower and 
upper bounds on arcs such as 
OT 
min [C] * lyl ly) 
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Subject to 
[Al * [Y] - [bj 
and 
[L] [Y] < [U) 
Assuming the number of nodes is 1, the number of arcs in the network is J 
and each network constraint corresponds to a nodal flow conservation equation. 
[A] is an I*J node-arc incidence matrix, [C] is aI*J vector of the unit costs, 
[b] is aI*1 vector of the node requirements, [L] and [U] are both J*1 vectors, 
representing the lower bound and upper bound on arc flows respectively. If 
bi > 0, node i is termed a supply node (point) with a supply equal to bj; a 
node i with bi <0 is called a demand node (point) with a demand equal to 
bi; a node i with bi =0 is a transshipment node. 
To simplify the initial solution and the optimization process of the network 
flow problem, the above formulation is transformed so that the lower bounds 
are equal to zero by substituting the variable [Y] with [X] = [Y] - [L] such 
that the above problem formulation becomes: 
min [C] * [X] + [C] * [L] -- [C] * [X] + Co [X] 
Subject to 
[A] * [bi - [A] * [L] = [b'] 
and 
[0] < [XI < [U] - [Lý - [U'] 
To solve this problem, firstly, the idea of an artificial variables start procedure 
similar to the start procedure in an ordinary linear programming method is 
applied. This implies the network is enlarged by adding artificial arcs from 
an original node z' with an induced node supply to the root node I with an 
infinitely large unit cost. All these artificial arcs then form part of a spanning 
tree with their initial flow equal to the induced supplies at the nodes that are 
connected to the root node 1, that is Xjj = bi. The flow Xil will be decreased 
if a set of arcs is found to allow for the distribution of bi of the artificial arcs 
to one or more demand nodes. 
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A heuristic procedure is followed to obtain an initial basic feasible solution 
of the network flow problem. The main idea of this procedure is to quickly 
find the low-cost paths through the network that will transport a large amount 
of commodity to the demand nodes. The procedure starts by forming a list L 
of the nodes with induced demand, ordered by the magnitude of the demand. 
The node with the largest demand will appear first in the list. For each 
node z* in the list L, a quantity Qj is defined to be the unsatisfied demand. 
Initially for a demand node i* put in the list L, the unsatisfied quantity will 
be Qi = -bi. An attempt is then made to build backward chains, i. e. a 
directed path, beginning at each demand node and terminating at some supply 
node. Each chain initially consists of a single node and may be extended by 
the addition of new nodes and connecting arcs. The node most recently added 
to the chain will be referred to as the lowest node. Eventually each chain is 
connected to the spanning tree either by an artificial arc from the root to the 
lowest node in the chain or by an arc ij where z* is an induced supply node 
and 3' is the lowest node in the chain. 
This procedure contains two phases: In phase one, part of the spanning 
tree is formed so as to satisfy the induced demand through the chains from 
sources to demand nodes and through artificial arcs. In phase two, arcs are 
added with a flow of zero so as to complete the spanning tree. After these 
two phases have been completed, the spanning tree contains all nodes in the 
network and all basic and nonbasic variables have feasible values. The process 
above for finding an initial feasible basis of the primal simplex method on a 
graph can be summarized in the following steps: 
1. Select the first node in the demand node list L, i. e. the demand node 
with the highest demand. If the list is empty, this implies all the demand 
nodes have been linked with supply nodes and the demand is satisfied, 
go to step 5, otherwise let a node z* be the first node in list L with the 
highest demand, check its unsatisfied quantity Qj, if Qj = 0, go to step 
4. 
2. Find supply nodes to satisfy the demand, firstly find arcs that may 
be set 
to their upper bound if Uji < M1*n [Qj, Xjj 1, where jz' belongs to the set 
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Dil = fii : ii E Bi7bj > OlUji < Min [Qi, Xjl]l and A is called the 
"before set" of arc ji and is simply the set of all arcs whose "to" nodes 
is i. Also find arcs that may become basic if Uji > Qj where it* belongs 
2 to the set D, = fii` : it' c Bi, bi > 0) Qj < UjL, Qj :ý Xjj Select a 
candidate with the least cost. If no such candidates are available, go to 
step 3, otherwise find a node k where Cki = Min f Cji : it E Dj 1UD 211 
either set arc ki to its upper bound or make it basic. If ki E Di', put 
Xkj = Uki, Qj changes to Qi - Uki and Xkj changes to Xkj - Uki and 
go to step 1, otherwise if ki E Dj2, then put Xkj = Qj, Xkj changes to 
Xkj - Q. - and Qj changes to zero, and connect the chain with I as the 
lowest node to the tree through arc U, remove i from the list L and go 
to step 1. 
3. Find the transshipment nodes to transfer the demand. Start by determin- 
ing the candidates that have Dj3 = fji' : jt' E Bi, bj = 01, and j is not 
part of the chain. Select from these candidates an arc with the least cost. 
If Dj3 = 0, go to step 4, otherwise find Cki = Mt`n fCji : ji E Dj311 
either set ki to its upper bound or make it basic, similar to the process 
of supply nodes. If Uki < Qj, then Xki = Uki, Qj = Qj - Ukj, place k 
in the first position of L with Qk = Ukj, begin a new chain with k and 
go to step 1, otherwise put Xki Qi, remove t* from L, place k in the 
first position of L, and with Qk Qiý Qj = 0, extend the chain with T* 
as the lowest node to k via kt' and go to step L 
4. Connect t' to the spanning tree with an artificial arc, remove i from the 
list L, create an artificial arc It* with Cli = Uji = oo and Xlk - Qii 
connect the chain with t' as the lowest node to the tree through Ik and 
go back to step L 
5. Initialize the node counter with t* . ý= 1. 
6. Test for termination, if all nodes in the network are connected to the 
tree, terminate. 
7. Save the starting node for curren t search with z" -ý= z'. 
8. F. ind the low-cost connectable arc to add to the tree, the candidates hold 
D4 - fji : it' Ez- Bil and only one of j and z' is not connected to the 
tree, select one o f the candidates with the leas t cost. If Di 4 go to 
step 9, otherwise find k with 
Cki 
= Mz*n C3-, &- 
4 
: it' Cz DL 1, and make ki 
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basic by putting Xki =0 and connect the arc ki to the tree. Increase 
the node counter z' i+ L If i>I then z1 and go to step 6. 
9. Increase the node counter by ii+1. If z* >I then 1 11 if i :ýIV 
go to step 8. 
10. Determine the isolated nodes, for each isolated node, create an artificial 
arc with an infinitely large cost, an infinite upper bound and a zero flow 
and connect this arc to the tree. 
Steps 1-4 can be viewed as the process of phase one, the process for 
phase two is formed by Steps 5-10. 
This NETFLO routine uses 6 node-length arrays and 5 arc length arrays 
for data storage. Node-length arrays include thread array NEXTj, distance 
array LEVELj, predecessor array DOWNj, a pointer array ARCIDi, an arc 
flow array FLOWi which contains the arc flow of the arc connecting T* and 
DOWNi and a dual variable array DUALi which contains the value of the dual 
variable of node i. The magnitude of ARCIDj is a pointer to the spanning 
tree arc that connect z" with DOWNi and the sign of ARCIDi will be negative 
if the connecting arc is (Z*, DOWNi) and is positive if the connecting arc is 
(DOWNi, i). Arc-length arrays include arc unit cost array COSTi, capacity 
array CAPACi, lower bound array FLOOR, arc name array NAMEj for 
users convenience and predecessor array of an arc PREDj. A summary of the 
network flow algorithm using the primal simplex method is briefly as follows: 
1. 1nitialiZation with [X] -- 
[X, 31XN] as an initial basic feasible solution, 
find the spanning basis tree. 
2. Calculation of the dual variables [11]. 
3. Pricing If no candidate, terminate the program either with no feasible 
solution or an optimal feasible solution. 
4. Updating the flow in the cycle. If the blocking variable is a basic arc, 
go to the next step, otherwise if it is a nonbasic arc, go 
back to step 3. 
5. Updating the spanning basic tree and d ual variables, replacing the basic 
arc candidate to leave the basis with a nonbasic candidate to enter 
the 
basis. Go to step 3. 
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All the nodes in the network model are either supply nodes or demand 
nodes, and all the arcs are directed from supply nodes to demand nodes, 
furthermore, all the arcs are capacitated. 
6.7 FRANK-WOLFE FEASIBLE DIRECTION METHOD 
As discussed before, the solution of the hydroelectric scheduling subprob- 
lem is obtained from a linear optimization problem with a piecewise linear 
approximation of the hydroelectric power production function. To achieve a 
more accurate solution of the problem and take into account the nonlinearity 
of the hydro power production function and head variations, the solution of 
the original nonlinear optimization problem may be considered. A Frank-Wolfe 
feasible direction method is applied here as an approximation. 
Marguerite Frank and Philip Wolfe proposed a method in 1956 for solving 
a nonlinear optimization problem which has a convex differentiable objective 
function but with all linear constraints, this method is named the Frank-Wolfe 
feasible direction algorithm. 
The Frank-Wolfe algorithm is one of the many feasible direction methods 
and its procedure may be stated as follows: Given the general optimization 
problem model as 
min f ([X]) IXI 
Subject to constraints 
[A] * [X] =- 
[01 -< [X] -< IUI 
Where f ([X]) is a nonlinear convex differentiable objective function. For the 
specification of this algorithm, this optimization problem objective function is 
assumed to be differentiable over flXJ : [01 : ý, [XJ < [U]J. Let 17f ([XJ) denote 
the gradient of the f ([XJ) evaluated at [X]. It is a well-known fact that 
for a convex function f([X]) having continuous first derivatives '7f([X]), the 
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evaluated function value at a point [XI I never lies below a tangent plane passed 
througlý any other point, say [X, ), ], that is 
f CX-21 + 17f ([X, --il) * 
CX, ] 
- 
[x21) 
as depicted in Diagram 6.2. This result is used to obtain a lower bound of 
the objective function. 
Using the formulae of Taylor's expansion, the problem objective can be 
linearized around a certain point [Xo] such as: 
f ([X]) =f (lxol) + ý[XI - lxoll * 
af lixj=Ixol a[x] 
-f (lxo 1) + {[x] - lxol ý* Vf ([Xol) 
-U (IXO]) - 7f ([XO]) * [X0lý +M ([Xol) * [xlý 
Since ff ([Xo]) - 17f ([Xo]) * [XoIj is a constant for a certain point [Xo], the mini- 
mization of f ([X]) can be approximated to be the following linear mathematical 
problem: 
min ý'7f ([Xoj) * [Xjý IXI 
Subject to the constraints 
[A] * [X] = 
[01 -< [X] -< IUI 
Hence, given a feasible solution at iteration k such as [Xk], an new feasible 
solution may be found by solving the following linear programming problem: 
min ý'7f ([Xk]) * [X] 
Subject to 
[A] * [X] - 
[01 -< [X] < IUI 
Where Vf ([Xl, ]) is the derivative of the original nonlinear function at its feasible 
solution [Xkl- 
Suppose this nonlinear optimization problem has only linear network con- 
straints, the problem can be solved from a initial feasible flow solution obtained 
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A: f(X1) 
f(Xl 
f (X2 
Diagram 6.2. Convex Function Properties 
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B: f(X2)+N7f(X2)*(X I -X2) 
by solving the piecewise linearized model as a linear network programming 
problem, an improved direction can be found by solving the above linear net- 
work flow problem until the nonlinear problem is converged. As a by-product 
of the solution of this linear network flow problem, a lower bound solution of 
the nonlinear problem can also be obtained. The process of the Frank-Wolfe 
feasible direction algorithm can be described as follows: 
1. Initialization. Let [Xo] be any feasible flow solution as can be obtained 
by solving the piecewise linearized model through linear network flow 
algorithms. Set iteration number k0 and the lower bound of the 
objective function 0 -ý= -oo and choose the termination parameter E with 
s 
2. Solve the linear network flow subproblem minlxj (Vf ([Xkj) * [XJ) Sub- 
ject to [A] * [XI -- 
[b] and [0] < [XI [Ull. Let [Zk] denote the 
solution of the above problem. Update the lower bound by setting 
,3 --# 
Max f 0, f ([Xk]) - Vf ([Xk]) * ([Zk] - [Xk]) 1. If f ([Xk]) -0< El 
terminate with [Xk ] as an E -optimum, otherwise set k ý= k+1, continue. 
3. Perform a line search in the chosen direction. Let [XkJ be the flow 
solution on the line segment between [Xk-, ] and [Zk-, ] having the 
smallest objective function value. A quadratic interpolation search is 
proposed as a suitable line search procedure. 
4. Update the gradient as Vf ([Xk]) and go back to step 2 with the new 
gradient factors. 
The Frank-Wolfe algorithm is very straightforward and simple. However, 
without a good initial solution, it may suffer generally from slow convergence 
and being time-consuming, Fortunately, this algorithm appears to 
be very 
suitable for hydro subproblem scheduling since both these two difficulties can 0 
be easily overcome through the following considerations: 
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A good initial solution can be readily obtained from the linear network 
flow algorithm through the piecewise linear approximation approach and 
this solution is usually very near to its nonlinear optimum solution as 
shown in the tests. 
2. The improving feasible direction is decided by solving a linear network 
flow problem at each iteration, which is much smaller than the piecewise 
linear approximation model, and can be solved by the linear network flow 
algorithm very efficiently as stated, thus the overall computation time is 
reasonably low. 
6.8 LAGRANGIAN RELAXATION TECHNIQUE 
In the above sections, the hydro subproblem scheduling was discussed. 
The problem was firstly formulated as a large scale linear program-Ming problem. 
The power balance requirement was ignored in this scheduling subproblem since 
it was assumed to be considered in hydrothermal coordination. In order to 
solve this hydro subproblem efficiently, network programming methods were used. 
However, if some security constraints are to be considered in the formulation, 
due to their non-network structure, the linear network flow algorithms can 
not be applied directly, also for the generation scheduling problem in a purely 
hydroelectric power system, the power generation and reserve requirements must 
be considered. All these requirements result in non-network constraints. To 
account for these effects, while at the same time exploiting the network structure 
from the other constraints, a Lagrangian relaxation decomposition technique is 
applied to this problem for the first time, which is a similar approach to the 
thermal unit commitment problem in Chapter 5. 
The Lagrangian relaxation decomposition method for hydro generation 
scheduling in a purely hydroelectric generation system can be summarized as 
follows: 
1. Read in hydro generation system data. 
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2. Preparation for scheduling. Find the possible total maximum hydroelectric 
generation level, i. e. hydro generation capacity, and the possible total 
maximum power demand. If the hydro generation capacity is less than 
maximum power demand, terminate the program with the indication 
of infeasible solution problem, otherwise start the optimization using 
Lagrangian relaxation method. 
3. Initialization. Set iteration number k -ý= 0 and initialize Lagrangian 
multiplier values. 
4. Solve the decomposed hydro scheduling subproblems with a linear network 
flow algorithm and evaluate the total linear network flow dual function 
cost value Dk. 
5. Find the gradient vector and search ascending direction which is the 
direction of the steepest ascent, perform a line search to maximize the 
dual function and update the Lagrangian multipliers. 
6. Compare the dual cost values between two iterations, check for conver- 
gence. If the dual cost change is inside the convergence criterion and also 
each power balance equation is satisfied within the predefined percentage 
margin, the hydro scheduling problem is converged, terminated with the 
current solution as the feasible and optimal solution, otherwise continue. 
7. Update the Lagrangian multipliers and set iteration number k -<= k+1, 
go to step 4. 
6.9 HYDRO GENERATION TEST SYSTEMS 
A test system containing 2 of river valleys, 8 hydro power stations with 
20 hydro generating units in total has been considered. Each river valley 
contains 4 reservoirs in cascade as can be seen in Diagram 6.3. All the data 
for this 2 river valley system, including generators and reservoirs, are given in 
Tables 6.2 and Table 6.3. Note that the natural water inflows into a reservoir 
are assumed to be constant during the whole scheduling period. Piecewise 
linear approximation of hydro power function is applied. Unit slope stands for 
unit generating efficiency and Q,,,,,, stands for unit maximum discharge rate. 
All the discharge rates are in (m 3 1h). All the reservoir volumes are in (m 
3). 
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Reservoir 
Diagram 6.3. A Multireservoir 
Hydroelectric Power System 
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Table 6.2 
Hydro generation system data 
M Ws/ rn3 /S 
River Plant Unit Slope QTMIX Upstrm, UpstrM2 Downstrm. 
I 1 1 0.30 342.0 - 2 
1 1 2 0.28 270.0 - - 2 
1 2 3 0.23 504.0 1 - 4 
1 2 4 0.22 432.0 1 - 4 
1 3 5 0.45 324.0 - - 4 
1 3 6 0.44 306.0 - 4 
1 3 7 0.43 306.0 - - 4 
1 4 8 0.16 468.0 2 3 - 
1 4 9 0.15 252.0 2 3 
1 4 10 0.14 468.0 2 3 - 
2 5 11 0.30 342.0 - - 6 
2 5 12 0.28 270.0 - - 6 
2 6 13 0.23 504.0 5 - 8 
2 6 14 0.22 432.0 5 - 8 
2 7 15 0.45 324.0 - - 8 
2 7 16 0.44 306.0 - 8 
2 7 17 0.43 306.0 - - 8 
2 8 18 0.16 468.0 6 7 - 
2 8 19 0.15 252.0 6 7 
8 20 0.14 1 468.0 6 7 
The hydro system considered here is assumed to be a part of a large 
power system consisting of various power plants such as coal-fired thermal 
plants, oil-fired thermal plants, gas turbine plants, nuclear plants, etc. For this 
hydro subproblem scheduling, the system marginal prices are obtained from the 
optimization of the whole hydrothermal system cost and they correspond to the 
total system production cost. Since hydroelectric generation has a negligible 
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operational cost, the overall hydrothermal optimization problem is how and 
when to use, in a given time interval, the water available for hydroelectric 
generation so that the thermal production cost will be reduced to a minimum. 
This optimization problem can be decomposed and results in solving the two 
subproblems independently: a thermal subproblem and a hydro subproblem. 
The marginal prices are obtained by solving the thermal subproblem, which 
provides a set of "pseudo" marginal operational costs for hydro generation 
optimization. 
Assuming that the total thermal generation in this system has been 
decided before the hydro generation scheduling, the total hydro generation 
must then balance the load demand minus total thermal generation. The 
hydro generation scheduling problem must then satisfy the remaining load 
demand, as it must satisfy the power demand were it a purely hydro generation 
system. There are already applications of Dantzig-Wolfe decomposition technique 
and partitioning techniques for this problem. In this project, the Lagrangian 
relaxation decomposition technique is for the first time applied. 
Table 6.3 
Reservoirs data 
1 m 3 M3/S 
S 
Reservoir No. V,, -,, V",, it Vinz Vfinal QQrnax QQrnin Inflows 
1 46.86 748.29 547.0 548.0 612.0 0.0 360.0 
2 62.00 863.77 62.50 63.50 936.0 0.0 18.00 
3 980.0 990.00 980.0 980.0 936.0 0.0 720.0 
4 65.15 968.18 66.00 68.00 1188. 0.0 18.00 
5 46.86 748.29 547.0 548.0 612.0 0.0 360.0 
6 62.00 863.77 62.50 63.50 936.0 0.0 18.00 
7 980.0 990.00 980.0 980.0 936.0 0.0 720.0 
8 65.15 968.18 66.00 68.00 1188. 0.0 18.00 
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6.10 COMPARISONS AND TEST RESULTS 
6.10.1 Test Results of NETFLO, SDRSLP and OUT-OF-KILTER 
In the previous sections, several linear programming solution algorithms 
have been discussed. These algorithms have been developed for the solution of 
the short-term hydroelectric system scheduling problem as well as to the solution 
of hydrothermal generation scheduling problem with linear approximation model. 
Both the out-of-kilter algorithm and the simplex method on a graph are 
linear network flow optimization algorithms. For the purpose of comparisons, 
the NFLP algorithm actually accepts the network model as in the out-of-kilter 
algorithm except that the supply nodes and demand nodes can be specified in 
the simplex method on a graph (NFLP) but not in the out-of-kilter method. 
The network formulation for NFLP is therefore more straightforward and the 
network itself has less arcs and nodes than the out-of-kilter algorithm, hence 
the solution of NFLP is more efficient. 
The differences in computational process between the simplex method 
on a graph and the out-of-kilter algorithm are: Firstly, the simplex method 
on a graph will be processed in two phases: the first phase is searching for 
a candidate to ensure a feasible circulation; the second phase is searching for 
an optimal circulation. This corresponds to the general simplex method of 
searching for a feasible and basic solution. While in the out-of-kilter algorithm, 
there is no concept such as the basis. The out-of-kilter algorithm actually 
combines these two phases of operations as a whole process. Secondly, in view 
of the process of the simplex method on a graph, the kilter number of a 
variable may not be monotonically non-increasing. An arc that was in kilter 
in one stage may go out of kilter in some other stages. 
Compared with the SDRSLP program, the simplex method on a graph 
is different in that by exploiting the network s tructure of the hydro subproblem 
scheduling, the simplex method on a graph completely eliminates the need 
for carrying and updating the basis inverse, some operations for 
finding the 
basic solution become unnecessary in NFLP program, and the method can 
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be performed on a representation of the network diagram. By exploiting the 
network structure, the NFLP method is very efficient and fast. 
Numerous tests have been made for the comparisons of the results 
obtained from these algorithms. An one river valley system with 4 reservoirs 
and 10 hydro generating units was tested using different sets of marginal price 
data. Then a two river valleys system as described in Table 6.2 and Table 
6.3 was tested using same sets of marginal price data. The results have shown 
that the NETFLO algorithm is more competitive than the out-of-kilter minimal 
cost algorithm and the fast sparse dual revised simplex method, and is less 
time-consuming. 
The comparisons among the simplex method on a graph (NETFLO), the 
out-of-kilter algorithm and the sparse dual revised simplex method (SDRSLP) 
can be seen from the following tables. One set of marginal prices is assumed 
to be constant over the scheduling period. For the one river valley test system 
with fixed head, no reserve or other security constraints, the CPU time and 
the total minimum cost obtained from using these algorithms for weekly and 
daily planning versus the number of variables are presented in Table 6.4. Since 
the objective of the hydro subproblem scheduling is to maximize the hydro 
generation benefits over the scheduling period with the specified marginal price 
data, the minimum cost value is represented as a negative number as shown in 
Table 6.4. With another set of marginal prices, the results are shown in Table 
6.5. Figure 6.1 shows the marginal prices and the hydro generation schedule 
obtained. The two river valleys system was tested using the same two sets of 
marginal price data. See Table 6.6 and Table 6.7 for the results. 
The results show that all the three algorithms are robust and both 
the SDRSLP method and the fast linear network flow algorithm NETFLO are 
efficient. The CPU time required for the solution of the problem increases only 
linearly with the size of the problem. The NETFLO algorithm is the most 
efficient of all, and its problem formulation is quite straight forward and simple. 
It has been said that this fast network flow NETFLO can be one hundred 
times faster than standard linear programming. 1' 16-1 The NETFLO algorithm 
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applied here is about 7 times faster than the SDRSLP method despite the fact 
that the SDRSLP algorithm uses efficient sparsity techniques. Table 6.8 and 
Table 6.9 show the test results of using the NETFLO algorithm for daily and 
weekly scheduling with hourly time intervals and two sets of marginal prices 
for the one river generation system and two rivers system respectively. Figure 
6.2 shows a hydro scheduling result for two days with half-hour time intervals. 
Table 6.4 
Comparisons of algorithms 
Algorithm No. of variables CPU time (secs. ) Minimum cost 
NETFLO 332 1.64 -163628600 
SDRSLP 332 8.81 -163628660 
OUT-OF-KILTER 332 17.72 -163628640 
Table 6.5 
Comparisons of algorithms 
Algorithm No. of variables CPU time (secs. ) Minimum cost 
NETFLO 332 1.74 -731761381 
SDRSLP 332 9.54 -731763580 
OUT-OF-KILTER 332 32.26 -731763580 
Table 6.6 
Comparisons of algorithms CD 
Algorithm No. of variables CPU time (secs. ) Minimum cost 
NETFLO 668 3.26 -327257200 
SDRSLP 668 17.35 -327257320 
OUT-OF-KILTER 
1 
668 35.38 -327257280 
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Table 6.7 
Comparisons of algorithms 
Algorithm No. of variables CPU time (secs. ) Minimum cost 
NETFLO 668 3.49 -1463522762 
SDRSLP 668 19.21 -1463527160 
OUT-OF-KILTER 668 64.50 -1463527160 
Table 6.8 
Comparisons between daily and weekly 
One river system 
(NETFLO) 
Scheduling 
Discretized intervals No. of variables CPU time (secs. ) Minimum cost 
24 332 0.94 -163628600 
48 668 3.32 -327270200 
72 1004 14.05 -490911800) 
] 
168 2348 73.46 0 - 114547820 
Comparisons 
Table 6.9 
between daily and weekly Scheduling 
Two rivers system 
(NETFLO) 
Discretized intervals No. of variables CPU time (secs. ) Minimum cost 
24 332 1.76 -7285177 
48 668 6.56 -14592255 
72 1004 14.79 -21899333 
168 2348 77.30 -51127645 
A comparison of the corresponding features of NETFLO, SDRSLP and 
OUT-OF-KILTER algorithms is given in Table 6.10. 
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6.10.2 Test Results of Lagrangian Relaxation 
The Lagrangian relaxation is used for hydro generation scheduling in 
a purely hydroelectric power system. Some tests have shown that Lagrangian 
relaxation can be very efficient for solving the problem, only 7-8 iterations 
are needed to converge. Table 6.11 shows the input marginal prices, power 
demand and total hydro generation for the test system represented by Table 
6.5 and 6.7, the corresponding graph is given in Figure 6.3. The Lagrangian 
relaxation algorithm can be very sensitive to the choice of the initial Lagrangian 
multipliers, hence a good initialization is essential. As can be seen in Figure 6.3, 
the choice of initial Lagrangian multipliers is quite accurate. This ensures the 
Lagrangian relaxation algorithm converges in only a few iterations (6 iterations 
in this test). For this two river test system with 8 reservoirs in cascade and 
20 generating units in total, the daily scheduling with 24 time intervals will 
only take less than 100 seconds CPU time using Lagrangian relaxation. Other 
results of the application of Lagrangian relaxation are also shown in Figure 
6.4 and Figure 6.5. Since there are no integer variables involved in hydro 
generation scheduling, there is no duality gap between the dual and the primal. 
This is verified by Figure 6.3, Figure 6.4, Figure 6.5 and Table 6.12 such that 
the curve of total hydro generation is overlaid upon the curve of load prediction 
profile, as is the primal cost variation overlaid on the dual cost variation. 
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Table 6.11- 
Hydro generation scheduling using Lagrangian relaxation 
Period Marginal prices Total hydro generation Load demand 
1 1435.70 7.178481 7.178481 
2 2461.32 12.78338 12.78338 
3 3566.24 17.83119 17.83119 
4 2455.34 11.97209 11.97209 
5 1542.30 8.341088 8.285072 
6 2699.20 15.48683 15.48683 
7 2596.46 11.88649 11.88649 
8 2774.17 15.70283 15.70283 
9 2666.69 11.88649 11.88649 
10 2774.93 13.88718 13.80474 
11 3045.98 14.64156 14.72400 
12 3566.24 17.83119 17.83119 
13 3478.21 17.39009 17.30909 
14 1966.90 9.834489 9.834489 
15 3443.87 17.66919 17.66919 
16 2832.85 13.69417 13.77661 
17 2734.56 11.88649 11.88649 
18 3566.24 17.83119 17.83119 
19 2014.74 9.781060 9.834489 
20 2753.44 13.83613 13.83613 
21 3566.24 17.83119 17.83119 
22 2024.10 9.834489 9.831676 
23 2520.52 12.19713 12.19713 
24 2642.71 14.08663 14.08663 
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Table 6.12 
Hydro generation scheduling using Lagrangian relaxation 
Iteration Dual cost Primal cost Cost difference 
0 -13870.0 -13869.69 -0.3086 
1 -3394.5 -3395.64 1.1353 
2 -703.5 -703.77 0.2724 
3 -236.0 -235.07 -0.9347 
4 -144.5 -143.75 -0.7552 
5 -97.5 -97.54 -0.0374 
6 -84.5 -84.69 0.0932 
7 -66.0 -65.77 -0.2295 
8 -48.5 -48.68 0.1830 
However, it should be noticed that in general, there does not exist a set 
of shared marginal prices that will ensure the optimal usage of all the scarce 
resources if the objective function is not strictly convex. This can be seen 
in Figure 6.6 where the Lagrangian relaxation technique is used to schedule 
the hydro production with the same hydro test system but with a new set 
of load prediction profiles. The result shows that the load demand in some 
of the time intervals were not satisfied by the total hydro generation. This 
is due to the complete linearity of the mathematical programming problem 
for hydro generation scheduling, the fully decentralized master problem and 
subproblems using the Lagrangian relaxation may not ensure the satisfaction of 
all the coupling constraints. Instead, the Dantzig-Wolfe decomposition 
[57.1,1123. ] 
may be applied. This is not a fully decentralized scheme as its central 
unit will take the final optimal decision which can be different from all the 
proposed ones from the subproblem units, since the master problem solution 
is a linear combination of the solutions from the subproblem units. 
Thus, the 
Lagrangian relaxation technique can not guarantee a satisfactory solution 
for 
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hydro generation scheduling with a fully linearized model. Further research on 
this aspect is needed. 
6.10.3 Test Results of the Frank-Wolfe Method 
Finally, the test results of the application of the Frank-Wolfe feasible 
direction algorithm are presented. A one river hydroelectric power system based 
on a Swedish system data is tested. The reservoir and generator data can be 
found in Tables 6.13-15. 
Table 6.14 
Reservoirs data 
rn3 M5 M, ffi 
3 
Im 
S /S 
Reservoir no. Vi, V" " ý, 
Vinit Vfinal QQrrL, 
(LX 
QQmin Inflows 
1 0.00 1275.00 0.00 0.00 295.0 00.00 100.00 
2 0.00 1225.00 0.00 0.00 310.0 00.00 0.00 
3 0.00 1030.00 0.00 0.00 270.0 00.00 0.00 
4 0.00 1100.00 0.00 0.00 325.0 00.00 0.00 
5 0.00 1500.00 0.00 0.00 300.0 00.00 0.00 
6 0.00 1950.00 0.00 0.00 350.0 00.00 200.00 
7 0.00 630.00 0.00 0.00 600.0 00.00 0.00 
8 0.00 600.00 0.00 0.00 600.0 00.00 0.00 
9 0.00 1 1330.00 0.00 0.00 600.0 00.00 0.00 
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Table 6.13 
Hydro generation system data 
River Plant Unit Slope Upstrm, UpstrM2 Downstrm. 
1 1 1 0.207 180.0 - 2 
1 1 2 0.186 115.0 - - 2 
1 2 3 0.088 200.0 1 - 3 
1 2 4 0.064 110.0 1 - 3 
1 3 5 0.083 270.0 2 - 4 
1 4 6 0.306 95.00 3 - 5 
1 4 7 0.283 75.00 3 - 5 
1 4 8 0.252 155.0 3 - 5 
1 5 9 0.500 110.0 4 - 7 
1 5 10 0.470 110.0 4 - 7 
1 5 11 0.386 80.00 4 - 7 
1 6 12 0.872 90.00 - - 7 
1 6 13 0.871 80.00 - - 7 
1 6 14 0.812 90.00 - - 7 
1 6 15 0.555 90.00 - - 7 
1 7 16 0.201 90-00 5 6 8 
1 7 17 0.186 60.00 5 6 8 
1 7 18 0.185 120.0 6 8 
1 7 19 0.135 330.0 5 6 8 
1 8 20 0.194 160.0 7 - 9 
1 8 21 0.185 140.0 7 - 9 
1 8 22 0.178 120.0 7 - 9 
1 8 23 0.100 180.0 7 - 9 
1 9 24 0.312 100.0 8 - 
1 9 25 0.310 85.00 8 - 
1 9 26 0.296 95.00 8 - 
1 9 27 0.270 85.00 8 - 
1 9 28 0.190 235-0- 216 -8 
Tests have shown that in the application of the Frank-Wolfe algorithm 
to the hydro subproblem scheduling, it is not generally suitable for setting the 
convergence criterion as checking for the lower bound 0. This is because this 
criterion may create a form of instability. Instead, the convergence criterion 
is set to be If ([Xk-11) - f([Xkl*)l < E, where f([Xk-, ]) is the objective value 
at the previous iteration k-1, f([Xkl*) is the objective value after the line 
search at iteration k. Results also show that the piecewise linear initialization 
is quite accurate, and there is no substantial difference between the linearized 
function schedule with the actual nonlinear function schedule. Thus, only a 
few iterations are needed for the Frank-Wolfe algorithm to converge, Typically 
within 1-4 iterations as can be seen in Figure 6.7. For this test system 
containing 9 reservoirs cascaded and with 28 units in total, the CPU time for a 
24 hour schedule is 11.13 seconds. In fact, as the actual piecewise linearization 
is quite accurate, the initialization takes 4.48 seconds of the CPU time, the 
actual Frank-Wolfe algorithm with this initial solution only takes 1.5 times the 
initialization time (6.65 seconds of CPU time) to converge. 
Figure 6.7 shows the total hydro generation change against iterations. 
The initialization is obtained through solving the piecewise linear model. This 
initialization is quite accurate so that the Frank-Wolfe algorithm needs only a 
few iterations to converge. The final hydro generation schedule shown in Figure 
6.7 is good since it exactly follows the changes of the marginal prices. In 
hydrothermal scheduling, this means the load demand change may be followed 
by hydro generation, which results in the thermal generation only needing to 
cover the base load. Hence a substantial amount of thermal operation cost can 
be saved. 
To conclude, computer programs have been developed for the solution 
of the hydro generation scheduling problem. The results obtained reveal the 
efficiency of the minimal network flow algorithm NETFLO. By exploiting the 
special network structure of reservoir dynamics, the large realistically sized 
hydro system problem can be solved efficiently. A Frank-Wolfe 
feasible di- 
rection method is used to achieve further accuracy and with piecewise 
linear 
initialization only a few additional iterations are needed. Lagrangian relaxation 
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has been applied to deal with the non-network constraints such as the power 
balance constraints in purely hydro generation scheduling. We believe that this 
Lagrangian relaxation can also deal efficiently with other security constraints, 
such as transmission limitations and reserve requirements, in the same way as 
the power balance constraints. However, more research is needed for the appli- 
cation of the Lagrangian relaxation to the purely hydro generation scheduling 
problem. 
Further work on hydrothermal scheduling will combine the network flow 
algorithm with thermal unit commitment through a coordination procedure, so 
that the overall optimal schedule for the hydrothermal system can be achieved. 
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CHAPTER7 
SOLUTION OF HYDROTHERMAL SCHEDULING 
7.1 INTRODUCTION 
The short-term generation scheduling problem in a hydrothermal power 
system, as described in Chapter 4, is a large scale mixed-integer mathematical 
programming problem. In the two previous chapters the thermal unit commit- 
ment problem and the hydroelectric generation scheduling problem have already 
been discussed and the solution techniques for these two separate problems have 
also been presented in great detail, together with many test results for various 
solution algorithms. In this chapter, solution techniques that decompose the 
entire hydrothermal generation scheduling problem into a hydro scheduling and 
a thermal scheduling subproblem are considered. As shown in later sections 
the thermal subproblem becomes very similar to the thermal unit commitment 
problem. Thus, all the algorithms used in Chapter 5 can be applied to these 
thermal subproblems. Similarly, all the algorithms used in Chapter 6 can be 
applied to the hydro subproblems. 
The aim of this chapter is to consider the solution techniques required 
for the hydrothermal generation scheduling problem as a whole, and to discuss 
the applications of mathematical decomposition and coordination methodologies 
for hydrothermal generation scheduling. 
Much work has been carried out in the short-term hydrothermal gen- 
eration scheduling area in this project. This generation allocation task 
is 
performed in a deterministic manner as the water inflows and the 
load demand 
in the short-term operational planning phase are assumed to 
be deterministic. 
Usually the period considered is 24 hours (daily scheduling) to a week 
(weekly 
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scheduling). The consumption of a predetermined amount of water is allocated 
for each hydraulic generation plant. Most physical and operational constraints 
have been considered, such as the limit on average reservoir discharge rate and 
generator output upper and lower limits. The hydrothermal scheduling problem 
has been solved through different mathematical decomposition and coordination 
techniques. Two methodologies for hydrothermal coordination have been applied 
to this problem: 
1. Lagrangian relaxation decomposition and coordination. 
2. Marginal price decomposition and coordination. 
The hydrothermal generation scheduling problem is usually a very large 
scale mathematical programming problem involving thousands of variables and 
constraints as well as integer variables. To solve this problem efficiently, the 
basic idea is to decompose the whole hydrothermal generation scheduling problem 
into a hydro subproblem and a thermal subproblem, and these two subproblems 
may be solved iteratively with an intervening coordination procedure. This 
basic approach is encouraged by the following aspects of the problem: 
1. Using the solution techniques discussed in Chapter 6 to exploit the 
network structure of the hydro subproblem, such as the dual revised 
simplex linear programming method (SDRSLP), the out-of-kilter algorithm 
or the network flow simplex method (NETFLO), the hydro subproblem 
can be solved independently and efficiently. The speed of solution is 
very fast. The aim of the hydro subproblem becomes simply scheduling 
the hydro generating units in each river valley to obtain the maximum 
utilization of the available amount of water resources according to specific 
Lagrangian multipliers (marginal prices)- 
2. The thermal subproblem may be solved using the solution techniques 
discussed in Chapter 5, such as the merit-order scheme, dynamic pro- 
gramming or alternatively the Lagrangian relaxation to further 
decompose 
the thermal subproblem. This thermal subproblem is solved in a sim- 
ilar manner to thermal unit commitment problem without 
hydro. The 
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purpose is simply to minimize the total production cost of the thermal 
generating units under various constraints arising only from the thermal 
subsystem. 
3. The predicted load demand must be satisfied at each time interval. 
This requirement, in a hydrothermal generation system, is essential and 
necessitates a coordination procedure between the hydro subproblem and 
the thermal subproblem. Depending on different coordination strategies, 
the decomposition and coordination procedure varies. For the marginal 
price coordination procedure, the load demand is divided between the two 
subsystems of hydro and thermal so as to obtain as much power utilization 
as possible from the hydro subsystem while minimizing the production 
cost of the thermal generating units, and these two subproblems are 
solved sequentially. For the Lagrangian relaxation pricing mechanism, 
Lagrangian multipliers are updated at each iteration according to the 
load demand and generation deviations, and the hydro and thermal 
subproblems are solved at the same stage using the same set of Lagrangian 
multipliers. The difference between these two procedures can be seen 
from Diagram 7.1 and Diagram 7.2. 
4. In both coordination procedures, the computational process of hydrother- 
mal scheduling is to solve the hydro subproblem and the thermal sub- 
problem iteratively until no further cost saving can be achieved and the 
least production cost schedule is determined. 
7.2 PROBLEM FORMULATION 
The task of optimal short-term generation scheduling in a mixed 
hy- 
drothermal power system is aimed at minimizing the total thermal production 
cost for the whole optimization period of one day or a week while 
balancing 
the load demand requirement in each time interval and satisfying all the oper- 
ating constraints imposed. An optimal generation schedule 
for each individual 
hydroelectric and thermal unit in the system in each optimization time 
interval 
will be decided. 
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The important characteristics of hydroelectric power generation systems 
are that hydroelectric power stations have negligible operating costs but the 
water energy available for a specified time horizon may be limited and normally, 
reservoirs operate under a highly constrained environment. The optimal schedule 
for the hydrothermal system is therefore the one which has a minimal production 
cost for the thermal system. The problem therefore becomes how to use the 
available water energy to cover part of the load demand at each interval so that 
the rest of the load will be covered by thermal plant, resulting in a minimum 
thermal operating cost over the optimization horizon. 
To produce an optimal schedule with respect to hydro power production, 
a trade-off between the immediate use of available hydro energy and the 
expected value of hvdro -power in the future must be decided. Whereas for a 
thermal plant, there will always be a production cost associated with running 
the plant and generating power, this cost may be very high and part of it 
could be otherwise saved through replacing the thermal power production by 
limited hydro power production. The generation scheduling problem in a mixed 
hydrothermal power system implies that the overall optimal economic effects for 
a hydrothermal power system must be considered and the optimal coordination 
of multi-reservoir hydro systems with thermal generating unit operation is 
therefore necessary. 
The solution of this generation scheduling problem for a hydrothermal 0 
power system is nonetheless difficult and complicated, primarily because the 
system contains both hydro and thermal units, which have radically different 
operating characteristics The difficulties come from the following aspects: 
e Large realistic sized power systems are often involved. 
The optimal hydrothermal generation scheduling problem is often mod- 
elled as a large scale, complex, nonlinear allocation problem and 
further 
complicated by integer variables. Thus, the problem is a 
large scale 
mixed-integer programming problem. 
The hydroelectric generation subsystem operates at a negligible marginal 
cost but has limited available water energy and 
its total energy production 
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over a long period is subject to strict limitations implied by reservoir 
storage and natural inflows. 
* Hydroelectric generating units operate in a highly constrained environ- 
ment, since hydro power stations in the system may be interconnected 
with cascaded multiple reservoirs. 
In the short-term scheduling problem, the water transport delay may be 
considered. 
9 The hydro generation function is a nonlinear function of both discharge 
rates and reservoir head variations and the thermal production cost is a 
nonlinear function of the power generated. 
To summarize the constraint set, the hydro subsystem model must take 
into account the specific reservoir operating rules including constraints on dis- 
charge rates and reservoir contents set by flood control, irrigation purposes, 
fisheries requirement and recreational regulations, and constraints on variable 
water inflows and stream flow limits. The thermal subsystem model must take 
into account the minimum up time and minimum down time constraints on ther- 
mal generating units, generation limits, reserve requirements and maintenance 
schedules, and also the nonlinearity of the thermal production cost function. 
There are two aspects of reducing the total thermal production cost. 
One is to reduce the startup and shutdown cost of the thermal generating 
units, another is to reduce the fuel cost of the units. Thermal production cost 
functions Fj (PT(Z*, k)) = Ai + Bi * PT(i, k) + Cj * PT2 (1*, k) imply that thermal fuel 
cost will quadratically increase as the power output increases. The conclusion 
is therefore as follows: 
"The total thermal generation profile should remain as flat as 
possible. The load demand pattern will be followed by the total 
hydropower generation if possible. " 
However, in a realistic mixed hydrothermal power system, even with a 
substantial hydro power capacity, most of the reservoirs in the hydro subsystems 
may be hydrologically coupled and operate under highly constrained conditions. 
Therefore the load variation pattern may not necessarily be covered all the time. 
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The aim of hydrothermal coordination between these two subsystems is then 
to find the best trade-off that will result in the minimum thermal production 
cost over the whole scheduling period. 
Since the optimal hydrothermal generation scheduling problem is for- 
mulated as a complex, large scale mixed-integer programming problem, it is 
important to develop efficient solution techniques that are capable of solving 
this large optimization problem with a reasonable computational effort. Much 
effort has been devoted to developing the solution techniques for purely thermal 
power systems, purely hydro power systems and mixed hydrothermal power 
systems with a low percentage of hydroelectric capacity, in order to reduce 
the complexity of the hydrothermal scheduling problem or simplify the prob- 
lem formulation. More recently efficient solution techniques for large scale 
hydrothermal power systems with a substantial amount of hydroelectric capac- 
ity have been developed. Unfortunately, so far, no direct application is likely 
to be practical for the solution of this complicated problem. Instead, recent 
references on large scale hydrothermal scheduling suggest that the most suc- 
cessful approaches to hydrothermal scheduling problems are the applications of 
mathematical decomposition techniques. Two types of decomposition approach 
have been applied for hydrothermal generation scheduling: price directive de- 
composition and resource directive decomposition. The first solution technique 
employs Lagrangian multipliers to transfer the coupling constraints (between 
the hydro and the thermal system) to the objective function. Consequently, 
the problem is decomposed into a hydro and a thermal subproblem. A master 
coordinator is used to couple these two subproblems by updating the Lagrangian 
multipliers at each iteration. The second solution technique decomposes the 
problem with respect to the continuous and integer variables using Benders de- 
composition method. The master problem in this decomposition contains integer 
variables and defines the thermal unit commitment schedule. The subproblem 
is a continuous hydrothermal economic dispatch problem in which a thermal 
commitment schedule is already specified, and only continuous variables are 
involved. Dual decomposition techniques such as Lagrangian relaxation may be 
applied to further decompose the Benders subproblem with respect to 
hydro and 
thermal subsystems. This leads to a multi-level decomposition procedure. 
In 
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practice, various strategies have been used to solve the short-term hydrothermal 
generation scheduling problem such as: 
1. The thermal unit commitment schedule is assumed to be already known 
during hydrothermal generation scheduling. The hydrothermal generation 
scheduling problem then becomes hydrothermal generation allocation or 
economic dispatch. 
2. The thermal unit commitment schedule is first decided by solving the 
hydrothermal unit commitment problem with specified marginal prices. 
The total hydro generation is subtracted from the load demand according 
to the hydro schedule produced and the thermal scheduling subproblem 
can be solved with the remaining load demand and reserve. The thermal 
unit commitment obtained schedule is assumed to be specified. The 
hydrothermal coordination, (i. e. hydrothermal dispatch) continues until 
no further improvement can be made in the dispatch between hydro and 
thermal. At the final a stage, the thermal unit commitment schedule is 
updated once more to achieve a further saving in production cost. 
3. The overall coordination approach is to solve the hydrothermal genera- 
tion scheduling problem as a whole. That is to solve a mixed-integer 
programme including hydro and thermal generating units and many con- 
straints. 
The second approach is a compromise between the first and the third, 
and is more efficient, practical and suitable for solving large scale realistic 
problems. 
The generation scheduling problem for a hydrothermal power system is, 
as modelled in Chapter 4, to minimize the total production cost 
from the 
thermal subsystem: 
KI 
Min ET I i[X(I*, k), U(i, k)jj jFi[PT (*, k)] + ST 
ki 
The variables and constraints involved are summarized as follows: 
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1. The thermal subsystem constraints: 
U(1*, k) 0, 
if unit 1* is decided to be 'off'. 
11 if unit I is decided to be 'on'. 
x, 
9(1, 
k), 
Xs(i, k) + Trnindown 5 
X(i, k+l) 
Maxstate, 
YS(z*, k) + 1, 
(7.2) 
if k) =& U(z, k) 0 
if Xjl', k) =&U (i*, k) 1 
if Xs(l, k) = Maxstate & U(Z*, k) 
if YS(i, k) = Maxstate & U(I, k) 
if 1< Xs(i, k) < Maxstate 
(7.3) 
Pirnin :! ý PT (i, k) (7.4) 
APT (i, k) < Pramp (7.5) 
Tminup and Tmindown (7.6) 
Fj (PT (1, k)) 
ol if U (i, k) =0 (7.7) 
f (i, k), if U (i, k) =I 
where f (1', k) - Ai + Bi * P7, (2*, k) + Ci * P7,2 (Z', 
= Ccoi(1, STi(X(Z*, k), U (Z*, k» 4t(Irt(Z, ) * _a(Z') 
* Tdown(Z') 
1+ Tdow n (7.8) 
+ Cdhutdown(Z) 
2. The coupling constraints: 
Ii 
PD (k) PT (i, k) PH (j, k) <0 (7.9) 
The hydro subsystem constraints: 
m 
V(j, k+ 1) - V(j*, k) + Q(]*, k) - 
1: Q(m, k) - R(I *, k) (7.10) 
rn 
Vj,,, i,, Vj,,,, x 
QjTfl,, Lrl. <Q (J, k) < 
(7.12) 
N 
PH k) E Cj*n * U,, (j, k) (7.13) 
n 
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7.3 APPLICATIONS OF LAGRANGIAN RELAXATION METHOD 
The Lagrangian relaxation technique has been applied as one of the 
decomposition and coordination procedures. The application of this decomposi- 
tion technique has made it possible to exploit the special structure arising from 
different subproblems (namely, hydro and thermal subproblems), of the large 
number of variables and constraints involved. 
As with the thermal unit commitment problem discussed in Chapter 5, 
in the short-term hydrothermal generation scheduling problem, the coupling 
constraints between hydro and thermal generation subsystems are the power 
balance equation and the reserve requirements respectively. 
Ii 
PD (k) PT (i, k) PH 
11 
PR. (k) -Z AP7, (z*, k) -Z APE (J, 
ii 
Where PD (k) is the expected average demand during time interval k, E PH (J, k) 
is the total hydro generation and EPT(1*, k) is the total thermal generation. 
PR (k) is the specified threshold reserve chosen to ensure that with a high 
probability the power demand will be covered even if some units fail to generate 
or the actual demand varies from the expected demand during time interval k. 
Assuming that the reserve requirements, with the existence of hydro- 
electric power generation subsystem, will be easily satisfied. This type of 
coupling constraints is not considered explicitly. The only coupling constraints 
are the power balance requirements. The algorithm uses a Lagrangian relax- 
ation methodology in the usual way to decompose the original hydrothermal 
unit commitment optimization problem into a series of smaller problems. The 
power balance constraints can be relaxed and adjoined to the original objective 
function of 
KI 
min E E{Fj[PT(l*, k)] + STi[X(Z*, k), U(Z", k)jj 7.16) {PT (i, k), X (i, k). U (i, k) ki 
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and Lagrangian multipliers A (k), kEK can be added to each power balance 
constraint. The Lagrangian function then becomes 
KI 
L[A, PT (i, k), U (i, k), X (i, k), PH (j, k) min 1: 1: Fj [PT (i, k) (PT (i, k), X (i, k), U (i, k)) ki 
KI 
STj[X(i, k), U(i, k)jj 
ki 
K 
E A(k) * PD(k) 
k 
KI 
1: A (k) [1: PT (i, k) PH (j, k) 
ki 
subject to the other constraints included. 
(7.17) 
The dual problem becomes 
max f min L[A, PT (Z*, k), PH (J, k), X (Z*, k), U (t*, k) {A>01 {PT (i I k), X (i, k. ), U (i, k) I 
Subject to other independent hydro and thermal constraints. The objective of 
the inner problems or the subproblems is the minimization of the Lagrangian 
dual function value with respect to the variables U(z*, k), X(i, k), PT (i, k) and 
PH (j, k). The objective of the outer problem or the master coordination problem 
is the maximization of the Lagrangian dual function with respect to variables 
A(k). The dual function L[A, PT (i, k), PH (j, k), X(i, k), U(i, k)] can be rewritten 
as: 
KI 
L[A, PT(T, k), PH(J, k), X (Z*, k), U (Z', k) min ýJ: 1: Fj [PT (T*, k)] t PT (i, k), X (i. k. ). U (i. k)j ki 
KI 
+ ST 
ki 
KI 
-j: A(k)EPT(Z, k)j 
ki 
Ki 
- 1: A (k) 
PH (j, k) 
k 
K 
+E A(k)PD(k) 
k 
(7.19) 
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As in the thermal unit commitment problem, after the elimination of the 
coupling constraints by the introduction of Lagrangian multipliers A(k)s, the 
inner minimization subproblem, with specified A(k), can be decomposed into 
a hydro subproblem and a thermal subproblem. These two subproblems are 
further decomposable and the minimization problem becomes the solution of 
many hydro, and thermal subproblems as follows: 
Thermal subproblems exist with respect to individual thermal units. For 
each individual thermal unit z*, there is a decomposed unit commitment 
subproblem such as: 
min EýFiýP7, (Z*, k)]+STi[X(i, k), U(z*, k)] -A (k)*PT(i, k)1 k), X (i, k), U (i, k» k 
(7.20) 
2. Hydro subproblems exist with respect to each river valley. For each river 
valley containing cascaded reservoirs, no further decomposition can be 
made. Therefore, for each individual river valley, there is a decomposed 
hydro scheduling subproblem such as: 
KiN 
min E -A(k) *EE Cin * Qn(j*, k)) (7.21) (V (j, k), Qn (3', k) 
kjn 
A master or a coordination procedure is used to couple the hydro and the 
thermal subproblems through updating Lagrangian multipliers at each iteration. 
This decomposition and coordination program structure is shown in Diagram 7.3. 
The solution of thermal subproblems is similar to the solution of the thermal 
unit commitment problem using the Lagrangian relaxation dual methodology 
and the algorithms applied in Chapter 5 can be employed for the solution of 
the thermal subproblem here. The hydro subproblems can be solved in the 
same way as described in Chapter 6. Two different solution approaches are 
proposed for the dual master coordination, namely: 
The feasible direction methods. These techniques will take a gradient 0 
direction for the dual maximization and possibly take an appropriate 
search step or perform a line search in the chosen direction. The 
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sub-gradient optimization technique is one of the methods within this 
approach. 
2. Another approach is the tangential approximation technique. 
Feasible direction methods proceed towards the optimum using the gra- 
dient or the sub-gradient, whereas the tangential approximation method makes 
a linear approximation of the dual objective. Several algorithms for master 
coordination and updating the Lagrangian multipliers have been considered in 
this Lagrangian relaxation approach, such as: 
1. The sub-gradient optimization algorithm. 
2. The steepest descent gradient method. 
3. A quasi-Newton gradient method (DFP) 
4. A maximum entropy approach. 
7.3.1 The sub-gradient optimization algorithm 
The sub-gradient optimization algorithm is a very simple, approximate 
ascent algorithm for unconstrained non-d ifferent i able concave programming prob- 
lems. There are two mathematical assumptions associated with the application 
of this algorithm. If these two assumptions are satisfied, this algorithm will 
converge to a local optimal solution. These assumptions are: 
1. The norms of the sub-gradients encountered by the algorithm are uni- 
formly bounded. 
The value of the maximal objective function is known a-priori. 
The first assumption is a fairly weak assumption, and it is easily satisfied 
in the hydrothermal scheduling problem. The second assumption is, however, 
difficult to satisfy since it is difficult to know the optimum beforehand. There- 
fore, the theoretical convergence of the algorithm can not be guaranteed in 
practice. However, this algorithm is still very popular because it has worked 
well in practice as will be demonstrated in test solutions of the hydrothermal 
scheduling problem. 
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The sub-gradient optimization algorithm generates the solution for Aý+' (k) 
of the dual variables by using the rule: 
(k) -- A' (k) + g' (k), i 0,1,2,... iteration number (7.22) 
where g'(k) is any sub-gradient of the dual function L(A(k)) at A(k), and there 
are three alternative forms of the sub-gradient updating formula: 
1. This form was first proposed by Polyak et al. 
1161. ] 
with 
ai 
(L'(A (k)) -L (A(k)) (7.23) Ilgi(k) 112 
Where 0 is a scalar which satisfies 0<E, < 3ý <2- 62 and IE2 
L'(A(k)) is an estimate of the optimal dual function value L*(A(k)). 
2. To avoid the difficulty associated with the first formulae of finding good 
values of L'(A(k)), another procedure was proposed by Held 1100-1 with 
i1 
+b*i 
(7.24) 
where a and b are scalars taking positive values and i* is the iteration 
number. 
The third procedure is very similar to the second with only a change in 
the choice of a', 
ai 
gi (k) 
(7.25) 
where c is a positive scalar. This procedure was first proposed by 
Shor, 1100-1. All the three proposals were discussed by Held. 1100-1. 
Here the first two formulae are used. The direction finding procedure of 
the sub-gradient algorithm is to select any sub-gradient at the solution A'(k) and 
no efforts are made to discover if the dual function L(Aý(k)) actually increases 
in the sub-gradient direction or not. Similarly, the step length aý is determined 
solely by the formula above, no line search is performed, and no further effort 
is made to try to discover if the dual function is increased. This is why the 
sub-gradient optimization algorithm is only approxi'mately ascending. However, 
the sub-gradient optimization algorithm has been proven both mathematically 
and practically to generate a sequence of points converging to a 
local optimal 
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solution. Since no efforts are made to find a proper ascending direction and 
to maximize along the chosen direction by performing a line search, much 
computation time may be saved. The efficiency of this sub-gradient algorithm 
thus depends upon the overall number of iterations required for convergence. 
It is certainly possible to use dL to define a direction of steepest ascent 
for any point which does not solve the problem, and develop a close analogue 
of the method of steepest ascent for the dual problem, as was applied in 
some work. Several such approaches has been reported, but the process of 
finding the entire gradient vector in order to get a locally "best" direction 
imposes too heavy a computational requirement, instead, the approximation of 
the sub-gradient Gý(k) is preferred. [ 100-1 
Another aspect in which the algorithm differs from the usual steepest 
ascent algorithm is in making no effort to maximize L(Aý(k)) along the chosen 
direction. The reason is because to perform a line search will entail a very 
heavy computational burden. Also the choice of the search direction in this 
algorithm hardly makes it worthwhile and advisable to perform a line search. 
Instead, the choice of the step length depends only very modestly on the 
behaviour of the dual function. 
In this algorithm, the sequence of L(A'(k)) either converges to the best 
value of L(A(k)) if the optimal value of L*(A(k)) is known a-priori or a point 
A'(k) is obtained such that L(Aý(k)) > L*(A(k)) if an over estimate is used. 
O"s is chosen as follows: 
2 if <3 
0.51 otherwise. 
(7.26) 
The main difference between the algorithm adopted here and the conventional 
sub-gradient algorithm is in the convergence criterion. Due to the unit com- 
mitment feature of having integer variables, to ensure a feasible solution of 
the unit commitment schedule, not only should the dual function convergence 
criterion be set up, but also the power balance constraints must be checked. 
If 
these constraints can not be satisfied, the process must be continued, otherwise 
- 236 - 
there will be no feasible solution to the generation scheduling despite a lower 
bound of the solution for the primal problem being produced. 
The physical meaning of the sub-gradient in hydrothermal scheduling 
actually represents the shortage or the surplus of the total power generation over 
the power demand during different time intervals. The Lagrangian multipliers 
in this scheduling problem represent the shared marginal prices of each hydro 
and thermal unit at different time intervals. In the sub-gradient algorithm, 
they are modified at each iteration according to this sub-gradient with a proper 
step length a such as: 
Aý+ 1 (k) - Aý (k) +a* gý (k) (7.27) 
The pricing mechanism of the Lagrangian relaxation decomposition technique 
for hydrothermal scheduling can be interpreted as: if there is a shortage of 
total power generation during a certain time interval, the marginal price or the 
Lagrangian multiplier for this time interval will be increased; whereas if there 
is a surplus of total power generation during a time interval, the Lagrangian 
multiplier will be decreased. At the next iteration the power supplied will try 
to balance the demand for each time interval and an improved solution can be 
found, until no further improvement can be achieved by changing the marginal 
prices. 
The process of the sub-gradient optimization algorithm can be summarized 
in the following steps: 
1. Set iteration number z' -, t= 0. Calculate the initial function value. 
2. Compute the gradient vector and initial search direction g'(k). 
3. Compute A&-" (k) with 
Aý +1 (k) = AL (k) g' 
where (L'(A (k)) -L (A' k 
g, (k) 2 
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with O<E, <0ý<2- 62 and 62 >0 or with 
ai =I 
a--b*z 
4. Compute the new function value and gradient g'-"(k). 
5. If convergence is considered to be attained, set the optimal solution 
A* = A'+', terminate the process. 
6. Set iteration i <-- i+1, go to step 3. 
7.3.2 The steepest descent (ascent) gradient algorithm 
The optimization of the hydrothermal generation scheduling problem 
with integer variables, as described, is solved by Lagrangian relaxation, and 
the maximization of the master dual function is achieved approximately by the 
sub-gradient optimization algorithm. As with the approach used for the thermal 
unit commitment discussed in Chapter 5, the convergence of the discrete problem 
leads to the solution of a continuous problem in which only real variables are 
involved. In this case, since the generation dispatch can be very fast, the 
steepest ascent algorithm may be used for a more accurate maximization of the 
continuous dual function. Hence, a line search is performed along the chosen 
direction to maximize the dual value. A quadratic interpolation line search is 
used. 
The optimization of the continuous problem in this case is to check 
whether or not the power supply satisfies the load demand for all the time 
intervals. If not, the Lagrangian multipliers A(k) are updated by maximizing 
the dual function using the steepest ascent gradient algorithm. A line search is 
performed to find the optimal step in order to maximize the dual function. The 
program then continues with updated A(k) until no improvement can be made 
in maximizing the dual function and all the coupling constraints are satisfied 
within the convergence criterion. 
The process of the steepest ascent method can be summarized in the 
following steps: 
1. Set iteration number k -, #= 0. Calculate the initial function value. 
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2. Compute the gradient vector and initial search direction g(Ak). 
3. Perform a quadratic interpolation line search to find an optimal step 
length ak with 
L[A k+ ak g(A 
k)] 
== max L[Ak + ag(Ak)] a 
4. Compute the new function value and gradient g(Ak+l). 
5. If convergence is considered to be attained, set the optimal solution 
A* = Ak+l, terminate the process. 
6. Set iteration k -ý= k+1, go to step 3. 
7.3.3 A quasi-Newton gradient method (DFP) 
The common contribution of hydroelectric generation and thermal gen- 
eration towards the power demand in the hydrothermal scheduling problem 
leads to the appearance the coupling constraints in the optimization problem. 
Fortunately, these constraints are small in number. By applying one of the 
price directive decomposition techniques (Lagrangian relaxation), the coupling 
constraints can be treated in the dual problem associated with the dual prices. 
By iteratively adjusting the dual prices, the coupling constraints can be satis- 
fied eventually. However, computational experience shows a few weaknesses of 
using the conventional sub-gradient optimization or the steepest ascent gradient 
method for the maximization of the dual function in the Lagrangian relaxation: 
To avoid the instability created by an improper high optimal dual function 
value estimate, this estimate should be chosen not far away from the 
exact dual optimal value. This again creates the difficulty of slow 
convergence rate for the sub-gradient optimization algorithm and more 
experimentation may be needed to lead to good heuristic estimates. 
2. Since the hydrothermal scheduling problem contains integer variables from 
the thermal unit commitment and the hydro subproblems are piecewise 
linear, the overall dual problem is not everywhere differentiable. Even 
after the integer variables are specified in the discrete problem, the hydro 
subproblems in the continuous problem still produce non-differentiability. 
Hence, the steepest ascent gradient algorithm which performs a line 
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search along the chosen sub-gradient direction will create a heavy com- 
putational burden while achieving little improvement, slow convergence 
and computation time are still its main drawbacks. 
3. It has been observed that it is difficult to obtain a feasible solution for 
the primal problem even from the solution of the continuous problem. 
Tests have shown that at the end of the iteration, the price adjustment, 
even if it is very small, will produce oscillations in the solutions. It 
oscillates around the coupling constraints without finding an exact feasible 
solution. This is mainly caused by the complete linearity of the hydro 
problem, since the primal problem of hydrothermal scheduling is not 
strictly convex and the full decentralization using the dual approach will 
result in some infeasibility. Further intervention is thus necessary. To 
avoid the loss of quality of the optimization, cautions must be taken in the 
termination criterion of the solution program for the dual problem. The 
feasible hydrothermal scheduling solution is obtained later by adjusting 
the thermal generation optimally for the remaining load demand obtained 
from the total demand minus the total hydro production. Results show 
that since the infeasibility of the coupling constraints from the solution 
of the dual is not very significant, feasibility can be achieved easily by 
performing a thermal economic generation allocation. Tests have shown 
that the difference between the total thermal production cost after the 
adjustment and the optimal dual value is very small, normally only about 
0.1 - 0.3%. 
To avoid oscillation and speed up the convergence, a quasi*-Newton gra- 
dient method is proposed, which has a super-linear convergence rate while 
avoiding the need to compute and invert the Hessian matrix H(x) by using an 
approximation of the inverse Hessian matrix. Here the method of Davidon- 
Fletcher-Powell (DFP) 1207.1 is applied which is a quasi-Newton method as well 
as a conjugate direction method. 
Given any function f (x), take some particular Point xo as the origin of the 
coordinate system with coordinates x, then this function can 
be approximated 
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by the first three items of its Taylor series, that is; 
f (xo) +Z af x- +1-Z a2 f C-x- ia xi '2z, j. axiaxj"' 3 *** 
b x+ --x -A -x 
Where 
(7.28) 
C=f (xo) b-- 17 f 1,,. [Alij EE 
a2 f 
(7.29) 
(9xi(9xj XO 
The matrix A whose components are the second partial derivatives of the 
function is called the Hessian matrix of the function at xO. In the approximation 
of the above equation, the gradient of f is easily calculated as: 
Vf -A. x-b (7.30) 
The Newton methods usually utilise the full second partial derivative matrix 
in defining the gradient direction. However, full Newton gradient methods may 
be too time consuming to be practically acceptable. 
The purpose of quasi-Newton methods is to accumulate information from 
successive line minimization and to build up, iteratively, a good approximation 
to the inverse Hessian matrix ýA-'] so that K such line search minimization 
will lead to the exact minimum of a quadratic form in K dimensions. The 
method will also be super-linearly (quadratically) convergent for more general 
smooth functions. Thus, the property holds: 
lim Hi -- A-' i-co 
Where Hi is the approximation of the inverse Hessian matrix. 
Since the minimum point x* satisfies 
A x* =b 
and any current point xj will have 
xi -- 17f (x. ) +b 
(7.31) 
(7.32) 
(7.33) 
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Thus, 
xi =- A-' . ('7fi+, - '7fi) (7.34) 
Where Vfi == Vf (xi). The updating formula for the solution of the variables 
is then: 
xj+1 - xi = Hj+j , (7fi+l - l7fi) (7.35) 
and the updating formula for the approximation of the inverse Hessian matrix 
is: 
Hi+l - Hi + correction 
= TT - -j- 
xi) . 
(xi+ 
1- xi)T 
--Z I (xi+l xi), - (Vfi+l - Vfj) 
(7.36) 
[Hj - (Vfi+l Vfj)] . [H, . (17fi+l - Vfi )]T 
'7f, )T . H. +1 
where the dividends are "outer" or "direct" products of the two vectors, i. e. 
matrices, the divisors are "inner" products of two vectors, i. e. values and T 
denotes the transpose of a colun-m vector. 
The process of the DFP quasi-Newton method for solving the dual 
problem with the dual variables A can be summarized in the following steps: 
1. Set iteration number k -ý-- 0. Calculate the initial function value. 
2. Initialize the inverse Hessian matrix H as the unit matrix 1. 
3. Compute the initial gradient vector and the initial search direction 
k= g(Ak) 
4. Compute the new (conjugate) search direction 
k 
p= 
k 
-H 
k 
9 
5. Perform a line search to find an optimal step length ak with 
L (Ak + akpk) = max L( Ak + Cepk) 
a 
6. Save the old function value and the old gradient. Set 
A k+1 =Ak +akpk 
7. Compute the new function value and gradient g(A 
k+I). 
Compute sk, yk from 
sk= akpk 
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and 
yk= gk+l _9k 
9. If convergence is considered to be attained, set the optimal solution 
A* = Ak+l, terminate the process. 
10. Compute Zk from 
zk= Hk .yk 
11. Compute the new H 
k+l from 
H k+l = Hk +sk. 
skT- Zk . zk 
T 
SkT .yky 
kT 
. Zk 
12. Set iteration k -ý= k+1, go to step 3. 
7.4 A MAXIMUM ENTROPY APPROACH FOR COORDINATION 
In recent years, entropy has emerged as a very important and powerful 
concept in a widely variety of different fields. Entropy is most commonly 
known in the physics and engineering fields in connection with the second law 
of thermo-dynamics, i. e. the entropy law , which states that the entropy, or the 
amount of disorder, in any closed conservative thermo-dynamic system, tends to 
be a maximum. The Shannon entropy measure and Jaynes's Maximum Entropy 
Principle have been applied in the context of civil engineering for problems with 
uncertainty. The entropy can be used to deduce the desired results when only 
limited information is available. 
As far as optimization is concerned, the optimization process is itself a 
deductive process. Given some implicit or explicit function f(X) of variables 
xi) I. =1,2,3,.,. N, and some constraint functions gi(x), the process of locating 
a minimum value of f (x) commences with no numerical information at all. An 
initial point is chosen and information is calculated about the objective value 
and constraint functions, typically their numerical values and gradient at this 
initial point. This numerical information is then used in some deterministic 
mathematical progranuning algorithm to infer where the next trial point should 
be placed so as to get closer to the constrained optimum of the problem. The 
new trial solution generates more information from which another trial point 
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is obtained and eventually the solution is reached by this process of gathering 
better and better information. 
Almost all the conventional optimization algorithms use some form of 
geometrical estimation to generate a sequence of improved trial points. The 
functions in the problem are interpreted as geometrical hyper-surfaces with 
contours, slopes and gradients. Actually, sufficient information is not available 
to be able to plot the geometry except for some simple problems. However, it 
is convenient to imagine these hyper-geometrical shapes exist since it is helpful 
for visualizing what a numerical search algorithm is performing and to think 
about different search strategies as well as to develop new solution algorithms 
based on knowledge of the geometry. 
Instead of using the currently available but incomplete numerical informa- 
tion about the problem in a geometrical inference process, the same information 
can be used in some sort of entropic inference process. Some useful work on 
the application of this principle for constrained nonlinear programming problems 
has been carried oUt. 
['32J86. ] The idea of entropic inference can be described 
as follows: 
Given a general inequality constrained nonlinear programming problem 
such as: 
min f([X]) 
Subject to 
gi C X]) <- 
lojý 
I. =1,21 3, ... 
m 
[X]X3, j=1,2,3,... N 
The equivalent surrogate form of this problem can be written as: 
min f ([X]) IXI 
Subject to 
E Ai *g ([X]) < ý0] 
i 
ýXj = Xjj J= 
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in which Aj, " -- 1,2,3,... M are non-negative surrogate multipliers that satisfy 
a normality condition 
M 
Aj 
These surrogate multipliers are in many respects similar to normalized La- 
grangian multipliers. It can be shown that optimum values exist for the vector 
of surrogate multipliers A* such that optimum vector [X]* which solve the 
surrogate problem with A* will also solve the original problem. The difficulty 
arises in that the optimum values of surrogate multipliers are unknown and 
must be found. 
The surrogate multipliers can be interpreted as probabilities which must 
satisfy the normality condition 
Aj 
and the expected value condition which forms the single constraint of the 
surrogate problem. I IIICI-I Values of surrogate multipliers can be obtained by the 
Maximum Entropy Principle. This leads to a two phase solution procedure for 
the original problem through the surrogate problem which works as follows: 
Set iteration number k -<-= 0. It is assumed that all M constraints have 
an equal probability of being active at the problem solution, thus the 
surrogate multipliers are assigned the value of AiO - 11M, i=1,2,31 ... 
M. 
This corresponds to the maximum entropy solution when no information 
other than the normality condition is available. 
2. Solve the surrogate problem 
min [X] 
subject to 
M 
E Ai * gi ([Xl) -< 
[01 
over variable vector [XI with these value of A. -O to give 
[XJO. 
3. Values of all the constraint functions are then evaluated at [Xol, which 
provide information that can be used to find improved values of the 
surrogate multipliers Aý through go, It 
(IXO I) 
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4. By solving the maximum entropy problem 
M 
max S--K*EAil*LnAil 
Subject to 
Ail 1,2,31 
9z (IXO 1) 
Where c is an error term reflecting the fact that the constraint function 
value gi([Xo]) has been used in place of gi([XII) which is not yet available. 
E should be small, positive and decrease towards zero as iterations proceed. 
Values of Ail which solve the above maximum entropy problem are given 
by the following result: 
Ali = 
EXP(, 3 * gi([Xol)IK) 
1 112 M Eý' EXP(O * gi([Xol)IK) 
in which 0 is the Lagrangian multiplier for the expected value constraint 
in the above optimization problem. Since c is not uniquely known, 
and K is any positive constant, OIK may be considered as a control 
parameter for updating the surrogate multipliers. For E to display the 
desired convergence characteristics, OIK must be positive and increase 
towards infinity with successive iterations. 
5. Check convergence, if not achieved, go back to step 2 with the new set 
of surrogate multipliers, otherwise terminate the program. 
However, despite the efficiency that has been claimed, tests have shown 
that there are three main difficulties associated with this approach. Firstly, 
the control parameter OIK is only limited as positive increasing to 
infinity, 
but how to choose it is the most difficult problem. Secondly, the process of 
updating surrogate multipliers will cause instability as well as 
floating point 
overflow problems. Finally, the choice of the Lagrangian multiplier 
is not easy 
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to specify. For the example set by Li Xingsi, 1132.1 the test results are shown 
in Table 7.1 below. (k is the iteration number) 
Hydrothermal scheduling for a small hydrothermal system was tested 
using this approach. The results show that this approach is very unstable with 
respect to the choice of control parameters and Lagrangian multiplier. The 
physical meaning of this approach is to create an overall Lagrangian multiplier 
for all the constraints G, ([X]), i= 11 ... M and then distribute this Lagrangian 
multiplier price to each constraint by an amount of its surrogate multiplier 
proportion value, thus to update the normalized surrogate multipliers and the 
Lagrangian multiplier to achieve the optimal solution. Since the approach 
was very sensitive, the results were not very good, and the convergence was 
very difficult to obtain, this research hence has not been undertaken further. 
However, further development of this approach may find a way of deciding the 
control parameters and Lagrangian multiplier value, and further work may be 
carried out in the future. 
7.5 MARGINAL PRICE COORDINATION 
In this hydrothermal coordination procedure, the entire hydrothermal 
problem is decomposed into the two subproblems: the hydro subproblem and 
the thermal subproblem. The hydro and thermal generation scheduling are 
performed separately with an intervening coordination procedure. The system 
incremental costs or the marginal generation prices are defined to be the 
factors that coordinate the hydro generation and the thermal generation. A 
marginal price coordination procedure is similar to a Lagrangian relaxation 
coordination apart from the fact that the marginal price coordination does 
not use Lagrangian multipliers A(k) for thermal subproblem scheduling. In 
marginal price coordination, the total thermal generation is updated to match 
the remaining load, that is the difference between the total load demand and the 
total hydro generation evaluated from the hydro subproblem scheduling according 
to a set of specified marginal prices A(k). The thermal subproblem 
is then 
solved as an independent thermal unit commitment problem with the amount 
of the remaining load as the demand requirement at each time 
interval. The 
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marginal prices A(k) are adjusted and updated according to the corresponding 
thermal incremental (marginal) prices. The hydro subproblem is then solved 
again using these specified marginal prices. These two subproblems are solved 
iteratively until the problem reaches its optimum. 
The idea is based on the concept that the incremental value of hydro 
generation is actually equal to the incremental cost of displaced thermal gen- 
eration. This concept was first discussed by Seymorel 170. ] and Lasdon and 
Waren[125. ] . As a result, the system incremental costs indicate the incremental 
values of hydro generation in each scheduling time interval and the cost of ther- 
mal generation can then be minimized through the hydro generation scheduling 
using the specified incremental prices. This hydro generation scheduling will 
maximize the total worth of the available water resources for the hydro genera- 
tion according to the defined incremental costs, so as to achieve a minimization 
of thermal generation cost and an overall optimal solution for hydrothermal 
generation scheduling. The efficiency of this coordination procedure is thus 
dependent upon the speed and the accuracy of both the hydro subproblem and 
the thermal problem as well as the number of iterations that the coordination 
takes. 
The hydro subproblem scheduling approach adopted here is the network 
flow algorithms. The hydroelectric scheduling problem, as presented in Chapter 
6, is a capacitated network flow problem that can be very efficiently solved with 
available network optimization algorithms. The thermal scheduling approach is 
the same as that applied in the thermal unit commitment problem. Efficient 
thermal unit commitment and dispatch algorithms may be used to solve the 
thermal subproblem. Here, to avoid the difficulty of choosing the optimal 
dual estimate at each iteration and the complexity of the Lagrangian relax- 
ation program, the CCDP algorithm is used for thermal subproblem scheduling. 
This coordination procedure is simple and straightforward, by iteratively solving 
the hydro and thermal subproblems, the coordination results in an optimal 
hydrothermal scheduling solution as the objective. However, the overall coordi- 
nation by this approach is found to be very time consuming compared with the 
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Lagrangian relaxation dual maximization coordination, as shown in the later 
results. 
7.6 COMPUTATIONAL EXPERIENCE AND TEST RESULTS 
7.6.1 Introduction 
All the algorithms described in the thesis have been programmed in 
Fortran 77 on a DEC VAX 8600 computer. All the tests have been undertaken 
on this computer. The main purpose of this project is to determine practically 
acceptable and efficient mathematical programming approaches to solve economic 
operational planning and generation scheduling problems in large scale mixed 
hydro and thermal power systems. 
In the earlier stage of this project, the algorithms for thermal unit 
commitment and hydro generation scheduling were developed independently. 
The algorithms which were derived are used individually for unit commitment 
in a thermal generation system and for hydroelectric generation scheduling. 
The overall study has concentrated on developing algorithms to deal with the 
hydrothermal unit commitment scheduling problem so that the unit commitment 
schedule and the preliminary dispatch schedule can be determined optimally and 
efficiently. The algorithms are mainly for operational planning and scheduling 
purpose. 
7.6.2 Lagrangian Relaxation Tests 
A Lagrangian relaxation technique has been implemented to solve large 
scale hydrothermal scheduling problems involving integer variables. For prob- 
lems with integer variables such as hydrothermal scheduling containing the 
thermal unit commitment problem, the maximum of the dual function value in 
Lagrangian relaxation is not necessarily of good value to the primal problem. 
Instead, it usually only provides a lower bound for the optimal schedule of the 
primal problem. It has been discovered that an optimal dual cost estimate 
higher than the actual maximized value of the dual function actually works 
better than the exact optimal dual cost value, in that the convergence using the 
higher estimate is faster. This effect is similar to that discussed by Held, 
1100-1 
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and this higher cost estimate can be obtained more easily through previous test 
experience. So far, no difficulties have been encountered with the choice of the 
optimal estimate. 
However, even though the duality gap between the primal and the dual 
problem at its optimum is small for very large scale problems, an efficient way 
of generating the near-optimal yet feasible primal solution must be found. To 
tackle this problem, a procedure is proposed which has been found to be very 
effective and robust. The solution obtained is always very near to the exact 
optimum while, importantly, feasible. 
This new procedure proposed for hydrothermal scheduling is summarized 
as follows. Firstly, the sub-gradient optimization method is used for solving 
the discrete problem. If there are no changes on thermal unit commitment 
schedule, and the feasibility checks are satisfied, the thermal unit commitment 
schedule can be fixed. The reason for setting all the feasibility convergence 
checks together with checking the changes on thermal unit commitment schedule, 
comes from the fact that if the convergence criterion for the discrete (mixed- 
integer programming) problem is only no changes on thermal unit commitment 
schedule, the fixed unit commitment schedule may not ensure a feasible yet 
optimal or near-optimal solution. However, in case the feasibility is ensured, 
the fixed thermal unit commitment schedule does save much time on performing 
dynamic programming programs. 
The feasibility convergence checks set for the sub-gradient optimization 
of the discrete problem are as follows: 
0 
L 
L (A ý (k)) 
to ensure the optimality of the dual problem. 
0 
Pi,,,. i,., +EP, rn(jx < 
PD (k) 
J 
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to ensure that adjustment in the generation dispatch will be possible for 
each time interval, where i belongs to the set of "on" thermal units and 
j belongs to the set of all hydro units at time interval k. 
0 
0 
Pirnax + Pjrnax > PD (k) 
to ensure that there will be enough generation capacity to make possible 
the adjustment in generation dispatch at each time interval, where T' 
belongs to the set of "on" thermal units and J belongs to the set of all 
hydro units at time interval k. 
PD (k) - Eic-,, PT (t*, k) - EjF= j PH (j, k) '5 IE2 PD (k) 
to ensure the optimality of the primal solution. 
To ensure a near-optimal solution, another convergence criterion can be 
added to compare the dual cost values in the latest two iterations. This 
criterion should not be very tight; usually (0.5%-0.05%) is more than enough 
to save computation time. Alternatively, the convergence criterion can be set 
to check the changes in Lagrangian multipliers during the latest two iterations 
(s ay 0.5 %). 
Previous tests have shown that for purely hydroelectric generation schedul- 
ing, if the Lagrangian relaxation methodology is applied together with a piecewise 
linear hydro scheduling model, there will be some degree of infeasibility. This 
result has been presented in Chapter 6. For purely thermal unit commitment, 
after the thermal unit commitment schedule is fixed and feasible solutions 
are ensured, the thermal generation dispatch will have no duality gap at all. 
Similarly for hydrothermal coordination, an infeasibility will be created by the 
hydro subproblem scheduling using piecewise linear models. This problem will 
be further discussed later. To ensure near-optimality of the primal problem and 
feasibility, a convergence criterion is added to check the individual deviation 
between power demand and total generation at each time interval and if the 
deviation is too large, the optimization is continued. 
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The efficiency of the sub-gradient optimization method and the optimal 
value obtained by using the sub-gradient optimization method (as tested), are 
very much dependent upon the initial values of Lagrangian multipliers and 
the optimal value estimate of the dual function value used. For the short- 
term hydrothermal scheduling problem, either there may always be good initial 
values available or otherwise they can be computed heuristically, as discussed 
in Chapter 5, according to the problem characteristics. 
The dual function maximization of the continuous problem can be carried 
out by many proposed methods, as discussed. The golden section line search 
and quadratic interpolation line search are used to find the optimal step length 
for maximizing the Lagrangian function. 
The first comparison of hydrothermal scheduling with marginal price 
coordination and Lagrangian relaxation was performed on a set of hypothetical 
system data. The computational performance of the Lagrangian relaxation 
solution scheme was first tested on a hydrothermal system consisting of 8 hydro 
stations with 20 units in total. The data of the hydro subsystem are shown in 
Table 6.2 and Table 6.3, and the data of the thermal subsystem consisting of 
12 generating units are given in Table 7.2 and Table 7.3 below. Note all the 
costs are in ($)s. 
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Table 7.2 
Thermal generators data: number of units = 12 
Unit Pmin PM,,; Ai Bi Ci Ccold, 4tart Tstart Cshutdown 
1 0.5 3.0 29.0 190.0 100.0 113.0 2.0 13.5 
2 0.5 2.5 29.0 200.0 150.0 113.0 1.5 11.0 
3 0.2 1.7 25.0 210.0 170.0 101.0 1.0 10.0 
4 0.1 1.5 15.0 210.0 170.0 85.0 0.5 8.5 
5 0.1 1.5 15.0 210.0 170.0 85.0 0.5 8.5 
6 0.1 1.5 15.0 210.0 170.0 85.0 0.5 8.5 
7 0.5 3.0 29.0 190.0 100.0 113.0 2.0 13.5 
8 0.5 2.5 29.0 200.0 150.0 113.0 1.5 11.0 
9 0.2 1.7 25.0 210.0 170.0 101.0 1.0 10.0 
10 0.1 1.5 15.0 210.0 170.0 85.0 0.5 8.5 
11 0.1 1.5 15.0 210.0 170.0 85.0 0.5 8.5 
12 0.1 1.5 15.0 210.0 170.0 85.0 0.5 8.5 
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Table 7.3 
Thermal generators data: number of units = 12 (continued) 
Unit Trnznup Tmindown Status Tchange Irarnp Dramp Ginit 
1 3.0 3.0 1 06/02/1985.23: 00: 00 0.040 0.040 0.5 
2 3.0 3.0 0 06/02/1985.23: 00: 00 0.030 0.030 0.0 
3 2.0 2.0 1 06/02/1985.23: 00: 00 0.014 0.014 0.2 
4 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.1 
5 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.1 
6 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.1 
7 3.0 3.0 1 06/02/1985.23: 00: 00 0.040 0.040 0.5 
8 3.0 3.0 1 06/02/1985.23: 00: 00 0.030 0.030 0.5 
9 2.0 2.0 1 06/02/1985.23: 00: 00 0.014 0.014 0.2 
10 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.1 
11 1.0 1.0 1 06/02/1985.23: 00: 00 0.010 0.010 0.5 
12 1.0 1.0 0 06/02/1985.23: 00: 00 0.010 0.010 0.0 
The per unit base of the test system is chosen to be 100.00 (MW). The 
total thermal generation capacity is then 23.40 (P. U. ) and it is assumed that 
no units must be "on" or must be "off". The total hydroelectric capacity is 
19.60 (P. U. ). Thus the ratio of generation capacity is 45.58% hydro and 54.42% 
thermal. A 24 hour load forecast was constructed as in Table 7.4 below. 
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Table 7.4 
Load prediction data 
Created at: 07/02/1985.23: 00: 00 
Interval no. Absolute time Load demand (P-U. value) 
1 07/02/1985.23: 00: 00 18.7000 
2 08/02/1985.00: 00: 00 18.1000 
3 08/02/1985.01: 00: 00 18.0000 
4 08/02/1985.02: 00: 00 18.0000 
5 08/02/1985.03: 00: 00 18.2000 
6 08/02/1985.04: 00: 00 18.8000 
7 08/02/1985.05: 00: 00 20.3000 
8 08/02/1985.06: 00: 00 23.0000 
9 08/02/1985.07: 00: 00 25.6000 
10 08/02/1985.08: 00: 00 25.8000 
11 08/02/1985.09: 00: 00 25.6000 
12 08/02/1985.10: 00: 00 25.4000 
13 08/02/1985.11: 00: 00 25.0000 
14 08/02/1985.12: 00: 00 24.8000 
15 08/02/1985.13: 00: 00 24.4000 
16 08/02/1985.14: 00: 00 24.6000 
17 08/02/1985.15: 00: 00 24.6000 
18 08/02/1985.16: 00: 00 24.4000 
19 08/02/1985.17; 00: 00 24.8000 
20 08/02/1985.18: 00: 00 24.6000 
21 08/02/1985.19: 00: 00 23.8000 
22 08/02/1985.20: 00: 00 23.0000 
23 08/02/1985.21: 00: 00 21.8000 
24 08/02/1985.22: 00: 00 20.2000 
A generation schedule for this 24 hour scheduling period was thus obtained 
for the above test system data. Three approaches 
for maximizing the dual 
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function were first tested, namely, the sub-gradient optimization method with the 
dual optimal value estimate, the steepest ascent method and the conventional 
DFP quasi-Newton method. Tests have shown that the DFP quasi--Newton 
method is certainly more efficient than the steepest ascent algorithm due 
largely to its super-linear convergence rate, and the result obtained by the DFP 
method is certainly slightly better and stable. However, since the conventional 
DFP quasi-Newton method needs to perform a line search to maximize the 
dual function value along the chosen conjugate direction, the computation of 
the line search at each dual problem iteration is very time-consuming, and the 
computational burden is very heavy. 
To take advantage of the super-linear convergent rate of the conventional 
DFP quasi-Newton method, while taking into the consideration the fact that 
the dual function is not everywhere differentiable, a modified sub-gradient 
optimization method is proposed here for the first time which combines the 
conventional sub-gradient optimization method with the DFP quasi-Newton 
ascending direction. To avoid the difficulty of obtaining a good estimated value 
for the dual optimum, the formulae 
ce 
71 
= 
1 
+b* Z' 
is used. A similar method can be found as a "variable metric" method 
proposed by Aoki. 16-1,17.1 The major differences between the "variable metric" 
method proposed and the modified method here are in the choice of the updating 
formulae of the inverse Hessian matrix approximation. 
The proposed modified quasi-Newton sub-gradient optimization algorithm 
can be described as follows: 
1. Set iteration number k 0. Calculate the initial function value. 
2. Initialize the inverse Hessian matrix H as the unit matrix L 
3. Compute the initial gradient vector and initial search direction 
9k= (A 
Coinpute pk= -Hk .9k. 
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Save the old function value and the old gradient. Set 
Ak+l = Ak + ce kpk 
with 
ai =I 
a 
6. Compute the new function value and gradient g(Aký-I). 
7. Compute Sk ý yk from 
kpk 
and 
yk= gk+l _9k 
8. If convergence is considered to be attained, set the optimal solution 
A* - Ak+l, terminate the process. 
9. Compute 7, 
k from 
zk=Hk. yk 
10. Compute the new Hk+I from 
H k+1 Hk+ -7( 
s. sz. z) 
where -ý is a positive scalar which satisfies 0<<I. 
11. Set iteration k ý-- k+ 1, go to step 3. 
The comparison of these four approaches in term of approximate CPU 
time, and the total minimum production cost obtained can be seen in Table 7.5. 
The load demand curve and the final hydro and thermal generation schedule are 
given for these approaches respectively in Figure 7.1, Figure 7.2, Figure 7.3 and 
Figure 7.4. For the steepest ascent method, the conventional DFP quasi-Newton 
method and the modified DFP quasi-Newton sub-gradient optimization method 
in maximizing the dual function of the continuous problem, the dual cost change, 
the primal cost change, the difference between the dual cost change and the 
primal cost, and the maximum individual power balance deviation are presented 
in Table 7.6, Table 7.7 and Table 7.8 respectively. The primal and dual cost 
changes of these four algorithms are also shown in Figure 7.5, Figure 7.6, Figure 
7.7 and Figure 7.8. The Lagrangian multiplier changes in solving the continuous 
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- V'Cli'6 lull d! and the modified DFP method are shown in 
Figure 7.9 to Figure 7.14. Tests show that despite the small difference between 
the primal and dual cost value in the sub-gradient optimization approach, the 
feasible hydro and thermal generation schedules produced are actually not as 
good as those of the other three approaches. The reason for this is that, 
even though the total difference between the infeasible primal and the dual is 
small, the individual power and generation deviations are still substantial, thus 
the actual adjusted hydro and thermal generation schedule is not as smooth. 
Figure 7.9 to Figure 7.14 show the rapid disappearance of the oscillations in 
the Lagrangian multipliers. 
Table 7.5 
Comparisons of algorithms 
Algorithm Iter. No CPU time (secs. ) Dual cost Minimum cost 
Sub-gradient 76 180.0 75039.8 75124.70 
Steepest ascent 29 411.01 74954.4 75101.01 
DFP 17 221.90 74979.8 75101.66 
Modified DFP 31 90.50 74981.1 75106.81 
The results show that all the feasible solutions obtained are not far 
from the dual optimal value, so the duality gap between the primal solution 
and the dual solution is actually very small, only around 0.11%- 0.2%. Tests 
also show that the modified DFP method is very efficient compared with the 
steepest ascent method and the conventional DFP quasi-Newton method, while 
robust and stable compared with the sub-gradient optimization algorithm. The 
schedule obtained by the modified DFP method is satisfactory while the result 
obtained by the sub-gradient optimization algorithm may have a less smooth 
hydro and thermal generation schedule, However, following a suitable choice 
of control parameters, such as a good estimate of the dual optimal value, the 
sub-gradient optimization, which avoids the heavy computational burden of a 
line search, may offer a good alternative to the modified DFP method, and 
is 
certainly better than the steepest ascent and the conventional DFP algorithm. 
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FIGURE: Generation schedule of Test system I (Subgradient method) 
Load predic4-4or . ....... Dual total thermal 
--- Tg tal hyr-4=0 Se'-edgla- 
28.00 
22.00- - 
16.00- - 
10.00- - 
4.000 
07 14 21 29 
Time interval 
Figure 7.1 
- 260 - 
TITLE: Elydrothermal scheduling using Lagrangian relaxation 
FIGURE: Generation schedule of Test svstem I (Ste6pest ascent) 
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TITLE: Hyd=othermal scheduling using Lagrangian relaxation 
FIG"UPZ: Generation schedule of Test system 1 (DFP quasi-Newton) 
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TITLE: HVd=otherm-al scheduling using Lag=angian relaxation 
FIGURE: Generation schedule oAIr Tests system 1 (MOdif ied DFP) 
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FIGURE: Primal and dual cost changes (DFP quasi-Newton) 
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FIGURE: Primal and dual cost changes (Modified DFP) 
Dual Cost 
---- Primal cost 
Cost value 
10000. - - 
9250. - - 
8500. - - 
7750. - - 
.............. ....................... .. 
7000. 
09 18 27 36 
Iteration number 
Figure 7.8 
Figure 7.9 
TITLE: Hydrothe=al scheduling using Lag=angian relaxation 
FIGURE: Lagranglan multipliers changes in the continuous problem 
I Lteration ....... Iteration 8 
It?, ration 7 
.-.. . ..... '! ' 4. ý-ý-; -ý - Jý- ... .. -... .. -- 1z 
Laa. ranai an multipliers ($/MW) 
480.0 
450.0 
Z- t 1-Z 
420.0 - 
390.0- 
360.0- - 
0 7 14 21 28 
Time interval 
Figure 7.10 
- 274 - 
TITLE: Hyd=othez-mal scheduling using Lagrang±an relaxation 
FIGURE: Lagrangian multipliers changes in the continuous problem 
Iteration 12 Iteration 14 
Iteration 13 
Laaranai an multipliers ($/MW) 
480.0- - 
444.0- - 
408.0 
372.0 
336.0- - 
07 14 21 28 
Time interval 
Figure 7.11 
- 275 - 
TITLE: Hydrothermal scheduling using Lagrangian relaxation 
FIG=: Lagrangian multipliers changes (Modified DFP) 
Initial solution Iteration 4 
Iterat-ion 2 
Laaranai an multipliers ($/MW) 
540.0- - 
490.0- - 
440.0- - 
390.0- 
340.0 
07 14 21 28 
Time interval 
Figure 7.12 
- 276 - 
TITLE: Hydrother=al scheduling using Lagrangian relaxation 
FIGURE: Lagrangian multipliers changes (Modified DFP) 
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Tests also show that to ensure a near-optimal solution with small in- 
dividual power balance deviations, it is not sufficient to maximize the dual 
function value, in addition, a smooth hydro generation schedule which results 
in the smallest power balance deviations must be found. For this reason, the 
modified DFP sub-gradient algorithm seems the most convenient and simple. 
To summarize the findings for these four approaches, the modified DFP 
quasi-Newton approach is the most efficient and robust. The conventional DFP 
method guarantees a satisfactory near-optimal solution, although the conver- 
gence may sometimes be slower than the modified DFP and the conventional 
sub-gradient optimization algorithm. However, to achieve efficiency, the modified 
sub-gradient optimization algorithm seems the most attractive. In situations 
where insufficient information is available to define the control parameters, the 
modified DFP quasi-Newton method is better suited than the sub-gradient algo- 
rithm. On the other hand, the availability of a good dual optimal value estimate 
for the sub-gradient optimization allow this algorithm to achieve efficiency and 
stability. 
The total production costs obtained from tests of these four approaches 
are shown in Table 7.9. 
Table 7.9 
Total production cost comparison 
Algorithm Iter. No. Fuel ($) Startup Shutdown Total Cost 
Sub-gradient 76 74936.30 188.41 0.00 75124.70 
Steepest ascent 29 74912.61 188.41 0.00 75101.02 
DFP convention 17 74913.25 188.41 0.00 75101.66 
Modified DFP 31 74918.41 188.41 0.00 75106.81 
The linear network flow algorithm (NETFLO) has been used for the 
hydro scheduling subproblem, which maximizes the hydro generation benefits 
over the scheduling period, according to specified Lagrangian multipliers that 
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are interpreted as marginal prices. The above Figure 7.1, Figure 7.2, Figure 
7.3 and Figure 7.4 have demonstrated that the hydro resource is scheduled in 
a load following manner. Since the load demand in a hydro dominated system 
is followed mainly by the hydro generation with the thermal covering the base 
load, the application of this Lagrangian relaxation approach is very successful. 
However, as shown in Figure 7.1 to Figure 7.4, the hydro generation 
schedule does not follow the slight variations in the load demand and this 
creates a certain degree of infeasibility. This infeasibility is caused by the fact 
that the hydro model applied is piecewise linear and the power balance equation 
is considered via Lagrangian relaxation. The hydro subproblem resulting from 
Lagrangian relaxation does not include any constraints to ensure that the power 
demand will be satisfied by the hydro and thermal generation. Furthermore, 
a variation in marginal prices corresponding with the load variations over 
the scheduling period, despite being small, may cause the hydro generation 
schedule to move from one best operating point to another, but the total 
resulting generation schedule will not necessarily satisfy the load demand exactly. 
However, this difficulty with unbalanced load demand may be overcome by 
adjusting the thermal schedule finally to achieve feasibility with respect to the 
power balance. 
Another difficulty is that instability may be caused by the linear hydro 
optimization model. Since the hydro subproblem does not have an explicit cost 
function, its optimization function is completely determined by the Lagrangian 
multipliers or marginal prices, which results in a linear programming problem 
for the hydro subproblem. Thus, the optimum of the hydro subproblem can be 
flat as also described in some previous work. J 311- 
] -1'26-1 This means that a number 
of hydro solutions will result in almost the same objective function value 
for 
hydro optimization. So a small change in the value of marginal prices may 
cause the hydro solution to change considerably even though the corresponding 
thermal schedule does not change much. As a result, instability or oscillation 
may occur in the coordination of the hydro and the thermal subsystems. 
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However, a close examination of the cause of the instability reveals 
that a new way of setting up a proper convergence criterion can avoid the 
problem of oscillation as described in Section 7.6.2 and this criterion has been 
found to work well. That is, the proper hydro schedule which minimizes the 
total thermal production cost while balancing the load demand with the total 
thermal generation may be found. The individual deviation of total generation 
and demand should be a minimum given that there are choices of different 
hydro schedules. Thus a good hydro schedule can be obtained which will 
result in a near-optimal solution after the adjustment of the thermal schedule 
to achieve feasibility. 
For the first test hydrothermal system, which has a substantial percentage 
of hydro generation capacity, to solve the local hydraulic subproblem the CPU 
computational time is 1.68 seconds, and 1.02 seconds is needed to solve the 
local thermal subproblem. The remainder of the CPU time is for executing the 
coordination procedure. It is true that the CPU time needed for the hydro 
subproblem may be substantially reduced by improvement of the FORTRAN 
code, especially through storing the optimal base of the linear program during 
the iterations. 
For a hydrothermal power system with a small share of hydroelectric 
capacity, the hydro generation is use mainly for peak shaving purpose. The 
Lagrangian multipliers will be much less sensitive to change the hydro generation 
schedule. The impact on the change of Lagrangian multipliers is mainly from 
the thermal generation and the feasibility of the generation schedule is ensured 
by thermal generation which is the major resource in the system. The second 
hydrothermal test system with only a hydro station and a small percentage of 
hydro generation capacity is tested for this purpose. The test was done for 
one day using hourly time intervals. Figure 7.15 shows the resulting hydro and 
thermal generation with a reference level to indicate the peak shaving affect. It 
is very clear that even with a small amount of hydro generation capacity, the 
total production cost can be reduced considerably by peak shaving operation of 
hydro power stations. In this test, to satisfy the same load demand over the 
scheduling period, the total production cost without hydro is 76394.85, with 
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peak shaving from the small amount of hydro generation, the total production 
cost is reduced to 72110.75. 
To test the capability of the Lagrangian relaxation technique for a large 
scale hydrothermal system with a high percentage of hydro generation capacity, 
the data from a practical large scale hydroelectric system (a Swedish state power 
system[38. ], 190-1) are used together with the 12 thermal unit test subsystem data. 
This hydrothermal system contains 5 river valleys in total. The first river has 
15 hydro power stations with cascaded reservoirs, the second 10, the third 11, 
the forth 9 and the fifth 5, so the total number of hydro power stations is 
50. With the piecewise linear approximation hydro production model for each 
hydropower station, there are 45 hydro units to be considered on the first 
river, 32 units on the second, 28 units on the third, 25 units on the forth and 
9 units on the fifth river, so the total number of hydro generating units is 
139. The thermal subsystem contains 12 thermal generating units in total with 
a generation capacity of 3540MW, the thermal system data is similar to that 
used in the first test system except the total generation capacity is different 
and the total hydro generation capacity is 7588.8MW. The details of the hydro 
subsystem data can be found in Refs. [38. ] and ý90. ]. Since the system is very 
large, it is very time-consuming and hence not practical to perform a line search 
at each iteration for the dual function maximization. In this case, only the 
conventional sub-gradient method and the modified DFP method are efficient. 
The results of using the four approaches for the Lagrangian relaxation dual 
maximization are presented in Table 7.10 below. The test results show that the 
modified DFP sub-gradient optimization algorithm is the most efficient of all 
the four approaches and the hydro and thermal generation schedules obtained 
by the conventional sub-gradient method and the modified DFP method shown 
in Figure 7.16 and Figure 7.17 are very satisfactory. 
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Table 7.10 
Comparisons of algorithms 
Algorithm Iter. No CPU time (secs. ) Dual cost Minimum cost 
Sub-gradient 10 204.14 152096.31 153414.72 
Steepest ascent' 6 1014.60 151485.60 153619.13 
DFP 4 680.90 151007.30 153454.68 
Modified DFP 8 173.04 151950.10 153408.00 
7.6.3 Tests of Marginal Price Coordination 
1n the marginal price coordination procedure, the hydro generation and 
the thermal generation scheduling subproblem are sequentially optimized until 
some convergence criterion is satisfied, i. e. the thermal production cost can 
not be further reduced. The thermal system is acting as a slack system and 
is scheduled to satisfy the remaining load demand after the hydro scheduling, 
and the CCDP algorithm is used for the solution of the thermal subproblem. 
The hydro generation scheduling is guided by the marginal prices obtained from 
the thermal generation scheduling. This iterative process then continues until 
convergence occurs. 
The computational experience has shown that both marginal price co- 
ordination and the Lagrangian relaxation algorithm converge very quickly for 
small hydrothermal power systems. However, the Lagrangian relaxation con- 
verges much faster than marginal price coordination for large scale hydrothermal 
systems since the thermal subproblem can be further decomposed in the La- 
grangian relaxation procedure. The optimum obtained from the Lagrangian 
relaxation method is of a much better quality. The comparisons can be seen 
firstly from the test of the hydrothermal power system with a small amount of 
hydro generation for peak shaving purposes. Figure 7.18 shows the generation 
schedule obtained when using the marginal price coordination. It is quite clear 
that compared with Figure 7.15, the result obtained using the Lagrangian re- 
laxation is better. The first test system, with 12 thermal units and two rivers 
system, has also been tested using the marginal price coordination. The hydro 
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and generation schedule obtained by marginal price coordination is shown in 
Figure 7.19. The total thermal production cost for this schedule is $ 75113.80, 
a little higher than the result of using the Lagrangian relaxation, with a total 
fuel cost equal to $ 74925.39, the total startup cost equals $ 188.41 and there 
was no shutdown cost. The CPU time using the marginal prices is 132.45 
seconds, which is slightly longer than the CPU time of using the modified DFP 
method in the Lagrangian relaxation procedure. 
As shown in Figure 7.20, the marginal prices obtained through marginal 
price coordination will be reduced considerably and also vary less during the 
day due to the possibilities of hydraulic generation modulation and the marginal 
prices are smoothed out by the availability of hydraulic power. 
It has been discovered that some practical difficulties are associated with 
the marginal price coordination procedure, ýespecially concerning convergence 
and efficiency. The quality of the results of the marginal price coordination is 
very dependent on the choice of the step length a (0 <a< 1) used in updating 
the marginal prices for the hydro scheduling subproblem. If a is chosen to be 
too small, convergence may be very slow, whereas when a is chosen to be too 
large, convergence may be difficult to achieve because of instability or oscillation 
problems. Hence, a careful choice of a is very important. From test experience, 
it has been found that a depends on the hydrothermal system characteristics. 
A perfect choice of a for a particular system is not easy to find, but a general 
guide can be provided from the system characteristics. Generally speaking, for 
a hydrothermal system with a small percentage of hydro generation capacity, 
a can be chosen to be larger (about 0.6), whereas when the hydro generation 
proportion is high, to avoid the instability or oscillation problems, the parameter 
a should be chosen to be a small number (about 0.1). Tests also show that the 
improvement in cost obtained by using the Lagrangian relaxation decomposition 
compared with the marginal price coordination approach is about 0.1-0.44%. 
7.6.4 Conclusions of the Tests 
To conclude, as far as the two decomp osition-co ordination procedures are 
concerned, the only advantage of the marginal price coordination procedure over 
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the Lagrangian relaxation procedure is that it can be terminated at any time 
with a good feasible solution for the hydro and thermal generation schedules. 
On the other hand, the Lagrangian relaxation procedure must converge in order 
to provide a feasible and near-optimal solution. However, many tests have 
shown that since the marginal price coordination procedure is based on some 
heuristic rules, a near-optimal solution is not guaranteed by this approach. The 
quality of the results obtained from the marginal price coordination procedure 
is not as good as those achieved by the Lagrangian relaxation procedure 
where the hydro and thermal subproblems are scheduled in parallel with shared 
prices, namely, the Lagrangian multipliers. Furthermore, the marginal price 
coordination procedure may have the convergence problems in many practical 
situations. The conclusion can be drawn from the computational experience 
that the Lagrangian relaxation procedure is much more advantageous than the 
marginal price coordination procedure due to its efficiency, optimality and fast 
convergence. 
For the Lagrangian relaxation procedure, several gradient approaches have 
been proposed to solve the maximization problem of the dual function. The 
modified DFP quasi-Newton sub-gradient optimization method has been found 
to be the most efficient and robust. 
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FIGURE: Generation schedule of using the subgradient method 
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FIGURE: Generation schedule of using the modified DFP method 
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CHAPTER 8 
CONCLUSIONS AND FUTURE WORK 
8.1 CONCLUSIONS 
This thesis has presented the results of a study of using mathemati- 
cal decomposition techniques for short-term generation scheduling problems in 
various types of power generation systems including purely hydroelectric power 
systems, purely thermal generation systems and mixed hydrothermal power sys- 
tems. The mathematical model developed has incorporated the principal costs 
and operating constraints which must be considered when scheduling the hydro 
and thermal generating units. Various algorithms have been developed and 
applied accordingly for the generation scheduling in all types of large scale, 
realistic sized power systems. 
The mathematical decomposition techniques applied have been shown to 
be an efficient way of solving the large and complex models used for hydrother- 
mal scheduling in electric utilities. The single large scheduling problem can 
be replaced by many smaller subproblems which can be solved independently. 
Near-optimal solutions can be found efficiently for the hydrothermal unit com- 
mitment and economic dispatch problems. Memory and CPU computational 
time have been found to be substantially less than those using the standard 
linear or nonlinear programs. Decomposition techniques have also been shown 
to offer the means for improving existing models by making them more realistic. 
Efficient algorithms can thus be developed separately for the solution of many 
subproblems. The only coordination between the subproblems is carried out by 
efficient procedures. Nonlinearities in the model are handled naturally and the 
efficient solution encourages the incorporation of more features in the scheduling 
subproblems. 
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The description of the hydrothermal scheduling problem has been quite 
comprehensive. The important complex operating constraints imposed on the 
units and the system, representing various physical, environmental, contractual 
and reliability conditions have been included in the modelling including min/max 
up/down time constraints, generating capacity limits, electricity demand con- 
straints, cooling-time dependent startup cost, shutdown cost, hydraulic coupling 
constraints as well as other practical considerations. This results in a rigorous 
and concise mathematical formulation of the problem. 
Original algorithms for short-term generation scheduling in a hydrothermal 
power system have been developed based on a price directive decomposition 
approach, the Lagrangian relaxation technique. However, since the hydrothermal 
generation scheduling problem is usually formulated as a large scale, mixed- 
integer nonlinear programming problem, due to the integer variables involved, 
there exists a non-convexity of the primal objective function. If the Lagrangian 
relaxation technique is applied, the solution of the dual problem may have 
a cost difference (i. e. a duality gap) with the solution value of the primal. 
It has been observed in the tests that some coupling constraints may not be 
satisfied when the dual problem converges or is near to convergence. In fact, 
the Lagrangian dual function can only provide a lower bound solution for the 
primal (original) problem. To avoid this difficulty, the simplest way is the 
enumeration. However, due to computational limitations, this approach is not 
practically acceptable. Even the branch and bound approach can only examine 
a few nodes due to the heavy computational burden unless a good feasible 
solution could be found soon with proper starting points. The importance of 
obtaining tight bounds and quality feasible solutions is thus crucial for the 
application of Lagrangian relaxation techniques. 
For these reasons, an original and practical methodology is presented here 
for solving the large scale thermal unit commitment problems as well as short- 
term hydrothermal generation scheduling problems without the drawbacks of the 
enumeration or the branch- and-b ound approach. The strength of the proposed 
methodology lies mainly in its ability to generate good feasible solutions 
from the 
system characteristics and the information provided by the solution of 
the dual. 
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Thus there is no need to apply the branch- and- bound approach for evaluation 
of integer variables. Computational experience with the proposed approach has 
indicated that the new technique does not increase the computational processing 
time since the continuous problem is an economic dispatch process which is 
performed after the unit commitment schedule is found in the discrete problem. 
Large scale thermal unit commitment problems with more than 200 units over a 
24 hour time period have been easily solved in a reasonable computation time, 
and large scale hydrothermal scheduling problems with up to 50 hydro stations 
and multi-chained reservoirs in cascade can be readily solved within reasonable 
CPU time by applying the efficient algorithms for the hydro subproblems and 
dynamic programming for the thermal problems. The duality gaps between the 
solution of the dual and the primal have been shown to be less than 0.5% in 
most cases. 
The proposed decomposition technique for hydrothermal scheduling prob- 
lems has many special features. Decomposition makes the process of mathe- 
matical modelling of the problem efficient and modular. The structure of the 
model as well as the optimization techniques for the local subproblems can 
be easily revised independently. The technique performs much better than the 
dynamic programming methods in computational efficiency for medium-sized 
and large-sized systems. The computational time only increases linearly with 
respect to the number of thermal units involved and time periods and increases 
approximately polynomially with the number of coupled hydro units. Experi- 
ence also shows that the quality of the solution can actually be improved if 
a large number of units are involved since the duality gap decreases relatively 
when the size of the problem increases. 
Some non- different i able optimization methods have been used for solving 
the dual problem of maximizing the dual function with respect to the Lagrangian 
multipliers. A sub-. -gradient optimization algorithm, as well as a steepest 
ascent method and the DFP quasi-Newton method have been applied and 
the performance of these algorithms has been presented. A modified DFP 
sub-gradient optimization method has been developed for the dual function 
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maximization. The results have indicated that the modified DFP sub-gradient 
optimization algorithm is the most efficient. 
To ensure near-optimal solutions, the dual function maximization should 
provide sufficient information to generate a near-optimal and feasible solution 
to the primal. This is assured by making a considerable effort at each iteration 
of the dual problem to find whether a feasible solution to the primal is possible 
at that stage or not. This ensures the feasibility of the primal solution in the 
continuous subproblem where the integer variables are fixed. 
Furthermore, the application of network flow algorithms enables the 
hydro subproblem, which is one of the most difficult aspects of hydrothermal 
generation scheduling with multi-rivers and multi-chained reservoirs, to be solved 
very efficiently. This ensures the capability of the developed algorithms to deal 
with large scale hydrothermal scheduling problems with a high proportion of 
hydro generation capacity. 
8.2 SUGGESTIONS FOR FUTURE WORK 
Despite all the achievements mentioned above, much more profound work 
still needs to be carried out, which can be broadly suggested from the following 
aspects. 
8.2.1 Modelling 
Although a number of features and characteristics of real hydrothermal 
power systems were omitted in the presentation of the hydrothermal scheduling 
model here (such as the transmission network constraints), conceptually, the 
mathematical decomposition technique applied should have the capability of 
taking into account more security constraints and environmental considerations. 
The technique should allow a broad range of operating constraints and com- 
plexities to be incorporated in the model and handled flexibly without much 
theoretical and computational difficulty. It should also be easy to develop new 
algorithms for the solution of the corresponding local subproblems without the 
interference of the other constraints. 
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A more detailed hydrothermal generation scheduling model can be in- 
cluded in future research work. On the thermal unit commitment side, the 
model can be further extended to incorporate constraints on the maximum 
change in hourly power production for each generator (i. e. ramping rate 
constraints). This will make the dynamic programming method of thermal sub- 
problems more complicated; however, since the thermal dynamic programming 
method only needs to solve one generator at a time, the computation effort 
should be little compared with standard dynamic programming algorithms for 
the solution of the thermal unit commitment problem. The crew constraints 
and the uncertainty of the thermal units can be included as well. 
In the coordinating constraint model, the stochastic nature of electricity 
demand, probabilistic reserve requirement constraints and more detailed electrical 
transmission network representation including transmission losses as a quadratic 
function of generator outputs and inter-regional transmission capacity limitations, 
interchange contracts and other export/import constraints for large multi-area 
power systems can be included to generate more feasible operating schedules. 
Future hydro generation scheduling models should include more detailed 
modelling for water time delays, the head variations and also the coupling of 
cascaded reservoirs and the uncertainty or the random aspects of the natural 
water inflows. 
8.2.2 Decomposition Techniques 
The mathematical decomposition techniques are flexible and modular 
solution methodologies. Consequently, the developments in computer science 
concerning parallel processing and multi-processors may also 
be exploited by 
mathematical decomposition algorithms in future work. 
Research has concentrated mainly on the application of Lagrangian relax- 
ation to the thermal unit commitment problem and the short-term 
hydrothermal 
scheduling problem. Other decomposition techniques can also 
be applied to 
compare the convergence characteristics and the performance of 
the algorithms. 
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The recent developments in mathematical decomposition and optimization 
techniques could also be applied to the problem considered in this project, such 
as the cross decomposition technique[197. ], 1198.1 , simulated annealing and the 
genetic optimization algorithms. [, 58.1,1217. ] It is perhaps worth noting that the 
cross decomposition technique can be used for the solution of large scale 
mixed-integer programming problems. It is a hybrid technique that unifies 
the primal and the dual decomposition techniques in a single framework. It is 
actually an improvement on both the Benders' decomposition and the Lagrangian 
decomposition which allows the simultaneous exploitation of the features from 
both the primal and the dual structures of the problem. Accordingly, the ideas 
of price directive decomposition and resource directive decomposition can both 
be applied. This can result in a drastic reduction of the computation time for 
some classes of large scale optimization problems. 
8.2.3 Algorithms for Hydro Subproblem Scheduling 
The reduced gradient network flow algorithm[18. ], 140.1, [ 116. ], [ 16 7.1 is known 
to be especially efficient for solving nonlinear network flow problems with linear 
constraints. This algorithm may be implemented in the hydrothermal scheduling 
program, as a good alternative for nonlinear network flow problems compared 
with the Frank-Wolfe feasible direction algorithm. This algorithm can also be 
combined with the Lagrangian relaxation technique, which may be very efficient 
for the solution of purely hydro generation scheduling problems as well. 
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APPENDIX 1 
GOLDEN SECTION SEARCH 
The golden section search method will search on a predefined interval 
[a, b] for the minimum Point of a unimodal function f(x). The process can be 
stated as follows: 
Set 
0.3819660 
Cý2 -I- al 
and 
xo = 
a+a, * (b - 
'Zý2 =a+ a2 * (b - 
'Zý3 : -- 
Calculate the value of function f (x) at x, and X2 - If f 
(X 
I) <f 
(X2) 
set 
the new interval as 
[XO 
i X2 
1; if f (X1) >f (172) set the new interval as [xi, x3]. 
The new interval length will then be X2 - XO or X3 - X1 Using the similar 
calculation procedure to proceed the calculation until the interval is sufficiently 
small. Finally, calculate the minimum value between this sufficiently small 
interval and determine the value of x. 
The golden section search is a simple and straightforward approach. The 
accuracy can of course be varied by the choice of interval value. The only 
drawback is that the golden section search has a linear convergence, hence may 
be quite slow, also the interval where the function is evaluated must be defined 
prior to the search. 
Al -I 
APPENDIX 2 
QUADRATIC INTERPOLATION SEARCH 
The quadratic interpolation line search is one of the curve fitting approach 
that is used for the gradient search. The idea of the curve fitting approach 
is to use a few known function values, at particular points, to approximate 
the real function by a simple polynomial over a limited range of values. The 
position of the function minimum can then be approximated by the position of 
the polynomial function's minimum, which is much easier to evaluate. 
For the quadratic interpolation approach, if the values of a function f (x) 
at three distinct Points a, 3 and -y are known to be f,,,, f, 3 and f, respectively, 
then an approximation of f (x) can be represented by a quadratic function as: 
g(x) =a*x2+b*x+c 
where a, b and c are determined by the following equations: 
f,,, =a*2a 
fo -a* 
p2 + 
f-I =a* -y 
2+ b*ý 
Thus, the values of a, b and c can be determined as: 
fct + (a - -t) * fo + (P - a) * fYIIA 
fct + (, ý2 _ a2) * 
fo + (Ce2 _ 
02) *f 'y 
]/A 
C =: 
fß +a*ß* f-YIIA 
A2 -1 
Where 
A= (a - ß) * (0 - -1) * (-i - a) 
It is obvious that a minimum for g(x) will be at x= -b/(2 * a) when 
a>0. Thus the position of the minimum of f (x) can be approximated by x, 
with 
p2 
_ ý2) *f of + 
(, ý2 _ a2) + (a 
2_ 
'32) 
f, 3 + (a -, 3) * f,, 
If the minimum of function f (x) must be found at points on the line 
xO +a-d where xO is a given point, and d specifies a given direction, then 
the values of f (x +a- d) on this line are functions of the one variable a as 
g(a) =f (x +a- 
The idea of the line search is to find a that will minimize the function value 
along the line direction. 
The procedure of quadratic interpolation line search can be summarized 
as follows: 
1. Calculate f (xo) and f (xo + s) where s is an initial step length used. 
If f (xo) <f (xo + s), take the third point as xO -s and evaluate 
f (xo - s), otherwise take the third point as xo +2*s and evaluate 
f (xo +2* s). 
Use the three points to evaluate the quadratic approximation of minimum 
position x' and f (x'). 
If the difference between the positions of the lowest function value and the 
next lowest function value is less than the required accuracy, terminate 
the search process with the current lowest function value and its position. 
Otherwise go to Step 5. 
Discard the point with the highest function value and return to Step 3. 
A2 -2 
APPENDIX 3 
NETWORK FLOW PROBLEMS 
AND 
RESULTS FROM GRAPH THEORY 
A network is composed of two types of entities: arcs and nodes. 
The structure of a network can be described by an I* J node-arc incidence 
matrix A where an element of A matrix is defined as follows: 
+11 if arc j is directed away from node i, 
Aij -1, if arc i is directed towards node i, 
03 otherwise. 
Here I stands for the total number of nodes and J the total number of 
arcs. 
A characteristic of this matrix is that each column has exactly two 
nonzero entries, one being a +1 and the other -1. Any matrix having this 
characteristic will be called a node-arc incidence matrix. 
Given that the decision variable xj denotes the amount of flow through 
arc j, the unit cost for flow through arc j is denoted by ej, the arc capacity for 
How through arc J is denoted by uj and the requirement at node 1 is denoted 
by ri, then mathematically the linear minimal cost network flow problem may 
be stated as follows: 
min cj * xj 
Aij * xj - ri i=1,2, ... 1 
A3 -1 
< xj :5 uj, i=1,2, ... 
Many special cases of linear minimal cost network flow problems such as 
the shortest path problem, the maximal flow problem have also been studied. 
The simplex on a graph algorithm is a specialization of the primal 
simplex method for linear programs. This specialization is very important since 
it completely eliminates the need for carrying and updating the basis inverse. 
This simplex on a graph algorithm as well as the out-of-kilter minimal cost 
network flow algorithm can be used to solve the linear network flow problems. 
Some results from graph theory are summarized as follows: 
The arcs of a path are distinct. 
The arcs of a cycle are distinct. 
" graph is said to be acyclic if no cycles can be formed. 
" graph is said to be connected if for every pair of nodes (i, J), a path 
can be formed that links i to J. 
" tree is a connected acyclic graph. 
" tree that is a spanning subgraph of a graph is called a spanning tree 
for this graph. 
If a graph is connected, there exists a spanning tree for this graph. 
Let A be the node-arc incidence matrix for a proper graph that is 
connected and has I nodes, then the rank of A is I-1. 
Given the root node and the root arc, the corresponding graph is called 
a rooted graph and a rooted graph that is a tree is termed a rooted 
tree. 
Let A be a node-arc incidence matrix for a proper rooted graph with 
the root node that is connected. The only bases 
from A will correspond 
to a spanning tree for the graph. 
Let A be a node-arc incidence matrix for a proper rooted graph with 
the 
root node that is connected. Let B be any 
basis. Then B is triangular. 
The dual variables are corresponded to the node prices of 
the graph. 
A3 -2 
