An explicit classi cation is given of blocks of cyclic defect of cyclotomic Schur algebras and of cyclotomic Hecke algebras, over discrete valuation rings.
Introduction
A fundamental result of representation theory of nite groups is the classi cation of blocks of cyclic defect. The aim of this note is to use this classi cation as a tool for classifying blocks of cyclotomic Hecke algebras and of the associated Schur algebras, over discrete valuation rings. This reproves and generalizes results of Xi and of Erdmann for classical Schur algebras over elds.
We de ne two classes of R{orders which will be the outcome of the classi cation. Here R is a discrete valuation ring with maximal ideal , eld of fractions K and residue eld k = R= . The notation R ? R (two tied copies of R) means the set f(a; b) 2 R R : a ? b 2 g.
Fix a natural number n 2 N. The R{order n is the following subset of n ? 1 copies of 2 2{matrices over K and one copy of 1 1{matrices over K (with ties between the rst and the second copy, the second and the third copy and so on):
R R R R R R R R R : : :
The R{order ? n is the following subset of n ? 2 copies of 2 2{matrices over K and two copies of 1 1{matrices over K (with ties between the rst and the second copy, the second and the third copy and so on):
? R R R R R R R : : : R R R ? R
For nite groups and also for Hecke algebras, there is a well{de ned notion of blocks of cyclic defect. By Schur{Weyl duality, the blocks of a Hecke algebra and of the associated Schur algebra correspond to each other. Thus it makes sense to talk about blocks of cyclic defect of cyclotomic Schur algebras as well (see section two for de nitions and references). Theorem 1.1 Fix R as above.
(a) Let be an R{order which is a block of cyclic defect of a cyclotomic Schur algebra. Then is Morita equivalent to n for some n.
(b) Let ? be an R{order which is a block of cyclic defect of a cyclotomic Hecke algebra. Then ? is Morita equivalent to ? n for some n.
The proof of the theorem will be based on proposition 3.1, which gives the same classi cation in an abstract setup containing the situation of the theorem.
We note that the integer n can be read o from the group theoretic data (see 1], section 17).
It 
De nitions and notations
As before we x a discrete valuation ring R with maximal ideal , eld of fractions K and residue eld k. By an R{order we always mean an R{ algebra contained in the split semisimple K{algebra K R such that K is already a splitting eld.
Let us rst brie y review some of the theory of blocks of cyclic defect. For more information, in particular for the de nition of a defect group we refer to Alperin's book 1]. Let G be a nite group and k a eld. Then the group algebra kG is a direct sum of two{sided ideals, called blocks. Assigned to each block is a p{subgroup (where p is the characteristic of k) which is called the defect group (and which is unique up to conjugation); the p{Sylow subgroup is the defect group of the block which contains the trivial module. If the block has cyclic defect (that is, the defect group is cyclic), then { by results of Dade, Janusz and Kupisch { it is Morita equivalent to a Brauer tree algebra whose structure is quite explicitly known. We will give two examples in the next section. If k is replaced by the discrete valuation ring R, then a block of cyclic defect is Morita equivalent to a Green order associated with the same Brauer tree (see Roggenkamp's paper 14]). The orders n in the theorem are Green orders having a line as a Brauer tree.
The proof of the theorem will be based on the two structures of cellular algebras and of quasi{hereditary algebras. Cellular algebras have been dened by Graham and Lehrer 10] . We use an equivalent de nition given in 11].
De nition 2. If is an R{order and there is a cell chain such that after tensoring both with K and with k this chain becomes a cell chain of a cellular algebra, K R and k R respectively, then A is called integral cellular. Then the cyclotomic Schur algebra S n;r is de ned to be the endomorphism ring S n;r := M where runs through all multipartitions.
We will consider all these algebras over discrete valuation rings only, which means that they have to be localized and completed in a suitable way.
Proofs
Throughout, we x a discrete valuation ring R. By order we always mean an R{order. For simplicity, algebras are assumed to be indecomposable as rings.
Technically, our main result is as follows: Next we give two examples of Brauer tree algebras (over a eld) which will be used in the proof below.
The rst example is that of a Brauer tree algebra of the graph This algebra is cellular (with respect to an involution xing the vertices and turning around the arrows in the quiver). In fact, there is a one{dimensional cell ideal, which as left module is simple of type b. Factoring it out, there is another one{dimensional cell ideal, again simple of type b. The next section has dimension four and consists of two copies of a uniserial module with socle b and top a. Factoring out this ideal, one arrives at the eld (a simple module of type a). The length of this cell chain is four, and there is no shorter one.
The Proof of proposition 3.1 is split up into two lemmas. Lemma 3.2 Let ? be an R{order which is both an integral cellular algebra, say with involution i, and a Green order. Then ? is Morita equivalent to an order ? n for some n.
Proof. Fix a cell chain J 1 J 2 : : : J n = for some natural number n. Then K R J 1 K R J 2 : : : K R J n = K R is a cell chain of the split semisimple K{algebra A(K) = K R . The subquotients in this cell chain are just the simple Wedderburn components of A(K). Over k = R= we get a cell chain k R J 1 k R J 2 : : : k R J n = k R of the nite dimensional k{algebra A(k) = k R .
By proposition 5.1 of 11], the induced involution i on the cellular algebra A(k) must x isomorphism classes of simple modules. Thus for any two simple A(k){modules, say L and L 0 there must be an isomorphism The number of A(k){simples up to isomorphism is n ? 1 whereas the length of the given cell chain is n. By proposition 4.1 of 11], a cell ideal either does not contain any idempotent or it is a heredity ideal generated as two{ sided ideal by a primitive idempotent whose equivalence class is uniquely determined. Thus all but one subquotient in the cell chain must contain a primitive idempotent (not contained in a smaller ideal in the cell chain) and hence be a heredity ideal in the respective quotient algebra. Clearly, the algebra A(k) itself does not contain a heredity ideal, hence it must contain a cell ideal J such that A(k)=J is quasi{hereditary. The intersection of J with P is either zero or the socle of P. Therefore, in the quotient A(k)=J there is an indecomposable projective module, say Q, which is either P or P=soc(P).
Let J 0 be a heredity ideal of A(k)=J. No other indecomposable projective module maps injectively into Q. Hence the intersection of J 0 (which is, by de nition, a direct sum of copies of an indecomposable projective module) with Q must be trivial. Continuing by induction it follows that no section in the heredity chain of A(k)=J can intersect non{trivially with Q. The situation in the lemma is usually called a 'double centralizer property between and ?' or a 'Schur{Weyl duality', and this also provides us with a 'Schur functor from to ?'.
Note that the lemma proves a more general statement than what is needed for the proposition.
Proof. An indecomposable ?{lattice is either irreducible or projective.
Decomposing the right ?{lattice e into a direct sum of indecomposables, say e = M i we can (by applying a Morita equivalence, if necessary) assume without loss of generality that for i 6 = j the summands M i and M j are not isomorphic. Clearly, e also decomposes as e ' X Y where X collects the ?{projective direct summands and all the indecomposable direct summands of Y are irreducible (and not projective) over ?.
The proof is based on comparing the following natural numbers: The number of (non{isomorphic) direct summands of X and of Y is denoted by n(X) and n(Y ), respectively. The number n counts the simple Wedderburn components of A(K) = K R ? which equals the number of simple components of B(K) = K R . This number in turn equals the number of equivalence classes of primitive idempotents in the integral quasi{hereditary algebra , whereas the Green order ? has n ? 1 equivalence classes of primitive idempotents, that is, n(X) = n ? 1. Schur{Weyl duality tells us that n(X) + n(Y ) equals n. Hence n(Y ) is one, that is, Y is irreducible. The idempotent 1 ? e by construction is the identity morphism on Y .
It remains to show that 1 ?e lies in the heredity ideal J of and that J is unique. By de nition, J must contain some primitive idempotent, say e 0 . If e 0 is not equivalent to e, it must be equivalent to the identity morphism on some direct summand, say X 1 of X. From the structure of a Green order it follows that there are two non{equivalent central idempotents in ?, which do not annihilate X 1 . Hence e 0 cannot be equivalent to e, which lies in one simple component of B(K). Thus e generates J, and by the same argument, e is (up to equivalence) the only primitive idempotent in which lies in a simple component of A(K). Also, J is the unique heredity ideal of .
This implies part (a) of the theorem. The corollaries follow easily by direct computations, which we skip.
