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A stack automaton is a pushdown automaton that can read the 
interior of its pushdown list without altering it. 
It is shown that a nondeterministic stack automaton with a one- 
way input tape can be simulated by a deterministic linear bounded 
automaton. Hence, each nondeterministic one-way stack language is
context sensitive. 
I. INTRODUCTION 
A one-way stack automaton ([1], [2]) (here abbreviated as sa) can 
be thought of as a type of restricted nondeterministic Turing machine. 
The sa has the power to write or erase only at the right end of the non- 
blank portion of its storage tape. The storage tape is called a stack, and 
the blank immediately to the right of the rightmost nonblank symbol is 
called the top of stack. 
The sa also has the power to move its stack head (storage tape head) 
into the nonblank portion of the stack in a read only mode. On each 
move of the sa, the input head either moves right or remains tationary. 
We will now introduce a formal notation for the sa. The move of the 
machine is a function of the current state of the finite control, the 
symbol scanned by the stack head (and, if that symbol is blank, the 
rightmost nonblank) and, possibly, an input symbol. If the next move 
depends on the input symbol, then the input head must move right. An 
alternative visualization is that instead of an input tape, the sa has an 
input terminal, at which input symbols appear when requested by the 
sa, whereupon they are immediately used in determining the next move. 
A one-way stack automaton is an 8-tuple (K, T, I ,  ~, ~b, q0, Z0, F) 
with the following meanings: 
K is the finite set of states. 
* Currently at Cornell University, Ithaca, New York. 
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T is the finite set of nonblank stack symbols. 
I is the finite set of input symbols. 
q0, in K, is the start state. 
Z0, in T. is the start symbol. 
F, a subset of K, is the set of final states. 
is the next move mapping for the case where the stack head is not at 
the top of the stack. ~ maps K X (I [J {e}) X T to  subsets of K × {-1 ,  
0, + 1}. e represents the empty word and is here used to denote the 
situation where the input does not affect he next move. The significance 
of -1 ,  0 and ~-1 in the range of ~ is that the stack head moves left, does 
not move, or moves right, respectively. 
~b is the next move mapping for the ease where the stack head is at the 
top of the stack. Here, the rightmost nonblank on the stack will affect 
the next move, so ~b maps K × (I [J { E} ) × T to subsets of K × IT [J 
{ --1, 0, F,}]. We assume that -1 ,  0 and E are mot in T. Here, 0 in the 
range of ~b signifies that the stack head does not move, - 1 signifies that 
the stack head moves left without erasing the rightmost nonblank. E 
signifies that the stack head moves left and prints a blank over the 
rightmost nonblank. A nonblank stack symbol in the range of ~b signifies 
that that symbol is printed over the blank at the top of the stack, the 
stack head then moving right. 
Let S = (K, T, I, ~, ~b, q0, Z0, F) be an sa. A move of S is a single 
application of a rule of ~ or ~b, whichever is appropriate. If the second 
argument of ~ or ~b is e, the move is an e input move. Otherwise, it is a 
non-e input move. A configuration of S is a combination of state, non- 
blank portion of the stack and position of the stack head. The con- 
figuration of S will be denoted (q, y, i), where q is the state, y is the 
nonblank portion of the stack, and i the number of cells from the top of 
the stack to the cell scanned by the stack head. That is, if S scans the 
blank at the top of the stack, i = 0. If S scans the rightmost r_onblank, 
i = 1, etc. 
The symbol ~- relates two configurations if the second can be derived 
from the first by a single move of S. 
Formally, if x and y are in T*, ~ Z in T, p and q in K, a in I (J {e}, 
i T* denotes the set of finite length str ings of symbols in T, including e, the 
empty string. 
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I Yl 2 = i - -  1 => 0, and ~(q, a, Z) contains (p, d) then we say a: 
(q, xZy, i) -~ (p, xZy, i - d). Let x be in T*, Y and Z in T, p and q in K 
and a in I U [E}. If ~(q, a, Z) contains (p, d), d = -1  or 0, then we 
say a: (q, xZ, 0) ~- (p, xZ, -d) .  If ~b(q, a, Z) contains (p, E), thenwe 
say a: (q, xZ, 0) ~- (p, x, 0). If &(q, a, Z) contains (p, Y), then a: 
(q, xz, o) ~- (p, xZY, o). 
We define the use of the symbol ~- recursively by: 
(1) e: Q S Q' for each configuration Q.
(2) If, for w in I*, a in I U {e} and configurations Q1, Q2 and Q~, 
we have w: Q1 Q~ and a: Q~ ~- Q3, then wa: Q1 ~-- Q3. 
Let Qj = (q~, y~., it), 0 -< j -< re, be configurations of S and suppose 
1 ~ j -< m, a+ : Q+-i IS- Qs. Also, let r and s be integers or that for 
I 
and suppose that for 0 < j < m, we have r >_- i~ >_- s. Then we say 
a~a2 ...  a~ : Qo ~ Q~. In other words, Q0 is transformed into Q~ 
by a sequence of configurations such that for every configuration except 
possibly Q0 and Q~, the stack head is between r and s symbols below 
the top of stack. 
2 ] Yl stands for the length of y. 
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If, as above, wehavem >= 2, Q0 It( ~, 1) Qm, and i0 = i,~ = 0, then 
write ala2 .. • a,~ : Qo sQm , and say that S performs a stack scan we 
with input ala2 ".. am. 
That is, a stack scan is a sequence of config~'ations beginning and 
ending with the stack head at the top of stack, such that the stack head 
is not at the top of stack in any intermediate configuration. There must 
be at least one intermediate configuration. 
The subscript S will be dropped from ~-, _S' ~ ,  and ~--ss'lf no 
confusion arises. 
The initial configuration of S is (q0, Z0,0).  The language accepted by 
S by final state, denoted 5(S), is the set of words w such that w: (q0, 
Z0,0)  *-- (q, y, i) for some q in F, y in T* and integer i. The language 
accepted by S by empty stack, denoted 9~(S), is the set of words w such 
L* that w: (q0, Z0,0) I-- (q' e' 0), for some q in K. 
I I .  BASIC LEMMAS 
We begin by giving an informal proof of the equivalence of acceptance 
by final state and empty stack. The proof is a simple generalization of
the analogous result for pushdown automata, as given in [3]. 
LEMMA 1. L = 5($1) for some sa $1 if and only if L = ~(  S~) for some 
Sa ~2 • 
Proof. To construct $2 from $1, one can specify an sa which first 
prints a new symbol X on its stack, prints the start symbol of S~, 
then simulates S~. If $1 enters a final state, $2 moves its stack head to 
the top of stack and erases its stack. The symbol X ensures that S~ ~dll 
not "accidentally" erase its stack. 
Given $2, we can construct an sa $1 as follows. $1 prints a new symbol 
Y on its stack, prints the start symbol of $2 and proceeds to simulate 
$2 • If S~'s stack head is ever subsequently at the top of stack and finds 
Y to be the right-most nonblank stack symbol, $1 enters an accepting 
state. 
From this point on, we shall consider only the languages accepted by 
empty stack. Lemma 1 provides the iustification for so doing. We shall 
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next prove a property of an sa that may be assumed without loss of 
generality. This property will be called property A. 
Property A.  For no p, q and r in K, y in T* and w in I* does e: (q, 
y, O) ss  (p, Y, 0) and w: (p, y, 0) *~ (r, e, 0). (As a consequence, no 
stack scans may be performed on e input in a computation of S leading 
to acceptance of some word by empty stack.) 
LEM1HA 2. I l L  is accepted by an sa, then L = 9~( S) ,  for some sa having 
property A. 
Proof. Let L -- ~(S ' ) ,  where S' = (K' ,  T', [, ~', ~b', qo , Zo', ~).a 
Let a be the set of subsets of pairs of states of S'. That is, a = 2 K'xK'. 
To each string y in (T')* we can associate a~, an element of a, having 
the property that [q, p] is in a~ if and only if e: (q, y, 1) S- ~ '  1) (p, y, 0) 
That is, with e inputs only, configuration (q, y, 1) can go to configura- 
tion (p, y, 0) by a sequence of configurations in which the stack head 
remains below the top of stack until the last move. 
Observe that for any Z in T, ayz, the element of a associated with 
yZ, is determined by ay and ~,.4 The value of y is unimportant; a~ tells 
us what we need to know. 
S will simulate S'. If Z1Z2 .. • Z~ is the stack of S', then the stack of 
S will be [Z,, am][Z2, a (2)] . . .  [Z~, a(k)], where for each i, 1 < i ~ k, 
a (~) = az~z~...z~ • Suppose that in the simulation of S', S finds symbol 
[Z, a] to be the rightmost nonblanl~ on its stack, while S's stack head is 
at the top of stack, and S has determined that S' is in state q~. Also, 
suppose that ~b'(q~, e, Z) contains (q2, --1) and a contains [q~, qd. Then 
S may, with e input, go from state q~ to qa in one move, leaving its stack 
head fixed. Thus, no stack scans with e input are needed by S. In addi- 
tion, when the stack head of S leaves the top of stack, the finite control 
of S keeps track of whether a non-e input is used before the stack head 
returns to the top of stack. If not, no further moves can be made by S 
upon reaching the top of stack. 
A formal construction of S = (K, T, I, 6, Sb, q0, Zo, ¢) follows. 
K = K' [J {q [ q is in K'}. T = T' X (~. Z0 = [Z0', az;]. For all q, p and 
r in K r, Y and Z in T', a in (~ and a in I, ~ and ~b are defined as follows. 
(1) If (q, 0), (q, E) or (g, Y) is in ~J(p, a, Z) ,  then (q, 0), (q, E) 
• ~ denotes the empty set. 
This computation is effective. We shall not so prove, since effectiveness of
the construction is not crucial to the theoretical result. 
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or (q, [Y, ~]), respectively, is in 6~(p, a, [Z, a]). fi is that element of (2 
such that if a is associated with some y in T*, then ~ is associated with 
y Y. The above holds also if a is replaced by E. (S simulates S' w.hile S' 
remains at the top of the stack. If S' prints a symbol, S also prints the 
element of a associated with the new stack contents.) 
(2) If (q, -1 )  is in ~J(p, a, Z), then ~(p, a, [Z, a]) contains 
(q, - 1). If (q, - 1) is in ~J(p, e, Z), then ~b(p, e, [Z, a]) contains (~, - 1). 
(S also simulates the moves of S' when S' leaves the top of stack. If S' 
does so on e input, S enters a barred state.) 
(3) ~(q, a, [Z, a]) = ~(q, a, [Z, a]) = ~'(q, a, Z); ~(q, e, [Z, a]) -- 
~'(q, e, Z) ; ~(~, e, [Z, a]) = {(p, d) I (P, d) is in ~'(q, e, Z)}. (S simulates 
S' below the top of stack. The bar is removed from the state if and only 
if S makes a move on a non-e input.) 
(4) If ~b'(q, e, Z) contains (p, -1 )  and a contains [p, r], then 
~b(q, e, [Z, a]) contains (r, 0). (S simulates tack scans of S' performed 
on e input by making a single move at the top of stack.) 
(5) No other moves are allowed to S. A proof that ~(S)  = ~(S') 
is straightforward. 
III. SUMMARIES OF STACKS 
Given an sa S, we wish to find an equivalent sa S', which accepts each 
word of length n in ~(S)  by a sequence of moves in which the stack 
does not grow longer than cn, for some constant c. An sa having that 
property can be simulated by a nondeterministic linear bounded automa- 
ton (lba) ([~,] [5], [6]), and hence 9~(S) is context sensitive. (To show 
that S' can be simulated by a deterministic lba is more difficult, but a 
proof can be given after we have the desired S'.) 
We shall show that if S has property A, and the stack of S grows 
"too long," then certain substrings of that stack can be replaced by a 
single symbol on the stack of S'. These single symbols will hold all the 
information S' needs to simulate S in this sequence of moves. 
Let S be an sa, P be a sequence of moves of S leading to an empty 
stack and Z~Z2 ... Zk be S's stack contents at some time during the 
execution of the moves in sequence P. We say the symbol Z~, 1 -< i <- k 
is useful in sequence P if either: 
(1) Z~ is scanned by S's stack head when a move on a noa-e input 
is made in sequence P, or 
(2) Z~ is the rightmost nonblank on the stack when S's stack head 
is at the top of stack and a move on a non-e input is made in sequence P. 
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We say the symbol Zi ,  2 <_- i <_- k, is a break point in sequence P if 
Z~ is erased on e-input, but Z~_I is not erased in sequence P before a 
subsequent move on a non-e input is made. 
Let S = (K, T , I ,  6, ~b,q0,Z0, F) be ansaandy  = Z~Z2. . .Z~ 
be a string of stack symbols of S. We say the symbol [Z, A~, A~, A8, 
A4, As] is a transmission table (abbreviated t.t.) for y if: 
(1) Z = Z~ 
(2 )  A~, A~, As, A4, and A5 are subsets of K X K. 
(3) (q, p) is in A~ if and only if 
~: (q, ZoZ~Z2 . . .  Z , ,  O) (0, O) (p, Zo, 0). 
(4) (q, p) is in A2 if and only if 
E: (q, ZoZ~Z2 . . .  Zk,  1) (k, 1) (p, ZoZ~Z2 . . .  Zk,  k + 1). 
(5) (q, p) is in A~ if and only if 
~: (q, zoz1z2 . . .  z , ,  1) (k, 1) (p, ZoZ,Z2 . . .  zk ,  o). 
(6) (q, p) is in A~ if and only if 
~: (q, ZoZIZ2 . . .  Zk,  k) (k, 1) (p, ZoZIZ2 . . .  Zk,  k -]- 1). 
(7) (q, p) is in A5 if and only if 
e: (q, ZoZ~Z2 . . .  Z~, k) (k, 1) (p, ZoZiZ2 . . .  Zk,  0). 
Informally, the t.t. for y tells what state transitions S eal~ make 
while erasing y on e inputs (Condition 3). It  also tells what state transi- 
tions S can make, starting at one end of y and moving off of y for the 
first time (Conditions 4-7). Finally, the t.t. indicates what the rightmost 
symbol of y is (Condition 1). 
Let y be in T* and let a be the t.t. for y. If Z is in T, then the t.t. 
for yZ depends only on a, Z, 6 and ~b .5 It  does not depend on y. A proof 
of this fact is straightforward, and we omit it. 
Define B to be the set of t.t.'s for strings in T*. If y is in T* and u in 
(B  (J T)*, then we say u is a summary of y if we can write y = y~y~ •.. yk 
and u = XaX~ . . .  Xk ,  with each X , ,  1 = i - k, in B [J T, in such a 
manner that for all i, either: 
(1) y~ = Xi or, 
(2) X~ is a t.t. for yi • 
6 Also, note tha~ the t.t. for yZ can be found effectively. 
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Note that yi may have any length, including one, in case (2). We say 
that yi and X~ correspond in either case. 
Let w be in I* and P be a sequence of moves of S, with input w, 
leading to an empty stack. If y and u are as above, we say u is a P-mini- 
mal summary of y if: 
(1) u is a summary of y. 
(2) For all i > 1, if X~ is in T, then yi is useful in sequence P. 
(Note that y~ = X~ in this case.) 
(3) For all i > 2, if Xi and X~_I are in B, then the leftmost symbol 
of y~ is a break point in sequence P. 
Informally, a P-minimal summary combines adjacent symbols into 
t.t.'s unless in sequence P, one of the symbols affects a move on non-e 
input, or a move on non-e input occurs between the moves erasing the 
two symbols. The bottom symbol on the stack, however, is never com- 
bined into a t.t. 
We shall now describe a construction of an sa S' which simulates S 
by nondeterministically combining strings of stack symbols of S into 
t.t.'s or not combining them. if, being nondetermiaistic, will make 
all possible choices as to whether or not adjacent symbols are to be 
combined or not combined into t.t.'s. 
FormMly, let S = (K, T , I ,  ~, ~b, q0, Z0 ,~)  be ansa,  and let  B 
be the set of t.t.'s for strings in T*. We say ff  = (K r , T ~ , [, 3', ~J, 
q0, Z0, ~) is a summary machine for S if: 
(1) K' = K U {qlq is in K} U {[q, ~]lq is in K and fl in B}. 
(2) T '=TXB.  
(3) ~' and ~b' are defined as follows, for all q and p in K, a in l, Y 
and Z in T and a in B: 
(a) if ~(q, a, Z) contains (p, +1) ,  then ~'(q, a, Z) and ~r(~, a, Z) 
each contain (~, +1) .  If ~(q, a, Z) contains (p, -1 ) ,  then ((q,  a, Z) 
and ~'(q, a, Z) each contain (p, --1). If ~(q, a, Z) contains (p, 0) then 
(p, 0) is in ~'(q, a, Z) and (~5, 0) is in ~'(q, a, Z). The above statements 
hold if a is replaced by e. (If S ~ is within the stack and scanning a 
symbol of T, S t simulates S. The barred states indicate that the last 
move of the stack head was right, the unbarred states indicate that the 
last move was left.) 
(b) Leta  = [Z, A~, A~, A3, A4, Ah]. If (q, p) is inA~, then ~'(q, e, a) 
contains (p, --1). If (q, p) is in A3, then 3'(q, e, a) contains (p, +1) .  
If (q, p) is in A4, then ~'(q, e, a) contains (p, -1 ) .  If (q, p) is in As, 
then ~'(q, e, a) contains (p, +1) .  (S' simulates the state transitions 
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that S could make while moving through one of the strings represented 
by a t.t.) 
(c) ~b'(~, e, Z) = {(q, 0)}. (Upon reaching the top of the stack, S' 
goes to an unbarred state.) 
(d) If ~b(q, a, Z) contains (p, -1 ) ,  (p, 0), (p, E) or (p, Y), then 
~j(q, a, Z) contains the same element or elements. The above is also 
true if a is replaced by E. (S p simulates moves of S at the top of stack 
when the rightmost nonblank is in T.) 
(e) If ~b(q, e, Z) contains (p, Y), then ~J(q, e, Z) contains (p, ~), 
where ~ is the t.t. for the string consisting of Y alone. (If S prints a 
symbol on e input, S' can also print a t.t. for that symbol.) 
(f) Let a = [Z, A1, A2, A3, A4, As]. If ~b(q, e, Z) contains (p, - 1), 
(p, 0) or (p, Y), then ~b'(q, e, a) contains the same element or elements. 
In addition, if ~(q, e, Z) contains (p, Y), then 8b'(q, E, a) contains 
([p, ~], E) and for all X in T', ~'([p,/~], e, X) = {(p, ~)}. ~ is the t.t. 
for any yY  such that a is the t.t. for y. ~J(q, e, a) also contains (p, ~/), 
where 7 is a t.t. for Y alone. (With a t.t. as the rightmost nonblank, 
S' can simulate the e input moves of S, with the exception of an erase, 
which will be considered next. If S prints a symbol, S ~ has the option of 
incorporating that symbol into the t.t. that was the rightmost nonblank. 
Note that it is impossible for the leftmost stack symbol to be a t.t., so 
so that when a is erased by this rule, there will always be a symbol 
below it. S' may instead print a t.t. for the single symbol printed.) 
(g) Let a = [Z, A~, A2, A3, A4, As]. If A1 contains (q, p), then 
~b'(q, e, a) contains (p, E). (S' can erase a t.t., m~king any state transi- 
tion that the t.t. says is possible if S erased the string it represents.) 
If S' accepts ome input w by empty stack, then a sequence of moves 
of S leading to acceptance of w can be constructed in a straightforward 
manner. Thus, ~(S ' )  _c %(S). It is also true that ~(S ' )  ~ 9~(S), 
and we shall prove more in the following lemma. I n the next two lemmas, 
S, its summary machine S' and all notation are as in the above defini- 
tions. We shall hereafter assume that S has property A. 
LEMMA 3. I f  P is a sequence of moves of S leading to acceptance of w 
by empty stack, then S ~ accepts w by a sequence of moves uch that the stack 
of S' in every configuration with a state q or {7, q in K, is a P-minimal 
summary of the stack of S in some configuration which S enters during 
sequence of moves P. 
Proof. Let Q0, Q~, • "" , Q~ be the sequence of configurations that S 
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enters wherL executing sequence of moves P. Let Q~ = (q i ,  y i ,  j~), 
0 =< i _-< m. Certainly, Q0 = (q0, Z0,0)  and Q~ = (q,~, e, 0) for some 
q~ in K. 
When simulating sequence of moves P, S' will not necessarily enter a 
com~guration corresponding to every configuration of S. However, we 
shall show that if S t enters a configuration corresponding to Q~, then 
S t can subsequently enter a configuration corresponding to some Qk, 
~>i .  
Let i be some integer between 0 and m -- 1. Suppose that S' is in 
configuration (q, u, 1), where: 
(1) u is a P-minimal summary of y~. 
(2) Ifj~ = 0, thenl  = 0 and q = q~. 
(3) Let  y~ = Y ,Y , - I  " "  Y~ and u = U~U~_~ . . .  U I .  Then if 
j~ > 0, U, corresponds to some substring z of y~, which in- 
cludes Yj~. Moreover, if U, is a t.t., then in configuration 
Q~_~ the stack head of S was  not scanning a symbol  of z. 
Finally, q -- q~ or ~,  depending on whether  S last moved its 
stack head left or right. 
We will show that there is some /~ > i and  a in I (J {e} such that 
I* 
according to sequence of moves  P, a: Q~ - -  Q~, and  for some configura- 
tion (q, ut, i t) of S t, either: 
(i) a: (q, u, l) ~ (q,, u t, l'). 
_I ! _f t ~"  t t (it) a: (q, u, l) ~ (q ,u ,  I t) and e: (q ,u ,  1 t) (q, u ,  lt). 
! 
" l") (iii) a: (q, u, l) ~- ([q', ~], u , and 
" l " )~ t t ~: ([q', ~], u , (q ,  u ,  l'). 
Here, ~ is some element of B. 
In addition, we will see that Qk and (q', u t, I') are related as Q~ and 
and (q, u, l )are  related according to statements (1), (2) and (3) above. 
Since the initial configurations of S and S t ( (q0, Z0,0)  in both cases) 
are related according to (1), (2) and (3), when we show how to find 
(q~, u r , l t) from (q, u, l), we will have a complete construction for the 
desired sequence of moves of S t. The construction of (q,, u t, I t) will 
be given by cases. 
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Case 1: l > 0 and U~ is in T. 
By rule (a) of the definition of S', the next move of S is directly 
simulated by S'. ]¢ = i -t- 1 in this case. If l = 1 and S moves its stack 
head right, S' then removes the bar from its state (rule (c)), so condi- 
tion (ii) applies. Otherwise, condition (i) applies. In either event, 
q' -- q~ or ~k, whichever is correct according to (3); u' = u and 
l' = l+  d, whered = j~- - j~ .  
Case 2: l > 0 and U~ is in B. 
Since P is a sequence of moves leading to empty stack, the stack 
head of S must eventually leave the string of stack symbols correspond- 
ing ~o Uz, and since u is a P-minimal summary of y, S will make only 
e input moves in so doing. Suppose that this happens when S enters 
configuration Qk, for some k > i. By rule (b), S' can move its stack 
head in the same direction as S and enter state qk or ~k, whichever is 
correct according to (3). As in Case 1, if S reaches the top of stack, 
the bar is removed from the state of S r. Thus q' --- qk or qk, u ~ = u 
and l' = l - 1 or 1 + 1, depending on the direction of motion of S's 
stack head. 
Case 3:1 = 0 and U1 is in T. 
By rule (d), S' can directly simulate the next move of S, and if S 
prints a symbol, rule (e) allows S' the option of printing a t.t. for that 
! ! 
symbol. In this case, k = i + 1. It  is trivial to find (q, u ,  l'), except in 
the event hat a symbol is printed by S. If S prints a symbol, u' is either 
u followed by that symbol or a t.t. for that symbol, depending on 
which makes u' a P-minimal summary of y~. 
Case 4:1 = 0 and U1 is in B. 
If the next move of S causes the stack head to remain fixed or move 
left, S' can simulate this move directly. Here, k = i + 1 and the value 
(q', u', l') is obvious. 
If S next prints a symbol, S' can either (rule (f)) print that symbol, 
print a t.t. for that symbol or change U1 to account for the additional 
symbol. Again, let k = i + 1. One of these choices must lead to a stack 
string u' which is a P:minimal summary of yk. l' = 0 and q' = q~. 
If symbol U~ is changed, condition (iii) applies. Otherwise, condition 
(i) applies. 
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Finally, if S next erases a symbol, it must be done on e input. Also, 
before making a move on non-e input in sequence P, S must erase its 
entire stack string corresponding to [/1. (Note that S may print sym- 
bols during this sequence of moves. However, by property A, S's stack 
head does not leave the top of stack.) Let Qk be the configuration reached 
immediate]y after S erases the stack string corresponding to 0"1. Since 
S's stack head does not leave the top of stack between configurations 
Q~ and Qk, it must be (rule (g)) that ~J(q~, e, U1) contains (q~, E). 
Thus q' = qk, u' = U,U,_I . . .  U2 and l' = 0. 
We have now completed construction of the desired sequence of 
moves of S', and the lemma is proveu. 
LEM-~A 4. I f  w of length n is in ~(S) ,  then S' accepts w by a sequence 
of moves in which the stack never grows longer than 3n J- 2 symbols. 
Proof. The sequence of moves of S' constructed in Lemma 3 is the 
desired sequence. Let this sequence be P'. Observe that in sequence P', 
every configuration of S' reached either has a stack which is a P-minimM 
summary of a stack of S or has a state which is of the form [q, ~], q in 
K, {~ in B. The latter configurations have a stack which is shorter than 
the stack of the next configuration reached by S' in sequence of moves 
P'. Thus, it suffices to show that a P-minimal summary of a stack of S 
cannot be longer than 3n + 2 symbols. 
Let u in T'* be a P-minimal summary of y in T*. The symbols of u 
can be grouped into four nondisjoint categories. 
(1) The leftmost symbol of u. 
(2) A symbol in T which corresponds to a useful symbol of y. 
(3) A symbol in B which corresponds to a substring z of y such 
that the leftmost symbol of z is a break point. 
(4) A symbol in B which is immediately to the right of a symbol 
in T. 
Every symbol of u fails into at least one of the above categories. The 
iustifieation for this claim is that by the definition of P-minimal sum- 
mary, every symbol in T is either the leftmost on the stack or corresponds 
to a useful symbol and a symbol of B to the right of another symbol of 
B corresponds to a break point. Clearly, one symbol is in category 
(1). There cannot be more than n useful symbols, nor more than n 
break points. Finally, no more than n J- 1 symbols are in category (4), 
since the only symbols in T are in categories (1) or (2). Thus, l ul  < 
3n + 2. 5 
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IV. ENUMERATING SEQUENCES OF MOVES 
We have now shown that every sa is equivalent to one which, if it 
accepts w, accepts it by a sequence of moves in which the stack never 
grows longer than 31 w I -}- 2. At this point, we could directly simulate 
such an sa by a nondeterministic l near bounded automaton. However, 
our goal is to show how to simulate an sa with a deterministic lba. 
We will find it necessary to use an encoding for sequences of moves of an 
sa. This encoding will have the desirable feature that the sequence of 
moves of S' constructed in Lemma 3 will have an encoding whose length 
is proportional to the length of the input to S'. 
I t  will not do to simply encode the elementary moves of S p. With 
input of length n, S' might make more than n 2 elementary moves. The 
encoding we choose will use symbols representing the effect of a sequence 
of moves of S'. We will later see that an lba can determine if S' can 
make a sequence of moves having the effect indicated by any symbol 
(or in one case, a string of symbols). Moreover, the sequence of moves 
P' constructed in Lemma 3 can be represented by a sequence of symbols 
whose length is proportional to the length of the input. 
To begin, we will define five types of sequences of moves. Each se- 
quence of one of these types will be called a composite move. 
(1) A true input move is a move made when the stack head is at 
the top of stack, the sa either erases, prints or leaves its stack head fixed, 
and a non-e input is used. In any such situation, an sa has a finite num- 
ber of choices of moves, and these choices can be numbered 1, 2, . - . .  
A true input move will be symbolized by an integer from 1 to r, for some 
particular appropriate to the sa being described. 
(2) A stack scan has been previously defined and is a sequence of 
moves beginning and ending at the top of stack such that the stack 
head is not at the top of stack in any intermediate configuration. A 
stack scan will be symbolized by the string (q, p) 0~, 6 i ->_ 1, where q 
and p are the states at the beginning and end of the stack scan and i 
the number of moves made on a non-e input. 
(3) An e-erase move is the erasure of a single symbol from the top 
of stack on e input. It is symbolized by E(q, p), where q and p are the 
states before and after the erasure. 
(4) An e-print move is the printing of a single symbol on e-input. 
e 0 ~ is 0 written i times. 
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It  is symbolized by G(q, p, Z), where q and p are the states before and 
after printing, and Z is the symbol printed. 
(5) An E-stationary sequence is a sequence of moves on e input 
beginning in some configuration (q, y, 0) and ending in configuration 
(p, y, 0), such that the stack in any intermediate configuration is of 
the form y{,  for some y', and the stack head does not leave the top of 
stack. This sequence of moves will be symbolized by N(q, p). Informally, 
an e-stationary sequence is a sequence of printing, erasing and stationary 
moves, beginning and ending with the same stack, such that no symbol 
of the initial stack is erased. 
Observe that given a configuration of an sa and a symbol for a stack 
scan or e-stationary sequence, it is possible that more than one valid 
sequence of moves of the sa is symbolized. However, the existence of an 
e-stationary sequence symbolized by N(q, p) depends only upon q, p 
and the rightmost nonblank of the stack. Also, we shall see that it is 
possible for an lba to decide, for a particular (q, p)0 ~ whether there is a 
stack scan using i particular non-c inputs that is symbolized by (q, p)O ~. 
Observe that from a given configuration of the sa, the application of 
different sequences of moves symbolized by the same symbol or string 
of symbols results in the same configuration. 
Let  us fix our attention on the stack automata  S and  S' of Lemmas 3 
and  4. Let S r -- (K  I, T', I, ~r, &r, q0, Z0, 9), as before. Le tD1- -  
{ (q, P) I q and p in K'}, D~ = {E(q, p), a(q, p, Z), X(q, p) [ q and p in 
K', Z in T'}, and D3 = D~ U {1, 2, . . .  , r}, where r is the maximum 
number of choices of moves of S' in any situation. Let D - (D100* 
U D3)*. 
If P1, P2, "'" , P~ are sequences of moves of S' symbolized, respec- 
tively, by a l ,  a2, • • • , a~,  each a~ in D3 or D~00*, then the sequence of 
moves composed of P~, P2, "'" , P~ in order is said to be symbolized 
by the string ~a~ • • • a~ in D. 
LEMMA_ 5. Let P' be the sequence of moves of S' con.structed in Lemma 3. 
Then pr is symbolized by a string oL in D such that: 
(1) a does not contain two consecutive symbols representing e-sta- 
tionary sequences. 
(2) I f  a can be written as c~G(q~, pOckS(q2, p2)a~, then c~2 con- 
tains either a symbol representing a true input move or a string 
of symbols representing a stac]c scan. 
Proof. (1) is trivial. To show (2), observe that the sequence of moves 
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can be broken into subsequences of moves consisting of either a single 
true input move, a stack scan or a sequence of e-input moves at the top 
of stack. It is sufficient to show that any sequence of e4nput moves at 
the top of stack is symbolized by a string in D2* such that all e-erase 
symbols precede all e-print symbols. 
To that effect, let (pl, yl, 0), (p2, y2,0),  - . . ,  (p~, ys, 0) be the 
sequence of configurations of S' resulting from such a sequence of 
moves. Let y~ be as short as any yl, 1 ~ i -- s, and shorter than any yl,  
1 -< i < j. Then the first j - 1 moves in this sequence are surely sym- 
bolized by a string of e-erase and e-stationary s mbols. Also, it should 
be clear that the remaining moves can be symbolized by a sequence of 
e-print and e-stationary symbols. 
LEMM~ 6. The sequence of moves P' constructed fl~om sequence of moves 
P in Lemma 3 is symbolized by a string in D whose length is no longer than 
21n + 3 if the input to S' is of length n. 
Proof. The string a constructed in Lemma 5 has the desired property. 
To see this, let ~0 be the number of O's in a, ~x the number of symbols 
1, 2, -..  , r, #s be the number of symbols in D~ and ~,  #e and ~ be the 
number of e-erase, e-print and e-stationary s mbols in a, respectively. 
Surely ~x + ~s -<_ n, since each true input move and each stack scan 
uses at least one input symbol. Similarly, ~0 -<_ n. By (1) of Lemma 5, 
~ -<_ 1 + ~ + ~ + ~ + ~p.Also, since a symbol can be erased only 
if it is printed or is on the stack initially, ~E < ~e + ~r + 1. We will 
show that ~p =< 4n. Thus, ~ =< 5n + 1 and ~N =< 10n + 2. Hence, 
_-< 21n + 3. 
To show that ~p ~ 4n, we observe that by (2) of Lemma 5, we can 
write ~ as ~/~a~f~2a2/~2 " • " /~a~,  where the a's are strings of true input 
moves and stack scan symbols, the/~'s are strings of e-erase and e-sta- 
tionary symbols and the ~'s are strings of e-print and e-s~ationary s m- 
bols. Any of these strings may be e. 
Now, for all i between 1and n, let j~ and k~ be the number of symbols 
in T and B, respectively, printed on the e-print moves symbolized by 
~.  Since every stack of S' during sequence of moves P~ is a P-minimal 
summary of a stack of S, or a prefix thereof, no more than n symbols 
in T can ever be printed in sequence PP. Therefore, we must have 
Z n " < n .  
Every time a symbol of B is printed when another symbol of B is the 
rightmost stack symbol, the symbol printed represents a break point in 
Q@O 
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sequence P. Thus, among all the ~'s, there can be at most n instances of 
two E-print symbols adjacent or separated by a single e-stationary s m- 
bol. The number of such instances in 7~ is at least k~ -- j~ - 1. Thus, 
~' / '  lc. - -  f i  i < n. Since ~,~j~: < n, we have )-'~.,~ (hl 1) 
=< 2n. Thus, ~:1  k~ =< 3n and ~p =< 4n. 
V. TUP~ING MACHINES OF TAPE COMPLEXITY N 
We have so far shown that every sa language L is accepted by an 
sa S'  which accepts by empty stack all words in L by a sequence of 
moves such that the stack length is proportional to the input length. 
Also, we have developed an encoding for sequences of moves such that 
this sequence of moves has an encoding whose length is proportional to 
the input length. 
Now, we shall exhibit a device which generates all possible encodings 
for sequences of moves that are of length appropriate to the input con- 
cerned and tests each one to see if it symbolizes a sequence of moves 
that S' could make. The device is a variety of multitape off-line Turing 
machine. 
The multitape off-line Turing machine is the device shown in Fig. 2. 
It consists of a read only input tape with endmarkers, a finite control and 
k storage tapes for some k = 1. Scanning a cell of each tape is a tape 
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head. Based on the state of the finite control and the symbol scanned by 
each of its tape heads, the device may: 
(1) Change the state of the finite control, 
(2) Change the symbols on the ceils scanned by each of the storage 
tape heads, and 
(3) Move each of its heads (including the input head), independ- 
ently, one cell left or right or leave it fixed. 
Initially, the finite control is in the designated "start state," with the 
input on the input tape surrounded by endmarkers and all ceils of all 
storage tapes blank. The Turing machine accepts its input if and only 
if its computation leads it to one of the designated "final states. ''7 
A multitape off-line Turing machine M is of tape complexity L(n) 
[7, 8] if for no input of length n does M scan more than L(n) cells on 
any of its storage tapes. Given a Turing machine of tape complexity 
L(n) with k storage tapes, it is easy to construct a one storage tape 
Turing machine accepting the same language and of tape complexity 
L(n). (Just treat the single storage tape as though it had/c tracks, one 
for each tape of the original device.) 
A fundameataI result of [7] is that given a single tape off-line Turing 
machine of tape complexity L(n), one can find a device of the same type, 
accepting the same language, of tape complexity eL(n), for any constant 
c > 0. Moreover, the single tape off-line Turing machine is equivalent 
[8] to the deterministic linear bounded automaton of [4], [5], [6]. s 
From the above, in order to show that every sa language is accepted 
by a deterministic lba, it suffices to show that the language is accepted 
by a multitape off-line Turing machine of tape complexity L(n) = kn, 
for some constant k. We shall thus proceed to the main result. The sa S 
and S' and all notation is the same as what has been developed in the 
previous ections. 
VI. THE MAIN RESULT 
T~Eonn~. I f  L = 9~( S), then L is recognized by a deterministic linear 
bounded automaton. 
Proof. By Lemma 2, we assume S has property A. Let S r = (K t, T p, 
7 In [7], the off-line Turing machine is required to halt whether or not it ac- 
cepts the input, while we do not require this. I t  is trivial to show [I] that for the 
off-line Turing machine of tape complexity n, which we shall define, the halting 
requirement does not change the recognizing power of the devices. The particular 
device which we will construct will, in fact, always halt. 
s The lba is a Turing machine with a single tape upon which the input is placed. 
The lba may rewrite on its input, but its head cannot leave the region upon which 
the input is placed. 
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I, r)', 8b', qo, Z0, ~o) be the summary machine for S. We will construct a
five storage tape off-line Turing machine M recognizing L.
Suppose w of length n is input to M. On storage tape 1, M will sys- 
tematically generate strings in D (strings symbolizing sequences of 
moves of S'). Each string generated will be tested to see if it symbolizes 
a valid sequence of moves of S' which does not cause the length of the 
stack of S' to exceed 3n q- 2 symbols. Tape 2 of M will hold the stack 
of S' during the test. The remaining three tapes find use when M must 
determine if a given stack scan is possible from a given configuration. 
Initially, M marks off blocks of length 3n -k 2 on tapes 2 and 3, a 
block of length 3n q- 3 on tape 4, a block of length 21n q- 3 on tape 1 
and a block of length 2s(3n q- 2) on tape 5, where s is the number of 
states of S'. 
To describe the operation of M, let us assume that a particular string 
a in D is on tape 1, with that tape head at the left end of a and I a t =< 
21n -+- 3. Also, the input head of M is at the leftmost input symbol. M 
will test whether a symbolizes a valid sequence of moves of S' by com- 
puting, in turn, the configuration of S' after each composite move 
symbolized by a. The stack of S' is simulated by M on tape 2 and the 
state of S' is stored in M's finite control. Since every composite move 
begins and ends at the top of stack, M kao-~es where the stack head of S' 
is. 
Initially, the stack string on tape 2 is Z0, and M records that q0 is 
the state of S'. Let us suppose that the simulation of S' by M has pro- 
ceeded to some configuration (possibly the initial configuration). 
Stack string y is on tape 2, and M has recorded q as the state of S'. 
The input head of M is scanning some input symbol a (which has not 
yet influenced a move of S') and the head of tape 1 is scanning asymbol 
of a other than a 0. M must find, if it exists, the unique configuration 
that can result from the move or moves of S' symbolized by the symbol 
of a (and following O's in the case of a stack scan) currently under the 
head on tape 1. If no such configuration exists, M must generate a new 
string in D and test that. We shall consider the construction of the new 
configuration of S' by cases. 
Case 1. The symbol of a scanned is an e-print or aa e-erase symbol. 
M "knows" from ~' whether the move symbolized is allowed to S'. 
If so, M simulates this move. If not, M generates a new string in D 
for testing. However, it is possible that an e-print move will cause the 
stack string on tape 2 to exceed length 3n q- 2. In that case, M generates 
a new string in D instead of simulating the move. 
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Case 2. The symbol of a scanned is a true input move symbol, say i. 
M determines from the input symbol scanned, the state of S' and the 
rightmost symbol of y whether S ~ has at least i choices of true input 
move and, if so, what the ith choice is. M simulates this move directly 
if it exists and moves its input head right. If no such move exists, or if 
the move would cause the stack of S' to become larger than 3n -}- 2 
symbols, a new string in D is generated. 
Case 3. The symbol of a scanned is an e-stationary sequence. M can 
determine from the rightmost symbol of y whether there exists a se- 
quence of moves of S' resulting in the desired state transition? If so, 
M changes the state of S', and M generates a new string in D otherwise. 
Case 4. The symbol of a scanned begins the representation of a 
stack scan. Let (ql, q2) be the symbol now scanned on tape 1, and let 
this symbol be followed by i O's. M checks that ql is the current state of 
S and sets up a test on tapes 3, 4 and 5 to determine if a stack scan using 
the i input symbols under and to the right of M's input head is possible. 
Let y = Y~Y~- I  " "  Yi • The cells of tape 3 will hold an array V~, 
V~_~, . . .  , V1, and the cells of tape 4 will hold an array W~, Win_l, 
• . . ,  W0. Each of the V's and W's can take any subset of K '  as a 
value. Initially, V~ = {q] ~b'(ql, E, YI) contains (q, -1)},  and W~ = 
lql ~J(ql, a, Y1) contains (q, -1)},  where a is the symbol under M's 
input head. All other V's and W's are empty. M performs the following 
routine i times, shifting its head on tape 1 through the O's to count to i: 
(1) Using the block of length 2s(3n -9 2) on tape five as a counter 
the following is done 2s(3n + 2) times: For each j, 1 < j < m, 
if ~'(q, e, Y]) contains (p, d )and  q is in V~ or W~-, then p is 
adjoined to Vj_d or Wj-d, respectively. If ~'(q, a, Yi) con- 
tains (p, d), a is the symbol currently under M's input head 
and q is in V~, then p is adjoined to Wj_~. 
(2) M moves its input head right. 
(3) Except on the last (ith) iteration, M replaces V~ by Wj ,  
1 <= j ~ m, and makes Wj empty, 0 ~ j -<_ m. 
Observe that ff after performing step (1), q is in Wi ,  0 _-< j _-< m, 
then it must be that for some integer 1 and state p, p was initially in 
V~ and a: (p, y, l) (q, y, j) .  Also, if a: (p, y, l) (q, y, j ) ,  
then there is a sequence of moves of S', beginning in configuration 
(p, y, l) andending in eorffiguration (q, y, j ) ,  such that no pair of state 
9 This question is also solvable, but we do not offer a proof of this fact. 
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and stack head position repeats more than twice. Thus, if p was initially 
in V z, after 2s(3n + 2) repetitions of the central operation of step (1), 
q will be in Wj .  
Thus, after i iterations of the above process, q2 will be in W0 if and 
only if u: (ql,  y, 0) s~r, (q~, y, 0), where u is the string consisting of the 
i input symbols at or to the right of the position of M's input head when 
the test for a possible stack scan was started. 
We have now completed escription of how M tests a string a in D, 
i ~ I <- 21n + 3, to see whether it symbolizes a valid sequence of raoves 
of S' which does not cause the stack of S I to grow lo~ger than 3n + 2. 
Certainly, M can test whether the configuration after completion of the 
S' moves symbolized by a causes to have an empty stack. If so, M 
accepts its input, and if not, M generates another sequence in D whose 
length does not exceed 21n + 3. 
If the input w to M is in ~(S ' ) ,  then by Lemmas 4 and 6, M will 
eventually generate on tape 1 a string a which symbolizes a sequence of 
moves, leading to acceptance of w, for which S's stack does not exceed 
length 3n + 2. M will then successfully test a and accept w. Also, if M 
accepts its input after testing some a in D, then there is a sequence of 
moves of S p, leadimg to acceptance, which is symbolized by a. We 
conclude that M accepts L. 
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