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Abstract— In this work, we address the problem of searching
for homogeneous polynomial Lyapunov functions for stable
switched linear systems. Specifically, we show an equivalence
between polynomial Lyapunov functions for switched linear sys-
tems and quadratic Lyapunov functions for a related hierarchy
of Lyapunov differential equations. This creates an intuitive
procedure for checking the stability of properties of switched
linear systems, and an algorithm is presented for generating
high-order homogeneous polynomial Lyapunov functions in this
manner.
I. INTRODUCTION
Switched dynamical system models appear in various ar-
eas within control theory [1]. Hybrid dynamical systems can
be represented as switched systems, as can some stochastic
systems [2] [3]. As a modeling tool, switched linear systems
can be used to conservatively represent non-linearities in
dynamics or to robustly account for uncertain system pa-
rameters. Further, the consistent use of switched system in
safety critical systems facilitates a need for stability analysis.
In this work, we address the problem of searching for
homogeneous polynomial Lyapunov functions for stable
switched linear systems. Specifically, we show an equiva-
lence between polynomial Lyapunov functions for switched
linear systems and quadratic Lyapunov functions for a related
hierarchy of Lyapunov differential equations. This creates an
intuitive procedure for checking the stability of properties of
switched linear systems, and an algorithm is presented for
generating high-order homogeneous polynomial Lyapunov
functions in this manner.
This paper is organized in the following way. We intro-
duce common analysis tools for accessing the stability of
switched linear systems in Section II. Using the time-varying
Lyapunov differential equation as an initial case, we then
form a linear hierarchy of Lyapunov differential equations in
Section III. Stable solutions to these differential equations are
shown to correspond to homogeneous polynomial Lyapunov
functions later in the same section. In Section IV, we provide
an algorithm, formulated as an optimization problem, for
computing high-order homogeneous polynomial Lyapunov
functions for switched linear systems; this algorithm is pre-
sented in conjunction with a numerical example. A procedure
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for generating initial feasible solutions to this optimization
problem is discussed in Section V, and this paper ends with
an outline of some relations between homogeneous sum of
squares Lyapunov functions and homogeneous polynomial
Lyapunov functions of the kind suggested in this paper.
II. STABILITY AND SWITCHED LINEAR SYSTEMS
A. Preliminaries
Consider the switched linear system
x˙ = A(t)x, with A(t) ∈ {A1, . . . , AN} (1)
where x ∈ Rn and Ai ∈ Rn×n, i = 1, . . . , N . System (1)
is stable if there exists a common Lyapunov function V (x)
for each system
x˙ = Ax, with A ∈ {A1, . . . , AN}.
We formalize the notion of common Lyapunov functions for
switched systems with definition 1.
Definition 1. A Common Lyapunov Function for the system
(1) is a mapping V : Rn → R such that
V (x) > 0
V˙ (x) = 〈∇V,Aix〉 < 0
∀x 6= 0
∀i ∈ {1, . . . , N}.
(2)
Intuitively, if there exists at least one such common Lya-
punov function for each of the switched modes, then there
exists infinitely many such common Lyapunov functions. A
less intuitive result is that the stability of (1) implies the
existence of a common homogeneous polynomial Lyapunov
function for each of the switched modes [4]. We capture this
result in Remark 1, taken from [5], Theorem 4.5.
Remark 1. If the switched linear system (1) is asymp-
totically stable under arbitrary switching, then there exists
a common homogeneous polynomial Lyapunov function V
which satisfies (2).
In the instance that V is quadratic in x, the system (1)
is called quadratically stable. As discussed in the following
(Section II-B), quadratic polynomial Lyapunov functions are
the simplest substantiation of homogeneous polynomial Lya-
punov functions; thus the search for a quadratic Lyapunov
function for 1 has computational advantages in comparison
to other strategies for stability analysis. Recent progress in
polynomial optimization systems via sum of squares relax-
ations, however, has shown that more general polynomial
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Lyapunov functions could be computed as well with added
benefits, such as improved system stability margins.
For the remainder of this paper, we assume that N = 2
for simplicity of exposition.
B. Quadratic Lyapunov Functions for Switched Systems
Consider the dynamical system (1). We say that the
mapping
V (x) = xTPx
is a quadratic Lyapunov function for (1) if P is positive
definite and
d
dt
V (x(t)) < 0
for all nonzero x(t) [6]. The existence of quadratic Lyapunov
functions is known to be equivalent to the existence of a
positive-definite matrix P such that
AT1 P + PA1 < 0
AT2 P + PA2 < 0.
(3)
By a similar result, the system (1) is quadratically stable if
there exists a positive definite Q ∈ Rn×n that satisfies
A1Q+QA
T
1 < 0
A2Q+QA
T
2 < 0.
(4)
The value of the search for quadratic Lyapunov functions
is essentially computational; the search can be reduced to
solving a convex feasibility problem, involving linear matrix
inequalities, and many efficient solvers exist to solve such
problems [7], [8]. Moreover, the quadratic Lyapunov func-
tion is the simplest, and therefore most easily identifiable,
homogeneous polynomial Lyapunov function.
C. The Lyapunov Differential Equation
Rather than analyze (4) directly, we instead present the
time-variant, switched Lyapunov differential equation
d
dt
Q = A(t)Q+QA(t)T , (5)
where Q ∈ Rn×n.
Proposition 1. The switched Lyapunov differential equation
(5) is stable if and only if the system (1) is stable.
Proof. ©⇒ Assume the system (5) is stable, and let Q = xxT .
Then
d
dt
Q = x˙xT + xx˙T
= A(t)xxT + xxTA(t)T
= A(t)Q+QA(t)T .
Therefore Q = xxT converges to zero, which implies x
converges to zero along trajectories of (1).©⇒ Assume the system (1) is stable, and define Q(t) ∈
Rn×n with initial condition Q(0) = Q0. Any matrix
can be written as the sum of diads; therefore, there exist
p1,0, . . . , pN,0, q1,0, . . . , qN,0 ∈ Rn such that
Q0 =
N∑
i=1
pi,0q
T
i,0.
Next, consider the 2N trajectories that satisfy
d
dt
pi(t) = A(t)pi(t), pi(0) = pi,0, i ∈ {1, . . . , N}, (6)
d
dt
qi(t) = A(t)qi(t), qi(0) = qi,0, i ∈ {1, . . . , N}. (7)
Note that if (1) is stable then (6) and (7) converge to
zero for all i ∈ {1, . . . , N}. Therefore, taking Q =∑N
i=1 pi(t)qi(t)
T yields
d
dt
Q(t) =
N∑
i=1
(
p˙iq
T
i + piq˙
T
i
)
= A(t)
( N∑
i=1
piq
T
i
)
+
( N∑
i=1
piq
T
i
)
A(t)T
= A(t)Q(t) +Q(t)A(t)T ,
so Q(t) is a (unique) solution to the differential equation (5)
with initial condition Q0, and each qi(t) is stable. It follows,
therefore, that Q(t) also converges to 0.
In the following section we build on (5) to create a
hierarchy of polynomial Lyapunov of differential equations
for the system (1).
III. ESTABLISHING A HIERARCHY OF LYAPUNOV
DIFFERENTIAL EQUATIONS
We rewrite (5) as
~˙Q = (I ⊗A(t) +A(t)⊗ I) ~Q
= A(t) ~Q (8)
by taking ~Q to be the vectorization of Q, i.e. ~Q = vec(Q) ∈
Rn2 . For convenience, we refer to (8) as the meta-system
relative to system (1). Applying concepts of quadratic sta-
bility to meta-systems, the system (8) is stable if there exists
a positive definite P ∈ Rn2×n2 such that
AT1 P + PA1 < 0,
AT2 P + PA2 < 0, (9)
where A1 = (I⊗A1+A1⊗I), and A2 = (I⊗A2+A2⊗I).
These constraints correspond to the existence of a Lyapunov
function V ( ~Q) = ~QTP ~Q for (8).
We formalize the search for such a P , as the main problem
statement of the section.
Problem Statement. Given System (1), find a positive
definite matrix P ∈ Rn2×n2 that satisfies (9).
We refer to V ( ~Q) as a meta-Lyapunov function for (1). We
next address the problem statement and expanded to V ( ~Q)
to form a hierarchy of homogeneous polynomial Lyapunov
functions for (1).
A. Identifying Meta-Lyapunov Functions
In this section, we look for a candidate P that solves the
problem statement. First, we outline some relations between
the search for quadratic Lyapunov functions of the switched
system (1) and the search for quadratic Lyapunov functions
of the meta-system (8).
Theorem 1. If the the system (1) is quadratically stable,
then the system (8) is also quadratically stable.
Proof. Assume there exists of a quadratic Lyapunov function
V (x) = xTQx for (1), and pick P = Q ⊗ Q. Indeed P is
positive definite in the instance Q is positive definite. Let
R be a nonzero n × n matrix, with vector representation
~R = vec(R) ∈ Rn2 . Then
V(R) = ~RTP ~R
= ~RT (Q⊗Q)~R
= trace(RTQRQ)
= trace(Q1/2RTQRQ1/2),
where the last equality is obtained through the commutative
properties of the trace operator.
We next show that V decreases along the trajectories of
(8). Indeed
A(t)TP = (I ⊗A(t)T +A(t)T ⊗ I)Q⊗Q
= Q⊗ (A(t)TQ) + (A(t)TQ)⊗Q
and
PA(t) = Q⊗Q(I ⊗A(t) +A(t)⊗ I)
= Q⊗ (QA(t)) + (QA(t))⊗Q,
where A(t) ∈ {A1, A2}. Grouping terms then yields
A(t)TP + PA(t) = Q⊗ (A(t)TQ+QA(t)) + · · ·
+ (A(t)TQ+QA(t))⊗Q.
We now check that Q⊗ (A(t)TQ+QA(t))+ (A(t)TQ+
QA(t))⊗Q is negative semidefinite. To that end, we redefine
R and ~R, such that R is a nonzero n2×n2 matrix, with vector
representation ~R = vec(R). Then
~RT
(
Q⊗ (A(t)TQ+QA(t))
)
~R =
· · · = ~RT vec
(
(A(t)TQ+QA(t))RQ
)
· · · = trace
(
RT (A(t)TQ+QA(t))RQ
)
· · · = trace
(
Q1/2RT (A(t)TQ+QA(t))RQ1/2
)
,
and
~RT
(
(A(t)TQ+QA(t))⊗Q
)
~R =
· · · = ~RT vec
(
QR(A(t)TQ+QA(t))
)
· · · = trace
(
RTQR(A(t)TQ+QA(t))
)
· · · = trace
(
Q1/2RT (A(t)TQ+QA(t))RQ1/2
)
.
Since A(t)TQ + QA(t) is negative semidefinite, so is
Q1/2RT (ATQ+QA)RQ1/2, and its trace is negative. Thus
(ATQ+QA)⊗Q+Q⊗(ATQ+QA) is negative semidefinite.
This confirms P = Q ⊗ Q as a feasible solution to the
problem statement.
It is of course possible to repeat process again and show
that the function
V (ξ) = ξT (Q⊗Q⊗Q⊗Q)ξ
is a Lyapunov function for the meta-system of (8) when it
is rewritten as
d
dt
ξ = (I ⊗A(t) +A(t)⊗ I)ξ.
Pursuing the process further, it is possible to construct a
“hierarchy” of quadratic Lyapunov functions whose sizes are
n2
c
, where c is an integer greater than or equal to 1. In the
following, we complete this hierarchy to include quadratic
Lyapunov functions, whose sizes are even powers of n.
B. A Linear Hierarchy of Polynomial Lyapunov Functions
We next develop a hierarchy of dynamical systems whose
state space dimensions grow as integer multiples of n,
the dimension of the state-space of (1), and corresponding
quadratic Lyapunov functions. This hierarchy complements
the hierarchy of systems discussed above.
Theorem 2. System (1) is stable if there exists c ∈ N∗ and
Pc ∈ Rnc×nc positive definite such that
ATc,iPc + PcAc,i  0, i ∈ {1, 2} , (10)
where
Ac,i =
c−1∑
i=0
Ini ⊗Ai ⊗ Inc−1−i , i ∈ {1, 2} . (11)
Proof. Taking ~Q =
⊗c
1 x(t) ∈ Rn
c
, we find
~˙Q = Ac(t) ~Q (12)
where Ac is given by (10), and the stability of system (12)
implies that of System (1). Therefore System (1) is stable if
there exists a positive definite Pc ∈ Rnc×nc such that (10)
holds.
Theorem 2 shows that the existence of a Pc ∈ Rnc×nc
satisfying (10) for some integer c ≥ 1 certifies the stability
of (1). Moreover, such a Pc identifies
V (x) = (⊗c1 x(t)T )Pc(⊗c1 x(t)) (13)
as a Lyapunov function for (1); here, V (x) is a homogeneous
polynomial in the entries of x of order 2c. The degree of
V (x) grows linearly with c, therefore (13) defines a hierarchy
of Lyapunov functions certifying the stability of (1).
IV. NUMERICAL EXAMPLE
In this section, we provide an example case and show the
stability of a switched linear system using meta-Lyapunov
functions. Results are provided from MATLAB 2019a
A. Forming Meta-Lyapunov Functions
Let A, B and C be given by the following:
A =
[
0 0
0 −1
]
B =
[
1
1
]
C =
[
1 −1] .
Here we form a switched system (1) by taking Ai =
A − αiBC, i ∈ {1, 2} for some suitable choice of α1 and
α2. Choosing system parameters in this way ensures similar
convergence properties between the switched modes [1]. For
the purposes of this initial example, we take α1 = .5 and
α2 = 2.5 as to form the switched linear system
x˙ = A(t)x with A(t) ∈ {A1, A2} (14)
A1 =
[−.5 .5
−.5 −.5
]
A2 =
[−2.5 2.5
−2.5 1.5
]
.
Here A1 references the nominal system dynamics, and A2
references the disturbed system parameters.
When searching for a quadratic Lyapunov function
V2(x) = x
TP1x for (14), it is important that the levelsets
of V2 be small, as each level set corresponds to an invariant
region of the statespace. To that end, we search for a V2(x),
such that the trace of P1 is minimized. This procedure is
implemented with Algorithm 1, which specifically relies on
CVX, MATLAB’s convex optimization toolbox [9].
Algorithm 1 Find a Minimal Quadratic Lyapunov Function
for the Switched System
input : A1, A2 ∈ R2×2 from (1).
output: P1 ∈ R2×2 satisfying (3).
1: function QUADRATIC(A1, A2)
2: cvx begin sdp
3: variable P1(2, 2) semidefinite
4: 0 > AT1 P1 + P1A1
5: 0 > AT2 P1 + P1A2
6: P1 > I2
7: minimize(trace(P1))
8: cvx end
9: if Program feasible then
10: return P1
11: else
12: return ‘infeasible’
13: end function
In this case of this example, the convex program is found
feasible, and the Algorithm 1 returns
P1 =
[
2.8377 −1.8377
−1.8377 2.8377
]
.
Here, note that
eig(P1) = {1, 4.6754}
eig(AT1 P2 + P1A1) = {−.2388, −5.4367}
eig(AT1 P2 + P1A1) = {0, −5.6755}.
Rather than compute a quadratic Lyapunov function for
(14), we can instead search for higher-order meta-Lyapunov
functions by a similar method; specifically, implement this
search by calling Algorithm 2. Algorithm 2 takes as inputs
the system parameters A1 and A2, and a positive integer c,
and returns a matrix Pc, in the case that one exists, which
satisfies (10) at the cth level.
Algorithm 2 Find a Minimal Meta-Lyapunov Function for
the Switched System
input : A1, A2 ∈ R2×2 from (1). c ∈ N∗.
output: Pc ∈ R2c×2c satisfying (10).
1: function METALYAPUNOV(A1, A2, c)
2: Initialize: A1 =
∑c−1
i=0 I2i ⊗A1 ⊗ I2c−1−i
3: A2 =
∑c−1
i=0 I2i ⊗A2 ⊗ I2c−1−i
4: cvx begin sdp
5: variable Pc(2c, 2c) semidefinite
6: 0 > AT1 Pc + PcA1
7: 0 > AT2 Pc + PcA2
8: Pc > I2c
9: minimize(trace(Pc))
10: cvx end
11: if Program feasible then
12: return Pc
13: else
14: return ‘infeasible’
15: end function
Note that Algorithm 2 is equivalent to Algorithm 1 in the
case that c = 1. Using Algorithm 2, we are able to easily
compute high-order meta-Lyapunov functions on (14). For
instance, we can find a fourth order homogeneous Lyapunov
function V4(X) = (x ⊗ x)TP2(x ⊗ x) for (14) by calling
METALYAPUNOV(A1, A2, 2). In this case
P2 =

4.2397 −2.5885 −2.5885 2.2500
−2.5885 4.3400 3.3400 −4.1038
−2.5885 3.3400 4.3400 −4.1038
2.2500 −4.1038 −4.1038 6.7442
 .
Sixth and eight order meta-Lyapunov functions can similarly
be calculated by calling METALYAPUNOV(A1, A2, 3) and
METALYAPUNOV(A1, A2, 4), respectively.
Note that as the order of the meta-Lyapunov function
increases, the level sets of the invariant sets compress. We
show this by plotting the level sets of the meta-Lyapunov
functions, and the set of possible system trajectories for
a specific initial condition (Figure 1). Additionally, note
that the level sets of high order Lyapunov functions lose
convexity.
Fig. 1: Simulated system response of (14). When starting
from x0 = [1 0]T , the system can only reach the region
shown in pink. The equipotentials of high-order homoge-
neous Lyapunov functions are also shown.
V. LYAPUNOV FUNCTION HIERARCHY: GROWING
EXPRESSIVITY
The foregoing discussion introduces a hierarchy of
quadratic Lyapunov functions. Interestingly, the higher-
degree Lyapunov functions present a more powerful tool to
establish stability of switched linear systems of the kind
(1). This property becomes apparent, for instance, when
calculating the reachable set of (1) given some initial condi-
tion; quadratic Lyapunov functions have elliptical sub-level
sets, and therefore can only be used to calculate elliptical
reachable sets, whereas higher order polynomial Lyapunov
functions can designed with more complex sub-level set
geometries.
It is useful, therefore, to calculate higher order meta-
Lyapunov functions for (1), even in the instance that the
stability of (1) has been shown previously using some low
order meta-Lyapunov function. As suggested in Section III-
A, given some homogeneous polynomial Lyapunov function
Vc(x) = (⊗c1x)TPc(⊗c1x) for (1), which is of order 2c,
a homogeneous polynomial Lyapunov of order 4c can be
calculated as V2c(x) = (⊗2c1 x)T (Pc ⊗ Pc)(⊗2c1 x). Proposi-
tion 2 expands this result and provides an intuitive method
for constructing high-order meta-Lyapunov functions for (1),
given two lower-order polynomial Lyapunov functions for
the same system.
Proposition 2. If Pa ∈ Rna×na and Pb ∈ Rnb×nb satisfy
(10) for c = a and c = b, respectively, then Pa+b = Pa ⊗
Pb ∈ Rna+b×na+b satisfies (10) for c = a+ b.
Proof. Let Pa ∈ Rna×na and Pb ∈ Rnb×nb be meta-
Lyapunov matrices for (1) with orders 2a and 2b. By
definition ATa Pa + PaATa < 0
ATb Pb + PbATb < 0
where Aa ∈ Rna×na and Ab ∈ Rnb×nb are given by (11).
Additionally, note that by (11) we have
Aa+b =
a+b−1∑
i=0
Ini ⊗A⊗ Inc−i
= Aa ⊗ Inb + Ina ⊗Ab.
We now go about showing that Pa+b = Pa⊗Pb is a meta-
Lyapunov matrix for (1) with order 2(a + b). To that end,
we calculate ATa+bPa+b + Pa+bAa+b and ensure negative
definiteness.
ATa+bPa+b = (ATa ⊗ Inb + Ina ⊗ATb )(Pa ⊗ Pb)
= (ATa Pa)⊗ Pb + Pa ⊗ (ATb Pb)
Pa+bAa+b = (Pa ⊗ Pb)(Aa ⊗ Inb + Ina ⊗Ab)
= (PaAa)⊗ Pb + Pa ⊗ (PbAb)
Therefore
ATa+bPa+b + Pa+bAa+b = (ATa Pa + PaAa)⊗ Pb+
Pa ⊗ (ATb Pb + PbAb).
Pa and Pb satisfy (10), therefore we have
ATa+bPa+b + Pa+bAa+b < 0.
This confirms that Pa+b satisfies (10).
A clear corollary to Proposition 2 is that the existence of a
quadratic Lyapunov function for (1) proves the existence of
meta-Lyapunov functions for (1) at every higher even order.
The converse, however, is not true; some quadratic Lyapunov
functions can be found at higher levels of the hierarchy of
dynamical systems (12) whereas no such quadratic Lyapunov
function exists at lower levels of the hierarchy. Therefore, in
the instance that a quadratic Lyapunov function cannot be
found for (1), searching for a higher-order meta-Lyapunov
is still a viable option.
In the instance that some number of low order meta-
Lyapunov functions exist for (1), one can use the procedure
defined by Proposition 2 to generate higher order meta-
Lyapunov functions; that is, given Pa and Pb which satisfy
(10), we can easily generate a homogeneous polynomial
Lyapunov function of order 2(a + b) for (1). In general,
however, generating meta-Lyapunov functions in this way
does not lead to better stability margins. As an example,
we reconsider the system (14), and show that V 10(x) =
(⊗51x)T (P2 ⊗ P3)(⊗51x) is less conservative than V6(x) =
(⊗31x)TP3(⊗31x) (See Figure 2). Nonetheless, the procedure
defined by Proposition 2 does allow for the calculation of a
feasible solution to the constraint (10); therefore, one might,
use this solution as an initial feasible point when beginning
the search for some higher-order meta-Lyapunov function for
(1).
Fig. 2: Equipotentials of meta-Lyapunov functions V4(x) =
(⊗21x)TP2(⊗21x) (red) and V6(x) = (⊗31x)TP3(⊗31x) (blue),
going through x0 = [1 0]T . The levelset of V 10(x) =
(⊗51x)T (P2 ⊗ P3)(⊗51x) at x0 is also shown (green).
VI. RELATION TO HOMOGENEOUS POLYNOMIAL
LYAPUNOV FUNCTIONS
Traditionally, the search for a polynomial Lyapunov func-
tions systems of the form (1) is encoded as the search for a
sum of squares polynomial V (x), satisfying (2).
Definition 2. A polynomial p(x) is a sum of squares in x if
there exist polynomials g1, · · · , gr such that
p(x) =
r∑
i=1
gi(x)
2.
The search for a sum of squares polynomial V (x), sat-
isfying (2), is known to be a convex optimization problem,
computable as a semidefinite program [10]. Many efficient
solvers exist to handle such problems [7], [8].
We next show that the existence of quadratic Lyapunov
functions for the hierarchy of dynamical systems (12) guar-
antees the existence of a homogeneous sum of squares
polynomial Lyapunov functions for (1).
Theorem 3. If there exists a Pc ∈ Rnc×nc satisfying (10)
for some c ∈ N∗, then there exists a homogeneous sum of
squares polynomial Lyapunov function V2c of degree 2c for
the system (1).
Proof. Fix c ∈ N∗, and assume there exists Pc ∈ Rnc×nc
satisfying (10). In this case V (ξ) = ξTPcξ that is a quadratic
Lyapunov function corresponding to the c-th level in the
hierarchy of dynamical systems (12). Let ξ(x) = ⊗c1x.
Then V (ξ(x)) is the sum of homogeneous monomials of
degree 2c across all possible combinations of the entries of
x, thus a homogeneous polynomial Lyapunov function in
x. Likewise, ddtV (ξ) will be (i) negative definite by virtue
of V being a quadratic Lyapunov function in ξ and (ii) a
homogeneous polynomial of degree 2c in the entries of x.
Thus, V (⊗c1x) is a homogeneous sum of square polynomial
Lyapunov function for (1).
It is more difficult, however, to prove the converse; that
is it is unknown whether the existence of homogeneous sum
of squares polynomial proves the existence of a matrix Pc ∈
Rnc×nc satisfying (10).
Conjecture 1. If there exists a homogeneous sum of squares
polynomial Lyapunov function of degree 2c for the system
(1), then there exists a Pc ∈ Rnc×nc satisfying (10) for some
c ∈ N∗.
VII. CONCLUSION
This work addresses the problem of searching for homo-
geneous polynomial Lyapunov functions for stable switched
linear systems. Specifically, an equivalence is shown between
polynomial Lyapunov functions for switched linear systems
and quadratic Lyapunov functions for a related hierarchy of
Lyapunov differential equations.
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