Abstract. For a given endomorphism on a unitary k-algebra, A, with k in the center of A, there are definitions of twisted cyclic and Hochschild homology. This paper will show that the method used to define them can be used to define twisted de Rham homology. The main result is that twisted de Rham homology can be thought of as the kernel of the Connes map from twisted cyclic homology to twisted Hochschild homology. . In this paper we will generalize that result to the case of twisted cyclic homology based on a given k-algebra endomorphism, h : A → A. Here the bimodule of 1-forms will come from the twisted derivation,
For a noncommutative algebra A, Connes [1] and Karoubi [4] define the module of n-forms by taking the iterated tensor product of the bimodule of 1-forms. Karoubi in [4, Chapter 2] defines noncommutative de Rham homology. For the case where A is an associative unitary algebra over a commutative ring, k, containing Q, he shows that the reduced noncommutative de Rham homology is isomorphic to the kernel of the Connes map B fromHC n (A), reduced cyclic homology, toHH n+1 (A), reduced Hochschild homology. The bimodule of 1-forms used comes from the derivation d : A → A⊗ k A, with d(a) = 1⊗a−a⊗1. In this paper we will generalize that result to the case of twisted cyclic homology based on a given k-algebra endomorphism, h : A → A. Here the bimodule of 1-forms will come from the twisted derivation,
The definitions for twisted Hochschild homology and twisted cyclic homology are given in [3] . As pointed out there, in the twisted case C * (A) itself is a paracyclic object, and we need to take an appropiate quotient of C * (A) to obtain a cyclic object. It is quite interesting that even though the intrinsic definitions of the h-twisted theories differ considerably from the classical nontwisted theories, still there is an appropriate extension of de Rahm homology to the twisted case and an extension of the maps between all the twisted theories that give us a generalization of [4 Since their definitions come from the study of quantum groups, they are given with respect to a k-algebra automorphism, but they work equally well for any k-algebra endomorphism.
Twisted derivations
Suppose we have an associative unitary algebra A over a ring k with the map r → r · 1, r ∈ k, an isomorphism from k to a k-subalgebra lying in the center of A. A represents A/k and A ⊗ A will stand for A ⊗ k A.
Example. Let I h be the sub-A-bimodule of A ⊗ A generated by the terms
then every element in I
h can be written as a linear combination of terms of the form ad h b. Multiplication on the left is straightforward, while multiplication on the right is given by ad
as a left A-module I
h is isomorphic to A ⊗Ā under the isomorphism sending a ⊗b to ad h b. This is proved in [7, Lemma 3.1] . The statement made there is for an automorphism but the proof goes through equally well for any endomorphism. We can also view I h as the kernel of a multiplication map, given by μ
h . That I h is in the kernel of μ h is easy to see.
In [7] it is proved that (
Twisted Hochschild and twisted cyclic homology
The definitions of twisted Hochschild and twisted cyclic homology in [3] are based on the definition of [5] for twisted cyclic cohomology. Given a k-algebra automorphism h of a k-algebra A, they define C h n (A) as the quotient of C n (A) by the image
As mentioned in the introduction, the quotient is needed to obtain a cyclic object. [6] , and b n is given by b n (a 0 , a 1 , · · · , a n ) = (h(a n )a 0 , a 1 , · · · , a n−1 ). Using the complex (C h n (A), b h ), they define twisted Hochschild homology, which they denote as HH h n (A). To get twisted cyclic homology, they define
, and from that they get a double complex similar to [6, §2.5.10] . As in the nontwisted case the formula for B h is simpler after normalization. That is, we takē C h n (A) to be the quotient of C h n (A) by the k-submodule generated by all terms (a 0 , a 1 , · · · , a n ) such that at least one of the a i = 1, for some 1 ≤ i ≤ n. In the normalized case, B h can be given by the formula
From this double complex they define twisted cyclic homology. As mentioned in the introduction, all of the above goes through for any k-algebra endomorphism. The same "modding out" by (1−T ) can be done on the differential,
This follows from the fact that
The maps d h and b h as maps onC h n (A) are related by the formula
. κ is the Karoubi operator given by the formula
For h = id, we have κ = σ, the endomorphism appearing in [6, §2.6.8] . There the formula is given as
From the above it follows that κ commutes both with
Im(1−κ) , and from this defineC
. 
The following is a generalization of noncommutative de Rham homology; see [6] .
Definition 2. Given a k-algebra endomorphism, h, of A, the twisted de Rham homology of
which we will denote as HDR h n (A). At the end of the introduction it was noted thatHC h,λ * (A) represents the reduced twisted cyclic homology coming from a Connes complex. Here are the details. We get the Connes complex from quotients of C h n (A) by the image of the map, ( 
n (h(a n ), a 0 , · · · , a n−1 ). The quotient is denoted as C h,λ n (A). It turns out that b h is well defined on C h,λ n (A) and yields a chain complex (C h,λ n (A), b h ). To get reduction, we mod out by the k-submodule generated by all terms of the form (a 0 , a 1 , · · · , a n ), where at least one of the a i = 1, i ≥ 0, and denote the quotient asC
. When ch(k) = 0 this homology is the same as the twisted cyclic homology we get from the double complex [2] , and that is exactly the case we are dealing with in the main theorem.
Another way of getting reduction on C h,λ n (A) is to mod out by Im(d h ). That is,
In modding out by Im(1 − t) and Im(d h ), we get that every (a 0 , a 1 , · · · , a n ) with any a i = 1, i ≥ 0, is modded out. Conversely, when you make reduction, as above, you have already modded out everything in Im(d h ). With this in mind we have an easy proof of the following lemma.
we have κ = t. Hence both are isomorphic tō
.
Using the method in [6, §1.4.2] , applied toC Proof. To start with we have for n ≥ 1
Using the fact that κ has order n inC
is the zero map onC h 0 (A), and we get thatHH
Using the formulas in [7] , 
Lemma 3. There is a commutative diagram:
We now have all the facts needed to generalize Karoubi's theorem. 
That is, we can think ofHDR

