Introduction
The last few years of technological development made 3D Scanning a mature technology. This is a consequence not only of the improvements of the acquisition devices, but also of the development of new algorithms which automatize most of the required raw data processing and fully exploit the resources of graphics hardware. One of the most important fields of application of 3D scanning is Cultural Heritage. There are several reasons behind this: the sampling accuracy and speed granted by this technology, the variety of different objects that can be acquired, the possibility to acquire data without touching the objects, the wide number of possible uses of the digital 3D models (from archival and restoration support to rapid prototyping). While 3D scanning is able to provide an extremely accurate representation of an object, the final digital 3D model can suffer from a number of geometric artifacts (singular vertices, overlaps/folds, self-intersections, complex edges, holes). Some of them can be generated during the acquisition of the single range maps, while others are introduced during the processing of the raw data. Artifacts removal is a quite important subject in the Computer Graphics and Computer Vision research: while some of the artifacts types can be easily detected and removed, others can present difficulties in both detection and removal. Holes are a common and unavoidable artifact in scanned meshes. 3D models obtained via 3D Scanning are very rarely complete, since usually not all the parts of an object can be reached by the scanner. Moreover, it is also possible that some parts are not covered due to errors or carelessness during the acquisition campaign. The presence of holes in a 3D model can be distracting and annoying during visualization, hence several methods to automatically fill the holes were presented in literature, including reconstruction methods that produce water-tight models. Most of these approaches rely on the analysis of the existing geometry of the model: even in the case of holes of medium and large size, the new geometry can be almost indistinguishable from the rest of the model. Nevertheless, the hole filling operation can be a problem in the case of Cultural Heritage, since the geometry created is a plausible but essentially guessed information. On the contrary, the approach of Cultural Heritage experts usually tries to avoid the creation of not reliable data. Hence, the final geometry is usually kept uncomplete unless the hole filling is key for further applications (e.g. rapid prototyping).
In this paper, we present an approach that aims to fill the holes of an uncomplete mesh by extracting information about the missing geometry from one or more images. The data are obtained by analyzing images of the real object, on Figure 1 . A rendering of an uncomplete model, where part of the geometry could not be acquired with laser scanner, and an image which depicts the missing zones.
which a pre-defined colored pattern (generated by a projector or a laser diode) is projected on the zone which was not covered by the scanner. Using a digital camera, it is much easier to frame partially occluded regions: an example of an uncomplete model is presented in Figure 1 , where a number of small regions of the capital were not be sampled properly (in most cases, since they were hidden either to the emitter or to the sensor of the triangulation-based scanning device). The same regions can be easily framed using a digital camera. Nevertheless, without further information it can be hard to infer data about the geometry of the object:. Conversely, the analysis of the shape of the projected pattern gives additional information that can be used to find a shape-congruent patch to close the hole. In our approach, the hole patch is obtained with a semiautomatic process: the first step is to align the image on the 3D model (this is the only manual step in our current implementation, but automatic solutions are possible also for this phase); then, the pattern is extracted from the image and, given the knowledge of the calibrated projector position wrt. the camera parameters, we are able to estimate the geometry of several points lying on the object surface and corresponding to the reflected pattern; these geometric data are then used, together with the hole open border and the nearby surface to reconstruct the patching sub-mesh. In this way, even the geometric features which were completely lost due to the lack of information can be recovered.
The paper is organized as follows. An overview of the hole filling issues and previous solutions is presented in Section 2. The requirements and solutions for the image acquisition setup are discussed in Section 3, while Section 4 describes the hole filling process. Some results and a comparison with state-of-the-art methods are shown in Section 5. Finally, conclusions and future work are presented in Section 6.
Related Work
Hole filling has been an important field of research in recent years. Closing holes of small size is a trivial operation. Unfortunately, 3D scanning produces many holes (usually from hundreds to thousands in the case of complex models) and many of them have a large extension, a high number of border edges and a complex shape. Examples of the complexity of the possible holes are presented in [6] . In this case, the filling operation can be very long and prone to errors. Most of the proposed approach assume no information about the missing geometry. Hence, this information is mainly extracted from the shape of the model around the hole. These hole filling techniques can be roughly divided in two groups: volumetric and surface oriented. In the context of the volumetric techniques, the model or the sampled data are usually immersed in a volumetric grid and all the holes are filled while reconstructing the entire shape. These methods essentially use regular [13, 8, 6] or adaptive [4] grids. They are usually quite robust, able to deal with isles and high resolution models, since they essentially derive from the Marching Cubes approach [18] . Nevertheless, there is a substantial remeshing of the geometry, and all the holes are filled (they cannot be managed selectively). These modifications could not be wanted by the user. The surface oriented algorithms work on a single hole at a time, and the new information is usually inferred by analyzing the shape of the surface near the border of the hole. A simple but effective method was proposed by Varnuška et al. [15] . Other approaches use Radial Basis Functions [5] or Moving Least Squares [2] to obtain a smooth filling surface. Another example is the method proposed by Liepa [10] , that is able to provide very good results. It is divided in three main phases: in the first one, a rough triangulation that fills the hole is found, the the remeshing and smoothing phases produce an almost undistinguishable new surface. Another subgroup of surface oriented approaches extract information from the analysis of all the geometry of the model. Bendels [3] and Sharf [17] extend the idea of image inpainting and texture synthesis by analyzing the model and finding surfaces whose shape is similar to the ones near the border of the hole. Then, the hole is filled using patches of already existing geometry. Park et al [14] use a similar idea to reconstruct both shape and appearance from scanned data. Surface oriented approaches can obtain good results and act selectively on single holes. Unfortunately, the complexity of the algorithm can be very high when the number of border edges increases. As already stated, the methods cited until now don't assume knowledge of the real shape the missing surface. An alternative idea is to infer missing information from an external source: Akbarzadeh et al [1] combine a large set of different data to complete a model of a city landscape. Analogously, it is possible to use data obtained from photogrammetry [16] to fill the holes in architectural models. Nevertheless, the acquisition of these integration data can be quite cumbersome. Xu [19] proposed a much simpler source of data: a single image of the object. It is used to estimate a set of normal vectors, which generates a smooth surface which should recover the real shape of the object. Unfortunately, the results shown in the paper are obtained using renderings of an uncomplete model. No example using real images is shown.
The acquisition setup
The aim of the proposed work was to provide a method which should be able to fill the holes of a 3D model using information about the real shape of the missing part. This is a key issue for the use of such an algorithm in the context of Cultural Heritage (but also in other important application fields, like industrial prototyping). Moreover, to allow easy deployment for CH applications, we decided to use the simplest possible type of additional data. Clearly, digital images are a very easy-to-obtain and flexible source. Acquiring an image is a very fast operation, and a large amount of data is obtained. Moreover, the easy handling of a digital cameras allows to frame portions of an object which cannot be easily reached by a scanner. Unfortunately, as the results of the work of Xu [19] showed, the processing of an image is still an hard task, especially when it's necessary to discriminate between geometric and appearance information. For this reason, it was decided to project a pre-defined pattern on the real object, and to analyze its shape on the image in order to infer data about the surface that has to be reconstructed. Accurate patterns can be generated even by low-end laser diodes: hence, it is possible to think of a compact and cheap acquisition device formed by a digital camera and a laser diode mounted on it. With this device, the user could take photos of the parts of the object which were not covered by the scanner, and then the images can be used to complete the 3D model. In the next Sections, we also used a projector to generate the patterns, but all the processing pipeline is clearly independent of the type of pattern emitter adopted.
In a more generic fashion, our acquisition setup is composed by a digital camera and a pattern projector whose position is not coincident with the one of the camera (to avoid parallax effect). Even though also in this case some part could not be reached due to the different positions of emitter and objective, the advantage of this device would be the much higher handiness. The example in Figure 1 shows that digital cameras can easily frame portions that are unreachable for a 3D scanner. A further choice about the acquisition device is the type of pattern to project on the model. Three examples are shown in Figure 2 . It was decided to consider only patterns which are inscribed in a pre-defined shape (like the square in the central and righthand examples of Figure 2 ). This was extremely important for the definition and robustness of the image processing and projector position estimation steps (see next Section). The output of the acquisition setup is one or more images of the object on which a (pre-defined) pattern is projected. The necessary steps to extract information which will be used to fill the hole are presented in next Section.
Data processing and hole filling
The data processing pipeline needed to fill the holes starting from the image can be divided in the following steps:
• For each image framing the hole region:
-image registration on the 3D model (image-togeometry transformation);
-extraction of the pattern pixels from the image;
-estimation of the position and orientation of the pattern projector;
• Hole filling, using the knowledge gained with the projected pattern points.
All of the steps are either automatic or semi-automatic. The whole filling operation is completed within minutes, taking into account both user intervention and processing time.
The next subsection will present each processing step and the intermediate data extracted.
Image-to-geometry alignment
In order to be able to reconstruct the missing geometry, it is necessary to estimate the the position of the elements of the acquisition setup. The first step is to find the position of the digital camera wrt. the sampled artifact. This is obtained by registering the image to the digital 3D model. There are several automatic and semi-automatic methods to do this [9, 11] . In our paper, we used a semi-automatic approach [7] which allows to obtain the estimation of the camera parameters (intrinsics and estrinsics) in a couple of minutes. The knowledge of the camera position is critical in order to be able to estimate the projector position and to transform the extracted 2D information (pattern pixels location) into points in 3D space .
Pattern extraction from image
In addition to the camera position, it is necessary to analyze the image in order to extract further information about the projected pattern. This is done by applying some common image processing filters to find and extract the pattern.
The first operation is to find the pattern pixels in the context of the image. Although this can be done automatically, in the current implementation the user is asked to pick the four external corners of the pattern on the image. These user-defined data are also used to enhance the projector position estimation. Once that the user has selected the four corners, the bounding square of the pattern is extracted (see Figure 3 -left). Then, the further processing is operated only on the red channel ( Figure 3 -center). Since we want to associate each line of a pattern to a single line of pixels in the image, an erosion filter is applied in order to extract the central line of pixels for each line of the pattern (Figure 3-right) .
Pattern projector position estimation
One possible design for the acquisition device, as described in Section 3, is to couple a digital camera with a small projector (e.g. a laser diode) firmly mounted on it. In this case, the calibration of the device should be done only once in its lifetime (for example, by taking pictures of a calibration object and calculating the relative distance between the camera and the projector). Known the camera-projector calibration and the image-to-geometry alignment to the 3D model (see previous subsection), the position of the projector can be automatically computed. Nevertheless, we decided to take into account a more general case, where the projector position is not known in advance. The estimation of the projector position is a key element for the accuracy of the overall geometry reconstruction process. The data extracted in the previous steps are used in order to perform it. Moreover, it's necessary to have a model of the pattern (essentially the divergence angle of the projected grid). In the case of a laser diode, it can be inferred from the specifications, otherwise it can be easily calculated by measuring the size of the projected grid at different known distances. The projector position is estimated using an implementation [12] of the Levenberg Marquardt method, which is a robust MSE estimator for nonlinear problems. The input data to the solver are the model of the projector and a number (16 in our tests) of points chosen from the external lines of the pattern extracted from the image (see previous subsection). The pattern pixels on the image are projected on the 3D model (using the camera data obtained from the image-to-geometry registration phase). Then, the algorithm iteratively fits the projector model to the set of 3D points until convergence. This method proved to be quite robust and fast, since convergence is usually obtained in seconds; its accuracy was assessed with the analysis of the results presented in the next section. As a matter of fact, small errors in position estimation would generate visible inaccuracies in geometry reconstruction.
Geometry reconstruction and hole filling
The previous steps extracted from the image all the data which are necessary to drive the hole filling process. Knowing the camera and the projector positions and orientations, and the coordinates of the pixels of the image associated to the pattern, it is possible to apply triangulation (in the same fashion as the laser and structured light triangulation 3D scanners) in order to associate a 3D position to each pattern pixel of the image. Hence, a new 3D point can be created for each pattern pixel which maps on the hole zone. Before starting geometry reconstruction, we take advantage of the redundancy of data in order to improve the accuracy. In a first stage, only the pixels which map on the already existing geometry of the model are taken into account. For each pixel, the 3D coordinates obtained via triangulation and the projection of the pixel on the 3D model are compared. The value of the differences in depth of the two positions (averaged over all the considered pixels) is used as a correction factor that takes into account the possible inaccuracy introduced in the projector position estimation phase. Finally, the reconstruction of the surface can start. For each pattern pixel not projecting on the 3D model, a 3D position is calculated (taking into account also the correction factor) . Starting from the new 3D points, several strips of new triangles are created (see Figure 4a ) and then connected to the hole borders. This is the key step in the whole procedure: the hole filling problem is split in several simpler hole filling problems. But the splitting is obtained by inserting information about the real shape of the object. In this way, eventual features which were completely absent can be (at least partially) retrieved. After this very important stage, the hole filling algorithm is very similar to the one proposed by Liepa [10] : in a first stage, a rough filling is obtained by finding minimum-area spanning surface which also takes into account the dihedral angles between adjacent triangles (4b). Then, a remeshing phase splits the newly created triangles until their average size is similar to the one of the rest of the model (4c). Finally, a smoothing filter makes the new surface almost undistinguishable from the rest of the model (4d). In conclusion, once that the input data have been analyzed, the hole filling operation is completely automatic, and the quality of the results is extremely good.
Results and comparison
The previous Section showed that the quality of the reconstructed surface is comparable to the results obtained from the state-of-the-art hole filling methods. But the main goal of the method was to be able to recover geometric features that couldn't be reconstructed without some knowl- edge of the shape of the object. Hence, a set of test cases was created to compare the results of our method with other techniques, not only in terms of visual pleasantness, but especially in terms of geometric accuracy. In order to perform this, we created artificial holes in several complete models (acquired with 3D scanning technology) and, then, we compared the results obtained with our method and with two reference alternative methods: Earcut [15] and Liepa [10] . The first one is a very simple but effective method, where the final triangulation is usually quite rough. The second method, while more complex, provides visually pleasant fillings.
The tests were created in order to cover different possible cases, including the case where no particular geometric feature is missing and the one where important data are partially or totally missing. The results of two tests are shown in Figure 5 . In the second one, a visible geometric feature is removed from the model: the result obtained with Leipa has a smooth shape, but information about the geometric features is totally lost. The same can be observed on the EarCut result, with the addition of a lower quality triangulation. Our method is instead able to partially recover the detail. In the last case, all methods obtain similar results.
Visual comparison is not enough to validate the accuracy of our method. For this reason, we calculated the Hausdorff distance between the original and the reconstructed models. This distance allows to measure the actual accuracy of the newly created geometries. The results of four test sets are shown in Table 1 . The first observation is that the Liepa results are the less accurate ones: the error is introduced by the remeshing and smoothing phase, which improves the appearance of the surface, but introduces a quite high error. The triangulation obtained by EarCut is quite similar to the original mesh, but it is often visually unpleasant. Our method offers a very good compromise between accuracy and appearance: while producing smooth surfaces, the error is always comparable (if not lower) to the EarCut. Considering also that our method shares the triangulation, remeshing and smoothing phase with Leipa, this further shows that, since almost no error is added, this is due to the fact that the information extracted from images is really a representation of the shape of the object. Otherwise, the Hausdorff distance value would be comparable.
Discussion, future work and conclusions
The presented system is a compact and easy to use way to close portions of surfaces which cannot be reached by laser scanner. It is mainly based on the triangulation measurement; hence, it suffers from the same weak-points of the triangulation devices. But most of them can be overcome by two main advantages: the framed area and the handiness. The fact that a much smaller area is framed and reconstructed reduces greatly the cone of occlusion. Moreover, the digital camera is much more handy than a scanner, hence most of the occlusion issues can be solved by moving or rotating it. Its handiness permits also to reach areas which cannot be reached by scanners, due to their size. An alternative solution to this system could be the use of a Z-Cam, which calculates the depth of points in the space using time-of-flight. In this way, the problem of occlusion is eliminated. Unfortunately, the current precision of these devices (1-2 cm of error on the single measurement) and their cost make them still not usable in the practical case. The previous Section showed that the use of our simple acquisition setup can lead to a coherent completion of un-sampled geometry. In particular, it was proved that it is possible to extract accurate geometric information using a simple image. While for the testing part only one image at a time was used, it is possible to integrate the data coming for multiple images in order to improve accuracy in reconstruction. Other possible future improvements can be found. First of all, considering the decrease in costs of laser diodes with custom patterns, the first goal is to build a low-cost device on which our system can be used in practice. This could lead to a more in-depth test on a set of more complex real cases. Regarding the improvement of the processing part, the image processing can be made completely automatic, and more robust filter can be experimented in order to extract the pattern from the images. An alternative solution could be the use of a filter on the camera objective (like the ones Figure 5 . Four of the tests performed to validate our method. (a) the original mesh, (b) the hole created in the mesh, (c) Liepa [10] result, (d) EarCut [15] result, (e) our method result used by laser triangulation scanner) in order to further facilitate the pattern identification and extraction. Finally, other applications can be found for this system. For example, the pattern can be used to improve the accuracy of model acquired with lower-accuracy devices (i.e. timeof-flight scanners). Once that an important detailed part is found, several images can be taken in order to improve the quality of the acquired mesh by deforming the geometry in order to fit the data extracted from the images. In conclusion, a simple, semi-automatic and robust method to complete un-sampled data (especially in the field of Cultural Heritage) was presented. This system can guarantee the reliable completion of incomplete 3D model, so that they can be used for a wide range of applications, from mere visualization to rapid prototyping.
