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Für die Simulation technischer Bauteile mit Hilfe der Finite-Elemente-Methode (Fem) wer-
den tensorielle Stoﬀgesetze benötigt, die zu einem beliebigen dreidimensionalen Verzerrungs-
zustand und gegebenenfalls der Belastungsvorgeschichte und -geschwindigkeit des Materials
die zugehörige Spannungsantwort liefern. Die Entwicklung derart komplexer Materialmodel-
le verläuft oftmals über Zwischenstufen, die zunächst nur Vorhersagen für den einachsigen
Zug-/Druckversuch erlauben. Zur automatischen Verallgemeinerung solcher eindimensiona-
ler Materialbeschreibungen zu vollständig dreidimensionalen Stoﬀgesetzen für die Finite-
Elemente-Methode wird im Rahmen dieser Arbeit das Konzept repräsentativer Raumrich-
tungen vorgeschlagen, welches auf der Integration einachsiger Spannungszustände über eine
diskrete Anzahl gleichmäßig verteilter (repräsentativer) Raumrichtungen basiert.
In der vorliegenden Arbeit wird der Algorithmus anhand verschiedener inelastischer Bei-
spielstoﬀgesetze auf dessen grundlegende Eigenschaften untersucht. Hierbei zeigt sich, dass
die wesentlichen Materialeigenschaften des jeweiligen uniaxialen Eingangsmodells bei der
Verallgemeinerung vollständig erhalten bleiben. Weiterhin werden einige wichtige Eﬀek-
te vom Konzept automatisch generiert, wie z. B. die anisotrope Entfestigung technischer
Gummiwerkstoﬀe oder die formative Verfestigung metallischer Werkstoﬀe, was eine reali-
tätsnahe Simulation dieser Materialklassen ohne zusätzlichen Arbeitsaufwand erlaubt. Das
Konzept repräsentativer Raumrichtungen wurde in die zwei kommerziellen Finite-Elemente-
Programme Msc.Marc und Abaqus implementiert. Hiermit können Simulationen inhomo-
gener Verzerrungs- und Spannungsverteilungen durchgeführt werden, obwohl das zugrun-
de liegende Stoﬀgesetz lediglich einachsige Spannungszustände beschreibt. In diesem Zu-
sammenhang werden verschiedene Methoden vorgestellt, mit deren Hilfe die Eﬃzienz einer
Fem-Simulation erheblich gesteigert werden kann.
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XII Kurzfassung
Kurzfassung
Für die Simulation technischer Bauteile mit Hilfe der Finite-Elemente-Methode (Fem) wer-
den tensorielle Stoﬀgesetze benötigt, die zu einem beliebigen dreidimensionalen Verzerrungs-
zustand und gegebenenfalls der Belastungsvorgeschichte und -geschwindigkeit des Materials
die zugehörige Spannungsantwort liefern. Die Entwicklung derart komplexer Materialmodel-
le verläuft oftmals über Zwischenstufen, die zunächst nur Vorhersagen für den einachsigen
Zug-/Druckversuch erlauben. Zur automatischen Verallgemeinerung solcher eindimensiona-
ler Materialbeschreibungen zu vollständig dreidimensionalen Stoﬀgesetzen für die Finite-
Elemente-Methode wird im Rahmen dieser Arbeit das Konzept repräsentativer Raumrich-
tungen vorgeschlagen, welches auf der Integration einachsiger Spannungszustände über eine
diskrete Anzahl gleichmäßig verteilter (repräsentativer) Raumrichtungen basiert.
Zur Untersuchung der grundlegenden Eigenschaften des Algorithmus wurden verschiedene
inelastische tensorielle Beispielstoﬀgesetze herangezogen, deren eindimensionale Formulie-
rung als Eingangsmodell für die repräsentativen Raumrichtungen dient. Hierbei zeigt sich,
dass die wesentlichen Materialeigenschaften des jeweiligen uniaxialen Eingangsmodells bei
der Verallgemeinerung vollständig erhalten bleiben. Weiterhin werden einige wichtige Eﬀekte
vom Konzept automatisch generiert, wie z. B. die anisotrope Entfestigung technischer Gum-
miwerkstoﬀe oder die formative Verfestigung metallischer Werkstoﬀe, was eine realitätsnahe
Simulation dieser Materialklassen ohne zusätzlichen Arbeitsaufwand erlaubt. Das Konzept
wurde zusätzlich auf Stoﬀgesetze angewendet, die ausschließlich in Form einer eindimen-
sionalen Materialbeschreibung vorliegen und somit konkrete Anwendungsfällle darstellen.
Darüber hinaus wurden für einige ausgewählte Stoﬀgesetze in repräsentativen Raumrich-
tungen Vergleiche mit Ergebnissen aus experimentellen Versuchen vorgenommen, wobei sich
stets eine gute Übereinstimmung zwischen Experiment und Simulation ergibt.
Das Konzept repräsentativer Raumrichtungen wurde in die zwei kommerziellen Finite-Ele-
mente-Programme Msc.Marc und Abaqus implementiert. Hiermit können Simulationen
inhomogener Verzerrungs- und Spannungsverteilungen durchgeführt werden, obwohl das zu-
grunde liegende Stoﬀgesetz lediglich einachsige Spannungszustände beschreibt. In diesem Zu-
sammenhang werden verschiedene Methoden vorgestellt, mit deren Hilfe die Eﬃzienz einer
Fem-Simulation erheblich gesteigert werden kann. Dies betriﬀt zum einen die Generierung
einer gleichmäßigen Verteilung von repräsentativen Raumrichtungen mit Hilfe eines nume-
rischen Algorithmus zur Simulation sich abstoßender elektrischer Punktladungen auf der
Kugeloberfläche. Zum anderen besteht die Möglichkeit, die einzelnen Sätze von repräsentati-
ven Raumrichungen in den Gaußpunkten eines finiten Elementes unterschiedlich zueinander
auszurichten, was bei gleichbleibendem Rechenaufwand eine beträchtliche Erhöhung der Re-
chengenauigkeit erlaubt.
Schlagworte
Eindimensionale Stoﬀgesetze, Verallgemeinerung, Finite-Elemente-Methode, Repräsentative
Raumrichtungen, Gummiwerkstoﬀe, Viskoplastizität, Fließflächen, Numerische Integration
Abstract XIII
Abstract
The simulation of technical components using the finite element method (Fem) requires
tensorial constitutive models which describe the complete relation between a given three-
dimensional state of strain (in some cases also the loading history and strain rate) and the
corresponding state of stress. The development of such complex material models often leads
to an intermediate stage that enables the prediction of uniaxial tension and compression only.
The automatic generalization of those one-dimensional material descriptions to complete
three-dimensional constitutive models for the finite element method can be accomplished by
using the concept of representative directions which is based on the integration of uniaxial
stresses over a discrete number of uniformly distributed (representative) directions in space.
In order to investigate the fundamental characteristics of the algorithm several inelastic
tensorial constitutive models were used, whose one-dimensional formulation serves as the
input model for the use within the representative directions. In this context it becomes
evident that the essential material properties of the respective uniaxial input model are
completely preserved during the process of generalization. Furthermore, some important
eﬀects are produced automatically by the concept such as the anisotropic stress softening of
technical rubber materials or the distortional hardening of metallic materials, which enables a
realistic simulation of those material classes without spending additional eﬀort. The concept
was also applied to material models that are available in form of a one-dimensional material
description only, so that these can be regarded as concrete applications. In addition, some
of the material models in representative directions were compared to experimental data,
whereas a good agreement between measurement and simulation can be noticed.
The concept of representative directions has been implemented into the commercial finite
element programsMsc.Marc andAbaqus. This enables simulations of inhomogeneous strain
and stress distributions even though the underlying material model describes uniaxial loading
processes only. In this context, several methods are introduced which can be applied to
increase the eﬃciency of a finite element simulation to a great extent. On the one hand this
aﬀects the generation of a uniform distribution of representative directions using a numerical
algorithm simulating the repulsion of electric charges on the surface of a sphere. On the other
hand, it is possible to adjust the sets of representative directions at the integration points of
a finite element diﬀerently, which leads to an increasing computational accuracy at constant
computational eﬀort.
Keywords
One-dimensional material models, generalization, finite element method, representative di-
rections, rubber materials, viscoplasticity, yield surfaces, numerical integration

11 Einleitung
Für die Simulation und Auslegung technischer Bauteile bezüglich des mechanischen Verhal-
tens und der Belastbarkeit wird in der Ingenieurpraxis vorrangig die Methode der Finiten
Elemente eingesetzt. Zur mathematischen Beschreibung der mechanischen Eigenschaften der
betreﬀenden Materialklasse werden hierfür tensorielle Stoﬀgesetze benötigt, die einen voll-
ständigen Zusammenhang zwischen einem beliebigen dreidimensionalen Verzerrungszustand
und dem daraus resultierenden Spannungszustand liefern. Darüber hinaus ist bei inelasti-
schem Materialverhalten der Einfluss der Belastungsvorgeschichte zu berücksichtigen, um
charakteristische Eﬀekte wie z. B. Hysterese, Entfestigung oder bleibende Verformungen ab-
bilden zu können. Daneben ist bei viskosen Materialien zusätzlich eine Abhängigkeit von
der Belastungsgeschwindigkeit gegeben, was die Verwendung spezieller Zeitableitungen von
Verzerrungstensoren bei der Stoﬀgesetzmodellierung erfordert.
Die Entwicklung komplexer Materialmodelle in tensorieller Form verläuft oftmals über Zwi-
schenstufen, denen Vorhersagen über das Materialverhalten zunächst nur für ganz spezielle
und besonders einfache Belastungsarten entnommen werden können. Ein typisches Beispiel
stellt der einachsige Zug-/Druckversuch dar, für den das mechanische Verhalten häufig mit
Hilfe einer auf skalare Spannungs- und Verzerrungsgrößen reduzierten Stoﬀgesetzformulie-
rung beschrieben werden kann. Solche eindimensionalen Materialbeschreibungen als Vorstu-
fe für ein nachfolgendes kontinuumsmechanisches Modell sind in der Literatur des Öfteren
anzutreﬀen. Als Beispiel sei das sogenannte Dynamische Flockulationsmodell von Lorenz
& Klüppel (2009) erwähnt, welches als physikalisch basiertes Modell zur Beschreibung des
inelastischen Verhaltens füllstoﬀverstärkter Elastomere entwickelt wurde und im Rahmen
dieser Arbeit als konkretes Anwendungsbeispiel herangezogen wird (s. Abschn. 5.1). Ein
weiteres in dieser Arbeit untersuchtes Stoﬀgesetz basiert auf einem uniaxialen Modell von
Rabkin (2007), welches zur Nachbildung des bei dynamisch belasteten Gummiwerkstoﬀen
auftretenden Payne-Eﬀektes konzipiert wurde (s. Abschn. 5.2). Eindimensionale Stoﬀgesetze
werden auch häufig zur Modellierung von Formgedächtnislegierungen entwickelt, da diese
in der praktischen Anwendung üblicherweise in Form von Drähten eingesetzt werden (z. B.
Seelecke 1996, Brinson 1993). Weitere Beispiele für eindimensionale Materialbeschreibungen
sind u. a. in den Arbeiten von Höfer & Lion (2009), Hossain et al. (2009), Khan et al. (2006)
sowie Anand & Ames (2006) zu finden.
Je nach Komplexität kann die nachfolgende Verallgemeinerung solcher eindimensionaler Ma-
terialbeschreibungen zu vollständig tensoriell formulierten Stoﬀgesetzen, welche den Anfor-
derungen für eine Implementierung in die Finite-Elemente-Methode genügen, mit einem
erheblichen Arbeitsaufwand verbunden sein. Besonders bei physikalisch basierten Modellen
wie dem Dynamischen Flockulationsmodell kann eine kontinuumsmechanische Modellierung
derart kompliziert werden, dass diese nur mit erheblichen Modifikationen durchgeführt wer-
den könnte, welche den eigentlichen Charakter des Stoﬀgesetzes jedoch wesentlich verfälschen
würden. An dieser Stelle der Stoﬀgesetzentwicklung wäre es wünschenswert, eine hinreichend
genaue Vorhersage der von einem kontinuumsmechanischen Modell voraussichtlich beschrie-
benen Materialantwort allein anhand der Stoﬀgesetzformulierung für den einachsigen Span-
nungszustand treﬀen zu können. Aus dieser Motivation heraus wurde von Ihlemann (2007)
2 1 Einleitung
das Konzept repräsentativer Raumrichtungen zur Verallgemeinerung eindimensionaler Ma-
terialmodelle für die Finite-Elemente-Methode vorgeschlagen.
Als Ausgangspunkt des Konzepts repräsentativer Raumrichtungen dient die Modellvorstel-
lung, dass das Material innerhalb eines infinitesimalen Volumenelementes eines Körpers
durch eine diskrete Anzahl materialfester Linien in möglichst gleichmäßig verteilten (re-
präsentativen) Raumrichtungen ersetzt wird, welche infolge einer globalen Deformation aus-
schließlich mit einer einachsigen Zug-/Druckbelastung reagieren. Werden die zugehörigen
Streckungen der materialfesten Linien mit dem eindimensionalen Stoﬀgesetz in Verbindung
gebracht, so lassen sich einachsige Zug-/Druckspannungen in den einzelnen Richtungen ange-
ben. Der Kerngedanke des Algorithmus liegt schließlich in der Forderung, dass die Gesamt-
heit der Deformationsprozesse aller materialfesten Linien dieselbe Formänderungsleistung
erbringt wie die Verformung des ursprünglichen Volumenelementes selbst. Auf diese Weise
wird den einachsigen Spannungen in den repräsentativen Raumrichtungen durch numerische
Integration über die Kugeloberfläche ein Spannungstensor zugeordnet, der wiederum als die
zugehörige Antwort auf die global vorgegebene Deformation interpretiert wird. Die resul-
tierende tensorielle Spannungs-Verzerrungs-Beziehung wird schließlich als die gesuchte Ver-
allgemeinerung des eindimensionalen Materialverhaltens aufgefasst. Durch eine zusätzliche
Trennung von Gestalt- und Volumenänderungen wird dabei insbesondere die Beschreibung
quasi-inkompressiblen Materialverhaltens ermöglicht.
Aus mathematischer Sicht entspricht der beschriebene Ansatz in weiten Teilen einer spezi-
ellen Variante des Microplane-Modells, welches von Bažant & Oh (1983) ursprünglich zur
Modellierung des inelastischen Verhaltens von Beton konzipiert wurde (s. Abschn. 3.1). Im
Rahmen der vorliegenden Arbeit wird die von Ihlemann (2007) eingeführte Bezeichnung
„Konzept repräsentativer Raumrichtungen“ jedoch beibehalten. Dieser Begriﬀ dient dabei
als Kennzeichnung für eine spezielle, primär auf die Verallgemeinerung von Stoﬀgesetzen
ausgerichtete Herangehensweise und hat sich durch eine Reihe von Veröﬀentlichungen zu
einem gewissen Grad bereits etabliert.
Das Ziel der vorliegenden Arbeit ist die ausführliche Untersuchung der grundlegenden Ei-
genschaften des Konzepts repräsentativer Raumrichtungen sowie die konkrete Umsetzung im
Rahmen der Finite-Elemente-Methode mit besonderem Schwerpunkt der numerischen Eﬃzi-
enz. Hierzu werden in Abschnitt 2 zunächst ein Überblick über die in dieser Arbeit benötigten
Grundlagen der Kontinuumsmechanik gegeben und in diesem Zusammenhang die verwende-
ten Schreibweisen und Begriﬄichkeiten eingeführt. Anschließend erfolgt eine kurze Darstel-
lung einiger ausgewählter Aspekte der Finite-Elemente-Methode, deren Verständnis für die in
den späteren Abschnitten diskutierte Anwendung kommerzieller Fem-Programmpakete un-
erlässlich ist. In Abschnitt 3 wird zunächst eine Einordnung des Konzeptes in den Stand der
Forschung in Form einer Literaturübersicht vorgenommen. Anschließend werden die grund-
legenden Berechnungsvorschriften des Algorithmus hergeleitet sowie eine Anwendung auf
quasi-inkompressibles Materialverhalten vorbereitet. Weiterhin werden die Möglichkeiten ei-
ner Erweiterung auf thermische Eﬀekte aufgezeigt, welche die Simulation thermomechanisch
gekoppelter Problemstellungen erlaubt.
Zur Erforschung der grundlegenden Eigenschaften des Konzeptes werden in Abschnitt 4 ver-
schiedene Beispielstoﬀgesetze eingesetzt. Diese von vornherein tensoriell formulierten Mo-
3delle werden dabei zunächst auf den einachsigen Spannungszustand reduziert und anschlie-
ßend mit Hilfe der repräsentativen Raumrichtungen jeweils zu einem neuen dreidimensio-
nalen Stoﬀgesetz verallgemeinert. Ein Vergleich dieser beiden tensoriellen Materialmodelle
liefert wichtige Aussagen über das Übertragungsverhalten des Algorithmus bezüglich der we-
sentlichen Charakteristiken des jeweiligen Stoﬀgesetzes. Im Rahmen dieser Untersuchungen
werden neben einigen elastischen und einem einfachen viskoelastischen Modell auch zwei
wesentlich komplexere Stoﬀgesetze behandelt, die zur Beschreibung des inelastischen Ver-
haltens technischer Gummiwerkstoﬀe bzw. metallischer Werkstoﬀe konzipiert wurden. Diese
Modelle werden dabei zusätzlich auf besondere Eigenschaften untersucht, wie z.B. die bei
realen Gummimaterialien auftretende belastungsinduzierte Anisotropie sowie die bei Me-
tallen vorhandene formative Verfestigung. Darüber hinaus werden in Abschnitt 5 die zwei
bereits oben genannten inelastischen Stoﬀgesetze von Lorenz & Klüppel (2009) und Rabkin
(2007) verallgemeinert. Diese wurden speziell für technische Anwendungen in der Kautschuk-
industrie entwickelt und stellen aufgrund deren auschließlich eindimensionaler Formulierung
konkrete Anwendungsfälle des Konzepts repräsentativer Raumrichtungen dar.
Für einen wirtschaftlichen Einsatz im Rahmen der Finite-Elemente-Methode ist die Eﬃzi-
enz der numerischen Integration zur Berechnung des Spannungstensors von entscheidender
Bedeutung. In diesem Zusammenhang werden in Abschnitt 6 verschiedene Methoden vor-
gestellt, die basierend auf einer gleichmäßigen Verteilung der repräsentativen Raumrichtun-
gen eine Verringerung der mit der numerischen Integration einhergehenden Anisotropie bei
gleichbleibendem Rechenaufwand erlauben. In Abschnitt 7 wird schließlich die Implementie-
rung des Konzeptes in die zwei kommerziellen Finite-Elemente-Programme Msc.Marc und
Abaqus dargestellt, wofür sowohl die jeweiligen Benutzerschnittstellen beschrieben werden
als auch der hierfür benötigte Materialsteifigkeitstensor hergeleitet wird. Abschließend wer-
den einige ausgewählte Beispielsimulationen vorgestellt, welche zur Validierung der jeweilen




2.1 Grundbegriﬀe der Kontinuumsmechanik
Zum Verständnis des im Rahmen der vorliegenden Arbeit behandelten Themas ist die Kennt-
nis einiger kontinuumsmechanischer Zusammenhänge erforderlich. Der folgende Abschnitt
soll daher eine kurze Einführung in die grundlegenden Größen und Begriﬀe der Kontinuums-
mechanik geben, ohne dabei einen Anspruch auf Vollständigkeit zu erheben. Zur weiteren
Vertiefung sei auf die Arbeiten von Ihlemann (2006 & 2003) und Besdo & Ihlemann (2003)
verwiesen.
2.1.1 Tensoralgebra
Im Folgenden werden Vektoren und Tensoren entgegen dem in der Literatur weit verbreiteten
Fettdruck durch Unterstriche gekennzeichnet, deren Anzahl die Stufe des jeweiligen Tensors
angibt.
s Tensor nullter Stufe (Skalar)
w = wa ea Tensor erster Stufe (Vektor)
X = Xab ea  eb Tensor zweiter Stufe (2.1)
 = abc ea  eb  ec Tensor dritter Stufe
K = Kabcd ea  eb  ec  ed Tensor vierter Stufe
Hierbei bezeichnen die skalaren Vorfaktoren wie z. B. Xab die Koeﬃzienten des Tensors be-
züglich eines kartesischen Basissystems mit den Koordinatenrichtungen ea. Der vollständige
Tensor X entspricht somit dem Produkt aus den Koeﬃzienten Xab und der zugehörigen
Tensorbasis ea  eb und stellt eine Summe von neun Dyaden dar. Gemäß der Einstein’schen
Summationskonvention wird über jeden im Term doppelt auftretenden Index summiert.





Xab ea  eb (2.2)
Alternativ kann ein Tensor auch in einem schiefwinkligen Basissystem mit krummlinigen
Materialkoordinaten i beschrieben werden. Zur Erfassung der Abstände und Winkel zwi-
schen den Koordinatenlinien bieten sich kovariante Basisvektoren gi an, die tangential zu den
Koordinatenlinien ausgerichtet sind und deren Betrag von der Streckung bzw. Stauchung der
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In Kombination mit den zugehörigen kontravarianten Basisvektoren gi lassen sich für Ten-
soren zweiter Stufe somit insgesamt fünf verschiedene Koeﬃzientendarstellungen angeben.
X = Xab ea  eb kartesische Darstellung
= X ijgi  gj kovariante Darstellung
= Xijg
i  gj kontravariante Darstellung (2.4)
= Xi
jgi  gj gemischtindizierte Darstellung
= X ijgi  gj gemischtindizierte Darstellung
Die Koeﬃzienten eines Tensors zweiter Stufe können in einer 33-Matrix angeordnet werden.
[Xab] =
264Xxx Xxy XxzXyx Xyy Xyz
Xzx Xzy Xzz
375 (2.5)
Anhand der Koeﬃzientenschreibweise gemäß Gleichung 2.1 lassen sich weiterhin die Rechen-
regeln für diverse Tensoroperationen herleiten. Für die Addition bzw. Subtraktion zweier
Tensoren zweiter Stufe gilt z. B.:
X  Y = Xab ea  eb  Yab ea  eb = (Xab  Yab) ea  eb : (2.6)
Für die Multiplikation von Tensoren ist zunächst das Kronecker-Symbol ab als Punktpro-
dukt zweier Basisvektorgruppen ea und eb einzuführen. Die Koeﬃzienten ab ergeben in
Matrizendarstellung gerade die Einheitsmatrix.
ab = ea  eb =
(
0 wenn: a 6= b
1 wenn: a = b
) [ab] =
264 1 0 00 1 0
0 0 1
375 (2.7)
Das doppelte Punktprodukt zweier Tensoren zweiter Stufe führt somit auf eine skalare Größe.
X  Y = Xab ea  eb  Ycd ec  ed = Xab Ycd bc ad = Xab Yba = Y X (2.8)
Das einfache Punktprodukt führt hingegen wiederum zu einem Tensor zweiter Stufe.
X  Y = Xab ea  eb  Ycd ec  ed = Xab Ycd bc ea  ed = Xab Ybd ea  ed (2.9)
Bei dem dyadischen Produkt fungiert das Produktsymbol „  “ lediglich als Abstandshalter,
so dass die Basisvektorgruppen nicht miteinander verrechnet werden, sondern unverändert
bestehen bleiben. In diesem Beispiel führt dies zu einem Tensor vierter Stufe.
X  Y = Xab ea  eb  Ycd ec  ed = Xab Ycd ea  eb  ec  ed (2.10)
Im Hinblick auf spätere Ausführungen sei an dieser Stelle weiterhin auf folgende Umformun-
gen hingewiesen:
w X  w = w  w X ;  X  Y   Z = Y   Z X : (2.11)
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Mit Hilfe der verschiedenen Produkte können außerdem bei gegebenem Tensor die zugehö-
rigen Koeﬃzienten bestimmt werden.
wa = w  ea ; Xab = ea X  eb ; Kabcd = eb  ea K  ed  ec (2.12)
Die Charakterisierung eines Tensors kann z. B. über seine Symmetrieeigenschaften erfol-
gen. Eine spezielle Klasse von Tensoren zweiter Stufe sind symmetrische Tensoren, die im
Gegensatz zu unsymmetrischen Tensoren nur sechs voneinander unabhängige Koeﬃzienten
besitzen. Ein unsymmetrischer Tensor lässt sich dabei stets in einen symmetrischen Anteil
S
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X  XT  =   AXT (2.13)
Das Transponieren eines Tensors entspricht dabei dem Vertauschen der Basisvektoren. Soll
ein Produkt zweier Tensoren transponiert werden, so sind beide Tensoren einzeln zu trans-
ponieren und im Produkt zu vertauschen. Dasselbe Schema kann bei der Invertierung eines
Tensorproduktes angewendet werden.
XT = Xab eb  ea ;
 
X  Y T = Y T XT ;  X  Y  1 = Y 1 X 1 (2.14)
Ein Tensor zweiter Stufe kann weiterhin als Summe aus einem deviatorischen Anteil X 0 und
einem hydrostatischen Anteil
h
X aufgefasst werden (s. a. Gl. 2.20).





















Der Einheitstensor I (auch Metriktensor genannt) entspricht dem neutralen Element des
einfachen Punktproduktes und besitzt die bereits eingeführten Koeﬃzienten ab.
I = ab ea  eb = ea  ea ) X  I = I X = X (2.16)
Der Einheitstensor I ist ein isotroper Tensor zweiter Stufe, da dessen Koeﬃzienten invariant,
d. h. bei allen Darstellungen in orthonormierten Basissystemen identisch sind. Analog hierzu
seien zusätzlich die drei isotropen Tensoren vierter Stufe vorgestellt.
1
J = ea  ea  eb  eb = I  I ;
2
J = ea  eb  ea  eb ;
3
J = ea  eb  eb  ea (2.17)
2.1.2 Invarianten und Eigenwerte
Unter Invarianten versteht man aus einem Tensor berechnete skalare Größen, deren Wert
unabhängig vom gewählten Koordinatensystem ist. Das einfachste Beispiel einer Invariante
ist der Betrag eines Vektors bzw. die Länge des zugehörigen Pfeils.
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Die Invarianten eines Tensors X sind z. B. seine Eigenwerte XK , die sich als Lösung der
zugehörigen charakteristischen Gleichung ergeben. Die Vorfaktoren I1, I2 und I3 werden in















Da die Eigenwerte gemäß der charakteristischen Gleichung allein von den Hauptinvarianten
abhängen, besitzen Tensoren mit gleichen Hauptinvarianten auch identische Eigenwerte, je-
doch nicht unbedingt gleiche Eigenrichtungen. Ein Tensor zweiter Stufe besitzt dabei immer
mindestens einen und höchstens drei reelle Eigenwerte. Umgekehrt können die Hauptinva-
rianten mit Hilfe von Gleichung 2.19 auch durch die Eigenwerte ausgedrückt werden. Für
den Sonderfall der kartesischen und der gemischtindizierten Darstellung eines Tensors X (s.




































3   I1  X3i
Für die dritte Hauptinvariante gilt dabei die folgende wichtige Rechenregel:
I3
 
X  Y  = I3  X I3  Y  : (2.21)
Weitere gebräuchliche Invarianten sind die aus der Grundlagenmechanik bekannten Ver-
gleichsspannungen, die zur Abbildung eines beliebigen dreidimensionalen Spannungszustan-
des auf einen dem einachsigen Spannungszustand äquivalenten Vergleichswert dienen. Eine
dieser Vergleichsspannungen geht auf die Formänderungsenergiehypothese nach Huber-Levy-
Mises-Hencky zurück und wird häufig auch als Von-Mises-Vergleichsspannung bezeichnet.










X 0 X 0T  =r1
2

(XI  XII)2 + (XII  XIII)2 + (XI  XIII)2

: (2.22)
Demgegenüber steht das Vergleichsmaß nach Tresca gemäß der Schubspannungshypothese,







jXI  XIIj ; jXII  XIIIj ; jXI  XIIIj
i
(2.23)
Beide Vergleichsmaße besitzen die Eigenschaft, dass sie für einen isotropen Tensor zwei-
ter Stufe (Vielfaches des Einheitstensors) stets den Wert Null ergeben, da alle Eigenwerte
identisch sind. Die beiden Vergleichsspannungen berücksichtigen somit nicht den Einfluss hy-
drostatischer Anteile bei einem dreidimensionalen Spannungszustand. Abschließend sei als
weitere gebräuchliche Invariante die Norm eines Tensors genannt, die sich analog zum Betrag





2.1.3 Verzerrungs- und Spannungstensoren
Zur mathematischen Beschreibung von Materialdeformationen stehen in der Kontinuums-
mechanik eine Reihe tensorieller Verzerrungsgrößen zur Verfügung. Als Ausgangsgröße dient
der Deformationsgradient F , aus dem sich die Verzerrungstensoren der Euler’schen und La-
grange’schen Betrachtungsweise ableiten lassen.
F = (r  er )T 1 mit: r = ea @@xa = gi @@i (2.25)
Mit Hilfe der kartesischen Darstellung des Nabla-Operators r lassen sich zunächst die Ko-
eﬃzienten Fab ableiten, welche die Änderungen der Koordinaten eines Materialpunktes im











@exb ea  eb (2.26)
Analog hierzu ergibt sich mit der kontravarianten Darstellung des Nabla-Operators und












gi  egiT 1 = gi  eg i (2.27)
Diese besondere Form der Darstellung zeigt, dass der Deformationsgradient genau den zur
Beurteilung von Verzerrungen erforderlichen Vergleich zwischen den Basissystemen der bei-
den Konfigurationen wiedergibt. Mit dem Deformationsgradienten lassen sich somit beide
Systeme ineinander überführen.
gi = F  egi (2.28)
Da der Deformationsgradient die vollständige Deformation beschreibt, muss er auch die
Information über die Dichteänderung eines materiellen Volumenelementes enthalten. Diese












Als Beispiel seien die Koeﬃzientenmatrizen [Fab] für den einachsigen Zug-/Druckversuch und
für die einfache Scherung unter Annahme idealer Inkompressibilität aufgeführt (mit  als
Streckung und s als Schermaß). Eine anschauliche Deutung der beiden Deformationsprozesse
ist dabei in Bild 2.1 gegeben.
J3 = 1 ; [Fab] =
264 0 00 1p 0
0 0 1p

375 ; [Fab] =
2641 s 00 1 0
0 0 1
375 (2.30)
Zur Verwendung in Stoﬀgesetzen in Form von Spannungs-Verzerrungs-Beziehungen stellt
der Deformationsgradient noch kein objektives Verzerrungsmaß dar, da er neben den rei-
nen Streckungen noch Starrkörperrotationen enthält. Mit Hilfe des Polarzerlegungssatzes
2.1 Grundbegriﬀe der Kontinuumsmechanik 9
Bild 2.1: Volumenkonstante Deformation im einachsigen Zugversuch und im einfachen
Scherversuch.
lässt sich F jedoch in den orthogonalen Rotationstensor R und den positiv definiten linken
Strecktensor V zerlegen.
F = V R (2.31)
Aus dem symmetrischen Strecktensor V lassen sich die beobachterunabhängigen Verzer-
rungstensoren der Euler’schen Betrachtungsweise ableiten, welche ausschließlich über die
Verzerrung momentan beobachteter Koordinatenlinien Aufschluss geben können. Aus der
Verknüpfung von F mit seiner transponierten Form entsteht zunächst der linke Cauchy-
Green-Tensor b. Hieraus abgeleitete Verzerrungsmaße sind u. a. der Almansi-Tensor " und
der Euler’sche Hencky-Tensor h.
b = F  F T = V 2 ; " = 1
2
 











Eine alternative Form der Polarzerlegung des Deformationsgradienten führt zu der Definition
des positiv definiten rechten Strecktensors U .
F = R  U (2.33)
Im Gegensatz zu den Euler’schen Tensoren lassen sich aus dem Strecktensor U die be-
obachterabhängigen Lagrange’schen Verzerrungsmaße ableiten. Analog zu Gleichung 2.32
wird der rechte Cauchy-Green-Tensor C eingeführt, aus dem sich als abgeleitete Größen der
Green’sche Verzerrungstensor  und der Lagrange’sche Hencky-Tensor H ergeben.
C = F T  F = U2 ;  = 1
2
 











Die beiden Cauchy-Green-Tensoren b und C besitzen stets dieselben Eigenwerte, wogegen
sich ihre Eigenrichtungen durch eine Drehung voneinander unterscheiden. Die beiden Ten-
soren lassen sich somit durch den Rotationstensor R ineinander überführen.
b = R  C RT ; C = RT  b R (2.35)
Anhand der eingeführten Definitionen können schließlich die dritten Hauptinvarianten der



























Analog zu den Verzerrungstensoren existieren auch geeignete Größen zur Beschreibung von
Spannungszuständen innerhalb eines materiellen Volumenelementes. Für die Euler’sche Be-
trachtungsweise ist dies der symmetrische Cauchy-Spannungstensor , der über die Cauchy-
Formel definiert ist.
s = n   mit: s = dF
dA
(2.37)
Die Cauchy-Spannungen, die häufig auch als wahre oder natürliche Spannungen bezeichnet
werden, verknüpfen momentane Kraftanteile dF , die auf Flächenelemente dA der aktuel-
len Konfiguration bezogen werden, mit den Normalenvektoren n dieser Fläche. Werden die
Kraftvektoren hingegen auf die unverformten Flächenelemente der Referenzkonfiguration be-
zogen, so führt dies auf die Definition des (in der Regel) unsymmetrischen 1. Piola-Kirchhoﬀ-
Spannungstensors T . es = en  T mit: es = dF
d eA (2.38)
Obwohl der 1. Piola-Kirchhoﬀ-Spannungstensor beobachterabhängig ist, gehört er nicht
der Lagrange’schen Betrachtungsweise an, sondern stellt wie der Deformationsgradient eine
Mischform dar. Die 1. Piola-Kirchhoﬀ-Spannungen, die häufig auch als Ingenieur-Spannun-
gen oder technische Spannungen bezeichnet werden, lassen sich bei vollständiger Kenntnis
der Deformation aus dem Cauchy-Spannungstensor ableiten.
T = J3 F
1   (2.39)
Im Gegensatz zu T lässt sich der 2. Piola-Kirchhoﬀ-Spannungstensor eT eindeutig der La-
grange’schen Betrachtungsweise zuordnen.eT = J3 F 1    F T 1 = T  F T 1 (2.40)
Der 2. Piola-Kirchhoﬀ-Spannungstensor ist genau wie der Cauchy-Spannungstensor symme-
trisch, jedoch physikalisch nicht mehr unmittelbar interpretierbar. Am ehesten lassen sich
dessen Spannungsvektoren als auf Referenzflächen bezogene und in die Referenzkonfigurati-
on „zurückverformte“ Kraftvektoren interpretieren. Ergänzend zu diesen drei grundlegenden
Spannungsmaßen soll abschließend noch der sogenannte Kirchhoﬀ-Spannungstensor  er-
wähnt werden, welcher z. B. innerhalb der Materialschnittstelle Umat des Fem-Programm-
paketes Abaqus verwendet wird. Die Kirchhoﬀ-Spannungen stellen dabei lediglich mit dem
Volumenverhältnis skalierte Cauchy-Spannungen dar.
 = J3  (2.41)
2.1.4 Zeitableitungen und Leistungsbegriﬀe
Zur Beschreibung des Materialverhaltens werden neben Spannungs- und Verzerrungsgrößen
im Allgemeinen auch Aussagen über die zeitlichen Änderungen dieser Größen benötigt. Von
besonderer Bedeutung ist hierbei die sogenannte substantielle oder auch materielle Zeitab-





X (i; t+t) X (i; t t)
2t
(2.42)
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Eine besonders einfache Berechenbarkeit weisen Tensoren der Lagrange’schen Betrachtungs-
weise auf, deren 4-Zeitableitung wiederum eine Lagrange’sche Größe darstellt. Da bei einer
Zeitableitung der vollständige Tensor abzuleiten ist, wird mit dem Dreieckssymbol zwischen
den Koeﬃzienten
4





X ji = gi 
4
X  gj bzw.:
:
X ji = lim
t!0
X ji (t+t) X ji (t t)
2t
(2.43)
Bei einem zeitlich konstanten Basissystem fallen die beiden Begriﬀe zusammen, so dass die




Xab ea  eb (2.44)
Im Gegensatz zu Lagrange’schen Tensoren stellt die 4-Zeitableitung eines Euler’schen Ten-
sors keine beobachterunabhängige Größe mehr dar und gehört somit nicht der Euler’schen
Betrachtungsweise an. Für Euler’sche Zeitableitungen müssen hingegen spezielle Berech-
nungsvorschriften angewendet werden. Eine in diesem Zusammenhang wichtige Größe ist
der Geschwindigkeitsgradient L, aus dem sich diverse Euler’sche Zeitableitungen generieren
lassen. Die Zerlegung von L in seinen symmetrischen und antisymmetrischen Anteil liefert
den Tensor der Formänderungsgeschwindigkeiten D sowie den Wirbeltensor W .











L  LT  = W (2.45)









X   W X +X  W (2.46)
Mit Hilfe der eingeführten Spannungsmaße und Zeitableitungen kann die in einem sich defor-




 D dV =
ZG eT  4 d eV = ZG T  4F d eV (2.47)
Die Integration der Formänderungsleistung über der Zeit liefert die das Material verändernde





 d eV (2.48)






 d eV ) : =  D = eT  4 = T  4F (2.49)
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2.1.5 Trennung von Gestalt- und Volumenänderungen
Bei nahezu inkompressiblem Materialverhalten ist der Widerstand gegenüber Volumenände-
rungen im Vergleich zum Widerstand gegenüber Gestaltänderungen außerordentlich hoch.
Dieser Unterschied kann bei der numerischen Umsetzung im ungünstigsten Fall zum soge-
nannten Locking- oder Hourglass-Eﬀekt führen (Wriggers & Reese 1996). Aus diesem Grund
ist es sinnvoll, die Gestalt- und Volumenänderungen einer Deformation separat zu modellie-
ren. Dies führt auf die von Sussmann & Bathe (1987) vorgeschlagene Zerlegung des Defor-




F  VF (2.50)
Eine reine Volumenänderung bewirkt lediglich eine gleichmäßige Streckung aller material-
festen Linien, so dass der Tensor
V
F einen rein hydrostatischen Tensor darstellt. Die Gestalt-
änderung ergibt sich somit als ein Vielfaches der Gesamtdeformation.
V
F =  I ) GF = 1

F ; F =
G
F  VF = VF  GF =  GF (2.51)











Die funktionalen Zusammenhänge zwischen den Verzerrungstensoren bleiben bei der Tren-
nung von Gestalt- und Volumenänderungen vollständig erhalten. Somit können die Gestalt-
und Volumenänderungen der beiden Cauchy-Green-Tensoren anhand der Zerlegung des De-
formationsgradienten bestimmt werden.




















F  VF T = 2 I = J3
2
3 I : (2.55)
Somit ergibt sich analog zum Deformationsgradienten eine multiplikative Zerlegung der bei-
den Cauchy-Green-Tensoren in Gestalt- und Volumenänderungen.
C =
G
C  VC = VC  GC ; b = Gb  Vb = Vb  Gb (2.56)
Die ersten beiden Hauptinvarianten der Gestaltänderungen von C und b werden dabei übli-
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Neben den Verzerrungstensoren können auch die jeweiligen Spannungstensoren und die zuge-
hörigen Leistungsbegriﬀe in Gestalt- und Volumenänderungen zerlegt werden. Eine wichtige

































Diese ermöglicht eine Betrachtung des Geschwindigkeitsgradienten L und dessen symme-






F  GF 1 =
 4
F  F 1
0
= L0 ) GD = D0 (2.59)
Die Volumenänderungen der beiden Tensoren entsprechen hingegen ihren hydrostatischen





























Bezüglich der Euler’schen Betrachtungsweise lässt sich damit die Formänderungsleistung
aus Gleichung 2.47 in reinen deviatorischen und hydrostatischen Anteilen von  und D
ausdrücken. In diesem Zusammenhang wird weiterhin eine additive Zerlegung der Leistung
in Gestalt- und Volumenänderungsanteile gefordert.
PSp =
ZG
 D dV =
ZG
0 D0 dV +
ZG
h
  hD dV != GPSp +
V
PSp (2.61)
Für reine Gestaltänderungen muss das Produkt J3 0 zu allen Zeitpunkten unabhängig von J3
und
:
J3 sein. Der hydrostatische Spannungsanteil ist unter der Annahme elastischen Material-
verhaltens unter Volumenänderungen hingegen nur von J3 abhängig. Dies führt zu den folgen-
den Definitionen für die Gestalt- und Volumenänderungen des Cauchy-Spannungstensors :
G





 = f (J3) I : (2.62)
Mit der Einführung des hydrostatischen Drucks p als Funktion des Volumenverhältnisses

















= f (J3) : (2.63)
Auch für die Lagrange’sche Betrachtungsweise existieren entsprechende Ausdrücke für die
Gestalt- und Volumenänderungen. Hierfür kann der von Ihlemann (2003) eingeführte Über-
tragungsoperator herangezogen werden, welcher die Übertragung von Ausdrücken zwischen
der Euler’schen und der Lagrange’schen Betrachtungsweise erlaubt (s. Anhang A.1). Die
Gestalt- und Volumenänderungen der Lagrange’schen Spannungen ergeben sich damit zu:
GeT =   eT  C0  GC 1 :; VeT =  p J3 VC 1 =  p J3 13 I : (2.64)
Daraus ergibt sich, dass nicht der Spannungstensor eT selbst, sondern sein Produkt mit C
additiv in einen Gestalt- und einen Volumenänderungsanteil zerfällt.
eT  C = GeT  GC + VeT  VC (2.65)
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2.1.6 Ableitung nach symmetrischen Tensoren
Für symmetrische Tensoren zweiter Stufe stellen die gewöhnlichen Koeﬃzientendarstellungen
gemäß den Gleichungen 2.4 und 2.5 redundante Beschreibungen dar. Dies kann bei partiellen
Ableitungen nach symmetrischen Tensoren Probleme bereiten, da die Nebendiagonalelemen-
te der Koeﬃzientenmatrix physikalisch nicht unabhängig voneinander variierbar sind. Aus
diesem Grund werden für symmetrische Tensoren statt den neun Dyaden ea  eb sechs spe-
zielle Basisdyaden j
a(6)
verwendet, so dass die gekoppelten Größen nur einfach auftreten.




ey  ez + ez  ey

j2(6) = ey  ey ; j5(6) =
1p
2
(ez  ex + ex  ez) (2.66)




ex  ey + ey  ex
















Die Koeﬃzientenschreibweise des vollständigen Tensors ergibt sich wiederum analog zur
Darstellung in Gleichung 2.4. Mit Hilfe der angepassten Basisdyaden lässt sich nun eine
direkte und sichere Definition für partielle Ableitungen angeben.

























stellt einen Einheitstensor vierter Stufe dar und lässt sich mit den
isotropen Tensoren aus Gleichung 2.17 in Verbindung setzen.










Das Doppelpunktprodukt zwischen diesem Tensor und einem unsymmetrischen Tensor T ist
gleichbedeutend mit der Symmetrisierung von T . Bei Anwendung auf einen bereits symme-
trischen Tensor X bleibt die Multiplikation ohne Wirkung.
ja(6)  ja(6)  T =
S
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Weiterhin entspricht das Kronecker-Delta a(6)b(6) dem doppelten Punktprodukt der beiden
Basisdyaden.
a(6)b(6) = ja(6)  jb(6) =
(
0 wenn: a(6) 6= b(6)
1 wenn: a(6) = b(6)
(2.72)
Gleichung 2.68 erlaubt die Herleitung wichtiger Ableitungsregeln, wie z. B. die Ableitung des
Doppelpunktproduktes zweier symmetrischer Tensoren.






















ja(6)  jb(6)  jc(6) = X 
@ Y
@Z
+ Y  @X
@Z
Für die weiteren Ausführungen (s. Gl. 2.81) ist außerdem die Ableitung des Produktes zwi-


























@ (X  I)
@X





= I  ja(6)  ja(6) = I (2.75)
Die Ableitung der zweiten und dritten Hauptinvariante erfordert einen größeren Berech-














Mit dem Ergebnis für die dritte Hauptinvariante kann insbesondere die im Weiteren benö-
tigte Ableitung des Volumenverhältnisses J3 bzw. des Umrechnungsfaktors J3
  2
3 aus Glei-



















































3 C 1 (2.78)
Mit dieser Ableitung und den Gleichungen 2.57 und 2.75 kann weiterhin die Ableitung der














































Der letzte Term enthält dabei den Deviator von
G






3 C 0  C 1 = GC 0  C 1 : (2.80)
Unter Berücksichtigung von Gleichung 2.74 lässt sich hiermit schließlich die Ableitung der
Gestaltänderungen
G


























ja(6)  ja(6)  
1
3
C  C 1

(2.81)
Im Rahmen dieser Arbeit werden noch weitere Ableitungen benötigt, wie z. B. die Ableitung
eines inversen Tensors X 1 nach X selbst.
@X 1
@X
=    X 1 X 1S24 (2.82)
Die hierin auftretende Symbolik (:::)S24 steht dabei für einen (1,2)- und (3,4)-symmetrisierten
Tensor XT24 , dessen zweiter und vierter Basisvektor vertauscht ist.
XS24 = ja(6)  ja(6) XT24  jb(6)  jb(6) mit: XT24 = Xabcd ea  ed  ec  eb (2.83)
In Koeﬃzientenschreibweise lässt sich der Ausdruck in Gleichung 2.82 auch folgendermaßen
darstellen (vgl. Holzapfel 2000): 











ea  eb  ec  ed : (2.84)
2.1.7 Hauptsätze der Kontinuumsthermodynamik
Im Hinblick auf die in Abschnitt 3.5 beschriebene thermomechanische Kopplung des Kon-
zepts repräsentativer Raumrichtungen soll an dieser Stelle eine kurze Zusammenfassung der
ersten beiden Hauptsätze der Thermodynamik erfolgen. Für eine umfassendere Darstellung
der thermodynamischen Bilanzgleichungen sei auf die einschlägige Literatur verwiesen (z. B.
Greve 2003, Parisch 2003, Haupt 2000, Holzapfel 2000).
Der erste Hauptsatz besagt, dass die Änderung der Energie eines Körpers (Summe aus
kinetischer Energie Ekin und innerer Energie U) durch Zufuhr einer äußeren Leistung Pex






Durch Einführung der Wärmestromdichte q und über den gesamten Körper kontinuierlich
verteilter Wärmequellen r kann durch Anwendung des Gauß’schen Integralsatzes eine lokale
Form des ersten Hauptsatzes angegeben werden, die sich auf einen einzelnen Materialpunkt
mit der momentanen Dichte  bezieht (mit u als spezifische innere Energie).

:
u =  D  r  q +  r (2.86)
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Unter Beachtung der Gleichungen 2.49, 2.41 und 2.29 sowie der folgenden Beziehungen für
r und q gelingt eine Überführung in die Referenzkonfiguration.
r = er  F 1 ; q = 1
J3
F  eq ) :u = 1e eT  4   1e er  eq + r (2.87)
Zur Formulierung des zweiten Hauptsatzes der Thermodynamik wird die spezifische Entro-
pie  eingeführt, die zusammen mit einigen nichtthermischen Zustandsgrößen  die innere

















) :u =  : +  : (2.89)
Mit Hilfe einiger Umformungen lässt sich eine lokale Darstellung des zweiten Hauptsatzes
in Form einer Ungleichung sowohl in der Momentan- als auch in der Referenzkonfiguration
angeben.
 D     :  
1

q  r   0 ; eT  4   e  :   1 eq  er   0 (2.90)
In einem weiteren Schritt wird die innere Energie mit der freien Energie  in Verbindung ge-
bracht, die ebenfalls eine spezifische Größe darstellt und im Allgemeinen als freie Helmholtz-
Energie bezeichnet wird. Diese gibt denjenigen Anteil der gesamten inneren Energie an, der
bei einem isothermen Prozess vollständig in mechanische Arbeit umgewandelt werden kann
(Parisch 2003). Unter Beachtung von Gleichung 2.89 kann weiterhin die zeitliche Änderung
der freien Energie bestimmt werden.




u   :  
:




  mit:  =  (; ) (2.91)





=   mit:  =  (; ) (2.92)
Durch Einsetzen des gewonnenen Ausdrucks für 
:
 in Gleichung 2.90 kann der zweite
Hauptsatz schließlich in Abhängigkeit der freien Energie formuliert werden. Diese Form wird
üblicherweise als Clausius-Duhem-Ungleichung bezeichnet und bildet den Ausgangspunkt
zur Ableitung von Stoﬀgesetzen aus einem Ansatz für die freie Energie. Für die linke Seite







  ) D =
h eT  4   e  : + : i  1

eq  er   0 (2.93)
Üblicherweise wird nicht nur für die gesamte Dissipation D, sondern auch für einzelne Sum-
manden davon die Forderung nach der Nichtnegativität gestellt. Der vordere Term entspricht
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dabei der mechanischen Dissipation Dm. Dass diese nicht negativ sein darf, bedeutet, dass
die am Material verbrauchte mechanische Energie stets größer als die dadurch gespeicherte
innere Energie ist. Der hintere Term der Ungleichung bezeichnet hingegen die Dissipation
durch Wärmeleitung Dq. Die Forderung nach der Nichtnegativität dieses Ausdrucks besagt,
dass Wärme stets in Richtung eines Temperaturgefälles fließt.
Dm = eT  4   e  : + :   0 ; Dq =  1 eq  er   0 (2.94)
Die Ungleichung für die mechanische Dissipation wird üblicherweise auch als Clausius-
Planck-Ungleichung bezeichnet. Diese kann umformuliert werden, indem gemäß den Ab-
hängigkeiten der freien Energie nach Gleichung 2.91 deren zeitliche Änderung in Form der










 ) eT  4   e @ 
@
:
  0 (2.95)
Die nichtthermischen Zustandsgrößen werden im Folgenden in die Verzerrungen a(6) und
einen verbleibenden Satz von reduzierten Zustandsgrößen red aufgespalten.
eT  4   e  @ 
@









Durch Umstellen von Gleichung 2.96 und dem Postulat, dass die Evolutionsgleichungen für
die reduzierten Zustandsgrößen red nicht von den Verzerrungsgeschwindigkeiten
4
 abhängen,
können hieraus zwei Ungleichungen gewonnen werden.
 eT   e @ 
@
!






  0 )
8>>>><>>>>:
 eT   e @ 
@
!









Die obere Ungleichung soll für beliebige Verzerrungsgeschwindigkeiten gelten, woraus sich
eine Gleichung zur Bestimmung der Lagrange’schen Spannungen ergibt. Hierbei werden au-
ßerdem konstitutiv nicht bestimmbare Zusatzspannungen eTZ eingeführt, die für den Fall
idealer Inkompressibilität aus der geometrischen Zwangsbedingung J3 = 1 resultieren und
nicht zur Formänderungsleistung beitragen dürfen.
eT = e @ 
@
+ eTZ Elastizität     ! eTZ  4 = 0 (2.98)
Soll als Verzerrungsmaß nicht der Green’sche Verzerrungstensor , sondern der rechte Cauchy-

























eT = 2 e @ 
@C
+ eTZ : (2.99)
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2.2 Darstellung einiger Aspekte der Finite-Elemente-Methode
Für die Simulation inhomogen verteilter Spannungs- und Verzerungszustände innerhalb
komplexer Bauteilstrukturen wird in der Ingenieurpraxis vorrangig die Methode der fini-
ten Elemente, häufig auch Finite-Elemente-Methode (Fem) genannt, eingesetzt. Auch im
Rahmen der vorliegenden Arbeit wurden für diverse Beispielsimulationen kommerzielle Fem-
Programme eingesetzt (s. Abschn. 6.3 und 7.3), weshalb an dieser Stelle eine kurze Darstel-
lung einiger ausgewählter Aspekte der Finite-Elemente-Methode gegeben werden soll. Dabei
liegt der Fokus auf einer möglichst anschaulichen Darstellung, bei der lediglich die Grund-
züge der Methode erläutert werden (vgl. Ihlemann 2006). Ausführlichere Darstellungen mit
umfassender Beschreibung des mathematischen Hintergrundes sind hingegen der einschlä-
gigen Literatur zu entnehmen (z. B. Betten 2003, Bathe 2002, Wriggers 2001, Zienkiewicz
1984).
2.2.1 Lösungsalgorithmus der nichtlinearen Fem
Aus der Sicht des Ingenieurs kann die Grundidee der Fem derart verstanden werden, dass
eine Bauteilstruktur in diskrete Teilvolumina, die sogenannten finiten Elemente, eingeteilt
wird, welche über definierte Knotenpunkte miteinander verbunden sind und ausschließlich
hierüber Kräfte übertragen können. Für die einzelnen Elemente (mit jeweils N Knoten) wird
ein Verschiebungsansatz gewählt, welcher das Verschiebungsfeld u des Elementes infolge der
diskreten Knotenverschiebungen UK bestimmt. Hierzu werden die sogenannten Formfunk-
tionen GK eingeführt, die ausschließlich Funktionen des Ortes darstellen und die Element-
architektur beschreiben. Aufgrund der zeitlichen Unabhängigkeit der Formfunktionen kann
der Ansatz ebenso für das Geschwindigkeitsfeld v aufgestellt werden.
u (er ; t) = NX
K=1
GK(er ) UK(t) ; v (er ; t) = NX
K=1
GK(er ) VK(t) (2.100)
Das Verschiebungs- und Geschwindigkeitsfeld kann wiederum mit dem Deformationsgra-
dienten bzw. mit dessen Zeitableitung in Verbindung gesetzt werden. Alternativ zu Glei-
chung 2.25 wird hierbei der Nabla-Operator bezüglich der Referenzkonfiguration verwendet.
F T = I + er  u ; 4F T = er  v mit: er = ea @@exa = eg i @@i (2.101)
Somit können mit Hilfe der Formfunktionen die Deformationen und Deformationsgeschwin-
digkeiten direkt aus den Knotenverschiebungen und -geschwindigkeiten bestimmt werden.
F T = I +
NX
K=1
 erGK  UK ; 4F T = NX
K=1
 erGK  VK (2.102)
Aus den gewonnenen Größen F und
4
F lässt sich die aus dem Stoﬀgesetz resultierende Span-
nungsverteilung im Element berechnen. Um einen Zusammenhang zwischen dem Spannungs-
feld eT und den Knotenkräften FK des Elementes herzustellen, wird gefordert, dass die Ge-
samtheit aller Elementknotenkräfte dieselbe Leistung erbringt wie die inneren Spannungen
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FK  VK !=
ZE eT  4 d eV = PSp (2.103)
Hieraus ergibt sich die gesuchte Bestimmungsgleichung für die Elementknotenkräfte, die
aufgrund der Symmetrie der Lagrange’schen Tensoren in der redundanzfreien Koeﬃzienten-
darstellung gemäß Gleichung 2.68 formuliert wird.
FKa =
ZE eTb(6) @b(6)@UKa d eV (2.104)
Innerhalb eines Fem-Systems können an den Knoten sowohl Verschiebungen UK als auch
externe Kräfte
ex
FK (Summe der Elementknotenkräfte) als Randbedingungen vorgegeben wer-
den. Für diejenigen Knoten, die lediglich dem Zusammenhalt der Struktur dienen, ist dabei
eine Nullkraft als äußere Kraft zu fordern (außer bei Volumenkräften wie z. B. Eigenge-
wicht). Die primären Unbekannten des Systems sind folglich die Verschiebungen derjenigen
Knoten, für die Kraftvorgaben existieren. Im Fall nichtlinearen Materialverhaltens können
diese allerdings nicht direkt berechnet werden, sondern sind mit Hilfe eines Iterationsalgo-
rithmus (üblicherweise dem Newton-Raphson-Verfahren) zu bestimmen. Hierzu werden in
jedem n-ten Iterationsschritt die Knotenverschiebungen zunächst geschätzt. Die zugehörigen
Knotengeschwindigkeiten können gemäß einer Zeitdiskretisierung des Deformationsprozesses
wie folgt abgeleitet werden:
VK (t) = (1 + )
UK (t)  UK (t t)
t
   VK (t t) : (2.105)
Diese Gleichung stellt eine Mischform als Interpolation zwischen konstanter (bei  = 0)
und linear veränderlicher Geschwindigkeit (bei  = 1) innerhalb eines Zeitschrittes t dar.





VK werden anschließend die Deformationen und
deren zeitliche Änderungen bestimmt (s. Gl. 2.102), die über das Stoﬀgesetz wiederum die
zugehörigen Spannungen liefern. Diese ergeben nach Gleichung 2.104 schließlich die Ele-
mentknotenkräfte
n
FK . Die Summe der an einem bestimmten Knoten K wirkenden Kräfte
aller beteiligten Elemente entspricht der resultierenden Knotenkraft, die der von außen vor-
gegebenen Kraft
ex
FK hinreichend genau entsprechen muss. Zur Definition eines geeigneten
Abbruchkriteriums für die Iteration kann z. B. an sämtlichen Knoten die Diﬀerenz zwischen
der Vorgabekraft
ex
FK und der Summe der aus der Schätzung resultierenden Elementknoten-
kräfte
n
FK gebildet werden. Die Iteration wird solange fortgesetzt, bis die Abweichung von der
exakten Lösung einen vorgegebenen Wert, das sogenannte Residuum, unterschreitet. Neben
dieser Variante werden auch häufig die Änderung der Knotenverschiebungen oder Mischfor-
men von Knotenkräften und Knotenverschiebungen als Abbruchkriterium herangezogen.
2.2.2 Element- und Materialsteifigkeit
Der in Abschnitt 2.2.1 skizzierte Lösungsalgorithmus führt auf ein Gleichungssystem, das
aus einer Linearisierung von Gleichung 2.104 in dem durch die geschätzten Knotenverschie-
bungen und -geschwindigkeiten gegebenen Arbeitspunkt resultiert. Ein möglicher Zugang
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stellt Gleichung 2.106 dar, welche neben den Größen des n-ten Iterationsschrittes und den











































MKaLb bezeichnete Ausdruck bildet die sogenannte Elementsteifigkeitsmatrix, die
in der Summe über alle Elemente die Gesamtsteifigkeitsmatrix ergibt. Erst nach Einbau der
Verschiebungsrandbedingungen ist das Gleichungssystem invertierbar, so dass die gesuchten
Knotenverschiebungen berechnet werden können. Wird dabei die Elementsteifigkeitsmatrix
mit den Spannungen und Verzerrungen des Stoﬀgesetzes in Verbindung gebracht, so entsteht


































d eV : (2.107)
Die partiellen Ableitungen der Verzerrungen und Verzerrungsgeschwindigkeiten nach den
Knotenverschiebungen kennzeichnen die Elementeigenschaften, während die Ableitungen
der Spannungen nach den Verzerrungen und Verzerrungsgeschwindigkeiten reine Material-
kenngrößen darstellen. Im Rahmen einer Stoﬀgesetzimplementierung in kommerzielle Fem-
Programme wird neben den Spannungen jedoch nur die Ableitung der Spannungen nach den
Verzerrungen für die Programmierung der Benutzerschnittstelle verlangt (s. Abschn. 7.1).






Die bei inelastischen Stoﬀgesetzen unter Umständen zusätzlich gegebene Abhängigkeit der
Spannungen von den zeitlichen Änderungen der Verzerrungen ist bei einer numerischen Um-
setzung des Stoﬀgesetzes jedoch nur implizit gegeben. Denn in der Regel werden die Ver-
zerrungsgeschwindigkeiten in Form eines Diﬀerenzenquotienten berechnet, der neben den
aktuellen Verzerrungen lediglich die als konstant anzusehenden Verzerrungen des letzten
Zeitschrittes enthält. Insofern können die Spannungen wiederum als alleinige Funktion der
aktuellen Verzerrungen betrachtet werden, so dass die Ableitung der Spannungen nach den
Verzerrungsgeschwindigkeiten nicht explizit auszuführen ist. Gleiches gilt für Stoﬀgesetze,
die neben den Verzerrungen und gegebenenfalls den Verzerrungsgeschwindigkeiten zusätzlich
von inneren Variablen abhängen, welche für den aktuellen Zeitschritt ebenfalls als alleinige
Funktion der Verzerrungen formuliert werden können.
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2.2.3 Numerische Integration
Die zur Berechnung der Elementsteifigkeit durchzuführende Integration über das Element-
volumen gemäß Gleichung 2.107 wird innerhalb eines Fem-Programms üblicherweise auf nu-
merischem Wege mit Hilfe der sogenannten Gaußpunktintegration (auch als Gauß-Legendre-
Quadratur bekannt) durchgeführt. Hierzu wird das Integral über die kartesischen Koor-
dinaten der Referenzkonfiguration zunächst in ein Integral über die Elementkoordinaten
überführt, welche bezüglich des Standardelementes definiert sind. Die ortsabhängige Deter-
minante der Jacobi-Matrix [J ], auch als Jacobi-Determinante bezeichnet, stellt dabei den
Zusammenhang zwischen den beiden Koordinatensystemen her. Für ein dreidimensionales
Quaderelement gemäß Bild 2.2 mit den Elementkoordinaten ,  und , die jeweils von  1
bis 1 laufen, ergibt sich z. B. die folgende Integraltransformation:
I =
ZE






f (; ; ) det [J (; ; )] d d d : (2.109)
Bei einer numerischen Integration wird das Integral durch eine Summe gewichteter Funkti-
onswerte ersetzt, die im Fall der Gaußpunktintegration an diskreten Punkten innerhalb des
Elementes, den sogenannten Gaußpunkten, ausgewertet werden. Die Idee der Gaußpunkt-
integration ist es, die Lage der Gaußpunkte (i; i; i) und die Werte für die zugehörigen
Wichtungsfaktoren wi elementspezifisch so zu wählen, dass Polynome möglichst hohen Gra-




wi f (i; i; i) det [J (i; i; i)] (2.110)
Innerhalb kommerzieller Fem-Programme stehen eine Reihe verschiedener Elementtypen
zur Verfügung. Als ausgewähltes Beispiel soll an dieser Stelle jedoch lediglich das 8-Knoten-
Hexaederelement skizziert werden, welches z. B. im Rahmen der Untersuchungen aus Ab-
schnitt 6.3 bevorzugt eingesetzt wird. In Bild 2.2 ist eine schematische Darstellung des Ele-
mentes mit ungefährer Lage der zugehörigen Gaußpunkte gegeben. Die exakten Koordinaten
sowie die konkreten Werte für die Wichtungsfaktoren können dabei den oben genannten Li-
teraturquellen entnommen werden.
Bild 2.2: Schematische Darstellung des linearen 8-
Knoten-Hexaederelementes mit zugehörigen Gauß-
punkten für die numerische Integration.
Die Flexibilität eines finiten Elementes wird durch die Anzahl der Knoten bzw. die Ordnung
der zugehörigen Formfunktionen bestimmt. Das hier dargestellte 8-Knoten-Hexaederelement
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wird z. B. durch trilineare Formfunktionen bezüglich der Koordinaten ,  und  beschrieben.
Sollen mit diesen Elementen gekrümmte Bauteilkonturen modelliert werden, so empfiehlt es
sich entweder, eine höhere Anzahl von angrenzenden Elementen einzusetzen oder auf Ele-
mente mit zusätzlichen Kantenmittenknoten zurückzugreifen. Diese besitzen Formfunktio-
nen höherer Ordnung und erlauben somit eine Krümmung der Elementkanten. Hiermit ist
jedoch ebenfalls eine Erhöhung der Anzahl von Gaußpunkten verbunden, so dass z. B. bei
einem 20-Knoten-Hexaeder insgesamt 27 Gaußpunkte eingesetzt werden, was gegenüber dem
8-Knoten-Element zu einem erhöhten Berechnungsaufwand führt.
Bei der Gaußpunktintegration wird allgemein zwischen der zuverlässigen bzw. vollen und
der reduzierten Integration unterschieden. Bei der vollen Integration wird eine minimale
Anzahl von Gaußpunkten zur exakten Berechnung der Elementsteifigkeit bei einem genau
quadratischen Viereck eingesetzt. Bei der reduzierten Integration wird die zu integrierende
Funktion zur Rechenzeitersparnis an weniger Gaußpunkten ausgewertet, was jedoch mit ei-
nem Genauigkeitsverlust und häufig auch mit zusätzlichen Singularitäten einhergeht. Auf der
anderen Seite wird die reduzierte Integration gezielt zur Vermeidung von Elementversteifun-
gen bzw. Locking-Eﬀekten eingesetzt. In beiden Fällen entsprechen die Wichtungsfaktoren
genau den Gebieten im Standardelement, über welche die Funktion integriert wird, so dass
die Summe der Wichtungsfaktoren stets die Fläche (bei zweidimensionalen Elementen) bzw.
das Volumen (bei dreidimensionalen Elementen) des jeweiligen Elementes ergibt.
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3 Das Konzept repräsentativer Raumrichtungen
Im folgenden Abschnitt werden nach einer einführenden Literaturübersicht die grundlegen-
den Gleichungen des Konzepts repräsentativer Raumrichtungen hergeleitet und die speziellen
Systemeigenschaften im linearisierten Zustand untersucht. Des Weiteren werden Vorarbeiten
für eine Anwendung auf quasi-inkompressibles Materialverhalten durchgeführt und zusätz-
lich die Möglichkeiten einer thermomechanischen Kopplung aufgezeigt.
3.1 Einordnung des Konzeptes in den Stand der Forschung
Um den Ursprung des Konzepts repräsentativer Raumrichtungen aufzuzeigen, werden nach-
folgend die Entwicklungsgeschichten zweier Ansätze aus dem Gebiet der Materialmodellie-
rung skizziert. Diesen liegt dabei die Modellvorstellung zugrunde, dass das kompakte Mate-
rial aus einer Vielzahl von Mikrostrukturelementen aufgebaut ist, für die jeweils eindimen-
sionale Spannungs-Dehnungs-Beziehungen formuliert werden können. Zur Berechnung der
globalen bzw. dreidimensionalen Materialantwort werden diese schließlich durch eine Mit-
telungsprozedur überlagert. Im Folgenden werden die wichtigsten Vertreter dieser Model-
lierungsansätze vorgestellt und im Kontext einer Einordnung des Konzepts repräsentativer
Raumrichtungen näher diskutiert.
Das Microplane-Modell zur Beschreibung des Materialverhaltens von Beton
Die grundlegende Idee, das makroskopische Verhalten technischer Werkstoﬀe durch das Zu-
sammenwirken vieler einzelner gedachter Mikrostrukturelemente innerhalb des Materials zu
modellieren, reicht bis zum Beginn des 20. Jahrhunderts zurück. Als älteste Quelle wird
in der einschlägigen Literatur meist die Bruchlinientheorie von Mohr (1900) genannt, bei
der erstmals die Modellvorstellung von ausgezeichneten Ebenen unterschiedlicher Orientie-
rungen innerhalb des Materials auftritt. Diese Idee wurde von Taylor (1938) übernommen
und auf die Modellierung des plastischen Fließens polykristalliner Materialien angewendet,
indem bezüglich der einzelnen Materialebenen inelastisches Verhalten unter Scherbelastung
angenommen wurde. Der Ansatz von Taylor wurde von Batdorf und Budiansky (1949) weiter-
entwickelt und schließlich unter der Bezeichnung „Gleitebenentheorie der Metallplastizität“
bekannt. Hierbei werden ausgehend vom makroskopischen Spannungszustand die mikrosko-
pischen Schubspannungen in den unterschiedlich orientierten Gleitebenen bestimmt. Die zu-
gehörigen plastischen Schubverzerrungen werden dann über sämtliche Ebenen aufsummiert,
woraus schließlich der makroskopische plastische Verzerrungszustand gewonnen wird. Die
Annahme, dass die Spannungen in den Gleitebenen aus einer Projektion des Spannungsten-
sors resultieren, wird dabei als statische Zwangsbedingung bezeichnet.
Die Gleitebenentheorie wurde von Zienkiewicz & Pande (1977) zur Modellierung gestein-
artiger bzw. granularer Geomaterialien eingesetzt, allerdings weiterhin im Rahmen einer
Plastizitätsformulierung. Erst Bažant & Oh (1983) gelang es, die Ideen von Taylor auf die
Beschreibung des spröden Materialverhaltens von Beton im Rahmen einer Schädigungsfor-
mulierung zu übertragen. In diesem Zusammenhang wurde von den Autoren der Begriﬀ
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„Microplane-Modell“ eingeführt, um die Allgemeingültigkeit des Konzeptes hervorzuheben.
Im Gegensatz zur Gleitebenentheorie wurde hierbei die kinematische Zwangsbedingung ein-
geführt, bei der sich die Verzerrungen in den einzelnen Ebenen, die nunmehr als Mikroebenen
bezeichnet wurden, aus der Projektion des Verzerrungstensors ergeben. Über die konstituti-
ven Gleichungen auf der Mikroebene werden hiermit die zugehörigen Spannungen formuliert,
die nach dem Prinzip der virtuellen Arbeit durch Integration über die Kugeloberfläche den
zum Verzerrungstensor zugeordneten Spannungstensor liefern. Bei der numerischen Umset-
zung des Modells wird dabei die analytische Berechnung des Integrals durch eine Summe
gewichteter Spannungsbeiträge über diskret verteilte Raumrichtungen ersetzt (vgl. Gl. 3.20).
Weiterhin wurden auch die elastischen Verzerrungen bezüglich der Mikroebenen formuliert,
die bei den Vorgängermodellen noch zu den inelastischen Verzerrungen auf der makroskopi-
schen bzw. kontinuumsmechanischen Ebene addiert wurden.
In der ersten Variante des Microplane-Modells von Bažant & Oh (1983) mit der Bezeich-
nung M1 wurden ausschließlich die Spannungs- und Verzerrungskomponenten in Norma-
lenrichtung einer Mikroebene berücksichtigt, deren Zusammenhang über ein skalares Stoﬀ-
gesetz für den einachsigen Spannungszustand beschrieben wurde. In der darauﬀolgenden
M10-Variante von Bažant (1984) wurden zusätzlich die Spannungen und Verzerrungen in
tangentialer Richtung einer Ebene in Form von Scherungen einbezogen, um das Versagen
von Beton unter hydrostatischem Druck realistischer abbilden zu können. Während das M1-
Modell durch eine konstante Querkontraktionszahl von  = 0; 25 charakterisiert war (s.
Abschn. 3.3), konnte das M10-Modell bereits Werte von  1    0; 25 annehmen. Um die-
se Einschränkung noch weiter aufzulösen, wurde von Bažant & Prat (1988) im Rahmen der
M2-Formulierung eine Trennung von Gestalt- und Volumenänderungen bezüglich der Nor-
malenrichtung vorgenommen, so dass nunmehr drei Spannungsanteile auf der Mikroebene
zur Berechnung des Spannungstensors einbezogen wurden. Somit konnten beliebige Quer-
kontraktionszahlen über den gesamten Bereich von  1    0; 5 realisiert werden, was die
simultane Modellierung des Versagens unter mehrachsigen Zug- und Druckbeanspruchungen
ermöglichte.
In dem Nachfolgemodell von Bažant et al. (1996) mit der Bezeichnung M3 wurde das Konzept
dehnungsabhängiger Fließgrenzen zur Simulation von Entfestigungseﬀekten in Beton unter
Zug-/Druck- und Scherbelastungen eingeführt. Darüber hinaus wurde das Modell auf die
Beschreibung moderater Deformationen von bis zu 10% verallgemeinert. Eine Erweiterung
auf beliebig große Verformungen gelang jedoch erst mit der M4-Variante von Bažant et
al. (2000a), indem geeignete Spannungs- und Verzerrungsmaße eingeführt wurden (Bažant
et al. 2000b). Eine ausführliche Darstellung der Verallgemeinerung auf große Deformationen
unter Berücksichtigung einer Vielzahl verschiedener Formulierungsvarianten des Microplane-
Modells wird dabei von Carol et al. (2004) gegeben. Neben diesem Aspekt wurde auch
die thermodynamische Konsistenz genauer untersucht (Carol et al. 2001). Es zeigte sich,
dass bei der Modellvariante M2 für bestimmte Belastungsprozesse unkontrolliert Energie zu-
bzw. abgeführt wurde. Aus diesem Grund wurde für das M4-Modell eine freie Energiedichte
auf der Mikroebene eingeführt, die als Integral über sämtliche Ebenen die makroskopische
freie Energiedichte liefert, aus der durch partielles Ableiten nach dem Verzerrungstensor
wiederum der zugehörige Spannungstensor gewonnen wird. Diese Energieformulierung wurde
26 3 Das Konzept repräsentativer Raumrichtungen
anschließend von Kuhl et al. (2001) auf die Beschreibung inelastischen Materialverhaltens
im Hinblick auf Plastizität und Schädigung erweitert. Die erste Microplane-Formulierung
mit der Bezeichnung M1 wird dabei auch ohne die Einführung einer freien Energiedichte
als thermodynamisch konsistent angesehen, da hier die Spannungen ledglich bezüglich der
Normalenrichtung der einzelnen Ebenen berücksichtigt werden.
Die bisher letzte Microplane-Formulierung für die Beschreibung von Beton stellt die M5-
Variante von Bažant & Caner (2005) dar, welche auf einer Kopplung der statischen und ki-
nematischen Zwangsbedingung basiert und im Gegensatz zur M4-Variante die Simulation der
Energieabsorption bei Rissvorgängen im Material erlaubt. Eine Weiterentwicklung bezüglich
der Modellierung faserverstärkten Betons wird dabei von Beghini et al. (2007) vorgeschla-
gen. Das Microplane-Modell wurde als Grundlage für eine Vielzahl von Weiterentwicklungen
herangezogen. Während die oben genannten Modellvarianten vorrangig zur Modellierung des
mechanischen Verhaltens von Beton konzipiert wurden, existieren mittlerweile auch Formu-
lierungen für granulare Geomateralien wie z. B. Felsgestein, Sand oder Tonerde. Als weiteres
Beispiel sei die Modellierung polykristalliner Formgedächtnislegierungen genannt, die z. B.
von Brocca et al. (2002) mit Hilfe phänomenologischer Materialmodelle auf der Mikroebe-
ne in Verbindung mit der statischen Zwangsbedingung realisiert wird. Darüber hinaus wird
die Microplane-Theorie auch im Bereich der Biomechanik zur Modellierung der Struktur-
eigenschaften biologischer Gewebe eingesetzt. Als Beispiel sei die Arbeit von Caner et al.
(2007) erwähnt, im Rahmen derer ein Materialmodell für den Außenring einer Bandscheibe
(Annulus Fibrosus) beschrieben wird.
Netzwerkmodelle und das Microsphere-Modell zur Beschreibung des Material-
verhaltens gummiartiger Polymere
Die Grundidee des Microplane-Modells und dessen Vorgängermodelle ist auch bei Stoﬀgeset-
zen zur Modellierung elastomerer Werkstoﬀe wiederzufinden. Materialmodelle zur Beschrei-
bung des elastischen Verhaltens gummiartiger Polymere können prinzipiell in zwei Gruppen
aufgeteilt werden. Zum einen exisitieren rein phänomenologische Modelle, die entweder als
Funktionen von Invarianten oder in Abhängigkeit von Eigenwerten eines Verzerrungstensors
formuliert sind. Zur ersten Kategorie zählen z. B. das Mooney-Rivlin-Stoﬀgesetz (Mooney
1940), das Yeoh-Stoﬀgesetz (Yeoh 1993) sowie das Modell von Gent (Gent 1996). Bezüglich
der zweiten Kategorie ist dagegen das Ogden-Modell (Ogden 1972) sowie das Modell von
Valanis & Landel (Valanis & Landel 1967) zu nennen. All diese Modelle haben gemeinsam,
dass sie keinen wirklichen Bezug auf die molekulare Mikrostruktur eines Polymers nehmen.
Aus diesem Grund wurden neben diesen rein phänomenologischen Ansätzen sogenannte mi-
krostrukturbasierte Stoﬀgesetze in Form von Netzwerkmodellen entwickelt, welche mit den
Methoden der statistischen Physik den Einfluss der einzelnen Polymerketten auf das makro-
skopische Verhalten des Gummiwerkstoﬀs berücksichtigen. Die in der Realität vorliegende
zufällige räumliche Verteilung von Polymerketten innerhalb des Netzwerkverbundes wird
hierbei durch wesentlich einfachere geometrische Anordnungen angenähert. Bei einigen Mo-
dellen wird von einer aﬃnen Deformation ausgegangen, so dass angenommen wird, dass sich
die Enden der Einzelketten unter Deformation des Festkörpers derart bewegen, als ob sie in
ein elastisches Kontinuum eingebettet wären. Unter dieser Annahme ist stets eine Identität
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zwischen den mikroskopischen und makroskopischen Streckungen gegeben (s. Kroon 2011,
Lulei 2002).
Als Ursprung der Netzwerkmodelle kann das aﬃne 3-Ketten-Modell von James & Guth
(1943) bzw. Wang & Guth (1952) betrachtet werden. Bei diesem wird das Polymernetzwerk
durch drei einzelne Ketten approximiert, die entlang der Kanten eines ursprünglich würfelför-
migen Volumenelementes angeordnet sind. Durch dessen Verformung erfahren die einzelnen
Ketten eine aﬃne Deformation, wobei die Streckungen der Ketten den drei Hauptstreckungen
entsprechen. Die makroskopische freie Energiedichte des gesamten Netzwerkes bestimmt sich
dann aus dem arithmetischen Mittelwert der Energien für die drei Einzelketten, für deren Be-
rechnung das sogenannte Langevin-Modell als Funktion der Kettenstreckungen herangezogen
wird. Ausgehend von dem 3-Ketten-Modell wurde von Flory & Rehner (1943) sowie Treloar
(1946) das 4-Ketten-Modell vorgeschlagen, bei dem die Einzelketten zwischen den Eckpunk-
ten eines Tetraeders und dessen Schwerpunkt verlaufen. Der Tetraeder verformt sich dabei
gemäß der makroskopischen Deformation, während die nicht-aﬃne Verschiebung des Ver-
bindungpunktes der einzelnen Ketten iterativ über eine Gleichgewichtsbedingung bestimmt
wird. Eine Weiterentwicklung stellt das aﬃne 8-Ketten-Modell von Arruda & Boyce (1993)
dar, bei dem die Ketten zwischen den Eckpunkten eines Würfels und dessen Schwerpunkt
angeordnet sind, wobei die Kanten des Würfels wiederum entlang der Verzerrungseigen-
richtungen verlaufen. Hier wird aus den globalen Hauptstreckungen des Volumenelementes
eine mittlere Streckung definiert, die allen acht Ketten gleichermaßen zugeordnet wird und
schließlich zur Berechnung einer mittleren freien Energiedichte dient. Die makroskopische
freie Energiedichte des Kontinuums entspricht somit genau der mittleren Energiedichte einer
Einzelkette.
Die logische Erweiterung der Netzwerkmodelle auf eine kontinuierliche Verteilung von Ein-
zelketten liefert schließlich das aﬃne „vollständige Netzwerkmodell“ (aus der englischen Be-
zeichnung „full-network model“ abgeleitet). Erstmals wurde dieser Ansatz von Treloar (1954)
vorgeschlagen, wobei sich dieser lediglich auf den einachsigen Spannungszustand beschränk-
te. Treloar & Riding (1979) haben den Ansatz auf biaxiale Deformationen erweitert und
eine numerische Umsetzung vorgenommen. Eine allgemeingültige Formulierung für dreidi-
mensionale Belastungsarten und große Deformationen wurde schließlich von Wu & van der
Giessen (1993) veröﬀentlicht, welche das Modell auf das inelastische und anisotrope Ver-
halten glasartiger Polymere unter Annahme idealer Inkompressibilität angewendet haben
(s. a. Harrysson et al. 2010). Bei diesem Ansatz wird die makroskopische freie Energiedichte
des gesamten Netzwerkes bzw. Volumenelementes aus einer Integration der freien Energie-
dichten der kontinuierlich verteilten Einzelketten über die Kugeloberfläche gewonnen. Eine
numerische Umsetzung des Modells erfordert dabei wiederum, dass die analytische Integra-
tion durch eine Summe gewichteter Energiebeiträge über diskrete Raumrichtungen ersetzt
wird. Wie bei den zuvor genannten Netzwerkmodellen ergeben sich die Gesamtspannungen
durch partielle Diﬀerentiation der Gesamtenergiedichte nach den Verzerrungen (s. Gl. 2.98).
In der ursprünglichen Form wurde das vollständige Netzwerkmodell allerdings noch nicht im
Rahmen von Finite-Elemente-Berechnungen eingesetzt, da die hiermit verbundene numeri-
sche Integration als zu rechenaufwändig erachtet wurde. Stattdessen wurde als Alternative
zum vollständigen Netzwerkmodell von denselben Autoren eine lineare Kombination vom
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3-Ketten- und 8-Kettenmodell entwickelt. Was die Integration der Energiebeiträge über die
Kugeloberfläche betriﬀt, so wurde von Itskov et al. (2010) eine analytische Integration mittels
einer Taylor-Reihenentwicklung vorgeschlagen.
Das vollständige Netzwerkmodell wurde als Ausgangspunkt für eine Vielzahl von Weiterent-
wicklungen und speziellen Anwendungen zugrunde gelegt. Als erstes Beispiel sei die Arbeit
von Pawelski (1998) genannt, im Rahmen derer die wesentlichen inelastischen Eﬀekte tech-
nischer Gummiwerkstoﬀe (wie z. B. Hysterese, Mullins-Eﬀekt und Setzverhalten) mittels
polymerstatistischer Methoden nachgebildet wurden. Zur Berücksichtigung der inelastischen
Eigenschaften werden hierbei für die gedachten Polymerketten in den kontinuierlich verteil-
ten Raumrichtungen Gleichungen für die freie Energiedichte zugrunde gelegt, die neben der
aktuellen Streckung von einem Satz innerer Variablen abhängt. Die für die einzelne Polymer-
kette verwendeten Stoﬀgesetze sind dabei so konstruiert, dass der Spannungstensor durch
Ableiten der aus der Integration resultierenden Gesamtenergie nach dem Verzerrungstensor
bei konstant gehaltenen inneren Variablen gewonnen wird. Im Rahmen der Arbeit von Pa-
welski wurden mit dem Ansatz der Energiemittelung erstmals Finite-Elemente-Simulationen
inelastischen Materialverhaltens unter großen Verformungen durchgeführt. Als weiteres Bei-
spiel sei auf die Arbeit von Lulei (2002) hingewiesen, welcher ähnlich wie Pawelski (1998) ein
mikromechanisches Modell zur Beschreibung des elastischen und viskoelastischen Verhaltens
gummiartiger Polymere bei großen Deformationen vorstellt. Zur Beschreibung der Elastizi-
tät der Einzelketten wird dabei der Langevin-Ansatz verwendet, während für die viskoelasti-
schen Eigenschaften das ebenfalls in der statistischen Mechanik gebräuchliche Gauß-Modell
herangezogen wird.
Basierend auf der Arbeit von Lulei wurde von Miehe et al. (2004) das „nicht-aﬃne Micro-
sphere-Modell“ für Gummielastizität entwickelt, welches im Gegensatz zum aﬃnen Netzwerk-
modell von Wu & van der Giessen ein realistischeres Verhalten bei großen Verformungen
aufzeigen soll. Beim vollständigen Netzwerkmodell wurden die molekularen Interaktionen
zwischen den Polymerketten noch gänzlich vernachlässigt, so dass die Ketten als frei beweg-
lich angenommen wurden, womit theoretisch auch gegenseitige Durchdringungen möglich
sind. Diese starke Abstraktion einer realen Polymerstruktur wurde im Microsphere-Modell
dahingehend abgeschwächt, dass die Ketten nunmehr durch zusätzliche Randbedingungen in
ihrer Bewegung eingeschränkt werden. Dies wird dadurch realisiert, dass die Polymerkette
gedanklich von einer Röhre umschlossen wird, die nur eine gewisse Bewegung der Kettenseg-
mente ermöglicht. Dieser Ansatz entspricht der Idee des nicht-aﬃnen Röhrenmodells (vgl.
Heinrich et al. 1988, Klüppel & Schramm 2000), wobei dem Microsphere-Ansatz eine verein-
fachte Formulierung zugrunde liegt. Der beschriebene Ansatz wurde zunächst nur für ideal
elastisches Materialverhalten entwickelt. Eine Erweiterung des Microsphere-Modells zur Be-
schreibung von viskoelastischen Eﬀekten und Entfestigungserscheinigungen ist hingegen in
den Veröﬀentlichgunen von Miehe & Göktepe (2005) bzw. Göktepe & Miehe (2005) zu finden.
Bezüglich der Viskoelastizität wurden entsprechende Vorarbeiten bereits von Lulei (2002)
durchgeführt. Die Einführung einer nicht-aﬃnen Netzwerkdeformation mit eingeschränkter
Kettenbewegung wurde dabei von Kroon (2011) übernommen und auf das 8-Ketten-Modell
von Arruda & Boyce übertragen.
Das Microsphere-Modell hat sich im Laufe der vergangenen Jahre zu einem weitverbreiteten
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Werkzeug zur mikromechanischen Modellierung faserartiger Strukturen etabliert und wird
von einer Vielzahl von Autoren in modifizierter Form für spezielle Anwendungen eingesetzt.
Neben den gummiartigen Polymerwerkstoﬀen wird der Ansatz besonders im Bereich der Bio-
mechanik zur Modellierung der Struktureigenschaften biologischer Gewebe herangezogen, die
zumeist aus einer zellulären Matrix mit einem Netzwerk aus Kollagenfasern bestehen. Als
Beispiel sei das hyperelastische Modell von Alastrué et al. (2009) erwähnt, welches zur Abbil-
dung des anisotropen Verhaltens von Blutgefäßen konzipiert wurde. Menzel &Waﬀenschmidt
(2009) haben darüber hinaus das Phänomen von Umstrukturierungsvorgängen innerhalb bio-
logischer Gewebe nachgebildet, welche aus einer Anpassung des Gewebes an die aktuellen
Beanspruchungszustände resultieren. Ein weiterer Ansatz für das viskoelastische und aniso-
trope Verhalten biologischer Gewebe wird von Ehret et al. (2010b) vorgeschlagen, wobei hier
die Wechselwirkungen zwischen der zellulären Matrix und den Kollagenfasern berücksichtigt
werden. Neben dem Bereich der Biomechanik sind Anwendungen des Microsphere-Modells
auch im Bereich der kristallinen Materialien zu finden. So wird z. B. von Ostwald et al.
(2010) ein Modell zur Simulation von Phasenumwandlungen in polykristallinen Strukturen
vorgeschlagen.
Einordnung des Konzepts repräsentativer Raumrichtungen
Sowohl die Microplane- als auch die Microsphere-Theorie haben sich mittlerweile zu einem
unverzichtbaren Werkzeug im Rahmen der mikromechanischen Modellierung bestimmter
Materialklassen entwickelt, da hiermit im Vergleich zu herkömmlichen kontinuumsmecha-
nischen Ansätzen bestimmte physikalische Phänomene einfacher abzubilden sind. So weisen
z. B. nahezu alle inelastischen Eﬀekte in der Mikrostruktur von Beton ausgeprägte räumli-
che Orientierungen auf, die durch die üblichen phänomenologischen Plastizitätsmodelle nur
schwer erfasst werden können (Cusatis et al. 2008). Damit kann den gedachten Mikroebe-
nen des Microplane-Modells eine gewisse physikalische Bedeutung unterstellt werden, wenn
diese als Kontakt- oder Rissebenen zwischen den einzelnen Körnern interpretiert werden
(Gambarova & Floris 1986). Analog hierzu stellt das Microsphere-Modell einen direkten
Bezug zur molekularen Mikrostruktur eines Elastomerwerkstoﬀes her, indem die betrach-
teten Raumrichtungen, für die eine freie Energiedichte aufgestellt wird, mit Polymerketten
in Verbindung gebracht werden. Beide Ansätze können somit zu einem gewissen Grad als
physikalisch basierte Stoﬀgesetze bezeichnet werden, wobei die konstitutiven Gleichungen
bezüglich der unterschiedlich orientierten Ebenen bzw. Raumrichtungen auch durchaus phä-
nomenologischen Charakter aufweisen können.
Das in der vorliegenden Arbeit behandelte Konzept repräsentativer Raumrichtungen ent-
spricht mathematisch betrachtet in weiten Teilen der M1-Variante des Microplane-Modells
von Bažant & Oh (1983) mit der Beschreibung für große Deformationen nach Carol et
al. (2004). Der Begriﬀ „Konzept repräsentativer Raumrichtungen“ wurde dabei von Ihle-
mann (2007) eingeführt und durch nachfolgende Veröﬀentlichungen von Freund et al. (2012,
2011a,b,c), Freund & Ihlemann (2010) sowie Lorenz et al. (2011) weiter geprägt. Im Ge-
gensatz zum Microplane- bzw. Microsphere-Ansatz steht hier jedoch nicht die Modellierung
bestimmter Materialien unter Berücksichtigung mikrostruktureller Betrachtungen im Vor-
dergrund. Die eigentliche Motivation resultiert vielmehr aus der Notwendigkeit, eindimen-
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sionale Stoﬀgesetze zu vollständig dreidimensionalen Materialmodellen zu verallgemeinern,
wobei die eﬃziente numerische Umsetzung im Rahmen der Finite-Elemente-Methode einen
wesentlichen Bestandteil des Konzeptes darstellt.
Eine solche Ausgangssituation, bei der aufgrund der Komplexität des zu konzipierenden
Materialmodells lediglich eine reduzierte Stoﬀgesetzformulierung für den einachsigen Zug-
/Druckversuch existiert, ist z. B. bei dem in der Einleitung erwähnten Dynamischen Flocku-
lationsmodell von Lorenz & Klüppel (2009) gegeben. Dieses wurde am Deutschen Institut
für Kautschuktechnologie e. V. im Rahmen eines industriellen Gemeinschaftsprojektes mit
Hilfe des Konzepts repräsentativer Raumrichtungen in kommerzielle Fem-Programmpakete
implementiert und dadurch für Berechnungsabteilungen von Unternehmen der Kautschukin-
dustrie überhaupt erst zugänglich gemacht. Aus dieser Sichtweise heraus wird die von Ihle-
mann (2007) eingeführte Bezeichnung auch im Rahmen der vorliegenden Arbeit beibehalten,
wobei die wesentlichen Bezüge zum Microplane-Modell an den betreﬀenden Stellen einge-
arbeitet sind. Zusammenfassend ist in Bild 3.1 eine vereinfachte schematische Darstellung
über die Entwicklungsgeschichte des Konzepts repräsentativer Raumrichtungen mit Bezug
zu den wesentlichen Vorgängermodellen gegeben. Die fettgedruckten Begriﬀe innerhalb der
Auflistungen kennzeichnen dabei die speziellen Eigenschaften des Konzeptes, welche bei den
betreﬀenden Quellen zum ersten Mal in Erscheinung getreten sind.
Bild 3.1: Vereinfachte schematische Darstellung über die Entwicklungsgeschichte des Kon-
zepts repräsentativer Raumrichtungen.
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3.2 Modellvorstellung und kontinuumsmechanische Umsetzung
Zur Herleitung der zugrunde liegenden Modellgleichungen wird ein infinitesimales materiel-
les Volumenelement betrachtet, welches einer Deformation F unterworfen wird (s. Bild 3.2).
Die eingezeichnete Gerade stellt eine materialfeste Linie mit beliebig gewählter Ausrichtung
dar und fungiert als Koordinatenlinie für die Materialkoordinate i. Der Diﬀerenzvektor der
zwischen zwei benachbarten Materialpunkten auf dieser Linie wird durch die äußere Defor-
mation in den Vektor dr überführt.
Bild 3.2: Deformation einer mate-
rialfesten Linie innerhalb eines infi-
nitesimalen materiellen Volumenele-
mentes.
Das Verhältnis der momentanen Länge des betrachteten Linienelementes zu dessen Refe-
renzlänge wird als Streckung  definiert, die sowohl eine Verlängerung ( > 1) als auch eine
Verkürzung ( < 1) bedeuten kann.
 =
jdrj
jder j mit: 0 <  <1 (3.1)
Unter Berücksichtigung der Gleichungen 2.3 und 2.28 können die beiden Diﬀerenzvektoren
mit dem Deformationsgradienten in Verbindung gesetzt werden.
dr = F  der (3.2)





der  der =
s
der  F T  F  der
der  der =
s
derp
der  der  C  derpder  der (3.3)
Der letzte Ausdruck in Gleichung 3.3 enthält den zu der gehörenden Einheitsvektor, welcher
die räumliche Ausrichtung der materialfesten Linie im unverformten Zustand beschreibt. Zur




der  der )  =   e =
q

e  C  e : (3.4)
Die Größe  fungiert dabei nicht als Summationsindex, sondern als Zählindex für die betrach-
teten Linienelemente bzw. für die zugehörigen Raumrichtungen. Die eingeführte Schreibweise
eignet sich daher sowohl für den kontinuierlichen als auch für den diskreten Fall.
kontinuierlich :  2 [1;1]
diskret :  2 [1; n]
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Im Hinblick auf weitere Ausführungen (s. Abschn. 4.1) soll die Berechungsvorschrift für die



































Hierbei ist es zweckmäßig, die Koordinaten der Einheitsvektoren in Form der Kugelkoordi-






























































 in verschiedenen Raumrichtungen e in Abhängigkeit einer äu-
ßeren Deformation C betrachtet, so lassen sich einige besondere Eigenschaften aufzeigen.
Wird z. B. eine inkompressible einachsige Zugbelastung mit monoton steigender Verformung
vorgegeben, so existieren stets Richtungen, die zunächst gestaucht und im weiteren Ver-
lauf gestreckt werden (s. Bild 3.3). Andere Richtungen hingegen erfahren eine monotone
Streckung. Die einzigen Richtungen, die ausschließlich gestaucht werden, sind alle zur Zug-
belastung senkrecht liegenden Richtungen. Ähnlich verhält es sich im Druckversuch, wo sich
ebenfalls Richtungen angeben lassen, die zunächst gestaucht und anschließend gestreckt wer-
den. Analog zum Zugversuch unterliegen bei hinreichend großen Verformungen letztendlich
alle Richtungen einer Streckung, die einzige Ausnahme bildet hier die Druckbelastungsrich-
tung selbst. Eine besondere Raumrichtung stellt in diesem Zusammenhang die Raumdiago-
nale dar (z. B. [ra] = [1 1 1]
T ), die sowohl im Zug- als auch im Druckbereich für beliebige
Verformungsintensitäten stets eine Streckung erfährt.
Bild 3.3: Darstellung einer ma-
terialfesten Linie, die im in-
kompressiblen einachsigen Zug-
versuch zunächst gestaucht und
anschließend gestreckt wird.
In jedem kontinuierlich verteilten Material werden solche Materialfasern keineswegs nur ge-
streckt, sondern es treten durch den Materialverbund Wechselwirkungen in Form von Quer-
und Schubspannungen auf. Diese werden vom Konzept repräsentativer Raumrichtungen je-
doch nicht explizit abgebildet, da jeder einzelnen Faser unterstellt wird, dass sie allein auf
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die aus der Gesamtdeformation resultierende Streckung reagiert. Trotzdem bleibt die Inter-
aktion zwischen den einzelnen Fasern nicht völlig unberücksichtigt, da die Streckungen


in den verschiedenen Raumrichtungen allesamt aus den sechs Koeﬃzienten desselben Ver-
zerrungstensors C berechnet werden (s. Gl. 3.4). Umgekehrt bedeutet dies, dass anhand
der gegebenen Streckungen von sechs Materialfasern die Streckungen aller übrigen Fasern
eindeutig bestimmt sind.
Wird für die materialfesten Linien das eindimensionale (noch zu verallgemeinernde) Stoﬀ-
verhalten zugrunde gelegt, so lassen sich anhand der Streckungen

 einachsige 1. Piola-
Kirchhoﬀ-Spannungen

T in den einzelnen Richtungen angeben. Hierbei wird zweckmäßiger-
weise stets eine ideal inkompressible Formulierung des eindimensionalen Stoﬀgesetzes heran-





















Jede einzelne Spannungsantwort erbringt mit der zugehörigen Streckungsgeschwindigkeit
eine Formänderungsleistung d

PSp. Diese bezieht sich auf einen gedachten infinitesimalen
Volumenausschnitt

d eV des Gesamtvolumens d eV , welcher jeweils einer der unendlich vielen
Raumrichtungen e bzw. der zugehörigen materialfesten Linie zugeordnet wird. Diese Leis-
tung wird im Folgenden anhand der 2. Piola-Kirchhoﬀ-Spannung











d eV = eT  : d eV (3.9)
Hiervon ausgehend wird gefordert, dass die Gesamtheit aller einachsigen Deformationspro-
zesse dieselbe Leistung erbringt wie der durch den Spannungstensor eT und die Verzerrungs-
geschwindigkeit 4 beschriebene dreidimensionale Deformationsprozess innerhalb des materi-
ellen Volumenelementes d eV selbst. Hierzu werden die Einzelleistungen d PSp über sämtliche














d eV =d eV beschreibt den Anteil des zugeordneten Volumens bezüglich einer
Raumrichtung e an dem Volumen des gesamten materiellen Volumenelementes. Ausgehend
von dem Modell einer Kugel für das Volumen d eV werden die Volumensegmente d eV in Form
der Kugelkoordinatenwinkel # und ' beschrieben (s. Bild 3.4).
Aufgrund des konstanten Kugelradius gehen die Volumenverhältnisse in Flächenverhältnisse
über, womit sich die Fläche d eA auf eine Einheitskugel bezieht. In diesem Zusammenhang






d eV = w
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Bild 3.4: Unterteilung einer Ku-
gel in Längen- und Breitenkreise
zur Definition infinitesimaler Vo-
lumensegmente.
Hierbei wird zusätzlich ein freier und für alle Richtungen gleicher Kalibrierfaktor w einge-
führt, welcher die Volumensegmente in den einzelnen Richtungen einheitlich skaliert. Auf
diese Weise kann der Elastizitätsmodul des resultierenden dreidimensionalen Stoﬀgesetzes
an den Elastizitätsmodul des eindimensionalen Eingangsmodells angepasst werden (s. Ab-
schn. 3.4). Für w 6= 1 entspricht die Summe der Volumensegmente

d eV somit nicht mehr dem
Kugelvolumen d eV , was jedoch im Rahmen des Modells gegen keine physikalischen Gesetz-
mäßigkeiten verstößt. Die Leistungsäquivalenz aus Gleichung 3.10 lautet dann wie folgt:






eT  : sin# d# d' : (3.12)
Gemäß Gleichung 3.4 kann die Streckungsgeschwindigkeit
:

 mit der Lagrange’schen Zeit-
ableitung
4
C des rechten Cauchy-Green-Tensors in Verbindung gesetzt werden. Die Einheits-
vektoren e erfahren dabei keine zeitliche Änderung, da sie bezüglich eines zeitlich konstanten
Basissystems definiert sind, welches sich nicht mit dem Material mitverformt. Dies ist eine
notwendige Vorraussetzung für die Beschreibung inelastischen Materialverhaltens, da in die-
sem Fall für jede Raumrichtung ein Satz innerer Variablen






















e  4C  e (3.13)
Der letzte Ausdruck in Gleichung 3.13 wird dabei zweckmäßigerweise umformuliert (s. Gl. 2.11).

e  4C  e = e  e  4C (3.14)
















e  e  4 (3.15)
Durch Einsetzen von Gleichung 3.15 in Gleichung 3.12 und Herausziehen der Zeitableitung 4
aus dem Doppelintegral folgt schließlich:






eT e  e sin# d# d'  4 : (3.16)
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Zur Bestimmung des gesuchten Spannungstensors eT wird Gleichung 3.16 zunächst umge-
formt und der resultierende Klammerausdruck mit Hilfe eines beliebigen symmetrischen Ten-










 4 = 0 (3.17)
Damit Gleichung 3.17 für beliebige Verzerrungsgeschwindigkeiten 4 erfüllt ist, muss der
Tensor Z orthogonal zu 4 sein. Dies ist gleichbedeutend mit der Annahme, dass sich der







eT e  e sin# d# d'+ Z mit: Z  4 = 0 (3.18)
Für den Sonderfall ideal inkompressiblen Materialverhaltens ergibt sich der Tensor Z auf-
grund der geometrischen Zwangsbedingung J3 = 1 zu Z =  p C 1. An dieser Stelle wird
jedoch die konstitutive Annahme getroﬀen, dass die Koeﬃzienten von Z stets den Wert Null
annehmen, womit der gesuchte Spannungstensor eT eindeutig bestimmt ist.






eT e  e sin# d# d' mit: eT e  e = eT (3.19)
Der Ausdruck
eT e  e stellt einen vollständigen Spannungstensor eT bezüglich einer bestimm-
ten Raumrichtung e dar, wobei die Normalspannung
eT dessen einziger von Null verschiedener
Koeﬃzient ist. Im Fall der 2. Piola-Kirchhoﬀ-Spannungen ergeben sich die Gesamtspannun-
gen also aus einer Mittelung der Spannungstensoren für die einachsigen Zug-/Druckversuche
in den individuellen Richtungen. Der resultierende Spannungstensor eT wird dabei als Ant-
wort auf die vorgegebene Deformation C interpretiert, so dass Gleichung 3.19 dem gesuchten
dreidimensionalen Stoﬀgesetz als Verallgemeinerung des eindimensionalen Eingangsmodells
entspricht.
In der Regel wird das Integral über die Kugeloberfläche numerisch zu lösen sein, so dass die
Spannungstensoren
eT gewichtet und über diskret verteilte (repräsentative) Raumrichtungen
summiert werden. In diesem Fall berechnen sich die Wichtungsfaktoren aus dem Produkt
zwischen dem Kalibrierfaktor w und dem Verhältnis finiter Teilflächen 
eA zur Oberfläche
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Durch Anwendung von Gleichung 2.12 soll abschließend eine Berechnungsvorschrift für die
Koeﬃzienten bezüglich eines kartesischen Basissystems angegeben werden.








eT ea eb (3.21)
Die aufgeführten Modellgleichungen entsprechen in weiten Teilen der M1-Variante des Micro-
plane-Modells von Bažant & Oh (1983), deren Erweiterung auf große Deformationen z. B.
von Carol et al. (2004) beschrieben wird. Analog zur Forderung nach Leistungsäquivalenz
erfolgt hier die Herleitung des Spannungstensors über das Prinzip der virtuellen Arbeiten,
wofür eine ausführlichere Darstellung in Carol et al. (1992) gegeben ist. In den nachfolgenden
Microplane-Formulierungen wurden neben der Normalenrichtung zusätzlich die Spannun-
gen und Verzerrungen in tangentialer Richtung einer Mikroebene berücksichtigt. Für diesen
Anteil ist unabhängig von den Zug-/Druckbelastungen in Normalenrichtung ein separates
Stoﬀgesetz aufzustellen, welches als eindimensionale Spannungs-Verzerrungs-Beziehung das
Verhalten unter Scherbelastung beschreibt (s. Carol et al. 2004). Im Kontext des Konzepts
repräsentativer Raumrichtungen mit dem Ziel einer eﬃzienten Verallgemeinerung eindimen-
sionaler Materialbeschreibungen erscheint diese Modellvariante jedoch als weniger geeignet.
Zum einen müsste im Vorfeld bei der Konzipierung des Eingangsstoﬀgesetzes ein höherer
Entwicklungsaufwand betrieben werden, um neben dem einachsigen Zug-/Druckversuch zu-
sätzlich das Verhalten im Scherversuch abbilden zu können. Zum anderen würde dies zu
einer Erhöhung des numerischen Aufwandes bei der Spannungsberechnung und zu einer Er-
höhung des Speicherbedarfs für die inneren Variablen führen, was die Eﬃzienz des Konzeptes
im Rahmen der Finite-Elemente-Methode deutlich verringern würde.
3.3 Bestimmung der Elastizitätskonstanten
Im Folgenden soll das durch Gleichung 3.19 beschriebene dreidimensionale Stoﬀgesetz einigen
Untersuchungen hinsichtlich Plausibilität unterzogen werden. Hierzu bietet es sich an, eine
Linearisierung bezüglich der Referenzkonfiguration durchzuführen, um die Elastizitätskon-
stanten des Stoﬀgesetzes zu bestimmen. Hieran soll festgestellt werden, ob die linearisierte
Form dem Hooke’schen Stoﬀgesetz entspricht oder ob womöglich abweichende Eigenschaften
in Erscheinung treten. Hierzu wird zunächst der vierstufige Materialsteifigkeitstensor K be-









Bei Anwendung auf Gleichung 3.19 kann die partielle Ableitung in das Doppelintegral gezo-
gen werden. Des Weiteren wird zur Vereinfachung ideale Elastizität vorausgesetzt, so dass
die Spannungen
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sin# d# d' (3.23)
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e  e  C
@C
sin# d# d' : (3.24)
Unter Anwendung der Gleichungen 2.73 und 2.69 ergibt sich die partielle Ableitung der
Streckungsquadrate zur Tensorbasis bezüglich der repräsentativen Raumrichtungen.
@
 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e  @C
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e  e  ja(6)  ja(6) =

e  e (3.25)
Dieses Ergebnis, in Gleichung 3.24 eingesetzt, liefert schließlich die gesuchte tensorielle Ma-



















e  e  e  e sin# d# d' (3.26)
Der Ausdruck vor den Basisdyaden kann dabei als eindimensionale Lagrange’sche Steifigkeit


























Analog zum Spannungstensor selbst (vgl. Gl. 3.19) ergibt sich der Materialsteifigkeitsten-
sor somit aus der Integration einzelner Steifigkeitstensoren













e  e  e  e sin# d# d' mit: K e  e  e  e = K (3.28)
Als einfachstes Beispiel für das eindimensionale Stoﬀgesetz in den repräsentativen Raumrich-
tungen wird im Folgenden eine lineare Lagrange’sche Federgleichung verwendet, die unter
Beachtung von Gleichung 2.34 in Abhängigkeit der Streckung  formuliert wird.













) K = c (3.29)
Aufgrund der Linearität der Federgleichung bezüglich der Lagrange’schen Darstellung ist
die eindimensionale Steifigkeit unabhängig von der aktuellen Streckung, so dass auch der
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Steifigkeitstensor nicht von den Verzerrungen abhängt. In diesem speziellen Fall weist das
resultierende dreidimensionale Stoﬀgesetz somit bereits eine lineare Spannungs-Verzerrungs-
Beziehung auf (vgl. Gl. 3.32), womit die aktuelle Steifigkeit K stets der Steifigkeit eK bezüg-
lich der Referenzkonfiguration entspricht. Die nachfolgenden Ausführungen könnten jedoch
ebenso mit jedem beliebigen nichtlinearen Stoﬀgesetz in den einzelnen Richtungen durchge-
führt werden. Hierzu müsste zur Bestimmung von eK als einziger zusätzlicher Zwischenschritt
lediglich der resultierende SteifigkeitstensorK bezüglich der unverformten Lage (C = I) aus-
gewertet werden.







e  e  e  e sin# d# d' (3.30)





























ed sin# d# d'
(3.31)
Aufgrund der Symmetrie von eT und C können die relevanten Koeﬃzienten des resultieren-
den Steifigkeitstensors in einer 66-Matrix  eK
a(6)b(6)

angeordnet werden (Schreibweise s.
Gl. 2.67). Die Steifigkeitsmatrix weist außerdem eine Symmetrie bezüglich der Hauptdiago-
nalen auf, so dass im allgemeinsten Fall maximal 21 voneinander unabhängige Koeﬃzienten
existieren. Diese werden gemäß Gleichung 3.31 aus der Integration der richtungsabhängi-
gen Koordinaten ea aus Gleichung 3.6 gewonnen. Daraus ergibt sich das lineare tensorielle
Stoﬀgesetz als Verallgemeinerung der eindimensionalen Federgleichung.











3 1 1 0 0 0
1 3 1 0 0 0
1 1 3 0 0 0
0 0 0 2 0 0
0 0 0 0 2 0












Für die Steifigkeitsmatrix kann alternativ auch eine kompaktere tensorielle Darstellung an-
gegeben werden. eK = cw
15

2 ja(6)  ja(6) + I  I

(3.33)
Gleichung 3.32 entspricht bereits dem Hooke’schen Stoﬀgesetz, für das im Folgenden die
Elastizitätskonstanten bestimmt werden. Diese beziehen sich definitionsgemäß stets auf die
unverformte Lage, wobei hier Identität zwischen den Lagrange’schen Größen eT und  und
den in der Grundlagenmechanik gebräuchlichen Größen  und " besteht. Für das lineare









) eTxy = 2Gxy ) G = cw15 (3.34)
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Der Kompressionsmodul K ist hingegen über den hydrostatischen Druck p (s. Gl. 2.63) und
die linearisierte Volumendehnung "V definiert, wobei letztere Größe unter der Voraussetzung
infinitesimaler Verzerrungen der Spur des jeweiligen Verzerrungstensors entspricht (unter-
strichene Indizes sind hierbei von der Summation ausgenommen).




















Unter Beachtung von Gleichung 3.32 folgt daraus für den Kompressionsmodul:










) K = cw
9
: (3.36)













2=5  1=10  1=10 0 0 0
 1=10 2=5  1=10 0 0 0
 1=10  1=10 2=5 0 0 0
0 0 0 1=2 0 0
0 0 0 0 1=2 0










Unter Annahme des einachsigen Spannungszustandes (eTyy = eTzz = 0 und yy = zz) lässt

















eTxx ) E = cw6 (3.38)
Die Querkontraktionszahl  ist schließlich durch folgendes Verzerrungsverhältnis gegeben:








)  = 1
4
: (3.39)
Zur Verifikation der ermittelten Elastizitätskonstanten wird das Hooke’sche Stoﬀgesetz in
seiner Standardformulierung herangezogen. Es zeigt sich, dass die bekannten Beziehungen




2 (1 + )
; K =
E




Wird folglich ein elastisches Stoﬀgesetz in die einzelnen Richtungen eingesetzt, so produziert
das Konzept automatisch ein Ergebnisstoﬀgesetz, dessen Linearisierung bezüglich der Refe-
renzkonfiguration einem Hooke’schen Stoﬀgesetz mit einer nicht beeinflussbaren Querkon-
traktionszahl von  = 1=4 entspricht (vgl. Bažant & Oh 1983). Würde somit das Spannungs-
Dehnungs-Verhalten des eindimensionalen Stoﬀgesetzes anhand einer einachsigen Zugbelas-
tung eines Stoﬀgesetzes mit einer anderen Querkontraktionszahl ermittelt, so weicht das aus
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dem Konzept resultierende Stoﬀgesetz in dieser Eigenschaft ab. Dies liegt unweigerlich in
der Natur des Ansatzes, da das Verhalten bezüglich Querkontraktion anhand der eindimen-
sionalen Kennlinie nicht identifiziert werden kann. Abhilfe schaﬀt hier jedoch eine Trennung
von Gestalt- und Volumenänderungen, wie sie in Abschnitt 3.4 beschrieben wird. Neben der
Linearisierung wurde der Algorithmus zusätzlich auf Plausibilität bezüglich der Eigenrich-
tungen untersucht. Bei einem isotrop elastischen Stoﬀgesetz müssen die Eigenvektoren der
Spannungs- und Verzerrungstensoren stets zusammenfallen. Unter Verwendung einiger elas-
tischer Beispielstoﬀgesetze aus Abschnitt 4 konnte durch numerische Berechnungen bestätigt
werden, dass diese Eigenschaft auch vom jeweils verallgemeinerten Stoﬀgesetz wiedergegeben
wird.
3.4 Trennung von Gestalt- und Volumenänderungen
Aufgrund der festen Querkontraktionszahl von  = 1=4 wird vom resultierenden Stoﬀgesetz
aus Gleichung 3.19 stets ein deutlich kompressibles Materialverhalten beschrieben. Um die-
se Einschränkung aufzuheben, wird das Konzept repräsentativer Raumrichtungen auf reine
Gestaltänderungen reduziert, während das Modellverhalten bezüglich Volumenänderungen
separat modelliert wird. Diese Maßnahme wird im weiteren Verlauf dieser Arbeit vereinfa-
chend als „Kompressionskorrektur“ bezeichnet. Anschaulich ließe sich dieses Vorgehen derart
interpretieren, dass die repräsentativen Raumrichtungen stets einer volumentreuen Deforma-
tion unterzogen werden, was gedanklich z. B. durch eine inkompressible Flüssigkeit realisiert
werden könnte. Für eine vollständige Trennung der Anteile darf der Deviator des Produk-
tes eT  C (mit eT als Spannungen des gesuchten vollständigen Stoﬀgesetzes) ausschließlich
von Gestaltänderungsgrößen abhängen (Ihlemann 2003). Um die hierfür notwendigen Ge-
staltänderungsspannungen
GeT zu gewinnen, werden als erster Schritt die Streckungen in den
repräsentativen Raumrichtungen nicht mehr anhand von C, sondern nunmehr anhand von
G












eT  GC sin# d# d' (3.41)
Diese Spannungen entsprechen jedoch nicht unbedingt den Gestaltänderungsspannungen
GeT ,
da sie noch verdeckte hydrostatische Cauchy-Spannungen enthalten können (s. Anhang A.1).
Die Gestaltänderungen lassen sich aber durch Anwendung von Gleichung 2.64 gewinnen,
indem die Spannungen eT und die Verzerrungen C durch die Größen eT  und GC ersetzt
werden.
GeT =  eT   GC0  GC 1 (3.42)
Zusammen mit den Volumenänderungsspannungen
VeT aus Gleichung 2.64 ergeben sich die
Gesamtspannungen eT des Stoﬀgesetzes durch Einsetzen von GeT und VeT in Gleichung 2.65 und
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Umformen nach eT . Zur Identifizierung der beiden resultierenden Spannungsanteile werden
diese im weiteren Verlauf dieser Arbeit mit eT 1 und eT 2 bezeichnet.
eT  C =  eT   GC0  GC 1  GC   p J3 VC 1  VC =  eT   GC0   p J3 I
) eT = eT 1 + eT 2 =  eT   GC0  C 1   p J3 C 1 (3.43)
Bei nahezu inkompressiblen Materialien wird bezüglich hydrostatischer Belastungen übli-
cherweise rein elastisches Verhalten angenommen (Kaliske & Rothert 1997), wobei häufig
eine lineare Abhängigkeit des hydrostatischen Drucks p von dem Volumenverhältnis J3 ge-
wählt wird (vgl. Gl. 4.12).
p =  K (J3   1) (3.44)
Im Rahmen der M1-Formulierung des Microplane-Modells erfolgt die Trennung von Gestalt-
und Volumenänderungen auf einem etwas anderen Wege, der jedoch zu einem ähnlichen
Ergebnis für die Gesamtspannungen führt. Für diese gilt nach Carol et al. (2004) bzw. Caner










eT e  e   1
3
eT 2 C 1 sin# d# d'  3 p J3 C 1 : (3.45)
Die skalaren Spannungen
eT werden dabei bereits mit den aus GC gewonnenen Streckungen 
aus Gleichung 3.41 berechnet. Die Streckungsquadrate

2 können ebenfalls in Form des
Verzerrungstensors
G










3 eT    1
3
 eT   GCC 1  3 p J3 C 1 (3.46)
Diese Form ähnelt bereits den Gesamtspannungen aus Gleichung 3.43, wenn diese mit Hilfe
der Gleichungen 7.18 und 7.21 formuliert werden. Wird anstelle des Vorfaktors 3 der Kali-
brierfaktor w eingesetzt, so ergibt sich zumindest für den Klammerausdruck in Gleichung 3.46
eine vollständige Übereinstimmung mit dem Spannungsanteil eT 1.
Modellkalibrierung
Die Spannungen eT  aus dem Konzept repräsentativer Raumrichtungen enthalten nach wie
vor den unbestimmten Kalibrierfaktor w. Dieser wird im Folgenden derart gewählt, dass der
Elastizitätsmodul des verallgemeinerten Stoﬀgesetzes aus Gleichung 3.43 mit dem Elasti-
zitätsmodul des Eingangsstoﬀgesetzes in den einzelnen Richtungen übereinstimmt. Um die
hierfür benötigten Zusammenhänge zu gewinnen, wird analog zu Abschnitt 3.3 eine Linea-
risierung des erweiterten Modells durchgeführt. Im Vorgriﬀ auf Abschnitt 7.2 wird zunächst
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die komplette Materialsteifigkeit K benötigt (s. Gl. 7.23, 7.25 und 7.30). Daraus lässt sich
weiterhin die Steifigkeit eK bezüglich der unverformten Lage angeben.
C = I ; eT  = 0 ; J3 = 1 ) eK = eK   13 I  I  eK +KI  I (3.47)
Aufgrund der Berechnung von eT  mit den Gestaltänderungen GC ergibt sich für eK gegen-
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sin# d# d' (3.48)



















sin# d# d': (3.49)
Unter Berücksichtigung von Gleichung 3.6 lässt sich weiterhin die zugehörige Koeﬃzienten-
matrix angeben.
 eKa(6)b(6) = cw45
26666664
4  2  2 0 0 0
 2 4  2 0 0 0
 2  2 4 0 0 0
0 0 0 6 0 0
0 0 0 0 6 0
0 0 0 0 0 6
37777775 (3.50)
Zur Berechnung des Ausdrucks I  I  eK werden die beteiligten Tensoren mit Hilfe der an-
gepassten Basisdyaden formuliert. Wird die Summe über den doppelten Index b ausgeführt,
so ergibt sich das Produkt aufgrund der besonderen Gestalt von eK gerade zu Null.
I  I  eK = a(6) ja(6)  b(6) jb(6)  eKc(6)d(6) jc(6)  jd(6)
= a(6) b(6) eKb(6)c(6) ja(6)  jc(6) = 0 (3.51)
Mit der speziellen Schreibweise des Einheitstensors lassen sich ebenso leicht die Koeﬃzienten
des vierstufigen Tensors I  I bestimmen.
I  I = a(6) b(6) ja(6)  jb(6) mit: [a(6) ] = [ 1 1 1 0 0 0 ]T (3.52)
Das linearisierte Stoﬀgesetz kann somit wieder vollständig in Matrizenform angegeben wer-
den, wobei im Gegensatz zu Gleichung 3.32 eine zusätzliche Abhängigkeit vom Kompressi-












4  2  2 0 0 0
 2 4  2 0 0 0
 2  2 4 0 0 0
0 0 0 6 0 0
0 0 0 0 6 0




1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0













Es kann zunächst festgestellt werden, dass durch die Trennung von Gestalt- und Volumen-
änderungen keine Veränderung des Schubmoduls G gegenüber dem ursprünglichen Modell
eingetreten ist (vgl. Gl. 3.34).
eTxy = 2Gxy ) G = cw15 (3.54)
Der Kompressionsmodul K ist in diesem Fall nicht mehr von den Größen c und w abhängig,
sondern stellt einen unabhängigen Materialparameter dar. Eine Überprüfung kann durch die
Ermittlung des hydrostatischen Drucks p nach Gleichung 3.35 und 3.36 erfolgen, welcher
wiederum die Größe K selbst als Kompressionsmodul liefert. Die Berechnung der übrigen
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Analog zu den Gleichungen 3.38 und 3.39 können daraus die Größen E und  bestimmt





45K   2 cw
90K + 2 cw
(3.56)
Die Elastizitätskonstanten lassen sich nach wie vor durch die Beziehungen des Hooke’schen
Stoﬀgesetzes aus Gleichung 3.40 ineinander umrechnen. Es verbleibt die Bestimmung des
freien Kalibrierfaktors w aus der Forderung der Gleichheit zwischen den Anfangssteigungen.
Dies kann zunächst über das Ergebnis für den Elastizitätsmodul aus Gleichung 3.56 erfolgen.
E
!




Eine alternative Darstellung folgt aus dem Wert für den Schubmodul und dem Ausdruck für
den Elastizitätsmodul aus Gleichung 3.40.
E
!
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Bei nahezu inkompressiblem Materialverhalten, wo das Verhältnis von K zu G besonders
groß ist, liegt der Faktor w somit immer nahe bei 5. Der Kalibrierfaktor hängt dabei nicht
vom zugrunde liegenden Materialverhalten in den einzelnen Richtungen ab, da jedes beliebige
elastische Stoﬀgesetz in der Linearisierung dem Hooke’schen Gesetz entspricht.
3.5 Thermomechanische Kopplung
Die in den vorangegangenen Abschnitten hergeleiteten Modellgleichungen gelten zunächst
nur für rein mechanische Belastungsprozesse, bei denen der Einfluss von thermischen Vorgän-
gen im Material außer Acht gelassen wird. Um diese Einschränkung aufzuheben, wurde
das Konzept repräsentativer Raumrichtungen auf thermomechanisch gekoppelte Problem-
stellungen erweitert, so dass nunmehr auch die gegenseitigen Wechselwirkungen zwischen
thermischen und mechanischen Eﬀekten abgebildet werden können. Die hierfür notwendi-
gen Arbeiten wurden von Naumann (2010) im Rahmen einer Diplomarbeit durchgeführt
(s. a. Naumann & Ihlemann 2011). An dieser Stelle sollen jedoch lediglich die grundlegenden
Gleichungen der thermomechanischen Kopplung für den Sonderfall eines ideal inkompressi-
blen Stoﬀgesetzes in den repräsentativen Raumrichtungen dargestellt werden. Auf eine Be-
schreibung der Implementierung in die Finite-Elemente-Methode wird aufgrund der hohen
Komplexität dieses Arbeitsschrittes hingegen verzichtet. Um jedoch zumindest die Funkti-
onsfähigkeit der thermomechanischen Kopplung innerhalb der Fem zu demonstrieren, wird
in Abschnitt 7.3.1 eine Beispielsimulation an einem praxisrelevanten Bauteil vorgestellt.
Numerische Behandlung thermomechanisch gekoppelter Problemstellungen
Bei der Betrachtung thermomechanisch gekoppelter Prozesse ist die gegenseitige Wechsel-
wirkung von Temperatur- und Verschiebungsfeld zu berücksichtigen. Auf der einen Seite hat
die Temperatur einen direkten Einfluss auf die mechanischen Eigenschaften des Materials
(z. B. Steifigkeit, Viskosität, etc.), was in Form temperaturabhängiger Materialparameter be-
rücksichtigt wird. Des Weiteren wird durch das Aufbringen einer Temperaturdiﬀerenz eine
thermische Ausdehnung hervorgerufen. Auf der anderen Seite wird durch die mechanische
Deformation Energie in Form von Wärme dissipiert. Weiterhin hängt die zeitliche Ände-
rung der Entropie von der Verformung ab, was wiederum zu einer deformationsabhängigen
Wärmekapazität führt. Daneben wird durch eine Verformung zusätzlich die Oberfläche des
Körpers verändert, was mit veränderten Konvektionsrandbedingungen einhergeht.
Ein möglicher Lösungsweg zur Berechnung eines thermomechanisch gekoppelten Systems
innerhalb der Finite-Elemente-Methode ist die sogenannte gestaﬀelte Lösung (s. Lübbing
1997), wie sie z. B. vom kommerziellen Fem-Programmpaket Msc.Marc verwendet wird.
Hierbei werden das Temperatur- und das Verschiebungsfeld sequentiell berechnet, wobei die
Kopplung durch die Beachtung der neu berechneten Feldgrößen und einer sogenannten Last-
vektorkopplung realisiert wird. Dieses Vorgehen ist in Bild 3.5 schematisch dargestellt. Das
Verfahren beginnt zunächst mit der Lösung des Wärmeleitproblems. Die hieraus gewonnenen
Knotentemperaturen K werden noch im gleichen Zeitschritt zur Berechnung des Verschie-
bungsfeldes verwendet. Die aus dem mechanischen Lastschritt resultierende Dissipation Dm
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sowie die mechanische Entropierate
:
m (Entropierate bei konstanter Temperatur) werden im
nachfolgenden Zeitschritt zur erneuten Lösung des Wärmeleitproblems herangezogen.
Bild 3.5: Berechnungsablauf bei der gestaﬀelten Lösung eines thermomechanisch gekoppel-
ten Problems.
Das Temperaturfeld wird stets bei festgehaltener Deformation berechnet, wogegen die Be-
rechnung des Verschiebungsfeldes bei konstanter Temperatur erfolgt. Dieses Vorgehen wird
als isothermer Split bezeichnet. Ein großer Vorteil dieser Methode ist, dass die Elementstei-
figkeitsmatrix genau wie bei der Behandlung rein mechanischer Probleme zu berechnen ist,
was eine einfache Implementierung gewährleistet. Allerdings können hier numerische Instabi-
litäten auftreten, die nach Lübbing (1997) aus einer unkontrollierten Energiezu- und abfuhr
im mechanischen Lastschritt resultieren. Dieses Problem kann umgangen werden, indem
das Verschiebungsfeld nicht bei konstanter Temperatur, sondern unter der Nebenbedingung
einer lokal adiabaten Deformation berechnet wird. Diese als adiabater Split bezeichnete Vor-
gehensweise führt stets zu einer stabilen Lösung, die jedoch mit einem erheblich höheren
Implementierungsaufwand verbunden ist.
Modellgleichungen des erweiterten Konzeptes
Für die Erweiterung des Konzepts repräsentativer Raumrichtungen auf thermomechanisch
gekoppelte Problemstellungen muss entgegen der Forderung nach Äquivalenz bezüglich der
Formänderungsleistung für rein mechanische Prozesse (s. Gl. 3.10 bzw. 3.16) ein alternativer
Zugang gefunden werden. Als Ausgangspunkt dient die Clausius-Duhem-Ungleichung, bei
der sich nach Gleichung 2.93 und 2.94 die Gesamtdissipation D in eine mechanische Dissipa-
tion Dm und eine Dissipation durch Wärmeleitung Dq aufspalten lässt. Da sich das Konzept
repräsentativer Raumrichtungen auf reine Gestaltänderungen beschränkt und das Modell-
verhalten bezüglich Volumenänderungen über einen Standardansatz separat modelliert wird
(s. Abschn. 3.4), bietet es sich an, die mechanische Dissipation Dm ebenfalls in einen Gestalt-





Dm +Dq  0 (3.59)
Es wird zunächst der Gestaltänderungsanteil
G
Dm betrachtet, der für ein infinitesimales ma-





GeT  4GC   e  :G + : G!  0 : (3.60)
46 3 Das Konzept repräsentativer Raumrichtungen
Als konstitutive Annahme wird nun gefordert, dass die Gesamtheit aller Dissipationsbeiträ-
ge

Dm in den repräsentativen Raumrichtungen der Dissipation
G
Dm des betrachteten Volu-

















eT :2   e  : + :   0 (3.61)
Hierbei sei daran erinnert, dass die Streckungen

 gemäß Gleichung 3.41 unter Verwendung
von
G
C berechnet werden, welche wiederum zur Berechnung der zugehörigen Spannungen
eT
verwendet werden. Des Weiteren können die Spannungen
eT von der Temperatur  und
einigen inneren Variablen

 i abhängen. Gemäß Gleichung 3.61 wird an das eindimensionale















Dm werden schließlich in die Leistungsäquivalenz aus Glei-
chung 3.61 (links) eingesetzt. Dabei kann mit Hilfe von Gleichung 3.46 (links) die zeitli-
che Änderung der Streckungsquadrate
:

















eT e  e  4GC   e  : + : # sin# d# d' (3.62)
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 sin# d# d'
1A : :(3.63)
Im ersten Klammerausdruck kann zunächst der Spannungstensor eT  gemäß der Definition
nach Gleichung 3.41 identifiziert werden. Weiterhin ist zu fordern, dass Gleichung 3.63 für
alle denkbaren thermomechanischen Prozesse gelten muss, so dass die Verzerrungsgeschwin-
digkeiten und die zeitlichen Temperaturänderungen unabhängig voneinander beliebige Werte
annehmen dürfen. Daraus folgt, dass nicht nur die komplette rechte Seite von Gleichung 3.63,
sondern auch die einzelnen Summanden für sich zu Null gesetzt werden müssen. Für die bei-






















 sin# d# d' : (3.64)
Der erste Term muss hingegen erst einigen Umformungen unterzogen werden.
GeT   eT   4GC = 0 bzw.:  GeT  GC   eT   GC  GC 1  4GC! = 0 (3.65)
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C deviatorisch. Da ein Deviator im Doppel-
punktprodukt mit einem hydrostatischen Tensor stets Null ergibt, muss der Klammeraus-
druck ein Vielfaches des Einheitstensors darstellen.
GeT  GC   eT   GC = I (3.66)
Der Faktor  ergibt sich aus der Eigenschaft, dass das Produkt
GeT  GC identisch mit seinem
Deviator ist.
GeT  GC =  GeT  GC0 = eT   GC + I )  =  1
3
eT   GC (3.67)
Damit kann der Deviator des Punktproduktes zwischen eT  und GC gebildet werden.
GeT  GC = eT   GC   1
3
eT   GC =  eT   GC0 (3.68)
Daraus ergeben sich schließlich die bekannten Gestaltänderungsspannungen
GeT , wie sie bereits
in Gleichung 3.42 definiert wurden.
GeT =  eT   GC0  GC 1 (3.69)
Im Gegensatz zu den Gestaltänderungen werden die Volumenänderungen entkoppelt von den
repräsentativen Raumrichtungen behandelt, womit diese unabhängig vom Materialverhalten
des eindimensionalen Stoﬀgesetzes sind. Als Ausgangspunkt dient wiederum die mechanische













 0 mit: V = V (J3; ) : (3.70)
Wird die Zeitableitung von
V
 in Form der Kettenregel formuliert und in Gleichung 3.70




 ein Ausdruck, aus dem
Bestimmungsgleichungen für den hydrostatischen Druck p und die Entropie V abgeleitet
werden können. Das Materialverhalten unter hydrostatischen Belastungen wird dabei als















 ) VDm =  
0@p+ e @ V 
@J3
1A :J3   e
0@V + @ V 
@
1A : = 0 (3.71)
Die mechanische Dissipation
V




 zu Null, wenn beide
Summanden zu Null werden, woraus folgende Definitionsgleichungen für die Größen p und
V
 resultieren (vgl. Gl. 2.92 und 4.12):
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Für die Betrachtung der Volumenänderungen ist es zweckmäßig, den Deformationsgradien-
ten F multiplikativ in eine spannnungserzeugende mechanische Deformation Fm und eine
spannungsfreie thermische Expansion F  zu zerlegen (vgl. Lu & Pister 1975). Die thermische
Expansion stellt eine rein volumetrische Verformung dar und hängt allein von der aktuel-
len Temperatur  ab, was durch die Materialfunktion ' () beschrieben wird (mit T als
thermischer Ausdehnungskoeﬃzient und 0 als Referenztemperatur).
F = Fm  F  mit: F  = ' () I und: ' () = eT ( 0) (3.73)
Für Elastomere kann nach Holzapfel (1996) der in Gleichung 3.73 gegebene Exponentialan-
satz verwendet werden (s. a. Heimes 2004). Für anisotrope Materialien sind weitere Ansätze
z. B. bei Lion (2000b), Haupt (2000) und Holzapfel (1996) zu finden. Der Exponentialansatz
erfüllt dabei die notwendige Bedingung, dass eine reine Erwärmung F  von der Anfangstem-













F  = e
T ( ^)  eT (^ 0)I = eT ( 0)I (3.74)
Infolge der multiplikativen Zerlegung kann unter Beachtung von Gleichung 2.21 weiterhin
ein mechanisches Dichteverhältnis J3m angegeben werden.
J3 = I3
 















Dieses wird benötigt, um einen Ansatz für die freie Energiedichte e V aufzustellen, wobei
z. B. analog zu Gleichung 7.5 eine quadratische Funktion gewählt werden kann. Damit lässt
sich nach Gleichung 3.72 der hydrostatische Druck p sowie die Entropie V weiter spezifizieren.
e V = K
2
(J3m   1)2 ) p =  
K
'3
(J3m   1) ; e V = 3K (J3m   1) J3'4 @'@ (3.76)
Um auch die spezifische Wärmekapazität c zutreﬀend modellieren zu können, müsste zu
dem Volumenänderungsanteil e V der freien Energiedichte noch eine temperaturabhängige
Funktion addiert werden, welche den thermischen Anteil der freien Energiedichte repräsen-
tiert. Für die Volumenänderungsspannungen
VeT wird analog zu Abschnitt 3.4 der Ansatz aus
Gleichung 2.64 gewählt, womit sich die folgende Berechnungsvorschrift für die Gesamtspan-
nungen eT ergibt:
eT =  eT   GC0  C 1   p J3 C 1 : (3.77)
Der durch die thermomechnische Kopplung veränderte Zugang führt somit zu derselben Be-
rechnungsvorschrift für die Gesamtspannungen wie die rein mechanische Herangehensweise
(vgl. Gl. 3.43). Der verbleibende thermische Anteil Dq der Gesamtdissipation kann analog
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zum Volumenänderungsanteil ebenfalls entkoppelt vom Konzept repräsentativer Raumrich-
tungen behandelt werden. Gemäß Gleichung 2.94 ist hierbei ein Ansatz für die Wärmestrom-
dichte eq aufzustellen, wofür z. B. das Wärmeleitgesetz nach Fourier in Frage kommt (mit k
als Wärmeleitfähigkeit). eq =  k er  (3.78)
Analog zu Gleichung 3.61 kann jedoch auch die Forderung gestellt werden, dass sich die
Dissipation durch Wärmeleitung Dq als Integral über die Beiträge

Dq der repräsentativen
Raumrichtungen ergibt. Hierfür wird in den einzelnen Richtungen wiederum der eindimensio-
















eq g  0 und: eq =  k g (3.79)
Nach Naumann (2010) folgt hieraus, dass durch den Einsatz des eindimensionalen Fourier-
Ansatzes für die Wärmestromdichte in den repräsentativen Raumrichtungen wiederum das
dreidimensionale Wärmeleitgesetz nach Fourier resultiert, welches jedoch gegenüber dem




Damit ist die GesamtdissipationD aus Gleichung 3.59 vollständig angegeben. Die thermome-
chanische Kopplung zeigt dabei eine interessante und wichtige Eigenschaft des Konzepts re-
präsentativer Raumrichtungen auf. Wird in den einzelnen Richtungen ein thermodynamisch
konsistentes eindimensionales Stoﬀgesetz zugrundegelegt (Erfüllung der Clausius-Duhem-
Ungleichung gemäß den Gleichungen 3.61 und 3.79), so ergeben sich für sämtliche Raumrich-




Dq. Daraus folgen automatisch positive
Dissipationen
G
Dm und Dq als jeweiliges Integral über die Einzelbeiträge, so dass das resul-
tierende dreidimensionale Materialmodell ebenfalls die Eigenschaft der thermodynamischen
Konsistenz aufweist (vgl. Miehe & Göktepe 2005, Kuhl et al. 2001).
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4 Verallgemeinerung ausgewählter Beispielstoﬀgesetze
Die Anwendbarkeit des vorgestellten Algorithmus lässt sich am besten anhand bereits be-
kannter tensorieller Stoﬀgesetze überprüfen, deren reduzierte Formulierung für den einachsi-
gen Spannungszustand als Eingangsmodell für die repräsentativen Raumrichtungen verwen-
det wird. Das aus dem Konzept resultierende verallgemeinerte Stoﬀgesetz ist anschließend
mit dem ursprünglichen Modell zu vergleichen. Bis auf einen einzigen bekannten Sonderfall
(s. Abschn. 4.1) ist eine quantitative Übereinstimmung jedoch nicht zu erwarten, da die Ver-
einfachung der Wechselwirkungen zwischen den einzelnen Richtungen bereits eine deutliche
Modifikation des ursprünglichen kontinuumsmechanischen Modells darstellt. Von Interesse
ist hingegen vielmehr, ob das Materialverhalten qualitativ erhalten bleibt, oder ob womöglich
bestimmte Charakteristiken verfälscht wiedergegeben werden oder sogar verloren gehen.
Im Folgenden werden Simulationsergebnisse aus homogenen Belastungsprozessen unter Ver-
wendung verschiedener Beispielstoﬀgesetze vorgestellt. Diese werden jeweils zunächst in ei-
ner quasi-inkompressiblen bzw. kompressiblen Formulierung eingeführt und anschließend für
den Einsatz in den repräsentativen Raumrichtungen auf eine ideal-inkompressible Formulie-
rung für den einachsigen Spannungszustand reduziert. Mit Ausnahme der Berechnungen aus
Abschnitt 4.1 werden sämtliche Belastungsprozesse unter Vorgabe idealer Inkompressibili-
tät bzw. konstantem Volumen simuliert. Als repräsentative Raumrichtungen werden hierfür
die in Bild 3.4 dargestellten Ortsvektoren e zu den Mittelpunkten der finiten Teilflächen
verwendet, welche aus der diskreten Unterteilung der Kugeloberfläche in Längen- und Brei-
tenkreise resultieren. Mit einer entsprechend hohen Richtungsanzahl kann das Integral aus
Gleichung 3.19 bzw. 3.41 somit beliebig genau approximiert werden.
4.1 Lineare Lagrange’sche Federgleichung
Das einfachste Stoﬀgesetz für den Einsatz in repräsentativen Raumrichtungen ist die lineare









Im Folgenden soll die Federgleichung zunächst auf die ursprüngliche Formulierung des Kon-
zepts repräsentativer Raumrichtungen ohne Berücksichtigung der Kompressionskorrektur an-
gewendet werden (s. Abschn. 3.2). Hierzu werden die Streckungen

 nach Gleichung 3.7 be-

















# mit: Czz = Cyy : (4.2)
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Zur Bestimmung der Verzerrungen in den Querrichtungen werden zunächst die zugehörigen
Spannungen des resultierenden Stoﬀgesetzes nach Gleichung 3.19 berechnet, wofür einige
(hier nicht aufgeführte) Zwischenschritte erforderlich sind.





eT ey ey sin# d# d' = cw 130 Cxx + 215 Cyy   16

(4.4)
Aus der Definition des einachsigen Spannungszustandes folgt somit:
eTyy = eTzz != 0 ) Cyy =  14 Cxx + 54 : (4.5)
Nach Einsetzen der Verzerrungen in Querrichtung in Gleichung 4.3 ergibt sich durch Inte-






eT ex ex sin# d# d' = cw12 (Cxx   1) = cw12  2   1 (4.6)
Gemäß Gleichung 3.38 muss bei der Formulierung ohne Kompressionskorrektur der freie
Kalibrierfaktor zu w = 6 gewählt werden, um eine Übereinstimmung des Elastizitätsmoduls
des verallgemeinerten Stoﬀgesetzes mit dem Modul c des Eingangsmodells zu erhalten.
w = 6 ) eTxx = 12 c  2   1 (4.7)
Somit wird für den einachsigen Zug-/Druckversuch das Stoﬀverhalten der Lagrange’schen
Federgleichung vollständig reproduziert. Weiterführende Untersuchungen in Form von nu-
merischen Berechnungen haben dabei gezeigt, dass dies sogar für beliebige dreidimensionale
Belastungsprozesse gilt. Für den Sonderfall der Lagrange’schen Federgleichung entspricht
das aus dem Konzept resultierende verallgemeinerte Stoﬀgesetz somit dem zu der eindimen-
sionalen Federgleichung gehörenden tensoriellen Hooke’schen Stoﬀgesetz mit einer Querkon-
traktionszahl von  = 1=4. Neben Gleichung 3.32 kann für das Hooke’sche Stoﬀgesetz in
Lagrange’scher Form auch folgende Darstellung gewählt werden:
eT = 2G 0 + 3K h : (4.8)
Bei Vorgabe eines Moduls von c = 1N=mm2 in den einzelnen Richtungen ergeben sich
nach Gleichung 3.40 folgende Werte für den Schub- und Kompressionsmodul, bei denen
vollständige Identität zwischen dem originalen Hooke’schen Stoﬀgesetz und dem aus dem
Konzept resultierenden Stoﬀgesetz besteht:
















Wird statt der ursprünglichen Formulierung des Konzeptes der Algorithmus mit Kompres-
sionskorrektur angewendet, so ergibt sich hingegen ein deutlich verändertes Materialverhal-
ten. In Bild 4.1 ist für beide Varianten die Normalspannung in Zug-/Druckrichtung sowie


































Bild 4.1: Einfluss der Kompressionskorrektur auf die Normalspannung in Zug-
/Druckrichtung (links) und das Volumenverhältnis (rechts) im einachsigen Spannungszu-
stand unter Verwendung einer linearen Lagrange’schen Federgleichung in repräsentativen
Raumrichtungen.
das Volumenverhältnis im einachsigen Spannungszustand dargestellt. Hierbei wurde der Zug-
/Druckversuch jeweils mit einer quasi-inkompressiblen bzw. kompressiblen Stoﬀgesetzformu-
lierung gerechnet, um die Entwicklung des Volumens verfolgen zu können.
Aufrund der Abnahme des Spannungsbetrages im Druckbereich sowie der Volumenabnahme
im Zugbereich liefert das Lagrange’sche Hooke’sche Stoﬀgesetz bzw. das ursprüngliche Kon-
zept repräsentativer Raumrichtungen nur für einen deutlich eingeschränkten Bereich physi-
kalisch plausible Ergebnisse. Im Gegensatz hierzu führt die Kompressionskorrektur auch für
große Verformungen zu einem sinnvollen Materialverhalten. Der Kompressionsmodul wurde
hierbei zu K = 100N=mm2 gewählt, so dass sich aufgrund des großen Verhältnisses von
K zu G nur geringe Volumenänderungen einstellen. Als Konsequenz der Kompressionskor-
rektur zeigt sich folglich eine quantitative Abweichung gegenüber dem Originalmodell, die
Charakteristik im Zugbereich bleibt jedoch qualitativ erhalten.
Die lineare Lagrange’sche Federgleichung ist das bisher einzig bekannte Stoﬀgesetz, bei dem
das Integral aus Gleichung 3.19 zumindest für den einachsigen Spannungszustand vollständig
analytisch gelöst werden kann und welches vom Konzept repräsentativer Raumrichtungen ex-







gehen diese Eigenschaften verloren. Abgesehen vom Sonderfall
der Lagrange’schen Federgleichung ist neben der Notwendigkeit eines numerischen Integra-
tionsverfahrens also auch stets eine gewisse Abweichung des Materialverhaltens gegenüber
dem ursprünglichen Modell zu erwarten.
4.2 Hyperelastische Stoﬀgesetze
Das Konzept repräsentativer Raumrichtungen wurde ursprünglich zur Verallgemeinerung
von Stoﬀgesetzen zur Beschreibung des inelastischen Verhaltens technischer Gummiwerkstof-
fe entwickelt. Das quasi-inkompressible Verhalten dieser Materialklasse kann dabei bereits
4.2 Hyperelastische Stoﬀgesetze 53
mit hyperelastischen Stoﬀgesetzen beschrieben werden, welche im folgenden Abschnitt zur
weiteren Untersuchung des Konzeptes dienen. Hierbei sei erwähnt, dass die repräsentativen
Raumrichtungen für elastisches Materialverhalten eigentlich nicht benötigt werden, da hier
der Spannungstensor stets aus der freien Energiedichte direkt abgeleitet werden kann. Solche
Materialmodelle sind somit vielmehr als Testbeispiele zu verstehen, welche die grundlegenden
Übertragunsgeigenschaften des Algorithmus aufzeigen sollen.
Neo-Hooke-Stoﬀgesetz
Das einfachste und gebräuchlichste hyperelastische Stoﬀgesetz ist das Neo-Hooke-Stoﬀgesetz,
welches neben dem Kompressionsmodul nur einen einzigen Parameter enthält und einen
Sonderfall des Mooney-Rivlin-Ansatzes (Mooney 1940) darstellt. Ausgehend von einer Tren-
nung der freien Energiedichte e  in Gestalt- und Volumenänderungsanteile ergeben sich die
Gestaltänderungen als alleinige Funktion der Hauptinvarianten J1, wobei der Materialpara-
meter C10 dem halben Schubmodul entspricht (Abaqus 2003). Für die Volumenänderungen
wird hingegen häufig ein quadratischer Ansatz gewählt.
e  = e G (J1) + e V (J3) mit:
8><>:
e G = C10 (J1   3)
e V = K2 (J3   1)2 (4.10)
Die Lagrange’schen Spannungen eT ergeben sich nach Gleichung 2.99 aus der partiellen Ab-
leitung der freien Energiedichte e  nach dem rechten Cauchy-Green-Tensor C, wobei im
kompressiblen Fall die Zusatzspannungen zu Null gesetzt werden können.
eT = 2 e @ 
@C
= 2 e












Unter Zuhilfenahme der Gleichungen 2.77 und 2.80 sowie durch Einführung des hydrosta-
tischen Drucks p (vgl. Ihlemann 2003) kann das Neo-Hooke-Stoﬀgesetz in kompakter Form
dargestellt werden. In diesem Fall resultiert aus dem quadratischen Ansatz für die freie
Energiedichte bezüglich Volumenänderungen eine lineare Funktion für den hydrostatischen
Druck, wie sie bereits in Gleichung 3.44 eingeführt wurde.
e @ G 
@J1
= C10 ; e @ V 
@J3
= K (J3   1) =  p ) eT = 2C10 GC 0  C 1   p J3 C 1 (4.12)
Für den Sonderfall ideal inkompressiblen Materialverhaltens kann Gleichung 4.12 aufgrund
der Bedingung J3 = 1 auch folgendermaßen geschrieben werden (vgl. Gl. 2.53):
eT = 2C10 C 0  C 1   p C 1 : (4.13)
In diesem Fall kann der hydrostatische Druck p jedoch nicht mehr aus einer freien Energie-
dichte gewonnen werden, sondern ergibt sich stattdessen aus den Spannungsrandbedingun-
gen des betrachteten Deformationsprozesses. Für einen einachsigen Zug-/Druckversuch in
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Für die Spannungskomponente in Zug-/Druckrichtung folgt damit:








Der unbestimmte hydrostatische Druck ergibt sich aus den Spannungsrandbedingungen.







Daraus folgt die eindimensionale Formulierung des Neo-Hooke-Stoﬀgesetzes für den Einsatz
in repräsentativen Raumrichtungen.






Unter der Annahme idealer Inkompressibilität kann diese reduzierte Materialbeschreibung
alternativ direkt aus der freien Energiedichte gewonnen werden, indem für die Invariante J1
die Spur der Koeﬃzientenmatrix [Cab] aus Gleichung 4.14 eingesetzt wird. Die uniaxialen
2. Piola-Kirchhoﬀ-Spannungen folgen dann gemäß den Gleichungen 4.11 und 4.14 aus der
Ableitung der freien Energiedichte nach den Streckungsquadraten in Zug-/Druckrichtung.
J3 = 1 ; e  = C102 + 2   3









In Bild 4.2 ist sowohl für das originale Neo-Hooke-Stoﬀgesetz als auch für das Konzept re-
präsentativer Raumrichtungen der Spannungs-Verzerrungs-Verlauf für den einachsigen Zug-
/Druckversuch und den einfachen Scherversuch dargestellt. Der Parameter C10 wurde in
beiden Modellen zu 0; 5N=mm2 gewählt.
Die gleiche Anfangssteigung der beiden Stoﬀgesetze bestätigt zunächst die korrekte Bestim-
mung des Kalibrierfaktors w nach Gleichung 3.58. Weiterhin ist festzustellen, dass die Cha-
rakteristik der leicht degressiven Kennline im Zugversuch qualitativ wiedergegeben wird,
wobei im Druckbereich sogar eine weitgehende quantitative Übereinstimmung vorliegt. Die
Abweichungen im Scherversuch sind selbst für Verformungen bis Fxy = 1 immer noch als ge-
ring anzusehen, für größere Schubverzerrungen führt die leichte Krümmung jedoch zu immer
größeren Spannungsdiﬀerenzen.
Ogden-Modell
Alternativ zu der Formulierung in Hauptinvarianten kann die freie Energiedichte für isotrop
elastisches Materialverhalten auch in Form von Eigenwerten eines Verzerrungstensors an-
gegeben werden. Das wohl bekannteste Beispiel stellt das Modell von Ogden (Ogden 1972)





































Bild 4.2: Vergleich zwischen dem originalen Neo-Hooke-Stoﬀgesetz und dem Neo-
Hooke-Stoﬀgesetz in repräsentativen Raumrichtungen anhand eines einachsigen Zug-
/Druckversuchs (links) und eines einfachen Scherversuchs (rechts).
dar, welches in isochoren Streckungen K als Hauptdiagonalelemente von
G
F formuliert ist.
Gemäß den Gleichungen 2.34 und 2.53 kann die Energiedichte für den Gestaltänderungsan-
teil somit auch als Funktion der Eigenwerte von
G
C geschrieben werden (vgl. Msc. Software
2010).






























Zur Herleitung des resultierenden Spannungstensors wird an dieser Stelle eine Berechnungs-
methode von Ihlemann (2003) verwendet.
eT = 2 e









1A0  C 1   p J3 C 1 (4.20)
Für die Ableitungen nach den ersten beiden Hauptinvarianten wird die Kettenregel der
Diﬀerenzialrechnung angewendet.
e @ G 
@J1








; e @ G 
@J2
























Nach Ihlemann (2003) ergeben sich die Ableitungen der Eigenwerte aus der charakteristischen
Gleichung für
G
C . Dies führt zu folgenden Berechnungsvorschriften (Unterstrichene Indizes


















mit: nK = J2   2
G
CK J1 + 3
G
C 2K : (4.22)
Hierbei sei angemerkt, dass die Zusammenhänge nicht für den Sonderfall von zwei glei-
chen Eigenwerten gelten, da in diesem Fall die Faktoren nK zu Null werden. Damit ist das
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Ogden-Modell in tensorieller Form vollständig bestimmt. Zur Herleitung der eindimensio-
nalen Materialbeschreibung wird wiederum ideale Inkompressibilität vorausgesetzt und die
freie Energiedichte nur noch in Form einer einzigen Streckung formuliert (s. Gl. 2.30).
J3 = I II III
!

























Die uniaxialen 2. Piola-Kirchhoﬀ-Spannungen folgen analog zu Gleichung 4.18 aus der Ab-
leitung der freien Energiedichte nach den Streckungsquadraten in Zug-/Druckrichtung. Zur
Vereinfachung kann hierbei der Zusammenhang aus Gleichung 3.27 ausgenutzt werden.









i     12i

(4.24)
Für die Simulationen wurde mit m = 3 die Stoﬀgesetzvariante mit sechs Materialparame-
tern zugrunde gelegt. Diese wurden gemäß Tabelle 4.1 derart gewählt, dass sich für das
Originalmodell ein deutlich nichtlineares Verhalten einstellt.
Tabelle 4.1: Gewählte Parameterwerte für die Simulationen mit dem Ogden-Modell.
1 [MPa] 2 [MPa] 3 [MPa] 1 2 3
1,3 8,5 -2 0,62 0,0012 -0,01
Die Berechnungsergebnisse für den einachsigen Zug-/Druckversuch und den einfachen Scher-







































Bild 4.3: Vergleich zwischen dem originalen Ogden-Modell und dem Ogden-Modell in reprä-
sentativen Raumrichtungen anhand eines einachsigen Zug-/Druckversuchs (links) und eines
einfachen Scherversuchs (rechts).
des Originalmodells relativ originalgetreu reproduziert. Auﬀällig ist jedoch, dass die Nichtli-
nearitäten vom Konzept repräsentativer Raumrichtungen stets in abgeschwächter Form wie-
dergegeben werden, was sich auch im Zug-/Druckversuch mit dem Neo-Hooke-Stoﬀgesetz
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gezeigt hat (vgl. Bild 4.2 links). Dieser Eﬀekt scheint eine prinzipielle Eigenschaft des Kon-
zeptes zu sein, der folglich nur durch eine Anpassung der Materialparameter ausgeglichen
werden kann.
Neben dem Neo-Hooke-Stoﬀgesetz und dem Ogden-Modell wurden im Rahmen dieser Arbeit
noch weitere hyperelastische Stoﬀgesetze in repräsentativen Raumrichtungen untersucht, wie
z. B. das Yeoh-Stoﬀgesetz (Yeoh 1993) und das Mooney-Rivlin-Stoﬀgesetz (Mooney 1940)
sowie das nicht-aﬃne Röhrenmodell (Heinrich et al. 1988, Klüppel & Schramm 2000). Hierbei
konnten jedoch keine abweichenden Eigenschaften bezüglich des Übertragungsverhaltens des
Konzeptes festgestellt werden, so dass an dieser Stelle auf eine Darstellung der Ergebnisse
verzichtet wird.
4.3 Viskoelastisches Maxwell-Modell
Die bisher betrachteten elastischen Stoﬀgesetze eignen sich nur bedingt zur Untersuchung
der Eigenschaften des Konzepts repräsentativer Raumrichtungen, da die Spannungen al-
lein von den aktuellen Verzerrungen abhängen und neben Nichtlinearitäten keine weiteren
physikalischen Charakteristiken in Erscheinung treten. Für den Übergang auf inelastisches
Materialverhalten wird im Folgenden das viskoelastische Maxwell-Modell herangezogen, wel-
ches gemäß Bild 4.4 als rheologisches Schaltbild in Form einer Parallelschaltung aus einem
Maxwell-Element (Reihenschaltung von Feder und Dämpfer) und einer Gleichgewichtsfeder
veranschaulicht werden kann (vgl. Haupt 2000, Holzapfel 2000). Für die beiden elastischen
Federn wird das Spannungs-Dehnungs-Verhalten nach Neo-Hooke zugrunde gelegt, wobei
deren Parameter C10 und  jeweils dem halben Schubmodul entsprechen. Der geschwin-
digkeitsproportionale Dämpfer wird hingegen durch die Viskosität  charakterisiert. Eine
umfassende Einführung in die lineare Viskoelastizität ist dabei in Lion (2007) zu finden.
Bild 4.4: Schematische Darstellung des Maxwell-Modells in
Form eines rheologisches Schaltbildes.
Im Rahmen der vorliegenden Arbeit wird eine Formulierungsvariante betrachtet, die auf ei-
ner multiplikativen Zerlegung des Deformationsgradienten F in einen elastischen Anteil F e
und einen volumentreuen inelastischen Anteil F i basiert (vgl. Abschn. 4.5). Ausgangspunkt
für eine tensorielle Stoﬀgesetzbeschreibung bildet die freie Energiedichte für die Gestaltände-
rungen der elastischen Teildeformation des Maxwell-Elementes, welche für Neo-Hooke’sches
Materialverhalten folgende Form annimmt (vgl. Gl. 4.10):












C i = F
T
i  F i
und: F i =
G
F i : (4.25)
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Durch Auswertung der Clausius-Planck-Ungleichung (s. Gl. 2.94 links) ergeben sich zunächst
die Lagrange’schen Spannungen des Maxwell-Elementes (vgl. Landgraf & Ihlemann 2010).
Eine ausführliche Beschreibung dieses Schrittes ist im Anhang A.2 gegeben. Die Gesamt-
spannungen ergeben sich schließlich durch Addition des Neo-Hooke-Anteils der parallelen
Gleichgewichtsfeder nach Gleichung 4.12.
eT = 2C 1i  GC0  C 1 + 2C10 GC 0  C 1   p J3 C 1 (4.26)
Neben der eigentlichen Spannungsgleichung verbleibt zusätzlich eine Restungleichung. Diese
stellt eine Nebenbedingung für die Evolutionsgleichung der inelastischen Verzerrungen Ci
dar, welche die inneren Variablen des Stoﬀgesetzes sind (vgl. Ihlemann 2006). Der Aus-
druck
4
C 1i ist dabei so zu interpretieren, dass zunächst der Tensor Ci invertiert und anschlie-
ßend zeitlich abgeleitet wird.
  GC  4C 1i  0 mit:
4








 C 1i (4.27)
Für die Reduktion des einzelnen Maxwell-Elementes auf den einachsigen Spannungszustand
wird analog zu den hyperelastischen Stoﬀgesetzen (vgl. Gl 4.18) die freie Energiedichte mit
der elastischen Streckung e = =i formuliert, wobei die inelastische Streckung i für die
partielle Diﬀerentiation als konstant behandelt wird.
J3 = 1 ; e  = 22i + 2 i   3

(4.28)
Damit ergeben sich die uniaxialen Spannungen sowie die inelastischen Streckungsgeschwin-
digkeiten des Maxwell-Elementes zu:


























Die uniaxialen Gesamtspannungen ergeben sich wiederum durch Hinzunahme der paralle-
len Gleichgewichtsfeder nach Gleichung 4.18. Eine direkte Auswertung von Gleichung 4.26
für uniaxiale Belastungen führt dabei zur selben Berechnungsvorschrift. Somit verbleibt als
einzige innere Variable des eindimensionalen Maxwell-Modells die inelastische Streckung i,
für deren Berechnung die Diﬀerenzialgleichung aus Gleichung 4.29 mit Hilfe des impliziten
Euler-Rückwärts-Verfahrens gelöst wird (mit i;n als inelastische Streckung des vorherigen
Zeitschrittes und t als Zeitschrittweite).
















Wird Gleichung 4.30 mit i multipliziert, so lässt sich diese als kubische Gleichung formulie-
ren. Hieraus ergeben sich schließlich eine reelle Lösung und zwei komplexe Lösungen, wobei
die reelle Lösung der gesuchten inelastischen Streckung i zugeordnet wird. Aus Gründen
der Übersichtlichkeit wird auf eine explizite Darstellung dieses längeren Ausdrucks jedoch
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verzichtet. Neben dem hier zugrunde gelegten Ansatz der multiplikativen Zerlegung des De-
formationsgradienten existiert für den einachsigen Spannungszustand auch die Möglichkeit
einer additiven Aufspaltung der Deformation. In diesem Fall ergibt sich die Gesamtstreckung
des Maxwell-Elementes als Summe gewichteter Einzelstreckungen von Feder und Dämpfer
(mit dem Verhältnis von unverformter Länge der Feder bzw. des Dämpfers zur unverformten
Gesamtlänge des Maxwell-Elementes als jeweiliger Wichtungsfaktor). Eine ausführliche Dar-
stellung dieser Herangehensweise mit Simulationsergebnissen ist in den Arbeiten von Kappel
(2009) und Freund & Ihlemann (2010) zu finden.
Zur Untersuchung der viskoelastischen Eigenschaften des Maxwell-Modells wird zunächst
ein Relaxationsversuch unter einachsiger Zugbelastung durchgeführt. Hierbei wird mit ho-
her Geschwindigkeit eine Deformation von Fxx = 2 aufgebracht und bis zum Ende des
Belastungsprozesses konstant gehalten. Die Schubmoduln der beiden Federn werden dabei
zu C10 =  = 0; 5N=mm2 gesetzt, während die Viskosität  zur Überprüfung auf Plausibi-
lität variiert wird. In Bild 4.5 (links) ist die zugehörige Spannungsantwort sowohl für das
















Repr. Richt.: η = 10 Ns/mm
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Repr. Richt.: η = 20 Ns/mm
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Original 3D: η = 10 Ns/mm
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Bild 4.5: Vergleich zwischen dem originalen Maxwell-Modell und dem Maxwell-Modell in
repräsentativen Raumrichtungen anhand eines Relaxationsversuchs (links) und eines zykli-
schen einfachen Scherversuchs (rechts).
Qualitativ betrachtet wird von den beiden Modellen ein sehr ähnliches Materialverhalten be-
schrieben. Zu Beginn des Prozesses reagiert der Dämpfer aufgrund der hohen Belastungsge-
schwindigkeit nahezu starr, so dass die anfängliche (quasi-elastische) Spannungsantwort aus-
schließlich aus dem Materialverhalten der beiden Federn resultiert. Aufgrund der Viskosität
des Dämpfers nimmt im weiteren Verlauf die Streckung der Feder im Maxwell-Element immer
mehr ab, so dass die Gesamtspannungen gegen einen konstanten Wert konvergieren, der al-
lein durch den Schubmodul der parallel geschalteten Gleichgewichtsfeder bestimmt wird. Bei
beiden Stoﬀgesetzen stimmen diese Spannungsgrenzwerte jeweils mit den Spannungswerten
aus Bild 4.2 (links) für eine Deformation von Fxx = 2 überein, da der Gleichgewichtsfeder im
Maxwell-Modell dasselbe Materialverhalten nach Neo-Hooke wie in Abschnitt 4.2 zugrunde
liegt. Eine Erhöhung der Viskosität führt dabei zu einer Verzögerung des Relaxationsvor-
ganges, so dass der gesättigte Zustand zu einem späteren Zeitpunkt erreicht wird.
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Darüber hinaus wurde das Übertragungsverhalten des Konzeptes auch anhand eines beidsei-
tigen zyklischen Scherversuchs überprüft, welcher mit einer Viskosität von  = 10Ns=mm2
und einer Kreisfrequenz von ! = 0; 2 s 1 durchgeführt wurde. Bild 4.5 (rechts) zeigt die zu-
gehörigen Spannungskennlinien in Form von Hystereseschleifen, die aus der Viskosität des
Dämpfers resultieren. Hier zeigt sich auch quantitativ eine relativ gute Übereinstimmung
zwischen dem Originalmodell und dem Konzept repräsentativer Raumrichtungen, wobei die-
se für größere Scheramplituden jedoch nicht mehr in diesem Maße gegeben wäre. Gerade
der überhöhte Spannungsanstieg ab einer Scherung von ca. Fxy = 1 deckt sich mit dem
Verhalten des reinen Neo-Hooke-Stoﬀgesetzes in repräsentativen Raumrichtungen, welches
sich gegenüber dem linearen Spannungs-Verzerrungs-Verlauf des Originalmodells durch eine
progressive Kennlinie auszeichnet (vgl. Abb. 4.2 rechts).
4.4 Morph-Stoﬀgesetz für technische Gummiwerkstoﬀe
Anhand des Maxwell-Modells aus Abschnitt 4.3 konnte insbesondere die Übertragung vis-
koelastischen Materialverhaltens mit dem Konzept repräsentativer Raumrichtungen demons-
triert werden. Zur Untersuchung weiterer inelastischer Eﬀekte wird im Folgenden dasMorph-
Stoﬀgesetz (Model of Rubber Phenomenology) von Ihlemann (2003) herangezogen, wel-
ches ursprünglich zur Beschreibung des mechanischen Verhaltens hochbelasteter technischer
Gummiwerkstoﬀe in Luftfedern entwickelt wurde. Mit nur acht freien Parametern (zuzüglich
des Kompressionsmoduls) ist dieses Modell in der Lage, die wesentlichen quasi-statischen
Eigenschaften gefüllter Elastomere wie Hysterese, Materialentfestigung (Mullins-Eﬀekt) und
bleibende Verformungen sowie starke Nichtlinearitäten bei großen Verformungen abzubil-
den. Bezüglich der Lagrange’schen Betrachtungsweise setzen sich die Gesamtspannungen
des Morph-Stoﬀgesetzes aus folgenden Anteilen zusammen:
eT = 2 GC 0  C 1 +   eTZ  C0  C 1   p J3 C 1 : (4.31)
Der erste Anteil bildet die Grundspannungen, die abgesehen von der Variablen  dem Neo-
Hooke-Stoﬀgesetz nach Gleichung 4.12 entsprechen. Die Größe  ist gemäß Gleichung 4.36
eine Funktion einiger Materialparameter pi und des Schleppzeigers CST, welcher als maxima-
le Tresca-Invariante der Gestaltänderungen
G
C während des gesamten Belastungsprozesses
definiert ist und somit ein Maß für die Materialentfestigung darstellt.
CST (t) = max

G





 GCI   GCJ  ; I; J = I; II; III (4.32)
Nach Erreichen der maximalen Deformation wird durch die Grundspannungen somit hyper-
elastisches Materialverhalten beschrieben. Die im zweiten Anteil auftretenden Zusatzspan-
nungen eTZ (diese sind nicht mit den Zusatzspannungen aus Gleichung 2.98 zu verwechseln)
sind hingegen durch eine Diﬀerenzialgleichung gegeben.
4eTZ =  GLT   eTH   eTZ+ 13   eTZ  C 4C 1   13 C 1  4C eTZ (4.33)
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1A  C 1 (4.34)
Der Tensor
G
L kann als Lagrange’sches Äquivalent zur Zaremba-Jaumann-Zeitableitung der
Gestaltänderungen
G









C 1  4C + 4C  C 1
0
 GC (4.35)
Die Variablen ,  und  sind schließlich durch folgende Zusammenhänge gegeben:





















Die Berechnung der Zusatzspannungen eTZ erfordert die Lösung der in Gleichung 4.33 an-
gegebenen Diﬀerenzialgleichung. Diese soll exemplarisch unter Verwendung des impliziten
Euler-Rückwärts-Verfahrens angegeben werden (mit eTZn als Zusatzspannungen des vorheri-
gen Zeitschrittes).
eTZ = t  GLT eTH + eTZn + t3  4C 1









LT eTH  C + eTZn  C





C 1  4C   t
3
4
C 1  C
(4.37)
Sowohl die sechs Koeﬃzienten des symmetrischen Spannungstensors eTZ als auch der skalare
Schleppzeiger CST stellen innere Variablen des Stoﬀgesetzes dar, so dass für dessen dreidi-
mensionale Formulierung insgesamt sieben Größen am Ende eines Zeitschrittes gespeichert
werden müssen.
Bei der Reduktion des Morph-Stoﬀgesetzes auf den einachsigen Spannungszustand sind
die Koeﬃzientenmatrizen aus Gleichung 4.14 zugrunde zu legen, woraus sich weiterhin die





























375 ;  GL ab = h 4Cabi : (4.38)
Damit können die Tresca-Invarianten direkt den Koeﬃzientenmatrizen entnommen werden.
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Hieraus kann schließlich die Berechnungsvorschrift für die uniaxialen Gesamtspannungen
abgeleitet werden. eTxx = eT = 21  13

+ eTZxx   eTZyy3 (4.40)
Dabei ist anzumerken, dass die Bestimmung des hydrostatischen Drucks p wiederum aus
den Spannungsrandbedingungen (eTyy = eTzz = 0) erfolgt, so dass bei der Berechnung der
gesuchten Normalspannung eTxx stets auch die jeweiligen Spannungsanteile in den Quer-
richtungen zu berücksichtigen sind. Folglich müssen neben dem Schleppzeiger CST auch die
beiden Koeﬃzienten eTZxx und eTZyy der Zusatzspannungen gespeichert werden, so dass die eindi-
mensionale Materialbeschreibung desMorph-Stoﬀgesetzes unter Verwendung des impliziten
Euler-Rückwärts-Verfahrens insgesamt drei innere Variablen benötigt. Im Vergleich hierzu
musste zur Beschreibung viskoelastischen Materialverhaltens mit Hilfe des eindimensiona-
len Maxwell-Modells aus Abschnitt 4.3 lediglich eine innere Variable abgespeichert werden.
Dies liegt darin begründet, dass hier im dreidimensionalen Originalmodell keine Spannun-
gen, sondern die Koeﬃzienten des inelastischen Verzerrungestensors Ci als innere Variablen
fungieren, welche für den inkompressiblen einachsigen Zug-/Druckversuch allein durch die
Streckung i ausgedrückt werden können.
Messungen und Parameteranpassungen
Zur Validierung des Morph-Stoﬀgesetzes wurden im Rahmen der Arbeit von Ihlemann
(2003) zyklische Zug- und Schermessungen in Form von Multi-Hysterese-Versuchen mit stei-
gender Verzerrungsamplitude an einem hochrußgefüllten Chloropren-Kautschuk aus dem
Luftfederbau durchgeführt. Die Identifikation der freien Materialparameter erfolgte mit Hil-
fe eines Optimierungsprogramms, welches ideal inkompressible und homogene Deformati-
onsprozesse simuliert und die Fehlerquadratsumme zwischen gemessenen und simulierten
Spannungs-Verzerrungs-Kurven mittels eines Marquardt-Fletcher-Algorithmus (s. Ahrendts
& Baehr 1979) minimiert. Für die im Folgenden dargestellten Stoﬀgesetzanpassungen wur-
den dabei ausschließlich die stationären Zyklen der gemessenenen Kennlinien für Zug und
Scherung zugrunde gelegt, welche sich stets nach einem Einspielvorgang mehrmaligen An-
fahrens der jeweiligen Kraftamplitude einstellen. In Bild 4.6 sind zunächst die Ergebnisse
für eine simultane Anpassung an die beiden Belastungsmoden im Fall des dreidimensionalen
Original-Stoﬀgesetzes dargestellt.
Anhand der durchgeführten Versuche können bereits die wesentlichen inelastischen Eﬀekte
rußgefüllter Elastomere aufgezeigt werden. Diese zeichnen sich zunächst durch eine starke
Nichtlinearität der Kennlinie aus, die einen Wechsel von einer anfänglich degressiven Krüm-
mung zu einer bei großen Verformungen einsetzenden progressiven Krümmung im Zugversuch
aufweist. Des Weiteren ist der Entlastungsvorgang durch geringere Spannungswerte als der
vorhergehende Belastungsvorgang gekennzeichnet. Dabei stellt der Flächeninhalt der hieraus
resultierenden Hystereschleife im stationären Zustand ein Maß für die im Material dissipier-
te Energie dar. Eine weitere wichtige Eigenschaft ist die Entfestigung durch Vorreckung,
welche durch eine Materialerweichung infolge einer vorausgehenden Erstbelastung charak-
terisiert ist. In Bild 4.6 macht sich dieser Eﬀekt dadurch bemerkbar, dass die stationären
Zyklen mit fortschreitender Grenzbelastung bei einer bestimmten Verformung zunehmend









































Bild 4.6: Simultane Anpassung des Original-Morph-Stoﬀgesetzes an die stationären Zug-
zyklen (links) und Scherungszyklen (rechts).
geringere Spannungswerte erreichen. Daneben ist auch eine Entfestigung während des Ein-
spielvorganges gegeben, da bis zum Erreichen eines stationären Zyklus die Spannungen der
vorhergehenden Übergangszyklen durch wiederholtes Anfahren der jeweiligen Grenzbelas-
tung ebenfalls absinken. Beide Entfestigungseﬀekte wurden erstmals von Mullins (1948)
beobachtet und werden häufig unter dem Begriﬀ „Mullins-Eﬀekt“ zusammengefasst. Ab-
schließend sei auf die verbleibenden Restverformungen nach vollständiger Kraftrücknahme
hingewiesen, die im Vergleich zur maximalen Deformation zwar klein sind, aber dennoch auf
inelastische Vorgänge im Material hinweisen.
Es kann festgestellt werden, dass vom Morph-Stoﬀgesetz sämtliche gemessene Charakte-
ristiken des untersuchten Gummiwerkstoﬀs abgebildet werden. Darüber hinaus ergibt sich
auch quantitativ eine gute Übereinstimmung mit dem Experiment, obwohl beide Belastungs-
moden mit nur einem einzigen Parametersatz simuliert wurden. Die Parameteridentifikation
wurde im Rahmen der vorliegenden Arbeit zusätzlich mit dem Morph-Stoﬀgesetz in reprä-
sentativen Raumrichtungen durchgeführt (s. Bild 4.7). Hierbei ist anzumerken, dass für jede
Raumrichtung stets derselbe Parametersatz zu verwenden ist, damit vom verallgemeinerten
Stoﬀgesetz ein (auf die Struktur bezogen) isotropes Materialverhalten beschrieben wird.
Wie zu sehen ist, lassen sich mit dem Konzept repräsentativer Raumrichtungen ähnlich gute
Anpassungsergebnisse wie mit dem dreidimensionalen Original-Stoﬀgesetz erzielen. Gerade
im Fall der einfachen Scherung ist dies eine bemerkenswerte Eigenschaft des Konzeptes,
da in dem eindimensionalen Eingangsmodell keinerlei Informationen über das Materialver-
halten unter Scherbelastung enthalten sind. Erst durch das Zusammenwirken aller einach-
sigen Spannungszustände werden Vorhersagen für diesen mehrachsigen Belastungsprozess
generiert. Somit kann das vom Original-Modell beschriebene Verhalten auch bei komplexe-
ren Belastungen durch das Konzept repräsentativer Raumrichtungen wiedergegeben werden.
Zum Vergleich sind die identifizierten Parametersätze der beiden Stoﬀgesetzvarianten in der
zweiten und dritten Zeile von Tabelle 4.2 gegenübergestellt. Die Bedeutung der mit „Isotrop“
gekennzeichneten Zeile wird dabei weiter unten im Zusammenhang mit Bild 4.9 und 4.12
erläutert.









































Bild 4.7: Simultane Anpassung des Morph-Stoﬀgesetzes in repräsentativen Raumrichtun-
gen an die stationären Zugzyklen (links) und Scherungszyklen (rechts).
Tabelle 4.2: Identifizierte Parameterwerte des Morph-Stoﬀgesetzes bei simultaner Anpas-
sung an die stationären Zug- und Scherungszyklen.
p1 [MPa] p2 [MPa] p3 p4 p5 [MPa] p6 p7 p8 [MPa]
Original 0,039 0,371 0,174 2,41 0,0094 6,84 5,65 0,244
Repr. Richt. 0,011 0,408 0,421 6,85 0,0056 5,54 5,84 0,117
Isotrop 0,026 0,377 0,260 12,72 0,0028 5,74 5,51 0,089
Wie bereits in den vorangegangenen Abschnitten festgestellt wurde, weicht das Material-
verhalten des verallgemeinerten Stoﬀgesetzes vom Verhalten des jeweiligen Original-Modells
quantitativ stets ab, da das Konzept repräsentativer Raumrichtungen vom Grundsatz her
ein anderes Materialmodell darstellt. Bei einer Anpassung der beiden Stoﬀgesetze an die-
selben Messdaten wirkt sich dieser Unterschied somit in veränderten Zahlenwerten für die
identifizierten Parameter aus. Dies ist jedoch nicht unbedingt als kritisch anzusehen, da zum
einen die Parameterwerte immer noch in derselben Größenordnung liegen und zum ande-
ren im konkreten Anwendungsfall ausschließlich das aus dem Konzept resultierende dreidi-
mensionale Stoﬀgesetz an experimentelle Daten angepasst wird, womit das eindimensionale
Original-Modell ein Stück weit an Bedeutung verliert.
Anisotrope Materialentfestigung
Eine besondere Eigenschaft technischer Gummiwerkstoﬀe ist die anisotrope Entfestigung
bzw. die Abhängigkeit des Mullins-Eﬀektes von der relativen Ausrichtung der Vorreckung
und der aktuellen Deformation. Diese Eigenschaft geht mit einer ausgeprägten belastungsin-
duzierten Anisotropie einher. Zur Modellierung dieses Eﬀektes innerhalb kontinuumsmecha-
nischer Materialmodelle werden in der Literatur verschiedene Ansätze vorgeschlagen (Ihle-
mann 2006, Böl 2005, Holzapfel et al. 1999, Besdo 1998). Für das von Ihlemann entwickelte
Morph-Stoﬀgesetz werden hierfür z. B. spezielle Anisotropietensoren zweiter Stufe in Form
von Ellipsoidrepräsentationen eingesetzt, so dass die anisotrope Formulierung des Stoﬀge-
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setzes entgegen der hier vorgestellten isotropen Variante einen Schlepptensor statt eines
skalaren Schleppzeigers als Maß für die Entfestigung aufweist. Beim Konzept repräsentati-
ver Raumrichtungen entfällt hingegen die Notwendigkeit der Modellierung der anisotropen
Entfestigung, da diese bei Vorgabe inelastischen Materialverhaltens mit Entfestigung auf-
grund der unterschiedlichen Vorreckungen der einzelnen Richtungen automatisch generiert
wird und somit auf natürliche Weise enthalten ist (vgl. Carol & Bažant 1997). Zu Test-





CT zugeordnet wird. Zur Ver-
anschaulichung der (an)isotropen Entfestigung eignet sich bereits ein einfacher Scherversuch










Bild 4.8: Scherversuchsführung nach Muhr (Besdo et al. 2003) zur Untersuchung
(an)isotroper Entfestigung.
In der ersten Phase des Deformationsprozesses wird mit steigender Belastungsamplitude
stets in die gleiche Richtung geschert. Im Anschluß daran werden auch Scherungen in die
Gegenrichtung durchgeführt. Bei der isotropen Formulierung des Morph-Stoﬀgesetzes in
repräsentativen Raumrichtungen (gleicher Schleppzeiger für alle Richtungen) ist in dieser
zweiten Phase keine weitere Entfestigung mehr zu erwarten, da bereits nach Beendigung
der einseitigen Scherung der höchste Betrag der Scheramplitude erreicht wurde und die
Entfestigung somit vollständig abgeschlossen ist. Dies ist in Bild 4.9 (links) in Form des
Schubspannungsverlaufs für den gesamten Belastungsprozess veranschaulicht. Als Materi-
alparameter wurden hierbei die Werte aus der mit „Isotrop“ gekennenzeichneten Zeile von
Tabelle 4.2 zugrunde gelegt. Diese resultieren wiederum aus einer simultanen Anpassung je-
ner isotropen Stoﬀgesetzvariante an die gemessenen stationären Zug- und Scherungszyklen.
Auf eine Darstellung der zugehörigen Spannungs-Verzerrungs-Kurven soll an dieser Stelle
jedoch verzichtet werden, da hier nur geringe Unterschiede zu den Simulationsergebnissen
aus Bild 4.6 und 4.7 zu verzeichnen sind.
Das Stoﬀgesetz mit anisotroper Entfestigung zeigt hingegen eine vollkommen andere Cha-
rakteristik (s. Bild 4.9 rechts), welche dem Verhalten realer Gummimaterialien sehr viel
näher kommt (Ihlemann 2006, Besdo et al. 2003). Unter Verwendung des Parametersatzes
der dritten Zeile aus Tabelle 4.2 wurden hier zu den einzelnen Verzerrungsgrenzwerten in







































Bild 4.9: Simulation eines einfachen Scherversuchs gemäß Bild 4.8 mit dem Morph-
Stoﬀgesetz in repräsentativen Raumrichtungen mit isotroper Entfestigung (links) und ani-
sotroper Entfestigung (rechts). Grau: einseitige Scherung, schwarz: beidseitige Scherungen.
der negativen Scherrichtung ähnliche Spannungsspitzen wie bei der vorhergehenden einsei-
tigen Scherung erreicht. Nach der Phase der einseitigen Scherung reagiert das Modell in
der entgegengesetzten Scherrichtung somit in guter Näherung zunächst mit der Festigkeit
des unbelasteten Materials. Dies zeigt, dass die zu Beginn durchgeführte einseitige Scherung
nur einen geringen Einfluss auf das Materialverhalten hinsichtlich der Belastungen in der
Gegenrichtung bewirkt, was gerade den anisotropen Charakter des Entfestigungsmechanis-
mus widerspiegelt. Erst mit zunehmender Amplitude tritt dann auch bezüglich der neuen
Scherrichtung eine fortschreitende Entfestigung auf, welche zugleich auch eine erneute Ent-
festigung in positiver Scherrichtung bewirkt. Dies kann in Bild 4.9 (rechts) in Form des
Spannungsabfalls von ca. 3; 5N=mm2 auf 3N=mm2 beim maximalen Schermaß von Fxy = 3
beobachtet werden.
Neben dem Scherversuch nach Muhr kann der Eﬀekt der anisotropen Entfestigung auch
anhand eines einachsigen Zugversuchs in zueinander senkrechten Richtungen demonstriert
werden. Der Deformationsprozess beginnt mit einer zyklischen Zugbelastung in x-Richtung
unter Vorgabe einer konstanten Kraftamplitude. Anschließend werden Zugversuche mit der
halben Kraftamplitude auch in der hierzu senkrecht liegenden y-Richtung durchgeführt. Mit
derselben Kraft wird abschließend noch einmal zyklisch in der ursprünglichen x-Richtung
gezogen (s. Bild 4.10).
Während des erstmaligen Zugversuchs in x-Richtung (graue Linie) wird das Material suk-
zessive entfestigt, bis sich nach etwa sechs durchlaufenen Zyklen ein stationärer Zustand
mit maximaler Deformation einstellt. Aufgrund der bleibenden Verformungen nach vollstän-
diger Kraftrücknahme beginnt die anschließende Belastung in y-Richtung (schwarze Linie)
mit einem gestauchten Material (Fyy < 1). Analog zum Scherversuch reagiert das Material
zunächst mit einer ähnlichen Festigkeit wie beim unbelasteten Material, bevor durch zykli-
sches Belasten auch in dieser Richtung eine forschreitende Entfestigung eintritt. Ein hieran
anschließendes erneutes zyklisches Belasten in x-Richtung (gestrichelte Linie) bewirkt hin-
gegen keine weitere Entfestigung mehr, da hier das Material bereits vollständig entfestigt




















Bild 4.10: Simulation eines einachsi-
gen Zugversuchs in zueinander senk-
rechten Richtungen mit dem (anisotro-
pen)Morph-Stoﬀgesetz in repräsenta-
tiven Raumrichtungen. Grau: Erstma-
lige Belastung in x-Richtung, schwarz:
Nachfolgende Belastung in y-Richtung,
gestrichelt: Erneute Belastung in x-
Richtung.
worden ist und somit von vornherein ein stationärer Zyklus durchlaufen wird. Die gering-
fügigen Abweichungen in Form von geringeren Spannungswerten resultieren dabei aus der
vorhergehenden Belastung in Querrichtung, die ebenfalls eine zusätzliche Entfestigung in
x-Richtung bewirkt (vgl. Scherversuch).
Scherbelastung mit rotierenden Achsen
Das mechanische Verhalten desMorph-Stoﬀgesetzes in repräsentativen Raumrichtungen soll
weiterhin anhand einer Scherbelastung mit rotierenden Achsen untersucht werden, die be-
sonders im Hinblick auf die Modellierung der Eigenrichtungen bei inelastischen Stoﬀgesetzen
interessant ist (Gent 1960, Ahmadi et al. 1999, Ihlemann 2003). Dieser spezielle Deforma-
tionsprozess, der schematisch in Bild 4.11 (links) dargestellt ist, beginnt zunächst mit einer
einfachen Scherung Fxy. Im Anschluß daran wird die Richtung der Scherung unter konstant




2 rotiert. Diese beiden Phasen lassen sich durch
die folgenden Randbedingungen beschreiben:
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Für die im Folgenden aufgeführten Simulationsergebnisse wurden stets die identifizierten
Parametersätze aus Tabelle 4.2 zugrunde gelegt. Bild 4.11 (rechts) zeigt zunächst die Ma-
terialantwort des (anisotropen) Morph-Stoﬀgesetzes in repräsentativen Raumrichtungen in
Form der zugehörigen Schubspannungen xy und zy für Scherbelastungen von FS = 1 und
FS = 2.
Durch die vom Modell beschriebene Materialentfestigung und den Hysterese-Eﬀekt wird
zunächst eine Übergangsphase mit abnehmender Steifigkeit durchlaufen, bevor schließlich
ein stationärer Zustand mit gesättigtem Materialverhalten eintritt. Ein Vergleich der bei-
den Kurven zeigt dabei, dass der stationäre Zustand bei der größeren Scheramplitude zu
einem späteren Zeitpunkt bzw. nach einer höheren Anzahl an Umdrehungen erreicht wird.




















Bild 4.11: Scherversuch mit rotierenden Achsen. Links: Schematische Darstellung des De-
formationsprozesses. Rechts: Schubspannungen bei einer Simulation mit dem (anisotropen)
Morph-Stoﬀgesetz in repräsentativen Raumrichtungen für zwei verschiedene Scheramplitu-
den.
Obwohl in dieser Phase sowohl die Eigenwerte und Invarianten der Verzerrungstensoren als
auch diejenigen deren Zeitableitungen konstant sind, wird im Material dennoch stetig Ener-
gie dissipiert. Diese Energiedissipation geht direkt mit dem Auftreten eines Phasenwinkels
zwischen den Eigenrichtungen der Spannungs- und Verzerrungstensoren bzw. zwischen den
Richtungen von Scherverformung und zugehöriger Scherkraft einher. In Bild 4.12 (links) ist
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Bild 4.12: Simulation des Scherversuchs mit rotierenden Achsen mit dem Morph-
Stoﬀgesetz in repräsentativen Raumrichtungen. Links: Phasenwinkel in Abhängigkeit der
Anzahl der Umdrehungen. Rechts: Stationärer Phasenwinkel in Abhängigkeit der Scheram-
plitude.
Die schwarze Kurve zeigt zunächst das Ergebnis für das Morph-Stoﬀgesetz in repräsenta-
tiven Raumrichtungen mit ursprünglich anisotroper Entfestigung, mit dem auch der Schub-
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spannungsverlauf aus Bild 4.11 (rechts) simuliert wurde. Es zeigt sich, dass nach etwa 0; 8
Umdrehungen stationäres Materialverhalten erreicht wird, da sich der Phasenwinkel auf einen
konstanten Wert eingestellt hat. Die anfängliche Erhöhung resultiert dabei genau aus der
Anisotropie des Mullins-Eﬀektes, bei dem sich während der ersten Umdrehung die einzelnen
repräsentativen Raumrichtungen sukzessive entfestigen. Dieser Eﬀekt ist bei der isotropen
Stoﬀgesetzformulierung (gestrichelte Kurve) hingegen nicht gegeben, so dass der stationäre
Zustand bereits nach etwa 0; 15 Umdrehungen erreicht wird. Ein zu diesen Kurven deut-
lich anderes Verhalten stellt sich ein, wenn eine sehr viel geringere Scheramplitude von z. B.
FS = 0; 05 vorgegeben wird (graue Kurve). Hierfür wurde wiederum die ursprünglich ani-
sotrope Stoﬀgesetzvariante herangezogen, wobei die isotrope Formulierung qualitativ ein
ähnliches Verhalten zeigt. Die langsam abklingenden Schwingungen des Phasenwinkels ent-
stehen dabei durch die Verzögerung, mit der die intrinsisch formulierte Diﬀerenzialgleichung
aus Gleichung 4.33 auf Verzerrungsänderungen reagiert (vgl. Ihlemann 2003).
Eine in diesem Zusammenhang weitere interessante Charakteristik ist die Abhängigkeit des
sich einstellenden stationären Phasenwinkels von der Scheramplitude (s. Bild 4.12 rechts).
Während bei der anisotropen Formulierung der stationäre Phasenwinkel für FS > 0; 25 mit
zunehmender Belastung stetig abnimmt, reagiert das isotrope Stoﬀgesetz mit einer vorüber-
gehenden Zunahme und einem anschließenden lokalen Maximum. Dieses Verhalten deckt sich
mit Simulationsergebnissen aus Testrechnungen mit dem dreidimensionalen Originalmodell
(unter Verwendung des Parametersatzes der zweiten Zeile aus Tabelle 4.2), bei dem das er-
neute Abfallen des stationären Phasenwinkels jedoch schon bei geringeren Scheramplituden
in Erscheinung tritt.
4.5 Viskoplastisches Stoﬀgesetz für metallische Werkstoﬀe
Neben Stoﬀgesetzen für technische Gummiwerkstoﬀe wurde der Anwendungsbereich des
Konzepts repräsentativer Raumrichtungen zusätzlich anhand eines Materialmodells zur Be-
schreibung metallischer Werkstoﬀe untersucht. Die im folgenden Abschnitt vorgestellten Be-
rechnungsergebnisse sind dabei im Rahmen einer Zusammenarbeit mit Dr. rer. nat. Alexey
Shutov an der TU Chemnitz entstanden (vgl. Freund et al. 2012). Hierfür wurde das phäno-
menologische viskoplastische Modell für finite Deformationen von Shutov & Kreißig (2008)
herangezogen, welches eine Weiterentwicklung des klassischen Ansatzes von Chaboche (1989)
darstellt. Neben viskosen Eﬀekten wie Kriechen, Relaxation und geschwindigkeitsabhängi-
gem Materialverhalten mit Gleichgewichtshysterese ist das Materialmodell ebenso in der
Lage, die nichtlineare isotrope und kinematische Verfestigung abzubilden. Ein anschaulicher
Zugang zu dem Modell gelingt dabei in Form des in Bild 4.13 (links) dargestellten rheologi-
schen Schaltbildes, welches auf einem Schwedoﬀ-Körper basiert und den phänomenologischen
Charakter des Stoﬀgesetzes widerspiegelt. Der rechteckige Körper symbolisiert dabei ein ge-
schwindigkeitsunabhängiges inelastisches Element, welches in der Reihenschaltung mit einer
Feder ein modifiziertes Maxwell-Element bildet.
Ausgangspunkt zur Herleitung der Stoﬀgesetzgleichungen ist die multiplikative Zerlegung des
Deformationsgradienten F in einen elastischen Anteil F^ e und einen inelastischen Anteil F i.
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Bild 4.13: Schematische Darstellung des viskoplastischen Materialmodells anhand eines
rheologischen Schaltbildes (links) und Veranschaulichung der zugehörigen Konfigurationen
mit Zerlegung des Deformationsgradienten (rechts).
Die Zerlegung kann durch eine lokale elastische Entlastung motiviert werden und führt auf
eine spannungsfreie Zwischenkonfiguration K^ gemäß Bild 4.13 (rechts).
F = F^ e  F i (4.42)
Basierend auf einem Ansatz von Lion (2000a) wird zur Simulation einer nichtlinearen ki-
nematischen Verfestigung weiterhin der inelastische Anteil F i in einen energiespeichernden
Anteil F ie und einen energiedissipierenden Anteil F ii aufgespalten, woraus die Zwischenkon-
figuration K der kinematischen Verfestigung resultiert.
F i = F ie  F ii (4.43)
Analog zu Gleichung 4.25 werden als tensorielle innere Variablen die zu den inelastischen
Deformationen F i und F ii gehörenden rechten Cauchy-Green-Tensoren eingeführt.
Ci = F
T
i  F i ; Cii = F Tii  F ii (4.44)
Die zeitlichen Entwicklungen der beiden Tensoren sind dabei über die folgenden Diﬀerenzi-
algleichungen definiert:
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C  eT   Ci  eX0  C i ; 4Cii = 2i {  Ci  eX0  Cii : (4.45)
In diesem Zusammenhang stellen die Größen i, F und eX den inelastischen Multiplika-
tor, die Norm der treibenden Kraft (Von-Mises-Vergleichsspannung im Reibelement) und
den Rückspannungstensor (Spannungen im modifizierten Maxwell-Element) dar. Die Grö-
ße { kennzeichnet einen der freien Materialparameter, wobei 1={ der oberen Grenze für
die gesättigten Rückspannungen entspricht. Daneben werden als skalare innere Variablen
der inelastische Umformgrad s (vgl. Haupt 2000) und dessen dissipativer Anteil sD einge-
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_sR mit: R =  (s  sD) : (4.46)
4.5 Viskoplastisches Stoﬀgesetz für metallische Werkstoﬀe 71
Die Größe R steht für die isotrope Verfestigung, wobei der Materialparameter  deren Sätti-
gungsgeschwindigkeit und der Quotient = den absoluten Sättigungswert angibt. Bei Kennt-
nis der inneren Variablen C i und C ii sowie der aktuellen Deformation C können zunächst die
Gesamtspannungen eT sowie die Rückspannungen eX bestimmt werden. Für die Federelemen-
te des rheologischen Schaltbildes aus Bild 4.13 (links) wird analog zum Maxwell-Modell aus
Gleichung 4.26 hyperelastisches Verhalten nach Neo-Hooke angenommen (mit dem Material-
parameter c zur Beschreibung der Sättigungsgeschwindigkeit der kinematischen Verfestigung
und dem Materialparameter  als Schubmodul).
eT = C 1i  GC0  C 1   p J3 C 1 ; eX = c2  C 1ii  Ci0  C 1i (4.47)
Hieraus lässt sich die bereits erwähnte Norm der treibenden Kraft F ermitteln (s. Gl. 4.48).
Weiterhin kann mit Hilfe der skalaren inneren Variablen s und sD die Überspannung f sowie





C  eT   C i  eX0i2 :; f = F r23 (Kf +R) ; i = 1D 1k0 f
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(4.48)
Die Größen  und m (als Viskosität interpretierbare Zeitkonstante und Exponent der Fließ-
regel nach Perzyna gemäß Gl. 4.48 rechts) sowie die Anfangsfließspannung Kf stellen weitere
Materialparameter dar, während die Konstante k0 lediglich für einen dimensionslosen Aus-
druck in der MacCauley-Klammer (mit der Eigenschaft hxi = max (x; 0)) benötigt wird
und stets zu k0 = 1N=mm2 gesetzt wird. Im Rahmen der numerischen Umsetzung des Mo-
dells ist dabei auch der Sonderfall  = 0 s enthalten, welcher geschwindigkeitsunabhängiges
Materialverhalten beschreibt (s. Shutov & Kreißig 2008). Damit sind sämtliche Größen zur
Bestimmung der zeitlichen Änderungen der inneren Variablen bekannt. Zur Berechnung der
inneren Variablen selbst sind die Evolutionsgleichungen (s. Gl. 4.45 und 4.46) mit Hilfe
eines numerisches Zeitintegrationsverfahrens zu lösen (z. B. in Form des impliziten Euler-
Rückwärts-Verfahrens). Für die dreidimensionale Stoﬀgesetzvariante sind dabei insgesamt
14 Zahlenwerte als innere Variablen abzuspeichern, während die eindimensionale Formulie-
rung für den Einsatz in repräsentativen Raumrichtungen vier innere Variablen erfordert.
Vergleich zwischen Original-Modell und repräsentativen Raumrichtungen
Für eine erste Bewertung des viskoplastischen Stoﬀgesetzes in repräsentativen Raumrich-
tungen soll zunächst eine direkte Gegenüberstellung mit dem Original-Modell anhand von
Simulationsergebnissen aus zyklischen Zug-/Druck- und Scherversuchen erfolgen (s. Bild 4.14
und 4.15).
Für beide Modellvarianten wurde der in Tabelle 4.3 aufgeführte Parametersatz zugrunde
gelegt (s. Shutov & Kreißig 2008). Die Parameter m und  wurden dabei so gewählt, dass die
Belastungsgeschwindigkeit keinerlei Einfluss auf das Materialverhalten ausübt und viskose
Eﬀekte somit ausgeschlossen werden.
Zu Beginn der Belastungsprozesse verhalten sich beide Modelle linear elastisch, bevor durch
fortschreitende Belastung plastisches Fließen einsetzt. Nach Durchführung mehrerer Zyklen































Bild 4.14: Simulation eines zyklischen einachsigen Zug-/Druckversuchs mit dem viskoplasti-
































Bild 4.15: Simulation eines zyklischen einfachen Scherversuchs mit dem viskoplastischen
Original-Modell (links) und dem viskoplastischen Stoﬀgesetz in repräsentativen Raumrich-
tungen (rechts).
wird schließlich ein gesättigter Zustand in Form von stationärem Materialverhalten erreicht.
Die Grenze zwischen dem elastischen und plastischen Bereich ist beim Original-Modell durch
eine diskrete Fließspannung in Form eines Knickes in den Spannungs-Verzerrungs-Kurven
gekennzeichnet. Beim Konzept repräsentativer Raumrichtungen ist hingegen ein kontinu-
ierlicher Übergang zwischen den beiden Bereichen gegeben, da die einzelnen Richtungen
individuell gestreckt werden und somit zu unterschiedlichen Zeitpunkten ihre Fließspannung
erreichen (vgl. Carol & Bažant 1997). Weiterhin kann festgestellt werden, dass vom Konzept
die isotrope Verfestigung wiedergegeben wird, welche durch eine Vergrößerung des elasti-
schen Bereichs (Diﬀerenz zwischen Zug- und Druckfließspannung) im Laufe des plastischen
Fließens gekennzeichnet ist und im stationären Zustand maximal ist. Daneben wird auch die
kinematische Verfestigung bzw. der Bauschinger-Eﬀekt reproduziert, da sich ein betragsmä-
ßiger Unterschied zwischen Zug- und Druckfließspannung einstellt.
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Tabelle 4.3: Gewählte Parameterwerte für die Simulation der Zug-/Druck- und Scherver-
suche mit dem viskoplastischen Stoﬀgesetz.





28.200 3.500 460 270 1 0 0,028 5
Beim Vergleich der beiden Stoﬀgesetze fällt auf, dass beim Konzept repräsentativer Raum-
richtungen stets eine höhere Anzahl von Zyklen bis zum Erreichen des stationären Zustands
erforderlich ist. Dies liegt im inelastischen Umformgrad s begründet (s. Gl. 4.46), welcher
eine akkumulierte Größe darstellt und während der zyklischen Be- und Entlastungsvorgänge
monoton zunimmt. Dadurch, dass bestimmte repräsentative Raumrichtungen aufgrund ih-
rer Ausrichtung einer geringeren Streckungsgeschwindigkeit unterliegen, erfahren diese auch
einen langsameren Zuwachs des inelastischen Umformgrades. Demzufolge müssen in solchen
Richtungen mehr Zyklen durchlaufen werden, um den für die Sättigung der isotropen Ver-
festigung erforderlichen Umformgrad zu erreichen.
Abschließend sei noch auf einen wesentlichen Unterschied im Materialverhalten bezüglich
der beiden Belastungsarten hingewiesen. Es ist festzustellen, dass die stationären Zyklen im
Zug-/Druckversuch im Gegensatz zu den Zyklen des Scherversuchs bei beiden Stoﬀgesetzen
eine deutliche Unsymmetrie zur unverformten Lage aufweisen. Dies ist auf einen geometrisch
nichtlinearen Eﬀekt zurückzuführen, da bei der einachsigen Belastung eine Veränderung der
Querschnittsfläche des betrachteten Volumenelementes stattfindet, während sich die resul-
tierende Kraft im Scherversuch auf eine konstante Fläche bezieht. Folglich treten bei ein-
achsiger Zugbelastung aufgrund der verminderten Querschnittsfläche betragsmäßig geringere
Ingenieurspannungen als im Druckbereich auf.
Experimentelle Daten zumMaterialverhalten metallischer Werkstoﬀe unter mehr-
achsiger plastischer Wechselbelastung
Neben einem Vergleich zum Original-Modell soll das viskoplastische Stoﬀgesetz in repräsenta-
tiven Raumrichtungen zusätzlich anhand von experimentellen Ergebnissen validiert werden.
Hierzu werden Untersuchungen von Dannemeyer (1999) bezüglich der Veränderung der Fließ-
fläche von Baustahl bei mehrachsiger plastischer Wechselbelastung herangezogen. Unter dem
Begriﬀ Fließfläche wird in der Plastizitätstheorie im Allgemeinen eine konvexe Hyperfläche
im sechsdimensionalen Spannungsraum verstanden, die als Einhüllende des Fließkörpers alle
Spannungszustände mit elastischem Materialverhalten umschließt. Die unabhängige Mes-
sung von mehr als zwei Verzerrungs- und Spannungskomponenten ist technisch jedoch sehr
aufwändig, so dass sich die Experimentatoren meist auf die Betrachtung von Unterräumen,
wie z. B. dem des ebenen Spannungszustandes, beschränken. In diesem Fall degeneriert die
Grenze zwischen elastischem und plastischem Verhalten auf eine Kurve im zweidimensiona-
len Spannungsraum, da sie einen Schnitt durch den sechsdimensionalen Fließkörper darstellt.
Die hierfür eher zutreﬀenden Begriﬀe wie „Fließgrenz-“ oder „Fließortkurve“ haben sich in
der Literatur jedoch nicht durchgesetzt, so dass im Rahmen dieser Arbeit der Begriﬀ „Fließ-
fläche“ auch für den ebenen Spannungszustand verwendet wird.
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Im Experiment lässt sich meist einer der drei verbleibenden Spannungskoeﬃzienten durch
eine entsprechende Probenform bzw. Belastung zu Null setzen, so dass z. B. folgender Son-
derfall des ebenen Spannungszustandes entsteht:
[ab] =
264 0 xy 0xy yy 0
0 0 0
375 : (4.49)
Zur Ermittlung von Fließflächen in diesem speziellen Spannungsraum werden in der Versuchs-
praxis bevorzugt kombinierte Zug-/Druck-Torsionsversuche an dünnwandigen zylindrischen
Hohlproben durchgeführt (s. Bild 4.16).
Bild 4.16: Idealisierter ebener Spannungs-
zustand im Messbereich einer zylindrischen
Hohlprobe unter kombinierter Zug-/Druck-
Torsionsbelastung.
Die im Folgenden zugrunde gelegten Versuchsergebnisse beziehen sich auf den unlegierten
Baustahl S355 J2G3 (alte Bezeichnung: RSt52-3). Das Belastungsprogramm zur experimen-
tellen Erfassung der Fließflächen wird im Verzerrungsraum vorgegeben und ist schematisch
in Bild 4.17 (links) dargestellt (mit " als technische Normaldehnung und  als technische
Schubverzerrung). Ausgehend vom unbelasteten Zustand (" =  = 0) werden nacheinander
die Belastungsumkehrpunkte A, B, C, und D angefahren, die jeweils Zustände aus überla-
gerten Zug- und Torsions- bzw. Druck- und Torsionsbelastungen kennzeichnen. Da die Fließ-
flächenaufnahmen im stationären Zustand mit gesättigtem Materialverhalten erfolgen sollen,
werden zunächst einige Stabilisierungszyklen gemäß diesem Belastungsprogramm durchge-
führt. Anschließend wird für den Zustand A die erste Fließfläche nach dem in Bild 4.17
(rechts) beschriebenen Abtastverfahren ermittelt. Hierzu wird zunächst eine geringfügige
Entlastung in Vorlastrichtung bis zum Startpunkt S vorgenommen, von dem aus in der an-
gegebenen Reihenfolge strahlenförmig die Zustände plastischen Fließens identifiziert werden,
welche schließlich die Berandung der gesuchten Fließfläche im Spannungsraum bilden.
Zur Erfassung der Fließgrenze greift Dannemeyer auf eine plastische Vergleichsdehnung "V;pl
nach der Von-Mises-Theorie als Maß für die Abweichung vom linearen Werkstoﬀverhalten zu-
rück (s. Gl. 4.50). Diese setzt sich aus den Inkrementen "pl der plastischen Normaldehnung
und den Inkrementen pl der plastischen Schubverzerrung zusammen, wobei sich die Dif-
ferenzen  auf den Verzerrungszustand im Startpunkt S beziehen. Die beiden Größen "pl
und pl berechnen sich dabei aus den gemessenen Änderungen der technischen Gesamtver-
zerrungen " = l
l0
und  = '
l0
r0 (bei l und ' sind wiederum Änderungen  bezüglich
des unverformten Zustands gemeint) sowie den aus den gemessenen Kraft- und Momenten-
änderungen berechneten technischen Spannungsinkrementen  = F
A0
und  = M
W0
. Der
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Bild 4.17: Belastungsprogramm im
zweidimensionalen Verzerrungsraum
(links) mit rotatorischer Abtastfol-
ge zur Ermittlung von Fließflächen
(rechts).
Zustand des plastischen Fließens wird schließlich als erreicht definiert, wenn die plastische











2  "o mit: "pl = " E ; pl =  G (4.50)
Die zur Berechnung der plastischen Verzerrungen benötigten Elastizitätskonstanten E und
G (Elastizitäts- und Schubmodul) werden für jede der 16 Strahlenrichtungen separat iden-
tifiziert, indem sie jeweils für kleine Verzerrungsinkremente ("pl  0; pl  0) aus den
elastischen Beziehungen E = =" und G = = berechnet werden. Dabei werden
auch innerhalb eines Abtastvorganges bzw. nach jeder durchlaufenen Strahlenrichtung Sta-
bilisierungszyklen durchgeführt, um den Einfluss der Belastungsvorgeschichte auf die Fließ-
flächenmessung zu minimieren. Nach demselben Schema werden schließlich auch die übrigen
Fließflächen der Zustände B, C und D ermittelt. Die konkreten Verzerrungsintensitäten für
die einzelnen Strahlenrichtungen der vier Belastungsumkehrpunkte können Bild 4.18 (links)
entnommen werden. Die in der rechten Grafik abgebildeten Punkte kennzeichnen schließlich
die Begrenzungslinien der zugehörigen Fließflächen als Einhüllende elastischen Materialver-
haltens. Die mit Kreuzen gekennzeichneten Spannungszustände beziehen sich dabei auf die
Initialfließfläche, die sich aus einer anfänglichen Abtastung aus der entspannten Lage heraus
ergibt.
Vergleich mit Simulationsergebnissen aus repräsentativen Raumrichtungen
Bei der numerischen Umsetzung des beschriebenen Experiments erfolgt die Belastungsvorga-
be durch den Deformationsgradienten F , der neben den vorgegebenen Verzerrungen " und 
die freien Parameter 1 und 2 beinhaltet. Diese ergeben sich aus den Randbedingungen be-
züglich des Cauchy-Spannungstensors  und werden innerhalb des eingesetzten Simulations-
programms mit Hilfe des Newton-Raphson-Verfahrens iterativ bestimmt. Der Parameter 1
bedeutet dabei eine Verzerrung in Umfangsrichtung und bewirkt eine Veränderung des Radi-
us des dünnwandigen Kreisringquerschnittes, während 2 sich auf die Radialrichtung bezieht
und eine Veränderung der Wandstärke bewirkt (vgl. Dettmer & Reese 2004).
[ab] =
264 0 xy 0xy yy 0
0 0 0
375  ! [Fab] =
2641  1 00 "+ 1 0
0 0 2
375 (4.51)































Bild 4.18: Messdaten der Versuchsreihe M06-SPT nach Dannemeyer (1999): Abgetaste-
te Strahlenrichtungen der vier Belastungsumkehrpunkte im Verzerrungsraum (links) mit
Grenzpunkten der zugehörigen Fließflächen im Spannungsraum (rechts).
Zur Darstellung der Fließflächen im Spannungsraum werden die technischen Spannungen 
und  benötigt, die sich aus den berechneten Cauchy-Spannungen yy und xy sowie den
Parametern 1 und 2 über die folgenden Beziehungen ergeben (vgl. Shutov et al. 2011;
Anhang A.3):
 = 1 2 yy ;  = 
2
1 2 xy : (4.52)
Für die Simulationen hat sich die von Dannemeyer verwendete Definition des plastischen
Fließens nach Gleichung 4.50 als ungünstig erwiesen, da sich für bestimmte Strahlenrich-
tungen die Elastizitätskonstanten E und G aufgrund numerischer Probleme nur schwer be-
stimmen ließen. Aus diesem Grund wird eine modifizierte Fließdefinition zugrunde gelegt,
die sich im Hinblick auf glatte Kurvenverläufe der Fließflächen als vorteilhaft erwiesen hat
und zudem keine Veränderung bezüglich der Gestalt der Fließflächen gegenüber der ur-
sprünglichen Fließdefinition bewirkt. Hierzu wird bei der Abtastung entlang der einzelnen
Strahlenrichtungen aus dem aktuellen Verzerrungs- und Spannungsinkrement jeweils eine






()2 ; V =
q
()2 + 3 ()2 (4.53)
In diesem Zusammenhang wird der lineare Anstieg der Kennlinie im zugehörigen Spannungs-
Verzerrungs-Diagramm (s. Bild 4.19) mit der Elastizitätskonstante E bezeichnet.
Die plastische Vergleichsdehnung "V;pl ergibt sich demnach aus der Diﬀerenz zwischen dem
aktuellen Verzerrungsinkrement "V und dessen elastischen Anteil
V
E . Analog zum Expe-
riment gilt für den Zustand des plastischen Fließens die Bedingung, dass die plastische Ver-
gleichsdehnung die vorgegebene Oﬀset-Dehnung erreicht bzw. überschreitet. Im Gegensatz
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Bild 4.19: Verwendung einer Oﬀset-Dehnung zur Definition
der Fließgrenze.
zu Dannemeyer wird bei dieser Definition der Fließgrenze somit nur eine einzige Elastizi-




  "o mit: E = lim"V!0 V"V (4.54)
Im Folgenden soll untersucht werden, inwieweit das Materialmodell in der Lage ist, die von
Dannemeyer experimentell ermittelten Fließflächen sowohl qualitativ als auch quantitativ
wiederzugeben. Hierzu wurden einige ausgewählte Materialparameter (, c, , Kf und {)
mit Hilfe des Simplex-Verfahrens (s. Nelder & Mead 1965) derart optimiert, dass die Fehler-
quadratsumme zwischen gemessenen und simulierten Fließgrenzen ein Minimum annimmt.
Aus Symmetriegründen wurden für die Parameteridentifikation neben der Initialfließfläche
lediglich die Fließflächen zu den Umkehrpunkten A und B zum Aufbau des Fehlerfunktionals
herangezogen, wobei analog zum Experiment jeweils 8 bzw. 16 Strahlenrichtungen abgetastet
wurden. Die resultierenden Parameterwerte sind zusammenfassend in Tabelle 4.4 aufgeführt.
Tabelle 4.4: Identifizierte Parameterwerte des viskoplastischen Stoﬀgesetzes in repräsenta-
tiven Raumrichtungen für die Anpassung an die gemessenen Fließflächen.





104.060 556.254 -91.684 277 1 0 8; 355  10 3 450
Bild 4.20 (links) zeigt zunächst die Spannungskennlinie für die Stabilisierungszyklen, die
vor der ersten Fließflächenaufnahme und somit ausgehend vom spannungsfreien Zustand
durchgeführt wurden. Hier zeigt sich, dass eine Anzahl von zehn Zyklen bereits ausreichend
ist, um ein stationäres Materialverhalten zu erzielen. Im Anschluss daran wurden schließlich
alle fünf Fließflächen in einer reinen Vorwärtsrechnung unter Verwendung des identifizierten
Parametersatzes simuliert, wobei zur besseren Darstellung nunmehr 100 Strahlenrichtungen
pro Fließfläche verwendet wurden (s. Bild 4.20 rechts). Analog zum Experiment wurde für
die Initialfließfläche eine Oﬀset-Dehnung von "o = 3  10 5 und für die vier nachfolgenden
Fließflächen eine Oﬀset-Dehnung von "o = 5  10 5 eingestellt.
Das Ergebnis der Parameteridentifikation ist angesichts der stark streuenden Messdaten
durchaus zufriedenstellend. Die Tatsache, dass alle vier simulierten Fließflächen in etwa die





































Bild 4.20: Simulation des Zug-/Druck-Torsionsversuches mit dem viskoplastischen Stoﬀge-
setz in repräsentativen Raumrichtungen. Links: Spannungskennlinie für die zehn vorgeschal-
teten Stabilisierungszyklen. Rechts: Vergleich zwischen den simulierten Fließflächen und den
von Dannemeyer (1999) experimentell ermittelten Fließflächen.
gleiche Größe und stets konvexe Formen aufweisen sowie symmetrisch zur  -Achse ausge-
richtet sind (aufgrund der Symmetrie der Belastung zur -Achse im Verzerrungsraum), ist
dabei als positiv zu werten. Es kann weiterhin festgestellt werden, dass das Materialmodell
eine starke isotrope Entfestigung abbildet, da sich der Flächeninhalt der vier Fießflächen
im Vergleich zur Initialfließfläche wesentlich verringert hat. Dieser Eﬀekt drückt sich durch
ein negatives Vorzeichen des Materialparameters  aus. Auf der anderen Seite zeigt sich
jedoch eine deutliche kinematische und formative Verfestigung, da sich relativ zur Initi-
alfließfläche sowohl die Position als auch die Gestalt der Fließflächen verändert hat. Die
kinematische Verfestigung ist dabei so groß, dass die Fließflächen nicht mehr den Nullpunkt
des Spannungsraumes enthalten, so dass eine rein elastische Entlastung zum spannungsfreien
Zustand nicht mehr möglich ist. Der Eﬀekt der formativen Verfestigung hingegen ist insofern
interessant, als das eindimensionale Original-Stoﬀgesetz ausschließlich die isotrope und ki-
nematische Verfestigung beinhaltet, die formative Verfestigung jedoch nicht abbilden kann.
Diese wird folglich durch das Konzept repräsentativer Raumrichtungen automatisch erzeugt,
was in Anbetracht einer eher aufwändigen kontinuumsmechanischen Umsetzung der forma-
tiven Verfestigung im dreidimensionalen Original-Modell nach Shutov & Kreißig (2008) eine
positive Eigenschaft des Konzeptes darstellt.
Darüber hinaus sei noch auf die Ausrichtung der Fließflächen bezüglich der aktuellen Belas-
tungsrichtung in Form einer stärkeren Krümmung hingewiesen, welche eine typische Eigen-
schaft der formativen Verfestigung darstellt. Hier ist zu erkennen, dass die beiden unteren
Fließflächen nicht exakt vertikal ausgerichtet sind, obwohl die Belastung im Verzerrungs-
raum zwischen den Punkten A und B bzw. C und D diese Richtung vorgibt. Dieser Eﬀekt
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resultiert aus der Tatsache, dass sich die Ausrichtung der Fließflächen stets mit einer zeitli-
chen Verzögerung an die vorgegebene Belastungsrichtung anpasst, so dass hier aufgrund des
zu kurzen Belastungsweges zwischen den jeweiligen Umkehrpunkten jener Nachdrehvorgang
oﬀensichtlich noch nicht vollständig abgeschlossen ist. Bei den beiden oberen Fließflächen
tritt dieser Eﬀekt aufgrund des längeren Belastungsweges zwischen den Punkten B und C
bzw. D und A hingegen nicht in Erscheinung, so dass diese unter einem Winkel von 45 bzw.
135 ausgerichtet sind.
Simulation der Fließflächenentwicklung unter einachsiger Zugbelastung
Neben den von Dannemeyer vorgegebenen Zug-/Druck- und Torsionsbelastungszuständen
sollen die Fließflächen zusätzlich für verschiedene Verzerrungsintensitäten im einachsigen
Zugversuch simuliert werden. Hierzu wurde zunächst ein elastisch-ideal plastisches Materi-
alverhalten ohne jegliche Verfestigungseﬀekte in den repräsentativen Raumrichtungen vor-
gegeben, indem die relevanten Verfestigungsparameter zu c = 0 und  = 0 gesetzt wurden
(s. Bild 4.21 links). In einer zweiten Simulation wurden schließlich die optimierten Parame-
terwerte aus Tabelle 4.4 zugrunde gelegt, so dass bereits das Originalmodell eine isotrope
Entfestigung sowie eine kinematische Verfestigung aufweist (s. Bild 4.21 rechts). Bei beiden







































Bild 4.21: Entwicklung der Fließfläche im einachsigen Zugversuch. Links: Vorgabe ei-
nes elastisch-ideal plastischen Originalmodells ohne Verfestigung. Rechts: Vorgabe eines
Originalmodells mit isotroper Entfestigung und kinematischer Verfestigung.
Bei Vorgabe des elastisch-ideal plastischen Materialverhaltens zeichnet sich das verallgemei-
nerte Stoﬀgesetz durch eine leichte isotrope Entfestigung sowie eine moderate kinematische
und eine starke formative Verfestigung aus, wobei sich bei einer Zugbelastung von " = 2%
bereits eine Sättigung andeutet. Es kann somit festgestellt werden, dass das Konzept reprä-
sentativer Raumrichtungen sämtliche Verfestigungsmechanismen von sich aus produziert. Die
automatische Generierung der kinematischen Verfestigung bzw. des Bauschinger-Eﬀektes
wurde dabei bereits von Carol & Bažant (1997) im Rahmen des Microplane-Modells un-
ter Verwendung eines ideal-plastischen Stoﬀgesetzes bezüglich der Mikroebenen festgestellt.
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Aufgrund der fehlenden kinematischen Verfestigung im Originalmodell ist die resultierende
Verschiebung der Fließflächen jedoch so gering, dass sich der spannungsfreie Zustand noch
innerhalb des elastischen Bereichs befindet. Anders verhält es sich, wenn von vornherein ei-
ne isotrope Entfestigung und eine kinematische Verfestigung vorgegeben wird. Hier wird die
bereits vorhandene kinematische Verfestigung soweit durch das Konzept verstärkt, dass die
Fließfläche den Spannungsnullpunkt für Dehnungen " > 2% nicht mehr enthält, so dass eine
elastische Entlastung nicht mehr möglich ist. Weiterhin ist festzustellen, dass eine Sättigung
der Verfestigungseﬀekte erst bei größeren Axialdehnungen zu erwarten ist.
In einer weiteren Simulationsreihe wurde zusätzlich der Einfluss der vorgegebenen Oﬀset-
Dehnung auf die Größe und Form der Fließfläche untersucht. Hierzu wurde eine konstante
Zugbelastung von " = 1; 6% eingestellt und die Fließfläche für verschiedene Oﬀsetwerte
ermittelt (s. Bild 4.22 links). Zunächst ist festzustellen, dass sich die Fließfläche mit zuneh-
mender Oﬀset-Dehnung aufweitet und immer mehr einer kreisförmigen Von-Mises-Fließfläche
mit überlagerter kinematischer Verfestigung ähnelt. Weiterhin ist eine relativ große Ver-
schiebung der Druckfließgrenze zu höheren Druckspannungen zu beobachten, wogegen die
Zugfließgrenze nahezu unverändert bleibt. Dieser Eﬀekt liegt darin begründet, dass in der
Entlastungsrichtung ein kontinuierlicher Fließbereich mit starker Verfestigung vorliegt, so
dass eine Vergrößerung der Oﬀset-Dehnung stets zu höheren Druckfließspannungen führt.
Im Zugbereich ist hinegegen eine ausgeprägte Fließgrenze mit bereits nahezu gesättigtem









































Bild 4.22: Einfluss der Fließdefinition auf die Größe und Form der Fließfläche im einach-
sigen Zugversuch. Links: Variation der Oﬀset-Dehnung. Rechts: Verwendung einer auf das
eindimensionale Originalmodell bezogenen Fließdefinition.
Dieses Ergebnis deckt sich mit experimentellen Beobachtungen (Shiratori et al. 1979) und
ist im Hinblick auf die Bedeutung von Fließflächenaufnahmen und die hiermit häufig ver-
bundene Diskussion der formativen Verfestigung sehr interessant. Es zeigt sich, dass die
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Größe und Form der Fließfläche äußerst empfindlich auf die vorgegebene Oﬀset-Dehnung
reagiert, obwohl diese bereits geringe Werte annimmt. Diese starke Abhängigkeit macht die
Reproduzierbarkeit experimenteller Daten und die Vergleichbarkeit von Fließflächen aufrund
des starken Einflusses von Meßungenauigkeiten äußerst schwierig, was die Aussagekraft von
Fließflächenaufnahmen zur Charakterisierung eines Materials ein Stück weit in Frage stellt.
Des Weiteren ist in den Fließflächen keinerlei Information über die Sättigungsgeschwindigkeit
der isotropen Verfestigung enthalten, so dass eine alleinige Anpassung eines Stoﬀgesetzes an
die gemessenen Fließflächen als nicht ausreichend zu bewerten ist. Vielmehr sind für die Para-
meteridentifikation zusätzliche Messergebnisse in Form von Spannungs-Verzerrungs-Kurven
einzubeziehen, welche z. B. aus homogenen Versuchen mit inkrementeller Umformung ge-
wonnen werden könnten (s. Abschn. 7.3.3).
Die Notwendigkeit für die Verwendung einer Oﬀset-Dehnung resultiert aus dem kontinuierli-
chen Übergang zwischen elastischem und plastischem Materialverhalten. Im Gegensatz zum
realen Material bietet das Konzept repräsentativer Raumrichtungen jedoch eine alternative
Fließdefinition, welche nicht auf einer vorzugebenen Oﬀset-Größe basiert. Hierzu kann die
Tatsache genutzt werden, dass jede repräsentative Raumrichtung eine diskrete Fließspan-
nung Kf des eindimensionalen Originalmodells besitzt. Somit kann der Zeitpunkt, bei dem
erstmalig in einer einzelnen Raumrichtung plastisches Fließen einsetzt, exakt festgestellt
und als neuer Fließbeginn definiert werden. Die auf diesem Wege gewonnene Fließfläche ist
in Bild 4.22 (rechts) dargestellt (schwarze Linie), wobei die Oﬀset-basierten Fließflächen zum
Vergleich ebenfalls enthalten sind (graue Linien). Im Gegensatz zu den bisher betrachteten
Fließflächen zeichnet sich diese alternative Fließfläche durch eine Berandung mit teilweise
geraden Kurvenabschnitten und einer spitzen Ecke in Belastungsrichtung aus, wobei nach
wie vor keine konkaven Bereiche auftreten. Im Kontext des Konzepts repräsentativer Raum-
richtungen stellt diese Vorgehensweise die schärfste Fließdefinition dar und kann somit als
Referenzlösung für die Oﬀset-basierten Fließflächen herangezogen werden. Interessanterwei-
se wird diese spezielle Form der Fließfläche auch von anderen Autoren in der Simulation
beobachtet (s. Fang et al. 2011), die jedoch von vornherein ein tensoriell formuliertes elasto-
plastisches Stoﬀgesetz verwenden.
Neben der Oﬀset-Dehnung wurde im Rahmen dieser Arbeit außerdem der Einfluss der Lage
des Startpunktes im Verzerrungsraum für die Abtastung untersucht. Für die Simulation der
vier Fließflächen aus Bild 4.20 (rechts) wurden die Koordinaten der zugehörigen Startpunkte
streng nach den Angaben von Dannemeyer vorgegeben. Für die darauﬀolgenden Simulatio-
nen aus Bild 4.21 und 4.22 wurde der Startpunkt im Verzerrungsraum hingegen derart
gewählt, dass dieser im Spannungsraum möglichst mittig innerhalb der Fließfläche liegt. Die
Lage des Startpunktes innerhalb der Fließfläche hat jedoch wiederum direkte Auswirkungen
auf die Form der Fließfläche, wobei hier der Einfluss geringer als bei der Oﬀset-Dehnung
ist. Die einzige Ausnahme bildet dabei diejenige Fließfläche, die auf dem Fließbeginn ei-
ner einzelnen repräsentativen Raumrichtung basiert. Hier ist die Form der Fließfläche stets
unabhängig von der Lage des Startpunktes, solange sich dieser innerhalb der Fließfläche
befindet.
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Die in Abschnitt 4 betrachteten Stoﬀgesetze wurden in erster Linie als Beispielmodelle zur
Untersuchung der grundlegenden Eigenschaften des Konzepts repräsentativer Raumrichtun-
gen herangezogen. Im Gegensatz hierzu liegen die im Folgenden vorgestellten Modelle le-
diglich in Form eindimensionaler Materialbeschreibungen für den einachsigen Spannungszu-
stand vor, da sich hier eine kontinuumsmechanische Modellierung als zu komplex erwiesen
hat. Da es sich zudem um praxisrelevante Stoﬀgesetze handelt, die speziell für Berechnungs-
abteilungen von Unternehmen aus der Kautschukindustrie entwickelt wurden, können diese
als konkrete Anwendungsfälle für das Konzept repräsentativer Raumrichtungen betrachtet
werden. Gerade an diesen Beispielen zeigt sich der anwendungsbezogene Charakter des Kon-
zeptes, welches den Einsatz jener Materialmodelle im Rahmen von Fem-Bauteilsimulationen
überhaupt erst möglich macht.
5.1 Dynamisches Flockulationsmodell für technische Gummiwerk-
stoﬀe
Zur Beschreibung des inelastischen Verhaltens füllstoﬀverstärkter Elastomere wurde von Lo-
renz & Klüppel (2009) am Deutschen Institut für Kautschuktechnologie e. V. das Dynamische
Flockulationsmodell entwickelt. Aufgrund der Berücksichtigung der Mikrostruktur der Poly-
merketten und Füllstoﬀnetzwerke kann dieses als ein physikalisch basiertes Materialmodell
betrachtet werden, dessen acht Materialparameter im Gegensatz zu phänomenologischen Mo-
dellen physikalische Größen repräsentieren. In dessen bisheriger Formulierung ist das Modell
auf die Beschreibung isothermer Deformationsprozesse beschränkt, so dass die Materialpa-
rameter für die jeweilige Betriebstemperatur des Werkstoﬀs separat zu identifizieren sind.
Weiterhin hängen die Spannungen nicht von der Belastungsgeschwindigkeit ab, da viskose
Eﬀekte nicht modelliert sind. Die folgenden Ausführungen stellen lediglich eine kurze Zu-
sammenfassung der wesentlichen Modellgleichungen dar. Eine ausführliche Beschreibung der
theoretischen Grundlagen ist dagegen bei Lorenz et al. (2010, 2011) und Lorenz & Klüppel
(2009) zu finden. Aus Gründen der Einheitlichkeit werden im Rahmen dieser Arbeit die in
den genannten Veröﬀentlichungen eingeführten Bezeichnungen und Schreibweisen übernom-
men.
Das Dynamische Flockulationsmodell geht von der Vorstellung aus, dass sich die freie Helm-
holtz-Energiedichte W eines gefüllten Elastomers aus einem elastischen Matrixanteil WR
und einem inelastischen Füllstoﬀanteil WA zusammensetzt (Klüppel 2003, Klüppel et al.
2005). Die Größe e bezeichnet dabei einen der acht Materialparameter und steht für den
mechanisch eﬀektiven Füllstoﬀvolumenbruch.
W = (1  e)WR + e WA (5.1)
Das Materialverhalten der Gummimatrix wird als hyperelastisch angenommen, so dass hier-
für das nicht-aﬃne Röhrenmodell mit nicht-Gauß’scher Erweiterung zugrunde gelegt wird
(Heinrich et al. 1988, Klüppel & Schramm 2000). Die zugehörige Energiedichte WR wird
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Aufgrund des physikalischen Hintergrundes des Modells ist die Bedeutung der Materialpa-
rameter Gc, Ge und N eng mit der Struktur eines Polymernetzwerks verbunden.
 Gc: Vernetzungsmodul (proportional zur Vernetzungsdichte)
 Ge: Topologischer Behinderungsmodul (proportional zur Verhakungsdichte)
 N : Anzahl der Kettensegmente zwischen zwei eingefangenen Verhakungen
Die Ingenieurspannungen des Röhrenmodells ergeben sich unter Vorgabe idealer Inkompres-
sibilität (J3 = 1 2 3
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Im Gegensatz zu den in Abschnitt 4.2 behandelten hyperelastischen Stoﬀgesetzen besitzt die
Spannungsfunktion des Röhrenmodells zwei Polstellen, die durch die beiden Nullstellen des
Nennerausdrucks aus Gleichung 5.3 gegeben sind. Die Lage der Polstellen wird allein durch
den Parameter N festgelegt (s. Bild 5.1 links). Die Existenz der Polstelle im Zugbereich
kann dabei physikalisch anhand der Struktur einer Polymerkette begründet werden, welche
aus einer Vielzahl einzelner Kettensegmente besteht, die je nach Größe der äußeren Defor-
mation einen bestimmten Winkel zueinander einnehmen. Im Zustand maximaler Streckung
(maximaler Abstand der Kettenenden) sind die einzelnen Segmente alle koaxial zueinander
ausgerichtet, so dass die Spannungen unendlich große Werte annehmen (s. Bild 5.1 rechts).
Aufgrund der Dispersion von Füllstoﬀclustern in der Gummimatrix folgen nur bestimmte
Materialbereiche der von außen vorgegebenen globalen Streckung . Zur Berechnung der lo-
kalen Streckung  der Gummimatrix wird daher der hydrodynamische Verstärkungsfaktor X
als innere Variable des Materialmodells eingeführt.
 = 1 +X (  1) (5.4)
Der Verstärkungsfaktor sinkt mit fortschreitendem Brechen harter Cluster, wobei dessen
Verringerung in Bezug auf den unbelasteten Zustand ein Maß für die Materialentfestigung
darstellt. Dies kann als Integral über die ungebrochenen Cluster ausgedrückt werden, so
dass X eine Funktion der während der gesamten Belastungsgeschichte aufgetretenen mini-
malen und maximalen Streckungen ist. Diese mit min und max bezeichneten Größen stellen
ebenfalls innere Variablen des Stoﬀgesetzes dar und kennzeichnen jeweils die Umkehrpunk-
te zwischen einem Be- und Entlastungsvorgang. Hierbei zeigt sich gerade die Problematik



































Bild 5.1: Einfluss des Parameters N des Röhrenmodells auf die Lage der Polstellen.
Links: Verlauf des Nennerausdrucks aus Gleichung 5.3. Rechts: Spannungsverlauf für Gc =
0; 5N=mm2 und Ge = 0; 9N=mm2.
bezüglich einer kontinuumsmechanischen Modellierung des Stoﬀgesetzes, da jene Umkehr-
punkte ausschließlich für einachsige Zug-/Druckbelastungen definiert sind, während sie bei
einem beliebigen dreidimensionalen Deformationsprozess nicht mehr eindeutig zu identifizie-
ren sind.
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Der Exponent df kennzeichnet die fraktale Dimension der Füllstoﬀcluster und wird bei
Cluster-Cluster-Aggregaten üblicherweise zu df = 1; 8 gesetzt. Die obere Integralgrenze x1;min
berechnet sich aus der Zugfestigkeit sv der ungebrochenen Cluster-Cluster-Bindungen, die
einen weiteren Materialparameter des Modells repräsentiert. Die Spannungen TR;1 werden
dabei nach Gleichung 5.3 anhand der lokalen Streckung  berechnet. Der Verstärkungs-
faktor liegt somit in einer impliziten Formulierung vor, da die zur Berechnung benötigten
Spannungen wiederum vom Verstärkungsfaktor selbst abhängen. Innerhalb der numerischen
Umsetzung des Modells wird diese Größe iterativ mit Hilfe des Newton-Verfahrens bestimmt.
x1;min =
sv
TR;1 (max)  TR;1 (min)
(5.6)
Die Dispersion der Füllstoﬀcluster in der Gummimatrix wird durch eine Clustergrößenvertei-
lung  (x) nach Smoluchowski beschrieben (Klüppel 2003). Dabei kennzeichnet die Größe x







Weiterhin wird durch eine anisotrope Clustergrößenverteilung die Vorreckung der Cluster in
den orthogonalen Richtungen  = 2 und  = 3 berücksichtigt (mit dem Parameter x0 als
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anfänglich isotrope mittlere Clustergröße).




Bezüglich des inelastischen Verhaltens wird angenommen, dass das zyklische Strecken, Bre-
chen und Reaggregieren der weichen Füllstoﬀcluster die Ursache für den Hysterese-Eﬀekt
ist, da die Cluster beim Brechen potentielle Energie freisetzen. Dies kann wiederum durch
einen Beitrag zur freien Energiedichte ausgedrückt werden (mit GA als elastischer Modul
und A; als Streckung der weichen Füllstoﬀcluster). Die zugehörigen Spannungen lassen
sich wiederum durch Ableiten nach der Streckung  gewinnen, wobei auf eine Darstellung













 (x) dx (5.9)
Die obere Summengrenze besagt, dass die Summe ausschließlich über die Raumrichtungen 
mit positiver Streckungsgeschwindigkeit auszuführen ist. Die Integration erfolgt über den
Volumenbruch der weichen Füllstoﬀcluster, deren Clustergröße im Intervall x (max) < x <
x () liegt. Die obere Grenze x () hängt von der Zugfestigkeit sd der geschädigten Füllstoﬀ-
Füllstoﬀ-Bindungen ab, die analog zur Größe sv als Materialparameter fungiert.
x () =
sd
TR; ()  TR; (min)
(5.10)
Zur Berücksichtigung des Setzverhaltens wird ein zusätzlicher Spannungsanteil Tset einge-
führt, der neben der minimalen und maximalen Streckung durch den temperaturabhängigen
Materialparameter T0 bestimmt wird.
Tset = T0  f (min; max) (5.11)
Die uniaxialen Gesamtspannungen des Dynamischen Flockulationsmodells in Form von 1. Piola-
Kirchhoﬀ-Spannungen ergeben sich damit zu:
T = (1  e)TR + e TA + Tset : (5.12)
Messungen und Parameteranpassungen
Zur Validierung des Materialmodells wurden am Deutschen Institut für Kautschuktechno-
logie e. V. Zug-, Druck- und Schermessungen an drei rußgefüllten Kautschukmischungen
durchgeführt. Hierfür wurden zwei Ethylen-Propylen-Dien-Kautschuke (EPDM E50N3 und
E60N2) und ein Styrol-Butadien-Kautschuk (SBR S60N3) herangezogen.
Für die Zug- und Druckmessungen wurden übliche Hantelprüfkörper eingesetzt, die auf
der Außenseite des nahezu homogen beanspruchten zylindrischen Mittelteils zwei Reflexi-
onspunkte zur optischen Verzerrungsmessung aufweisen (s. Bild 5.2 links). Die Messungen
zur einfachen Scherung wurden hingegen an Doppel-Sandwich-Prüfkörpern durchgeführt (s.
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Bild 5.2: Geometrie des Hantelprüfkörpers für die Zug-/Druckversuche (links) und des
Doppel-Sandwich-Prüfkörpers für die einfachen Scherversuche (rechts).
Bild 5.2 rechts), bei denen die Verzerrungsmessung über den zurückgelegten Traversenweg
erfolgte. In beiden Fällen wird die resultierende Ingenieurspannung durch Division der ge-
messenen Kraft durch die unverformte Querschnittsfläche der Prüfkörpergeometrie errechnet.
Sowohl die Zug-/Druck- als auch die Schermessungen wurden deformationsgesteuert als zykli-
sche Multi-Hysterese-Versuche mit steigender Verzerrungsamplitude durchgeführt. Aufgrund
der geringen Verzerrungsrate von j _" = 0; 01=sj können die Messungen als quasi-statisch ange-
sehen werden, so dass geschwindigkeitsabhängige Eﬀekte vernachlässigt werden können. Jede
Verzerrungsamplitude wurde fünﬀach durchlaufen, womit ein nahezu stationäres Material-
verhalten erreicht wird. Dabei wurden für die Parameteridentifikation mit dem Dynamischen
Flockulationsmodell ausschließlich die gemessenen fünften Spannungs-Verzerrungs-Zyklen
zugrunde gelegt. Im Rahmen dieser Arbeit sollen lediglich einige ausgewählte Ergebnisse
aus der Parameteridentifikation vorgestellt werden, welche die Anwendbarkeit des Modells
bereits hinreichend demonstrieren. Eine umfassendere Darstellung der durchgeführten Mes-
sungen und Parameteranpassungen ist hingegen bei Freund et al. (2011a) zu finden.
Unter Verwendung des EPDM E50N3 wurden zunächst separate Zug- und Druckmessungen
durchgeführt und das Materialmodell simultan an beide Belastungsprozesse angepasst. Die
Werte der identifizierten Parameter können dabei Tabelle 5.1 entnommen werden.
Tabelle 5.1: Identifizierte Parameterwerte des Dynamischen Flockulationsmodells in reprä-
sentativen Raumrichtungen für die Anpassungen an die untersuchten Kautschukmischungen.
Bild Gc [MPa] Ge [MPa] N sd [MPa] sv [MPa] x0 e T0 [MPa]
5.3 0,249 1,410 11,29 4,503 34,07 5,256 0,398 -0,342
5.4 0,215 0,666 10,06 4,017 15,63 6,099 0,339 -0,111
- 0,203 0,686 10,45 3,926 16,63 6,139 0,339 -0,120
5.5 0,533 0,972 14,69 11,44 34,75 6,762 0,383 -0,243
Das in Bild 5.3 (links) dargestellte Ergebnis zeigt eine sehr gute Übereinstimmung zwischen
gemessenen und simulierten Kennlinien im Zugbereich, und zwar selbst für größere Dehnun-
gen bis zu 130%. Im Druckbereich ist die Anpassungsqualität bis zu einer Stauchung von
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30% immer noch als gut anzusehen, allein der Zyklus mit der größten Druckverformung von








































Bild 5.3: EPDM E50N3: Wiedergabe der kombinierten Zug- und Druckzyklen (rechts) nach
simultaner Anpassung an die separaten Zug- und Druckzyklen (links).
Neben den getrennt voneinander durchgeführten Zug- und Druckversuchen wurden auch
kombinierte Zug-/Druckmessungen unter Verwendung eines einzigen Prüfkörpers vorgenom-
men. Anschließend wurde derselbe Belastungsprozess mit dem zuvor ermittelten Parame-
tersatz simuliert (s. Bild 5.3 rechts). Zumindest für moderate Verformungen wird auch in
diesem Fall das gemessene Spannungs-Dehnungs-Verhalten relativ gut approximiert, wobei
die quantitativen Unterschiede in Anbetracht der Messungenauigkeit bezüglich der Repro-
duzierbarkeit der Kennlinien immer noch als gering einzustufen sind.
Neben dem einachsigen Zug- und Druckversuch soll die Anpassungsfähigkeit des Modells zu-
sätzlich anhand des Deformationsprozesses der einfachen Scherung untersucht werden. Dies
ist insofern wichtig, als bei der Scherbelastung die Verzerrungseigenrichtungen relativ zum
verformten Material rotieren, während sie bei den Zug-/Druckbelastungen materialfest sind.
Letztere Belastungsarten spiegeln folglich nur einen sehr speziellen Aspekt der tensoriel-
len Beziehungen des Stoﬀgesetzes wider, so dass bei alleiniger Betrachtung des einachsigen
Spannungszustandes Modellierungsfehler unter Umständen unbemerkt bleiben. Aus diesem
Grund wurden Zug- und Schermessungen an der SBR S60N3-Mischung vorgenommen und
die stationären Zyklen beider Belastungsprozesse für die Parameteridentifikation zugrunde
gelegt (s. Bild 5.4).
Im Vergleich zu den Anpassungen an den EPDM-Werkstoﬀ aus Bild 5.3 konnten für die
SBR-Mischung sogar noch bessere Übereinstimmungen zwischen Experiment und Simula-
tion erzielt werden. In diesem Zusammenhang sei außerdem betont, dass die Simulation
einer Scherbelastung mit dem Dynamischen Flockulationsmodell erst durch das Konzept re-
präsentativer Raumrichtungen ermöglicht wird, welches sich somit für eine Anwendung des
Materialmodells als unverzichtbar erweist.
Für eine weitergehende Beurteilung des Stoﬀgesetzes wurde zusätzlich die Wiedergabequa-
lität der Zug- und Scherungszyklen bei alleiniger Anpassung des Modells an die Zyklen des







































Bild 5.4: SBR S60N3: Simultane Anpassung an die stationären Zugzyklen (links) und Sche-
rungszyklen (rechts).
Zugversuchs untersucht. Bemerkenswerterweise waren bei einer direkten Gegenüberstellung
der auf diesem Weg berechneten Zug- und Scherungszyklen mit den in Bild 5.4 gezeig-
ten Spannungs-Verzerrungs-Kurven optisch keinerlei Unterschiede zu erkennen, so dass an
dieser Stelle auf eine grafische Darstellung der Ergebnisse verzichtet wird. Die hohe Über-
einstimmung mit den Ergebnissen aus der simultanen Anpassung an beide Belastungstypen
spiegelt sich auch in sehr ähnlichen Parameterwerten wider, die in Tabelle 5.1 innerhalb
der mit „-“ gekennzeichneten Zeile aufgeführt sind. Hierbei sei angemerkt, dass sowohl für
die simultane Anpassung an Zug und Scherung als auch für die alleinige Anpassung an den
Zugversuch dieselben Startparameter gewählt wurden, die sich deutlich von den optimierten
Werten unterscheiden. Die Tatsache, dass bei alleiniger Anpassung an den Zugversuch auch
die bei der Parameteroptimierung nicht berücksichtigten Scherungszyklen sehr gut repro-
duziert werden, ist für das Dynamische Flockulationsmodell als sehr positiv zu werten. Da
dies jedoch bei unterschiedlichen Kautschukmischungen auch anders ausfallen kann, sollten
für eine vertrauenswürdige Parameteridentifikation stets so viele Messergebnisse wie möglich
(bei vertretbarem Aufwand) zugrunde gelegt werden, also im Idealfall die Zyklen aus Zug-,
Druck- und Scherversuchen.
Ergänzend zu den bisher gezeigten Simulationen soll abschließend gezeigt werden, dass mit
dem Materialmodell auch innerhalb eines stationären Zyklus liegende Zyklen mit geringe-
rer Belastungsamplitude abgebildet werden können. Hierzu wurden Schermessungen an der
EPDM E60N2-Mischung durchgeführt und die stationären Zyklen zur Identifikation der Pa-
rameter zugrunde gelegt. Auch bei diesem Werkstoﬀ zeigen sich sowohl für kleine als auch
für größere Verformungen gute Übereinstimmungen zwischen Experiment und Simulation
(s. Bild 5.5 links). Zur Messung innerer Zyklen wurden nach Abschluss des letzten statio-
nären Zyklus zwei weitere beidseitige Scherungen mit den Verzerrungsamplituden Fxy = 0; 6
und Fxy = 0; 2 durchgeführt. Die Wiedergabequalität dieser inneren Scherungszyklen durch
eine Simulation mit den zuvor ermittelten Parametern aus Tabelle 5.1 ist dabei ebenfalls
zufriedenstellend (s. Bild 5.5 rechts).
Zusammenfassend kann festgestellt werden, dass die gemessenen Kennlinien der untersuch-











































Bild 5.5: EPDM E60N2: Wiedergabe innerer Zyklen (rechts) bei alleiniger Anpassung an
die stationären Scherungszyklen (links).
ten Kautschukmischungen sehr gut vom Dynamischen Flockulationsmodell in repräsentati-
ven Raumrichtungen wiedergegeben werden. Weitere Untersuchungen haben dabei gezeigt,
dass sich das verallgemeinerte Flockulationsmodell sogar deutlich besser an die Zug- und
Druckversuche der EPDM-Mischung anpassen lässt als das eindimensionale Originalmodell
selbst. Möglicherweise liegt die Ursache hierfür in der durch die repräsentativen Raumrich-
tungen hervorgerufenen anisotropen Entfestigung, welche die physikalische Basis des Dyna-
mischen Flockulationsmodells noch weiter erhöht. Anders ausgedrückt liegt die bessere An-
passungsfähigkeit vielleicht auch in der Tatsache begründet, dass durch die eindimensionalen
Spannungs-Dehnnungs-Beziehungen in unterschiedlich orientierten Raumrichtungen gerade
die Mikrostruktur eines Polymernetzwerkes in realistischerer Art und Weise abgebildet wird,
als dies beim Originalmodell ohne diese Richtungsinformation gegeben ist.
5.2 Rabkin-Modell zur Beschreibung des Payne-Eﬀektes
Neben dem Mullins-Eﬀekt weisen rußgefüllte Elastomere noch eine weitere Form der ampli-
tudenabhängigen Materialerweichung auf, welche als Payne-Eﬀekt (Payne 1962) oder häufig
auch als Fletcher-Gent-Eﬀekt (Fletcher & Gent 1954) bezeichnet wird. Im Gegensatz zum
Mullins-Eﬀekt tritt der Payne-Eﬀekt jedoch nur bei kleinen Deformationen im Bereich von
0; 01% bis 10% in Erscheinung, wobei das Material nach vollständiger Entlastung innerhalb
kürzester Zeit wieder die ursprüngliche Steifigkeit annimmt. Der Payne-Eﬀekt lässt sich am
einfachsten anhand eines zyklischen einachsigen Zugversuchs veranschaulichen, bei dem die
Dehnung " in Form eines zeitlich harmonischen Signals vorgegeben wird. Infolge der nicht-
linearen Inelastizität des Gummiwerkstoﬀs reagiert das Material mit einer zeitlich verzöger-
ten bzw. phasenverschobenen Spannungsantwort , die im Allgemeinen keine harmonische
Schwingung mehr darstellt (s. Bild 5.6 links).
Um für ein gemessenes nichtharmonisches Spannungssignal eine Amplitude ^ bestimmen
zu können, wird dieses mittels einer diskreten Fourier-Transformation in eine Summe har-
monischer Teilschwingungen zerlegt. Diejenige Teilschwingung, die mit der Frequenz des
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Bild 5.6: Schematische Darstellung des Payne-Eﬀektes. Links: Zeitlicher Dehnungs- und
Spannungsverlauf im zyklischen einachsigen Zugversuch mit harmonischer Approximation
(gestrichelte Linie). Rechts: Qualitativer Verlauf des Speicher- und Verlustmoduls in Abhän-
gigkeit der Dehnungsamplitude.
vorgegebenen Dehnungssignals (Grundfrequenz) übereinstimmt, wird schließlich als harmo-
nische Approximation für das ursprüngliche Spannungssignal herangezogen. Das Verhältnis
der Amplitude ^ der approximierten Spannungsantwort appr: zur Amplitude "^ des Deh-
nungssignals wird dabei als dynamischer Modul Ed und die Phasenverschiebung zwischen
den beiden Signalen als Verlustwinkel  definiert. In diesem Zusammenhang stellt der Ver-
lustwinkel  bzw. der Verlustfaktor  = tan  ein Maß für das Verhältnis der inelastischen zu
den elastischen Materialeigenschaften dar. Eine hierzu alternative Darstellung ergibt sich,
wenn der dynamische Modul als Betrag eines komplexen Moduls Ed aufgefasst wird, wel-
cher sich aus einem Real- und einem Imaginärteil zusammensetzt. Der Realteil wird dabei
als Speichermodul E 0 bezeichnet und beschreibt gerade die elastischen Materialeigenschaf-
ten unter dynamischer Beanspruchung. Der Imaginärteil wird hingegen als Verlustmodul E 00
definiert und charakterisiert die Dämpfungseigenschaften des Materials. Der Verlustfaktor 




= jEdj mit: Ed = E 0 + iE 00 und:
8<:E
0 = Ed cos 
E 00 = Ed sin 




In Bild 5.6 (rechts) sind der Speicher- und der Verlustmodul als Funktionen der logarithmisch
skalierten Dehnungsamplitude schematisch dargestellt. Der rapide Abfall des Speichermo-
duls (für gewöhnlich ab einer Dehnungsamplitude von ca. 0; 1%) wird im Allgemeinen als
Payne-Eﬀekt bezeichnet, wobei der Verlustmodul in diesem Bereich sein Maximum aufweist.
Im Experiment zeigen die beiden Größen außerdem eine Abhängigkeit von der Vorlastdeh-
nung "m, um welche das harmonisch vorgegebene Dehnungssignal oszilliert. Diese drückt
sich in Form einer Vertikalverschiebung der Kurven aus, deren Richtung von der Größe der
Vorlast abhängt (vgl. Rendek & Lion 2010, Ouyang 2006, Rabkin et al. 2003).
Die Modellierung des Payne-Eﬀektes ist insbesondere für die Optimierung des dynamischen
Verhaltens von geräuschkomfortrelevanten Elastomerkomponenten in Kraftfahrzeugen von
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Interesse. Vor diesem Hintergrund wurde von Dr.-Ing. Michael Rabkin bei der Firma Trel-
leborgVibracoustic GmbH ein viskoelastoplastisches Materialmodell entwickelt (nachfolgend
Rabkin-Modell genannt), das als Weiterentwicklung früherer Ansätze (Rabkin 2007, Rabkin
et al. 2003, Rabkin & Brüger 2001) die Beschreibung des Payne-Eﬀektes unter Berücksich-
tigung der Vorlastabhängigkeit für beliebige uniaxiale Zug-/Druckbelastungen erlaubt. Das
Stoﬀgesetz basiert auf einem elastoplastischen Modell von Palmov (1998), welches um einen
hyperelastischen Anteil und einen zusätzlichen viskoelastischen Anteil erweitert wurde (s.
Bild 5.7). Als Beispiel für ein Materialmodell zur Beschreibung des Payne-Eﬀektes, welches
von vornherein tensoriell formuliert ist und zusätzlich die Abhängigkeit des Speicher- und
Verlustmoduls von der Belastungsfrequenz berücksichtigt, sei an dieser Stelle die Arbeit von
Lion & Kardelky (2004) erwähnt.
Bild 5.7: Schematische Darstellung des uniaxialen Rabkin-Modells in Form eines rheologi-
sches Schaltbildes.
Zur Beschreibung des hyperelastischen Verhaltens der Gleichgewichtsfeder wird das nicht-
aﬃne Röhrenmodell aus Gleichung 5.3 zugrunde gelegt. Untersuchungen haben dabei gezeigt,
dass das Röhrenmodell in repräsentativen Raumrichtungen gegenüber dem Originalmodell
eine geringere Flexibilität bezüglich des Krümmungsverhaltens der Spannungs-Dehnungs-
Kurve aufweist. Daher wird dieses um einen energieelastischen Spannungsanteil mit zwei
zusätzlichen Parametern ( und ) erweitert (mit T 0he;0 als Tangente bezüglich der entspann-
ten Lage).















(  1) : (5.15)
Der elastoplastische Anteil des rheologischen Modells besteht aus einer Parallelschaltung un-
endlich vieler Prandtl-Elemente (Reihenschaltung von Hooke’scher Feder und Saint-Venant-
Reibelement), deren dimensionslose Fließgrenzen h mit der Wahrscheinlichkeitsdichte p (h)
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über die Elemente verteilt sind. Im Rahmen des Rabkin-Modells wird für die Wahrschein-



















Durch Anwendung von Gleichung 5.17 wird weiterhin die dimensionslose Größe ep einge-
führt, welche die Amplitudenabhängigkeit bzw. den Payne-Eﬀekt beschreibt (mit  und 
als Materialparameter).













Die elastoplastische Spannungsantwort Tep setzt sich aus drei voneinander abhängigen Kur-
venabschnitten zusammen. Die zugehörigen Spannungsantworten T 0ep (Erstbelastungskurve),
T ep (Entlastungskurve) und T+ep (Belastungskurve) werden separat formuliert, wobei zur Be-
rechnung der jeweils folgenden Be- bzw. Entlastungskurve sowohl die Dehnung "u als auch die
zugehörige Spannung Tep ("u) im Belastungsumkehrpunkt als innere Variablen abzuspeichern
sind. Die Spannungsanteile T ep und T+ep bilden dabei eine Hystereseschleife, deren Flächen-
inhalt durch die Parameter  und  beeinflusst wird (mit dem Materialparameter E als
Elastizitätsmodul der linearen Feder und " =   1 als technische Dehnung).





























Zur Berücksichtigung der Vorlastabhängigkeit wird der dimensionslose Korrekturfaktor he
als Verhältnis von aktueller Steigung zur Anfangssteigung der Spannungskennlinie des Röh-
renmodells eingeführt. Dieser wird somit ausschließlich durch den hyperelastischen Anteil





(1  )T 0R + T 0he;0 s0k
T 0he;0
(5.21)
Durch Multiplikation mit dem Parameter E kann somit die Steigung der Hystereseschleifen
enstprechend der Abhängigkeit von der Vorlastdehnung "m korrigert werden. Durch eine
Reihe weiterer Schritte ergibt sich schließlich eine modifizierte Berechnungsvorschrift für die
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Der Einfluss des Korrekturfaktors auf die Steigung der elastoplastischen Hystereseschleife
ist in Bild 5.8 anhand eines zyklischen einachsigen Zugversuchs dargestellt. Bei anfänglicher
Belastung nimmt die Größe he zunächst kleinere Werte an, was mit einem Abflachen der
Hystereseschleifen einhergeht. Nach Erreichen eines Minimums nimmt der Korrekturfaktor
wieder zu, so dass die Schleifen ebenfalls einen stärkeren Anstieg erfahren. Zum Vergleich
ist zusätzlich die elastoplastische Spannungsantwort unter Verwendung des ursprünglichen
Modells (Gl. 5.18 bis 5.20) abgebildet, bei der die Schleifen stets dieselbe Steigung aufweisen.
Hierbei ist festzustellen, dass die Hystereseschleifen der beiden Modellvarianten selbst für
die Belastung um die entspannte Lage herum (he =  = 1) unterschliedliche Steigungen
aufweisen. Dies liegt darin begründet, dass der Korrekturfaktor he stets mit der Dehnung
im oberen Umkehrpunkt einer Schleife auf der Erstbelastungskurve berechnet wird. Die Deh-
nung imMittelpunkt einer Schleife als eigentliche Vorlastdehnung kann hierfür hingegen nicht





























Bild 5.8: Vorlastabhängigkeit der Hystereseschleifen im zyklischen einachsigen Zugversuch.
Links: Verlauf des Korrekturfaktors he. Rechts: Elastoplastische Spannungsantwort mit und
ohne Berücksichtigung der Vorlastabhängigkeit.
Zur Erfassung der zeitabhängigen Materialeigenschaften wird der elastoplastische Anteil des
Stoﬀgesetzes um einen zusätzlichen viskoelastischen Anteil erweitert. Dieser mit Tve bezeich-
nete Spannungsanteil berechnet sich aus der elastoplastischen Spannungsantwort Tep selbst,
so dass eine direkte Kopplung zwischen beiden Anteilen besteht.








Die Exponentialfunktion beschreibt das Relaxationsverhalten des rheologischen Modells, wo-
bei der gewählte Ansatz durch andere Funktionen beliebig austauschbar ist. Der viskoelas-
tische Parameter qve verknüpft dabei die Frequenz f des Dehnungssignals mit der Relaxa-
tionszeit e und dem Verlustfaktor  = tan , wobei e und  weitere Materialparameter






Die uniaxialen Gesamtspannungen des Rabkin-Modells in Form von 1. Piola-Kirchhoﬀ-
Spannungen ergeben sich schließlich durch Addition der einzelnen Spannungsanteile.
T = The + Tep + Tve (5.26)
Messungen und Parameteranpassungen
Zur Validierung des Materialmodells wurden zyklische Zug-/Druckversuche an einem aus
einer Naturkautschukmischung hergestellten Puﬀer durchgeführt, der von der Firma Trelle-
borgVibracoustic GmbH im Rahmen eines BMBF-Projektes zur Lebensdaueruntersuchung
entwickelt worden ist (s. Bild 5.9). Die globale Verschiebung u wurde in Form eines harmo-
nischen Signals mit einer Frequenz von 3Hz für verschiedene Wegamplituden und Vorlast-
stufen vorgegeben. Die acht Amplitudenwerte umfassen dabei einen Bereich von 0; 15 bis
5; 6mm und wurden neben dem unvorbelasteten Zustand für die Vorlaststufen von 2, 4, 8
und 11; 2mm angefahren.
Bild 5.9: Gummipuﬀer der TrelleborgVibracoustic GmbH
zur Durchführung deformationsgesteuerter zyklischer Zug-
/Druckversuche.
Durch Messung der resultierenden Kraft F liegen somit insgesamt 40 Kraft-Weg-Diagramme
in Form von Hysterseschleifen vor. Um die experimentellen Daten mit den uniaxialen Simula-
tionsergebnissen vergleichen zu können, müssen die gemessenen Kraft-Weg-Verläufe zunächst
in Spannungs-Dehnungs-Kurven umgerechnet werden. Hierzu wird eine Methode nach Rab-
kin eingesetzt, bei der durch die Anwendung zweier Umrechnungsfaktoren der inhomogene
Spannungs- und Verzerrungszustand des Puﬀers auf einen homogen belasteten zylindrischen
Probekörper (mit einer Länge von 27; 6mm und einem Durchmesser von 25mm) abgebildet








Die angegebenen Zahlenwerte in Gleichung 5.27 resultieren aus einer Parameteridentifikati-
on, bei der die Abmessungen des Ersatzzylinders (Länge und Durchmesser) derart optimiert
werden, dass die Fehlerquadratsumme zwischen dem Kraft-Weg-Verlauf des Puﬀers und dem
umgerechneten Kraft-Weg-Verlauf des homogen belasteten Zylinders minimal wird. Aus den
umgerechneten Spannungs- und Dehnungssignalen können schließlich mit Hilfe der diskreten
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Fourier-Transformation die Speicher- und Verlustmoduln berechnet werden, die als Grund-
lage für die Identifikation der freien Materialparameter des Rabkin-Modells herangezogen
werden. Zur Minimierung des Fehlerfunktionals wurde hierbei analog zum viskoplastischen
Stoﬀgesetz aus Abschnitt 4.5 das Simplex-Verfahren eingesetzt, womit die in Tabelle 5.2
aufgeführten optimierten Parameter resultieren. Der Parameter N des Röhrenmodells wur-
de dabei konstant auf einen hohen Wert gesetzt, da dieser aus den Messungen aufgrund der
geringen Verformungen nicht eindeutig bestimmt werden kann.
Tabelle 5.2: Identifizierte Parameterwerte des Rabkin-Modells in repräsentativen Raum-
richtungen für die Anpassung an die gemessenen Werte von Speicher- und Verlustmodul.
Gc [MPa] Ge [MPa] N     E [MPa] e [s] 
1,353 0,011 50 0,659 0,088 0,044 0,357 4,997 1; 001  10 4 0,202
Das Ergebnis der Parameteridentifikation ist in Bild 5.10 als Vergleich zwischen gemesse-
nen (gestrichelte Linie) und simulierten Kurven (durchgezogene Linie) des Speicher- und
Verlustmoduls unter Angabe der jeweiligen Vorlastdehnung "m dargestellt. Für die Parame-
teridentifikation wurden alle zehn Modulkurven zugrunde gelegt, wobei die Messwerte für den
Verlustmodul mit einem 4-fach höheren Wichtungsfaktor in das Fehlerfunktional eingeflos-
sen sind, um den Unterschied zwischen den Wertebereichen von Speicher- und Verlustmodul
auszugleichen. Durch die unterschiedliche Wichtung der beiden Größen kann die im Vergleich













































Bild 5.10: Simultane Anpassung des Rabkin-Modells in repräsentativen Raumrichtungen
an den Speichermodul E 0 (links) und den Verlustmodul E 00 (rechts) für verschiedene Deh-
nungsamplituden "^ und Vorlastdehnungen "m.
Bezüglich des Speichermoduls zeigt sich eine erstaunlich gute Übereinstimmung mit den ex-
perimentellen Daten, wogegen beim Verlustmodul für einige Vorlaststufen (insbesondere für
den unvorbelasteten Zustand) etwas größere Abweichungen zu verzeichnen sind. Dies sollte
jedoch nicht überbewertet werden, da die Abweichungen insgesamt betrachtet immer noch
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relativ gering ausfallen und in der Praxis meist die elastischen Eigenschaften unter dyna-
mischer Belastung von vorrangigem Interesse sind. Insgesamt kann somit festgestellt wer-
den, dass das verallgemeinerte Rabkin-Modell in der Lage ist, sowohl den Payne-Eﬀekt als
auch die Vorlastabhängigkeit in realistischer Weise wiederzugeben. Hierbei ist anzumerken,
dass sich aufgrund der relativ geringen Vorlastdehnung die Kurven mit steigender Vorlast
zu geringeren Modulwerten verschieben. Andere Autoren, wie z. B. Rendek & Lion (2010)
und Ouyang (2006), beobachten im Experiment gegenteiliges Verhalten, da diese wesentlich
höhere Vorlastdehnungen verwenden. Innerhalb des Rabkin-Modells wird diese Materialei-
genschaft gerade durch den Korrekturfaktor he berücksichtigt, welcher die Steigung der
Hystereseschleifen in Abhängigkeit der Vorlast korrigiert.
Für eine vollständige Validierung des Materialmodells wurde im Rahmen dieser Untersu-
chungen zusätzlich darauf geachtet, dass die zu den einzelnen Modulwerten gehörenden
Hysteresschleifen nach wie vor ein physikalisch plausibles Verhalten aufweisen und quali-
tativ mit den gemessenen Spannungs-Dehnungs-Kurven übereinstimmen (vgl. Freund et al.
2011c). Als Beispiel sind in Bild 5.11 die gemessenen und simulierten Kurven für die Vor-
laststufe von 2mm ("m = 0; 07) gegenübergestellt. Diese Überprüfung ist insofern wichtig,
als der Speicher- und Verlustmodul als Grundlage für die Parameteridentifikation lediglich
abgeleitete Größen des Spannungs-Dehnungs-Verhaltens darstellen. Somit könnte prinzipi-
ell der ungünstige Fall eintreten, dass zwar die Werte für Speicher- und Verlustmodul mit
















Simulation Bild 5.11: Vergleich zwischen den ge-
messenen und simulierten Spannungs-
Dehnungs-Kurven für die Vorlaststufe
von 2mm ("m = 0; 07).
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6 Eﬃzienz der numerischen Integration
Für eine praxisgerechte Anwendung des Konzepts repräsentativer Raumrichtungen innerhalb
kommerzieller Fem-Programme ist der numerische Berechnungsaufwand des Algorithmus
von entscheidender Bedeutung. Dieser wird in hohem Maße von der Anzahl der Raum-
richtungen bestimmt, da für jede Richtung die Spannungsantwort des (häufig komplexen)
eindimensionalen Eingangsstoﬀgesetzes berechnet werden muss. Eine Reduzierung der Rich-
tungsanzahl bedeutet jedoch immer einen Genauigkeitsverlust der für die Spannungsberech-
nung auszuführenden numerischen Integration (s. Gl. 3.20), so dass stets ein Kompromiss
zwischen Rechenzeit und Rechengenauigkeit zu treﬀen ist. Das Ziel besteht folglich darin,
durch eine geeignete Richtungsverteilung und zugehörige Wichtungsfaktoren eine eﬃziente
numerische Integration mit möglichst geringem Verhältnis von Richtungsanzahl zu Integra-
tionsgenauigkeit zu gewährleisten.
6.1 Gleichmäßige Verteilung der repräsentativen Raumrichtungen
Die numerische Integration über diskrete Raumrichtungen führt stets zu anisotropem Mate-
rialverhalten, da je nach relativer Lage zwischen den repräsentativen Raumrichtungen und
den Eigenrichtungen der aktuellen Verzerrung unterschiedliche Streckungen in den einzelnen
Richtungen auftreten, die zu einem veränderten Gesamtspannungszustand als Summe aller
einachsigen Spannungsbeiträge führen. Im Gegensatz zu der bei technischen Gummiwerkstof-
fen vorliegenden belastungsinduzierten Anisotropie (s. Abschn. 4.4) handelt es sich hierbei
eher um eine Art strukturbedingte Anisotropie, wie sie z. B. bei Faserverbundwerkstoﬀen
oder gewalzten Blechen auftritt. In diesem Fall resultiert dieser Eﬀekt jedoch vielmehr aus
einem unerwünschten mathematischen Diskretisierungsfehler und entspringt keinerlei physi-
kalischer Motivation.
Aus dieser Betrachtung heraus kann bereits eine wichtige Anforderung an die repräsentativen
Raumrichtungen abgeleitet werden. Dadurch, dass bei einer Fem-Simulation die Lage der
Raumrichtungen bezüglich der aktuellen Belastungsrichtung im jeweiligen Gaußpunkt nicht
vorhergesagt werden kann, ist der größtmögliche Diskretisierungsfehler, der bei einer be-
stimmten relativen Ausrichtung auftritt, zu minimieren. Dies kann dadurch erreicht werden,
dass die repräsentativen Raumrichtungen möglichst gleichmäßig im Raum verteilt werden,
so dass die Anisotropie im Mittel auf ein Minimum reduziert wird. Vor diesem Hintergrund
ist die bisher verwendete Richtungsverteilung nach Bild 3.4 aufgrund der stark streuenden
Richtungsdichte über der Kugeloberfläche als äußerst ineﬃzient zu bewerten, so dass sie für
den Einsatz in der Finite-Elemente-Methode nicht in Frage kommt.
Eine räumliche Verteilung von Richtungen lässt sich ebenso als Verteilung von Punkten auf
der Kugeloberfläche betrachten, wenn die Raumrichtungen die zugehörigen Ortsvektoren
zu diesen Punkten darstellen. Diese Betrachtungsweise eignet sich besonders gut, um eine
weitere wichtige Eigenschaft einer eﬃzienten Richtungsverteilung, die Mittelpunktsymme-
trie, zu verdeutlichen. Aufgrund der Tatsache, dass sich die in den repräsentativen Raum-
richtungen e berechneten Streckungen

 und Spannungen
eT stets auch auf die jeweiligen
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antiparallelen Richtungen  e beziehen, ist eine zusätzliche Auswertung des Stoﬀgesetzes
in diesen Richtungen überflüssig. Bei einer gleichmäßigen Verteilung einzelner Punkte auf
der Kugeloberfläche kann jedoch der ungünstige Fall eintreten, dass sich eine bestimmte
repräsentative Raumrichtung e in unmittelbarer Nähe zu einer antiparallelen Richtung  e
einer anderen repräsentativen Raumrichtung befindet. Somit würden aus beiden Richtun-
gen ähnliche Spannungsbeiträge in die Leistungsbilanz einfließen, was zu einer deutlichen
Verringerung der Eﬃzienz führen würde. Folglich ist es sinnvoller, nicht einzelne Punkte,
sondern miteinander gekoppelte Punkte bzw. Punktepaare gleichmäßig über die Kugelober-
fläche zu verteilen, so dass die zugehörigen Ortsvektoren stets eine mittelpunktsymmetrische
Verteilung aufweisen.
6.1.1 Überblick über existierende Verfahren
Eine perfekte Gleichverteilung von Raumrichtungen ist ausschließlich durch die fünf Platoni-
schen Körper gegeben, welche regelmäßige konvexe Polyeder (Vielflächner) darstellen, deren
zueinander kongruente Seitenflächen stets in gleicher Anzahl in einer Ecke zusammentreﬀen
(s. Bild 6.1).
Bild 6.1: Die fünf Platonischen Körper als Beispiel für perfekte räumliche Gleichverteilung.
Der Ikosaeder mit seinen 20 Dreiecken bildet den Körper mit der höchsten Anzahl an gleich-
mäßig ausgerichteten Seitenflächen. Konstruieren lässt sich der Ikosaeder durch drei gleiche
und zueinander paarweise orthogonale Rechtecke, deren Seitenlängen dem goldenen Schnitt
entsprechen (s. Bild 6.2 links). Werden auf den Dreiecksflächen Normalenvektoren errich-
tet, so lassen sich zehn perfekt verteilte repräsentative Raumrichtungen (mit stets gleichen
Wichtungsfaktoren von w = 1=10) generieren, die allesamt die Eigenschaft der Mittelpunkt-
symmetrie aufweisen. Die Flächennormalen des Ikosaeders verlaufen dabei genau durch die
Eckpunkte des Dodekaeders, welcher dem dualen Platonischen Körper des Ikosaeders ent-
spricht und in Bild 6.2 (rechts) als Projektion auf die Kugeloberfläche zusätzlich dargestellt
ist.
Für die möglichst gleichmäßige Verteilung von mehr als zehn Raumrichtungen ist zwangs-
läufig auf ein numerisches Näherungsverfahren überzugehen, da eine analytische Lösung
ausschließlich für die Flächennormalen der Platonischen Körper gegeben ist. Folglich kön-
nen die Raumrichtungen nicht mehr exakt gleichverteilt werden, so dass auch die Gleichheit
der zugehörigen Wichtungsfaktoren verloren geht. Weiterhin ist bei einer numerischen Lö-
sung der Begriﬀ der Gleichverteilung nicht mehr eindeutig definiert, so dass hierfür in der
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Bild 6.2: Der Ikoaseder. Links: Geometrische Konstruktion. Rechts: Flächennormalen als
perfekt gleichverteilte repräsentative Raumrichtungen.
Literatur eine Reihe verschiedener Kriterien angegeben werden. Für die Generierung einer
möglichst gleichmäßigen Richtungsverteilung gilt es schließlich, das vorgegebene Kriterium
im Rahmen eines numerischen Optimierungsverfahrens zu minimieren. Unabhängig von der
Eigenschaft der Mittelpunktsymmetrie sollen im Folgenden einige der existierenden Verfah-
ren zur Gleichverteilung von Punkten auf der Kugeloberfläche kurz vorgestellt werden. In
diesem Zusammenhang sei auch auf die Arbeit von Ehret (2011) bzw. Ehret et al. (2010a)
hingewiesen, bei der verschiedene Richtungsverteilungen hinsichtlich ihrer Integrationsge-
nauigkeit gegenübergestellt werden.
Das wohl bekannteste und zugleich anschaulichste Verfahren ist die Lösung des sogenannten
Thomson-Problems (Thomson 1904). Dieses basiert auf der Vorstellung, dass die Punkte
auf der Kugeloberfläche gleichnamige elektrische Ladungen darstellen, die sich gegenseitig
abstoßen und dabei stets an die Kugeloberfläche gebunden sind. Das Optimierungsproblem
besteht schließlich in der iterativen Minimierung der potentiellen Energie des Gesamtsystems
(auch als Riesz-Energie bezeichnet), womit die resultierende Punkteverteilung im statischen
Gleichgewicht als hinreichende Approximation für die Gleichverteilung betrachtet wird (vgl.
Fliege & Maier 1999).
Neben einer solch physikalischen Sichtweise werden auch rein geometrische Kriterien heran-
gezogen. So können um die Punkte auf der Kugeloberfläche gleichgroße Kreise konstruiert
werden, die sich zwar berühren aber nicht überschneiden dürfen. Gesucht wird dabei die-
jenige Punkteverteilung, die einen größtmöglichen Radius der umhüllenden Kreise erlaubt,
so dass die Punkte einen maximalen Abstand zueinander einnehmen. Dieses spezielle Pa-
ckungsproblem wird in der Literatur auch als Tammes-Problem (Tammes 1930) oder Fejes
Tóth-Problem (Fejes Tóth 1953) bezeichnet. Ein weiteres geometrisches Kriterium ist die
sogenannte konvexe Hülle. Diese lässt sich konstruieren, indem jeweils benachbarte Punkte
durch gerade Linien verbunden werden, die allesamt ein Polyeder bilden, das noch inner-
halb der betrachteten Kugel liegt. Die konvexe Hülle spannt somit ein durch die Punkte
vorgegebenes Volumen in der umhüllenden Kugel auf, dessen Maximierung eine annähernd
äquidistante Punkteverteilung gewährleistet. Eine ausführliche Beschreibung der geometri-
schen Methoden wird z. B. von Conway & Sloane (1999) gegeben.
Neben diesen Verfahren existieren auch Ansätze, die eher mathematischer Natur sind und aus
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ingenieurtechnischer Sicht nur bedingt eine Anschauung erlauben. So werden z. B. von Sloan
& Womersley (2004) Punkteverteilungen vorgeschlagen, die aus der Maximierung der De-
terminante einer Interpolationsmatrix, der sogenannten Gram-Matrix, resultieren. Hannay
& Nye (2004) hingegen platzieren die Integrationspunkte auf der Oberfläche eines Zylinders
gemäß einem Fibonacci-Gitter, die anschließend mittels einer Archimedes-Projektion auf
die Kugeloberfläche abgebildet werden. In Analogie hierzu wird von Heo & Xu (2000) eine
Punkteverteilung auf der Kugeloberfläche aus einer Verteilung innerhalb eines Dreiecks ab-
geleitet. Eine weitere Vorgehensweise stellt die Gaußquadratur auf der Kugeloberfläche dar,
die analog zur Finite-Elemente-Methode zur exakten Integration von Polynomen möglichst
hohen Grades eingesetzt wird (s. Atkinson 1982). In diesem Zusammenhang sei auf eine in
der Kontinuumsmechanik häufig verwendete Punkteverteilung von Bažant & Oh (1986) hin-
gewiesen. Dieser spezielle Satz von 21 mittelpunktsymmetrisch angeordneten Punktepaaren
soll eine relativ hohe Integrationsgenauigkeit liefern und wird deshalb insbesondere von An-
wendern des Microsphere-Modells bevorzugt eingesetzt (z. B. Ostwald et al. 2010, Menzel &
Waﬀenschmidt 2009, Miehe et al. 2004).
Für die Generierung einer hohen Anzahl von Raumrichtungen bietet sich auch die Finite-
Elemente-Methode an. So kann z. B. die Oberfläche einer Einheitskugel mit finiten Elementen
vernetzt werden, deren Flächenmittelpunkte als Integrationspunkte und deren Flächeninhal-
te als Wichtungsfaktoren fungieren. Diese Methode wird z. B. von Saez et al. (2011) unter
Verwendung von 18:476 Dreieckselementen eingesetzt. Bei einer solch hohen Anzahl von
Integrationspunkten wird sich der Genauigkeitsvorteil einer annähernden Gleichverteilung
gegenüber einer herkömmlichen ineﬃzienten Verteilung nach Bild 3.4 jedoch kaum noch
bemerkbar machen.
Weiterhin sei eine Vorgehensweise erwähnt, die im Gegensatz zu den bisher beschriebenen
Ansätzen lediglich auf einer weiteren Unterteilung der Platonischen Körper beruht und somit
keinen Optimierungsalgorithmus erfordert. So können z. B. die 20 Dreiecke des Ikosaeders
jeweils in N2 (mit N = 2; 3; 4; :::) weitere Unterdreiecke zerlegt werden, woraus insgesamt
n = 40; 90; 160; ::: Raumrichtungen resultieren (inklusive antiparalleler Richtungen). Nach
Angaben von Pawelski (1998) fällt bei dieser Methode der Kugelteilung die Eﬃzienz der
numerischen Integration für große Anzahlen an Unterteilungen jedoch stark ab, da der Un-
terschied zwischen dem Flächeninhalt der mittleren Unterdreiecke und dem Flächeninhalt
der in den Spitzen liegenden Unterdreicke zunehmend größer wird. Eine ähnliche Kugeltei-
lung wird von Diani et al. (2006) vorgeschlagen. Hier werden die 12 Fünfecke des Dodeka-
eders in jeweils fünf Dreiecke unterteilt, wodurch insgesamt 32 Eckpunkte entstehen, deren
Ortsvektoren die Raumrichtungen definieren.
Eine ähnliche Vorgehensweise besteht darin, neben den Flächenmittelpunkten des Ikosa-
eders zusätzlich dessen Eckpunkte als Raumrichtungen zu definieren, was einer Kombination
aus dem Ikosaeder und dem Dodekaeder entspricht. Ebenso können neue Punkteverteilun-
gen durch bestimmte Starrkörperrotation der Platonischen Körper erzeugt werden. Spezielle
Punkteverteilungen unterschiedlicher Anzahl, die auf den Geometrien der Platonischen Kör-
per basieren, werden z. B. von Lebedev (1976), McLaren (1963), Sobolev (1962), Finden
(1961) sowie Albrecht & Collatz (1958) vorgeschlagen. Für eine ausführliche Darstellung der
verschiedenen Methoden sei auf die Arbeit von Stroud (1971) verwiesen.
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6.1.2 Eingesetztes Verfahren für die Fem-Implementierung
Zur möglichst gleichmäßigen Verteilung der repräsentativen Raumrichtungen wird im Rah-
men der Fem-Implementierung auf das Verfahren zur Simulation des Abstoßungsvorganges
elektrisch geladener Punktladungen gemäß dem Thomson-Problem zurückgegriﬀen. Dieses
lässt sich programmiertechnisch relativ einfach umsetzen und bietet außerdem die Mög-
lichkeit, Raumrichtungen in beliebiger Anzahl zu generieren. Im Gegensatz zur Lösung des
Thomson-Problems wird der Algorithmus jedoch dahingehend vereinfacht, dass nicht die
potentielle Energie des Gesamtsystems minimiert wird, sondern lediglich ein Kräftegleichge-
wicht zwischen den Punktladungen gefordert wird. Die Kraft zwischen zwei Ladungen wird
dabei gemäß dem Coulomb’schen Gesetz als proportional zum inversen Abstandsquadrat
angenommen. Die Eigenschaft der Mittelpunktsymmetrie lässt sich durch die Kopplung sich
jeweils gegenüberliegender Punkte ebenfalls problemlos umsetzen. In Bild 6.3 ist beispiel-
haft die Verteilung von 2 50 Punkten (entsprechend n = 50 Raumrichtungen) auf der
Kugeloberfläche dargestellt. Dabei zeigt die linke Grafik die mit einem Zufallsgenerator er-
zeugte Startverteilung, während in der rechten Grafik die durch den Iterationsalgorithmus
optimierte Endverteilung abgebildet ist.
Bild 6.3: Verteilung von 250 Punkten auf der Kugeloberfläche mit Voronoi-Zellen als
Wichtungsfaktoren. Links: Zufällig gewählte Startverteilung. Rechts: Nahezu gleichmäßige
Verteilung im Gleichgewichtszustand.
Zur Definition geeigneter Wichtungsfaktoren wird um die verteilten Punkte (in diesem Zu-
sammenhang als Zentralpunkte bezeichnet) ein Voronoi-Diagramm erstellt, welches aus sphä-
rischen Polygonen, den sogenannten Voronoi-Zellen, besteht und jedem Zentralpunkt ein Ge-
biet auf der Kugeloberfläche zuordnet. Am einfachsten lässt sich ein Voronoi-Diagramm kon-
struieren, indem auf den Verbindungslinien zwischen den Zentralpunkten Mittelsenkrechte
erstellt werden, deren gemeinsame Schnittpunkte die Berandung der Voronoi-Zellen bilden.
Alternativ hierzu würde sich dieselbe Zellgeometrie ergeben, wenn sich von jedem Zentral-
punkt ausgehend eine konzentrische Welle ausbreitet. Unter der Voraussetzung, dass die
Ausbreitung der Wellen jeweils zum gleichen Zeitpunkt beginnt und mit gleicher Geschwin-
digkeit fortschreitet, bilden die zusammentreﬀenden Wellenfronten gerade die sphärischen
Polygonzüge. In diesem Zusammenhang sei die Arbeit von Kuhl et al. (2001) erwähnt, im
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Rahmen derer Voronoi-Zellen zur Visualisierung der Verteilung bestimmter Stoﬀgesetzgrößen
über die diskret verteilten Mikroebenen des Microplane-Modells eingesetzt werden.
Ein Voronoi-Diagramm besitzt die besondere Eigenschaft, dass jeder Punkt innerhalb einer
Zelle näher zum zugehörigen Zentralpunkt liegt als zu allen anderen Zentralpunkten auf der
Kugeloberfläche. Somit erscheint es sinnvoll, das Verhältnis zwischen dem Flächeninhalt einer
Voronoi-Zelle und dem Flächeninhalt der Einheitskugel als Wichtungsfaktor für die jeweilige
Raumrichtung zu definieren. Zur numerischen Umsetzung des Voronoi-Diagramms wird auf
einen Algorithmus von Sugihara (2002) zurückgegriﬀen. Für die Berechnung des Flächen-
inhaltes einer auf der Kugel gekrümmten Voronoi-Zelle wird diese in sphärische Dreiecke
unterteilt, die durch die Eckpunkte des Polygonzuges und den gemeinsamen Zentralpunkt
definiert sind. Der Flächeninhalt der Voronoi-Zelle entspricht somit der Summe der Flächen-
inhalte der Dreiecke, die wiederum über die jeweiligen Winkel zwischen den drei Ortsvektoren
der Eckpunkte mit Hilfe des sphärischen Exzesses berechnet werden können (Bronstein et
al. 2008).
Die Qualität einer solchen Richtungsverteilung kann in erster Näherung über die Streuung
der Wichtungsfaktoren beurteilt werden. Hierfür wird sinnvollerweise die in der Statistik
gebräuchliche Standardabweichung S herangezogen, welche in diesem Beispiel die Streuung
der n = 50 Wichtungsfaktoren w um deren Mittelwert w beschreibt. Im Hinblick auf eine
möglichst hohe Aussagekraft der Standardabweichung wird diese zusätzlich auf den Mittel-
wert bezogen, woraus die relative Standardabweichung Srel resultiert, welche in der Statistik
auch als Variationskoeﬃzient bezeichnet wird. Für die in Bild 6.3 (rechts) gezeigte Punkte-














= 0; 027 : (6.1)
Die relative Standardabweichung entspricht somit einem Fehler von lediglich 2; 7%, was auf
eine verhältnismäßig hohe Regelmäßigkeit der Verteilung hindeutet. Weitere Berechnungen
haben dabei gezeigt, dass auch für andere Richtungsanzahlen die relativen Fehlerwerte stets
in derselben Größenordnung liegen, was durchaus als positiv im Hinblick auf die Zuverläs-
sigkeit des Verteilungsalgorithmus zu werten ist.
Eine weitere interessante Größe zur Charakterisierung einer Punkteverteilung ist die bereits
erwähnte potentielle Energie, die hier zwar nicht auf ein Minimum gebracht wird, aber zu-
mindest im Nachgang für eine sich im Gleichgewichtszustand befindliche Punkteverteilung
berechnet werden kann. Gemäß den Grundgleichungen der Elektrostatik ist die Energie einer
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 : (6.2)
Wird dabei die Ladung Q auf den konstanten Wert von
p
4"0 normiert (mit "0 als elektri-
sche Feldkonstante), so sind lediglich die inversen Abstände zwischen den einzelnen Punkten
auf der Kugeloberfläche aufzusummieren. Für die optimierte Punkteverteilung aus Bild 6.3
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(rechts) ergibt sich z.B ein Wert von Wpot = 4; 449 kJ, wobei dieser oﬀenbar unabhängig von
der Punkteverteilung im Ausgangszustand ist. Dies geht aus einer Reihe von Testrechnungen
hervor, bei denen für mehrere Richtungsanzahlen jeweils unterschiedliche Startverteilungen
für die Optimierung zugrunde gelegt wurden. Hierbei ergaben sich bei jeder getesteten Rich-
tungsanzahl stets identische Energiewerte bei Verwendung der verschiedenen Startverteilun-
gen. Dies deutet darauf hin, dass jene Verteilungen im Gleichgewichtszustand bereits ein
Minimum der potentiellen Energie aufweisen und der eingesetzte Algorithmus somit keinen
prinzipiellen Nachteil gegenüber dem Verfahren zur Lösung des Thomson-Problems besitzt.
Eine in diesem Zusammenhang interessante Fragestellung ist, ob der eingesetzte Algorith-
mus für bestimmte Richtungsanzahlen die Geometrien der Platonischen Körper reproduziert.
Hier zeigt sich, dass für n = 3, n = 4 und n = 6 Raumrichtungen tatsächlich die Formen des
Hexaeders, des Okateders und des Dodekaeders gebildet werden. Der Algorithmus scheint
jedoch nicht in der Lage zu sein, bei Vorgabe von n = 10 zufällig verteilten Raumrichtungen
die Flächennormalen der Ikosaederdreiecke zu generieren, sondern produziert stattdessen
eine aus fünf- und sechseckigen Voronoi-Zellen bestehende Punkteverteilung (s. Bild 6.4
links). Ausschließlich für den Spezialfall, dass die Koordinaten der Ikosaederrichtungen für
die Startverteilung vorgegeben werden, können diese aufgrund des bereits bestehenden Kräf-
tegleichgewichts aufrechterhalten werden (s. Bild 6.4 rechts). Wird jedoch nur die geringste
Störung in Form einer minimalen Verschiebung einer der zehn Punkte auf der Halbkugel auf-
gebracht, so tritt eine Instabilität in Erscheinung, und es bildet sich die erwähnte alternative
Verteilung. Erstaunlicherweise besitzt diese Konfiguration mit Wpot = 150; 9 J eine etwas
geringere potentielle Energie als die Verteilung der Ikosaederrichtungen mit Wpot = 151; 8 J.
Dieses Ergebnis trägt einerseits zu der Vermutung bei, dass der Algorithmus stets zu dem
Zustand der minimalen potentiellen Energie findet und lässt andererseits vermuten, dass der
Ikosaeder mit seinen 20 Dreiecken tatsächlich keine stabile Konfiguration darstellt. In diesem
Zusammenhang sei außerdem erwähnt, dass die Reproduktion der Ikosaederrichtungen auch
mit anderen Abstoßungsgesetzen zwischen den Punktladungen nicht erreicht werden konnte.
Bild 6.4: Verteilung von 2 10 Punkten auf der Kugeloberfläche: Links: Resultierende
Punkteverteilung bei Vorgabe einer zufälligen Startverteilung. Rechts: Verteilung der Ikosa-
ederrichtungen.
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6.2 Beurteilung des Integrationsfehlers einer Richtungsverteilung
Um den Integrationsfehler für eine bestimmte Richtungsverteilung quantitativ erfassen zu
können, ist zunächst ein geeignetes Maß für die hiermit einhergehende Anisotropie zu definie-
ren. Eine besonders einfache und zugleich anschauliche Vorgehensweise, die auch von anderen
Autoren vorgeschlagen wird (Ehret et al. 2010a, Diani et al. 2006, Pawelski 1998, Bažant
& Oh 1986), ist die Simulation einachsiger Zug-/Druckversuche unter Variation der Belas-
tungsrichtung bezüglich der räumlich fixierten repräsentativen Raumrichtungen. Hierzu wird
ein Berechnungsalgorithmus von Ihlemann (2003) zur Simulation homogener Belastungszu-
stände eingesetzt, welcher eine Art Fem-Programm für ein Hexaederelement mit nur einem
einzigen Gaußpunkt darstellt und die Vorgabe gemischter Randbedingungen in Form des
1. Piola-Kirchhoﬀ-Spannungstensors T und des Deformationsgradienten F erlaubt.
Der einachsige Spannungszustand ist dadurch charakterisiert, dass in der Koeﬃzientenma-
trix des Cauchy-Spannungstensors  lediglich der Koeﬃzient XX einen Wert ungleich Null
annimmt, während alle übrigen Spannungskoeﬃzienten verschwinden. Dies wird erreicht,
indem für die Größen F und T die in Gleichung 6.3 fettgedruckten Koeﬃzienten vorge-
geben werden (vgl. Gl. 2.39), wobei die nicht fettgedruckten Koeﬃzienten vom Programm
iterativ bestimmt werden. Hierbei ist zu beachten, dass bei anisotropem Materialverhalten
neben den Streckungen bezüglich der drei Hauptachsen zusätzlich Schubverzerrungen auf-
treten können. Die Koeﬃzienten FYX , FZX und FZY werden dabei zu Null gesetzt, um eine
statisch bestimmte Lagerung des betrachteten Hexaederelementes durch die Unterbindung
möglicher Starrkörperrotationen zu gewährleisten.
[FAB] =
264FXX FXY FXZ0 FY Y FYZ
0 0 FZZ
375 ; [TAB] =
264TXX 0 00 0 0
0 0 0
375 (6.3)
Die Koeﬃzienten von F werden innerhalb des Programms bezüglich des Koordinatensys-
tems eA bestimmt, das gegenüber dem Inertialsystem ea, in welchem die repräsentativen
Raumrichtungen beschrieben sind, mit Hilfe einer Transformationsmatrix [EAb] beliebig ge-
dreht werden kann (s. Bild 6.5 links).
[Fad] = [EaB]  [FBC ]  [ECd] mit: [EAb] = eA  eb (6.4)
Die hieraus resultierenden Koeﬃzienten Fab werden schließlich zur Berechnung der Span-
nungen Tab verwendet, die anschließend in das eA-System zurücktransformiert werden. Das
folgende Ablaufschema soll die einzelnen Berechnungsschritte noch einmal verdeutlichen.





eT  ! eTab  ! Tab  ! TAB (6.5)
Auf diese Weise können Zug-/Druckversuche in beliebigen Raumrichtungen durchgeführt
werden, die je nach relativer Lage zum vorgegebenen Satz an repräsentativen Raumrich-
tungen zu unterschiedlichen Spannungsantworten führen. Dies ist schematisch in Bild 6.5
(rechts) in Form von Spannungs-Dehnungs-Kurven verschiedener Zugrichtungen dargestellt,
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die abhängig von der Qualität der numerischen Integration mehr oder weniger stark aus-
einanderfallen. Für jede Zugdeformation FXX können jeweils die minimalen und maximalen
Spannungswerte identifiziert werden, die über den gesamten Deformationsbereich zwei Hüll-
kurven aufspannen, innerhalb derer sämtliche Materialantworten liegen. Die für die jeweili-
ge Deformation vorliegende Diﬀerenz der extremalen Spannungswerte (Breite des Streube-
reichs) wird schließlich als Maß für die Anisotropie interpretiert. Hierbei können durchaus
Überschneidungen zwischen einzelnen Kennlinien auftreten, wodurch die Hüllkurven nicht
zwingend einem durchgehenden Zugversuch in einer einzigen Belastungsrichtung zuzuordnen
sind.
Bild 6.5: Simulation einachsiger Zug-/Druckversuche unter Variation der Belastungsrich-
tung bezüglich der repräsentativen Raumrichtungen. Links: Definition der Koordinatensys-
teme. Rechts: Schematische Darstellung der Streuung der Spannungs-Dehnungs-Kurven.
Um den maximalen Integrationsfehler einer bestimmten Richtungsverteilung möglichst genau
zu erfassen, wird die Zug-/Druckrichtung mit einem Winkelinkrement von # = ' = 2
über die Kugeloberfläche bewegt (vgl. Bild 3.4). Dabei kann die Abtastung aufgrund der mit-
telpunktsymmetrischen Verteilung der repräsentativen Raumrichtungen auf die Hälfte der
Kugeloberfläche beschränkt werden, so dass mit #; ' 2 [0; 180] insgesamt 8:281 Spannungs-
Dehnungs-Kurven ausgewertet werden. Als Beispiel ist in Bild 6.6 der resultierende Streu-
bereich in Form der genannten Hüllkurven für einen einachsigen Zug- und Druckversuch
mit dem Neo-Hooke-Stoﬀgesetz dargestellt. Hierbei wurden exemplarisch die zehn Ikosa-
ederrichtungen sowie zwei mit dem Abstoßungsalgorithmus aus Abschnitt 6.1.2 generierte
Richtungsverteilungen (n = 25 und n = 50) untersucht.
Wie zu erwarten ist, nimmt die Breite des Streubereichs mit steigender Anzahl an Raum-
richtungen ab. Im Grenzfall für unendlich viele Richtungen würde dieser Bereich auf eine
einzelne Spannungs-Dehnungs-Kurve zusammenschrumpfen, welche als isotrope Referenz-
lösung stets zwischen den Hüllkurven liegt (aus Gründen der Übersichtlichkeit hier nicht
dargestellt). Wird die bei Verwendung der Ikosaederrichtungen maximal auftretende Streu-
breite auf die isotrope Kurve bezogen, so ergibt sich im Zugbereich bei FXX = 1; 6 eine
relative Streuung von 26; 9% und im Druckbereich bei FXX = 0; 48 ein Wert von 55; 7%.
Dies zeigt, dass die Ikosaederrichtungen trotz ihrer perfekten Gleichverteilung keine ausrei-
chende Integralapproximation erlauben, so dass eine Verwendung dieser Richtungsverteilung
























































Bild 6.6: Maximale Streuung der Normalspannung im einachsigen Druckversuch (links) und
Zugversuch (rechts) für verschiedene Anzahlen an repräsentativen Raumrichtungen unter
Verwendung des Neo-Hooke-Stoﬀgesetzes gemäß Gl. 4.17 (C10 = 0; 5N=mm2).
innerhalb der Finite-Elemente-Methode ohne weitere Maßnahmen nicht zu empfehlen ist
(vgl. Abschn. 6.3). Anders verhält es sich bei n = 25 Raumrichtungen, die im Zugbereich
eine maximale Streuung von 7; 8% (bei FXX = 2; 52) und im Druckbereich eine Streuung von
18; 3% (bei FXX = 0; 3) ergeben. Für n = 50 Raumrichtungen beträgt diese im Zugbereich
hingegen lediglich 3% und im Druckbereich 7; 3%, wobei jene Werte jeweils bei der größten
Verformung von FXX = 3 bzw. FXX = 0; 3 auftreten. Hier ist die Integralapproximation
bereits so hoch, dass bis zu einer Streckung von FXX = 2 bzw. FXX = 0; 5 optisch nahezu
keine Abweichung von der isotropen Lösung zu erkennen ist.
Neben dem einachsigen Zug- und Druckversuch soll die Qualität der numerischen Integrati-
on zusätzlich anhand einer einfachen Scherbelastung untersucht werden. In diesem Fall liegt
unter Vorgabe des Deformationsgradienten gemäß Gleichung 2.30 ein mehrachsiger Span-
nungszustand vor, von dem im Folgenden die Streuung der Schubspannung TYX betrachtet
wird.
[FAB] =
2641 FXY 00 1 0
0 0 1
375 ; [TAB] =
264TXX TXY TXZTYX TYY TYZ
TZX TZY TZZ
375 (6.6)
Die Hüllkurven der verschiedenen Spannungs-Verzerrungs-Kennlinien sind in Bild 6.7 (links)
dargestellt. Die Ikosaederrichtungen verursachen bei FXY = 1; 38 eine maximale relative
Streuung von 39; 5%, welche somit in einer ähnlichen Größenordnung wie beim einachsigen
Spannungszustand liegt. Deutlich besser verhält es sich wiederum für n = 25 und n = 50
Richtungen, welche jeweils bei FXY = 2 eine maximale Streuung von 15; 3% bzw. 5; 5%
produzieren.
Wie bereits anhand von Gleichung 6.3 ersichtlich wird, drückt sich das anisotrope Mate-
rialverhalten unter Vorgabe des einachsigen Spannungszustandes in Form von zusätzlichen
Schubverzerrungen aus. Je nach Orientierung der Belastungsrichtung bezüglich der repräsen-
tativen Raumrichtungen können zusätzlich noch unterschiedliche Streckungen in den Quer-
richtungen auftreten, so dass der Elementquerschnitt gleichzeitig geschert und gestreckt wird.





















































Bild 6.7: Maximale Streuung der Schubspannung im einfachen Scherversuch (links) und
maximales Streckungsverhältnis im Zug-/Druckversuch mit veränderten Randbedingungen
(rechts) für verschiedene Anzahlen an repräsentativen Raumrichtungen unter Verwendung
des Neo-Hooke-Stoﬀgesetzes gemäß Gl. 4.17 (C10 = 0; 5N=mm2).
Daher erscheint es sinnvoll, neben der Streuung des jeweiligen Spannungskoeﬃzienten zu-
sätzlich die Elementverformung als Bewertungskriterium heranzuziehen. Zur Vereinfachung
werden hierbei sämtliche Schubverzerrungen unterbunden, so dass der Querschnitt stets ei-
ne Rechteckform annimmt. Das maximale Verhältnis zwischen den Querstreckungen FYY
und FZZ kann somit als weiteres Maß für den Diskretisierungsfehler verwendet werden. Das
Verhältnis der beiden Querstreckungen ähnelt dabei dem sogenannten Lankford- oder auch
R-Koeﬃzienten (Lankford et al. 1950), welcher in Form des Querdehnungsverhältnisses als
Maß für die plastische Anisotropie bei gewalzten Blechen eingesetzt wird. Die beschriebe-
ne Art der Deformationsvorgabe ist mit einem mehrachsigen Spannungszustand verbunden,
wobei die Normalspannung jedoch den dominierenden Spannungskoeﬃzienten darstellt und
um Größenordnungen höher als die übrigen Spannungskoeﬃzienten ist.
[FAB] =
264FXX 0 00 FY Y 0
0 0 FZZ
375 ; [TAB] =
264TXX TXY TXZTYX 0 TYZ
TZX TZY 0
375 (6.7)
In Bild 6.7 (rechts) ist das maximale Streckungsverhältnis für den Zug- und Druckbereich
aufgetragen. Im isotropen Fall nehmen beide Streckungen stets gleich große Werte an (qua-
dratischer Elementquerschnitt), so dass sich die Anisotropie durch eine Abweichung gegen-
über dem Wert von FYY =FZZ = 1 auszeichnet. Interessanterweise tritt ein quadratischer
Querschnitt jedoch ebenfalls auf, wenn für n = 10 die Zug-/Druckrichtung mit einer der
Ikosaederrichtungen zusammenfällt, was in den besonderen Symmetrieeigenschaften dieser
Richtungsverteilung begründet liegt. In diesen Richtungen treten bei kleinen Verformungen
außerdem die minimalen Zug-/Druckspannungen auf, wogegen die maximalen Spannungen
in denjenigen Richtungen zu verzeichnen sind, die zu den Eckpunkten des Ikosaeders verlau-
fen bzw. die Flächennormalen des Dodekaeders darstellen. Im Gegensatz zur Streuung der
Normalspannung (Bild 6.6 links) ist bei jener Verformungsbetrachtung eine vergleichsweise
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geringe Anisotropie im Druckbereich zu verzeichnen, während im Zugbereich deutlich stär-
kere Abweichungen vom quadratischen Elementquerschnitt auftreten. Diese sind für n = 25
und n = 50 Richtungen jedoch erst ab einer Verformung von FXX = 1; 5 bzw. FXX = 2
zu beobachten, während sie bei Verwendung der Ikosaederrichtungen bereits bei weitaus
geringeren Verformungen in Erscheinung treten.
Die Ergebnisse aus Bild 6.7 bestätigen die zuvor getroﬀene Aussage, dass sich mit den zehn
Ikosaederrichtungen keine hinreichend große Intgrationsgenauigkeit erzielen lässt. Trotz der
gewonnenen Erkenntnisse gestaltet sich die Angabe einer konkreten Mindestanzahl von re-
präsentativen Raumrichtungen schwierig, da der Integrationsfehler sowohl von der Art des
Belastungsprozesses und der Belastungsintensität als auch vom zugrunde liegenden Fehler-
kriterium abhängt. Daneben ist auch eine Abhängigkeit vom verwendeten Stoﬀgesetz zu
beobachten. In diesem Zusammenhang sei auf die Veröﬀentlichung von Freund et al. (2011a)
hingewiesen, im Rahmen derer einige der beschriebenen Simulationen mit dem nicht-aﬃnen
Röhrenmodell durchgeführt wurden. Die Parameter wurden hierbei so gewählt, dass dieses
im Gegensatz zum Neo-Hooke-Stoﬀgesetz eine deutlich progressive Kennlinie im Zugbereich
aufweist. Die maximalen Werte für die relative Streuung liegen hier jedoch nach wie vor in
einer ähnlichen Größenordnung, so dass auch im Hinblick auf andere elastische Stoﬀgesetze
kein deutlich abweichendes Verhalten bezüglich der Integrationsgenauigkeit zu erwarten ist.
Dennoch sollte vor einer konkreten Fem-Anwendung des Konzeptes stets eine Abschätzung
bezüglich des maximalen Integrationsfehlers des jeweiligen Stoﬀgesetzes erfolgen, wofür die
vorgestellten Simulationen einen guten Ausgangspunkt bilden.
6.3 Eﬃziente Verteilung von Richtungssätzen im finiten Element
Mit Hilfe der in Abschnitt 6.2 durchgeführten Simulationen konnte bereits eine erste Abschät-
zung bezüglich der mit einer bestimmten Richtungsverteilung einhergehenden Anisotropie
vorgenommen werden. Die durch den Diskretisierungsfehler verursachte Spannungsstreu-
ung bezog sich hier jedoch ausschließlich auf homogene Deformationsprozesse, welche an
einem finiten Element mit nur einem einzigen Gaußpunkt durchgeführt wurden. Innerhalb
kommerzieller Fem-Programme stehen hingegen eine Reihe verschiedener Elementtypen zur
Verfügung, die bei voller Integration stets mehrere über das Element verteilte Gaußpunk-
te besitzen. Somit besteht hier die Möglichkeit, einen vorgegebenen Satz repräsentativer
Raumrichtungen in jedem einzelnen Gaußpunkt unterschiedlich zu orientieren, womit sich
die Anisotropie bezüglich des Materialverhaltens des gesamten Elementes verringern lassen
sollte. Auf diese Weise könnten Fem-Berechnungen mit einer geringeren Anzahl repräsen-
tativer Raumrichtungen durchgeführt werden, so dass sich bei gleichbleibender Genauigkeit
eine Reduzierung der Rechenzeit erzielen ließe.
Der im Folgenden beschriebene Ansatz wurde von Tehel (2011) im Rahmen einer Studien-
arbeit entwickelt und numerisch umgesetzt. Hierbei wurde u. a. ein Verfahren untersucht,
mit dem eine annähernde Gleichverteilung eines Richtungssatzes innerhalb eines finiten Ele-
mentes ermöglicht wird. Für die numerische Umsetzung wurden zunächst ausschließlich die
zehn Raumrichtungen des Ikosaeders sowie das 8-Knoten-Hexaederelement mit acht Gauß-
punkten aus Bild 2.2 herangezogen, wobei der entwickelte Algorithmus jedoch problemlos
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auch auf andere Richtungsverteilungen und Elementtypen übertragbar ist. Bei dem ent-
wickelten Verfahren werden acht Sätze zu je zehn Ikosaederrichtungen mit einer relativen
Verdrehung zueinander auf die acht Gaußpunkte des Elementes verteilt. Zur Bestimmung
der individuellen Ausrichtungen wurde der Abstoßungsalgorithmus aus Abschnitt 6.1.2 der-
art modifiziert, dass sich nicht mehr einzelne Punktepaare bzw. Raumrichtungen, sondern
nunmehr die acht vollständigen Richtungssätze gegenseitig abstoßen und somit relativ zuein-
ander verdrehen. Hierbei wird eine Verdrehung der einzelnen Raumrichtungen eines Satzes
untereinander durch eine starre Kopplung verhindert, so dass die perfekte Gleichverteilung
der Ikosaederrichtungen innerhalb eines Gaußpunktes erhalten bleibt. Die anfängliche re-
lative Verdrehung der verschiedenen Richtungssätze wird dabei wiederum mit Hilfe eines
Zufallsgenerators bestimmt.
Zur Überprüfung des vorgestellten Algorithmus wurden Zug-/Druck- und Scherversuche an
einem einzelnen finiten Element durchgeführt und die Streuung der jeweiligen Reaktions-
kraft betrachtet. Hierzu wurde das kommerzielle Fem-Programm Msc.Marc eingesetzt, bei
dem die Implementierung des Konzepts repräsentativer Raumrichtungen und die hiermit ver-
bundene Zuordnung der acht Richtungssätze zu den Gaußpunkten über die Materialschnitt-
stelle Hypela2 erfolgt (s. Abschn. 7.1.1). Dadurch, dass im Gegensatz zum 1-Gaußpunkt-
Programm aus Abschnitt 6.2 die Lagerbedingungen an den Knoten des Elementes definiert
werden, ist eine globale Variation der Belastungsrichtung nicht praktikabel, so dass hier
stattdessen die acht Sätze repräsentativer Raumrichtungen in den Gaußpunkten relativ zur
Belastungsrichtung gleichermaßen gedreht werden. Dies ist gleichbedeutend mit einer Abtas-
tung der Kugeloberfläche durch Rotation des eA-Systems (s. Bild 6.5 links), so dass nach wie
vor sämtliche Konstellationen zwischen den beiden Koordinatensystemen erfasst werden.
Werden in jedem Gaußpunkt die Ikosaederrichtungen gleichermaßen orientiert, so stellt sich
im Zug-/Druckversuch wie bei einem Element mit nur einem einzigen Gaußpunkt stets ein
homogener Deformationszustand ein, der wie bereits erwähnt sowohl Streckungen als auch
Scherungen beinhalten kann. Werden die acht Richtungssätze innerhalb des Elementes hin-
gegen unterschiedlich orientiert, so wird das Element inhomogen verformt. Zur Erzeugung
eines definierten Deformationszustandes soll dies für die folgenden Simulationen verhindert
werden, indem für den Zug-/Druckversuch durch entsprechende Lagerbedingungen analog
zu Gleichung 6.7 lediglich homogene Deformationen mit rechteckigem Elementquerschnitt
zugelassen werden. Infolgedessen stellt sich ein inhomogener Spannungszustand im Element
ein. Untersuchungen haben dabei ergeben, dass diese zusätzlichen Zwangsbedingungen sich
allerdings kaum auf die resultierende Zugkraft am Element auswirken, was hinsichtlich der
Vergleichbarkeit und Aussagekraft der Ergebnisse als positiv zu werten ist.
Im Folgenden werden Simulationsergebnisse mit gleich und unterschiedlich orientierten Sät-
zen der Ikosaederrichtungen innerhalb des Elementes vorgestellt. Im Gegensatz zum Neo-
Hooke-Stoﬀgesetz sollen hierbei zusätzlich inelastische Eﬀekte berücksichtigt und deren Ein-
fluss auf das Ausmaß der Anisotropie untersucht werden. Hierzu wurden zyklische Zug-
bzw. Zug-/Druckversuche und zyklische Scherversuche mit dem Morph-Stoﬀgesetz (s. Ab-
schn. 4.4) und dem viskoplastischen Stoﬀgesetz (s. Abschn. 4.5) in repräsentativen Raum-
richtungen durchgeführt. Die Verformung des Elementes wurde in Form einer Verschiebung
an einem Referenzknoten vorgegeben, welcher über starre Kopplungen mit der jeweiligen Sei-
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tenfläche des Elementes verbunden ist. Die aus der Abtastung resultierenden Streubereiche
















































Bild 6.8: Maximale Streuung der Reaktionskraft im zyklischen Zugversuch (links) und im
zyklischen einfachen Scherversuch (rechts) für gleich und unterschiedlich orientierte Sätze von















































Bild 6.9: Maximale Streuung der Reaktionskraft im zyklischen Zug-/Druckversuch (links)
und im zyklischen einfachen Scherversuch (rechts) für gleich und unterschiedlich orientierte
Sätze von Ikosaederrichtungen unter Verwendung des viskoplastischen Stoﬀgesetzes (Para-
meter s. Tab. 4.3).
Es kann festgestellt werden, dass sich durch die unterschiedliche Orientierung der Rich-
tungssätze für beide Stoﬀgesetze und Deformationsarten eine drastische Reduzierung der
Anisotropie erzielen lässt, da sich die Größe des Streubereichs für die Reaktionskraft jeweils
um ein Vielfaches verringert hat. Zusätzliche Berechnungen mit gleich orientierten Sätzen
zu jeweils mehreren Hundert repräsentativen Raumrichtungen pro Gaußpunkt haben dabei
gezeigt, dass die isotropen Lösungen stets innerhalb der verschiedenen Streubereiche liegen,
was eine wichtige Anforderung an die vorgestellte Methode darstellt. In Bild 6.9 sind für
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die gleich orientierten Richtungssätze die Übergangsbereiche zwischen elastischem und plas-
tischem Materialverhalten jeweils durch unstetige Verläufe der Hüllkurven gekennzeichnet.
Oﬀensichtlich treten hier durch die starke Streuung der einzelnen Kraft-Verformungs-Kurven
die extremalen Kraftwerte in jeweils unterschiedlichen Belastungsrichtungen auf, was durch
das stark nichtlineare Verhalten in diesen Bereichen begünstigt wird. Bei den unterschiedlich
orientierten Richtungssätzen ist hingegen die Wahrscheinlichkeit von Überschneidungen der
einzelnen Kraft-Verformungs-Kurven aufgrund des kleineren Streubereiches geringer, was
sich wiederum in einem glatteren Verlauf der Hüllkurven widerspiegelt.
Am Beispiel des Zugversuchs mit demMorph-Stoﬀgesetz wurden darüber hinaus auch Ver-
gleichsrechnungen mit gleichorientierten Sätzen zu je 25 und 50 Raumrichtungen durchge-
führt (s. Bild 6.10), wie sie bereits für das Neo-Hooke-Stoﬀgesetz in Abschnitt 6.2 herange-
zogen wurden. Hierbei zeigt sich, dass für Deformationen von FXX > 2 mit den unterschied-
lich orientierten Ikosaederrichtungen nur etwa halb so große Streubereiche wie mit den 25
Raumrichtungen resultieren, während für FXX < 2 nur geringe Unterschiede bezüglich der
Anisotropie zu verzeichnen sind. Erst bei Verwendung von 50 Raumrichtungen ist für grö-
ßere Deformationen der Streubereich in etwa so groß wie bei den zehn Ikosaederrichtungen,
















































Bild 6.10: Maximale Streuung der Reaktionskraft im zyklischen Zugversuch für gleich-
orientierte Sätze zu je 25 Raumrichtungen (links) bzw. 50 Raumrichtungen (rechts) und
unterschiedlich orientierte Sätze von Ikosaederrichtungen unter Verwendung des Morph-
Stoﬀgesetzes.
Interessanterweise ist durch den Übergang auf inelastisches Materialverhalten keine nen-
nenswerte Veränderung bezüglich der Größenordnung des Anisotropieeﬀektes eingetreten.
Dies sollte jedoch nicht als allgemeingültige Tatsache interpretiert werden, da der Diskreti-
sierungsfehler nur für die jeweils betrachteten Randbedingungen bewertet werden kann. So
wurde z. B. im Rahmen der Fließflächenbestimmung mit dem viskoplastischen Stoﬀgesetz (s.
Abschn. 4.5) eine starke Abhängigkeit des Materialverhaltens von der Anzahl repräsentati-
ver Raumrichtungen festgestellt. So mussten bereits mehrere Hundert Richtungen verwendet
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werden, um eine einachsige Zugbelastung mit hinreichend geringen Schubspannungen zu rea-
lisieren, welche nur bei beliebig vielen Raumrichtungen exakt zu Null werden. Diesbezüglich
sei auch die Arbeit von Nemecek et al. (2002) erwähnt, im Rahmen derer das Microplane-
Modell im Hinblick auf numerische Aspekte untersucht wurde. Hier wird ebenfalls erwähnt,
dass inelastische Eﬀekte wie Materialentfestigung sehr empfindlich gegenüber verschiedenen
Integrationsschemata bzw. Verteilungen unterschiedlicher Richtungsanzahl reagieren.
Die gewonnenen Erkenntnisse lassen vermuten, dass die unterschiedliche Orientierung der
Richtungssätze denselben Eﬀekt wie eine Erhöhung der Richtungsanzahl bei gleicher Orien-
tierung bewirkt. Hierbei ist jedoch zu bedenken, dass die erstgenannte Vorgehensweise stets
mit einer Inhomogenität des Spannungs- bzw. Verzerrungszustandes innerhalb des Elementes
verbunden ist. Inwieweit sich dies auf das mechanische Verhalten komplexer Bauteilstruktu-
ren auswirkt, bei denen für die einzelnen Elemente keine definierten Verschiebungsrandbe-
dingungen mehr vorliegen, kann an dieser Stelle nicht sicher beantwortet werden und bedarf
daher weiterer Untersuchungen. Dennoch haben die Simulationen gezeigt, dass die vorge-
stellte Methode in jedem Fall zu einer Erhöhung der Rechengenauigkeit bei gleichbleibender
Rechenzeit führt und somit im Hinblick auf die Eﬃzienz und Wirtschaftlichkeit von größe-
ren Fem-Berechnungen ein wertvolles Hilfsmittel darstellt. Angesichts der relativ geringen
Streubereiche für die in Bild 6.8 und 6.9 gezeigten Zug-/Druck- und Scherversuche liegt so-
gar der Schluss nahe, dass bereits die zehn repräsentativen Raumrichtungen des Ikosaeders
ausreichend sind, um hinreichend genaue Fem-Simulationen durchführen zu können. Hierfür
kann an dieser Stelle jedoch keine sichere Garantie gegeben werden, da die im Rahmen dieser
Arbeit durchgeführten Simulationen wahrscheinlich nicht alle möglichen Einflussfaktoren ab-
decken konnten. Daher wären insbesondere Testrechnungen an komplexen Bauteilstrukturen
interessant, für die eine Abtastung sämtlicher Konstellationen bezüglich der Ausrichtung der
einzelnen Richtungssätze jedoch einen enormen Rechenaufwand darstellen würde.
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7 Implementierung in die Finite-Elemente-Methode
Die in Abschnitt 4 und 5 dargestellten Ergebnisse für die jeweiligen Stoﬀgesetze in repräsen-
tativen Raumrichtungen basierten ausschließlich auf Simulationen homogener Belastungszu-
stände. Für die Berechnung inhomogener Spannungs- und Verzerrungsverteilungen innerhalb
komplexer Bauteilstrukturen ist hingegen eine Implementierung des Konzeptes in die Finite-
Elemente-Methode erforderlich. Hierfür wurden die zwei kommerziellen Fem-Programme
Msc.Marc und Abaqus ausgewählt, welche in der industriellen Anwendung bevorzugt zur
Berechnung von Elastomerbauteilen eingesetzt werden. Beide Systeme bieten die Möglich-
keit, benutzerdefinierte Stoﬀgesetze über entsprechende Materialschnittstellen einzubinden,
so dass für das implementierte Materialmodell der komplette Funktionsumfang dieser Pro-
grammpakete genutzt werden kann.
7.1 Materialschnittstellen kommerzieller Fem-Programme
Im folgenden Abschnitt werden die zur Implementierung des Konzeptes benötigten Mate-
rialschnittstellen der beiden genannten Fem-Programme vorgestellt. In beiden Fällen han-
delt es sich um Unterroutinen, die für alle Gaußpunkte des Finite-Elemente-Modells bei
jedem Iterationsschritt vom übergeordneten Gleichungslöser aufgerufen werden und in der
Programmiersprache Fortran auszuführen sind. Die Implementierung wurde dabei zunächst
für das Programmpaket Msc.Marc über die Schnittstelle Hypela2 vorgenommen. Um den
Arbeitsaufwand für eine Neuprogrammierung der Schnittstelle Umat von Abaqus zu um-
gehen, wurde ein spezielles Konvertierungsprogramm (Ihlemann 2006) eingesetzt, das die
Hypela2-Schnittstelle automatisch in das entsprechende Abaqus-Format überträgt. Die
umgekehrte Übertragung der Umat in das von Msc.Marc benötigte Format ist dabei durch
eine Invertierung des Algorithmus ebenfalls problemlos möglich. Somit steht bei alleiniger
Programmierung einer der beiden Schnittstellen jeweils auch die Implementierung für das
andere System zur Verfügung.
7.1.1 Msc.Marc-Materialschnittstelle Hypela2
Zur Beschreibung der Unterroutine Hypela2 erfolgt zunächst eine Darstellung deren grund-
legender Struktur in Form eines Fortran-Quelltextes gemäß Bild 7.1 (Msc. Software 2010).
Zur Berechnung der für das Stoﬀgesetz benötigten Verzerrungstensoren und deren Zeitablei-
tungen wird der Routine sowohl der aktuelle Deformationsgradient F als auch der Deforma-
tionsgradient des vorhergehenden Zeitschrittes F n in Form der 33-Matrizen FFN1 und FFN
übergeben. Parallel hierzu werden die Koeﬃzienten des Green’schen Verzerrungstensors 
über die Spaltenmatrix E bereitgestellt. Die für numerische Zeitableitungen erforderliche
Zeitschrittdauer t steht dabei im Common-Block CREEPS unter der Bezeichnung TIMINC
zur Verfügung. Die für die inelastischen Stoﬀgesetze erforderliche numerische Berechnung der
Streckungsgeschwindigkeiten in den repräsentativen Raumrichtungen kann somit wie folgt
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Bild 7.1: Aufbau der Materialschnittstelle Hypela2 von Msc.Marc.
umgesetzt werden:














Alternativ kann der Diﬀerenzenquotient auch auf den Verzerrungstensor
G
C angewendet und
die Streckungsgeschwindigkeit analog zu Gleichung 3.13 berechnet werden. Als Rückgabe-
größen sind dem Fem-Programm der 2. Piola-Kirchhoﬀ-Spannungstensor eT in Form der
Spaltenmatrix S und der Lagrange’sche Steifigkeitstensor K als Matrix D zu übergeben.







eTa = eTxx eTyy eTzz eTxy eTyz eTxzT = [S]
[a] = [xx yy zz 2 xy 2 yz 2 xz]
T = [E]
(7.2)
Innerhalb eines Iterationsschrittes wird die Hypela2-Schnittstelle insgesamt zweimal aufge-
rufen. Im ersten Aufruf werden zunächst nur die Spannungen abgefragt, während im zweiten
Aufruf die Materialsteifigkeit verlangt wird. Welche der beiden Größen im aktuellen Auf-
ruf der Routine dem Fem-Programm zur Verfügung gestellt werden muss, kann über die
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Variable LOVL festgestellt werden, die im Common-Block CONCOM zur Verfügung steht und
entweder den Wert 6 (für Spannungen) oder den Wert 4 (für Steifigkeit) aufweist. Die nume-
risch eher aufwändige Berechnung des Steifigkeitstensors muss somit nur bei jedem zweiten
Aufruf der Schnittstelle erfolgen, was gegenüber einer Berechnung bei jedem Aufruf eine
Verringerung der Simulationszeit von bis zu 20% bewirken kann.
Bei Verwendung gewöhnlicher dreidimensionaler Kontinuumselemente ist das Feld S stets
als 61-Matrix und das Feld D als 66-Matrix auszuführen. Im Rahmen der Implemen-
tierung wurde zusätzlich die Verwendung zweidimensionaler Elemente für den ebenen Ver-
zerrungszustand und Axialsymmetrie berücksichtigt. Innerhalb der Hypela2 müssen hierzu
die Spannungen auf eine 41-Matrix und die Materialsteifigkeit auf eine 44-Matrix redu-
ziert werden, indem lediglich die relevanten Zeilen und Spalten der vollbesetzten Matrizen
übergeben werden. Eine Unterscheidung zwischen dem ebenen Verzerrungszustand und Axi-
alsymmetrie muss an dieser Stelle nicht explizit erfolgen.
Bei inelastischen Stoﬀgesetzen in repräsentativen Raumrichtungen sind zusätzlich die inneren
Variablen

 i auf einem globalen Feld T für Statusvariablen abzuspeichern. Hierzu ist vom
Anwender das korrespondierende Feld DT für die Änderung der Statusvariablen in Bezug auf
den letzten Zeitschritt zu belegen, welches intern am Ende eines ausiterierten Zeitschrittes
auf das aktuelle T-Feld addiert wird. Hierbei ist zu beachten, dass ausschließlich die aus
der Berechnung des Spannungstensors resultierenden Änderungen der inneren Variablen des
eindimensionalen Stoﬀgesetzes an das DT-Feld zu übergeben sind. Die zur Berechnung des
Materialsteifigkeitstensors erforderlichen Stoﬀgesetzaufrufe dürfen hingegen nicht zu einer
Änderung der Statusvariablen beitragen, da hier die Spannungen in den repräsentativen
Raumrichtungen mit variierten Streckungen gemäß dem Diﬀerenzenquotienten berechnet
werden.
Die Implementierung des Konzepts repräsentativer Raumrichtung über die Schnittstelle Hy-
pela2 wurde derart strukturiert, dass Fem-Simulationen mit sämtlichen in dieser Arbeit
vorgestellten Stoﬀgesetzen durchgeführt werden können. Der modulare Aufbau der Imple-
mentierung ermöglicht dabei eine flexible Erweiterung der Schnittstelle um zusätzliche ein-
dimensionale Materialmodelle.
Separate Druckinterpolation bei nahezu inkompressiblem Materialverhalten
Bei der Simulation quasi-inkompressiblen Materialverhaltens können bei finiten Elementen
mit reinem Verschiebungsansatz gemäß Gleichung 2.100 große numerische Probleme auftre-
ten. Aus diesem Grund werden spezielle Elemente mit gemischter Verschiebungs-/Druck-
Formulierung auf Basis der Zweifeldvariation angeboten, die in Msc.Marc als sogenannte
Herrmann-Elemente zur Verfügung stehen. Die Herrmann-Formulierung (Herrmann 1965)
basiert auf der separaten Interpolation eines Lagrange’schen Multiplikators ep , der in einem
bestimmten Zusammenhang mit dem hydrostatischen Druck p steht. Ausgehend von der
freien Energiedichte e  wird hierfür eine Erweiterung um einen zusätzlichen Anteil Q vor-
genommen (vgl. Bathe 2002), so dass der Volumenänderungsanteil e V im Fall der Herrmann-
Formulierung folgende modifizierte Form annimmt:
e V mod = e V +Q mit: Q =   12K (p  ep)2 : (7.3)
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Der zugehörige Spannungsanteil ergibt sich wiederum aus der Ableitung nach den Verzer-
rungen und wird in Anlehnung an Gleichung 3.43 mit eT 2;mod bezeichnet.








Im Folgenden wird für den hydrostatischen Druck p der lineare Ansatz aus Gleichung 3.44
zugrunde gelegt, welcher nach Gleichung 4.12 aus der zugehörigen Energiedichte resultiert.
e V = K
2
(J3   1)2 ) p =  K (J3   1) (7.5)
Die lineare Druckfunktion wird im Rahmen dieser Arbeit als ausreichend betrachtet, da
zum einen aufgrund der geringen Kompressibilität der untersuchten Stoﬀgesetze nur geringe
Volumenänderungen auftreten und zum anderen keine experimentellen Befunde bezüglich
des hydrostatischen Verhaltens der betrachteten Materialien vorliegen. Damit nimmt der
Spannungsanteil eT 2;mod unter Beachtung von Gleichung 2.77 die folgende einfache Gestalt
an:
eT 2;mod = K (J3   1) J3 C 1   [K (J3   1) + ep ] J3 C 1 =  epJ3 C 1 : (7.6)
Damit können schließlich die Gesamtspannungen des Konzepts repräsentativer Raumrichtun-
gen für den Fall der Herrmann-Formulierung angegeben werden. Gegenüber der ursprüng-
lichen Variante aus Gleichung 3.43 wurde dabei lediglich der hydrostatische Druck p durch
die Größe ep ersetzt. eT =  eT   GC0  C 1   epJ3 C 1 (7.7)
Für die numerische Umsetzung innerhalb der Hypela2-Schnittstelle wird die Variable ep
mittels einer siebten Zeile in der Spaltenmatrix E der Green’schen Verzerrungen übergeben.
Hierbei ist zu beachten, dass für die Berechnung der Spannungen und der Materialsteifig-
keit auf diese Größe noch der inkrementelle Zuwachs ep des aktuellen Zeitschrittes addiert
werden muss, welcher in der siebten Zeile des zugehörigen DE-Feldes übergeben wird.
[E] = [xx yy zz 2 xy 2 yz 2 xz ep ]T (7.8)
[DE] = [xx yy zz 2xy 2yz 2xz ep ]T
Im Gegenzug ist das vom Benutzer zurückzugebende Feld S der Lagrange’schen Spannungen
ebenfalls durch eine siebte Zeile zu ergänzen, die sich aus der Zwangsbedingung fZB der




(p  ep) =   (J3   1)  epK (7.9)
) [S] =
heTxx eTyy eTzz eTxy eTyz eTxz   (J3   1)  epK iT (7.10)
Die Herleitung der Berechnungsvorschrift für die Materialsteifigkeit wird gesondert in Ab-
schnitt 7.2 behandelt.
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7.1.2 Abaqus-Materialschnittstelle Umat
Entgegen der von Msc.Marc zur Verfügung gestellten Unterroutine Hypela2 gehört die
Abaqus-Materialschnittstelle Umat nicht der Lagrange’schen, sondern der Euler’schen Be-
trachtungsweise an. DieUmat-Schnittstelle besitzt dabei die in Bild 7.2 dargestellte Struktur
(Abaqus 2003).
Bild 7.2: Aufbau der Materialschnittstelle Umat von Abaqus.
Die beiden Deformationsgradienten F und F n werden an die Umat in Form der 3 3-
Matrizen DFGRD1 und DFGRD0 übergeben, während die Zeitschrittdauer t unter der Be-
zeichnung DTIME zur Verfügung steht. Die Spannungen des Stoﬀgesetzes müssen dem Fem-
Programm als Euler’sche Cauchy-Spannungen  mittels der Spaltenmatrix STRESS zurück-
gegeben werden. Da Abaqus keine separate Druckinterpolation in Verbindung mit benut-
zerdefinierten Stoﬀgesetzen anbietet, ist das Feld STRESS bei dreidimensionalen Elementen
stets als 61-Matrix zu übergeben, wobei Abaqus folgende Anordnung der Koeﬃzienten
verlangt:
[a] = [xx yy zz xy xz yz]
T : (7.11)
Um die Lagrange’sche Hypela2-Schnittstelle innerhalb der Umat verwenden zu können,
wird diese als gewöhnliche Unterroutine eingebunden und kann unverändert übernommen
werden. Die durch den Aufruf der Hypela2-Routine berechneten 2. Piola-Kirchhoﬀ-Span-





F  eT  F T : (7.12)
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Für die Materialsteifigkeit k ist die auf das Volumenverhältnis J3 bezogene Ableitung des
Kirchhoﬀ-Spannungstensors  (s. Gl. 2.41) nach einem von Abaqus selbstdefinierten Verfor-
mungsmaß  zu bilden und in Form der 66-Matrix DDSDDE zurückzugeben. Dabei errechnet
sich der inkrementelle Zuwachs des Tensors  aus der Integration der Formänderungsge-
schwindigkeiten D über den aktuellen Zeitschritt t = tn+1   tn. Eine ausführliche Darstel-
lung der besonderen Eigenschaften dieser Größe ist in den Arbeiten von Ihlemann (2006)










Eine Übertragung der aus der Hypela2 resultierenden Lagrange’schen Materialsteifigkeit K






F  F T S24 K   F T  FS24 + 2    IS24i : (7.14)
Im Gegensatz zu Msc.Marc ist das Feld der Statusvariablen STATEV direkt mit den aus
dem Stoﬀgesetz resultierenden Werten für die inneren Variablen zu belegen, ohne deren
Änderungen bezüglich des letzten Zeitschrittes berücksichtigen zu müssen. Da hierfür kei-
ne Umrechnung zwischen den Formaten der beiden Fem-Systeme erforderlich ist, kann die
Matrix T aus der Hypela2 unverändert der Matrix STATEV zugewiesen werden.
7.2 Berechnung des Materialsteifigkeitstensors
Die Berechnung der von der Hypela2 geforderten Lagrange’schen Materialsteifigkeit K
setzt bei den Gesamtspannungen eT des Konzepts repräsentativer Raumrichtungen an, die
sich nach Gleichung 3.43 aus den folgenden zwei Anteilen zusammensetzen:
eT = eT 1 + eT 2 =  eT   GC0  C 1   p J3 C 1 : (7.15)
Die additive Zerlegung überträgt sich folglich auch auf den Steifigkeitstensor.







Zur Bestimmung des Anteils K1 wird zunächst die Berechungsvorschrift für eT 1 ausgeführt
(vgl. Gl. 2.15).
eT 1 =  eT   GC  13 I1
 eT   GC I  C 1 = eT   GC  C 1   1
3
I1
 eT   GCC 1 (7.17)
Im Zusammenhang mit der Ableitung des Punktproduktes eT   GC  C 1 wurde im Rahmen
dieser Arbeit eine allgemeingültige Ableitungsregel für beliebige symmetrische Tensoren her-
geleitet (s. Anhang A.4). In diesem speziellen Fall kann der Ausdruck unter Berücksichtigung
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von Gleichung 2.53 jedoch vereinfacht werden.
eT 1 = J3  23 eT    13 I1
 eT   GCC 1 (7.18)
Der Anteil K1 des Steifigkeitstensors zerfällt somit wiederum in zwei Anteile.












 eT   GCC 1
@C
(7.19)
Die Bestimmung des Anteils K11 erfordert die Anwendung der Ableitungsregeln aus Glei-
chung 2.74 und 2.78.
K11 = 2












3 eT   C 1 + 2 J3  23 @ eT @C (7.20)
Für den Anteil K12 wird zunächst die erste Hauptinvariante I1 spezifiziert (s. Gl. 2.20).
I1
 eT   GC =  eT   GC  I = eT   GC (7.21)
Weiterhin werden neben Gleichung 2.73 und 2.74 auch die Ableitungsregeln aus den Glei-





 eT   GCC 1
@C
= C 1 
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 eT   GC @C 1
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= C 1 
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3 eT    1
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 eT   GC C 1  C 1S24
(7.22)
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3






 eT   GC C 1  C 1S24 :
(7.23)
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Die Berechnung der mehrfach auftretenden Ableitung des Spannungstensors eT  erfolgt weit-
gehend analog zu der in Abschnitt 3.3 durchgeführten Linearisierung. In diesem Fall ist
jedoch anstelle von C der Gestaltänderungsanteil
G
C zu verwenden, so dass sich unter Zuhil-













ja(6)  ja(6)  
1
3







e  e   1
3







e  e   1
3






e  e   1
3

2 C 1 : (7.24)
Durch Einsetzen dieses Ausdrucks in Gleichung 3.24 (anstelle des Ausdrucks aus Glei-


























sin# d# d' (7.25)
Da das Integral im Allgemeinen nicht analytisch lösbar ist, wird analog zur Berechnung des
























K wurde bereits in Gleichung 3.27 als eindimensionale Lagrange’sche Steifigkeit
in den einzelnen Raumrichtungen eingeführt. Im Rahmen der Linearisierung wurde hierbei
elastisches Materialverhalten unterstellt, so dass die Spannungen
eT reine Funktionen der
Streckungen

 darstellen. Im Allgemeinen wird das Konzept repräsentativer Raumrichtun-




 sowie von inneren Variablen

 i abhängen (s. Gl. 3.8).
Die Berechnungsvorschrift für

K aus Gleichung 3.27 behält für diesen Fall jedoch trotzdem
ihre Gültigkeit, da sowohl die Streckungsgeschwindigkeiten als auch die inneren Variablen
im Rahmen der Fem-Implementierung in Abhängigkeit der aktuellen Streckung formuliert
werden (s. Gl. 7.1), so dass auch die Spannungen nach wie vor als alleinige Funktion der ak-
tuellen Deformation aufgefasst werden können. Aufgrund der Komplexität der inelastischen
Stoﬀgesetze ist eine analytische Ableitung der Spannungen in den meisten Fällen jedoch
nicht ohne Weiteres möglich, weshalb innerhalb der Materialschnittstellen eine numerische
Berechnung über den zentralen Diﬀerenzenquotienten erfolgt.
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Die Berechnung des verbleibenden Anteils K2 erfolgt vollständig entkoppelt vom Konzept
repräsentativer Raumrichtungen, da der zugehörige Spannungsanteil allein durch den An-
satz für den hydrostatischen Druck p bestimmt wird. Für die lineare Druckfunktion aus
Gleichung 7.5 folgt damit:
eT 2 = KJ3 (J3   1)C 1 = KJ32 C 1  KJ3 C 1 : (7.27)




















C 1  C 1S24
= J3
2 C 1  C 1   J32
 
C 1  C 1S24 (7.28)













1  C 1   J3
 
C 1  C 1S24 (7.29)
Der Anteil K2 des Steifigkeitstensors ergibt sich damit zu:
K2 = KJ3 (2J3   1)C 1  C 1   2KJ3 (J3   1)
 
C 1  C 1S24 : (7.30)
Durch geeignete Umformungen kann gezeigt werden, dass die Koeﬃzientenmatrix [Ka(6)b(6) ]
des kompletten Materialsteifigkeitstensors K unabhängig vom Stoﬀgesetz in den einzelnen
Richtungen immer symmetrisch bezüglich ihrer Hauptdiagonalen ist und somit lediglich 21
voneinander unabhängige Koeﬃzienten besitzt. Um diese Eigenschaft zu beweisen, wird die
rechte Seite in Gleichung 7.23 zunächst ausmultipliziert. Hierbei können bereits zwei Terme










 eT   GCC 1  C 1
  1
3
C 1  GC K + 2
3
 eT   GC C 1  C 1S24| {z }
sym:
(7.31)
Wird Gleichung 2.13 auf Tensoren vierter Stufe angewendet, so stellt sich die Summe des






  eT   C 1 + C 1  eT   ! sym: (7.32)
Um die verbleibenden Terme auf ihre Symmetrieeigenschaft zu untersuchen, wird in Glei-
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chung 7.31 der Ausdruck für K aus Gleichung 7.26 eingesetzt.
J3
  2
3 K   1
3















































Durch Ausmultiplizieren der beiden Summanden können unter Beachtung von Gleichung 3.46


















































4 C 1  C 1| {z }
sym:
(7.35)















e  e  C 1 + C 1  e  e  ! sym: (7.36)
Damit ist gezeigt, dass die 66-Matrix des Steifigkeitsanteils K1 immer symmetrisch bezüg-
lich ihrer Hauptdiagonalen ist. Da der Steifigkeitsanteil K2 aus Gleichung 7.30 ebenfalls diese
Symmetrieeigenschaft aufweist, ist auch die Koeﬃzientenmatrix [Ka(6)b(6) ] des Gesamtstei-
figkeitstensors K aus Gleichung 7.16 immer symmetrisch. Diese prinzipielle Eigenschaft des
Konzepts repräsentativer Raumrichtungen, die für beliebiges inelastisches Materialverhalten
gilt, ist insbesondere im Hinblick auf die Lösung des Fem-Gleichungssystems interessant, da
eine symmetrische Materialsteifigkeitsmatrix stets einen geringeren Speicherplatz erfordert
und somit eine Verringerung des numerischen Aufwandes erlaubt.
Berücksichtigung der Herrmann-Formulierung
Bei Verwendung von Herrmann-Elementen in Msc.Marc ist lediglich der Anteil K2 des Ma-
terialsteifigkeitstensors zu modifizieren, welcher nunmehr aus der Ableitung des Spannungs-
anteils eT 2;mod aus Gleichung 7.6 resultiert. Hierbei ist der Lagrange’sche Multiplikator ep als











=  epJ3 C 1  C 1 + 2 epJ3  C 1  C 1S24
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Mit Hilfe dieses Ausdrucks lassen sich die Koeﬃzienten der ersten sechs Zeilen und Spal-
ten der Steifigkeitsmatrix [D] berechnen. Analog zu den Spannungen ist diese jedoch um eine
zusätzliche Zeile und Spalte zu ergänzen, so dass sie dem Fem-Programm als 77-Matrix zu-
rückgegeben wird. Die siebte Zeile ergibt sich dabei aus der Ableitung der Zwangsbedingung




=  J3C 1a(6) (7.38)
Die siebte Spalte ist hingegen durch die Ableitung der Spannungen nach dem Lagrange’schen





@ep =  J3C 1a(6) (7.39)




@ep =   1K (7.40)

















































































































































































Um die Funktionsfähigkeit des Konzeptes innerhalb der Finite-Elemente-Methode zu de-
monstrieren, werden nachfolgend die Ergebnisse ausgewählter Beispielsimulationen vorge-
stellt. Unter Verwendung einiger in Abschnitt 4 und 5 vorgestellten Stoﬀgesetze sollen hierbei
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die Auswirkungen der inelastischen Eigenschaften dieser Modelle auf das Verhalten inhomo-
gen belasteter Bauteilstrukturen untersucht werden. Mit Ausahme einer thermomechanisch
gekoppelten Beispielsimulation (s. Bild 7.7 und 7.8) werden dabei vorrangig rein mechani-
sche Belastungsprozesse betrachtet. Die Anzahl der repräsentativen Raumrichtungen wurde
hierbei durchgehend zu n = 50 gewählt (mit jeweils gleicher Orientierung in den einzel-
nen Gaußpunkten), womit die aus der numerischen Integration resultierende Anisotropie bei
vertretbarem Rechenaufwand bereits hinreichend gering sein sollte. Die Fem-Modelle stel-
len dabei reale und praxisrelevante Bauteile des Maschinenbaus dar und sind deshalb für
die Validierung der Stoﬀgesetze besonders interessant. Bereits veröﬀentlichte Ergebnisse von
eher theoretischen Fem-Beispielen mit dem Konzept repräsentativer Raumrichtungen sind
hingegen in den Arbeiten von Freund et al. (2011b) und Freund & Ihlemann (2010) zu finden.
7.3.1 Fahrwerkbuchse Nr. 1
Für das erste Simulationsbeispiel wird eine Buchse aus dem Fahrzeugbau der Firma Trelle-
borgVibracoustic GmbH herangezogen (s. Bild 7.3 links), welche im Fahrwerk als verschleiß-
und wartungsfreies Verbindungselement zwischen Achslenker und Karosserie eingesetzt wird.
Die vorrangige Funktion der Fahrwerkbuchse ist die Geräuschreduzierung mittels Schwin-
gungsisolation sowie die Erhöhung der Fahrsicherheit durch ihre spezifischen Bauteilstei-
figkeiten. Das zugehörige Finite-Elemente-Modell gemäß Bild 7.3 (rechts), das aus 8:084
8-Knoten-Hexaederelementen aufgebaut ist, beschränkt sich auf die Abbildung der Bereiche
aus reinem Elastomerwerkstoﬀ, wobei die metallischen Teile wie Außenring und Anschluss-
elemente durch entsprechende Randbedingungen modelliert werden. In der Praxis wird die
Buchse bereits vor dem Einsatz im Fahrzeug durch einen Kalibriervorgang unter Vorspan-
nung gesetzt, um eine Erhöhung der Lebensdauer zu erzielen. Hierzu wird der metallische
Außenring radial zusammengepresst und dabei plastisch verformt. Infolgedessen werden die
aus dem Abkühlvorgang des vorhergehenden Vulkanisationsprozesses im Elastomer entste-
henden Zugeigenspannungen zunächst ausgeglichen und anschließend sogar überkompensiert,
womit letztendlich gezielt Druckeigenspannungen im Gummi verbleiben.
Bild 7.3: Fotografie (links) und zugehöriges Finite-Elemente-Modell (rechts) der Fahrwerk-
buchse Nr. 1 der Firma TrelleborgVibracoustic GmbH.
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Im praktischen Einsatz wird die Buchse komplexen Belastungszuständen unterworfen, die in
guter Näherung als eine Überlagerung von Axial- und Radialkräften, Torsionsmomenten und
kardanischen Belastungen aufgefasst werden können. Für die nachfolgenden Beispielsimula-
tionen der Fahrwerkbuchse wird hingegen zur Vereinfachung lediglich eine reine Torsionsbe-
lastung aufgebracht, die sich durch Vorgabe eines Verdrehwinkels gemäß dem Belastungs-
programm aus Bild 7.4 ergibt. Auf die Simulation des vorgeschalteten Kalibriervorganges
wird dabei ebenfalls verzichtet, da dieser nicht zur Veranschaulichung der wesentlichen Ef-
fekte der eingesetzten Stoﬀgesetze beiträgt. Zur Demonstration der Konvergenzfähigkeit der
jeweils verwendeten Stoﬀgesetze innerhalb der Fem-Implementierung werden hierbei gezielt
Verformungen erzwungen, die wesentlich größer als die im Betrieb auftretenden Torsionsbe-
lastungen sind. Das Belastungsprogramm wird in Analogie zur Scherversuchsführung nach
Muhr zur Untersuchung anisotroper Entfestigung durchgeführt (vgl. Bild 4.8), wobei zur
Reduzierung der Simulationszeiten an dieser Stelle jedoch eine geringere Anzahl von Verfor-












Bild 7.4: Belastungsprogramm für das Fem-Modell der Fahrwerkbuchse Nr. 1 in Form eines
zeitlichen Verlaufs des Verdrehwinkels.
Die aus dem vorgegebenen Verlauf des Verdrehwinkels ' (s. Bild 7.4) resultierende Cha-
rakteristik des Torsionsmomentes MT soll nachfolgend sowohl für das Morph-Stoﬀgesetz
als auch für das Dynamische Flockulationsmodell in repräsentativen Raumrichtungen un-
tersucht werden. Als Materialparameter wurden für das Dynamische Flockulationsmodell
die Werte aus Tabelle 5.1 für die Anpassung nach Bild 5.4 zugrunde gelegt. Bei Verwen-
dung der Materialparameter der dritten Zeile aus Tabelle 4.2 für das Morph-Stoﬀgesetz ist
der Eﬀekt der anisotropen Entfestigung aufgrund der relativ geringen Verformungen in der
Fahrwerkbuchse jedoch nur sehr schwach ausgeprägt, so dass stattdessen die nachfolgend
aufgeführten Parameter aus Tabelle 7.1 verwendet werden. Hierbei handelt es sich um ei-
ne spezielle Stoﬀgesetzvariante für geringe Verformungen, die um den Exponentialanteil der
Hüllspannungen reduziert ist. Die Parameter resultieren aus einer Anpassung des Original-
Morph-Stoﬀgesetzes an Zug- und Schermessungen einer Gummimischung aus dem Reifen-
bau bei maximalen Zugdeformationen von Fxx = 1; 5 und maximalen Scherverformungen
von Fxy = 1 (vgl. Ihlemann 2003).
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Tabelle 7.1: Gewählte Materialparameter für das Morph-Stoﬀgesetz in repräsentativen
Raumrichtungen.
p1 [MPa] p2 [MPa] p3 p4 p5 [MPa] p6 p7 p8 [MPa]
0,45 2,1 3,83 16,6 0 0 0 0,25
Der Momenten-Winkel-Verlauf ist für beide Stoﬀgesetze in Bild 7.5 dargestellt. Analog zu
dem in Abschnitt 4.4 beschriebenen Scherversuch nach Muhr zeigt sich eine belastungsin-
duzierte Anisotropie, da das Bauteil nach der Phase der einseitigen Torsion zunächst mit
der Festigkeit des nahezu unbelasteten Materials reagiert und sich erst nach weitergehen-
der Belastung in der Gegenrichtung sukzessive entfestigt. Hierbei sei daran erinnert, dass
die gewählten Parametersätze der beiden Stoﬀgesetze aus Anpassungen an unterschiedli-




























Bild 7.5: Verlauf des Torsionsmomentes unter Verwendung desMorph-Stoﬀgesetzes (links)
und des Dynamischen Flockulationsmodells (rechts) in repräsentativen Raumrichtungen.
Der Eﬀekt der anisotropen Entfestigung kann auch in Form einer Verteilung über der Bauteil-
kontur verdeutlicht werden. Hierzu wird der hydrodynamische Verstärkungsfaktor

Xmax des
uniaxialen Dynamischen Flockulationsmodells (s. Gl. 5.5) über alle repräsentativen Raum-
richtungen e numerisch integriert, so dass für jeden Gaußpunkt des Fem-Netzes ein gemit-
telter Verstärkungsfaktor Xmax zur Verfügung steht, dessen Verringerung in Bezug auf den








In Bild 7.6 ist der gemittelte Verstärkungsfaktor für zwei verschiedene Zeitpunkte des Defor-
mationsprozesses veranschaulicht. Die linke Grafik zeigt den Zustand der Entfestigung zum
Zeitpunkt t1 (vgl. Bild 7.4), bei dem die einseitige Torsionsbelastung zum zweiten Mal mit
' = 30 ihr Maximum erreicht hat. Die gelb dargestellten Bereiche der Fahrwerkbuchse mit
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dem größten Zahlenwert fürXmax kennzeichnen dabei diejenigen Materialstellen, welche noch
die ursprüngliche Festigkeit besitzen und keinerlei Erweichung erfahren haben. In der rechten
Grafik ist hingegen die Entfestigung zum Zeitpunkt t2 veranschaulicht, bei dem der maxi-
male Verdrehwinkel zum zweiten Mal in der Gegenrichtung durchlaufen wird. Wie bereits
erwähnt, ist hier im Gegensatz zur vorhergehenden einseitigen Torsionsbelastung eine weitere
Entfestigung zu beobachten, da zunächst nur ein Teil der repräsentativen Raumrichtungen
die maximale Deformation erfahren hat. Dies drückt sich durch eine weitere Verringerung
des Verstärkungsfaktors aus, wobei die blau dargestellten Bereiche die maximal entfestigten
Materialstellen des Bauteils kennzeichnen.
Bild 7.6: Verteilung des gemittelten Verstärkungsfaktors des Dynamischen Flockulations-
modells in repräsentativen Raumrichtungen für die maximalen Verdrehwinkel in beiden Rich-
tungen.
Die Beispielsimulation der Fahrwerkbuchse wurde neben den genannten Stoﬀgesetzen zu-
sätzlich mit dem dreidimensionalen Original-Morph-Stoﬀgesetz durchgeführt, welches im
Gegensatz zum Konzept repräsentativer Raumrichtungen stets eine isotrope Entfestigung
aufweist. Anhand dieses Modells soll ein Vergleich zu den repräsentativen Raumrichtungen
bezüglich des numerischen Aufwandes bzw. der Rechenzeit vorgenommen werden, was für
einen praktischen Einsatz des Konzeptes von großer Relevanz ist. Als Maß für den reinen
Berechnungsaufwand wird die benötigte Prozessor-Zeit (CPU time) des Rechners betrachtet,
die einen objektiven Vergleich zwischen verschiedenen Simulationen erlaubt. Zur Verwendung
des Originalmodells musste die maximale Verformung jedoch auf 'max = 20 reduziert wer-
den, um eine Konvergenz der Lösung zu erzielen. Neben diesem Beispiel haben auch andere
Simulationen gezeigt, dass das Morph-Stoﬀgesetz in repräsentativen Raumrichtungen ein
deutlich stabileres Verhalten als das Originalmodell aufweist, was auf eine prinzipielle und
zugleich positive Eigenschaft des Konzeptes hindeutet. Bezüglich des numerischen Aufwan-
des hat sich gezeigt, dass die Rechenzeit mit 10 repräsentativen Raumrichtungen nur etwa
die Hälfte derjenigen des Originalmodells entspricht. Erst bei einer Anzahl von knapp über
50 Raumrichtungen sind die Rechenzeiten der beiden Stoﬀgesetze gleich groß, wobei hier
in Anbetracht der in Abschnitt 6.3 gewonnenen Erkenntnisse die Rechengenauigkeit bereits
mehr als ausreichend sein sollte.
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Thermomechanisch gekoppelte Berechnung
Das Fem-Modell der Fahrwerkbuchse soll weiterhin dazu verwendet werden, um die Funkti-
onsfähigkeit der in Abschnitt 3.5 beschriebenen thermomechanischen Kopplung zu demons-
trieren. Für die Durchführung der Simulation wurde auf eine Fem-Implementierung von Na-
umann (2010, 2011) zurückgegriﬀen. Die Buchse wird analog zu Bild 7.4 einer periodischen
Torsionsbelastung unterzogen, wobei in diesem Fall insgesamt acht Belastungsumkehrpunkte
bei einer konstanten Verdrehwinkelamplitude von '^ = 30 angefahren werden. Als thermi-
sche Randbedingung wird jedem Knoten der Fem-Struktur eine Anfangstemperatur von
23C aufgegeben, wobei ein adiabates System betrachtet wird, bei dem ein Wärmeaustausch
mit der Umgebung unterbunden wird. Als Stoﬀgesetz wird ein thermoviskoelastisches Ma-
terialmodell verwendet (s. Naumann 2011), welches dem Maxwell-Modell aus Bild 4.4 mit
einem zusätzlich in Reihe geschalteten thermischen Deformationselement entspricht. Im Fol-
genden werden einige Simulationsergebnisse sowohl für das dreidimensionale Originalmodell
als auch für das Konzept repräsentativer Raumrichtungen ausgewertet, wobei die Berech-
nungen mit den in Tabelle 7.2 aufgeführten Materialparametern durchgeführt wurden.
Tabelle 7.2: Parameterwerte für die Simulationen mit dem thermoviskoelastischen Stoﬀge-
setz.
C10 [MPa]  [MPa]  [Ns=mm
2] T [1=K] c [J= (kg K)]
Original 1 2 0,5 2  10 4 1,739
Repr. Richt. 4,464 8,72 2,39 2  10 4 1,739
Die Parameterwerte für das Stoﬀgesetz in repräsentativen Raumrichtungen resultieren aus
einer von Naumann durchgeführten simultanen Anpassung an Zug- und Scherversuche, die
mit dem Originalmodell simuliert und als synthetische Messdaten verwendet wurden. Hier-
bei ist anzumerken, dass sowohl bei der Parameteridentifikation als auch bei der eigentlichen
Fem-Simulation der freie Kalibrierfaktor aus Gleichung 3.58 zu w = 1 gesetzt wurde, wor-
aus die größeren Unterschiede zwischen den beiden Parametersätzen resultieren. Da sich das
Verhalten der beiden Stoﬀgesetze ausschließlich bezüglich Gestaltänderungen unterscheidet,
kann sowohl der thermische Ausdehnungskoeﬃzient T als auch die spezifische Wärmeka-
pazität c (bei konstanter Deformation) in beiden Fällen gleich gewählt werden. In Bild 7.7
ist schließlich die Verteilung der Diﬀerenz aus aktueller Temperatur und Anfangstemperatur
über der Fem-Struktur für einen Verdrehwinkel von ' = 30 im achten Belastungsumkehr-
punkt unter Verwendung des Konzepts repräsentativer Raumrichtungen dargestellt.
Die gelben Bereiche kennzeichnen die maximal belasteten Materialstellen des Bauteils (vgl.
Bild 7.6), bei denen infolge der mechanischen Dissipation die größte Erwärmung stattfindet.
Für einen dieser vier Bereiche (s. schwarzer Kreis) ist in Bild 7.8 (links) weiterhin die zeitli-
che Entwicklung der Temperaturdiﬀerenz während des gesamten Belastungsprozesses sowohl
für das dreidimensionale Originalmodell als auch für das Konzept repräsentativer Raumrich-
tungen aufgetragen. Hierbei ist zunächst eine hohe quantitative Übereinstimmung zwischen
den beiden Stoﬀgesetzvarianten festzustellen. Die stetige Temperturerhöhung resultiert da-
bei aus der mechanischen Dissipation in Kombination mit der adiabaten Randbedingung.
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Bild 7.7: Verteilung der Temperaturdiﬀerenz
für einen Verdrehwinkel von ' = 30 im ach-
ten Belastungsumkehrpunkt unter Verwendung
des thermoviskoelastischen Stoﬀgesetzes in re-
präsentativen Raumrichtungen.
Das Auftreten der lokalen Minima zwischen den Belastungsumkehrpunkten ist hingegen auf
den thermoelastischen Eﬀekt zurückzuführen. Diese bei elastomeren Werkstoﬀen beobachte-
te Eigenschaft ist dadurch charakterisiert, dass das Material unter Zugbelastung mit einer
reversiblen Abkühlung und bei Druckbelastung mit einer reversiblen Erwärmung reagiert
(Treloar 1975). Abschließend ist in Bild 7.8 (rechts) der resultierende Momenten-Winkel-
Verlauf für den Belastungsprozess aufgetragen, wobei sich auch bezüglich dieser globalen
































Bild 7.8: Vergleich zwischen dem originalen thermoviskoelastischen Stoﬀgesetz und dem
thermoviskoelastischen Stoﬀgesetz in repräsentativen Raumrichtungen anhand der Tempe-
raturentwicklung für einen ausgewählten Materialbereich gemäß Bild 7.7 (links) und des
Torsionsmomentes (rechts).
7.3.2 Fahrwerkbuchse Nr. 2
Zur Validierung des Rabkin-Modells in repräsentativen Raumrichtungen wird wiederum das
Finite-Elemente-Modell einer Fahrwerkbuchse der Firma TrelleborgVibracoustic GmbH ein-
gesetzt, die jedoch im Vergleich zu der Buchse aus Abschnitt 7.3.1 eine andere Bauform
besitzt (s. Bild 7.9).
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Bild 7.9: Vereinfachte schematische Darstellung (links) und Finite-Elemente-Modell (rechts)
der Fahrwerkbuchse Nr. 2 der Firma TrelleborgVibracoustic GmbH.
Im Rahmen experimenteller Untersuchungen wurde die Buchse sowohl einer radialen als auch
einer axialen Belastung in Form einer vorgegebenen Verschiebung unter harmonischer Anre-
gung unterzogen. Hierbei wurden jeweils Verschiebungsamplituden im Bereich von 0; 01mm
bis 0; 5mm durchlaufen (bei einem Außendurchmesser der Buchse von 59mm und einer Län-
ge von 90mm), wobei die Schwingungen stets um die Mittellage und somit ohne Vorgabe
einer Vorlast durchgeführt wurden. Für die Fem-Simulation musste jedoch die harmoni-
sche Anregung durch eine lineare Verschiebungsfunktion in Form eines Zick-Zack-Verlaufes
gemäß Bild 7.10 (links) ersetzt werden, da bei einer sinusförmigen Wegvorgabe noch erheb-
liche Konvergenzprobleme auftreten. Der in Abschnitt 7.3.1 beschriebene Kalibriervorgang
der Buchse wurde bei der Simulation jedoch vollständig berücksichtigt, weil dieser für eine
wirklichkeitsgetreue Widergabe der Bauteilsteifigkeiten besonders wichtig ist. Der durch den
Herstellungsprozess bedingte thermische Schrumpf des Gummis infolge des Abkühlvorgan-
ges nach der Vulkanisation wurde hierbei ebenfalls berücksichtigt. Dazu wurde jedoch keine
thermomechanisch gekoppelte Berechnung durchgeführt, sondern lediglich eine Aufspaltung
der Gesamtdeformation in einen mechanischen und einen thermischen Anteil gemäß Glei-
chung 3.73 vorgenommen. Für die Berechnung des Stoﬀgesetzes werden dabei ausschließlich
die aus der mechanischen Deformation abgeleiteten Verzerrungsgrößen herangezogen, wobei
die resultierenden mechanischen Spannungen und die mechanische Materialsteifigkeit mit
der Funktion ' () zu korrigieren sind.
Im Rahmen der Fem-Simulationen konnten bezüglich der viskoelastischen Eigenschaften der
Fahrwerkbuchse keine zufriedenstellenden Übereinstimmungen mit den experimentellen Da-
ten erzielt werden, was vermutlich mit der linearen Verschiebungsvorgabe am Fem-Modell
zusammenhängt. Somit wurde der viskoelastische Anteil des Rabkin-Modells bei der Berech-
nung der Gesamtspannungen über die Parameter e und  ausgeschaltet und lediglich die
dynamische Steifigkeit Kd betrachtet. Diese bezieht sich im Gegensatz zum dynamischen
Modul (vgl. Gl. 5.13) auf die am Bauteil global gemessenen Kenngrößen und wird in diesem






Bei der Anpassung des Stoﬀgesetzes an die gemessenen Steifigkeiten wurden die Materialpa-
rameter an dieser Stelle nicht automatisch mit Hilfe eines Optimierungsalgorithmus, sondern
manuell durch Variation einiger ausgewählter Parameter identifiziert. Hierbei besitzen die
Größen Gc, Ge und E den größten Einfluss auf die dynamische Steifigkeit, wobei E ein
Maß für die Diﬀerenz der beiden Grenzsteifigkeiten darstellt, welche bei minimaler bzw.
maximaler Verschiebungsamplitude vorliegen. Der komplette Parametersatz ist zusammen-
fassend in Tabelle 7.3 aufgeführt. Hierbei sei angemerkt, dass zur Vereinfachung neben dem
viskoelastischen Anteil außerdem der energieelastische Anteil des nicht-aﬃnen Röhrenmo-
dells (s. Gl. 5.14 und 5.15) über die Parameter  und  ausgeschaltet wurde, um die Anzahl
der manuell zu variierenden Parameter zu reduzieren. Die beiden Größen besitzen außerdem
keinen direkten Einfluss auf die dynamische Steifigkeit des Bauteils, sondern sind vielmehr
für eine direkte Anpassung des Stoﬀgesetzes an Spannungs-Dehnungs-Kurven von z. B. Zug-
/Druckversuchen von Bedeutung, da sie eine zusätzliche Beeinflussung des Krümmungsver-
haltens der elastischen Kennlinie des Röhrenmodells bei größeren Verformungen erlauben.
Auf eine direkte Anpassung des Rabkin-Modells an homogene Versuche mit Standardpro-
bekörpern musste in diesem Fall jedoch verzichtet werden, da für den Gummiwerkstoﬀ der
Fahrwerkbuchse keine geeigneten Messergebnisse zur Verfügung standen.
Tabelle 7.3: Gewählte Parameterwerte des Rabkin-Modells in repräsentativen Raumrich-
tungen für die Anpassung an die gemessenen Werte der dynamischen Steifigkeit.
Gc [MPa] Ge [MPa] N     E [MPa] e [s] 
1,40 0,991 50 - - 0,022 0,343 9,095 - -
So wie der dynamische Modul über der logarithmischen Dehnungsamplitude aufgetragen
wird (vgl. Bild 5.10), erfolgt die Darstellung der dynamischen Steifigkeit als Funktion der
logarithmischen Verschiebungsamplitude. In Bild 7.10 (rechts) ist die Steifigkeit bezüglich
der beiden Belastungsrichtungen als Vergleich zwischen Messung und Simulation dargestellt.
Hierbei wird ersichtlich, dass trotz der genannten Vereinfachungen im Fem-Modell und im
Stoﬀgesetz sowohl für die radiale als auch für die axiale Belastung nicht nur die qualitative
Charakteristik des Payne-Eﬀektes in Form der abfallenden Steifigkeit sehr gut wiedergegeben
wird, sondern ebenfalls eine hohe quantitative Übereinstimmung mit den Messergebnissen
erzielt werden kann.
Neben der Auswertung der dynamischen Steifigkeit der Fahrwerkbuchse als integrale Größe
ist insbesondere die Verteilung des dynamischen Moduls als lokale Größe innerhalb der ge-
samten Bauteilstruktur interessant. Da der dynamische Modul als Verhältnis von Spannungs-
zu Dehnungsamplitude definiert ist, bedarf es zunächst einer Auswahl geeigneter Vergleichs-
größen, die für jeden Gaußpunkt des Fem-Netzes den vorliegenden Spannungs- und Verzer-
rungszustand charakterisieren. Im Rahmen der nachfolgenden Untersuchungen wird hierzu
die Invariante nach von Mises gemäß Gleichung 2.22 auf den Cauchy-Spannungstensor 
und den Euler’schen Hencky-Tensor h angewendet. Beide Tensoren besitzen die Eigenschaft,
dass der hydrostatische Anteil jeweils dem Volumenänderungsanteil entspricht und folglich
keinerlei Informationen über die Gestaltänderungen enthält (s. Gl. 2.62, Ihlemann 2003).






















Bild 7.10: Zyklische Belastung der Fahrwerkbuchse in axialer und radialer Richtung. Links:
Zeitlicher Verlauf der globalen Verschiebung für die Simulation. Rechts: Vergleich zwischen
Messung und Simulation bezüglich der dynamischen Steifigkeit.
Somit kann die Anwendung der Invariante nach von Mises als sinnvoll erachtet werden, da
in diese ausschließlich die deviatorischen Anteile eines Tensors eingehen, welche im vorlie-
genden Fall die vollständigen Gestaltänderungen enthalten. Die beiden Tensoren  und h
passen dabei insofern zusammen, als die sogenannte logarithmische Zeitableitung (s. Xiao et
al. 1997) des Euler’schen Hencky-Tensors gerade den Tensor der Formänderungsgeschwin-
digkeiten D ergibt, der wiederum in Kombination mit dem Cauchy-Spannungstensor die
Formänderungsleistung bildet (vgl. Gl. 2.47). Die beiden Tensoren können innerhalb der
Fem-Benutzerschnittstelle aus dem Deformationsgradienten und den resultierenden 2. Piola-
Kirchhoﬀ-Spannungen anhand der Gleichungen 2.40 und 2.32 berechnet werden.
Für eine erste Validierung der beschriebenen Vorgehensweise wird die globale radiale Ver-
schiebung der Fahrwerkbuchse wiederum in Form eines Zick-Zack-Verlaufs vorgegeben, wo-
bei hier jedoch gezielt eine Verschiebungsvorlast berücksichtigt wird, um die Implementie-
rung der Vorlastabhängigkeit im Rabkin-Modell zu überprüfen. Dabei wurde für die Vor-
last ein Wert von 1mm und für die Amplitude ein Wert von 0; 5mm gewählt. Bild 7.11
(links) zeigt zunächst den resultierenden globalen Kraft-Weg-Verlauf der Fahrwerkbuchse. In
Bild 7.11 (rechts) sind weiterhin die zugehörigen Spannungs-Verzerrungs-Kurven für ausge-
wählte Gaußpunkte der drei in Bild 7.12 (rechts) gekennzeichneten Elemente des Fem-Netzes
aufgetragen.
Aufgrund der inhomogenen Belastungsverteilung innerhalb des Bauteiles erfahren die be-
trachteten Materialbereiche jeweils unterschiedliche Verzerrungsvorlasten und Verzerrungs-
amplituden. Aufgrund des Payne-Eﬀektes und der Vorlastabhängigkeit werden dementspre-
chend auch unterschiedliche Sekantensteigungen der Hystereschleifen beobachtet, deren Ver-
ringerung stets aus einer Überlagerung der beiden Eﬀekte resultiert. Im Folgenden wird die
Sekantensteigung als dynamischer Modul definiert und in Bild 7.12 (links) als Verteilung
über der unverformten Fem-Struktur der Fahrwerkbuchse dargestellt. Zur Überprüfung der





































Bild 7.11: Globaler Kraft-Weg-Verlauf (links) der Fahrwerkbuchse in radialer Richtung
und Spannungs-Verzerrungs-Kurven für drei ausgewählte Materialbereiche gemäß Bild 7.12
(rechts).
Verzerrungsamplitude veranschaulicht.
Bild 7.12: Visualisierung der inhomogenen Verteilung des dynamischen Moduls (links) und
der Verzerrungsamplitude (rechts) über der Bauteilkontur für eine radiale Belastung mit
Verschiebungsvorlast.
Zunächst wird ersichtlich, dass die beiden Größen einer starken Inhomogenität unterliegen.
Innerhalb des Bauteiles liegen also verschiedene Materialbereiche mit unterschiedlichen Ei-
genschaften bzw. Steifigkeiten vor, was eine wichtige Erkenntnis im Hinblick auf die Bau-
teilgestaltung darstellt. Hierbei ist zu erkennen, dass diejenigen Materialbereiche mit der
größten Verformung durch entsprechend geringe Werte für den dynamischen Modul gekenn-
zeichnet sind. Umgekehrt verhält sich das Material in den gering beanspruchten Bereichen
noch entsprechend steif, was auf die Richtigkeit der berechneten Verteilungen hindeutet.
Dabei verhalten sich die beiden Verteilungen nicht exakt invers zueinander, da der dynami-
sche Modul neben der Verzerrungsamplitude zusätzlich von der Verzerrungsvorlast abhängt.
134 7 Implementierung in die Finite-Elemente-Methode
Eine weitere qualitative Bestätigung der Plausibiltät der Ergebnisse liefert die Gegenüber-
stellung der beiden Farbverläufe mit den Spannungs-Verzerrungs-Kurven der drei ausgewähl-
ten Materialbereiche aus Bild 7.11 (rechts). Hierbei sind die genauen Zahlenwerte für den
dynamischen Modul und die Verzerrungsamplitude aufgrund des Interpolationsalgorithmus
des Postprozessors jedoch nur schwer zu vergleichen. Gemäß dem Farbverlauf findet zwischen
Element Nr. 1 und Element Nr. 3 eine Verringerung der Verzerrungsamplitude statt, was sich
in den Kurven ebenfalls widerspiegelt. Auf der anderen Seite stellt sich in diesem Bereich
eine Erhöhung des dynamischen Moduls ein, die sich durch die erhöhte Sekantensteigung
ausdrückt. Die Erhöhung des Moduls ist allerdings nur schwach ausgeprägt, da dieser über
dem betrachteten Bereich relativ homogen verteilt ist.
7.3.3 Tiefziehvorgang
Im folgenden Simulationsbeispiel soll das mechanische Verhalten des viskoplastischen Stoﬀge-
setzes aus Abschnitt 4.5 untersucht werden, wobei die Betrachtung auf geschwindigkeitsunab-
hängiges Materialverhalten beschränkt wird. Hierzu wird der Tiefziehvorgang eines kreisrun-
den Bleches (Blechronde) betrachtet, welcher in Bild 7.13 schematisch als Schnitt dargestellt
ist (vgl. König & Klocke 1995). Von den in der Praxis zahlreich existierenden Varianten wird
im Rahmen dieser Arbeit das Tiefziehen im Erstzug mit Niederhalter simuliert. Bei diesem
Verfahren wird die unverformte Blechronde zunächst auf dem Ziehring positioniert und mit
Hilfe des Niederhalters durch Aufbringen einer Anpresskraft fixiert. Anschließend erfolgt die
Umformung des Bleches, indem der Stempel das Material in den Ziehring presst. Der Nie-
derhalter besitzt dabei die Aufgabe, die unerwünschte Faltenbildung im Flansch aufgrund
von Druckspannungen in Umfangsrichtung zu verhindern. Die Größe der Anpresskraft ist
dabei so einzustellen, dass stets ein kontinuierliches Durchrutschen des Materials zwischen
Ziehring und Niederhalter gewährleistet ist.
Bild 7.13: Schematische Darstellung
des Tiefziehvorganges einer Blechron-
de im Erstzug mit Niederhalter.
Die Fem-Simulation des Tiefziehvorganges wurde sowohl mit dem Konzept repräsentati-
ver Raumrichtungen als auch mit dem dreidimensionalen Originalmodell durchgeführt. Für
einen sinnvollen Vergleich der beiden Stoﬀgesetze wurden diese zunächst an experimentelle
Messdaten eines Torsionsversuches an einem dünnwandigen Rohr aus dem legierten Vergü-
tungsstahl 42CrMo4 angepasst (s. Shutov et al. 2010). Im Experiment wurde dabei sowohl
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eine monotone Torsionsbelastung als auch eine inkrementelle Belastung mit mehreren Be-
und Entlastungszyklen aufgebracht. Programmtechnisch bedingt erfolgte die Identifikation
der Materialparameter des Originalmodells mit einem Levenberg-Marquardt-Algorithmus,
während für die repräsentativen Raumrichtungen das bereits erwähnte Simplex-Verfahren
eingesetzt wurde. Bei der Optimierung wurden jeweils die Parameter c; ;Kf ;{ und  zum
Aufbau des Fehlerfunktionals zugrunde gelegt (s. Tab. 7.4). Der Kompressionsmodul wurde
dabei gemäß den Messdaten für beide Stoﬀgesetze zu K = 135:600N=mm2 gesetzt.
Tabelle 7.4: Identifizierte Parameterwerte des viskoplastischen Stoﬀgesetzes für die simul-
tane Anpassung an die monotone und inkrementelle Kennlinie der Torsionsbelastung.





Original 52.000 5.120 1.081 443 1 0 3; 277  10 3 4,915
Repr. Richt. 45.000 3.248 1.077 293 1 0 6; 333  10 3 12,904
Der Vergleich zwischen Messung und Simulation ist weiterhin in Bild 7.14 dargestellt. Wie
zu erkennen ist, konnten für beide Modellvarianten sehr gute Anpassungsergebnisse erzielt
werden, wobei das Konzept repräsentativer Raumrichtungen sogar noch eine geringfügig

































Bild 7.14: Simultane Anpassung des viskoplastischen Original-Modells (links) und des
viskoplastischen Stoﬀgesetzes in repräsentativen Raumrichtungen (rechts) an die Spannungs-
Verzerrungs-Kennlinie der monotonen und inkrementellen Torsionsbelastung.
Der Tiefziehvorgang wurde im Rahmen einer dynamischen Formulierung unter Verwendung
eines impliziten Lösungsverfahrens simuliert, um die bei der Kontaktberechnung auftreten-
den Konvergenzprobleme zu umgehen. Hierzu wurde ein Material mit einer fiktiven Dichte
vorgegeben, die um ein Vielfaches höher als die des realen Werkstoﬀs ist. Die Gesamtdau-
er des Umformvorganges wurde dabei so eingestellt, dass die resultierenden Trägheitskräfte
keinen nennenswerten Einfluss auf die Spannungen im Bauteil haben. Weiterhin konnten
zur Reduzierung der Rechenzeit axialsymmetrische Elemente eingesetzt werden, da sowohl
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die Geometrie als auch die Belastung der Blechronde axialsymmetrisch sind. Bild 7.15 zeigt























Bild 7.15: Kraft-Weg-Verlauf des
Stempels beim Tiefziehvorgang un-
ter Verwendung des viskoplastischen
Original-Modells und des viskoplasti-
schen Stoﬀgesetzes in repräsentativen
Raumrichtungen.
Obwohl die beiden Stoﬀgesetze lediglich an eine einzige Belastungsart angepasst wurden,
zeigt sich eine erstaunlich gute Übereinstimmung für die Kraft-Weg-Kennlinie als integra-
le Größe der komplexen Bauteilbelastung. Die benötigte Stempelkraft setzt sich aus den
Anteilen der ideellen Umformkraft, der Rückbiegekraft an der Ziehringrundung sowie der
Reibkraft in Zarge und Flansch zusammen. Der Umformvorgang ist zunächst durch einen
Anstieg der Stempelkraft gekennzeichnet, welcher mit einer hohen Verfestigung des Werk-
stoﬀs im Bereich der Ziehringrundung verbunden ist. Ab einem bestimmten Wert für den
zurückgelegten Ziehweg ist schließlich die maximal aufnehmbare Stempelkraft erreicht, die
im weiteren Verlauf aufgrund des schwindenden Materials zwischen Ziehring und Nieder-
halter wieder abnimmt. Diese Charakteristik des simulierten Kraft-Weg-Verlaufs deckt sich
somit zumindest qualitativ mit experimentellen Beobachtungen (vgl. Spur & Stöferle 1985),
wobei die konkreten Kraftwerte von einer Vielzahl von Prozessparametern abhängen.
In der Simulation wurde der Tiefziehvorgang noch vor dem vollständigen Durchrutschen des
Materials beendet, so dass auch nach der Umformung das Blech mit einem Flansch behaf-
tet ist. Während der durch den rapiden Kraftabfall gekennzeichneten Rücknahmephase des
Stempels tritt dabei eine elastische Rückfederung des tiefgezogenen Bleches auf. Zu diesem
Zeitpunkt steht das Bauteil noch unter Vorspannung, so dass dieses erst nach Herausdrücken
aus dem Ziehring frei von äußeren Kräften ist. Die nach diesem Vorgang verbleibenden Eigen-
spannungen sind in Bild 7.16 in Form von Cauchy-Spannungen in axialer Richtung (Richtung
der Stempelbewegung) und in Umfangsrichtung als Verteilung über der Bauteilkontur veran-
schaulicht. Hierzu wurde ein separater Post-Prozesser eingesetzt (www.ankhor.com), welcher
gleichzeitig das axialsymmetrische Fem-Modell zu einer dreidimensionalen Geometrie ver-
vollständigt.
Zunächst ist festzustellen, dass von beiden Stoﬀgesetzen qualitativ eine ähnliche Spannungs-
verteilung vorhergesagt wird. Die betragsmäßig größten Eigenspannungen treten demnach
stets in den Bereichen großer plastischer Verformungen in der Zarge auf, wobei die Zugspan-
nungen an der Außenseite und die Druckspannungen an der Innenseite vorzufinden sind.
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Die Ursache für die zum Teil größeren quantitativen Unterschiede bezüglich der extremalen
Spannungswerte konnte jedoch bislang nicht eindeutig geklärt werden.
Bild 7.16: Verbleibender Eigenspannungszustand nach Beendigung des Tiefziehvorganges
unter Verwendung des viskoplastischen Original-Modells (oben) und des viskoplastischen
Stoﬀgesetzes in repräsentativen Raumrichtungen (unten). Links: Cauchy-Spannungen in
axialer Richtung. Rechts: Cauchy-Spannungen in Umfangsrichtung.
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Für die Simulation technischer Bauteile mit Hilfe der Finite-Elemente-Methode werden ten-
sorielle Stoﬀgesetze benötigt, die einen vollständigen Zusammenhang zwischen einem be-
liebigen dreidimensionalen Verzerrungszustand und dem daraus resultierenden Spannungs-
zustand liefern, wobei zur Beschreibung inelastischen Verhaltens zusätzlich die Belastungs-
vorgeschichte und gegebenenfalls die Verzerrungsgeschwindigkeit zu berücksichtigen ist. Die
Entwicklung derart komplexer Materialmodelle verläuft oftmals über Zwischenstufen, die zu-
nächst nur Vorhersagen des mechanischen Verhaltens für den einachsigen Spannungszustand
erlauben. Die nachfolgende Verallgemeinerung solcher eindimensionaler Materialbeschrei-
bungen zu vollständig dreidimensionalen Stoﬀgesetzen für die Finite-Elemente-Methode kann
einen erheblichen Arbeitsaufwand darstellen. An dieser Stelle wäre eine Vorhersage des Ma-
terialverhaltens für beliebige Belastungsarten allein anhand der Spannungsantwort im ein-
achsigen Zug-/Druckversuch wünschenswert.
Eine Möglichkeit hierzu bietet das Konzept repräsentativer Raumrichtungen. Anhand der
Vorgabe eines dreidimensionalen Verzerrungszustandes werden die Streckungen gedachter
materialfester Linien in diskreten, möglichst gleichmäßig verteilten Raumrichtungen be-
stimmt. Über die eindimensionale Materialbeschreibung lässt sich für jede solcher „repräsen-
tativer Raumrichtungen“ eine einachsige Spannungsantwort angeben. Der Gesamtheit aller
Richtungen wird schließlich über die Forderung gleicher Formänderungsleistung durch nume-
rische Integration über die Kugeloberfläche ein vollständiger Spannungstensor zugeordnet,
der wiederum als Antwort auf die vorgegebene Deformation interpretiert wird. Im Rahmen
der vorliegenden Arbeit wurde der Algorithmus auf dessen grundlegende Eigenschaften un-
tersucht und mit dem Ziel einer eﬃzienten numerischen Umsetzung in die Finite-Elemente-
Methode implementiert. Im Folgenden werden die wesentlichen Erkenntnisse dieser Arbeit
noch einmal zusammengefasst und mögliche Ansätze für zukünftige Arbeiten diskutiert.
Die beschriebene Vorgehensweise führt bei elastischem Materialverhalten in den einzelnen
Richtungen zu Stoﬀgesetzen, deren Linearisierung einem Hooke’schen Stoﬀgesetz mit ei-
ner unveränderlichen Querkontraktionszahl von  = 1=4 entspricht, so dass stets ein deut-
lich kompressibles Materialverhalten beschrieben wird. Dies liegt unweigerlich in der Natur
des Ansatzes, da das Verhalten bezüglich Querkontraktion anhand der eindimensionalen
Spannungs-Dehnungs-Kennlinie nicht identifiziert werden kann. Um diese Einschränkung
aufzuheben, wurde der Ansatz um eine Trennung von Gestalt- und Volumenänderungen er-
weitert. Somit wird die Beschreibung quasi-inkompressiblen Materialverhaltens ermöglicht,
welches z. B. im Bereich technischer Gummiwerkstoﬀe oder beim plastischen Fließen me-
tallischer Werkstoﬀe gegeben ist. Neben dieser rein mechanischen Betrachtungsweise des
Konzeptes wurden weiterhin die grundlegenden Modellgleichungen aufgeführt, die eine Er-
weiterung auf thermomechanisch gekoppelte Problemstellungen erlauben.
Zur Untersuchung der Übertragungseigenschaften des Konzeptes wurden verschiedene ten-
sorielle Beispielstoﬀgesetze herangezogen, deren eindimensionale Formulierung als Eingangs-
modell für die repräsentativen Raumrichungen dient. Eine lineare Lagrange’sche Federglei-
chung stellt dabei das einzig bekannte Stoﬀgesetz dar, welches für den einachsigen Span-
nungszustand noch vollständig analytisch integriert werden kann und darüber hinaus exakt
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reproduziert wird. Bei allen anderen Stoﬀgesetzen verbleibt zwischen dem Originalmodell
und dem verallgemeinerten Stoﬀgesetz stets ein quantitativer Unterschied im mechanischen
Verhalten bestehen. Dies ist jedoch nicht als Kritikpunkt zu verstehen, da in der prakti-
schen Anwendung des Konzeptes ausschließlich das verallgemeinerte Stoﬀgesetz an das reale
Materialverhalten angepasst wird und zudem die freien Parameter nach wie vor in einer
ähnlichen Größenordnung liegen. Weitaus wichtiger ist hingegen, dass die charakteristischen
Eﬀekte des jeweiligen Eingangsmodells während der Verallgemeinerung qualitativ erhalten
bleiben, was anhand verschiedener elastischer sowie inelastischer Stoﬀgesetze gezeigt werden
konnte.
Im Rahmen der genannten Untersuchungen wurde u. a. dasMorph-Stoﬀgesetz von Ihlemann
(2003) zur Beschreibung des mechanischen Verhaltens technischer Gummiwerkstoﬀe einge-
setzt. Obwohl das Modell lediglich eine isotrope Entfestigung abbildet, führt dessen Einsatz
innerhalb der repräsentativen Raumrichtungen zu einem Ergebnisstoﬀgesetz mit anisotroper
Entfestigung, was dem Verhalten realer Gummimaterialien entspricht. Somit kann hier auf
eine aufwändige kontinuumsmechanische Modellierung dieses Eﬀektes verzichtet werden, da
dieser bei Einsatz eines Stoﬀgesetzes mit Entfestigung bzw. Mullins-Eﬀekt durch die unter-
schiedlichen Verzerrungszustände in den einzelnen Richtungen automatisch generiert wird.
Ein ähnliches Phänomen konnte auch bei dem viskoplastischen Stoﬀgesetz von Shutov &
Kreißig (2008) beobachtet werden. Das Original-Modell ist in der Lage, sowohl die isotrope
als auch die kinematische Verfestigung metallischer Werkstoﬀe abzubilden. Das verallge-
meinerte Stoﬀgesetz hingegen weist zusätzlich die Eigenschaft der formativen Verfestigung
auf, welche ebenfalls das reale Werkstoﬀverhalten kennzeichnet. Dieser Eﬀekt wurde bei der
Simulation von Fließflächen bei kombinierter Zug-/Druck-Torsionsbelastung beobachtet, wo-
bei hier eine gute Übereinstimmung mit experimentell ermittelten Fließflächen erzielt werden
konnte.
Neben den genannten Beispielen von Stoﬀgesetzen wurde der Algorithmus auch auf Mo-
delle angewendet, die ausschließlich in Form einer eindimensionalen Materialbeschreibung
vorliegen und somit konkrete Anwendungsfälle darstellen. Dies ist zum einen das Dynami-
sche Flockulationsmodell von Lorenz & Klüppel (2009) zur Beschreibung des mechanischen
Verhaltens füllstoﬀverstärkter Elastomere sowie das Modell von Rabkin (2007) zur Model-
lierung des bei dynamisch beanspruchten Gummiwerkstoﬀen auftretenden Payne-Eﬀektes.
Beide Modelle konnten sehr gut an experimentelle Messdaten angepasst werden. Erstaun-
licherweise konnten mit dem Dynamischen Flockulationsmodell in repräsentativen Raum-
richtungen gegenüber dem Originalmodell sogar noch bessere Anpassungsergebnisse für den
einachsigen Zug-/Druckversuch erreicht werden.
Das Konzept wurde in die kommerziellen Fem-Programmpakete Msc.Marc und Abaqus
implementiert. Somit können Simulationen inhomogen und mehrachsig beanspruchter Bau-
teilstrukturen durchgeführt werden, obwohl das jeweilige Eingangsstoﬀgesetz lediglich Vor-
hersagen für den einachsigen Zug-/Druckversuch erlaubt. Für eine eﬃziente numerische In-
tegration zur Berechnung des Spannungstensors wurde ein Algorithmus eingesetzt, der den
Abstoßungsvorgang gleichnamiger elektrischer Punktladungen auf der Kugeloberfläche si-
muliert, deren Gleichgewichtszustand eine annähernde Gleichverteilung der repräsentativen
Raumrichtungen hervorbringt. Als Wichtungsfaktoren werden hierbei Voronoi-Zellen ein-
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geführt, die als konvexe Polygonzüge um die Punkte auf der Kugeloberfläche konstruiert
werden. Darüber hinaus wurde eine Methode vorgestellt, die eine weitere Erhöhung der
Rechengenauigkeit bei gleicher Anzahl von Raumrichtungen erlaubt. Hierzu wird ein vorge-
gebener Satz von Richtungen in jedem Gaußpunkt eines finiten Elementes unterschiedlich
orientiert, so dass die durch die Diskretisierung bedingte Anisotropie weiter reduziert wird.
Im Hinblick auf weiterführende Arbeiten wäre es wünschenswert, die quantitativen Unter-
schiede zwischen dem Eingangsstoﬀgesetz und dem verallgemeinerten Modell noch weiter
zu reduzieren. Eine in diesem Zusammenhang interessante Fragestellung ist, welche eindi-
mensionale Spannungsantwort in den repräsentativen Raumrichtungen vorliegen muss, da-
mit der Algorithmus ein ganz bestimmtes Ergebnisstoﬀgesetz produziert. Um eine höhere
Übereinstimmung der beiden Stoﬀgesetze zu erlangen, könnte die Modellierung zusätzlicher
Interaktionen zwischen den einzelnen Richtungen notwendig sein. Dies könnte z. B. ähnlich
wie beim Microplane-Modell (Bažant 1984) in Form von Schubspannungen realisiert werden,
die in der jetzigen Form des Konzeptes noch vollständig außer Acht gelassen werden.
Bezüglich der Eﬃzienz der numerischen Integration wurde im Rahmen dieser Arbeit noch
ein weiterer Ansatz verfolgt, der jedoch nur teilweise zum gewünschten Ergebnis führt (s.
Freund & Ihlemann 2010). Die Idee ist hierbei, die eindimensionale Spannungsantwort nicht
mit den Streckungen in den repräsentativen Raumrichtungen selbst, sondern mit solchen
Streckungswerten zu berechnen, die sich aus einer Mittelung von Streckungen über die je-
weilige Voronoi-Zelle ergeben. Auf diese Weise soll eine Verringerung der unerwünschten
Anisotropie erzielt werden, wobei hierzu lediglich zusätzliche Streckungen berechnet werden
müssten, die jedoch im Gegensatz zum Stoﬀgesetz deutlich weniger Rechenaufwand erfor-
dern. Untersuchungen haben gezeigt, dass die Anisotropie in Form einer Spannungsstreuung
tatsächlich vermindert werden kann. Allerdings tritt zusätzlich der unerwünschte Eﬀekt auf,
dass der Streubereich nicht mehr die isotrope bzw. exakte Lösung enthält, so dass generell zu
hohe oder zu niedrige Spannungswerte vom verallgemeinerten Stoﬀgesetz vorhergesagt wer-
den. Hier wären weitere Untersuchungen erforderlich, um diesen zunächst vielversprechenden
Ansatz doch noch gewinnbringend einsetzen zu können.
Was anisotropes Materialverhalten betriﬀt, so könnte die bei bestimmten Materialien gege-
bene strukturbedingte Anisotropie in Form von Vorzugsrichtungen abgebildet werden. Diese
werden häufig durch den Herstellungsprozess in das Material eingebracht, wie es z. B. beim
Walzvorgang von Metallblechen der Fall ist. Diese Form der Anisotropie könnte z. B. durch
die Vorgabe unterschiedlicher Steifigkeiten in den einzelnen Raumrichtungen realisiert wer-
den. So wird z. B. von Brocca et al. (2001) im Rahmen der Microplane-Theorie eine ellipsoi-
dale räumliche Verteilung der elastischen Moduln bezüglich der Mikroebenen vorgeschlagen,
um das anisotrope Verhalten von PVC-Schäumen abzubilden. Häufig wird auch bei der In-
tegration über die Mikroebenen bzw. Raumrichtungen eine Verteilungsfunktion im Sinne
einer Wahrscheinlichkeitsdichte eingeführt, um z.B. die Faserrichtungen in biologischen Ge-
weben abzubilden (s. Caner et al. 2007). Eine weitere Möglichkeit wird von Diani et al.
(2004) vorgeschlagen, bei der die Wichtungsfaktoren w für die numerische Integration über
die Kugeloberfläche als zusätzliche Materialparameter fungieren, welche den aus Messungen
entnommenen Anisotropieeigenschaften angepasst werden.
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Anhang
A.1 Herleitungen zur Kompressionskorrektur
Für den Beweis, dass die Spannungen eT  hydrostatische Cauchy-Spannungen enthalten, wird
der Übertragungsoperator S von Ihlemann (2003) eingesetzt, welcher durch folgende Vor-





= F 1 X  F : (A.1)
Die Umkehrung wird als inverser Übertragungsoperator S 1 bezeichnet und erlaubt die Über-
tragung eines Lagrange’schen Argumentes in die Euler’sche Betrachtungsweise.
S 1((X)) = F X  F 1 (A.2)
Unter Berücksichtung von Gleichung 2.40 führt die Anwendung von S 1 auf den 2. Piola-
Kirchhoﬀ-Spannungstensor eT zu folgendem Ergebnis:
S 1
   eT = F  J3 F 1    F T 1  F 1 = J3   b 1 (A.3)





   eT  b (A.4)





   eT   Gb = 1
J3
F  eT   F 1 J3  23 F  F T = J3  53 F  eT   F T : (A.5)
Durch Anwendung von Gleichung 2.20 und den Übergang auf Koeﬃzientenschreibweise kann
weiterhin gezeigt werden, dass der folgende Zusammenhang gilt:
I1
 eT   GC = J3 I1   : (A.6)
Es wird zunächst der Ausdruck I1
 eT   GC formuliert.
I1
 eT   GC =  eT   J3  23 F T  F  I = J3  23 eT ab Fcb Fcd ea  ed  I = J3  23 eT ab Fcb Fca
(A.7)









3 F  eT   F T  I = J3  53 Fab eT bd Fcd ea  ec  I = J3  53 Fcb eT ba Fca (A.8)
Aufgrund der Vertauschbarkeit von Skalaren im Produkt sowie der Symmetrie von eT  ist
die Aussage von Gleichung A.6 damit bestätigt. Abgesehen von den beiden Sonderfällen ei-
nes spannungsfreien Zustandes
  eT  = 0 und eines deviatorischen Produktes eT   GC ist der
Ausdruck I1
 eT   GC stets ungleich Null, was demzufolge auch auf die Invariante I1 () zu-
triﬀt. Da sich diese gemäß Gleichung 2.63 proportional zum hydrostatischen Druck p verhält,
verbleiben somit nach Gleichung 2.62 stets hydrostatische Cauchy-Spannungen.
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A.2 Auswertung der Clausius-Planck-Ungleichung für das Maxwell-
Element
Ausgehend von der multiplikativen Zerlegung der Gestaltänderungen
G
F in Gleichung 4.25
















C  F 1i (A.9)
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C   F Ti  F i 1 = GC  C 1i (A.11)
Damit ergeben sich folgende Ausdrücke für die freie Energiedichte und deren zeitliche Än-
derung:
e G =   GC  C 1i   3 ) e :G = 
" 4
G
C  C 1i +
G
C  4C 1i
#
: (A.12)
Unter Zuhilfenahme der Gleichung 2.78 kann die Zeitableitung
4
G















3 C 1  4C






Wird diese in Gleichung A.12 eingesetzt, so kann nach mehreren Umformungen ein kompak-
ter Ausdruck für die Zeitableitung der freien Energiedichte gewonnen werden.
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3 C 1   C  C 1i   4C
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Der gefundene Ausdruck wird schließlich in die Clausius-Planck-Ungleichung (s. Gl. 2.94
links) für den Sonderfall eines isothermen Prozesses (
:
 = 0) eingesetzt.
1
2
eT  4C    GC  4C 1i    C 1i  GC0  C 1  4C  0 (A.15)
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Zumeist wird zusätzlich die Forderung gestellt, dass die Ungleichung nicht nur von der Sum-
me selbst, sondern auch von jedem einzelnen Summanden erfüllt wird. Dabei werden die





eT   C 1i  GC0  C 1  4C  0 ;   GC  4C 1i  0 (A.16)
Der Ausdruck auf der rechten Seite ist die bereits in Gleichung 4.27 aufgeführte Restun-
gleichung, während sich die Spannungsgleichung aus der Bedingung ergibt, dass der linke
Ausdruck für beliebige Verzerrungsgeschwindigkeiten
4
C erfüllt sein muss.
4
C 2 sym. ) eT = 2C 1i  GC0  C 1 (A.17)
A.3 Technische Spannungen in einer dünnwandigen zylindrischen
Hohlprobe
Die technische Normalspannung  ist definiert als das Verhältnis der Kraft F zur unver-
formten Querschnittsfläche A0, wobei die Kraft wiederum als Produkt zwischen aktueller
Fläche A und Cauchy-Spannung yy formuliert werden kann. Die aktuelle Fläche hängt da-











= 1 2 yy : (A.18)
Die technische Schubspannung  berechnet sich hingegen aus dem Quotienten des Momen-
tesM und des TorsionswiderstandsmomentesW0 der unverformten Geometrie. Das Moment
entspricht dabei dem Produkt aus Schubkraft Axy und aktuellem Radius r, wogegen das
Widerstandsmoment beim dünnwandigen Kreisringquerschnitt aus dem Produkt zwischen
den Größen A0 und r0 der unverformten Geometrie resultiert. Weiterhin hängt der aktuelle
Radius mit dem Radius der unverformten Geometrie über den Parameter 1 zusammen,








1 2A0 xy 1 r0
A0 r0
= 21 2 xy (A.19)
A.4 Ableitung des Punktproduktes zwischen drei symmetrischen
Tensoren
Zur Bestimmung einer Berechnungsvorschrift für die Ableitung des Punktproduktes zwischen
drei symmetrischen Tensoren X, Y und Z nach einem symmetrischen Tensor C wird als
erster Schritt auf eine Koeﬃzientendarstellung gemäß Gleichung 2.68 übergegangen.












ja(6)  jb(6)  jc(6)  jd(6) (A.20)
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Für die Ableitung der Koeﬃzienten lässt sich die allgemeine Produktregel anwenden. An-
schließend werden die Basisdyaden wieder mit den skalaren Vorfaktoren verknüpft.





























Yb(6)Zc(6) ja(6)  jb(6)  jc(6)  jd(6)| {z }
D3
(A.21)
Der Anteil D1 liefert die tensorielle Formulierung zu dem ersten skalaren Ableitungsterm in
der Klammer.
D1 = Xa(6) ja(6)  Yb(6) jb(6) 
@Zc(6)
@Cd(6)




Zur Bestimmung des Anteils D2 wird ein Kronecker-Delta c(6)d(6) gemäß Gleichung 2.72
eingeführt.
D2 = X 
@Yb(6)
@Cd(6)
jb(6)  Z  jd(6) = X 
@Yb(6)
@Cc(6)
jb(6)  jc(6)  jd(6)  Z  jd(6)
= X  @ Y
@C
 jd(6)  Z  jd(6) (A.23)




ja(6)  Y  Z  jd(6) =
@Xa(6)
@Cc(6)




 jd(6)  Y  Z  jd(6) (A.24)
Damit ist die gesuchte Ableitung bereits bestimmt.
@ (X  Y  Z)
@C
= X  Y  @Z
@C
+X  @ Y
@C
 jd(6)  Z  jd(6) +
@X
@C
 jd(6)  Y  Z  jd(6) (A.25)
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Kontrolle
Durch die Anwendung auf das Produkt eT   GC C 1 aus Gleichung 7.17 kann die Ableitungs-
regel auf ihre Richtigkeit überprüft werden.
@
 eT   GC  C 1
@C
= eT   GC  @C 1
@C| {z }
D1
+ eT   @ GC
@C







C  C 1  jd(6)| {z }
D3
(A.26)
Für die Berechnung des Anteils D1 werden zunächst die Zusammenhänge aus den Gleichun-
gen 2.82 und 2.53 benötigt.
D1 =   eT   GC   C 1  C 1S24 =  J3  23 eT   C   C 1  C 1S24 (A.27)
Für die Ausführung des Produktes C  (C 1  C 1)S24 gibt Ihlemann (2006) eine Berech-
nungsvorschrift für beliebige Tensoren an. Unter Berücksichtigung der Symmetrie der hier
verwendeten Tensoren (s. Gl. 2.13) vereinfacht sich der Ausdruck zu:
C   C 1  C 1S24 = 1
2
 
I  C 1T24 + I  2J  C 1 : (A.28)
Durch Formulieren der rechten Seite von Gleichung A.28 in Koeﬃzientenschreibweise und
einen Vergleich mit Gleichung 2.84 lässt sich zeigen, dass der Tensor C in die Klammer
gezogen werden darf.
C   C 1  C 1S24 =  C  C 1  C 1S24 =  I  C 1S24 (A.29)
Auf dieselbe Weise kann gezeigt werden, dass dies ebenfalls für die Multiplikation mit eT 
gilt. eT    I  C 1S24 =   eT   C 1S24 (A.30)




  eT   C 1S24 : (A.31)




3 eT   ja(6)  ja(6)   13 C  C 1

 jd(6)  C 1  jd(6)
= J3
  2




Die Eigenschaft des Kronecker-Deltas aus Gleichung 2.72 sowie die Symmetrieeigenschaft
aus Gleichung 2.71 finden ebenfalls Anwendung.
D2 = J3
  2




3 eT   ja(6)  C 1  ja(6)   13 J3  23 eT   C 1 (A.33)
Gemäß den Ausführungen von Ihlemann (2006) ergibt der erste Summand dieser Gleichung








3 eT   C 1 (A.34)

















 jd(6)  jd(6) (A.35)




bleibt hier ohne Wirkung, da die Ableitung aufgrund der Symmetrie von eT  und C (3,4)-







Die komplette Ableitung des Produktes eT   GC  C 1 lautet damit wie folgt:
@






3 eT   C 1 + J3  23 @ eT @C : (A.37)
Das Ergebnis stimmt folglich mit der Ableitung von J3
  2
3 eT  aus Gleichung 7.20 überein,
womit die Richtigkeit der Ableitungsregel bestätigt ist.
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