We present a new formulation of the Runge-Kutta discontinuous Galerkin (RKDG) method [7, 6, 5, 4] for conservation Laws. The new formulation requires the computed RKDG solution in a cell to satisfy additional conservation constraint in adjacent cells and does not increase the complexity or change the compactness of the RKDG method. We use this new formulation to solve conservation laws on one-dimensional grids with piecewise cubic polynomial approximation as well as on two-dimensional unstructured grids with piecewise quadratic and cubic polynomial approximation. The hierarchical reconstruction [13, 25] is applied as a limiter to eliminate spurious oscillations. Numerical computations for scalar and systems of nonlinear hyperbolic conservation laws are performed. We find that: 1) this new formulation improves the CFL number over the original RKDG formulation and thus reduces the overall complexity; 2) the new formulation improves the robustness of the DG scheme with the current limiting strategy and improves the resolution of the numerical solutions in multi-dimensions.
Introduction
In this paper, we introduce a simple, yet effective technique to improve the Courant-FriedrichsLewy (CFL) condition of the Runge-Kutta discontinuous Galerkin (RKDG) method for solving nonlinear conservation laws. The discontinuous Galerkin method (DG) was firstly introduced by Reed and Hill [18] as a technique to solve neutron transport problems. In a series of papers by Cockburn, Shu et al. [7, 6, 5, 4] , the RKDG method has been developed for solving nonlinear hyperbolic conservation laws and related equations, in which DG is used for spatial discretization with flux values at cell edges computed by either Riemann solvers or monotone flux functions, the total variation bounded (TVB) limiter [19, 7] is employed to eliminate spurious oscillations and the total variation diminishing (TVD) Runge-Kutta (RK) method [21] is used for the temporal discretization to ensure the stability of the numerical approach while simplifying the implementation. The RKDG method has enjoyed great success in solving the Euler equations for gas dynamics, compressible Navier-Stokes equations, viscous MHD equations and many other equations, and motivated many related new techniques.
In [7] , the RKDG method is shown to be linearly stable when the CFL factor is bounded by 1 2 +1 for the second order and the third order schemes in the one-dimensional (1D) space, where is the degree of the polynomial approximating the solution. It would be great if there is a simple technique to increase its CFL number without too much overhead while still being compact and maintaining its other nice properties. In this paper, we present a strategy which is to mix the RKDG method with some of the finite volume reconstruction features (e.g. Abgrall [1] ), and use them as the extra constraint. We would like to refer to a recent work of van Leer and Nomura [12] , in which the diffusive flux for DG is approximated by using a reconstructed polynomial supported on the union of adjacent cells out of a piecewise polynomial. It is found in [15] that the central DG scheme on overlapping cells with Runge-Kutta time-stepping can afford larger CFL numbers than the RKDG method on non-overlapping cells when the order of accuracy is above the first order. Other efforts to improve the CFL condition can be found in [24, 3] .
In the present paper, we enforce a few local cell average constraints on the RKDG method in order to obtain a larger CFL number and better quality of numerical solutions after limiting. This new idea is a simple (and thus potentially useful) technique connecting the DG and finite volume methods which is both compact and can take larger CFL numbers closer to the finite volume methods. The resulting method is referred to as the constrained RKDG method in the sections follow. We are going to test the effectiveness of our technique in the fourth order case for 1D (while the third order case in 1D becomes a finite volume scheme) and in the third and fourth order cases on two-dimensional (2D) triangular meshes. Further study on higher order cases and theoretical analysis will be reported in the future.
Using finite volume limiting techniques on solutions computed by the RKDG method for conservation laws has been explored by many researchers. In [17, 27] , the WENO finite volume reconstruction procedures are used as the limiter on cells where the solutions supported on these cells become oscillatory. In [16] , Luo et al. developed a Hermite WENO-based limiter for the second order RKDG method on unstructured meshes following [17] . Since the RKDG method is a compact method, it would be ideal to use a compact limiting technique. It is a challenging task to use adjacent high order information in the limiting procedure to remove spurious oscillations in the vicinities of discontinuities while preserving high resolution. The first of such limiters is the TVB projection limiter by Cockburn and Shu, which uses the lowest and (limited) first Legendre moments locally where non-smoothness is detected. Other compact limiting techniques which are supposed to remove spurious oscillations using information only from adjacent cells for any orders include the moment limiter [2] and the recently developed hierarchical reconstruction (HR) [13] . Besides the above related techniques, there are also many research works of compact limiters for high order schemes on various problems. HR as a limiting technique can be applied without using local characteristic decomposition. One goal of the paper is to verify if our technique for improving the CFL number of RKDG works well with HR. In [25] , HR on 2D triangular meshes has been studied for the piecewise quadratic DG method; a partial neighboring cell technique has been developed and a component-wise WENO-type linear reconstruction is used on each hierarchical level. This new technique has good resolution and accuracy on unstructured meshes and is easy to implement since the weights on each hierarchical level are trivial to compute and essentially independent of the mesh.
In this study, we find that the constrained RKDG method increases the CFL number over the original RKDG method, and further improves the resolution of the numerical solutions limited by HR. For the 2D third order accuracy case, it also reduces the magnitude of numerical errors.
The paper is organized as follows. Section 2 describes the conservation constrained RKDG formulation and summarizes the limiting procedure. Results of numerical tests are presented in Section 3. Concluding remarks and a plan for the future work are included in Section 4.
Algorithm Formulation
In this section, we formulate the conservation constrained Runge-Kutta discontinuous Galerkin finite element method for solving time dependent hyperbolic conservation laws (2.1)
where Ω ⊂ , x = ( 1 , ..., ), is the dimension, u = ( 1 , ..., ) and the flux vectors
The method of lines approach is used to evolve the solution. The 3 and 4 ℎ order accurate TVD Runge-Kutta time-stepping methods are used for the test problems presented in the paper. At each time level the semi-discrete constrained DG method is used for spatial discretization. In the vicinities of discontinuities of the solution, the computed piecewise polynomial solution is reconstructed by the hierarchical reconstruction to remove spurious oscillations.
Conservation constrained discontinuous Galerkin Method
We describe the conservation constrained DG formulation here. First, the physical domain Ω is partitioned into a collection of non-overlapping cells ℎ = { : = 1, ..., } so that Ω = ∪
=1
. In 2D, we use triangular meshes and for simplicity, we assume that there are no hanging nodes. Let the basis function set which spans the finite element space on cell be
In the present study, we choose the basis function set to be a polynomial basis function set of degree in a cell , which consists of the monomials of multi-dimensional Taylor expansions about the cell centroid. For instance, for a 2D triangular cell , the basis function set (2.2) in the ( , ) coordinate is
where x ≡ ( , ) is the centroid of and = ( + 1)( + 2)/2 + 1. The finite element space on cell is the span of these basis functions. In each cell , the approximate solution ℎ, of the ℎ equation of (2.1) is expressed as
Let's assume that the immediate neighbors (sharing same edges) of are collected as the set { : = 1, 2, .., .} (which also contains cell ). The semi-discrete DG formulation of the ℎ equation of (2.1) is to find an approximate solution ℎ of the form (2.4) (neglecting its subscript for convenience) such that ∫
for any ℎ ∈ span{ℬ }, where n is the outer unit normal vector of . Since the approximate solution u ℎ is discontinuous across cell edges, the interfacial fluxes are not uniquely determined. The flux function F (u ℎ ) ⋅ n appearing in equation (2.5) can be replaced by the Lax-Friedrich flux function (see e.g. [20] ) defined as
where is the largest characteristic speed,
The resulting systems of ordinary differential equations can be solved by a TVD RungeKutta method [21] which builds on convex combinations of several forward Euler schemes of (2.6). Our additional conservation constraint is performed within each of the component forward Euler scheme. A forward Euler scheme of (2.6) can be written as 8) where ℒ( ℎ ) represents the right-hand-side of (2.7), which is a linear bounded functional defined on the finite element space on . The variational form of (2.8) is to find +1 ℎ in the finite element space on such that it minimizes the energy functional
Finally, our new conservation constrained RKDG formulation on cell can be described as replacing each component forward Euler scheme by finding +1 ℎ in the finite element space on , such that
Here the set { } consists of cell and its immediate neighbors. This constrained minimization problem can be solved by the method of Lagrange multiplier as follows To summarize, assume we employ a -stage TVD Runge-Kutta method to solve equation (2.6), which can be written in the form:
(2.13)
Here and are coefficients of the Runge-Kutta method at the ℎ stage, and
In particular,
This is a forward Euler scheme as in (2.7) with the time step size Δ , and will be replaced similarly by the modification as in (2.11).
Limiting by hierarchical reconstruction
To prevent non-physical oscillations in the vicinity of discontinuities, we apply HR [25] at each Runge-Kutta stage to the DG solution. Since shock waves or contact discontinuities are all local phenomena, we apply the HR limiting procedure to a small region covering discontinuities. Specifically, we employ a local limiting procedure by using a detector [4] to identify cells which may contain oscillatory solutions. HR is then applied to solutions supported on these cells. We give a brief description of the HR limiting procedure here. More details can be found in [25] .
HR decomposes the job of limiting a high-order polynomial supported on a cell (which may contain spurious oscillations) into a series of smaller jobs, each of which only involves the non-oscillatory reconstruction of a linear polynomial, which can be easily achieved through classical processes such as the MUSCL reconstruction [9, 10, 11] used in [13] , or a WENOtype combination used in [25] . Since the reconstruction of a linear polynomial can only use information from adjacent cells, HR can be formulated in multi-dimensions on a compact stencil. Using the basis function set (2.3), the approximate solution ℎ (x − x ) on cell is in the Taylor expansion around cell centroid x
(2.14)
ℎ (x − x ) may contain spurious oscillations. The hierarchical reconstruction procedure is to recompute the coefficients of polynomial ℎ (x − x ) by using polynomials in cells adjacent to (or partial neighboring cells [25] ). These adjacent cells (or partial cells) are collected as the set { } (which also contains cell ) and the polynomials (of degree ) supported on them are denoted as { ℎ, (x − x )} respectively. HR recomputes a set of new coefficients
to replace the original coefficients
iteratively from the highest to the lowest degree terms without losing the order of accuracy if the piecewise polynomial solution is locally smooth, and eliminates spurious oscillations of ℎ (x − x ) otherwise.
To obtain˜ 
where is a convex limiter of its arguments (e.g., the center biased minmod function used in [14] , or the WENO-type combination in [25] 
, for some ≥ 0 and ∑ =1 = 1. In order to find these candidates of (m) ℎ (0), |m| = , we take a ( − 1) ℎ order partial derivative of ℎ (x − x ) (and also polynomials in adjacent cells), and express
where ℎ is the linear part (containing the zeroth and first degree terms) and ℎ is the remainder. Clearly, every coefficient in the first degree terms of ℎ is in the set { (m) ℎ (0) : |m| = }. And for every m subject to |m| = , one can always take some ( − 1)
Thus, a "candidate" for a coefficient in a first degree term of ℎ is also the candidate for the corresponding (m) ℎ (0). In order to find a set of candidates for all coefficients in the first degree terms of ℎ (x−x ), we need to know the new approximate cell averages of ℎ (x − x ) on + 1 distinct mesh cells adjacent to cell , which is a key step. Assume 0 , 1 , ⋅ ⋅ ⋅ , ∈ { } are these cells and 0 , 1 , ⋅ ⋅ ⋅ , are the corresponding new approximate cell averages. For example, in order to obtain 1 , we first compute
where˜ ℎ (x − x ) is the ℎ (x − x ) with its coefficients replaced by previously computed new values. Finally we can set 1 = 1 − 1 .
More details of the HR implementation for one-dimensional test problems in this paper can be found in [26] .
Hierarchical reconstruction with local iteration
On the 2D triangular grids, for limiting the 4 ℎ order solutions, we observed the returning of small overshoots/undershoots when using the partial neighboring cell technique developed for the 3 order case. Here we introduce a local iteration technique to further reduce the small overshoots/undershoots. Assume we need to reconstruct the approximate solution
by HR, which uses information from neighboring cells (more precisely, partial neighboring cells [25] ). When all new values of the coefficients of ℎ (x − x ) have been computed, we will update ℎ (x − x ) while keeping the solution on its neighboring cells unchanged, and apply HR to reconstruct ℎ (x − x ) again. In other words, we apply HR twice to update ℎ (x − x ) with the solutions on its neighboring cells being fixed. The new iteration reduces the possible remaining overshoots/undershoots without spreading out the diffusion. We first test the capability of the constrained RKDG method to achieve the desired order of accuracy with a large CFL number, using the 1D scalar Burgers' equation
with periodic boundary conditions and the initial condition ( , 0) =
The uniform mesh is used to solve this test problem. The cell size, denoted by ℎ, is listed in Tables shown in this section. Tables 1 and 2 show the accuracy test results for the 3 and 4 ℎ order accurate constrained RKDG methods. From Table 1 , we can see that the 3 order constrained RKDG method is stable with the CFL number close to 1 (since it becomes a finite volume scheme). Tables 2 and 3 show that the 4 ℎ order constrained RKDG method becomes unstable when the CFL number is equal to 0.7; while the 4 ℎ order constrained RKDG method is stable when the CFL number is equal to 0.6. For the RKDG method, we found that the 3 order RKDG method is stable when CFL < 0.23, and the 4 ℎ order RKDG method is stable when CFL < 0.17. See Tables 4 and 5 3.00 1/1280 1.52E-9 3.00 2.44E-8 3.00 1/2560 1.90E-10 3.00 3.05E-9 3.00 1/5120 2.40E-11 2.98 3.64E-10 3.07
1D Euler equations with discontinuous solutions
We assess the resolution and the non-oscillatory property of numerical solutions computed by the constrained RKDG method and limited by HR. We compute solutions of the 1D Euler equations u + f (u) = 0 We compute the numerical solutions using 300 equal size cells and the 4 ℎ order constrained RKDG method and the 4 ℎ order RKDG method respectively. The density profiles of the solutions are plotted at the time = 1.8 in Fig. 1 From these 1D compressible gas flow test problems, we conclude that the constraint RKDG method combined with HR limiter, gives good quality results for problems containing strong shock waves in the solution.
Two-dimensional Tests
We start with the 2D Burgers' equation
with a smooth solution to assess the limit of the CFL number for the 3 and 4 ℎ order constrained RKDG method. We then employ the Euler equations for gas dynamics to assess the resolution of the constrained RKDG method. The 2D Euler equations can be expressed in a conservative form as
where u = ( , , , ), f (u) = ( , we use the following definition of the CFL number, which is the maximum of
where is the diameter of the inscribed circle of a triangle, is the speed of sound and |u|, defined by (|u| = √ 2 + 2 ), is the speed of flow. Both and |u| are evaluated by the local cell average value.
2D Burgers' equation with a smooth solution
To assess the CFL condition for the constrained RKDG method, we first utilize the 2D Burgers' equation (3.1) with the following initial condition and the periodic boundary condition ( = 0, , ) = We found that the 2D 3 order constrained RKDG method is stable when CFL ≤ 0.36; while the 2D 3 order RKDG method is stable when CFL ≤ 0.23. Tables 6 and 7 show the accuracy test results of the constrained RKDG method when CFL = 0.34 and 0.36 respectively. Tables 8 and 9 show the accuracy test results of the RKDG method when CFL = 0.22 and 0.23 respectively.
The constrained RKDG method improves the CFL number over the RKDG method by about 50% for the 3 order case on triangular meshes for solving the 2D Burgers' equation. Moreover, we note that the magnitude of 1 and ∞ errors of the numerical solution of this test problem computed by the constrained RKDG method is less than that computed by the RKDG method. See Tables 6 and 8 for this comparison.  Tables 10 and 11 
2D Euler equations with a smooth solution
A two-dimensional gas dynamics problem [20] for the Euler equations is used to assess the CFL condition for the constrained RKDG method on triangular meshes again. The exact solution is given by = 1 + 0. We found that the 2D 3 order constrained RKDG method is stable when CFL < 0.36; while the 3 order RKDG method is stable when CFL < 0.25. Tables 14 and 15 show the accuracy test results of the constrained RKDG method when CFL = 0.35 and 0.36 respectively. Tables 16 and 17 show the accuracy test results of the RKDG method when CFL = 0.24 and 0.25 respectively.
The constrained RKDG method improves the CFL number over the RKDG method by about 50% for the 3 order case on triangular meshes for this test problem. We also note that the magnitude of 1 error of the numerical solution of this gas dynamics test problem computed by the constrained RKDG method becomes less than that computed by the RKDG method under the mesh refinement. See also Tables 14 and 16 
2D Euler equations with discontinuous solutions
We test 2D problems with discontinuities in solutions to assess the non-oscillatory property of numerical solutions computed by the 2D constrained RKDG method together with HR We test our method on unstructured meshes with the triangle edge length roughly equal to Fig. 7 is the contour plot of the numerical solutions computed by the 3 order RKDG and constrained RKDG methods respectively. Fig. 8 shows the "blown-up" portion around the double Mach region. We can see that while both of the RKDG and constrained RKDG methods successfully reproduce the vortex sheet roll-up; the solution computed by the constrained RKDG method is better than the one computed by the RKDG method, namely the constrained RKDG method picks up more roll-up and computes smoother contour lines. Example 3.2.3.4. Flow past a forward facing step. This flow problem is again taken from [23] . The setup of the problem is the following: a right-going Mach 3 uniform flow enters a wind tunnel of 1 unit wide and 3 units long. The step is 0.2 units high and is located 0.6 units from the left side of the tunnel. The problem is initialized by a uniform, right-going Mach 3 flow, which has density 1.4, pressure 1.0, and velocity 3.0. The initial state of the gas is also used at the left side boundary. At the right side boundary, the out-flow boundary condition is applied there. Reflective boundary condition is applied along the walls of the tunnel. The corner of the step is a singularity. Unlike in [23] and in other studies, we do not modify our scheme near the corner, which is known to lead to an erroneous entropy layer at the downstream bottom wall, as well as a spurious Mach stem at the bottom wall. Instead, we use the approach taken in [4] , which is to locally refine the mesh near the corner, to decrease these artifacts. The edge length of the triangle away from the corner is roughly equal to . Near the corner, the edge length of the triangle is roughly equal to 1 320
. Fig. 9 is the contour plot of the numerical solutions computed by the 3 order RKDG and constrained RKDG methods respectively. Comparing results in Fig. 9 , we can see that the resolution of the 
Remark on Computational Cost of Constrained RKDG Method
To estimate the computational cost of the (third order) constrained RKDG method, we use the 2D Burgers' equation with a smooth solution as a test case. See Section 3.2.1 for the description of this benchmark problem. We employ a mesh with the triangle edge length roughly equal to 1 128 . The code is written in C and is compiled with "g++ -O3". Simulations are performed on a Linux workstation with an Intel i7 2.93 GHz processor. Table 22 shows cpu times spent by the RKDG and constrained RKDG methods for CFL = 0.2 and 0.3 respectively. To conclude, when CFL = 0.2, the cpu time of the constrained RKDG method is about 12% more than that of the RKDG method; while the constrained RKDG method with CFL = 0.3 saves about 26% cpu time over the RKDG method with CFL = 0.2. 
Concluding Remarks
We have developed a conservation constrained RKDG method for solving conservation Laws. The new formulation requires the computed RKDG solution in a cell to satisfy additional conservation constraint in adjacent cells and does not increase the complexity or change the compactness of the original RKDG method. This conservation constrained RKDG method improves the CFL number over the RKDG method as well as the robustness of the RKDG scheme. The CFL number is improved around 2 ∼ 3 times for the 4 ℎ order case and 50% for the 3 order case on 2D triangular meshes, and 250% for the 4 ℎ order case in 1D. Moreover, for the multi-dimensional smooth solution test problems, the 3 order constrained RKDG method also reduces the magnitude of the solution error (as least for 1 error). For the multi-dimensional test problems with discontinuous solutions, the constrained RKDG method together with HR limiter also improves the resolution of numerical solutions (for the 3 order case).
In the future, we will explore the higher order (> 4) constrained DG formulation in multidimensions with TVD Runge-Kutta time-stepping as well as other time-stepping methods and develop better compact limiting methods so that we will be able to study shock wave problems better. 
