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A Foveated Silicon Retina for Two-Dimensional
Tracking
Ralph Etienne-Cummings, Member, IEEE, Jan Van der Spiegel, Senior Member, IEEE, Paul Mueller, and
Mao-zhu Zhang

Abstract—A silicon retina chip with a central foveal region
for smooth-pursuit tracking and a peripheral region for saccadic
target acquisition is presented. The foveal region contains a 9 9
dense array of large dynamic range photoreceptors and edge
detectors. Two-dimensional direction of foveal motion is computed
outside the imaging array. The peripheral region contains a sparse
array of 19 17 similar, but larger, photoreceptors with in-pixel
edge and temporal ON-set detection. The coordinates of moving or
flashing targets are computed with two one-dimensional centroid
localization circuits located on the outskirts of the peripheral
region. The chip is operational for ambient intensities ranging over
six orders of magnitude, targets contrast as low as 10%, foveal
speed ranging from 1.5 to 10K pixels/s, and peripheral ON-set
frequencies from 0.1 to 800 kHz. The chip is implemented in
2- m well CMOS process and consumes 15 mW (
= 4 V)
in normal indoor light (25 W/cm2 ). It has been used as a person
tracker in a smart surveillance system and a road follower in an
autonomous navigation system.
Index Terms—Centroid-localization chip, foveated silicon retina,
motion chip, target-tracking chip, vision chip.

I. INTRODUCTION

I

N ORDER to maintain camera focus on a subject who is
moving around in the environment, target tracking is required. The freedom for the subject to roam is desirable in many
situations such as teleconferencing, video telephony, and distant learning classrooms. Furthermore, camera pointing or target
tracking has many applications in manufacturing, surveillance,
navigation, and robotics [1]–[3]. Moreover, tracking a moving
target stabilizes its location on the imaging plane, which makes
various image analysis, understanding and visual serving tasks
much more tractable [4]–[6].
For consumer electronics and mobile robotics applications,
the tracking system must be inexpensive, low power, compact,
and must work for a wide range of ambient lighting, target
speed and distance. The dynamic range, cost, power, and size
requirements eliminate traditional methods of using infra-red or
CCD-and-CPU approaches in realizing these tracking systems.
On the other hand, spplication specific integrated circuits
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(ASIC’s) are ideal for implementing compact computational
systems. Furthermore, biology employs time-tested algorithms
for oculomotor control that can inspire ASIC implementations.
Consequently, in the last few years, there has been a push to
mimic biology in developing VLSI computational sensors for
visual information processing [7], [8]. Biological systems have
similar power, space and computational constraints to compact
VLSI electronics [9].
A direct imitation of biology, however, is not always desirable [10]. Horiuchi has implemented successful tracking systems that are parsimonious imitations of their biological master,
but they are electronically and physically bulky, i.e., they require complicated circuitry, with many manually-set biases that
occupy multiple chips [11]. The work presented in this paper attempts to model the function of many biological structures/subsystems involved in two-dimensional (2-D) visual gaze control on a single VLSI chip by using a hybrid of biomimetic
analog circuits and traditional digital approaches. The result is a
low-power compact vision chip that, when interfaced with a pair
of motors, can perform target acquisition saccades and smooth
pursuit tracking movements. This system is unique in its use of a
spatially variant layout and arbitration between smooth pursuit
(in fovea) and saccadic acquisition (in periphery) to improve the
tracking process, similar to primate visual tracking. With the exception of the motor drivers, little additional circuitry is required
for successful visual tracking.
II. PREVIOUS WORK AND SIGNIFICANCE OF OUR CHIP
The significance of this chip can be appreciated in four
ways. First, this chip is a complete realization of visual smooth
pursuit tracking and acquisition saccadic system at the focal
plane. Second, the physical and control architecture takes
advantage of a 2-D spatially variant layout of receptors to
improve the tracking process while reducing the complexity,
thus power consumption and area usage, of the focal-plane
circuits. Third, smooth pursuit circuits in the fovea uses one
of the most compact direction-of-motion detection circuits in
literature. Lastly, the target localization in the periphery also
uses a very compact centroid computation circuit based on
latched row and column address spatiotemporal events.
A. System Overview
Although monocular approaches have been reported, visual
tracking systems have been primarily implemented using binocular systems [12]–[16]. These systems, which use standard
CCD cameras, frame-grabbers, and workstations or parallel
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computers, are attractive because of the flexibility offered by
their software implementation [15]. The main drawback of
the CCD-CPU approach is their large size and high power
consumption, which is worse in the binocular case. However,
the advent of high-speed board computers will reduce their
form factors significantly, but the power consumption will not
improve. There are a few commercially available systems, but
as can be expected, they are quite expensive (many thousands
of dollars). We do not expect our approach to be as accurate
and flexible as the CCD-CPU systems, but it will be considerably smaller and, other than the motor drivers, completely
self-contained. Furthermore, it will use considerably less
power, which will allow its integration into systems with small
power budgets, such as mobile and flying robots.
ASIC’s realization of visual target tracking has mainly followed biological models [11], [17]–[19]. The most complete implementation of the primate oculomotor control system was reported by Horiuchi and collaborators [11], [19]. Their system includes saccadic, smooth pursuit, learning for post-saccadic drift
correction and attention circuits. However, by virtue of his faithfulness to biology, the system is restricted to a one- dimensional
array of receptors, is distributed among many chips and requires
a number of manually set voltage and current references. While
our approach does not have the sophistication of Horiuchis, we
have implemented a 2-D array modeling the basic functions of
the primate oculomotor system.

B. Physical, Computation, and Control Architecture
It has been argued that a foveated image sensor is a required
part of any vision system if limited computational hardware
is available, if data compression is required and if power
economy is important [20], [21]. Considerable data compression is realized with a log-polar imaging array, as found in
the primate retina. In the same way, the exponential decay in
receptor density with eccentricity reduces the total number of
receptors while covering the same visual field, thus requiring
less energy to power the array. Furthermore, the receptor
layout is ideal for target tracking because only radial motion
detection is required [22]. Not many log-polar imagers have
been implemented, however [22]–[24]. In addition, little, if
any, focal-plane processing is performed on these log-polar
imagers. The main reason for the limited number of examples
is that the layout of the receptors and computation circuits is
difficult and not always area efficient. Our chip also exhibits a
spatially variant organization of photoreceptors. However, two
distinct regions, the fovea and periphery, with constant pixel
densities arranged on a rectangular grid are used instead. The
rectangular grid simplifies design process and reduces the complexity of the motion and centroid circuits. The density ratio
between the two regions is four; power consumption is reduced
approximately four-fold compared to a large array of foveal
cells. Furthermore, the rectangular layout allows efficient area
usage with Manhattan rules. In our system, motion detection is
computed in a divergent manner to mimic the radial property
of the log-polar arrays. Our chip is unique because it combines
a spatially variant layout with all focal-plane computation
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for saccadic generation (in the periphery) and smooth pursuit
tracking (in the fovea). The direction-of-motion in the fovea
and the location of spatiotemporal edges in the periphery
are immediately available for motor control uses. A simple
arbitration state machine is used to decide whether to pursue
or saccade.
C. Direction-of-Motion Detection in the Fovea
Focal-plane detection of the direction-of-motion has been realized by either using computationally inspired gradient-based
model or biologically based local correlation [25]–[32]. It is
generally accepted, however, that the local correlation method
is more robust and less sensitive to noise [27]. The latter statement is incontrovertible when speed and direction is required,
but less absolute in the direction only case, as shown in [29].
Because motion-sensor designers have been driven by a desire
to integrate high-density arrays of detectors at the focal plane
while maintaining a wide response dynamic range, the compactness of the design (in terms of minimum transistors/pixel and capacitance/pixel) has been a major design goal [32], [34]. In our
chip, the measurement of foveal speed is deemed dispensable
in order to realize a tight direction-of-motion detection circuit.
Because only the direction of motion is computed, the effects of
the aperture problem become less relevant [35] and only motion
normal to edges are detected. With speed eliminated from the
motion-detection circuits, the foveal pixel is extremely small,
using only 20 transistors and 0.2 pF of capacitance (2 of the 20
transistors) for two directions per pixel ( 4 transistors if four
directions required). With a smaller edge-detection circuit, only
13 transistors would be needed [33]. The 13 transistors implementation is potentially the smallest direction-of-motion circuit
reported [7], [34].
D. Motion Centroid Localization
Implementation of centroid localization has been either completely analog or completely digital. The analog implementations, realized in the early 1990’s, used focal plane current mode
circuits to find a global continuous time centroid of the pixels’
intensities [18], [36]. On the other hand, the digital solutions
use standard CCD cameras, A/D converters, and DSP/CPU to
compute the intensity centroid [37]. These software approaches
offer multiple centroid localization with complex mathematical
processing. However, they suffer from the usual high power consumption and nonscalability of traditional digital visual processing systems. Our approach is novel in many aspects. We
benefit from the low power, compactness, and parallel organization of focal-plane analog circuits and the speed, robustness, and
standard architecture of asynchronous digital circuits. Furthermore, it uses event triggered analog address readout, which simplifies the centroid localization problem. Our chip responds to
translating or flashing targets only by using the ON-set detectors
in each pixel. This reduces the impact of textured backgrounds
on the centroid computation. Lastly, our chip models both the
primate retina and two dimensional saccade motor error maps
of superior colliculus on a single chip [38]. Previous work only
realized a one-dimensional model using multiple chips [19].
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Fig. 2. Arbitration state machine for switching between foveal target tracking
(smooth pursuit) and peripheral target acquisition (saccade generation).
Fig. 1. Organization of the foveal and peripheral regions.

III. HARDWARE IMPLEMENTATION
A. The Visual Tracking Strategy
The tracking strategy employed in our chip follows the saccade/smooth pursuit interplay found in the primate oculomotor
system [39]. As seen in Fig. 1, the imaging plane is divided into
foveal and peripheral regions. The peripheral region identifies
a translating or flashing (i.e., moving) target, determines the location of its centroid, and initiates a saccade to foveate it. Saccadic generation is one of the functions of the primate superior
colliculus, and we model this function in a very superficial way
[38]. Here, a target is defined to be one or more pixels forming
the edge of the target. The centroid is computed on row and
column events that carry no information about the contrast of the
edges, other than the fact that they possess the spatiotemporal
attributes to trigger ON-set detectors within the peripheral pixels.
Hence, a positional average of moving edges is computed.
The foveal region prevents translating targets from leaving
its area by matching the targets’ motion with small corrective
movements that force the targets toward the center of the fovea.
When a stationary flashing target is foveated, the fovea does not
detect translation, continues to look at the target for a prescribed
time period, and then returns attention to the periphery. In primates, the smooth pursuit mechanism involves the visual cortex
and is a complex system [39]. In this chip, we mimic the function of the primate smooth-pursuit mechanism, but implemented
with ideas borrowed from other organizms such as the rabbit’s
retinal motion sensitivity and the fly’s motion-detection system
[26], [45]. To simplify the motion-detection circuits, velocity
estimation is not performed, even though velocity matching is
the basis of the primate smooth-pursuit system. Consequently,
the smooth-pursuit mechanism adopted here is predicated on the
detection of small displacements of the target from the center of
the fovea, followed by immediate pixel-spacing sized corrections. In the limit that the pixel-spacing and correction-reaction
time approach zero, the correction movements approach smooth
pursuit, but realized with a discrete stop-look-measure-correct
strategy. The direction-of-motion detection circuits are organized to measure only motion away from the center of the fovea.
Hence, a maximum of two motion components are computed
per pixel, which further reduces the size of the motion-detection circuits. To reduce the pixel spacing, all motion detection
is performed outside the imaging array.

As shown in Fig. 2, the state machine mediates the switching
between saccade (target acquisition) and smooth pursuit (target
tracking). The state machine favors tracking by allowing the
chip to track any motion detected in the fovea. The operation
scenario is described as follows.
A translating or flashing target is detected in the periphery while no motion is measured in the fovea (
). The 2-D location of the target is computed. The
motor system places the target in the fovea with a ballistic,
),
open-loop movement. If the target is translating (
it is tracked. If, at any time, the target stops translating on
the fovea, a timer ( ) is started. If the target starts moving
again, the timer is reset and tracking resumes. If the timer
expires, then the target is assumed to have either left the
fovea or is no longer of interest. The acquisition circuit
is reset, by acknowledging the last target location, and a
new target search begins in the periphery. At any time, if
motion is detected in the fovea (
), then the acquisition search is abandoned and tracking resumes. On the
other hand, if a target is detected in the periphery before
), then
any motion is detected in the fovea (
the target is acquired into the fovea and the process starts
anew.
This approach allows the system to mostly execute fine
smooth-pursuit tracking and to perform coarse saccadic motions only to acquire new targets or to reacquire targets that
escape from the fovea. The circuits for the state machine have
been implemented both on-chip and using off-chip glue logic.
The most flexible approach uses a micro-controller that is part
of the motor driver system. The micro-controller program sets
the timer ( ) value, converts the analog target location into a
digital address, generates a pulse-width-modulated ( ) acquisition signal (for stepper motors), controls the foveal correction
step size, and communicates with the chip. All this processing
is realized with a single PIC16C74A micro-controller, running
at 20 MHz.
B. The Fovea
The center of the chip contains the foveal region where the
photosensitive elements and edge-detection circuits are packed
densely. To improve the spatial resolution of the fovea, the motion-detection circuits are separated from the fovea and placed
at the bottom of the light sensitive area (see Fig. 11). The fovea
computes divergent 2-D direction-of-motion, as shown in Fig. 3.
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Fig. 4.
Fig. 3. Motion-detection architecture of the fovea. Only divergent motion is
computed.

A global vector for the entire fovea is obtained. This vector provides the signals for fine motor control to maintain fixation on
a moving target.
The details of the phototransduction and edge-detection
approaches used in this chip have been described elsewhere
[30], [40]. Slight modifications are made, however, to improve
the compactness of the circuits. Phototransduction is realized
using parasitic p-n-p transistors in an n-well CMOS process.
Because the phototransistor is relatively large at 4144 m (to
improve the fill factor), it produces a substantial current, up to
many microamperes, such that its response speed does not limit
the tracking procedure severely. Compressive gain control is
realized using a current mirror configuration (see Fig. 4) that
provides a squared logarithmic relationship in low light, and a
) linear relationship in bright light. That is, in
scaled (gain
the former case, the diode transistor is in weak inversion while
the output transistor is in strong inversion, while in the latter
case they are both in strong inversion with the aspect ratio of
the output transistor small than that of the diode. This local
gain-control mechanism allows a scene with a wide range of
light intensity to be imaged, without saturating any pixel. Pixel
saturation is a problem in most integration-based imagers,
such as CCD and CMOS arrays, that use global gain control
mechanisms (pixel integration times) [41]. (Some CMOS
imagers, however, try to solve the dynamic range problem
[42].) Low-intensity details are lost in the presence of a bright
source. Logarithmic range compression is found in the primate
retina [43].
In our system, edge detection is used to improve the robustness of the motion-detection circuits [30]. Again, contrast-detection circuits are also found in the primate’s retina. Using an
approximation of a Laplacian edge detector with high gain, implemented as a difference between the image and a smoothed
version, the gray-scale intensity image is converted into a binary
image of edges. Edge detection normalizes contrast, accentuates spatial discontinuities, and reduces sensitivity to full-field
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Phototransduction, range compression, and edge-detection schematic.

fluctuations in ambient light (as a result of florescent lights, for
example). The reduction in sensitivity to full-field fluctuation is
obtained because the edge-detection circuits only respond contrast differences. Provided that contrast does not decrease significantly during fluctuation of the ambient intensity, the output
of the edge-detection signal level remains large enough for the
motion and ON-set circuits to be unaffected.
Because the edge-detection circuit has a high gain, a small
difference in contrast produces almost full-scale swing. This occurs at the maximum temporal response speed of the circuit.
Consequently, the temporal differentiators used in motion detection use small capacitors. More details on the benefits of edge
detection in focal-plane motion-detection circuits can be found
in reference [30]. Fig. 4 shows the schematic of the photoreceptors and edge-detection circuits. Equation (1a) gives the gain
control relationships for the pixel under typical operating conditions, i.e., in normal room light. Typically, the aperture of the
optical system is used to shift operation in the logarithmic region. Equation (1b) gives the transfer function of the edge-detection circuit, where
is the discrete Laplacian operator on
a square grid. An ideal discrete Laplacian is approached as
gets larger (
in our case) and

or
(1a)

(1b)
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Fig. 5. The direction-of-motion detection schematic. Two directions are
determined per cell.

The motion-detection scheme adopted in this chip is based
on a velocity-detection circuit developed for focal-plane implementation [30]. Speed, however, is not measured. The direction-of-motion algorithm is modeled after the fly’s visual motion system [26], and correlates an edge appearance event at a
pixel with the disappearance events from its neighbors. The direction is gleaned from which of the neighbors the edge disappeared. The appearance of an edge at a pixel is given by the
ON-set (positive temporal transient) of the edge-detector output,
while the disappearance is given by the OFF-set (negative temporal transient). The correlation is implemented with a simple
current NAND gate, which is implemented with pass transistors.
The temporal decay times of the ON- and OFF-set detectors must
account for the transit time between pixels. Because a single
“vector” is obtained for the entire fovea, all the Left, Right,
Up, and Down signals from all the pixels are line-OR gated into
global signals, respectively, as shown in Fig. 3. Simultaneous
signaling of opposite directions, which can happen as a target
approaches the chip (known as looming), can be easily taken
into account by motor control firmware, by computing the sign
of the difference between the number of Left (Up) and Right
(Down) motion pulses per unit time. Here, the firmware solution was used because it offers more flexibility. Fig. 5 shows the
schematic of the motion-detection circuit. Equations (2a)–(2b)

give an approximation of the output current of the current ON
gate for an edge moving with positive velocity. Both transistors, labeled ON and OFF, are assumed to be operating in the
linear region. In the ideal case, the edge must disappear from a
pixel before it can appear at a neighbor. Then the motion current is given by (2a)–(2b). In this case, the correct motion is
detected if the ON-set detector has a short time-constant (i.e.,
is large) and the ON-set detector has a large time constant
is small). No motion is signaled for movement in
(i.e.,
) because the second term in
the opposite direction (i.e.,
. A negative current
the numerator of (2a) will vanish at
in through the NAND gate is not possible. In the equation,
is the speed of motion, is the displacement between pixels,
is the bias current for Right motion, and , , and
are
the capacitance and discharge currents of the transient detectors. Because it is not possible to probe the transient detectors
without affecting their behavior (a large series capacitance to
ground will be added), we used SPICE to simulate their response
for a moving thin bright bar, which is shown in Fig. 6. In the
hardware system, as an edge moves from a pixel to a neighbor,
the resistive grid forces the edge-detector output signal to rise
at the neighbor before it can fall at the pixel. This is visible in
the simulation, Fig. 6, since a neighbor reaches near maximum
before the previous pixel begins to fall. Consequently, the role
of the ON- and OFF-set time constants are reversed. The correct motion current is still obtained, and is now given by (3).
is
In the equation, the effective “inter-pixel transit time ”
a fraction of the actual transit time, but is still inversely proportional to the speed of motion. An additional benefit the effective
shortening of the transit time is that slower speed movements
can be detected with smaller time-constants because the overlaps between OFF- and ON-sets are closer in time. Experimental
results presented in the next section illustrate the relationships
between neighboring pixels’ edge and motion-detection outputs
(see (2a), (2b), and (3), shown at the bottom of the page).
The dynamic range of the motion-detection circuit is governed by the response times of the phototransduction and temporal transient-detection circuits. For slow-moving targets, the
low-frequency cutoff of the transient detector limits the detection of motion. The temporal transient detector is implemented
with a current source and capacitor, as shown in Fig. 5, which

(2a)

Sign

(2b)

(3)
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Fig. 6. SPICE simulation of the direction-of-motion detection sequence for
a bright spot moving to the right. Top panel shows the edge-detection outputs
of neighboring cells. Next two panels show the ON- and OFF-set detection for
neighboring cells. Last panel shows the correlation of the ON- and OFF-sets to
detect direction-of-motion.

gives a low-frequency cutoff of
. The smallest value
of the discharge current is limited by the leakage current of the
source diffusion of the current source, and allows a maximum
inter-pixel transit time of about 2.5 s, which corresponds to a
best-case speed 0.4 pixels/s in the dark. The high end is limited
by the response time of the phototransduction, which is ambient intensity dependent; the brighter the ambient, the higher
the maximum speed detectable. Mainly, the time for the photoreceptor to turn off is the limiting factor. Equation (4) gives
the approximate turning off response time. In the low ambient
case, the load pMOS is assumed to be in weak inversion with
(a process parameter). In bright
ambient, the pMOS is assumed to be in strong inversion. The
worst-case response time is obtained for transitions from low
light to dark. The measured dark current for the phototransistors is 18 pA and the calculated capacitance, based on process
parameters, at the emitter is 0.51 pF, which predicts an off-response time of 1.5 ms, which corresponds to a maximum speed
of 0.69K pixels/s. This is very close to the measured value of
0.64K pixels/s in 2.5 W/cm . As the intensity increases, the
maximum speed also increases, but slower than linearly, because the load transistor emerges from weak inversion

(4)

C. The Periphery
Surrounding the fovea is the peripheral region, where the centroid of a moving target is computed. In the periphery, high- resolution imaging is not required. Hence, the phototransduction
and spatiotemporal edge-detection circuits, required to realize
the centroid computation, are placed within each cell. Centroid
localization is performed outside the periphery array. The size
of the phototransistors is also increased so that fewer cells can
be used to cover a large area, thus reducing the power consumption of the chip. The larger phototransistors do produce larger
currents; however, the increase in photocurrent is not compa-
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Fig. 7. Layout of the peripheral region. Centroid location is determined using
row and column spatiotemporal events on the boundary of the region.

rable to the bias current of the edge-detector circuit. Each cell
must, however, be smaller than the fovea such that it can be successfully centered within the fovea. Fig. 7 shows the floor plan
of the periphery.
The periphery contains similar photoreceptor and edge detection as the fovea. The phototransduction load transistor is resized to accommodate the larger photocurrent. The spatiotemporal edge of the image is given by the temporal ON-set of
the spatial edge. The temporal transient detectors are similar
to those in the fovea. The row and column location of spatiotemporal edge is broadcast to the centroid computation circuit, where analog and coordinates are generated and output.
The mathematical computation of the centroid of an object
determines the intensity weighted average of the position of the
pixels forming the object. Equation (5) shows this formulation.
The implementation of this representation can be quite involved
because a product between the intensity and position is implied
[36]. To eliminate this requirement, the intensity of the pixels
can be normalized to a single value within the object. Normalization of the intensity using a simple threshold is not advised
because the value of the threshold is dependent on the brightness of the image and the number of pixels forming the object
may be altered by the thresholding process. To circumvent these
problems, we take the view that the centroid of the object is defined in relation to its boundaries. This implies that spatiotemporal edge detection (second order spatial derivative of intensity
and ON-set transient) can be used to highlight the boundaries of a
moving object, and position labeling can be used instead of normalized intensity. Subsequently, the centroid of spatiotemporal
edge events is computed. The modified centroid in (5) is then
realized by projecting the edge events onto the - and -axis
and performing two linear centroid determinations, and Fig. 8
shows this process
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Fig. 9. Computation of the position of the edges of the target using a resistive
array. The location of the centroid is represented by an analog voltage.
Fig. 8. Computation of centroid using the average position of spatiotemporal
edges of a target.

and

(5)

The centroid is computed using a resistance grid to associate the position of a column (row) with an analog voltage.
In Fig. 9, the positions are given by the voltages . By activating a column (row) switch when a pixel of the edge image appears in that column (row), the position voltage corresponding
to the column (row) is connected to the output line through the
switch impedance . As more switches are activated, the position voltages are shorted through identical resistors to an output
line. The average of the voltages, i.e., (5), is obtained. Clearly,
because no buffers are used (to reduce power consumption) to
isolate the position voltages, as more switches are activated, the
position voltages will also change. This does not pose a problem
because the switch resistors are designed to be larger than the
position resistors (the switch currents are small compared to
the grid current). Equation (6) gives the error between the ideal
centroid and the switch loaded centroid in the worst case when
. In the equation, N is the number of nodes,
is the
and
are the locations of the
number of switches set, and
first and last set switches, respectively. This error decreases as
gets larger, and vanishes as
approaches infinity.
The terms represent an ascending ordered list of the activated
may correspond to column five, for example. This
switches;
circuit is compact because it uses only a simple linear resistive
grid and MOS switches. It is low power because the total grid
resistance N.R can be large, approximately 0.5 M . It can be
fast when the parasitic capacitors are kept small. It provides an
analog position value, but it is triggered by fast digital signals
that activate the switches
(6)
When an edge event is detected and the centroid is computed,
the result persists until cleared by an external signal. Hence, as
the object moves, a temporal average of the locations visited by
the object is obtained. Typically, the circuit is allowed to accumulate spatiotemporal events over a predefined short temporal

Fig. 10.

Schematic of the peripheral cells and the centroid localization circuits.

window. In this way, a robust centroid is obtained which accounts for the temporally distributed response of low fill factor
focal-plane image processors. That is, not all pixels belonging to
the same moving object respond simultaneously. Fig. 10 shows
the schematic of the centroid computation circuit.
The response dynamic range of the centroid localization circuit is also limited by the frequency cutoff of the transient detector and the turning off time of the photoreceptors. At the low
end, the diode leakage current at the drain of the current source
limits the minimum frequency of operation. Because space is
abundant in the periphery, the capacitance of the transient detector is increased by an order of magnitude. Consequently, the
minimum detectable intensity flicker frequency that will trigger
the ON-set detector is smaller than 0.1 Hz. The highest frequency
is ambient dependent, limited by the response time of the phototransduction circuit. The dark current and phototransistor capacitance, however, are much larger for the peripheral cell. Because the dark current is large, the strong inversion formulation
of the turning off time in (4) applies. For a dim to dark transition
with a measured dark current of 0.2 nA, calculated load capacof 15 A/V , and drawn load transistor asitance of 4.5 pF,
pect ratio of 9, the computed worst-case bandwidth is 51.6 kHz.
This value is also close to the measured bandwidth of 63 kHz in
2.5- W/cm ambient intensity. In practice, the current source
is biased for a low frequency cutoff above 60 Hz. This reduces
false ON-set triggering due to florescent lights. The false triggering is further reduced by the edge-detection circuit, which is
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Fig. 11.

Micrograph of the foveated tracking chip.
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current for many pixels on many chips that are fabricated in the
same run. The plotted current is measured at the output of M2 or
M3 in Fig. 4 and is not the direct photocurrent from the phototransistor. The variation—whose range is indicated by the error
bars—among pixels is less for peripheral pixels ( 10%) than
fovea pixels ( 20%). This is due to the larger sizes of the phototransistors and range compression circuit transistors M1–M3 in
the periphery, which promotes better matching. Secondly, due
to the larger currents in the periphery, the M1–M3 transistors
spend little of their operation range in weak inversion, which
again promotes matching. The effects of improved matching for
larger currents, which is explored in reference [44], are also illustrated by the reduction in the variation in output current as
ambient intensity increases. The plot shows the six orders of
magnitude over which the range compression circuit provides
useful output. For smaller ambient intensities, the output current
is too small for the edge-detector circuit to respond. The directly
measured dark currents for the fovea and peripheral phototransistors are 18 and 200 pA, respectively. These small currents,
which vary among cells, coupled with other leakage currents
and mismatches in the circuit produce offsets in the edge-detector outputs. In some cases, although rare, the offsets can be
so large that a cell appears to be stuck high or low.
B. The Edge Detector

Fig. 12. Measured photosensitivity of the range compression circuit. Six
decades of light intensity are compressed into are decades of output current.

mostly nonresponsive (expect when the trough of the oscillation
is too low and the photodetector outputs no current) to full-field
fluctuations in ambient intensity. Fig. 11 shows a micrograph of
the chip.
IV. RESULTS
A. The Photoreceptor
The first layer of the chip consists of the phototransistors and
range compression circuits. In both the periphery and fovea,
similar circuits are used. However, the larger phototransistor in
the periphery is equipped with a range compression circuit that
reduces the output current such that the edge-detecting circuit
receives roughly the same current as the fovea for the same ambient intensity. In practice, the current from the range compression circuit is slightly larger in the periphery for all intensities.
Fig. 12 shows the measured compressed photoreceptor output

The second processing stage of both the foveal and peripheral cells is edge detection using the discrete approximation of
a Laplacian operator, as given by 1(b). The relevant measured
characteristics of this circuit are the spatial impulse response
Fig. 13(a), temporal response Fig. 13(b), and contrast sensitivity
Fig. 13(c). The error bars in Fig. 13(a) show the standard deviation of the output voltages. Here, the min–max range does not
give a clear picture of the variation among cells because some
cells, 3% for both regions, can be stuck on or off. The spatial
impulse response is measured for 100% contrast white line in
25- W/cm ambient light. Due to the slightly larger current in
the periphery, the peak-to-peak voltage is larger and the space
constant is smaller for the peripheral edge detectors.
The temporal trace is obtained for a dark to bright edge
moving past the chip. The measured peak-to-peak signal as a
function of calculated edge speed is also plotted in Fig. 13(b).
The experiment is conducted using a flashing red LED on
a white background, and the equivalent edge speed for the
flashing frequency is computed by assuming that the response
time corresponds to the transit time between adjacent pixels.
The plot shows the slightly larger peak-to-peak voltage for
the peripheral cells, which result from their slightly smaller
space constant. Also visible in Fig. 13(b) is the lowering of
the peak-to-peak signal value caused by an increased leakage
current to ground at the source and drain of the lateral transistors (used to implement resistors). The signal shifts negatively
with increasing light. The minimum value of the signal, which
is constrained by the bias current of the differential pair in
the edge-detector circuit, remains constant. Consequently, the
magnitude of the peak-to-peak voltage decreases. Increasing
ambient light intensity increases the bandwidths of both types
of cells as the response time of the range compression circuit
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(a)

(b)

(c)

Fig. 13. Measured characteristics of the edge-detection circuits. (a) Spatial impulse response. (b) Temporal response. (Top) Oscilloscope trace of a pixel as a
bright-to-dark edge moves to the right. (Bottom) Magnitude of the frequency response plotted in terms of equivalent target speed. (c) Contrast sensitivity, where
contrast is defined as the magnitude of the difference/sum of intensity across an edge.

decreases. The larger bandwidth of the peripheral cells compared to the foveal cells, due to their larger phototransistors, is
also visible.
Fig. 13(c) shows the contrast sensitivity of the edge-detector
circuits. Here, contrast is defined as the difference/sum of
brightness across an edge. The data is collected by presenting
gray-scale edges to the chip and recording the output voltage
of the edge-detector circuits. Each data point represents an
average of many pixels in ambient intensities of 2.5-, 25-, and
250- W/cm (realized using neutral density filters). The error
bars show the standard deviation of the variations observed
between pixels, which are mainly introduced at the lowest
ambient intensity. Consistent with the sharper spatial tuning
and higher gain of the peripheral cells, their contrast sensitivity
is also larger. Depending on the pull-up bias currents on the
global motion and row/column event lines, the system can
respond to contrast as low as 10%. Setting the minimum
detectable contrast to such a low value, however, also increases
the chip’s sensitivity to florescent lights. Typically, the circuits
are biased for minimum contrast sensitivity of 20%.
C. Foveal Motion
The motion-detection circuit in the fovea produces a pulse
train on the Left, Right, Up, and Down global motion lines
when a target moves away from the center in any of these directions. Clearly, a looming target will signal motion in all directions simultaneously. The directions with the fastest motion,
however, will have more motion pulses per unit time because the
target will traverse more pixels along the faster direction. Consequently, using temporal integration and subtraction of opposite
motion allows the faster direction to dominate. In a smooth pursuit scenario, the motor action itself acts as a pulse integrator
because movements in the direction with more pulses will be
matched more often than the opposite direction.
During testing, we observed that the edge-detection circuit allows the edge to appear at a neighbor before it has completely
disappeared from the previous pixel, as visible in Fig. 14(a). As
explained above, the role of the OFF- and ON-set time constants
must be reversed. The time constants for the OFF-set detectors

Fig. 14. (a) Oscilloscope traces of the edge-detector outputs and Right global
motion signals for a broad high-contrast light-to-dark edge, oriented at 45 ,
moving diagonally from top-left to bottom-right and back. The top three panels
show the edge-detector outputs of neighboring cells, while the bottom panel
shows the Right global motion signal. (b) Oscilloscope traces of all the global
motion lines. Notice that in the forward pass, Right and Down motion are
detected and in the return pass, Left and Up motion is detected.

are set to small values ( 10 ms), while that of the ON-set detectors have large values ( 100 ms), because the OFF-set occurs
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Fig. 15. Measured direction of motion, as a function of angle, for a bright spot
moving over the fovea at 100 pixels/s. Only divergent motion is reported.



(a)

(b)
Fig. 16. Measured speed sensitivity of the direction-of-motion detectors for
(a) various ambient intensities and (b) various target contrast.

after the ON-set (see Fig. 6). Setting the times constants in this
way also reduces temporal aliasing. Temporal aliasing occurs
when opposite motion is reported because of false correlation
between transients from a forward pass of the target with new
transients during the return pass. Typically, this occurs when the
time between the forward and return passes is too short. Because
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the ON-set at a pixel occurs before the OFF-set from the previous
pixel, a very short OFF-set transient limits the potential for false
correlation greatly.
To demonstrate the motion-detection capabilities of the fovea,
a broad and long, high contrast light to dark edge (left to right),
oriented at 45 to the horizontal, is oscillated diagonally across
the fovea from top-left to bottom-right. Fig. 14(a) shows the
edge-detector outputs of three neighboring pixels: center (0,0),
), and bottom-right of the center
top-left of the center (
(
). Because the edge has a negative spatial intensity gradient, the pixels are initially inhibited when the edge is located at
their neighbors to the left. They become positive when they see
the bright part of the edge, provided that at least one neighbor
is seeing the dark part. As the edge passes and all neighbors see
the same part of the edge, the pixels’ outputs return to zero. The
Right motion-detection circuit is triggered when the edge hits
any pixel in the right half-plane when moving from left to the
right. Because the edge is oriented at 45 , this occurs as the edge
approaches the center of the fovea from the top-left. Fig. 14(a)
shows the Right global motion detectors getting activated as expected. Fig. 14(b) shows all the global motion outputs. The reported motion is consistent with the edge’s motion in both the
forward and reverse directions. In Fig. 14, the pixel OFF-set transient detector has a 5-ms time constant, so that the individual
motion pulses can be seen. During normal operation, this time
constant is set to about 10–100 s. The ON-set transient time
constant is set to approximately 100–500 ms.
To demonstrate the diverging motion-detection properties of
the fovea, a high contrast bright spot, the defocused trace of
an analog oscilloscope, focused to cover about 3 3 pixels, is
moved at constant 100 pixels/second across the fovea at various
angles. The point, whose movement is controlled by a pair of
function generators, oscillates back and forth across the fovea.
Fig. 15 shows the reported motion as a function of angle. The
plot is obtained by integrating the voltages from the global motion directions and computing the half-wave rectified difference/sum for opposite directions during the forward and return
passes separately. Each point is averaged over 10 passes. Again,
the expected results are obtained with no overlap between opposite directions for most angles. As the angle of motion approaches the axis separating the half-planes, more overlap between opposite directions is observed, which in turn reduces the
ratio of difference/sum.
Fig. 16 shows a plot of reported direction-of-motion as a function of target speed. Here, the OFF- and ON-set time-constants
are biased for 100 s and about 2 s, respectively. Fig. 16(a)
shows the effects of ambient intensity for a high contrast long
edge. In these experiments, the edge is oriented perpendicular to
the direction of motion. The average of the pulse-train voltage
is computed from the rise of the first motion pulse to the fall
of the last. The plot represents the average for multiple directions, cells, and chips. The variation error-bars of about 7%
are not visible on the log-log plot. Each pulse is approximately
100- s wide and there are some overlaps, as can be seen in
Fig. 14. As the speed of the target increases, so does the density of the motion pulse train. Consequently, there is a linear
relationship between the density of pulses, hence the average
voltage, with speed. A 1 pixel/s motion pulse train produces an
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Fig. 17. Oscilloscope trace of the centroid position of a point bright target
moving on the peripheral region. The inset drawing shows the actual motion of
the target.

average voltage of 0.1 mV. Although this pulse train can be visually observed and a motor driver can react to it, the average
voltage is below the noise floor. Hence, the detection floor of
1 mV is chosen, which corresponds to approximately 10 pulses/s
(1 pixel/s with 10 consecutive cells reporting), or 1 pulse per
100 ms (10 pixels/s with a single cell reporting). The increased
maximum speed as a function of ambient intensity is discussed
in Section IV-B. The temporal response of the edge-detector
circuit plays a major role in the high-speed cutoff for the motion cells. At low speeds, the intensity also plays a role. Increasing the ambient intensity decreases the ON- and OFF-set
time constants by increasing transistor leakage. The transient
detectors are shielded with metal_2, but some light still manages
to hit the current source transistors in Fig. 5. Consequently, we
observe that increasing light intensity also increases the minimum detectable speed of the motion cells. None the less, direction-of-motion detectors operate over three orders of target
speed magnitude.
Fig. 16(b) shows the effects of contrast on the speed sensitivity. The foveal motion detectors operate at their best for contrasts of 30% or higher. For 20% contrast, the edge-detection circuit outputs near full-scale voltage swings, allowing the
transient detectors to function normally. At 20%, the edgedetector output starts to drop linearly, as seen in Fig. 13(c).
Consequently, the transient detectors are activated with smaller
voltage swings, which imply that the motion current, given in
(2a), decreases quadratically to exponentially depending on the
,
size of the input edge voltage. Hence, the motion voltages
,
and
in Fig. 5 are pulled down by a smaller amount
and for a shorter time. The density and amplitude of the motion
pulse train are decreased, resulting in smaller average voltages.
The dropoff with decreasing contrast is very fast below 20%
D. Peripheral Position
The peripheral pixels report the location of the centroid of a
moving or flashing target with an analog voltage. There are 19
(H) by 17 (V) cells in the periphery, excluding a 5 5 region
at the center where the fovea resides. Fig. 17 shows an oscilloscope trace of the - and -position voltages for a high con-

Fig. 18. The measured analog position of a bright point target. The average
and variations for passes, pixels, and chips are shown.

Fig. 19. Measured effects of multiple target and target sizes are shown. The
target labeled “small” and “large” cover 2
2 and 5
2 peripheral pixels,
respectively. When both targets move, a combined centroid is reported.

2

2

trast point-like target moving across the chip. The target, implemented with the trace of an analog oscilloscope, is moving at
constant speed of 27 foveal pixels/s and varying speed. The
speed of the target can be extracted from the position traces by
recollecting that the pitch of the peripheral pixels is twice larger
than the foveal pitch. The motion of the target is also shown
in the figure. In this experiment, a clear signal is sent to the periphery every 750 s, expect when the target is in the fovea. The
presence of foveal motion prevents the periphery from getting
reset (or Acknowledged in Fig. 2). Therefore, the last position
reported before entering the fovea remains until the target leaves
the fovea. Because the target is point-like, each voltage level
corresponds to the analog representation of its position. Fig. 18
plots the pixel position and average output voltage recorded for
many passes of the target, from many pixels in a chip, and on
many chips. The error-bars show the measured min–max variations, which are about 7.5% of the mean. The usual variations in
analog circuits and mismatches in the branch resistance of the
position resistive array can account for all these variation.
In Fig. 19, we investigate the effects of multiple targets and
size on the reported centroid location. In the first experiment,
2 on the array)
we used a small target (approximately 2
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TABLE I
SUMMARY OF THE CHIP’S CHARACTERISTICS AND PERFORMANCE

moving at constant -position and scanning back and forth in
. The heavy solid line represents the actual position of the
target, while the points labeled “small” show the mean position
over 20 passes. The circle shows the deviation from the mean,
which is about 1 pixel in each direction. Clearly, depending
where the majority of the target intensity falls immediately
after the clearing of the last measurement, the edge detection
of that pixel will be triggered and its position reported. In the
second experiment, we used a high-contrast bar or roughly 5
2 pixels. The heavy solid line shows the actual path of the bar,
while the points labeled “large” shows the average position of
is larger,
20 passes. As expected, the position deviation in
about 3 pixels, than the deviation in , about 2 pixels. The
envelope of deviation gives a profile of the target dilated by a
pixel. Lastly, we presented both targets simultaneously, labeled
“both.” As expected, a combination of both target locations is
observed. In fact, the position skips to and from the individual
targets initially, and moves toward a common centroid as
more pixels are activated. The points labeled “both” shows
the average positions of 20 passes. It is not useful to show the
deviation as it covers the entire space between the two targets.
Evidently, the merging of multiple targets into a single centroid
is a limitation for this type of centroid localization system.
By increasing the frequency of the clear signal, the individual
centroid can be extracted. In this case, the positions of the
targets immediately after the clear signal dictate which target
is localized, and the output signal will randomly skip back and
forth between targets.
Lastly, we investigated the temporal response characteristics
of the chip. This experiment was performed using a flashing
LED. The observations were identical to the data presented in
Fig. 13(b). The bandwidth-limiting components are the photoreceptor and range compression circuits. Depending on ambient light intensity, the centroid localization system operated
from 63–800 kHz (2.5 W/cm and 250 W/cm , respectively).

Contrast sensitivity follows the same trend as the motion-detection circuit but the dropoff begins at 10% contrast for the peripheral cells. This is due to the higher contrast sensitivity and
simple ON-set detection in the periphery. Correlation between
two neighboring pixels is not required in the peripheral region.
E. Overall Chip Performance and Limitations
The complete chip characteristics are presented in Table I.
Overall, this chip performs well in both ideal and normal
environments. In addition to testing the chip with high contrast
no background stimuli, we also used it for tracking people
in cluttered indoor and outdoor environments. With minor
readjustments of the biasing voltages, the chip works in indoor
florescent lighting, as well as bright sunlight. It tracks people
walking and running at close and far distances. As the target’s
distance from the chip increases, the limited resolution of
the array becomes apparent. The fovea is not longer able to
detect the target’s motion because it is too small for the edge
detector to respond. As can be expected, the optics is crucial in
determining the useful range of the chip. Another shortcoming
is the small size of the fovea, in terms of number of pixels,
means that a target being smoothly pursued can escape the
fovea. In that case the periphery is used to re-foveate the target.
The single centroid periphery can also cause some confusion if
other moving or noisy targets are present. This problem can be
dehabilitating when a target escapes the fovea but a different
moving or noisy target is localized and foveated. Lastly, the
motor system is also important in the tracking system. The
response characteristics and resolution of the movements must
match the specifications of the chip. Because this chip only
provides for position-based tracking, even during smooth
pursuit, the tracking can be jerky. The chip has also been used
to guide autonomous vehicles in road following tasks involving
obstacle avoidance [33].
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V. CONCLUSION
We have presented a 2-D foveated silicon retina that is used
to track a visual target. The circuits are inspired by various
parts of biological visual systems. The phototransduction,
range compression, and edge-detection systems model the
first two layers of the primate retina. The ON- and OFF-set
detection circuits model some properties of the outer-plexiform
layer of the rabbit retina. The foveal motion-detection circuits
mimic the fly motion-detection system, while the centroid localization system functionally mimics the saccadic generation
system in the primate superior colliculus. This oculomotor
control system-on-a-chip operates over six orders of ambient
intensity, contrast as low as 10%, and target speeds up to 10K
pixels/s, while using only 15 mW in normal indoor lighting.
The speed sensitivity dynamic range of the chip is dependent
on the ambient intensity. The results show that the foveal
motion-detection circuits correctly report 2-D direction of
diverging motion. The peripheral circuit computes the centroid
of translating or flashing edges falling on the periphery. Using
a simple arbitration state machine to switch between the
saccadic generation and smooth pursuit, the chip has been used
to successfully track targets in cluttered environments under
various lighting conditions. Lastly, the chip has also been used
for autonomous navigation with obstacle avoidance.
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