Minimum number alive (MNA) is commonly used to assess population size with capture-mark-recapture data. However, MNA uses information from prior and subsequent capture sessions to assess the population at each point in a longitudinal study. Therefore, it is subject to negative bias that is greatest at the beginning and end of the study and least in the middle. Stochastic simulations performed with constant population size and capture rate showed that MNA peaked at the middle of the study. The tapering bias was greatest when survival rate between capture sessions was high. If indices (rather than statistical estimators) are used to assess population size, then the number of individuals captured should be chosen in preference to MNA.
One of the basic features of a population is its size, that is, the number of individuals within it. Other attributes, such as survival rate, can provide a discriminating and robust assessment of population status (Lebreton et al. 1992 ), but mammalogists and other wildlife biologists often require assessments of the number of individuals present. True population size can rarely be known because most organisms, including many mammals, are difficult to detect with certainty. Instead, researchers use statistical models to estimate true population size or use an index of population size. For studies involving live captures and recaptures, common indices include minimum number alive (MNA, also called the minimum number known alive, MNKA) and the number of unique individuals captured (commonly denoted as M tþ1 -White et al. 1982) . MNA is defined as the number of individuals caught in a capture session, plus those that were not caught at that time but were caught both previously and subsequently (Krebs 1966) . Twenty years ago, mammalogists used MNA in preference to statistical models (Nichols and Pollock 1983) , at least partly because of simulation results in its support (Hilborn et al. 1975) . Recent studies have compared indices with statistical models by using simulations (e.g., Efford 1992; McKelvey and Pearson 2001; Menkens and Anderson 1988; Nichols and Pollock 1983; Tuyttens 2000) and empirical data with populations of known size (e.g., Manning et al. 1995; Rexstad and Burnham 1991; Slade and Blair 2000) . They have established 2 shortcomings common to all indices. First, indices considerably underestimate true population size and are therefore unreliable estimators (Efford 1992; Hilborn and Krebs 1992; Tuyttens 2000) . Second, indices assume constant trappability, i.e., constant over time, between individuals and between captures (Jolly and Dickson 1982; Nichols and Pollock 1983) . This assumption might not be met because of variation in recapture rate due to age, social status of an individual, trap response (trap-happiness or -shyness), location of trap, or environmental condition (Drickamer et al. 1999; Manning et al. 1995; Nichols and Pollock 1983) . The studies cited above showed that when these are violated the estimates of abundance are biased.
The use of MNA has been justified by claiming its assumptions are minimal compared to statistical estimators (Hanley and Barnard 1999) . This is not true and MNA suffers from even more sources of bias than the other popular index, the number of individuals caught. Because MNA uses information from prior and subsequent trapping sessions it is sensitive to the effects of temporary emigration, which inflates MNA in relation to population size (Kendall 1999 The definition of MNA and its tapering bias.-The term ''minimum number alive'' has been used in 2 ways to assess population size from primary capture sessions. (We define a primary capture session as 1 or more secondary sampling occasions within a short period of time.) The first use is to compare population size between locations or treatments with data from single primary capture sessions. In such cases, MNA simply refers to the number of unique individuals captured (i.e., equals M tþ1 ). The second use is when population size is assessed over 3 or more occasions (a longitudinal study), in which MNA might be higher than the number of individuals captured at each primary capture session (except the 1st and last), because of data from prior and subsequent captures. We recommend that, to avoid confusion, the term MNA be reserved for the latter definition.
When used in a longitudinal study, MNA is constrained to equal the number of animals captured for the 1st and last capture sessions, but is potentially greater than the number of animals captured during all other capture sessions. Nichols and Pollock (1983) and Efford (1992) noted this negative bias in MNA at the 1st and last capture sessions. However, MNA assesses abundance for each capture session using information from ALL prior and ALL subsequent capture sessions. In the 1st session there are no prior sessions, so the bias is large. In the 2nd session, there is only 1 prior session, so the bias is less. In the 3rd session there are 2 prior sessions, so the bias is even less, and so on, until the middle of the study when the bias is smallest. Correspondingly, the bias increases towards the end of the study as the number of subsequent sessions decreases.
The assessment that we make of MNA is important because the use of the methodology is still widespread. A survey of small mammal studies between 1996 and 2000 showed that it is the most common method of assessing population abundance (McKelvey and Pearson 2001) . The tapering bias we demonstrate through simulations is an additional weakness that has not been considered by authors recently assessing the use of indices (e.g., McKelvey and Pearson 2001; Slade and Blair 2000) .
MATERIALS AND METHODS
Simulation study.-For the simulations we considered longitudinal studies under the robust design, which are typical of small mammal capture-recapture studies (Pollock et al. 1990 ). The simulations were carried out using Visual Basic 6.0 software (Microsoft Corp.) and the code is available from the senior author (MJOP) on request.
Each simulation consisted of 12 primary capture sessions, each with 5 sampling occasions. Nine scenarios were simulated with average capture probability for a primary capture session ( p*) set high (0.70), medium (0.45) or low (0.20) and survival rate between primary capture sessions set high (0.90), medium (0.70) or low (0.50). These are typical of the range of variation used in studies comparing assessments of population size (e.g., McKelvey and Pearson 2001; Nichols and Pollock 1983) . Although mortality occurred between primary capture sessions, the population was maintained at 50 individuals by recruitment. The only source of variation in capture probability was individual heterogeneity (i.e., no time-based variation, either between capture sessions or due to behavioral response). Capture probability was assigned to an individual and remained constant throughout the study. It was drawn from the uniform distribution p* 6 0.15. The daily capture rates used in the simulation were calculated from the equation
, where j ¼ 5 in our simulations. Mortality was implemented randomly on an individual basis and new recruits were assigned a capture probability with the same chances as those at the start of the study.
Each of the nine scenarios was simulated 1,000 times. The program recorded the MNA and number of unique animals caught for each primary session. From this, median values and 95% confidence intervals (between percentiles 2.5 and 97.5) were obtained. We used simple sources of variation because we wished to demonstrate the problem under ideal conditions with a range of realistic parameters.
RESULTS
The 9 simulation scenarios showed tapering bias in MNA (Fig. 1) . Tapering bias is evident as the difference between MNA and the true population size (50 individuals), which is greatest at the beginning and end of each scenario and least during the middle. Tapering bias in MNA was most pronounced when the survival rate between capture sessions was high (0.9). Under these conditions MNA during the middle of the study was significantly greater than at the start or end (assessed by the 95% confidence intervals), even though the true population size was constant throughout. The number of individuals captured was constant throughout the study, and so was a better index of population size. Our simulations therefore explained why some tests of indices under conditions of low survival (e.g., Nichols and Pollock 1983) did not show pronounced tapering bias. However, these results should not be used to justify MNA when survival rate is low, for even under these conditions MNA was no better as an index of abundance than the number of individuals captured.
DISCUSSION
Tapering bias in MNA in published studies.-The simulations demonstrated that MNA shows substantial tapering bias within the range of survival and capture rates typical of small mammal studies (e.g., Pollock 1983, Pollock et al. 1990 ). Studies using MNA as an index of population size will therefore tend to overestimate abundance during the middle of the study relative to the beginning and end. Several recently published studies in which populations were assessed using MNA do show peaks in the middle of the study that might be due to tapering bias (e.g., Hanley and Barnard 1999; Vázquez et al. 2000; Wu and Yu 2000) . In these studies it is unclear whether the true population size peaked during the middle of the study or the peak is an artifact of MNA. Wu and Yu (2000) concluded that population size (assessed using MNA) peaked during the middle of their study, but the tapering bias in MNA makes this difficult to justify from the data alone. Reporting the number of unique individuals caught during each capture session would have overcome the specific problem of tapering bias in MNA.
The use of indices.-It has long been debated whether indices should have any role in the assessment of population size using CMR data. We agree with the conclusion that statistical estimators should be used in preference to indices whenever possible (Efford 1992; Hilborn and Krebs 1992; McKelvey and Pearson 2001; Nichols and Pollock 1983; Tuyttens 2000) . Well-known estimators include those in programs CAPTURE (Rexstad and Burnham 1991; White et al. 1982) and MARK (White and Burnham 1999) . However, indices can be useful when sample sizes are very small and the data too poor to correctly select appropriate statistical models (McKelvey and Pearson, 2001) .
MNA uses information from recaptures so it suffers more from variation in capture probability, because of behavioral effects and temporary emigration, than the number of unique animals captured. Also, tapering bias in MNA can be substantial and is inherent in the method used to calculate MNA. This explains why Slade and Blair (2000) showed in an empirical study that in almost all cases there was a stronger relationship between estimates of true population size (i.e., theirN N CAPTURE andN N jackknife ) and number of individuals captured than MNA. Number of captures (as opposed to numbers of individuals) should not be used because this has a weak relationship to the true population size (McKelvey and Pearson 2001; Slade and Blair 2000) .
Other indices with tapering bias.-Although this paper has concentrated on the tapering bias in MNA for assessment of population size, such bias is also present in analogous techniques. An example is the prevailing range of an individual from radiotracking data (Doncaster 1990) . This is a cell-based method that incorporates information from prior and subsequent samples to estimate the minimum home range size. It therefore suffers from the same tapering bias as MNA, so that even when home range size does not change and resighting probability does not vary through time, the prevailing range is largest during the middle of the study.
When assessing population characteristics, researchers should design studies according to the robust design (Pollock et al. 1990 ) and then use statistical estimators rather than indices. If indices are used those such as MNA should be avoided and preference given to simple enumeration with no adjustment based on prior or subsequent sampling. . One thousand simulations were run for each scenario. The median and 95% confidence intervals from the simulated data are shown. Population size equaled 50 throughout each simulation. The data were simulated under the robust design, with each of the 10 primary sessions composed of 5 secondary sessions. The only source of variation in capture probability was individual heterogeneity, which was incorporated as explained in the text.
