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When a contaminant diffuses on the surface of a nanomechanical resonator, the motions of the
two become correlated. Despite being a high-order effect in the resonator-particle coupling, such
correlations affect the system dynamics by inducing dissipation of the resonator energy. Here, we
consider this diffusion-induced dissipation in the cases of multiple particles adsorbed on carbon
nanotube and graphene resonators. By solving the stochastic equations of motion, we simulate the
ringdown of the resonator, in order to determine the resonator energy decay rate. We find two
different scalings with the number of adsorbed particles K and particle mass m. In the regime
where the adsorbates are inertially trapped at an antinode of vibration, the dissipation rate Γ scales
with the total adsorbed mass Γ ∝ Km. In contrast, in the regime where particles diffuse freely
over the resonator, the dissipation rate scales as the product of the total adsorbed mass and the
individual particle mass: Γ ∝ Km2.
I. INTRODUCTION
Nanoelectromechanical resonators are important com-
ponents in today’s state-of-the-art sensors of charge1–4,
spin5, force6,7, position8, and mass9–16. In particular,
resonators fabricated from suspended carbon nanotubes
(CNTs) have attracted significant interest, since they
combine an extremely low mass with a high mechanical
stiffness17,18: a combination that enables unprecedented
sensitivity.
A related but less mature technology is based on sus-
pended graphene membranes19–23. These share many
of the outstanding material properties of CNT res-
onators, in addition to allowing top-down fabrication24
and having a higher interaction cross-section with par-
ticles. However, graphene resonators suffer from higher
masses and lower resonant frequencies than their CNT
counterparts. Despite this, mechanical quality factors
(Q-factors) of 105 have been reported25, approaching the
highest observed Q-factors of CNT resonators26.
In general, resonator-based sensing schemes rely on de-
tecting minute shifts in the resonant frequency. Hence,
in the pursuit of increased sensitivity, significant atten-
tion has been devoted to understanding the microscopic
origins of spectral broadening in nanoscale resonators.
There are two types of such broadening, elastic and in-
elastic, caused by different types of processes. Elas-
tic broadening, dephasing, arises from uncorrelated fre-
quency fluctuations, whereas inelastic broadening is re-
lated to the dissipation of vibrational energy. Dephas-
ing can occur, for instance, due to thermoelastic fluc-
tations27, strong electromechanical coupling28 or, in the
case of mass sensors, due to fluctuating mass loads29–33.
To distinguish dephasing from dissipation, time domain
techniques, such as ring-down measurements, have re-
cently been developed35,36.
In addition to resonator dephasing from diffusing ad-
a)
b)
FIG. 1: (color online) A particle adsorbed on the surface of
a suspended a) carbon nanotube beam resonator b) graphene
drum resonator. Thermal fluctuations cause the adsorbate
to perform a random walk over the resonator surface, which
induces dissipation in the vibrational motion. Here, only a
single particle is shown for clarity, whereas in the following
we consider up to several hundred non-interacting adsorbates.
sorbates, extensively studied in Ref. [30] for a single parti-
cle and Ref. [32] for several particles, inertial back-action
on the adsorbates causes the frequency noise to become
correlated with the resonator motion34. The existence of
such correlations can lead to parametric attenuation of
the resonator. To capture this effect, the system must
be modelled beyond the usual rotating wave approxi-
mation. Diffusion-induced dissipation is thus a higher-
order effect. In the single-particle case, as we showed in
Ref. [34], this dissipation is expected to be small. How-
ever, a more realistic scenario is that several adsorbates
will be present; we here consider the question of how the
dissipation rates change under such circumstances.
Studying a 1D resonator with a single adsorbed parti-
cle (Fig. 1a), we showed34 that the mechanical energy
dissipation displays two characteristic behaviors. For
high oscillation amplitudes, the particle becomes trapped
near the antinode of vibration due to inertial forces,
2whereas for low amplitudes the adsorbate can diffuse
freely across the resonator. In the former scenario, the
trapping regime, the energy decay is linear in time, while
in the the latter, the diffusive regime, it is that of a non-
linearly damped resonator.
In the trapping regime the maximum mechanical en-
ergy lost per cycle is of the order of ∆Em ∼ kBT . This
maximal damping is achieved when the resonator per-
forms the maximum amount of work each cycle as it re-
stores the particle to an inertially trapped position at
the antinode of vibration, by working against the ther-
mal fluctations. This situation is schematically depicted
in Fig. 2. However, for such a situation to arise, the iner-
tial trapping must be strong, requiring a large mechani-
cal energy Em. Consequently, the “Q-factor” Em/∆Em
is always large in the case of a single adsorbate.
In this paper, we further investigate the interplay
between resonators and Brownian adsorbates, by mod-
elling the ringdown of one- and two-dimensional carbon
nanoresonators on which several particles are adsorbed
(see Fig. 1). The number of particles, here denoted by K,
ranges from K = 1 to K & 102. We find (see Sec. III A)
that in the inertial trapping regime, the dissipation rate
increases linearly with the number of particles. Thus, the
maximal damping rate can now reach ∆Em ∼ KkBT .
For adsorbates having individual masses m this leads to
an energy decay rate Γ ∝ Km = mtot.
In contrast to the trapped dynamics, we find for the
diffusive regime (see Sec. III B) that while the dissipation
rate still scales linearly with the total number of added
particles K, it is no longer only dependent on the total
added mass. Instead, it scales as Γ ∝ Km2 = mtotm.
Hence, when the particles can diffuse over the resonator
their mass distribution will play a role for the system
dynamics.
In both regimes, the adsorbates induce a mode cou-
pling between flexural eigenmodes, ensuring that the
system eventually thermalizes. In the inertial trapping
regime, it has been shown34 that this mode coupling en-
hances the fundamental flexural mode dissipation rate
through intermode energy exchange. Here, we study the
effect of the mode coupling in the diffusive regime. We
find (see Sec. III C) that while the mode coupling still
leads to a rapid thermalization of the higher modes, the
ringdown time of the initially excited fundamental mode
is largely unaffected.
II. EQUATIONS OF MOTION
We consider a system consisting of a carbon resonator
of mass M on which K particles are adsorbed. The
resonator is either a doubly clamped carbon nanotube,
Fig. 1a), or a circular graphene sheet pinned along the
edges, Fig. 1b), and is initially excited in its fundamental
flexural vibration mode. The subsequent free evolution
of the resonator-adsorbate system is studied by deriving
and solving its stochastic equations of motions. In gen-
a)
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FIG. 2: (color online) Illustration of the short timescale-
dynamics of a resonator-particle system, in the trapped
regime. a) The resonator is at its maximum positive deflec-
tion, and the particles are inertially trapped at the antinode.
b) As the resonator amplitude decreases, so does the strength
of the inertial trapping, and thermal fluctuations in the par-
ticle positions are no longer suppressed. c) The resonator is
relaxed and the particles diffuse freely. The typical distance
covered by each particle is determined by the diffusion con-
stant D ∝ kBT . d) As its amplitude once more increases, the
resonator does work on the particles as the inertial trap reap-
pears. At the maximum negative resonator deflection, the
adsorbates are once more trapped at the antinode, and the
cycle begins anew. The net result is a periodic force on the
adsorbates, with twice the frequency of the resonator motion.
Note that the inertial force exerted on a particle at position x
is proportional to w¨|x∇w|x, i.e., the product of the resonator
acceleration and slope. Because of this, the inertial potential
is identical in panels b) and d).
eral, any vibrational mode can be initially excited, e.g.
by matching the actuating voltage frequency to that of
the chosen mode.
Considering only flexural vibrations, the Lagrangian
density for a resonator of mass density ρ is38
L0 = 12ρw˙2 − 12σ[∇w]2 − 12κ[∇2w]2. (1)
Here, w(X, t) is the transverse resonator displacement at
position X along the resonator surface. The tension σ
is assumed to be constant: a good approximation in the
limit of small vibrations or large prestrain. Finally, we
note that for an atomically thin graphene membrane, the
bending rigidity κ can be neglected39.
Including the K non-interacting particles with masses
mκ, adsorbed at positions xκ, the full Lagrangian density
is found to be
L = L0+ 12
K∑
κ=1
mκδ(xκ−X)
[
x˙2κ + (w˙ + x˙κ · ∇w)2
]
. (2)
Each term in the sum is the kinetic energy 1
2
mκr˙
2
κ of the
κ:th particle. For simplicity, we consider identical adsor-
bates: mκ ≡ m. Relaxing this constraint is a straight-
forward generalization of the present work.
By expanding the displacement field in eigenmodes,
w(X, t) =
∑
n qn(t)φn(X), and varying the Lagrangian,
3we arrive at the equations of motion
q¨n + ω
2
nqn − ǫ
∑
κ,ℓ
φn(xκ)φℓ(xκ)ω
2
ℓ qℓ = 0, (3)
x˙κ − γ−1
∑
j,ℓ
ω2j qjqlφj(xκ)φ
′
ℓ(xκ) =
√
Dηκ(t). (4)
For details of the mode shapes φn(X) and frequencies
ωn, see Refs. [34] and [37].
Upon deriving Eq. (3) from the Lagrangian, inertial
forces of the type d2/dt2[w(xκ(t), t)] appear. These terms
can be simplified using that the equation of motion is here
derived under the assumption that (qn/L)
2(ωn/γ) ≪ 1;
the resonator vibration amplitude is small compared to
the characteristic system size L. Then, we may re-
place the total time derivative with the partial deriva-
tive: d2/dt2[w(xκ(t), t)] → ∂2/∂t2[w(xκ(t), t)]. Work-
ing to lowest order in ǫ = m/M , it is further per-
missible to make the approximation ǫ∂2tw(xκ(t), t) ≈
−ǫ∑j ω2j qj(t)φj(xκ), yielding the coupling term in
Eq. (3).
In order to model thermal fluctuations in the ad-
sorbate positions, a stochastic force ηκ has been in-
troduced in Eq. (4). We let ηκ be δ-correlated,
〈ηκ(t)ηκ′(t′)〉 = δκ,κ′δ(t− t′), and denote the associ-
ated damping rate γ. The diffusion constant is
D = 2kBT/mγ. By considering an overdamped regime,
mx¨κ ≪ mγx˙κ, the inertial term has been neglected.
The number of adsorbed particles that can be mod-
elled is limited by the computational resources required
to numerically integrate the system of equations (3)-(4).
In the present study, we consider K ≤ 400; our results
are straightforwardly extrapolated to larger K as long as
the total relative added mass is small, Kǫ ≪ 1, and the
assumption of non-interacting particles holds.
A. Single-mode approximation
We have previously34 seen that the difference between
the full multimode ring-down dynamics of a resonator-
particle system and the approximative single-mode case
is quantitative, not qualitative. Hence, we initially let
the resonator motion include only its fundamental vibra-
tional mode, and shift to action-angle variables E(t), θ(t).
These are defined through
q0 = L
√
E cos(ω0t+ θ)
q˙0 = −ω0L
√
E sin(ω0t+ θ) (5)
where L is the length (radius) of the CNT (graphene)
resonator. With ν = ω0t + θ, the equations of motion
become
∂τE = −ǫ E sin 2ν
∑
κ
φ20(xκ) (6)
∂τθ = − 12ǫ (1 + cos 2ν)
∑
κ
φ20(xκ) (7)
∂τxκ =
1
2
γ−1E(1 + cos 2ν)∂xφ20|xκ +
√
Dηκ(τ). (8)
In these equations, we have redefined xκ/L → xκ and
γ/ω0 → γ in order to eliminate dimensions. Additionally,
τ = ω0t and D = 2Tsim/ǫγ, where γ is dimensionless and
Tsim = kBT/ML
2ω20.
III. RESULTS
A. Many adsorbates in the inertial trapping regime
To begin with, we consider the inertial trapping
regime, in which the adsorbed particles fluctuate around
the antinode of the fundamental mode vibration. This
is the relevant regime if the initial resonator amplitude
is high enough that the kinetic energy of a particle due
to the vibrational motion of its substrate is much larger
than the thermal energy: E0 ≡ E(τ = 0)≫ γD. Charac-
teristic for this regime is a linear decay of energy E in
time34.
We choose a coordinate system such that the funda-
mental mode antinode is located at X = 0, and expand
the mode function in Eq. (8):
∂xφ
2
0|xκ ≈ 2φ0(0)φ′′0 (0)xκ ≡ −kxκ. (9)
Equation (8) then becomes linear and can be formally
solved. Its solution is substituted back into equation (6),
which is subsequently averaged over fast oscillations (for
details, see Ref. [34]). Since the particles are identical, so
is the contribution from each κ to the sum in (6), leading
to a factor K. The result is a constant energy decay rate:
∂τ 〈E(τ)〉 ≈ 2TsimKαKI(αK). (10)
Here, αK = kγ
−1E0 (which depends indirectly on parti-
cle number since γ must fulfill a fluctuation-dissipation
relation) and
I(z) =
1
2π
∫ 2π
0
dτ sin 2τ
∫ τ
−∞
dτ ′ e−z
∫
τ
τ
′ dτ
′′ cos2 τ ′′
≈ − (4 +√π [ z
2
coth z
2
− 1])−1 . (11)
Eqs. (10)-(11) are valid for both the graphene and car-
bon nanotube resonators, but the parameter-dependent
values of Tsim and αK will change.
In order to verify the validity of Eq. (10), the ring-
down of the system was calculated for a broad range of
parameter values K and αK , by solving the stochastic
differential equations (6)-(8) using a second-order algo-
rithm40,41. The slope ∂τE of the initial linear decay of
energy was extracted. Simulations were made both while
keeping m constant and varying particle number K inde-
pendently, as well as while keeping the total added mass
mtot = Km constant and varying K. The result is shown
in figure 3, where Γscaled = |∂τ 〈E〉 /2TsimKαK | as well as
|I(z)| are plotted for a wide range of parameter values.
The qualitative agreement between the simulation results
and the analytical result based on Eqs. (10) and (11) is
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FIG. 3: (color online) Initial dissipation rate Γscaled, in the
trapping regime, together with |I(z)| (black dashed line),
given by equation (11), as functions of αK for a) a carbon
nanotube resonator and b) a graphene resonator. The num-
ber of adsorbates is indicated by the legend. In order to more
clearly show the excellent qualitative agreement between the-
ory and simulation, we also plot |I(z)| shifted vertically (gray
dash-dotted line) to fit the data points.
quite excellent; to illustrate this, Fig. 3 also shows I(z)
vertically shifted to fit the data points. The exact vertical
shift, log 3.05 in 3a) and log 2.18 in 3b), was determined
by a least-squares fit.
For large values of z, I(z) → −2/z√π. Interestingly,
equation (10) then reduces to
∂τ 〈E〉 ≈ − 4√
π
TsimK = − 4√
π
kBT
ML2ω20
K. (12)
That is, the decay rate is a function of only the tem-
perature and the resonator dimensions: parameters that
are generally known a priori to any measurement. Since
less-easily determined material constants (e.g. D) cancel
out, the relationship (12) is ideally suited for experimen-
tal verification of the present work.
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FIG. 4: (color online) Linearized diffusive regime dissipation
rates βK for different numbers of particles K, where the to-
tal adsorbed mass Km is kept constant. In this regime, the
dissipative dynamics of adsorbates causes nonlinear damping
of the resonator vibration energy: 〈E(τ )〉−1 = E(0)−1 + βKτ .
Varying particle number while keeping the total mass Km
constant reveals the scaling βK ∝ Km
2.
Eq. (12) may seem strange, but can be understood as
an upper limit to the single mode-dissipation rate due to
particle diffusion. Such a rate is achieved in a situation
where, during half a resonator period, a particle moves
out from the antinode by gaining energy ∼ kBT from
thermal fluctuations. This energy is subsequently dissi-
pated by the resonator as it does work on the particle
to move it back to the antinode, leading to an average
dissipation rate of the order of ω0kBT . Each particle ad-
sorbed on the resonator contributes equally to this dissi-
pation of vibrational energy, leading to the prefactor K
in (12). This process is schematically depicted in Fig. 2.
B. Many adsorbates in the diffusive regime
When the vibration amplitude is too low for the inertial
forces to trap the adsorbates, the particles will instead
diffuse freely across the entire surface of the resonator.
For a single particle, this leads34 to a decay of the average
energy akin to that of a nonlinearly damped resonator:
〈E(τ)〉 = E(0)
1 + β1E(0)τ . (13)
The coefficient β1 is here given by
β1 = ǫ
2T−1sim
∑
n
f2n
λn
λ2n + 16
= m2
L2ω20
MkBT
∑
n
f2n
λn
λ2n + 16
, (14)
with fn ≡
∫
dξ cos(nπξ)φ0(ξ)
2 and λn = Dn2π2.
Generalizing the analysis in Ref. [34] to K particles,
we find the same dynamics but with βK ≈ Kβ1. From
Eq. (14) it thus follows that βK ∝ Km2 = mtotm: both
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FIG. 5: (color online) Linearized decay rates βK in the dif-
fusive regime for different numbers of particles K, with Km2
constant. The lines are a guide to the eye, labeling differ-
ent numbers of flexural modes included in the calculation.
Whereas the number of modes included in the trapping regime
does affect the decay rate, there is no significant dependence
on the number of modes in the diffusive regime.
the total adsorbed mass and the individual particle mass
affects the rate of dissipation of 〈E〉. The fact that the
properties of individual adsorbates become relevant in
the diffusive regime is not unexpected; to zeroth order,
the behavior of the particles is free diffusion, determined
by the single-particle diffusion constant D.
By inverting Eq. (13), the decay rate βK can be found
by making a numerical fit to the time evolution of the
inverse resonator mode energies. The obtained values of
βK are shown in figure 4, which verifies the Km
2-scaling
for K . 102.
C. Multi-mode dynamics in the diffusive regime
Finally, we turn to the matter of including multi-
ple flexural modes in the simulations. In Ref. [34], it
was found that for a single particle, the decay rate in
the trapping regime increases as more modes are in-
cluded in the calculations. This is because the decay
rate limit of ∼ ω0kBT can be overcome, since energy
can be transferred not only to the adsorbate, but also
to the other modes through the diffusion-induced mode
coupling. We have already seen that for many particles,
the scaling with particle number is less obvious in the dif-
fusive regime, with the dissipation scaling as Γ ∼ Km2.
Here, we consider how the dissipation rate in the diffu-
sive regime changes as the number of flexural modes are
increased.
The full equations of motion (3)-(4) were numerically
integrated, and the vibrational energy evolution was fit-
ted to the expression (13). The resulting value for the
decay constant βK in the diffusive regime is shown in
Fig. 5. In the simulations, Km2 ≈ 0.002 ag2 was held
fixed while the number of particles K and the number
of flexural modes included in the calculation were both
varied. The numbers used correspond to a single-walled
carbon nanotube resonator with a length of 1 µm and
diameter of 5 nm, having a fundamental mode frequency
ω0 = 2π×361 MHz at T = 300 K. The diffusion constant
was chosen as D = 0.1 cm2/s.
As can be seen from Fig. 5, including more modes in
the calculations in the diffusive regime does not affect
the ring-down time; the multimode dynamics are both
qualitatively and quantitatively equivalent to the single-
mode dynamics.
IV. CONCLUSIONS
We have the studied diffusion-induced dissipation in
carbon nanotube and graphene resonators, in a situation
whereK non-interacting particles, each with massm, are
adsorbed on the resonator surface. We find that a lin-
ear scaling of the fundamental mode energy decay rate
with the total adsorbed mass, Γ ∝ Km = mtot, holds
in the inertial trapping regime. In the diffusive regime
we instead find a scaling Γ ∝ Km2 = mtotm. Addition-
ally, in contrast to the dynamics in the trapping regime,
the intermode coupling responsible for the equilibration
of the higher flexural modes does not significantly affect
the ring-down dynamics of the fundamental mode in the
diffusive regime.
In Ref. [34], diffusion-induced dissipation was discussed
in the context of mass sensing, where a single adsorbate
is purposefully deposited on a resonator. However, the
dissipation mechanism will certainly be present also in
the case of particles being unintentionally adsorbed. As
we here have showed, for several particles the resulting
energy decay rates can exceed the single-particle ones by
orders of magnitude; it follows that our results are highly
relevant for, e.g., experiments performed under ambient
conditions. While it is necessary that the diffusion con-
stants are relatively high, we note that diffusion on, for
instance, graphene can be enhanced by thermal ripples,
as recently shown in Ref. [42].
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