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AFFINE CONNECTIONS AND CURVATURE IN
SUB-RIEMANNIAN GEOMETRY
ERLEND GRONG
Abstract. We introduce a new approach for computing curvature of sub-
Riemannian manifolds. Curvature is here meant as symplectic invariants of
Jacobi curves of geodesics, as introduced by Zelenko and Li. We describe
how they can be expressed using a compatible affine connection and induced
tensors, without any restriction on our sub-Riemannian manifold or the choice
of connection. In particular, we obtain a universal Bonnet-Myers theorem of
Riemannian type. We also give universal formulas for the canonical horizontal
frame along each geodesic and an algorithm for computing the curvature in
general. Several examples are included to demonstrate the theory.
1. Introduction
Understanding curvature for a sub-Riemannian manifolds (M, E , g) involves a
number of intricacies which are not present for their Riemannian counterparts.
Rather than a single flat model space for each dimension, there exists a wide range
of flat models called Carnot groups which sub-Riemannian manifolds have as met-
ric tangent cones [18]. The structure of constant curvature models is more compli-
cated still, see [27, 35, 22, 6, 19] for some results. When it comes to more general
sub-Riemannian manifolds, there exists approaches from both the Lagrangian and
Eulerian point of view. The Eulerian approach introduced in [13] by Baudoin
and Garofalo considers interactions of the sub-Riemannian heat flow and the sub-
Riemannian metric. For most results, a non-canonical choice of taming Riemannian
metric g¯ of g is a necessity. There is a wide class of sub-Riemannian manifolds for
which the theory can be applied see e.g. [12, 17, 23, 24], but results obtained are
often not sharp.
This paper will focus on the Lagrangian approach, introduced by Zelenko and
Li [40, 41], and further developed in [8, 9, 3]. This approach considers curvature by
looking at geodesic variations in a sub-Riemannian manifold. Of applications of this
theory, we mention comparison theorems for conjugate points and diameter [8, 7],
sub-Laplacian and volume comparison theorems [5, 30, 10], measure contraction
properties [31] and interpolation inequalities [11, 10]. The concrete examples done
so far are given in the codimension one case [32, 33], contact geometry [4, 2], some
Carnot group of rank 2 [36] and 3-Sasakian manifolds [38]. We also mention papers
[14, 16] which use a Lagrangian approach for Sasakian and H-type manifolds as
well, while also relying on a taming metric. One of the main challenges for further
developing the theory has been computational difficulties in finding the connection
and curvatures associated to this formalism, see Section 4.2 for details.
2010 Mathematics Subject Classification. 53C17, 53A55, 53C21, 70G45.
Key words and phrases. Sub-Riemannian geometry, curvature, Bonnet-Myers theorem, adjoint
connections.
1
2 E. GRONG
The objective of this paper is to provide general tools for computation of the
connection and curvature in the Lagrangian approach. We give an algorithm for
computing this canonical curvature from any choice of affine connection ∇ on TM
compatible with the sub-Riemannian structure. For details of the final form of this
algorithm, see Section 6.3. The key computational tool is the introduction of twist
polynomials to connect parallel transport of the connection ∇ with that of its ad-
joint ∇ˆ, the latter parallel transport being the one determining the geodesics, see
Proposition 3.1. To show the effectiveness of the approach, we emphasize the follow-
ing result, applicable to any sub-Riemannian manifold satisfying the completeness
condition (∗).
Let (M, E , g) be a sub-Riemannian manifold satisfying the following condition.
(∗) Assume that (M, E , g) is complete and that for some x ∈M there is a dense
subset of M that can be reached from x by a normal, minimizing, ample,
equiregular geodesic.
For definition of ample and equiregular, see Section 4.3. In order to make the result
more presentable, we will use a specific choice of compatible connection and refer
to Theorem 5.15 for the result using any compatible connection. Let ♯ : T ∗M →
E be the map corresponding to the sub-Riemannian structure (E , g) defined by
p(v) = 〈♯p, v〉g for any p ∈ T ∗M , v ∈ E . Write Ann(E) = ker ♯ for the subbundle of
covectors vanishing on E . A Riemannian metric g¯ is said to tame g if g¯|E = g. Let g¯
be an arbitrary such metric with orthogonal complement (E)⊥ = A and Levi-Civita
connection ∇g¯. Let ∇ be the connection defined by
(1.1) ∇XY =


prE ∇g¯XY if X,Y ∈ Γ(E),
prE [X,Y ] +
1
2 ♯(LX prE g)(Y, · ) if X ∈ Γ(A), Y ∈ Γ(E),
prA[X,Y ] if X ∈ Γ(E), Y ∈ Γ(A),
prA∇g¯XY if X,Y ∈ Γ(A),
Denote the torsion and curvature of ∇ by respectively T and R.
Theorem 1.1 (Universal Bonnet-Myers theorem of Riemannian type). For any
p ∈ T ∗M \Ann(E), define
p = {v ∈ Ex : T (♯p, v) = 0},
with orthogonal complement ⊥p = kerpr in Ex. Then this subspace is independent
of taming metric g¯. Furthermore, for every p ∈ T ∗M \ Ann(E), there is a unique
linear map Cp : p → ⊥p satisfying
T (♯p, Cpu) = (∇♯pT )(♯p, u)− trE p(T (♯p,×))T (×, u), u ∈ p.
Let tr = trp denote the trace over p. Define a map Ric : T
∗M \Ann(E)→ R by
Ric = tr〈R(♯p,×)×, ♯p〉g + tr p((∇×T )(♯p,×)) + 1
4
|p(T (pr · , pr · ))|2g∗⊗g∗
− |Cppr · |2g∗⊗g − tr p(T (×, Cp×)).
Assume that condition (∗) holds and that for any p ∈ T ∗M \Ann(E), rankp > 1
and
1
rankp − 1Ric(p) ≥ k1|♯p|
2,
for some k1 > 0 independent of p. Then M is compact, with finite fundamental
group and of diameter bounded by π√
k1
.
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We will give the proof in Section 5.7. The above statement is sharp for the Hopf
fibriation S1 → S2n+1 → S2n when n ≥ 2, see [30, 14], and generalizes results given
in [16].
Structure of the paper and main results. In Section 2 we will present some important
observations regarding affine connections and Hamiltonian systems. In particular,
Lie derivatives with respect to Hamiltonian vector field are described in Lemma 2.3
in terms of covariant derivatives and curvature. In Section 3 we give some prelimi-
naries of sub-Riemannian geometry, and relate compatible connections with normal
geodesics and abnormal curves. In Section 4 we describe the theory of Jacobi curves
and curvature of sub-Riemannian manifolds as presented in [41]. We rewrite this
theory using a chosen compatible connection affine connection ∇ in Section 5, by
introducing the twist polynomials from which we can determine the Young diagram
corresponding to a normal equiregular geodesic and a canonical decomposition of
the horizontal bundle E along a geodesic. We also give a universal formula for the
horizontal part of the canonical frame along any ample and equiregular geodesic in
any sub-Riemannian manifold in Theorem 5.13. We emphasize that the twist poly-
nomials are global objects, allowing in Section 6 to express the curvature in terms
of global tensors rather than along individual geodesic. In particular, an explicit
algorithm for computation of the canonical connection and curvature is given in
Section 6.3.
The three next sections consist of examples all satisfying condition (∗) which
show our theory in practice. In Section 7, our methods are applied to the simplest
non-trivial case, namely sub-Riemannian manifolds with growth vector (2, 3), to
give a frame of comparison to results already found in [3, Section 7.5], [2] and [1,
Section 17]. In Section 8, we consider fat sub-Riemannian manifolds. For the sake
of avoiding long computations, we will only find the canonical horizontal frame
for the general case, and complete the computation of connection and curvature
only the special case of H-type sub-Riemannian manifolds [15] with some geometric
restrictions. In Section 9 we similarly give the canonical horizontal frame for all
step two spaces with maximal isometry groups and do a complete description for
the case of rank 3 sub-Riemannian structures.
Some theory and computations related to connections are found in Appendix A.
In particular, we give details on pull-back connections and curvature of non-linear
connections.
Acknowledgement. The author would like to thank Andrei Agrachev, Pierre Pansu,
Luca Rizzi and Igor Zelenko for helpful discussion. This project is supported in
part by the Research Council of Norway (project number 249980/F20).
2. Connections and hamiltonian functions
2.1. Affine connections and corresponding Ehresmann connections. We
review some general theory relating to affine connections on vector bundles and
Ehresmann connections, and we refer to [29, Chapter III] for details. Let π : A →M
be an arbitrary vector bundle. We define V = kerπ∗ ⊆ TA as the vertical bundle.
For any element a1, a2 ∈ Ax, we define the vertical lift of a2 to a1 by
vla1 a2 =
d
dt
(a1 + ta2)|t=0 ∈ Ta1A.
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Clearly, we then have Va1 = {vla1 a2 : a2 ∈ Ax} for any a1 ∈ Ax. If A ∈ Γ(A) is a
section, we can define its vertical lift vlA ∈ Γ(V) by vlA|a = vlaAπ(a), a ∈ A.
Let ∇ be an affine connection on A. Define H = H∇ ⊆ TA by
H =
{
d
dt
a(t)|t=0 : a(t) is ∇-parallel along π(a(t))
}
.
We note that TA = H ⊕ V , making H an Ehresmann connection on π and hence
permitting us to define horizontal lifts with respect to H. For any v ∈ TxM ,
a ∈ Ax, x ∈M , let the horizontal lift hav be the unique element in H that projects
to v by π∗. Similarly, if X is a vector field on M we define its horizontal lift by
hX |a = haXπ(a).
In conclusion, any element in TA can be written as a sum of a vertical lift of an
element in A and a horizontal lift of an element in TM . We note these identities
from the definitions of H and vertical lifts; for any vector fields X,Y ∈ Γ(TM) and
sections A,B ∈ Γ(A),
(2.1) [hX, hY ] = h[X,Y ]−vlR∇(X,Y ), [hX, vlA] = vl∇XA, [vlA, vlB] = 0.
Here, vlR∇(X,Y ) denotes the vector field a ∈ A 7→ vlaR∇(X,Y )a corresponding
to the curvature R(X,Y ) = [∇X ,∇Y ] − ∇[X,Y ]. We will continue to use this
notation in general, so if E ∈ Γ(π∗A) and F ∈ Γ(π∗TM) are sections of the
pullback bundle, then we will also define
hE|a = haEa, vlF |a = vla Fa, a ∈ A.
For the remainder of this section, we will only consider the case when A = T ∗M
is the cotangent bundle, and so consider horizontal lifts of vector fields and vertical
lifts of one-forms.
2.2. Symplectic complements and adjoint connections. Let π be the canoni-
cal projection of the cotangent bundle π : T ∗M →M . Define the Liouville one-form
on T ∗M by
ϑ(w) = p(π∗w), for w ∈ Tp(T ∗M), p ∈ T ∗M,
and let ω = −dϑ be the canonical symplectic form on T ∗M . Let ∇ be an affine
connection on TM with torsion T (X,Y ) = ∇XY −∇YX− [X,Y ], X,Y ∈ Γ(TM).
We denote the induced connection on T ∗M and all other tensor bundles by the
same symbol. Define horizontal lifts from M to T ∗M with respect to ∇. From the
definition of ϑ, for any p ∈ T ∗M
(2.2) ω(hpv, hpw) = −pT (v, w), ω(hpv, vlp α) = α(v), ω(vlp α, vlp β) = 0,
for any v, w ∈ TM and α, β ∈ T ∗M .
Following the terminology of [20], we define the adjoint connection ∇ˆ of ∇ by
∇ˆXY = ∇XY − T (X,Y ) =: ∇XY − TXY.
Let Hˆ = H∇ˆ be the corresponding Ehresmann connection. The corresponding
horizontal lift hˆ is given by
hˆX = hX − vlT ∗X ,
with vlT ∗X |p = vlp T ∗Xp = vlp pT (X, · ). Using (2.2) we have the following relations
regarding symplectic complements:
V∠ = V , H∠ = Hˆ.
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Hence, V is always a Lagrangian subbundle, while H is only Lagrangian if ∇ is
torsion free.
2.3. Connections and Hamiltonian functions. Let f : T ∗M → R be a smooth
Hamiltonian function. To every such function, we define ∇f ∈ Γ(π∗T ∗M) and
f ′ ∈ Γ(π∗TM) by the following relations
α(f ′|p) = df(vlp α), ∇f |p(v) = df(hpv), p, α ∈ T ∗xM, v ∈ TxM,x ∈M.
Since vertical lifts does not depend on any connection, the definition of f ′ is also
independent of this choice. We note the following observations which follow from
(2.1) and (2.2).
Lemma 2.1. Let f,H ∈ C∞(T ∗M) be two Hamiltonian functions
(a) If ~f is the Hamiltonian vector field of f , then
~f = hˆf ′ − vl∇f = hf ′ − vl ∇ˆf.
(b) The Poisson bracket is given by {f,H} = −∇H(f ′) + ∇ˆf(H ′).
(c) For a vector field X ∈ Γ(TM), let HX : T ∗M → R denote the function
HX(p) = p(Xπ(p)). Then
H ′X |p = Xπ(p), ∇HX |p(v) = p(∇vX), v ∈ TxM,p ∈ T ∗xM,x ∈M.
We continue with the following definition.
Definition 2.2. We say that a Hamiltonian function H is parallel with respect
to ∇ if the following equivalent conditions are satisfied.
(i) ∇H = 0.
(ii) ~H takes values in Hˆ.
(iii) H is constant along any curve tangent to H.
For the next result, we introduce the symmetric bilinear map H ′′ = 〈 · , · 〉H′′ ∈
Γ(π∗ Sym2 TM), defined as
〈λ1, λ2〉H′′ = d
2
ds1ds2
H(p+ s1λ1 + s2λ2)|s2=0|s1=0, λ1, λ2 ∈ T ∗π(p)M.
We also define ♯H
′′
: π∗T ∗M → π∗TM by 〈λ1, λ2〉H′′ = λ1(♯H′′λ2).
Lemma 2.3. Assume that H is parallel with respect to ∇. Let hˆ denote the hori-
zontal lift with respect to ∇ˆ.
(a) Let γ(t) be a curve in M and let p(t), λ1(t) and λ2(t) be ∇-parallel forms
along γ(t). Then
d
dt
λ1(t)(H
′
p(t)) = 0,
d
dt
〈λ1(t), λ2(t)〉H′′
p(t)
= 0.
(b) Let Rˆ = R∇ˆ be the curvature of ∇ˆ. Let X ∈ Γ(TM) and β ∈ Γ(T ∗M) be
arbitrary. We then have the following brackets with respect to the Hamiltonian
vector field;
[ ~H, hˆX ]|p = hˆ∇ˆH′pX + hˆ♯H
′′
p T ∗Xπ(p)p− vl Rˆ(H ′p, Xπ(p)),(2.3)
[ ~H, vlβ]|p = −hˆp♯H
′′
p β + vlp ∇ˆH′pβ.(2.4)
Proof. (a) The result follows from the fact that p(t) + s1λ1(t) and p(t) + s1λ1(t) +
s2λ2(t) are parallel forms along γ(t) for any constants s1, s2.
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(b) Let X1, . . . , Xn be any local basis with corresponding coframe α1, . . . , αn. If
we define φj(p) = αj(H
′
p), then by the result in (a),
(hpw)φj = (∇wαj)(H ′p), (vlp λ)φj = 〈αj , λ〉H′′p ,
for any w ∈ TxM , λ, p ∈ TxM , x ∈ M . It follows that if we write ~H = hˆH ′ =∑n
j=1 φj hˆXj , then
[ ~H, hˆX ] =
n∑
j=1
φj(hˆ[Xj , X ]− vl Rˆ(Xj , X))−
n∑
j=1
((hX − vlT ∗X)φj)hˆXj .
At any point x ∈ M , we can choose a frame X1, . . . , Xn as ∇-parallel at x,
which means that α1, . . . , αn are parallel at x as well. As a consequence, we
have at x ∈M and for p ∈ TxM ,
[ ~H, hˆX ]|p = hˆ∇H′pX − hˆT (H ′p, Xπ(p))− vl Rˆ(H ′p, Xπ(p)) + hˆ♯H
′′
p T ∗Xπ(p)p
= hˆ∇ˆH′pX − vl Rˆ(H ′p, Xπ(p)) + hˆ♯H
′′
p T ∗Xπ(p)p,
and since the choice of x was arbitrary, we have a formula for [ ~H, hˆX ]. The
proof of (2.4) is similar. 
3. Sub-Riemannian geometry
3.1. Sub-Riemannian structures and minimizers. We review basic definitions
and results relating to sub-Riemannian geometry. For details, see e.g. [34, 1]. A
sub-Riemannian manifold is a triple (M, E , g) where M is a connected manifold,
E is a subbundle of the tangent bundle TM and g is a metric tensor on E . The
pair (E , g) is called a sub-Riemannian structure. A sub-Riemannian structure can
equivalently be described in the following ways.
• A vector bundle map ♯ : T ∗M → TM with kernel of constant rank that also
satisfies p2(♯p1) = p1(♯p2) and p1(♯p1) ≥ 0 for any p1, p2 ∈ TM .
• A bilinear symmetric two-tensor g∗ on T ∗M , the sub-Riemannian cometric, which
is positive semi-definite and degenerate along a subbundle.
The three definitions are related in the following way,
〈p1, p2〉g∗ = p1(♯p2) = 〈♯p1, ♯p2〉g,
with ♯ having image E and kernel
Ann(E) = {p ∈ T ∗xM,x ∈M : p(v) = 0, v ∈ Dx}.
The bundle E is referred to as the horizontal bundle. Write E1 = Γ(E) and define
iteratively Ek+1 = Ek + [E1, Ek]. For each x ∈ M , we write Ekx = {X |x : X ∈
Ek} ⊆ TxM . We say that E is bracket-generating if for every x ∈ M , there is an
integer s such that Esx = TxM . We call the minimal integer s = s(x) satisfying this
property the step of E at x. If Gk(x) = rank Ekx then G(x) = (G1(x), . . . ,Gs(x))
is called the growth vector of E at x. A point x is called a regular point of E is G
is locally constant at x. If x is not regular, it is called a singular point of E . We
note that regular points form an open and dense set in M [28, Sect. 2.1.2, p. 21].
The subbundle E is called equiregular if all points in M are regular. In this case,
we have that {Ekx}x∈M defines a vector bundle Ek for each k ≥ 1 and consequently
Ek = Γ(Ek). For the rest of the paper, we will assume that E is bracket-generating,
but not necessarily equiregular.
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A continuous curve γ : [0, t1]→M is called horizontal if it is absolutely contin-
uous and satisfies γ˙ ∈ Eγ(t) for almost every t. For such a curve, we can define its
length by
Length(γ) =
∫ t1
0
|γ˙(t)|1/2g dt, |γ˙(t)| := 〈γ˙(t), γ˙(t)〉1/2g .
Since E is bracket generating, any pair of points can be connected by a horizontal
curve. Furthermore, if we define a distance dg by letting dg(x, y) denote the infimum
of the length of all horizontal curves connecting x and y, then the topology of dg
equals the manifold topology.
On a sub-Riemannian manifold (M, E , g), we define the sub-Riemannian Hamil-
tonian H : T ∗M → R by
H(p) =
1
2
|p|2g∗ =
1
2
〈p, p〉g∗ .
Let ~H be the corresponding Hamiltonian vector field. If π : T ∗M → M is the
canonical projection, we say that
γ(t) = exp(tp) := π(et
~H(p)), p ∈ T ∗M,
is the normal geodesic with initial covector p ∈ T ∗M and that λ(t) = et ~H(p) is its
extremal. Normal geodesics are always local length minimizers. However, it is not
in general true that all minimizers are of this type. Consider the Hilbert manifold
AC2(x) of horizontal curves defined on [0, t1] with initial value x and with square
integrable derivative. Define End : AC2(x) → M as the endpoint map γ 7→ γ(t1),
which is a smooth map of manifolds. A curve γ is then called abnormal if it is a
singular point of End, i.e if
End∗,γ : TγAC2(x)→ Tγ(t1)M,
is not surjective. Abnormal curves do not depend on the metric g, only subbundle
E . Any length minimizer of dg is either a normal geodesic or an abnormal curve,
but abnormal curves need not be minimizers in general, even locally. Furthermore,
a curve can both be a normal geodesic and an abnormal curve.
A normal geodesic γ : [0, t1] →M is called strictly normal if it is not abnormal
and strongly normal if γ|[0,t0] is not abnormal for any 0 ≤ t0 ≤ t1. A minimizer is
called strictly abnormal if it is abnormal and not normal.
3.2. Compatible connections and length minimizers. Let (M, E , g) be a sub-
Riemannian manifold and let ∇ be a connection on TM . A connection ∇ is said
to be compatible with the sub-Riemannian structure if the following equivalent
conditions are satisfied.
• Relative to (E , g): E is preserved under parallel transport and for X1, X2 ∈ Γ(E)
and Y ∈ Γ(TM), we have that
Y 〈X1, X2〉g = 〈∇YX1, X2〉g + 〈X1,∇YX2〉g.
• Relative to ♯: We have the commutation relation ∇♯ = ♯∇.
• Relative to g∗: ∇g∗ = 0.
Any compatible connection to a sub-Riemannian structure (E , g) will have torsion
whenever E is a proper subbundle and bracket-generating [25, Proposition 3.3].
We have the following relations between normal geodesic and compatible con-
nections, found in [21, Proposition 2.1]. Recall the definition of adjoint connection
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∇ˆ of ∇ in Section 2.2. We will denote their corresponding covariant derivatives
along curves by respectively Dˆ and D.
Proposition 3.1. Let ∇ be a compatible connection with adjoint ∇ˆ. A curve
γ : [0, t1] → M is a normal geodesic if and only if there is a form λ(t) along γ(t)
satisfying
Dˆtλ = 0, ♯λ(t) = γ˙(t),
with Dˆt = (γ
∗∇ˆ) ∂
∂t
being the covariant derivative along γ. Furthermore, λ(t) is an
extremal of γ(t).
We show a similar relation for abnormal curves.
Proposition 3.2. Let ∇ be any affine connection on TM such that E is preserved
under parallel transport. Write its adjoint as ∇ˆ. Let γ be a horizontal curve with
square integrable derivative. Then γ is an abnormal curve if and only is a non-zero
one-form λ along a curve γ, satisfying almost everywhere
Dˆtλ = 0, ♯λ(t) = 0,
with Dˆt = (γ
∗∇ˆ) ∂
∂t
being the covariant derivative along γ. In particular, holds true
if ∇ is compatible with (E , g).
For the proof, we will need the following result from [26] and [34, Theorem 5.3].
Lemma 3.3. Let ω be the canonical symplectic form on T ∗M . Then γ is abnormal
if any only if there exists there is a non-zero one-form λ(t) along a curve γ(t), with
square integrable derivative and with values in Ann(E) almost everywhere, satisfying
ω
(
λ˙(t), Tλ(t)Ann(E)
)
= 0.
Proof of Proposition 3.2. We note first that since ∇ preserves E , it also preserves
Ann(E). As a consequence, if p ∈ Ann(E)x, then
TpAnn(E) = span{hpv, vlp α : v ∈ TxM,α ∈ Ann(E)x},
where h is the horizontal lift with respect to H = H∇. By (2.2) the symplectic
complement of TpAnn(E) is
(TpAnn(E))∠ = {hˆpv : v ∈ Ex}.
Hence, λ˙(t) has to be a ∇ˆ-parallel form along a horizontal curve. If γ has square
integrable derivative, then so will λ(t) as it is a horizontal lift. 
The following can now be easily deduced from the two descriptions.
Corollary 3.4. A normal geodesic γ(t) is strictly normal if and only if it has a
unique extremal λ(t).
3.3. Brackets of the the sub-Riemannian Hamitonian. Consider M with a
sub-Riemannian structure (E , g). Let ∇ be a connection compatible with the sub-
Riemannian structure and write ∇ˆ for its adoint. If the corresponding Hamiltonian
function H is defined by by H(p) = 12 |p|2g∗ , then in the notation of Section 2.2
H ′ = ♯, H ′′ = g∗.
AFFINE CONNECTIONS AND CURVATURE IN SUB-RIEMANNIAN GEOMETRY 9
As a consequence, Lemma 2.3 gives the following expressions for Lie brackets with
the Hamiltonian vector field ~H ,
[ ~H, hˆX ]|p = hˆ∇ˆ♯pX + hˆ♯T ∗Xp− vl Rˆ(♯p,X),(3.1)
[ ~H, vlβ]|p = −hˆp♯β + vlp ∇ˆ♯pβ.(3.2)
4. Jacobi curves and canonical connections
In this section we will review ideas of Jacobi fields, Jacobi curves and connections
of sub-Riemannian manifolds introduced in [41, 3, 8].
4.1. Jacobi fields and the Jacobi curve. Let (M, E , g) be a sub-Riemannian
manifold with sub-Riemannian Hamiltonian H(p) = 12 |p|2g∗ , p ∈ T ∗M . Let π :
T ∗M → M denote the natural projection and again write exp(tp) = π(et ~H(p)).
Just like in the Riemannian case, we can consider Jacobi fields as a variation of
(normal) geodesics. If η(s) is a curve in T ∗M , we can consider a Jacobi field as a
result of computing
V (t) =
∂
∂s
exp(tη(s))|s=0 = ∂
∂s
π∗(et
~H(λ(s))) = π∗et
~H
∗ ∂sη(0).
All Jacobi fields can hence be written as V (t) = π∗V˜ (t) with V˜ (t) = et
~h
∗ u for some
constant u ∈ T (T ∗pM). In other words, they are solutions of the equation
(4.1)
d
dt
e−t
~H
∗ V˜ = 0.
In what follows, for a vector field X˜ on T ∗M , write Ad(e−t ~HX˜)|p := e−t ~H∗ X˜et ~H (p).
We note that
d
dt
Ad(e−t
~H)X˜ = Ad(e−t
~H)[ ~H, X˜].
Example 4.1 (Riemannian manifolds). For the case of Riemannian manifolds E =
TM , let ∇ denote the Levi-Civita connection of g which satisfies ∇H = 0. Since
it is also torsion free, we know that ∇ˆ = ∇. Let V˜ (t) be a vector field along the
extremal λ(t) = et
~H(p) with projection V (t) along γ(t). Then at least locally, there
exist a vector field X and a one-form α such that
V˜ (t) = hλ(t)Xγ(t) + vlλ(t) αγ(t).
Using the formulas of (3.1) and (3.2) in the Riemannian case,
d
dt
e−t ~H∗ V˜ (t) =
d
dt
Ad(e−t ~H)(hX + vlα)|λ(0) = Ad(e−t ~H)([ ~H, hX + vlα])|λ(0)
= e−t ~H∗
(
hλ(t)∇γ˙(t)X − vlλ(t) R(γ˙, X)− hλ(t)♯α+ vlλ(t)∇γ˙(t)α
)
,
= e−t ~H∗
(
hλ(t)DtV − vlλ(t) R(γ˙, V )− hλ(t)♯α+ vlλ(t)∇γ˙α
)
.
Hence, if ddte
−t ~H
∗ V˜ (t) = 0 then ♯α|γ(t) = DtV and
♯∇γ˙α|γ˙(t) = DtDtV (t) = ♯R(γ(t), V (t))λ(t) = R(γ(t), V (t))γ˙(t).
As a result, we obtain the classical Jacobi equation D2tV −R(γ˙, V )γ˙ = 0.
A geodesic γ(t) = exp(tp) is said to have the conjugate time t0 > 0 if there is a
Jacobi field V (t) with V (0) = 0 and V (t0) = 0. This definition can be reformulated
in terms of Jacobi curves. Write V = kerπ∗ for the vertical bundle.
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Definition 4.2. For a normal geodesic γ with extremal λ(t), the subspace Λ(t) =
e−t ~H∗ Vλ(t) ⊆ Tλ(0)T ∗M is called the Jacobi curve of γ.
By definition, Λ(t) is a Lagrangian subspace for any t ≥ 0. We see that t0 is
a conjugate time if and only if Λ(0) ∩ Λ(t0) 6= 0. Hence, we can study conjugate
points by understanding the Jacobi curve Λ(t). We note that for every t, Λ(t) is a
Lagrangian subspace of the symplectic vector space TλT
∗M . We will hence give a
description of symplectic invariants of curves of such subspaces.
4.2. Curves in the Lagrangian Grassmannian. Let (W,ω) be a symplectic
vector space of dimension 2n. Consider the Grassmann space L(W ) of Lagrangian
subspaces, that is, n-dimensional subspaces that are their own symplectic comple-
ments. Let Λ(t) be a smooth curve in L(W ) with Λ(0) = Λ0. We can identify the
vector Λ˙(0) ∈ TΛ0L(W ) with the map
Λ˙(0) : Λ0 →W/Λ0,
defined such that if z(t) ∈ Λ(t) is a curve, then Λ˙(0) : z(0) 7→ z˙(0) mod Λ0. One
can verify that z˙(0) is independent of the choice of curve z(t), making the map well
defined. Using the symplectic form ω, we can identify this map with a quadratic
form on Λ0, by
Λ˙(0)(z) = ω(Λ˙(0)z, z).
In fact, all quadratic forms on Λ0 can be represented this way. We introduce the
following notions for curves Λ(t) in L(W ).
We define Λ(0)(t) = Λ(t) and
(4.2) Λ(i)(t) = span
{
dj
dtj
z(t) : 0 ≤ j ≤ i, z(t) ∈ Λ(t)
}
,
and write ki(t) = dimΛ
(i)(t).
(i) We say that Λ(t) is monotone increasing (resp. decreasing) at t0 if Λ˙(t0)
is a positive (resp. negative) semi-definite quadratic form. We say that it
is strictly monotone increasing (resp. decreasing) if Λ˙(t0) is positive (resp.
negative) definite.
(ii) We say that Λ(t) is regular at t0 if Λ˙(t0) is a non-degenerate quadratic form.
It is called regular if it is regular at every point.
(iii) We define
s = min{i : Λ(i)(t0) = Λ(j)(t0) for all i ≤ j},
as the step of Λ(t) at t0.
(iv) Λ(t) is called ample at t0 = 0 if Λ
(i)(t0) =W for some i ≥ 1.
(v) Λ(t) is called equiregular at t0 = 0 if each ki(t) is constant at t0.
(vi) Λ(t) is called ample or equiregular if it is respectively ample or equiregular at
every t.
We remark the following property found in [3, Chapter 3.1], see also [41].
Lemma 4.3. If Λ(t) is equiregular of step s, then for any j = 1, . . . , s− 1, we have
dj = kj − kj−1 ≥ dj+1 = kj+1 − kj .
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For every ample, equiregular curve Λ(t) of step s, we introduce associated Young
diagram Y corresponding to the partition (d1, . . . , ds). With the English nota-
tion, for a sequence of positive, non-increasing numbers (d1, . . . , ds), we write
Y = Y(d1, . . . , ds) for the Young diagram with s-columns and with di-boxes in
the i-th column. For us, it will be practical to identify this Young diagram with
the set
Y = {(a, b) ∈ N× N : 1 ≤ b ≤ s, 1 ≤ a ≤ db},
where each number (a, b) represents the box in the a-th row and b-th column. For
each 1 ≤ a ≤ d1, write na for the maximal value such that (a, na) ∈ Y. In other
words, na is the length of the a-th row.
From all possible values in {na}d1a=1, write them as a descending sequence
n1 > · · · > nd1 ,
of distinct numbers. The reduced Young diagram Y of Y is then given by
Y = {(a, b) ∈ N× N : 1 ≤ a ≤ d1, 1 ≤ b ≤ na}.
In other words, Y can be considered as a result of collapsing all rows in Y of equal
length into a single row. For any (a, b) ∈ Y, we define (a, b) = [a, b] ∈ Y as the
unique block satisfying b = b and na = na. See Figure 1 for a concrete example.
Y =
1, 1 1, 2 1, 3 1, 4
2, 1 2, 2 2, 3 2, 4
3, 1 3, 2
4, 1
5, 1
6, 1
Y =
1, 1 1, 2 1, 3 1, 4
2, 1 2, 2
3, 1
Figure 1. An example of a Young diagram with (d1, d2, d3, d4) =
(6, 3, 2, 2) and its corresponding reduced Young diagram. The rows
of Y and the corresponding row in the reduced Young diagram Y
are given the same color. For any any (a, b) ∈ Y, (a, b) = [a, b] is
the unique box in column b with the same color as (a, b).
For the geometry of such Jacobi curves, we have the following result found in [41],
giving us a canonical complement Γ(t) of Λ(t) and a determining set of symplectic
invariants.
Theorem 4.4 (Canonical frame: Original formulation). Let Λ(t) be an ample,
equiregular, monotone curve with Young diagram Y and reduced Young diagram Y.
Let d1 and d1 be the numbers of boxes in their respective first columns. We then
have the following decomposition
(4.3) W = Γ(t)⊕ Λ(t),
Λ(t) = span{Ea,b(t) : (a, b) ∈ Y}, Γ(t) = span{Fa,b(t) : (a, b) ∈ Y},
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into Lagrangian subspaces, where the basis {Ea,b, Fa,b}(a,b)∈Y of W satisfies the
following properties.
(a) It is a Darboux basis,
ω(Ea,b, Ei,j) = ω(Fa,b, Fi,j) = ω(Ea,b, Fi,j)− δa,iδb,j = 0.
(b) For any 1 ≤ a ≤ d1, 1 ≤ b ≤ na − 1, we have
d
dt
Ea,b+1 = Ea,b,
d
dt
Fa,b = −Fa,b+1 +
∑
(i,j)∈Y
Ra,bi,j Ei,j ,
d
dt
Ea,1 = −Fa,1, d
dt
Fa,na =
∑
(i,j)∈Y
Ra,nai,j Ei,j .
(c) The coefficients {Ra,bi,j : (a, b), (i, j) ∈ Y} satisfies the following: For any
(a, b) ∈ Y, define decomposition RY = span{ea,b : (a, b) ∈ Y} = ⊕(a,b)∈Y(a, b)
by
(4.4) (a, b) = span{ea,b : [a, b] = (a, b)}.
Write the curvature operator R : RY → RY for the linear map with
Rea,b =
∑
i,j∈Y
Ra,bi,j ei,j .
Let R = (R
(a,b)
(i,j) ) denote its decomposition such that R
(a,b)
(i,j) : (a, b) → (i, j).
Then
R
(a,b)
(i,j) = (R
(i,j)
(a,b))
†
the transpose of R
(i,j)
(a,b) in the basis {ea,b} and furthermore,
(i) if b 6= na, then R(a,b)(a,b+1) is anti-symmetric;
(ii) if a = i and j 6= {b− 1, b, b+ 1}, then R(a,b)(a,j) = 0;
(iii) if a < i, j < ni and j 6∈ {b, b+ 1}, then R(a,b)(i,j) = 0;
(iv) if a < i, b < ni − 1, then R(a,b)(i,ni) = 0;
(v) if a < i and na − ni ≥ b+ j, then R(a,b)(i,j) = 0.
Furthermore, if {E˜a,b, F˜a,b} is another basis satisfying the above conditions, there
exist constant orthogonal matrices
Oa = (Oaa,i), [a, 1] = [i, 1] = (a, 1), 1 ≤ a ≤ d1,
such that
E˜a,b =
∑
[i,b]=[a,b]=(a,b)
Oaa,iEi,b, F˜a,b =
∑
[i,b]=[a,b]=(a,b)
Oaa,iFi,b.
In particular, the decomposition (4.3) is independent of choice of basis.
Finally, if Λ(t) and Λ˜(t) are two ample, equiregular, monotone curves with Young
diagram Y and with respective curvature operators R and R˜, then they differ by a
symplectic transformation if and only if R(t) = R˜(t) for every t.
We note that the conditions (ii)-(v) are a reformulation of normalization condi-
tions in [41], chosen so that we have unique connection. See Figure 2 for an example
of these curvature conditions applied to a specific Young diagram.
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(a,b)
(i,j) 1, 1 1, 2 1, 3 1, 4 2, 1 2, 2 3, 1
1, 1 R(1,1)
(1,1)
1, 2 R(1,1)
(1,2)
R
(1,2)
(1,2)
1, 3 0(ii) R
(1,2)
(1,3)
R
(1,3)
(1,3)
1, 4 0(ii) 0(ii) R
(1,3)
(1,4)
R
(1,4)
(1,4)
2, 1 0(v) 0(iv) 0(iv) 0(iv) R
(2,1)
(2,1)
2, 2 R(1,1)
(2,2)
R
(1,2)
(2,2)
R
(1,3)
(2,2)
R
(1,4)
(2,2)
R
(2,1)
(2,2)
R
(2,2)
(2,2)
3, 1 0(v) 0(v) R
(1,3)
(3,1)
R
(1,4)
(3,1)
R
(2,1)
(3,1)
R
(2,2)
(3,1)
R
(3,1)
(3,1)
Figure 2. The curvature normalization condition for Jacobi
curves with reduced Young diagram Y = Y(3, 2, 2, 1, 1) as in Fig-
ure 1. Only lower triangular values are shown, as the upper triangle
is the transpose. Maps that are anti-symmetric by (i) are marked
by gray squares. Maps that vanish are marked with a zero and
with the condition as a subscript.
4.3. Jacobi curves of normal geodesics. Consider the case when Λ(t) is the
Jacobi curve of a normal geodesic γ : [0, t1] → M with extremal λ(t), which is a
curve in the Lagrangian Grassmanian of (Tλ(0)T
∗M,ωλ(0)). Then Λ(t) will always
be monotone increasing, but only regular if E = TM . The normal geodesic γ is
called ample and equiregular, respectively if the same is true of Λ(t). We note the
following result of [3, Chapter 5.2].
Lemma 4.5. Let x0 be an arbitrary point.
(a) For every t1 > 0, there is at least one covector p ∈ T ∗x0M such that γ(t) =
exp(tp) is ample at every 0 ≤ t ≤ t1.
(b) The set of p ∈ T ∗x0M such that γ(t) = exp(tp) is ample at t = 0 is Zarinski
open.
(c) If a normal geodesic γ(t) is ample at t = 0, then it is strongly normal.
4.4. Conjugate points, Ricci curvature and the Bonnet-Myers theorem.
We review some material here regarding optimal control problems taken from [8].
4.4.1. LQ optimal control problems. We consider a class of optimal control problems
called linear quadratic (LQ) optimal control problems. Let A, B and q be given
constant matrices of size n× n, n × k and n× n. For a given x0 ∈ Rn, t ≥ 0 and
u ∈ L2([0, t],Rk), we define x = xu as the solution of
x˙ = Ax+Bu.
Define cost functional
Φ(u) =
1
2
∫ t
0
(|u(s)|2
Rk
+ 〈xu(s), qxu(s)〉Rn
)
dt.
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The LQ-optimal control problem with respect to parameters A,B, q, x0, x1 and t
is the problem of finding u such that xu(0) = x0, xu(t) = x1 and such that u is
minimal with respect to Φ(u).
Locally optimal trajectories x(s) are given as projections of solutions (p(s), x(s))
of the Hamiltonian system (
p˙
x˙
)
=
(−A∗ −q∗
BB∗ A
)(
p
x
)
.
Definition 4.6. For A, B and q fixed, we say that t is a conjugate time of the LQ-
optimal control problem if there exists a non-zero solution to the above Hamiltonian
system with x(0) = 0 and x(t) = 0.
4.4.2. Comparison with LQ-problems. Let Y be a given Young diagram and identify
Rn with RY. Let {ea,b, (a, b) ∈ Y} be the standard basis. Define matrices AY and
BY such that for 1 ≤ a ≤ d1 and 1 ≤ b < na, we have
AYea,b = ea,b+1, AYea,na = 0, BYea,b = δb,1ea,b.
We let LQ(Y, q) denote the LQ-optimal control problem relative to the matrices
AY,BY and q write tc(Y, q) for the first conjugate time of the system.
Lemma 4.7 (Sub-Riemannian comparison theorem). Let γ be a strongly normal,
equiregular geodesic with Young diagram Y. Let R : RY → RY denote the curvature
operator of its Jacobi curve. Let 0 < tc ≤ ∞ be the first conjugate time of γ. If
R ≥ q (resp. R ≤ q) for all t ≥ 0, then tc ≤ tc(Y, q) (resp. tc ≥ tc(Y, q)).
In particular, if R ≤ 0, then tc =∞.
4.4.3. The general Bonnet-Myers theorem. Let γ(t) be an ample, equiregular geo-
desic with Young diagram Y, reduced Young diagram Y and curvature R(t) : RY →
RY. Give (a, b) = span{ea,b : [a, b] = (a, b)} an inner product by making the given
basis orthonormal and define Ric(a, b)(t) = trR
(a,b)
(a,b)(t). For a given integer s > 0,
we write Ys = Y(1, . . . , 1) for the Young diagram with one row and s columns. We
define qk1,...,ks = diag{k1, . . . , ks} as the diagonal matrix with coefficients k1, . . . , ks.
Theorem 4.8 (The Bonnet-Myers theorem). LetM be a complete sub-Riemannian
manifold such that from a given point, a dense set of M can be reached by a mini-
mizing geodesic with Young diagram Y = Y1(d1, . . . , ds) and reduced Young diagram
Y = Y(d1, . . . , ds). For a given 1 ≤ a ≤ d1, assume that for any unit speed geodesic
γ(t) with Young diagram Y, we have ra = rank(a, 1) > δa,d1 and that there exists
constants k1, . . . , kna with
1
ra − δa,d1
Ric(a, b) ≥ kb, b = 1, . . . , na,
If the polynomial
πk1,...,kna (x) = x
2na −
na−1∑
b=0
(−1)na−bkna−bx2b,
has at least one simple purely imaginary root, then the manifold is compact with
diamM ≤ tc(Yna , qk1,...,kna ) <∞. Moreover, its fundamental group is finite.
We note that for the lower step cases, for k > 0, we have
tc(Y
1, qk) =
π√
k
, and tc(Y
2, qk,0) =
2π√
k
.
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5. Jacobi curves and affine connections
We want to give a more explicit description of the canonical complement Γ(t)
of the Jacobi curve Λ(t) of a sub-Riemannian geodesic using compatible affine
connections. Throughout this section, we let π : T ∗M → M denote the canonical
projection and write H : T ∗M → R be the sub-Riemannian Hamiltonian. We
consider a given ample and equiregular geodesic γ(t) = exp(tp) with extremal
λ(t) = et
~H(p) for some p ∈ T ∗M . Let ∇ be a choice of compatible connection with
adjoint ∇ˆ. We let Dt and Dˆt denote the corresponding covariant derivatives along
γ of respectively ∇ and ∇ˆ.
5.1. Complements to the Jacobi curve. Consider the Jacobi curve Λ(t) =
e−t ~H∗ Vλ(t). By definition, all curves in Λ(t) are on the form
(5.1) E(α)(t) = e−t ~H∗ vlλ(t) α(t),
where α(t) is a one-form along the curve γ(t). We first want to consider all choices
of Lagrangian complements to Λ(t).
The following anti-symmetric tensor will be important and will be used in the
rest of the paper. Relative to the compatible connection ∇, we define A = A∇ ∈
Γ(π∗ ∧2 T ∗M) by
(5.2) Ap(v, w) =
1
2
p(T (v, w)), p ∈ T ∗xM, v,w ∈ TxM,x ∈M.
Let S ∈ Γ(γ∗ Sym2 T ∗M) be any symmetric two-tensor along the curve γ(t). Rela-
tive to S and for vector field X(t) along the curve γ(t), define the curve FS(X)(t)
in Tp(T
∗M) by
(5.3) FS(X)(t) = e
−t ~H
∗
(
hˆλ(t)X(t) + vlλ(t) Aλ(t)(X(t))− vlλ(t) S(t)(X(t))
)
,
with Aλ(t)(X(t)) = Aλ(t)(X(t), · ) and S(t)(X(t)) = S(t)(X(t), · ) being one-forms
along γ(t). Define
ΓS(t) = {FS(X)(t) : X ∈ Γ(γ∗TM)}.
By (2.2), we have that ΓS(t) is a Lagrangian complement to Λ(t) and conversely
all such complements correspond uniquely to a choice of symmetric map S along
the curve. We note that for the case S = 0,
v 7→ hˆλ(t)v + vlλ(t) Aλ(t)(v) = hˆλ(t)v + 1
2
vlλ(t) T
∗
v λ(t).
is the horizontal lift with respect to the torsion-free connection 12 (∇+ ∇ˆ).
Corresponding to a choice of S, introduce a covariant derivative DSt of vector
fields along γ,
DSt X = DˆtX +A
♯
λ(X) + S
♯(X), A♯(X) = ♯A(X, · ), S♯(X) = ♯S(X, · ),
which also induces a covariant derivative of forms along γ,
DSt α = Dˆtα+Aλ(♯α)− S(♯α), A(X) = A(X, · ), S(X) = S(X, · ).
We emphasize that these operators are only defined along the geodesic.
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Lemma 5.1. For the curves E(α) as in (5.1) and FS(X) as in (5.3), we have
d
dt
E(α) = E
(
DSt α
)− FS(♯α),
d
dt
FS(X) = FS(D
S
t X) + E(R
S
γ (X)),
where RSγ (t) ∈ Sym2 Tγ(t)M is the symmetric map determined by
RSγ (X,X) = λR(γ˙, X)X + λ(∇XT )(γ˙, X)(5.4)
+
∣∣∣S♯(X) + A♯λ(X)∣∣∣2
g
− (DˆtS)(X,X).
and we write RSγ (X) = R
S
γ (X, · ).
Proof. If V (t) is a vector field along the extremal λ(t) and if Y is a vector field on
T ∗M such that for s ∈ (−ε, ε),
Yλ(t+s) = Ye(t+s) ~H (p) = V (t+ s),
then
et
~H
∗
d
dt
e−t ~H∗ V (t) = e
t ~H
∗
d
ds
e−s ~H∗ e
−t ~H
∗ Yes ~H◦et ~H (p)|s=0 = [ ~H, Y ]|et ~H (p).
Using results of Section 3.3, we have
et
~H
∗
d
dt
E(α) = vl Dˆtα− hˆ♯α = et ~H∗ E
(
Dˆtα+A(♯α) − S(♯α)
)
− et ~H∗ FS(♯α)
= et
~H
∗ E
(
DSt α
)− et ~H∗ FS(♯α),
et
~H
∗
d
dt
FS(X) = hˆDˆtX + hˆ♯T
∗
Xλ− vl Rˆ(γ˙, X)λ
+vlAλ(DˆtX) +
1
2
vl(∇ˆγ˙T )∗Xλ− hˆA♯λ(X)
− vl(DˆtS)(X)− vlS(DˆtX) + hˆS♯(X)
= et
~H
∗ FS(Dˆ
S
t X)− vlAλ(A♯λ(X)) + vlS(A♯λ(X))− vl Rˆ(γ˙, X)λ
+
1
2
vl(∇ˆγ˙T )∗Xλ− vl(DˆtS)(X)− vlAλ(S♯(X)) + vlS(S♯(X)).
Hence we will have that ddtFS(X) = FS(D
S
t X) + E(R
S
γ (X)) with
RS(X,Y ) = −(Rˆ(γ˙, X)λ)(Y )−Aλ(A♯λ(X), Y ) + S(A♯λ(X), Y )
+
1
2
λ(∇ˆγ˙T )(X,Y )− (DˆtS)(X,Y )−Aλ(S♯(X), Y ) + S(S♯(X), Y )
= λ (R(γ˙, X)Y − (∇γ˙T )(X,Y ) + (∇XT )(γ˙, Y )− T (T (γ˙, X), Y ))
+ λ(T (γ˙, T (X,Y ))− T (X,T (γ˙, Y ))) − (DˆtS)(X,Y )
+ 〈(A♯λ + S♯)(X), (A♯λ + S♯)(Y )〉g +
1
2
λ(∇γ˙T )(X,Y )
− 1
2
λ
(
T (γ˙, T (X,Y ))− T (T (γ˙, X), Y )− T (X,T (γ˙, Y ))
)
= λ
(
R(γ˙, X)Y − 1
2
(∇γ˙T )(X,Y )− (∇XT )(Y, γ˙)− 1
2
T (T (γ˙, X), Y )
)
− 1
2
λ(T (T (X,Y ), γ˙) + T (T (Y, γ˙), X))− (DˆtS)(X,Y )
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+ 〈(A♯λ + S♯)(X), (A♯λ + S♯)(Y )〉g.
We look at the anti-symmetric part. If  denotes the cyclic sum over three elements,
and using that λ(R(X,Y )γ˙) = 0 from compatibility of the connection,
RS(X,Y )−RS(Y,X)
= λ( R(γ˙, X)Y−  (∇γ˙T )(X,Y )−  T (T (γ˙, X), Y )) = 0,
from the first Bianchi identity of connections with torsion, see (A.1), Appendix.
Considering the symmetric part, the result follows. 
Remark 5.2 (Jacobi fields). Let S(t) be an arbitrary symmetric tensor along γ(t).
Considering Jacobi fields as the projection of a solution of (4.1), we deduce from
Lemma 5.1 that V (t) is a Jacobi field if and only if there exists a one-from α(t),
such that
DSt V (t) = ♯α(t), D
S
t α(t) = R
S
γ (V (t)).
5.2. Pullback sections and homogeneous sections. Recall that π : T ∗M →M
denotes the canonical projection from the cotangent bundle. Let ζ : A → M be
any vector bundle with an affine connection ∇A. We then introduce the following
operator ~∂ = ∂ ~H,A : Γ(π
∗A)→ Γ(π∗A) defined by
(5.5) ~∂E = (π∗∇A) ~HE, E ∈ Γ(π∗A).
For definition of the pullback connection π∗∇A, see Appendix A.1. Alternatively,
~∂ is the unique linear operator on Γ(π∗A), such that for A ∈ Γ(A), f ∈ C∞(T ∗M),
~∂π∗A|p = ∇Aπ∗ ~HpA, ~∂(fA) = ( ~Hf)A+ f ~∂A = {H, f}A+ f ~∂A.
In what follows, A will always be tensor bundle, i.e., A = T ∗M⊗i ⊗ TM⊗j for
some i ≥ 0, j ≥ 0. This bundle will always be equipped with connection ∇A = ∇
where ∇ is our chosen connections compatible with the sub-Riemannian structure.
In this case, we can rewrite (5.5) as
~∂E|p = (π∗∇)hˆ♯pE|p, E ∈ Γ(π∗A),
with hˆ denoting the horizontal lift with respect to ∇ˆ. We note that if γ(t) is a
normal geodesic with extremal λ(t) and X1(t), . . . , Xi(t) and α1(t), . . . , . . . , αj(t)
are respectively vector fields and one-forms along the curve, then
d
dt
E|λ(t)(X1(t), . . . , Xi(t), α1(t), . . . , αj(t))
= (~∂E)|λ(t)(X1(t), . . . , Xi(t), α1(t), . . . , αj(t))
+ E|λ(t)(DtX1(t), . . . , Xi(t), α1(t), . . . , αj(t))
+ · · ·+ E|λ(t)(X1(t), . . . , DtXi(t), α1(t), . . . , αj(t))
+ E|λ(t)(X1(t), . . . , Xi(t), Dtα1(t), . . . , αj(t))
+ · · ·+ E|λ(t)(X1(t), . . . , Xi(t), α1(t), . . . , Dtαj(t)).
Example 5.3 (Euler one-form and derivatives of normal geodesics). Consider the
canonical section e ∈ Γ(π∗T ∗M) defined by e|p = p for p ∈ T ∗M . The notation
reflect that vl e ∈ Γ(T (T ∗M)) is usually referred to as the Euler vector field. We
will call e the Euler one-form.
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Let γ(t) be a normal geodesic with extremal λ(t). Then by definition, we have
that
Dkt λ(t) =
~∂ke|λ(t).
Recall that from Proposition 3.1 that Dˆtλ(t) = Dtλ(t) + T
∗
♯λ(t)λ(t) = 0, and hence
it follows that
~∂e|p = −T ∗♯pp ;
~∂2e|p = −(∇♯pT )∗♯pp+ T ∗♯T∗
♯p
pp+ T
∗
♯pT
∗
♯pp ;
~∂3e|p = −(∇2♯p,♯pT )∗♯pp+ (∇♯T∗♯ppT )∗♯pp+ 2(∇♯pT )∗♯T∗♯ppp+ 2(∇♯pT )
∗
♯pT
∗
♯pp
+T ∗♯(∇♯pT )∗♯ppp− T
∗
♯T∗
♯T∗
♯p
p
pp− T ∗♯T∗
♯p
T∗
♯p
pp− T ∗♯T∗
♯p
pT
∗
♯pp
−T ∗T∗
♯p
pT♯pp+ T
∗
♯p(∇♯pT )∗♯p − T ∗♯pT ∗♯T♯ppp− T ∗♯pT ∗♯pT ∗♯pp .
As a consequence, we have that Dkt γ˙(t) = ♯
~∂ke|λ(t). Here we have used that ∇ is
compatible with (E , g), so the map ~∂ commutes with the map ♯.
Example 5.4 (Hamiltonian functions from vector fields). For any section X ∈
Γ(π∗TM), consider the Hamiltonian function HX(p) = p(X |p). We can write this
function as HX = e(X), so we have
{H,HX} = ~∂HX = (~∂e)(X) + e(~∂X) = −HT (♯e,X) +H~∂X .
Remark 5.5. Let pr− : π
∗A → A be the natural projection and let U ⊂ T ∗M be
an open set. We say that a section E ∈ Γ(π|∗UA) is k-homogeneous if for any p ∈ U
and c ∈ R such that cp ∈ U , we have
pr−E|cp = pr− ckEp.
By definition, we have that if E is a k-homogeneous section, then ~∂E is a k + 1-
homogeneous section.
5.3. Twist polynomials. Let (M, E , g) be a sub-Riemannian manifold with a com-
patible connection ∇. In order change between the adjoint connection ∇ˆ, which
is related to the Hamiltonian, and the connection ∇ which is compatible with the
sub-Riemannian structure, we introduce the idea of twist polynomials Pk.
Let EndTM ∼= T ∗M ⊗ TM be the endomorphism bundle equipped with the
connection ∇. We define Pk ∈ Γ(π∗ EndTM), by
P0 = idTM , P1 = −T (♯p, · ) = −T♯p,
and iteratively,
Pk = ~∂Pk−1 + P1Pk−1 = (~∂ + P1)k idTM .
We note that it follows from this definition that Pk =
∑k−1
j=0
(
k−1
j
)
Pj ~∂
k−j−1P1.
Also, Pk is a k-homogeneous section by definition. In fact, for x ∈ M fixed, the
map T ∗xM → EndTxM , p 7→ Pk|p is a polynomial function. Furthermore, they
have the following properties.
Lemma 5.6. Let γ(t) = exp(tp) be a normal geodesic with extremal λ(t).
(a) Let X(t) be a vector field along γ(t). Then for k ≥ 0,
(5.6) DˆtPk|λ(t)X(t) = Pk|λ(t)DtX(t) + Pk+1|λ(t)X(t).
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(b) Let //t, /ˆ/t : TxM → Tγ(t)M be parallel transport along γ relative to respectively
∇ and ∇ˆ. Then we have
Pk|p = d
k
dtk
/ˆ/−1t //t|t=0.
Proof. The statement in (a) follows from the definition of ~∂. To prove (b), let
λ(t) = et
~H(p) be an extremal along normal geodesic γ(t) and write Pk|λ(t) = Pk(t).
Recall that if X(t) is a vector field along the curve, then DtX(t) = //t
d
dt//
−1
t X(t)
and similar relations hold for the covariant derivatives of ∇ˆ. We can rewrite the
relation (5.6) as
/ˆ/t
d
dt
/ˆ/−1t Pk(t)//t = Pk+1(t)//t.
Using this formula iteratively and the fact that P0(t) = idTγ(t)M , we have that
/ˆ/−1t Pk(t)//t =
d
dt
/ˆ/−1t Pk−1(t)//t =
dk
dtk
/ˆ/−1t //t. 
Example 5.7. Recall the definition of the Euler one-form e from Example 5.3. We
then have P1 = −T♯e,
~∂P1 = −(∇♯eT )♯e − T♯~∂e,
~∂2P1 = −(∇2♯e,♯eT )♯e − 2(∇♯eT )♯~∂e − (∇♯~∂eT )♯e − T♯~∂2e.
The second and third twist polynomials are then given by
P2 = ~∂P1 + P
2
1 ,
P3 = ~∂
2P1 + 2P1~∂P1 + (~∂P1)P1 + P
3
1 .
5.4. Ampleness and the Young diagram of a geodesic. Let∇ be a connection
compatible with the sub-Riemannian structure and let P0, P1, P2, . . . be the corre-
sponding twist polynomial. Our goal in this section will be to determine the Young
diagram of a geodesic from the twist polynomials from (5.6). For any p ∈ T ∗xM ,
introduce the following flag of subspaces in TxM ,
0 = E0p ⊆ E1p = Ex ⊆ E2p ⊆ · · · ,
where for i ≥ 0,
(5.7) Eip = span{Pj |pv : v ∈ Eπ(p), 0 ≤ j ≤ i− 1}.
Define [Pi]|p : Eπ(p) → TM/Eip by
(5.8) [Pi]|pv = Pi|pv mod Eip.
Then we have the following result.
Proposition 5.8. (a) The spaces {Eip}p∈T∗M are independent of choice of com-
patible connection for any i ≥ 0.
(b) Let λ(t) = et
~H(p) be an extremal with projection γ(t) = exp(tp), t ∈ [0, t1].
Then the following holds.
(i) γ(t) is an abnormal curve if and only if Eiλ(t) is a proper subspace of
Tγ(t)M for any t ∈ [0, t1] and i ≥ 0.
(ii) The curve γ(t) is ample at t0 if and only if E
s
λ(t0)
= Tγ(t0)M for some
s ≥ 1.
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(iii) Write
di+1(p) = rank[Pi]|p = rankEi+1p − rankEip.
Then γ(t) is equiregular if and only if di(λ(t)) is constant for any i ≥ 0.
(iv) If γ(t) is an ample, equiregular geodesic with di = di(λ(t)) and such that
Es−1λ(t) ( Tγ(t)M and E
s
λ(t) = Tγ(t)M , then its Young diagram Y is Y =
Y(d1, . . . , ds).
Proof. Let Λ(t) be the Jacobi curve of a normal geodesic γ(t), define E(α) as in
(5.1) as in consider F0(X) defined as in (5.3) with S = 0. Recall the definition of
Λ(i) in (4.2). By Lemma 5.1, for any i ≥ 1,
Λ(i)(t) = {E(α)(t), F0((D0t )jX)(t) : α ∈ Γ(γ∗T ∗M), X ∈ Γ(γ∗E), 0 ≤ j ≤ i− 1}.
Furthermore, we note that for any X ∈ Γ(γ∗E) horizontal
D0tX(t) = DˆtX(t) mod Eγ(t) = DˆtP0X(t) mod Eγ(t) = P1X(t) mod Eγ(t),
and similarly,
(D0t )PiX(t) = Pi+1X(t) mod E
i+1
λ(t).
As a result, we have
Λ(i)(t) = {E(α)(t), F0(X)(t) : α ∈ Γ(γ∗T ∗M), X ∈ Γ(γ∗TM), X(t) ∈ Eiλ(t)}.
The result follows from this realization. 
Remark 5.9. We note that if Ekx , x ∈ M is defined as in Section 3.1, then we have
Ekp ⊆ Ekx for any p ∈ T ∗xM . However, these will not coincide in general.
5.5. Canonical frames. In this section, we rewrite the result of Theorem 4.4 in
terms of our connection ∇ and Lemma 5.1.
Theorem 5.10 (Canonical frame along a geodesic). Let γ = exp(tp) be an ample,
equiregular geodesic with Young diagram Y = Y(d1, . . . , ds) and reduced Young
diagram Y = Y(d1, . . . , ds). Then there exists a unique symmetric map S ∈
Γ(γ∗ Sym2 T ∗M) such that there is a choice of frame {Xa,b}(a,b)∈Y along γ with
the property that for 1 ≤ a ≤ d1, 1 ≤ b < na,
DSt Xa,b = Xa,b+1, D
S
t Xa,na = 0,
X1,1 , . . . , Xd1,1 is an orthonormal basis of E along γ,
and, furthermore, if RSγ is defined as in (5.4), then for any (a, b), (i, j) ∈ Y with
[a, b] = (a, b), [i, j] = (i, j) then
(i) if a = i and b = b < na, then
RSγ (Xa,b, Xi,b+1) = −RSγ (Xa,b+1, Xi,b);
(ii) if a = i and j 6= {b− 1, b, b+ 1}, then RSγ (Xa,b, Xi,j) = 0;
(iii) if a < i, j < ni and j 6∈ {b, b+ 1}, then RSγ (Xa,b, Xi,j) = 0;
(iv) if a < i, b < ni − 1, then RSγ (Xa,b, Xi,ni) = 0;
(v) if a < i and na − ni ≥ b+ j, then RSγ (Xa,b, Xi,j) = 0.
The frame {Xa,b}(a,b)∈Y is unique up to a choice of an initial choice of orthonormal
bases of span{Xa,1(0) : [a, 1] = (a, 1)} for any 1 ≤ a ≤ d1.
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Proof. Let us rewrite Ea,b = (−1)b−1E(αa,b) and Fa,b = (−1)b−1FS(Xa,b). From
(2.2) and the requirement that {Ea,b, Fa,b} is a Darboux basis, it follows that
{αa,b}(a,b)∈Y is the coframe of {Xa,b}(a,b)∈Y. The equations for the derivatives
of Ea,b and Fa,b are by Lemma 5.1 equivalent to
(5.9)


DSt Xa,b = Xa,b+1,
♯αa,1 = Xa,1,
DSt αa,b+1 = −αa,b,
DSt Xa,na = 0,
♯αa,b+1 = 0,
DSt αa,1 = 0,
for 1 ≤ b < na. Note that since αa,1(Xi,1) = 〈Xa,1, Xi,1〉 = δa,i, it follows that
{Xa,1(t) : 1 ≤ a ≤ rank Eγ(t)} is an orthonormal basis along γ. This fact together
with the equations for DSt -derivatives of Xa,b determine all the equations (5.9). 
We will call {Xa,b}(a,b)∈Y a canonical frame along the geodesic γ. Define sub-
bundles of TM along the geodesic γ by

a,b(t) = span{Xa,b(t) : [a, b] = (a, b)}.
We also give these spaces an inner product, such that Xa,b becomes an orthonormal
basis. We see that these spaces and their inner product are independent of choice
of initial frame.
Proposition 5.11. Let [P1], . . . , [Ps] be defined as in (5.8).
(a) For any 1 ≤ b ≤ s, if we define Ebp as in (5.7), then
Ebλ(t) =
⊕
(i,j)∈Y
j≤b

i,j(t).
(b) We have d1,1(t) = ker[P1]|λ(t) and iteratively,

a,1(t) = ker[Pna ]|λ(t) ∩
(⊕i>ai,1(t))⊥ ,
where the orthogonal complement is defined relative to g in Eγ(t).
Proof. (a) It is clear that the statement is true for b = 1 and hence we can complete
the proof by induction. If our hypothesis holds true for b, then we have that
⊕
(i,j)∈Y
j≤b+1

i,j(t) =
⊕
(i,j)∈Y
j≤b

i,j(t) +

D
S
t X(t) : X(t) ∈
⊕
(i,j)∈Yp
j≤b

i,j(t)


= Ebλ(t) +
{
DSt X(t) : X(t) ∈ Ebλ(t)
}
.
By the definition, we can write any vector field X(t) with valued in Ebλ(t) as
X(t) =
∑b−1
j=0 Pj |λ(t)Yj+1(t) where Y1, . . . , Yb takes values in Eγ(t). We then
note that
DSt X(t) = DˆtX(t) mod E
b
λ(t) = Pb|λ(t)Yb mod Ebλ(t),
and so by definition, we have ⊕(i,j)∈Y
j≤b+1
i,j(t) = Eb+1λ(t).
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(b) If X(t) is a vector field with values in a,1(t), then
(DSt )
kX(t) = (Dˆt)
kX(t) mod Eγ(t)
= (Dˆt)
k−1(DtX(t) + P1|λ(t)X(t)) mod Eγ(t)
=
k∑
j=0
(
k
j
)
Pj |λ(t)Dk−jt X(t) mod Eγ(t).
Hence, if (DSt )
naXa,1 = 0, then PnaXa,1 is a linear combination of elements in
Enaλ(t). It follows that [Pna ]Xa,1 = 0. To complete the proof, we note that for
the block d1,1 satisfies nd1 = 1 since there are always some elements in the
kernel of [P1]|λ(t). In particular, we have that P1|λ(t)γ˙(t) = 0. 
Only the values of S(X,Y ) where at least one of the vector fields are horizontal
has an impact on the connection DSt . Hence, the values of S when both X and
Y are in the span of {Xa,b : b ≥ 2} are determined by the curvature conditions
(i)-(v). This next result reveals how curvature normalization conditions determine
S.
Proposition 5.12. Let {Xa,b}(a,b)∈Y be a canonical frame along γ corresponding
to extremal λ. With the convention that Xa,na+1 = 0, then
RSγ (Xa,b, Xi,j) =
1
2
λR(γ˙, Xa,b)Xi,j +
1
2
λR(γ˙, Xi,j)Xa,b
+
1
2
λ(∇Xa,bT )(γ˙, Xi,j) +
1
2
λ(∇Xi,jT )(γ˙, Xa,b)
+ 〈A♯(Xa,b), A♯(Xi,j)〉g − 〈S♯(Xa,b), S♯(Xi,j)〉g
− d
dt
S(Xa,b, Xi,j) + S(Xa,b+1, Xi,j) + S(Xa,b, Xi,j+1).
Proof. The result follows from the computation
− (DˆtS)(Xa,b, Xij) = − d
dt
S(Xa,b, Xi,j) + S(DˆtXa,b, Xi,j) + S(Xa,b, DˆtXi,j)
= − d
dt
S(Xa,b, Xi,j) + S(Xa,b+1 −A♯λ(Xa,b)− S♯(Xa,b), Xi,j)
+ S(Xa,b, Xi,j+1 −A♯λ(Xi,j)− S♯(Xi,j))
= − d
dt
S(Xa,b, Xi,j) + S(Xa,b+1, Xi,j) + S(Xa,b, Xi,j+1)− 2〈S♯(Xa,b), S♯(Xi,j)〉g
− 〈S♯(Xa,b), A♯(Xi,j)〉g − 〈A♯(Xa,b), S♯(Xi,j)〉g. 
5.6. The canonical horizontal frame through twist polynomials. Let γ(t)
be an ample, equiregular geodesic of step s with Young diagram Y. Let ∇ be a
connection compatible with our sub-Riemannian structure with corresponding twist
polynomials P1, . . . , Ps. In the previous section, we showed that we can determine
a decomposition Eγ(t) = ⊕d1a=1a,1(t) from knowing the twist polynomials. Let
pra(t) = pr
a,1(t) : Eγ(t) → a,1(t) be the corresponding projections and pr<a =∑a−1
i=1 pri. We will show how we can determine the horizontal elements of the
canonical frame as well.
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Recall from Proposition 5.11 that Pna
a,1 ⊆ Ena and Pna+1a,1 ⊆ Ena+1. Hence,
Pna and Pna+1 can be decomposed into twist polynomials of lower order on 
a,1.
Define linear maps B(t), C(t) : Eγ(t) → Eγ(t) according to the following rules.
• For any 1 ≤ a ≤ d1 and u ∈ a,1,
Pna |λ(t)u = −Pna−1|λ(t)B(t)u mod Ena−1λ(t)(5.10)
= −Pna−1|λ(t)(B0(t) +B+(t))u mod Ena−1λ(t) .
with B0(
a,1) = a,1 and B+(
a,1) = ⊕i<ai,1.
• For any 1 ≤ a ≤ d1 and u ∈ a,1,
(5.11) Pna+1|λ(t)u = −Pna |λ(t)C(t)u mod Enaλ(t).
with C(a,1) = ⊕i<ai,1.
Observe that for a = 1, we have En1 = TM , so C always vanishes on 1,1. Hence,
it is sufficient to compute P1, . . . , Pn1 for to find the maps B and C.
In what follows, we will let b† denote the dual of an endomorphism b : Ex → Ex
with respect to the inner product gx.
Theorem 5.13 (Universal formula for the canonical horizontal frame). Define an
anti-symmetric linear map Q(t) : Eγ(t) → Eγ(t) by
(5.12) Q(t) =
1
2
d1∑
a=1
1
na
pra(B0 −B†0 − 2A♯) pra+(C −B+)− (C −B+)†.
Let {Xa,b}(a,b)∈Y be the canonical frame uniquely determined by Xa,1(0) = ua ∈
[a,1](0). Then X1,1, . . . , Xd1,1 are solutions of
DtXa,1 = QXa,1, Xa,1(0) = u
a.
Furthermore,
S♯|E = 1
2
(B0 +B
†
0)−
d1∑
a=1
(na(C −B+) + pr<aA♯) pra(5.13)
−
(
d1∑
a=1
(na(C −B+) + pr<aA♯) pra
)†
.
Finally, we note that if ℘1(t) : Eγ(t) → Tγ(t)M is defined by
℘1(t) = (P1 +A
♯ + S♯)|λ(t)|E +Q(t),
with S♯|E and Q given as above, then ℘1u = 0 for u ∈ d1,1, while for any Xa,1
with na > 1, we have
℘1Xa,1 = Xa,2.
Proof. Let {Xa,b}(a,b)∈Y be the canonical frame with the given initial conditions.
Write DtXa,1 = Q(t)Xa,1 = (Q0(t) +Q+(t) −Q+(t)†)Xa,1 where Q0(a,1) = a,1
and Q+(
a,1) = ⊕i<ai,1. In this definition, we have used that Q(t) : Eγ(t) →
Eγ(t) is anti-symmetric since X1,1, . . . , Xd1,1 is an orthonormal frame. We note the
following observations.
• For any section Y of Ekλ(t), DˆtY is a section of Ek+1λ(t) .
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• As a corollary of the above statement, we have that for any vector field Y along
γ(t) and l ≥ k,
(DSt )
kY (t) = Dˆkt Y (t) mod E
l
λ(t).
• If X is a section of a,1 and k ≥ na, then DˆkX is a section of t 7→ Ekλ(t).
From these observations and the definition of the canonical frame,
0 = (DSt )
naXa,1
= (DSt )
na−1(P1 +Q0 +Q+ −Q†+ +A♯ + S♯)Xa,1 mod Ena−1
= Dˆna−1t (P1 +Q0 +Q+ +A
♯ + S♯)Xa,1 mod E
na−1
= PnaXa,1 + Pna−1(na(Q0 +Q+) + (A
♯ + S♯))Xa,1 mod E
na−1
= Pna−1(−B0 −B+ + na(Q0 +Q+) + (A♯ + S♯))Xa,1 mod Ena−1.
From here, we have that for u, v ∈ a,1,
〈naQ0u, v〉g =
〈(
1
2
B0 − 1
2
B†0 −A♯
)
u, v
〉
g
, S(u, v) =
〈(
1
2
B0 +
1
2
B†0
)
u, v
〉
g
.
Furthermore, for i < a and u ∈ a,1, v ∈ i,1, we have
S(u, v) = 〈(B+ − naQ+ −A♯)u, v〉g.
Next, we observe that
PnaQ+Xa,1 = PnaQXa,1 mod E
na = PnaDtXa,1 mod E
na
= −Pna+1Xa,1 + DˆtPnaXa,1 mod Ena = PnaCXa,1 − DˆtPna−1BXa,1 mod Ena
= Pna(C −B+)Xa,1 mod Ena .
This gives us formulas for Q and S♯|E . Finally, we note that if na ≥ 2,
Xa,2 = D
S
t Xa,1 = (P1 +Q+A
♯ + S♯)Xa,1. 
Example 5.14 (Geodesics of Riemannian geometry). For the case Eγ(t) = Tγ(t)M
where Y = Y(dimM) and Y = Y(1), we will only need
P1|λ(t) = −T♯λ(t) = −Tγ˙(t) = −B(t).
By Theorem 5.13, we have that
Q =
1
2
(
Tγ˙ − T †γ˙ − 2A♯λ
)
, S♯(Xa,1) =
1
2
(
Tγ˙ + T
†
γ˙
)
Xa,1,
so
DSt = Dt − Tγ˙ +A♯λ +
1
2
(
Tγ˙ + T
†
γ˙
)
= Dt − 1
2
Tγ˙ +A
♯
λ +
1
2
T †γ˙ = Dt −Q.
which is the covariant derivative of the Levi-Civita connection of g, as expected.
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5.7. The Bonnet-Myers theorem for the final box. Let γ(t) be an ample,
equiregular geodesic with Young diagram Y = Y(d1, . . . , ds) and reduced Young
diagram Y = Y(d1, . . . , ds). We will consider the Ricci curvature of the final box
in the Young diagram. Let ∇ be a compatible connection with corresponding twist
polynomials P1, P2, . . . . We define
(t) = d1,1(t) = ker[P1] = span{Xa,1 : [a, 1] = (d1, 1)},
with orthogonal projection pr : Eγ(t) → (t). From Proposition 5.12, for any (a, 1)
with [a, 1] = (d1, 1),
RSγ (Xa,1, Xa,1) = λR(γ˙, Xa,1)Xa,1 + λ(∇Xa,1T )(γ˙, Xa,1) + |A♯(Xa,1)|2g
− |S♯(Xa,1)|2g −
d
dt
S(Xa,1, Xa,1).
and by Theorem 5.13,
S♯Xa,1 =
1
2
(B0 +B
†
0)Xa,1 + (2B+ − C)Xa,1 − (id−pr)A♯Xa,1.
We then have that
Ric(t) = Ric(d1, 1)(t) = tr(t)R
S
γ (×,×) = trRSγ (×,×)(5.14)
= tr λR(γ˙,×)×+trλ(∇×T )(γ˙,×) + 1
4
|pT (pr · , pr · )|2g∗⊗g∗
− 1
4
tr|(B0 +B†0)× |2g − |(2B+ − C)pr · |2g∗⊗g
+ 2 tr 〈(2B+ − C)×, A♯×〉g − d
dt
tr 〈B0×,×〉.
Using Theorem 4.8 we have the following result.
Theorem 5.15. Assume a dense set ofM connected by ample, equiregular geodesic.
Assume that for any such geodesic with Young diagram Y = Y(d1, . . . , ds) with
d1 − d2 > 1 and
1
d1 − d2 − 1Ric(t) ≥ k1|γ˙|
2,
where Ric is as in (5.14). Then M is compact, with finite fundamental grop and
diameter bound
diamM ≤ π√
k1
.
We are now able to prove the theorem mentioned in the introduction.
Proof of Theorem 1.1. Let g¯ be any taming Riemannian metric of g. Let A be the
orthogonal complement of E . We define ∇ by (1.1). Let γ be an ample equiregular
geodesic. Write (t) = kerT (γ˙, · ) = kerP1. Since T (E , E) ⊆ A, we have that
B|d1,1 = B| = 0. We furthermore have for any v ∈ (t),
P2v = −(∇γ˙(t)T )(γ˙, v)− T (Dtγ˙, v) = −P1C(t)v = T (γ˙, C(t)v),
and
Ric(λ(t)) = trλR(γ˙,×)×+trλ(∇×T )(γ˙,×) + 1
4
|λ(t)T (pr · , pr · )|2g∗⊗g∗
− tr|C × |2g − tr λ(t)T (×, C×).
Finally, we will discuss independence of connection.
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• For any p ∈ T ∗xM \Ann(E)x, we define K(p) : E → TM/E ,
K(p) : Xx 7→ −[Y,X ]|x mod E , Yx = ♯p.
Then kerT (♯p, · ) = kerK(p) which does not depend on ∇.
• For any v ∈ p, write γ(t) = exp(tp) and let X and Y be any horizontal vector
fields with Xx = v and Yx = ♯p. Then
− (∇γ˙(t)T )(γ˙, v)− T (Dtγ˙, v) = −DtT (γ˙, X(t))
= [Y, [Y,X ]]x mod span{E ,K(p)E} = 0.
Hence Cp is defined for every p 6∈ Ann(E).
• Finally, by definition, Ric does not depend on∇ along extremals of ample equireg-
ular, geodesics. The set of covectors p such that exp(tp) is ample for short time
is open and dense by Lemma 4.5. Furthermore, since the rank of each Ekp can
only increase locally, there is an open dense set of covectors such that exp(pt) is
ample and equiregular for short time. 
6. Global reformulation
6.1. Maximal Young diagram. In this section, we take the previous description
of curvature along each geodesic and rewrite them in terms of tensors. More pre-
cisely, we want look at properties of all geodesics with maximal Young diagram
through sections of pullbacks of tensor bundles. Recall that for d1 ≥ d2 ≥ · · · ≥ ds,
we write Y(d1, . . . , ds) for the Young diagram with s columns, where column i has
di boxes. For convenience, we write dj = 0 for j > s. We give the set of all Young
diagrams lexicographic ordering, i.e., we say that Y(d1, . . . , ds) > Y(e1, . . . , er) if
there is some i where dj = ej for 1 ≤ j < i and di > ei.
Let (M, E , g) be a sub-Riemannian manifold and let ∇ be a compatible connec-
tion. Let P1, P2, . . . , be the corresponding twist polynomials. Let π : T
∗M →M be
the canonical projection. For p ∈ TM , define d1(p) = d1 = rankEπ(p) = rankE1p =
rank[P0]|p. Iteratively, we define
di(p) =


rank[Pi−1]|p if di−1(p) ≥ rank[Pi−1]|p,
0 if di−1(p) < rank[Pi−1]|p.
In particular, this makes d1(p), d2(p), . . . a non-increasing sequence. Write
s(p) = max{i : di(p) 6= 0}, Yp = Y(d1(p), . . . , ds(p)(p)).
We note the following relation from [3, Proposition 5.23].
Proposition 6.1. For any x ∈M , we have that {p ∈ T ∗xM : Yp is maximal in TxM}
is Zarinski open in T ∗xM .
For an open set U ⊆ M , we let YU denote the maximal Young diagram in
{Yp : p ∈ T ∗U} with respect to our mentioned ordering. Introduce the set
ΣU = {p ∈ T ∗U : Yp = YU}.
This will always be an open set, as the rank of [Pi] can only increase locally. Since
π is an open map, π(ΣU) is open as well.
Definition 6.2. We call an open set U a constancy domain if π(ΣU) is connected
and dense in U . A constancy domain is called complete for some open, dense subset
Σ˜ ⊆ ΣU , ~H |Σ˜ is a complete vector field.
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For us, it will be important that if γ(t) is a normal geodesic in U with its extremal
λ(t) contained in ΣU , then γ is ample and equiregular.
Example 6.3 (Martinet distribution). Consider the sub-Riemannian manifold (M, E , g),
where M = R3 with coordinates (x, y, z) and where (E , g) is determined by having
orthonormal basis
X =
∂
∂x
, Y =
∂
∂y
+ x2
∂
∂z
.
If Z = ∂∂z , we define a compatible connection ∇ by ∇X = ∇Y = ∇Z = 0. Its
torsion is given by
T = −2xdx ∧ dy ⊗ Z.
We have that
P1|p = 2x(p(X)dy − p(Y )dx) ⊗ Z,
P2|p = −(∇♯pT )♯p + T♯T∗
♯p
p
= 2p(X)(p(X)dy − p(Y )dx) ⊗ Z + 4x2p(Z)(p(X)dx+ p(Y )dy)⊗ Z.
This gives us E1p = Eπ(p),
E2p =
{ Eπ(p) if x = 0 or p(X) = p(Y ) = 0,
Tπ(p)M otherwise,
E3p =
{ Eπ(p) if x = p(X) = 0 or p(X) = p(Y ) = 0,
Tπ(p)M otherwise.
Hence, we have that
Yp =
{
Y(2) if x = 0 or p(X) = p(Y ) = 0,
Y(2, 1) otherwise.
Let U be any open set. Then
π(ΣU) = U \ {(x, y, z) ∈ U : x = 0}.
In particular, U is a constancy domain if and only if it does not intersect the plane
x = 0.
Example 6.4. Consider the function φ(t) = e−1/t
2
for t > 0 and φ(t) = 0 for t ≤ 0.
OnM = R5, with coordinates (x1, x2, x3, y1, y2), define a sub-Riemannian structure
(E , g) by defining an orthonormal basis span{X1, X2, X3} by
X1 = ∂x1 , X2 = ∂x2 + x1∂y1 +
1
2
x21∂y2 , X3 = ∂x3 + φ(x1)∂y2 .
Let us writeW1 = x1∂y1+x1∂y2 andW2 = ∂y2 . Define a connection ∇ by assuming
∇Xj = 0 and ∇Wi = 0 with j = 1, 2, 3 and i = 1, 2. Write X∗1 , X∗2 , X∗3 ,W ∗1 ,W ∗2
for the dual basis. We then have
T = −X∗1 ∧X∗2 ⊗W1 − φX∗1 ∧X∗3 ⊗W2 −X∗1 ∧W ∗1 ⊗W2.
Further computation yields
~∂e = HW1(HX1X
∗
2 −HX2X∗1 ) +HW2(φHX1X∗3 − φHX3X∗1 −HX1W ∗1 ),
P1 = (HX1X
∗
2 −HX2X∗1 )⊗W1 + (φHX1X∗3 − φHX3X∗1 +HX1W ∗1 )⊗W2,
P2|E = (−HW1HX2 − φHW2HX3)X∗2 ⊗W1 −HW1HX1X∗1 ⊗W1
+H♯dφ(HX1X
∗
3 −HX3X∗1 )⊗W2 + φ(−HW1HX2 − φHW2HX3)X∗3 ⊗W2
− φ2HX1X∗1 ⊗W2 +HX1(HX1X∗2 −HX2X∗1 )⊗W2.
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Define M+ = {x1 > 0}. We see from the above expressions that
YU =
{
Y(3, 1, 1) if U ∩M+ = ∅,
Y(3, 2) if U ∩M+ 6= ∅.
and
ΣU =
{ {p ∈ T ∗U : HX1(p) 6= 0} if U ∩M+ = ∅,
{p ∈ T ∗(U ∩M+) : HX1(p) 6= 0} if U ∩M+ 6= ∅.
In particular,
ΣU =
{
π(ΣU) = U if U ∩M+ = ∅,
π(ΣU) = U ∩M+ if U ∩M+ 6= ∅.
From Examples 6.3 and 6.4, we see that if x ∈ M is a given point, then π(ΣU)
does not need to contain x for any neighborhood U of x and furthermore, for some
neighborhood U , π(ΣU) does not need to even have x as a limit point. However,
we note that the set
(6.1) MΣ = {x ∈M : there exists a neighborhood U of x with π(ΣU) = U},
is open (by definition) and dense. To see the latter claim, observe that if y is any
point and U any neighborhood of y, then π(ΣU) ⊆MΣ and so U ∩MΣ is nonempty
of any neighborhood of y. Hence, there is an open and dense set MΣ in M where
we always find a neighborhood with π(ΣU) = U and where the formalism of this
section is well defined.
Example 6.5. (a) In Example 6.3, we have MΣ =M \ {x = 0}.
(b) In Example 6.4, we have MΣ =M \ {x1 = 0}.
Remark 6.6 (On property (∗)). We make the following remarks on the property
(∗) from Section 1 for when the generic minimizing geodesic is normal, ample and
equiregular. From the sub-Riemannian Hopf-Rinow theorem, see e.g. [18], we
know if M is complete then for any x ∈M , there is a minimizer connecting x with
any other point. As mentioned in Section 3.2, minimizers can also be abnormal,
however, a dense subset on M will have a normal geodesic as its minimizer by [37].
In particular, if (M, E , g) is a complete constancy domain then it satisfies property
(∗).
Notice from Example 6.3 that for every (x0, y0, z0) with x0 6= 0, γ(t) = exp(tp),
p ∈ (ΣM)(x0,y0,z0), will always be ample and equiregular for short time, but might
lose their equiregularity property if the geodesic crosses the line x = 0. This
example shows that even though the generic short geodesic will be ample and
equiregular, this need not be a generic property of geodesic defined on their maximal
time interval. If we know something about the sub-Riemannian manifold (M, E , g)
to ensure some constant local structure, then completeness implies the property (∗).
This is the case for contact manifold and manifolds with fat horizontal bundles. For
definition of fat subbundles, see Section 8.
6.2. Continuous formulation of the canonical connection. We will now give
a continuous formulation of Theorem 4.4 and Theorem 5.10.
• Let ∇ be any connection compatible with the sub-Riemannian structure (E , g)
and let P1, P2, . . . , be the corresponding twist polynomials. Define E
i as in (5.7)
and correspondingly the maps [Pi] : E → TM/Ei. Use these maps to determine
the set pi = π|ΣM : ΣM → M of covectors with maximal Young diagram. Let
Y = Y(d1, . . . , ds) and Y = Y(d1, . . . , ds) be respectively the (maximal) Young
diagram and the reduced Young diagram of elements ΣM .
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• Define a decomposition pi∗E = ⊕d1a=1a,b into subbundles by d1,1 = ker[P1] and

a,1 = ker[Pna ] ∩ (⊕d1i=a+1i,1)⊥.
• Let A be defined as in (5.2). Define maps B,C : pi∗E → pi∗E as in (5.10)
and (5.11), and introduce the map Q as in (5.12). Note that Q,B,C are 1-
homogeneous as defined in Remark 5.5. On sections of pi∗E , introduce a differ-
ential operator
~∂−QX = ~∂X −QX.
Extend this to all tensor bundles of pi∗E by defining ~∂−Qf = ~∂f on functions
and requiring it to satisfy the Leibniz rule. In particular, for an endomorphism
b : pi∗E → pi∗E , we have that
~∂−Qb = ~∂b−Qb+ bQ.
We note in particular that the map ~∂−Q preserves sections of a,1, 1 ≤ a ≤ d1.
Finally, for any section S ∈ Γ(pi∗ Sym2 T ∗M), we introduce the corresponding twist
functions ℘k = ℘
S
k : pi
∗E → pi∗TM , by ℘0 = idE , ℘1 = (P1 +Q + A♯ + S♯)|E and
iteratively
℘k+1 = (~∂−Q + P1 +Q+A♯ + S♯)℘k.
Even though Q is only defined on pi∗E , the above expression is well defined since
℘k+1 = (~∂ + P1 +A
♯ + S♯)℘k + ℘kQ. Define the corresponding curvature operator
RS ∈ Γ(pi∗ Sym2 T ∗M) as
RS(X,Y ) = eR(♯e, X)X + e(∇XT )(♯e, X)
+ |(S♯ +A♯)(X)|g − (~∂S)(X,X) + 2S(X,P1X).
We have the following continuous formulation.
Theorem 6.7 (Canonical twist functions). There is a unique choice of S ∈ Γ(pi∗ Sym2 T ∗M)
satisfying the following properties
(a) Its twist functions satisfy ker℘k = ⊕d1a=d1−k+1a,1.
(b) Its curvature operator RS satisfies
(i) If u ∈ a,1, 1 ≤ a ≤ d1, then for any b ≥ 0,
RS(℘bu, ℘b+1u) = 0.
(ii) If u, v ∈ a,1, then for any b ≥ 0 and j 6= {b−1, b, b+1}, RS(℘bu, ℘jv) =
0.
(iii) If a < i, j < ni − 1 and j 6∈ {b, b + 1}, then RS(℘bu, ℘jv) = 0 for any
u ∈ a,1 and v ∈ i,1.
(iv) If a < i, b < ni − 2, then RS(℘bu, ℘ni−1v) = 0 for any u ∈ a,1, v ∈ i,1.
(v) If a < i and na − ni − 2 ≥ b+ j, then RS(℘bu, ℘jv) = 0 for any u ∈ a,1,
v ∈ i,1.
Proof. Let λ(t) be a normal extremal in ΣM with projection γ(t). Let {Xa,b}(a,b)∈Y
be a canonical basis. Then we know that Xa,2 = ℘1Xa,1. Using induction, we have
that if Xa,b = ℘b−1Xa,1 for b < na, then
Xa,b+1 = D
S
t Xa,b = (Dt + (P1 +A
♯ + S♯)|λ(t))℘b−1|λ(t)Xa,1
= (~∂℘b−1 + ℘b−1Q)Xa,1 + (P1 +A♯ + S♯)℘b−1|λ(t)Xa,1 = ℘b|λ(t)Xa,1.
By the same calculations, we have ℘naXa,1 = 0. 
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We note that ℘k is k-homogeneous, but not necessarily polynomial. The canon-
ical twist functions gives us a canonical decomposition
pi∗TM = ⊕(a,b)∈Ya,b = ⊕(a,b)∈Y℘b−1a,1.
Define the corresponding Ricci curvature Ric : ΣM → RY, Ric = (Rica,b)(a,b)∈Y by
(6.2) Rica,b(p) := tr

a,b
p
RS(×,×) = tr

a,1
p
RS(℘b−1×, ℘b−1×).
Along any extremal λ(t) contained in ΣM of a normal geodesic, we have that this
coincides with the Ricci curvature as given in Section 4.4. By definition, Rica,b is a
2b-homogeneous function.
Remark 6.8. We can reformulate Proposition 5.12 as
RS(℘bu, ℘jv) =
1
2
eR(♯e, ℘bu)℘jv +
1
2
eR(♯e, ℘ju)℘bv
+
1
2
e(∇℘buT )(♯e, ℘jv) +
1
2
e(∇℘jvT )(♯e, ℘bu)
+ 〈A♯(℘bu), A♯(℘jv)〉g − 〈S♯(℘bu), S♯(℘jv)〉g − ~∂S(℘bu, ℘jv)
+ S(℘b+1u, ℘jv) + S(℘bu, ℘j+1v).
In particular,
Rica,b = tra eR(♯e, ℘b−1×)℘b−1 ×+tra e(∇℘b−1×T )(♯e, ℘b−1×)
+ tra〈A♯(℘b−1×), A♯(℘b−1×)〉g − tra〈S♯(℘b−1×), S♯(℘b−1×)〉g
− ~∂ tra S(℘b−1×, ℘b−1×) + 2 tra S(℘b×, ℘b−1×).
6.3. Computational algorithm. We will summarize the previous section with a
practical algorithm for computing the connection and curvature of a sub-Riemannian
connection defined in [41, 3, 8] using our methods. Let (M, E , g) be a sub-Riemannian
manifold and with cotangent bundle as π : TM →M . Let e ∈ Γ(π∗T ∗M) be Euler
section e|p = p.
(I) Choose an affine connection∇ compatible with the sub-Riemannian structure
that has torsion T and curvature R. Define A ∈ Γ(π∗TM) by A = 12eT ( · , · ).
(II) Compute sufficiently many twist polynomials to determine the set pi : ΣM →
M , the decomposition pi∗E = ⊕d1i=1i,1 and find B and C as in (5.10) and
(5.11). Actually, it is sufficient to complete the following computations.
(a) Compute P1 = −T (♯e, · ). This is the only twist polynomial one needs
to find completely. Define E2p = E + P1|pE and let Σ1 denote the set of
all p where the rank of E2 is maximal. Define d1,1 = ker[P1] on Σ
1 with
d1 to be determined.
(b) For k ≥ 1, assume that Σk, Ek+1 is well defined. We also assume that
for some a ≥ 1, we have d1,1, . . . , d1−i−1,1 defined such that ker[Pj ]∩
(⊕ai=1d1−i+1,1)⊥ = 0 for any j ≤ k.
Write ~∂ = π∗∇ ~H . If Ek+1 is a proper subset of π∗|ΣkTM and Pk+1 =
(~∂+P1)Pk, we only need to compute Pk+1|E mod Ek. This is sufficient to
find Ek+2 = Ek+1+Pk+1E
k+1 and define Σk+1 as the set of elements in Σk
such that Ek+2 has maximal rank. Finally if ker[Pj ]∩(⊕ai=1d1−i+1,1)⊥ 6=
0, define the intersection as d1−a,1.
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If Ek+1 equals π∗|ΣkTM , then Σk = ΣM , a = d1 and k + 1 = n1. The
final computation needed is Pn1 | ⊕na≥n1−1 a,1 mod En1−1.
(c) Having completed the above steps, we can define B,C : pi∗E → pi∗E such
that for any u ∈ a,1,
Pnau = −Pna−1Bu mod Ena−1, Pna+1u = −PnaCu mod Ena .
We have C(a,1) = ⊕i<ai,1, and a decomposition B = B0 + B+ with
B0(
a,1) = a,1 and B+(
a,1) = ⊕i<ai,1.
(III) Define Q as in (5.12).
(IV) We finally need to determine S ∈ Γ(pi∗ Sym2 T ∗M).
(a) For v, u ∈ pi∗E , S(u, v) is determined from B and C by (5.13).
(b) Define ℘1 = P1+Q+A
♯+ S♯ and iteratively ℘k+1 = (~∂−Q+℘1)℘k. We
determine S from the condition
ker℘k = ⊕ka=1d1−a+1,1.
and the curvature normalization conditions (i)-(v).
6.4. Canonical non-linear connetion. Let ΣM be the set of covectors with
maximal Young diagram. By restricting ourselves to π(ΣM), we can consider
pi : ΣM →M as a fibration. We define hp, hˆp : Tπ(p)M → TpΣM as horizontal lift
relative to respectively ∇ and ∇ˆ. Relative to ∇, let S be the canonical symmetric
map. If we write V = kerπ∗, we define a connection T (ΣM) = HS ⊕ V with
HSp = {hSp v = hˆpv + vlp(A|p − S|p)(v) : v ∈ Tpi(p)M}
= {hSp v = hpv − vlp(A|p + S|p)(v) : v ∈ Tpi(p)M}.
In other words, if γ(t) is a geodesic in M with extremal λ(t) contained in ΣM ,
then ΓS(t) = e
−t ~H
∗ HSλ(t) is the canonical complement to the Jacobi curve as defined
in Section 5.1. We note that in particular hSp ♯p =
~H|p = hˆp♯p. We will write a
decomposition
HS =
⊕
(a,b)∈Y
HS(a, b), π∗HS(a, b)p = a,bp .
Introduce an endomorphism ℘+ : pi
∗TM → pi∗TM by defining
℘+ : ℘b−1u 7→ ℘bu, u ∈ E , b = 1, . . . , na.
Then for any section X ∈ Γ(TM),
[ ~H, hSX ] = hS℘+X − vlRS(♯p,X) = hS℘+X + vlRS(X).
where RS is the curvature operator of HS , see Appendix A.3. Similarly, we have
that
[ ~H, vlα] = − vl℘∗+α− hS♯α.
7. Sub-Riemannian manifolds with growth vector (2, 3)
We will do the computations for the simplest non-trivial general case, 3-dimensional
contact manifolds, with the methods introduced above. To compare with previous
computations, see [3, Section 7.5], [2] and [1, Section 17].
32 E. GRONG
7.1. Connection and geodesics. Consider a sub-Riemannian manifold (M, E , g)
with M of dimension 3 and with E of rank 2. We will work locally around a regular
point of E . Hence, we can assume that the growth vector of E is always (2, 3).
Example 7.1 (Bundles over Riemannian surfaces). Let Mˇ be a Riemannian surface
with Riemannian metric gˇ. Let y0 ∈ Mˇ be any point. By working locally around y0,
we may assume that Mˇ has trivial cohomology. Choose any orientation on Mˇ and
let µ be the corresponding Riemannian volume form. Define M := Mˇ × R and
consider the fibration ζ :M → Mˇ where ζ is the projection on the first factor. Let
z ∈ R denote the coordinates of the fibers of ζ. If α is any one-form on Mˇ satisfying
dα = µ, we define a corresponding sub-Riemannian structure (E , g) on M by
E = ker θ, θ := dz − ζ∗α, 〈u, v〉g = 〈ζ∗u, ζ∗v〉gˇ, u, v ∈ E .
If any other one-form α˜ with dα˜ = µ is used to define a sub-Riemannian structure
(E˜ , g˜), then the result will only differ by an isometry. Explicitly, we must have
α˜ = α + df for a unique f ∈ C∞(Mˇ) with f(y0) = 0 by our assumptions on
cohomology, and the resulting isometry φ : (M, E , g) → (M, E˜ , g˜) is then given as
ϕ(y, z) = (y, z + f(y)), z ∈ R, y ∈ Mˇ . Furthermore, if we use −α in the place of
α, we again get something isometric through the map (y, z) 7→ (y,−z), and hence,
changing the orientation of Mˇ also give us something isometric. It is also simple to
verify that if we have two sub-Riemannian manifolds M1 and M2 constructed in
this way from respectively Mˇ1 and Mˇ2, then any local sub-Riemannian isometry
ϕ from a neighborhood of M1 into M2 induces a corresponding local isometry
between Mˇ1 and Mˇ2.
In conclusion, the local geometry of a sub-Riemannian manifold (M, E , g) con-
structed in the above way is uniquely determined by the local geometry of (Mˇ, gˇ)
and consequently by its Gaussian curvature.
We will now show that Example 7.1 describes the local geometry of any (2, 3)-
sub-Riemannian manifold with locally bounded curvature. Recall the definition of
Rica,b as in (6.2).
Theorem 7.2. Let (M, E , g) be a sub-Riemannian manifold with constant growth
vector of E equal to (2, 3). Then the maximal Young diagram is Y(2, 1) which is
the Young diagram of every p ∈ ΣM = TM \Ann(E). Define
k1(x) = inf
p∈ΣMx,|p|g∗=1
Ric1,1(p), k2(x) = inf
p∈ΣMx,|p|g∗=1
Ric1,2(p).
Then k2(x) ∈ {−∞, 0} for every x ∈ M . If k2 ≡ 0, then (M, E , g) is locally
isometric to a bundle over a Riemannian manifold as in Example 7.1 with k1 being
the pull-back of the Gaussian curvature.
We will give the proof of this theorem in Section 7.4. We note that if (M, E , g)
is complete, k2 ≡ 0 and k1 ≥ k > 0, then M is compact with diameter bound 2π√k
and with finite fundamental group by Section 4.4. This diameter bound is sharp
for any scaling of the Hopf fibration S1 → S3 → S2, see e.g. [30].
7.2. Notation and local assumptions. As we are considering local geometry,
we may assume that E and M are orientable. Choose an arbitrary orientation of E .
This gives us a corresponding endomorphism J : E → E such that for any unit
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vector v ∈ Ex, {v, Jv} is a positively oriented basis of Ex. We let θ be the unique
one-form satisfying ker θ = E and
dθ(v, Jv) = −|v|2g, v ∈ E .
Define Z as the Reeb vector field of θ, i.e. the unique vector field satisfying
θ(Z) = 1, dθ(Z, · ) = 0.
Introduce a taming Riemannian metric g¯ of g by defining A = span{Z} to be or-
thogonal to E with Z being a unit vector field. Let prA and prE be the corresponding
orthogonal projections. Also, for every vector field X , we write X∗ = 〈X, · 〉g¯ for
the corresponding one-from.
We extend J to an endomorphism of TM by defining JZ = 0, giving us the
identities
dθ(u, v) = 〈u, Jv〉g¯, J2 = − prE .
Define a symmetric endomorphism τ : E → E by 12 (LZg)(u, v) = 〈τu, v〉g . We note
that LZg is well defined since [X,Z] takes values in E for any horizontal X . We
also extend τ to all of TM by the relation τZ = 0. Then
0 = d(LZθ)(u, v) = (LZdθ)(u, v)
= (LZg)(u, Jv) + 〈u, (LZJ)v〉g = 〈u, (2τJ + (LZJ))v〉g ,
and hence obtain the identity (LZJ)J = −J(LZJ) = 2τ . In particular, if w ∈ Ex,
x ∈ M is an eigenvector of τ , then so is the orthogonal Jw with eigenvalue only
differing by a sign. Hence, we know that locally there exists a unit vector field
ξ ∈ E and a function χ ∈ C∞(M) such that
τ = χξ∗ ⊗ ξ∗ − χ(Jξ)∗ ⊗ Jξ.
Define the Tanno connection, see e.g. [39],
∇XY = prE ∇g¯prE X prE Y + θ(X)([Z, Y ] + τY ) + (Xθ(Y ))Z.
with prE being the orthogonal projection to E . Write ΣM = T ∗M \ Ann(E) with
canonical projection pi : ΣM →M . Finally, define functions r and ϕ on ΣM by
p(ξ) = r(p) cosϕ(p), p(Jξ) = r(p) sinϕ(p),
and a one-form β(v) := 〈∇vξ, Jξ〉g. Since {ξ, Jξ} form a local orthonormal basis
for E , the covariant derivatives of ξ are uniquely determined by β.
Proposition 7.3. Every p ∈ Σ has Young diagram and reduced Young diagram
Y = Y = Y(2, 1). We have decomposition pi∗TM = 1,1 ⊕ 1,2 ⊕ 2,1 with
orthonormal basis
1,1 1,2
2,1
=
span{Y1} span{X1,2}
span{Y0} =
span{ 1rJ♯e} span{rZ − 1rHZ♯e}
span{ 1r ♯e}
If {αa,b}(a,b)∈Y is the dual basis of {Xa,b}(a,b)∈Y, then
α2,1 =
1
r
e, α1,1 =
1
r
(J♯e)∗ α1,2 =
1
r
θ.
We have corresponding canonical connection TΣM = HS ⊕ kerpi∗ spanned by
hSY0 = hY0 +HZ vlα1,1 + r
2χ cos(2ϕ) vlα1,2,
hSY1 = hY1 − 2r2χ sin(2ϕ) vlα1,2,
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hSX1,2 = hX1,2 − (H2Z + r2χ sin(2ϕ)) vlα1,1
− r2 (4rχβ(Y0)− rdχ(Y1)− 4χHZ) cos(2ϕ) vlα1,2
+ 2r3 (χβ(Y1) + dχ(Y0)) sin(2ϕ) vlα1,2.
Furthermore, the only non-zero parts of the curvature RS is given by
RS(Y1, Y1) = r
2κ+H2Z + 3r
2χ sin(2ϕ),
RS(X1,2, X1,2) = r
4dχ(Z + 8β(Y0)Y0) cos(2ϕ) + 4r
4χβ(Y0)β(Y1) cos(2ϕ)
− r4(∇Y0dχ)(Y1) cos(2ϕ) + 4r4χ(∇Y0β)(Y0) cos(2ϕ)
+ 2r4χβ(Z + 4β(X1,2)X1,2) sin(2ϕ)− 2r4χ2(1 + cos2(2ϕ))
− 2r4β(Y0)dχ(Y1 + β(Y1)Y0) sin(2ϕ)
− 2r4(∇Y0dχ)(Y0) sin(2ϕ) + 6r2χH2Z sin(2ϕ)
− 8r3HZ (dχ(Y0) cos(2ϕ) + 2χβ(Y0) sin(2ϕ)) .
7.3. Proof of Proposition 7.3. By the definition of the Tanno connection, ∇J =
0, ∇g∗ = 0 and ∇g¯ = 0. Its torsion is given by
T = dθ ⊗ Z + χθ ∧ ξ∗ ⊗ ξ − χθ ∧ (Jξ)∗ ⊗ Jξ.
Write Y0 =
1
r ♯e and JY0 = Y1. We note that
~∂r = 0 and that
A = −1
2
HZY
∗
0 ∧ Y ∗1 +
1
2
rχθ ∧ (cosϕξ∗ − sinϕ(Jξ)∗),
~∂e = rHZY1 + r
2χ cos(2ϕ)θ,
and hence ~∂Y0 = HZY1, ~∂Y1 = −HZY1,
~∂HZ = r
2χ cos(2ϕ), ~∂Z = 0, ~∂ϕ = HZ − rβ(Y0).
7.3.1. Canonical decomposition. From the expression of the torsion
P1 = rX
∗
1,1 ⊗ Z + rχθ ⊗ (cosϕξ − sinϕJξ),
P2|E = −rHZY ∗0 ⊗ Z.
We hence have that 2,1 = ker[P1] = span{Y0}, 1,1 = span{Y1} and
BY0 = 0, BY1 = 0, CY0 = HZY1, CY1 = 0.
It follows that
Q = HZ(Y
∗
0 ⊗ Y1 − Y ∗0 ⊗ Y1), S♯|E = −
1
2
HZ(Y
∗
0 ⊗ Y1 + Y ∗1 ⊗ Y0).
Using these formulas together, we get 1,2 = span{X1,2},
X1,2 = ℘1Y1 = (P1 +Q+A
♯ + S♯) = rZ −HZY0.
7.3.2. Connection. We will determine S and hence the canonical connection. We
will first use that
℘2Y1 = 0 = (~∂ + P1 +A
♯ + S♯)X1,2
= −r2χ cos(2ϕ)Y0 −H2ZY1 + r2χ(cosϕξ − sinϕJξ)
+
1
2
r2χ(cosϕξ − sinϕJξ) + 1
2
H2ZY1 + S
♯X1,2,
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so
S♯X1,2 = r
2χ cos(2ϕ)Y0 +
1
2
H2ZY1 −
3
2
r2χ(cosϕξ − sinϕJξ)
= −1
2
r2χ cos(2ϕ)Y0 +
1
2
(
H2Z + 3r
2χ sin(2ϕ)
)
Y1.
Finally, we have the curvature normalization condition RS(Y1, X1,2) = 0. Using
Proposition 5.12, we obtain
RS(Y1, X1,2) =
1
2
eR(♯e, Y1)X1,2 +
1
2
eR(♯e, X1,2)Y1 +
1
2
e(∇Y1T )(♯e, X1,2)
+
1
2
e(∇X1,2T )(♯e, Y1) + 〈A♯(Y1), A♯(X1,2)〉g
− 〈S♯(Y1), S♯(X1,2)〉g − ~∂(S(Y1, X1,2)) + S(X1,2, X1,2)
=
1
2
r3〈Y0, R(Y0, Z)Y1〉g − 1
2
r3〈Y0, (∇Y1τ)Y0〉g
+
1
4
HZ〈Y0, r2χ(cosϕξ − sinϕJξ) +H2ZY1〉g
− 1
4
HZ〈Y0, r2χ cos(2ϕ)Y0 −
(
H2Z + 3r
2χ sin(2ϕ)
)
Y1〉g
− 1
2
~∂
(
H2Z + 3r
2χ sin(2ϕ)
)
+ S(X1,2, X1,2).
By Corollary A.2, Appendix, we have
〈Y0, R(Y0, Z)Y1〉g = 〈(∇Y0τ)Y0, Y1〉g − 〈(∇Y1τ)Y0, Y0〉.
Furthermore
~∂(H2Z + 3r
2χ sin(2ϕ)) = 2r2χHZ cos(2ϕ) + 3r
3dχ(Y0) sin(2ϕ)
+ 6r2χ(HZ − rβ(Y0)) cos(2ϕ).
Hence
−S(X1,2, X1,2) = 1
2
r3〈(∇Y0τ)Y0, Y1〉g − r3〈Y0, (∇Y1τ)Y0〉g +
1
4
r2χHZ cos(2ϕ)
− 1
4
r2HZχ cos(2ϕ)− r2χHZ cos(2ϕ)− 3
2
r3dχ(Y0) sin(2ϕ)
− 3r2(HZ − rβ(Y0))χ cos(2ϕ)
= r2 (4rχβ(Y0)− rdχ(Y1)− 4χHZ) cos(2ϕ)(7.1)
− 2r3 (χβ(Y1) + dχ(Y0)) sin(2ϕ).
In summary, the map S is given by the matrix [S]
[S] =


Y0 Y1 X1,2
Y0 0 − 12HZ − 12r2χ cos(2ϕ)
Y1 − 12HZ 0 12H2Z + 32r2χ sin(2ϕ)
X1,2 − 12r2χ cos(2ϕ) 12H2Z + 32r2χ sin(2ϕ) S(X1,2, X1,2)

.
with −S(X1,2, X1,2) is given in (7.1). Using the formula for A,
[A] =


Y0 Y1 X1,2
Y0 0 − 12HZ − 12r2χ cos(2ϕ)
Y1
1
2HZ 0 − 12H2Z + 12r2χ sin(2ϕ)
X1,2
1
2r
2χ cos(2ϕ) 12H
2
Z − 12r2χ sin(2ϕ) 0

.
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we have the connection HS .
7.3.3. Curvature. We finally see that
RS(Y1, Y1) = eR(♯e, Y1)Y1 + e(∇Y1T )(♯e, Y1) + |A♯(Y1)|2g
− |S♯(Y1)|2g − ~∂S(Y1, Y1) + 2S(X1,2, Y1)
= r2κ+H2Z + 3r
2χ sin(2ϕ).
RS(X1,2, X1,2) = re(∇X1,2τ)(♯e) + |A♯(X1,2)|2g − |S♯(X1,2)|2g − ~∂S(X1,2, X1,2).
We compute that
re(∇X1,2τ)(♯e) = r3 (r〈Y0, (∇Zτ)Y0〉 −HZ〈Y0, (∇Y0τ)Y0〉)
= r4dχ(Z) cos(2ϕ) + 2r4χβ(Z) sin(2ϕ)
− r3dχ(Y0)HZ cos(2ϕ)− 2r3χβ(Y0)HZ sin(2ϕ),
|A♯(X1,2)|2 = 1
4
r4χ2 − 1
2
r2χH2Z sin(2ϕ) +
1
4
H4Z ,
|S♯(X1,2)|2 = 1
4
r4χ2 + 2r4χ2 sin2(2ϕ) +
3
2
r2χH2Z sin(2ϕ) +
1
4
H4Z ,
− ~∂S(X1,2, X1,2)
= −2r2(HZ − rβ(Y0)) (4rχβ(Y0)− rdχ(Y1)− 4χHZ) sin(2ϕ)
− 4r3(HZ − rβ(Y0)) (χβ(Y1) + dχ(Y0)) cos(2ϕ)
+ r2
(
4r2dχ(Y0)β(Y0) + 4r
2χ(∇Y0β)(Y0) + 4rHZχβ(Y1)
)
cos(2ϕ)
+ r2
(−r2(∇Y0dχ)(Y1) + rHZdχ(Y0)) cos(2ϕ)
− r2 (4rdχ(Y0)HZ + 4r2χ2 cos(2ϕ)) cos(2ϕ)
− 2r3 (rdχ(Y0)β(Y1)− χHZβ(Y0)) sin(2ϕ)
− 2r3 (r(∇Y0dχ)(Y0) +HZdχ(Y1)) sin(2ϕ).
Summing over all of these terms, we obtain the formula for RS(X1,2, X1,2) This
completes the proof
7.4. Proof if Theorem 7.2. Let x be any point. If χ(x) 6= 0, then for any
p ∈ ΣMx with r(p) = 1 and sin(2ϕ(p)) = −sgn(χ(x)),
Ric(p) = −6H2Z(p)|χ(x)| +O(HZ (p)),
as HZ → ±∞. Hence, this implies that k2(x) = −∞. Similarly, one can show that
k2(x) = −∞ if χ(x) = 0 but with dχ|x 6= 0. If χ(x) = 0 and dχ|x = 0, it follows
that Ric1,2(p) = 0 for any p ∈ TxM .
Using the above fact, we deduce that k2 is locally bounded if and only if χ
vanishes identically which is again equivalent to LZg = 0. Hence, Z is a sub-
Riemannian Killing vector field and etZ is a local isometry whenever it is defined.
Define Φ as the foliation along the vector field Z. Since Z is a transverse Killing
vector field, by working locally, we can assume that Mˇ =M/Φ is a smooth manifold
with Riemannian metric gˇ such that the metric on g is a pullback of this metric on
the quotient. By our definition of the connection ∇, it follows that κ is the pull-
back of the Gaussian curvature of Mˇ , see [23, Section 3] for details. Locally around
a point y0 ∈ Mˇ , trivialize the fibration ζ : M → Mˇ to M = Mˇ × I, where I is
AFFINE CONNECTIONS AND CURVATURE IN SUB-RIEMANNIAN GEOMETRY 37
some open intervall around 0 in R. Finally, since dθ(v, w) = −1 for any positively
oriented orthonormal basis of E , it follows that the contact form is on the form
described in Example 7.1.
8. Sub-Riemannian manifolds with fat horizontal bundles
8.1. Fat subbundles and geodesics of step 2. Let (M, E , g) be a horizontal
distribution with n = dimM and d1 = rank E . The subbundle E is called fat if
for any x ∈ M and any vector field X with values in E with Xx 6= 0, we have
Ex + [X, E ]|x = TxM . Independently of the connection ∇ chosen, we note that
the map [P1]|p is surjective on TM/E whenever ♯p 6= 0. It follows that for any
p 6= Ann(E), we have Young diagram
Yp = Y(d1, n− d1), Yp = Y(2, 1),
and ΣM = T ∗M \Ann E . M is thus a complete constancy domain if and only if it
is complete.
8.2. Curvature with a particular choice of connection. Let (M, E , g) be a
sub-Riemannian manifold with E fat. Let g¯ be any Riemannian metric taming g.
Define A = E⊥ as the orthogonal complement to E relative to g¯ and let prE and
prA denote the respective orthogonal projections. For any section Z ∈ Γ(A), we
define a corresponding map τZ : E → E ,
〈τZX,Y 〉g = 1
2
(LZ pr∗E g)(X,Y ), X, Y ∈ Γ(E).
Note that Z 7→ τZ is tensorial. We extend the definition of the map by defining
τXY = τprAX prE Y for X,Y ∈ Γ(TM). Let ∇ be defined as in (1.1). This
connection is compatible with (E , g) but not necessarily g¯. It preserves the splitting
TM = E ⊕ A under parallel transport. Its torsion is given for X,Y ∈ Γ(TM),
T (X,Y ) = K(X,Y ) + τXY − τYX,
K(X,Y ) := − prA[prE X, prE Y ]− prE [prAX, prA Y ].
8.3. Computation of canonical decomposition. We want to give the canonical
decomposition pi∗TM = 1,1 ⊕1,2 ⊕2,1 for any sub-Riemannian manifold with
a fat subbundle E . For any z ∈ TxM , we define a map Jz : TxM → TxM , by
〈Jzu, v〉g = −〈prA z,K(prE u, prE v)〉g¯.
Since we assumed that our distribution is fat, it follows that Jz maps Ex onto itself
bijectively for any non-zero z ∈ Ax. We write J−1z : TxM → TxM for the map
satisfying JzJ
−1
z = J
−1
z Jz = prEx .
Define r(p) = |p|g∗ = |♯p|g and let Y0 ∈ Γ(π∗E) and Z0 ∈ Γ(π∗A) be g¯-unit
vector fields such that
p(X) = r〈Y0, X〉g¯ +HZ0〈Z0, X〉g¯, X ∈ Γ(TM)
We note that that Z0 is not well defined for p ∈ Ann(A), however, by defining
HZ0(p) = 0 on Ann(A), the above formula is still valid. For convenience, we will
define Z0|p = 0 whenever p ∈ Ann(A). With this notation in place, we have the
following result.
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Proposition 8.1. We have canonical decomposition pi∗TM = 1,1 ⊕1,2 ⊕2,1,
such that 2,1 is the orthogonal complement of 1,1 in E,

1,1
p = span{J−1z ♯p : z ∈ Aπ(p) \ 0}.
and if prj : E → j,1 are orthogonal projections for j = 1, 2, then

2,1
p =
{
rz+ 14HZ0 |z|2g¯(4 pr2 +pr1)JZ0J−1z Y0
+|z|2g¯(− 14 (3(Φpr1)+(Φ pr1)†)+2(Φpr2)†)J−1z Y0
: z ∈ Vπ(p)
}
.
with
Φv = J(∇Y0K)(Y0,v)Y0 +
HZ0
r
JK(JZ0Y0,v)Y0.
Proof. We compute
P1v = −rK(♯Y0, v) + rτvY0,
~∂e = rHZ0 (JZ0Y0)
∗ + r〈τY0, Y0〉,
A♯v = −1
2
HZ0JZ0v +
1
2
rτvY0.
It follows that

2,1
p = ker[P1]p = kerK♯p|E , p ∈ ΣM = T ∗M \Ann(E),
with 1,1 as its orthogonal complement in E ,

1,1
p = span{J−1z Y0(p) : z ∈ Aπ(p)}.
DefineK−1♯p : Tπ(p)M → 1,1p as the map vanishing on E and satisfyingK−1♯p K♯p|E =
pr1 = pr
1,1. In other words
K−1♯p z =
|z|2g¯
r(p)
J−1z Y0|p, z ∈ Ax, p ∈ T ∗xM,x ∈M.
We observe that u ∈ E ,
P2u = −r2(∇Y0K)(Y0, u)− rHZ0K(JZ0Y0, u)− r2τK(Y0,u)Y0,
so as a consequence, if pr1 = pr
1,1 and pr2 = pr
2,1, then
B0 = K
−1
Y0
(r(∇Y0K)(Y0, u) +HZ0K(JZ0Y0, u)) pr1 = K−1♯e ~∂(K♯e) pr1,
B+ = 0,
C = K−1♯e ~∂(K♯e) pr2 .
From the equation (5.12) and (5.13), we have
Q =
1
4
(B0 −B†0) + C − C† +
1
4
HZ0 pr1 JZ0 pr1+
1
2
HZ0 pr2 JZ0 pr2,
S♯|E = 1
2
(B0 +B
†
0)− C − C† −
1
2
HZ0 pr2 JZ0 pr1+
1
2
HZ0 pr1 JZ0 pr2 .
We get the first canonical twist function given such that for any u ∈ 1,1,
℘1u = (P1 +Q +A
♯ + S♯)u
= −rK(Y0, u)− 1
4
HZ0(4 pr2+pr1)JZ0u+
1
4
(3B0 +B
†
0)u− 2C†u,
and inserting u = −|z|2g¯J−1z Y0,

2,1
p =
{
rz+|z|2g¯( 14HZ0 (4 pr2 +pr1)JZ0− 14 (3B0+B†0)+2C†)J−1z Y0 : z ∈ Vπ(p)
}
. 
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Finally, the map S♯ is determined by the equation
0 = ℘2u = (~∂ + P1 +A
♯ + S♯)℘1u+ ℘1Qu.
The remaining part of S then follow from identity RS(℘1u, v) + R
S(u, ℘1v) = 0.
We will complete this computation in a special case.
8.4. H-type manifolds. Let (M, E , g) be a sub-Riemannian manifold with E a fat
subbundle. Let g¯ be taming Riemannian metric. Let ∇ and J be defined as above.
Definition 8.2. We say that (M, E , g¯) is H-type if J2z = −|z|2g¯ prE for any z ∈ A.
Equivalently, it is H-type if for any non-zero z ∈ A,
J−1z = −
1
|z|2g¯
Jz.
For H type manifolds, we further make the following definitions.
(a) It satisfies the J2-condition if for any z, z′ ∈ Ax, v ∈ Ex, x ∈ M , we have
JzJz′v = Jz′′v for some z
′′ ∈ Ax. We remark that z′′ may depend on v as well
as z and z′.
(b) It is horizontally parallel if ∇vJ = 0 for any v ∈ E.
(c) It is said to have a horizontally parallel Clifford structure it is horizontally
parallel and for some κA ≥ 0,
(∇z1J)z2 = κA(Jz1Jz2 + 〈z1, z2〉g¯ prE), z1, z2 ∈ A.
Definition 8.3. Assume that A = E⊥ is integrable with a corresponding foliation
Φ. Then Φ is called a totally geodesic foliation if
(LX g¯)(Z,Z) = 0, (LZ g¯)(X,X) = 0, X ∈ Γ(E), Y ∈ Γ(A).
or equivalently if τ = 0 and that ∇ is compatible with g¯.
We consider the case when A correspond to a totally geodesic foliation, so in
particular T = K. Furthermore, we want (M, E , g¯) to be H-type with horizontally
parallel Clifford structure satisfying the J2-condition. For such manifolds and for
any v ∈ Ex, x ∈ M , introduce an algebra Av = R1 ⊕ Ax with unit 1 and with
multiplication defined such that if we introduce the convention J1 := prEx , then
Jz1Jz2v = Jz1·z2v, z1, z1 ∈ Ax.
Note that since Ax is a division field, it is isomorphic to the complex numbers C,
the quaternions H or the octonions O, and hence A has rank 1, 3 or 7. One can
then verify that the rank of E has to be multiple of respectively 2, 4 or 8. For a full
classification of such manifolds, see [15, 16].
Since the case of rankA = 1 is a special case [2], we will only consider the case
rankA equal to 3 or 8. For such manifolds, we have the following result.
Proposition 8.4. Define X1,20 = rZ0 −HZ0Y0 and Y1 = JZ0Y0. For any z ∈ Ax
with 〈Z0, z〉g¯ = 0, we define
Yz = JzY0, X
1,2
z |p = rz −
3
4
HZ0(p)JZ0|p·zY0|p.
Then pi∗TM = 1,1 ⊕1,2 ⊕2,1, with

1,1
p = {Jz♯p : z ∈ Aπ(p)}, 1,2p = span{X1,20 |p, X1,2z |p : z ∈ Aπ(z), 〈Z0|p, z〉g¯ = 0},
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and with 2,1 being the orthogonal complement of 1,1 in E. If pr1,2 |p : Tπ(p)M →
1,2p is the corresponding projection, we define covectors
αv|p = 〈v, (id− pr1,2) · 〉g¯, βz|p = 1
r
〈z, pr1,2 · 〉g¯, v ∈ Eπ(p), z ∈ Aπ(p).
The decomposition TΣM = HS ⊕ kerpi∗ is given by horizontal lifts with v ∈ 2,1,
z ∈ A, 〈Y0, v〉g = 0, 〈Z0, z〉g¯ = 0,
hSY0 = hY0 −HZ0 vlαY1 ,
hSY1 = hY1 − 1
2
H2Z0 vlβZ0 ,
hSYz = hYz +
1
2
HZ0 vlαYZ0·z −
9
16
H2Z0 vlβz,
hSv = hv +
1
2
HZ0 vlαJZ0v,
hSX1,20 = hX
1,2
0 −H2Z0 vlαY1 −
3
8
r2HZ0 vlβK(Y0,Z0·K(Y0,R(Y0,Y1)Y0)),
hSX1,2z = hX
1,2
z −
3
16
H2Z0 vlαYz +
3
8
r2HZ0 vlβK(Y0,R(Y0,YZ0·z)Y0)−Z0·K(Y0,R(Y0,Yz)Y0).
Proof. We will consider all of our computations for p ∈ T ∗M \ {Ann(E)∪Ann(A)}
and we leave the special case p ∈ Ann(A) to the reader. From our assumptions
on M , we have
~∂e = rHZ0 (JZ0Y0)
∗, A♯v = −1
2
HZ0JZ0v,
P1v = −rK(Y0, v), P2v = −rHZ0K(JZ0Y0, v).
We note that
~∂Y0 = HZ0JZ0Y0,
~∂Z0 = 0, ~∂J = 0, ~∂HZ0 = 0.
We observe that from the H-type assumption 〈Jz1v, Jz2v〉 = 〈z1, z2〉|v|2g, v ∈ Ex,
z1, z2 ∈ Av. Hence, if v ∈ Ex is a unit vector, we have for z, z′ ∈ Ax,
K(Jzv, Jz′v) = −z · z′ − 〈z, z′〉1 K(Jzv, v) = z.
It follows that 1,1p = {JzY0 : z ∈ Aπ(p)}. Write decomposition

1,1
p = RJZ0Y0|p ⊕⊥ ⊠1,1p , 2,1p = RY0|p ⊕⊥ ⊠2,1p ,
and observe that
⊠
1,1
p = span{JzY0 : z ∈ Aπ(p), 〈Z0, z〉 = 0},
⊠
2,1
p = {v ∈ Eπ(p) : K(JzY0|p, v) = 0 for any z ∈ AY0}.
From the equation of P2, observe B+ = 0, B0(
2,1) = 0, C(1,1) = 0, and
furthermore, for any v ∈ ⊠2,1,
B0Y1 = 0, B0Yz = −HZ0YZ0·z, CY0 = HZ0Y1, Cv = 0.
As a consequence,
QY1 = −HZ0Y0, QYz = −
1
4
HZ0YZ0·z, QY0 = HZ0Y1, Qv =
1
2
HZ0JZ0v,
and
S♯Y1 = −1
2
HZ0Y0, S
♯Yz = 0, S
♯Y0 = −1
2
HZ0Y1, S
♯v = 0.
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The first canonical twist function gives us,
℘1Y1 = rZ0 −HZ0Y0 = X1,20 , ℘0Yz = rz −
3
4
HZ0YZ0·z = X
1,2
z ,
Write pr⊠ for the orthogonal projection from E to ⊠1,1⊕⊠2,1. We then observe
that ~∂ pr⊠ = 0. Hence, since ℘1 = −rK(Y0, · ) −HZ0Y ∗1 ⊗ Y0 − 34HZ0JZ0 pr⊠ pr1,
we have
~∂℘1 = −rHZ0K(JZ0Y0, · ) +H2Z0(Y ∗0 ⊗ Y0 − Y ∗1 ⊗ Y1).
As a consequence,
0 = ℘2Y1 = (~∂℘1)Y1 + (P1 +A
♯ + S♯)X1,20 + ℘1QY1
= −H2Z0Y1 +
1
2
H2Z0Y1 + S
♯X1,20 ,
and
0 = ℘2Yz = rHZ0(Z0 · z)−
3
4
rHZ0 (Z0 · z)−
3
8
H2Z0Yz
+ S♯X1,2z −
1
4
HZ0(rZ0 · z +
3
4
HZ0Yz).
or in other words
S♯X1,21 =
1
2
H2Z0Y1, S
♯X1,2z =
9
16
H2Z0Yz .
We finally use curvature restrictions to determine S. We first note that from
Corollary A.2, we have that for any X,Y ∈ Γ(E), Z,W ∈ Γ(A)
R(X,Z)Y = 0, R(X,Z)W = 0,
R(X,Y )Z = (∇ZK)(X,Y ) = −κA(K(JZX,Y )− Z〈X,Y 〉g).
and since the torsion only has values in A, for Xi ∈ Γ(E), i = 1, 2, 3, 4,
〈R(X1, X2)X3, X4〉g = 〈R(X3, X4)X1, X2〉g.
These give us identities
0 = RS(Y1, X
1,2
0 )
=
1
2
reR(Y0, Y1)X
1,2
0 +
1
2
reR(Y0, X
1,2
0 )Y1 +
1
2
re(∇X1,20 T )(Y0, Y1)
+ 〈A♯(Y1), A♯(X1,20 )〉g − 〈S♯(Y1), S♯(X1,21 )〉g −
d
dt
S(Y1, X
1,2
0 ) + S(X
1,2
0 , X
1,2
0 )
= S(X1,20 , X
1,2
0 ),
and
0 = RS(Yz , X
1,2
z )
=
1
2
reR(Y0, Yz)X
1,2
z +
1
2
reR(Y0, X
1,2
z )Yz +
1
2
re(∇X1,2z T )(Y0, Yz)
+ 〈A♯(Yz), A♯(X1,2z )〉g − 〈S♯(Yz), S♯(X1,2z )〉g − ~∂S(Yz , X1,2z ) + S(X1,2z , X1,2z )
= −3
4
r2HZ0〈Y0, R(Y0, Yz)YZ0·z〉g −
1
2
r2HZ0〈(∇zJ)Z0Y0, Yz〉
+
9
16
~∂H2Z0 + S(X
1,2
z , X
1,2
z )
42 E. GRONG
= −3
4
r2HZ0〈Y0, R(Y0, YZ0·z)Yz〉g + S(X1,2z , X1,2z )
= −3
4
r2HZ0〈Y0, R(Y0, YZ0·z)Yz〉g + S(X1,2z , X1,2z ).
We next observe the relation,
0 = RS(Y1, X
1,2
z ) +R
S(X1,20 , Yz)
=
1
2
r2HZ0〈Z0, R(Y0, Y1)z〉g −
3
4
HZ0r
2〈Y0, R(Y0, Y1)YZ0·z〉g
+
1
2
r2HZ0〈(∇zJ)Z0Y0, Y1〉g + 2S(X1,20 , X1,2z )
= −3
4
r2HZ0〈Y0, R(Y0, Y1)YZ0·z〉g + 2S(X1,20 , X1,2z ).
Finally, if z, Z ∈ A with 〈Z0, Z〉g¯ = 〈Z0, z〉g¯ = 〈Z, z〉g¯ = 0,
0 = RS(Yz , X
1,2
Z ) +R
S(X1,2z , YZ)
=
1
2
r2HZ0〈Z0, R(Y0, Yz)Z〉g¯ −
3
4
r2HZ0〈Y0, R(Y0, Yz)YZ0·Z〉g¯
+
1
2
r2HZ0〈Z0, R(Y0, YZ)z〉g¯ −
3
4
r2HZ0〈Y0, R(Y0, YZ)YZ0·z〉g¯
− 1
2
r2HZ0〈(∇ZJ)Z0Y0, Yz〉 −
1
2
r2HZ0〈(∇zJ)Z0Y0, YZ〉
− 3
16
H3Z0(〈JzY0, JZ0·z〉g + 〈JzY0, JZ0·z〉g) + 2S(X1,2z , X1,2Z )
= −3
4
r2HZ0 (〈R(Y0, Yz)YZ0·Z , Y0〉g + 〈R(Y0, YZ)YZ0·z, Y0〉g) + 2S(X1,2z , X1,2Z ).
Using that
〈R(Y0, Yz)YZ0·Z , Y0〉g + 〈R(Y0, YZ)YZ0·z, Y0〉g
= 〈Z,K(Y0, R(Y0, YZ0·z)Y0)− Z0 ·K(Y0, R(Y0, Yz)Y0)〉.
and that A(v, w) = −HZ0〈JZ0v, w〉g¯, the proof is completed. 
We will also present the Ricci curvatures in this case. Write d1 = rank E and
d2 = rankA. For any p ∈ T ∗M \ (Ann(E) ∪ Ann(A)), we define
κE(p) =
∑
j=1
〈Y0, R(Y0, JZ0Y0)JZ0Y0〉g(p).
Proposition 8.5. The Ricci curvature Ric = (Rica,b)(a,b)∈Y is given by
Ric2,1 =
1
2
(d1 − d2 − 1)(r2κA + 1
2
H2Z0), Ric
1,1 =
5d2 − 3
2
r2κA +
11d2 + 7
8
H2Z0 ,
Ric1,2 =
3
32
H2Z0
(
7r2κA +
3
2
r2(κA − κE)− 15
8
H2Z0
)
.
We will first need the following lemma, which is obtained by a modification of
the proof of [15, Theorem 3.16].
Lemma 8.6. Write d2 = rankA. For any x ∈ M , let Z ⊆ Ex be a subspace such
that JzZ ⊆ Z for any z ∈ Ax. If v ∈ Z, then
trZ〈R(×, v)v,×〉g = κA
(
1
2
rankZ + 2(d2 − 1)
)
|v|2g.
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If v ⊥ Z, then trZ〈R(×, v)v,×〉g = 12κA(rankZ)|v|2g.
We remark that by the symmetry of (v, w) 7→ trZ〈R(×, v)w,×〉g, this map is
completely determined by the above result.
Proof. Without loss of generality, we may assume that v is a unit vector. Let
z1, z2 ∈ Ax two orthogonal unit elements. We will first use the following identity
trZ〈R(×, v)v,×〉g = − trZ〈R(×, v)J2z1v,×〉g
= − trZ〈[R(×, v), Jz1 ]Jz1v,×〉g + trZ〈R(×, v)Jz1v, Jz1×〉g,
and
trZ〈R(×, v)Jz1v, Jz1×〉g
=
1
2
trZ〈R(×, v)Jz1v, Jz1×〉g −
1
2
trZ〈R(Jz1×, v)Jz1v,×〉g
Bianchi
= −1
2
trZ〈Jz1v,R(×, Jz1×)v〉g = −
1
2
trZ〈R(v, Jz1v)×, Jz1×〉g.
Furthermore,
2 trZ〈R(v, Jz1v)×, Jz1×〉g
= − trZ〈R(v, Jz1v)×, J2z2Jz1×〉g + trZ〈R(v, Jz1v)Jz2×, Jz1Jz2×〉g
= trZ〈[R(v, Jz1v), Jz2 ]×, Jz1Jz2×〉g.
Hence, we can complete the proof by finding a formula for [R(v, w), Jz ].
Observe that since we have a horizontal parallel Clifford structure, we have that
for any X,Y ∈ Γ(E), Z ∈ Γ(A),
R(X,Y )Z = (∇ZT )(X,Y ) = −κA(K(JZX,Y )− Z〈X,Y 〉g)
and
(R(X,Y )J)Z = (∇T (X,Y )J)Z = κAJT (X,Y )·Z+〈T (X,Y ),Z〉g1
= [R(X,Y ), JZ ]− κAJT (JZX,Y )−Z〈X,Y 〉g .
It follows that
[R(X,Y ), JZ ] = 2κAJT (JZX,Y )−Z〈X,Y 〉g .
In particular, if w ∈ ({Jzv : z ∈ Ax})⊥, then
[R(v, Jziv), Jzj ] = 2κAJzj ·zi+〈zj ,zi〉g¯1, [R(v, w), Jz2 ] = 0.
In conclusion, if v is in Z, then
trZ〈R(×, v)v,×〉g = trZ〈[R(v,×), Jz1 ]Jz1v,×〉g −
1
4
trZ〈[R(v, Jz1v), Jz2 ]×, Jz1Jz2×〉g
= trA〈[R(v, J×v), Jz1 ]Jz1v, J×v〉g +
1
2
κA trZ〈Jz1Jz2×, Jz1Jz2×〉g
= κA
(
2(d2 − 1) + 1
2
rankZ
)
In a similar way, we can show the result for v orthogonal to Z. 
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Proof of Proposition 8.5. Recall that 1,1, 1,2 and 2,1 have ranks respectively
d2, d2 and d1 − d2. We have
Ric2,1 = r2 tr2,1〈R(Y0,×)×, Y0〉g + 1
4
(d1 − d2 − 1)H2Z0
=
1
2
(d1 − d2 − 1)(r2κA + 1
2
H2Z0),
Ric1,1 = r2 tr1,1〈R(Y0,×)×, Y0〉g + d2
4
H2Z0 −
1
4
H2Z0 +HZ0 +
9
8
H2Z0(d2 − 1)
= r2 tr1,1⊕RY0〈R(Y0,×)×, Y0〉g +
11d2 + 7
8
H2Z0
= r2κA(
1
2
(d2 + 1) + 2(d2 − 1)) + 11d2 + 7
8
H2Z0 ,
Ric1,2 = trA∩Z⊥0 reR(Y0, X
1,2
× )X
1,2
× +
1
4
H4Z0 +
1
4
9
16
(d2 − 1)H4Z0
− 1
4
H4Z0 −
1
4
81
64
(d2 − 1)H4Z0 −
3
4
r2HZ0
~∂
(
trA∩Z⊥0 〈Y0, R(Y0, YZ0·×)Y×〉g
)
= −3
4
r2H2Z0 trA∩Z⊥0 〈Z0, R(Y0, YZ0·×)×〉g¯ +
9
16
r2H2Z0 trA∩Z⊥0 〈Y0, R(Y0, Y×)Y×〉g
− 1
4
45
64
(d2 − 1)H4Z0 −
3
4
r2HZ0
~∂
(
trA∩Z⊥0 〈Y0, R(Y0, YZ0·×)Y×〉g
)
.
We observe that
trA∩Z⊥0 〈Z0, R(Y0, YZ0·×)×〉g¯ = κA trA∩Z⊥0 〈YZ0·×, YZ0·×〉g¯ = κA(d2 − 1),
trA∩Z⊥0 〈Y0, R(Y0, Y×)Y×〉g = 2(d2 − 1)κA +
1
2
κA(d2 + 1)− 〈Y0, R(Y0, Y1)Y1〉g,
and finally
trA∩Z⊥0 〈Y0, R(Y0, YZ0·×)Y×〉g
= − trA∩Z⊥0 〈JZ0Y0, R(Y0, Y×)Y×〉g + trA∩Z⊥0 〈Y0, [R(Y0, Y×), JZ0 ]Y×〉g
= − tr1,1⊕RY0〈JZ0Y0, R(Y0,×)×〉g + 2κA trA∩Z⊥0 〈Y0, JT (JZ0Y0,Y×)Y×〉g = 0.
The result follows. 
9. Step 2 model spaces in the sense of isometries
We consider the following spaces. Let (M, E , g) be a sub-Riemannian manifold
satisfying the following properties.
(i) (M, E , g) is complete and simply connected.
(ii) The horizontal bundle E is step 2, so E + [E , E ] = TM .
(iii) For every linear isometry q : Ex → Ey, there is an isometry f : (M, E , g) →
(M, E , g) such that f∗|Ex = q.
From [22], if these conditions are satisfied, then M has constant growth vector
G = (d1,
1
2d1(d1+1)) and has the structure of a simply connected Lie group with an
invariant sub-Riemannian structure. We will hence write M = G for the remainder
of this section. Each such sub-Riemannian manifold (G, E , g) is uniquely determined
by a parameter κ ∈ R, in the sense that its Lie algebra g = gκ isomorphic to the
vector space Rd1 × so(d1) with brackets
[(x, 0), (y, 0)] = (0, yxt − xyt) =: (0, x ∧ y), [(0, X), (x, 0)] = (κXx, 0),
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[(0, X), (0, Y )] = (0, [X,Y ]), x, y ∈ Rd1 , X, Y ∈ so(d1),
where xt is the transpose of x. With this identification, (E , g) is given by the left
translation of e = {(x, 0) ∈ g : x ∈ Rd1} with the standard inner product of Rd1 .
We note that up to scaling, G is then isomorphic as Lie group to the free nilpotent
group of step 2 for κ = 0, the universal cover group of SO(d1 + 1) for κ = 1 or the
universal cover group of SO(d1, 1) for κ = −1. See [22] for more details.
9.1. Computation of connection. Whenever there is no confusion, we will write
(x,X) = x+X , using lower case letters for elements in Rd1 and capital letters for
so(d1). We will use the same symbol for elements in g and their corresponding left
invariant vector fields. Define an inner product on g by
〈x +X, y + Y 〉 = 〈x, y〉+ 〈X,Y 〉 := 〈x, y〉 − 1
2
trXY.
In other words, if e1, . . . , ed1 is the standard basis of R
d1 , then {ek, ei ∧ ej : 1 ≤
k ≤ d1, 1 ≤ i < j ≤ d1} is an orthonormal basis. We note the properties of this
inner product
〈X, x ∧ y〉 = 〈Xx, y〉, 〈[X,Y1], Y2〉 = −〈Y1, [X,Y2]〉.
Extend this metric to a taming Riemannian metric g¯ by left translation.
Define functions (ψ,Ψ) : T ∗M → m by
p(x+X)|π(p) = 〈ψ(p), x〉 + 〈Ψ(p), X〉, p ∈ T ∗M.
Let ∇ be the connection such that all left invariant vector fields are parallel. The
torsion is then given by T (x +X, y + Y ) = −[x +X, y + Y ]. For this connection,
we will have
R = 0, and ∇T = 0.
From the formula of the torsion, we observe the following identities
P1(x+X) = ψ ∧ x− κ(Xψ),
~∂e(x+X) = 〈Ψ, ψ ∧ x〉 = 〈Ψψ, x〉,
A(x+X, y + Y ) = −1
2
〈ψ +Ψ, κ(Xy − Y x) + x ∧ y + [X,Y ]〉
=
1
2
〈−Ψx+ κXψ, y〉+ 1
2
〈x ∧ ψ + [X,Ψ], Y 〉
In particular, we have
~∂ψ = Ψψ, ~∂Ψ = 0, A♯(x+X) =
1
2
(−Ψx+ κXψ).
and consequently, for k ≥ 0, then ~∂|Ψkψ| = 0.
We observe that

d1,1 = ker[P1] = span{ψ}.
Furthermore,
P2x = Ψψ ∧ x mod E .
and iteratively Pkx = Ψ
k−1ψ ∧ x mod E . It follows that the set with maximal
Young diagram is
ΣG = {p ∈ T ∗G : ψ(p),Ψ(p)ψ(p), . . . ,Ψd1−2(p)ψ(p) are linearly independent},
with Young diagram and reduced Young diagram Y = Y = Y(d1, d1 − 1, . . . , 2, 1).
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Proposition 9.1. The sub-Riemannian model space (M, E , g) is a complete con-
stancy domains.
Proof. We will show that the restriction of the Hamiltonian to ΣG is complete. For
any p ∈ T ∗M , define an element in η|p ∈ ∧d1−1e by
ηp = ψ(p) ∧Ψ(p)ψ(p) ∧ · · · ∧Ψd1−2(p)ψ(p).
Define y|p as the orthogonal complement to span{ψ|(p),Ψ(p)ψ(p), · · · ,Ψd2−2(p)ψ(p)}.
Then since 〈Ψd1−1φ,Ψd1−1y〉g = 0, we have
~∂η = ψ ∧Ψψ ∧ · · · ∧Ψd1−1ψ = 〈Ψd1−1ψ, y〉ψ ∧Ψψ ∧ · · · ∧ y.
In particular, ~∂|ηp| = 0, so the set ΣG = {|ηp| 6= 0} is preserved under the Hamil-
tonian flow. 
Define yj : ΣG → e, 0 ≤ j ≤ d1 − 2, such that y0, . . . , yk is an orthonormal
basis of span{ψ,Ψψ, . . . ,Ψkψ} and define yd1−1 as the orthogonal complement of
span{ψ,Ψψ, . . . ,Ψd1−2ψ} in e. Then a,1 = span{yd1−a} and for k ≥ 2,
Ek = span
{
yl, yi ∧ yj : i = 0, . . . , k − 2l, j = 0, . . . , d1 − 1
}
.
From the anti-symmetry of Ψ, if 0 ≤ k, l ≤ d1 − 1 is such that k is even and l is
odd, then
〈yk, yl〉 = 0.
Observe that P1y0 = 0, while for 1 ≤ k ≤ d1 − 1,
Pk+1yk = Ψ
kψ ∧ yk mod E = 〈yk−1,Ψkψ〉yk−1 ∧ yk mod Ek = 0.
Furthermore, for 0 ≤ k ≤ d1 − 2,
Pk+2yk = Ψ
k+1ψ ∧ yk mod E = −|Ψk+1ψ|yk ∧ yk+1 mod Ek+1
= −|Ψ
k+1ψ|
|Ψkψ| Pk+1yk+1 mod E
k+1.
In summary, we have B = 0, while
C =
d1−2∑
k=0
|Ψk+1ψ|
|Ψkψ| y
∗
k ⊗ yk+1 =
d1−2∑
k=0
Ck, Ck :=
|Ψk+1ψ|
|Ψkψ| y
∗
k ⊗ yk+1.
We can hence conclude from (5.12) and (5.13) that Q = C − C†,
S♯|E =: S♯E = −
d1−2∑
k=0
(
(k + 1)
|Ψk+1ψ|
|Ψkψ| −
1
2
〈yk+1,Ψyk〉
)
(y∗k ⊗ yk+1 + y∗k+1 ⊗ yk)
= −
d1−2∑
k=0
(k + 1)(Ck + C
†
k) +
1
2
d1−2∑
k=0
〈yk+1,Ψyk〉(y∗k ⊗ yk+1 + y∗k+1 ⊗ yk)
We note that since Dtyk = Qyk, then
~∂(y∗k ⊗ yk+1) = Q(y∗k ⊗ yk+1)− (y∗k ⊗ yk+1)Q,
so in particular ~∂Q = 0 and ~∂S♯E = QS
♯
E − S♯EQ
Let ℘b be the canonical twist functions. Then
℘1yk = ψ∧yk− |Ψ
k+1ψ|
|Ψkψ| (kyk+1+(k+1)yk−1)−〈yk−1,Ψyk〉yk−1−
1
2
k−3∑
s=0
〈ys, ψyk〉ys.
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We will complete the computation for the case d1 = 3.
9.2. Case d1 = 3. We complete the computation for the special case of d1 = 3.
We will identify o(3) with R3 by the map x ∧ y 7→ x × y, where × is the standard
inner product. The Lie algebra g is then given by
[(x,x), (y,y)] = (κ(x× y + x× y), x× y + x× y).
Define (ψ,ψ) : T ∗M → g by p(x,x)|π(p) = 〈ψ(p), x〉 + 〈ψ(p),x〉, p ∈ T ∗M. We
obtain
P1(x,x) = (κψ × x, ψ × x),
~∂e(x,x) = 〈ψ × ψ, x〉,
A((x,x), (y,y)) = −1
2
〈ψ × x+ κψ × x, y〉 − 1
2
〈ψ × x+ψ × x,y〉.
In particular,
~∂ψ = ψ × ψ, ~∂ψ = 0, A♯(x,x) = 1
2
(−ψ × x− κψ × x, 0).
Consider the set
ΣM = {p ∈ T ∗M : ψ(p)× ψ(p) 6= 0}.
On this set, we define an orthonormal basis y1|p, y2|p, y3|p such that y0 = 1|ψ|ψ,
y1 =
1
|ψ×ψ|ψ × ψ and y2 = y0 × y1. Write r = |ψ|, ρ = |ψ| and let ϕ be the angle
between them, so that
ψ = ρ(cosϕy0 + sinϕy2)
Observe that ~∂r = 0, ~∂ρ = 0, ~∂ϕ = 0 and ~∂yj = Qyj = ψ× yj. Hence we can write
Q in the basis y0, y1, y2 as
[Q] = ρ

 0 − sinϕ 0sinϕ 0 − cosϕ
0 cosϕ 0


Write yj = (yj , 0) and yj = (0, yj). We see that,
P1y0 = 0, P1y1 = ry2, P1y2 = −ry1,
P2y0 = −rρ sinϕy2 mod E , P2y1 = 0 mod E , P2y2 = rρ sinϕy0 mod E .
P3y1 = −rρ2 sin(ϕ) cos(ϕ)y0 mod E2, P3y2 = 0 mod E2.
In summary, we have B = 0 and C given by
Cy0 = ρ sinϕy1, Cy1 = ρ cosϕy2, Cy2 = 0.
Hence,
S♯|E = −1
2
ρ sinϕ(y∗0 ⊗ y1 + y∗1 ⊗ y0)−
3
2
ρ cosϕ(y∗1 ⊗ y2 + y∗2 ⊗ y1)
We can then do the following computations,
℘1y1 = (Q + P1 +A
♯ + S♯)y1 = ry2 − ρ(sinϕy0 + cosϕy2);
℘1y2 = (Q + P1 +A
♯ + S♯)y2 = −ry1 − 2ρ cosϕy1;
℘2y1 = 0 = r(~∂ + P1 +A
♯)y2 − ρ sinϕS♯y0 − ρ cosϕ(℘1 − S♯)y2r + S♯℘1y1
=
1
2
(κr2 + ρ2)y1 + S
♯℘1y1;
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so S♯℘1y1 = − 12 (κr2 + ρ2)y1. Furthermore,
℘2y2 = −r(~∂ + P1 +A♯)y1 − 2ρ cosϕ(℘1 − S♯)y1 + S♯℘1y2
= −r(−ρ sinϕy0 + ρ cosϕy2 − 1
2
κry2)− 2ρ cosϕ℘1y1
− ρ2 cosϕ(sinϕy0 + 3 cosϕy2) + S♯℘1y2
= rρ sinϕy0 − 3ρ cosϕ℘1y1
− 2ρ2 cosϕ sinϕy0 −
(
1
2
κr2 + 4ρ2 cos2 ϕ
)
y2 + S
♯℘1y2
and
℘3y2 = 0 = (~∂ + P1 +A
♯ + S♯)℘2y2 = (~∂ + P1)℘2y2 mod E
= −ρ2 sin2 ϕ℘1y2 −
(
1
2
κr2 + 4ρ2 cos2 ϕ
)
℘1y2 + ℘1S
♯℘1y2 mod E ,
so
S♯℘1y2 =
(
1
2
κr2 + ρ2 + 3ρ2 cos2 ϕ
)
y2 + S(℘1y2, y0)y0.
Finally
℘3y2 = 0 = (~∂ + P1 +A
♯ + S♯)℘2y2
= S♯℘2y2 + 3ρ cosϕS
♯℘1y1 + 2ρ
2 cosϕ sinϕS♯y0 +
(
1
2
κr2 + 4ρ2 cos2 ϕ
)
S♯y2
+ (~∂S(℘1y2, y0))y0 − S(℘1y2, y0)S♯y0 −
(
1
2
κr2 + ρ2 + 3ρ2 cos2 ϕ
)
S♯y2
= S♯℘2y2 − 1
2
ρ cosϕ(3κr2 + 2ρ2 + ρ cos2 ϕ)y1
+ (~∂S(℘1y2, y0))y0 +
1
2
ρ sinϕS(℘1y2, y0)y1
To finally find the complete connection, we turn to the curvature normalization
condition
RS(y1, ℘1y1) = 0, R
S(y2, ℘1y2) = 0, R
S(℘1y2, ℘2y2) = 0,
RS(℘2y2, y2) = 0, R
S(℘2y2, y1) = 0, R
S(℘1y2, y1) = 0,
RS(y2, y0) = 0.
Using Remark 6.8.
RS(℘bya, ℘jyi) = 〈A♯(℘bya), A♯(℘jyi)〉g − 〈S♯(℘bya), S♯(℘jyi)〉g(9.1)
− ~∂S(℘bya, ℘jyi) + S(℘b+1ya, ℘jyi) + S(℘bya, ℘j+1yi).
It follows that
0 = RS(y2, y0) = −ρ2 sinϕ cosϕ+ S♯(℘1y2, y0),
and hence
S♯℘1y2 =
(
1
2
κr2 + ρ2 + 3ρ2 cos2 ϕ
)
y2 + ρ
2 sinϕ cosϕy0;
S♯℘2y2 =
3
2
ρ cosϕ(κr2 + ρ2)y1;
℘2y2 = rρ sinϕy0 − 3ρ cosϕ℘1y1 − ρ2 cosϕ sinϕy0 + ρ2 sin2 ϕy2.
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Finally, observe that By further applying (9.1),
0 = RS(y1, ℘1yi) = S(℘1y1, ℘1y1),
0 = RS(℘2y2, y2) =
1
2
ρ2 cos2 ϕ
(
3κr2 + 4ρ2 + 2ρ2 cos2 ϕ
)
+ S(℘2y2, ℘1y2)
0 = RS(℘2y2, y1) = S(℘2y2, ℘1y1),
0 = RS(℘1y2, ℘2y2) = S(℘2y2, ℘2y2),
0 = RS(℘1y2, y2) = S(℘1y2, ℘1y2),
0 = RS(℘1y2, y1) = ρ cosϕ
(
κr2 + 3ρ2 + 4ρ2 cos2 ϕ
)
+ S(℘1y2, ℘1y1).
In conclusion, if we use the notation αβ = 12 (α⊗β+β⊗α), and define α1,1, α2,1, α3,1, α1,2, α2,2, α1,3
as the coframe of y2, y1, y0, ℘1y2, ℘1y1, ℘2y2, then
S = −ρ sinϕα2,1α3,1 − 3ρ cosϕα1,1α2,1 + 2ρ2 sinϕ cosϕα3,1α1,2
− (κr2 + ρ2)α2,1α2,2 +
(
κr2 + 2ρ2 + 6ρ2 cos2 ϕ
)
α1,1α1,2
+ 3ρ cosϕ(κr2 + ρ2)α2,1α1,3 − 2ρ cosϕ
(
κr2 + 3ρ2 + 4ρ2 cos2 ϕ
)
α1,2α2,2
− ρ2 cos2 ϕ (3κr2 + 4ρ2 + 2ρ2 cos2 ϕ)α1,2α1,3
Finally, again using (9.1), we know (Ric) = (Rica,b)(a,b)∈Y from Ric
3,1 = 0 and,
Ric2,1 = RS(y1, y1) = −κr2 − (1 + 2 cos2 ϕ)ρ2;
Ric2,2 = RS(℘1y1, ℘1y1) = −κr2ρ2 cos2 ϕ− ρ4 sin2 2ϕ;
Ric1,1 = κr2 + 2ρ2 + 4ρ2 cos2 ϕ;
Ric1,2 = RS(℘1y2, ℘1y2)
= −ρ2κr2(1 + cos2 ϕ)− ρ4(1 + 10 cos2 ϕ+ 10 cos4 ϕ);
Ric1,3 = RS(℘2y2, ℘2y2)
= −ρ4 cos2 ϕ(1 + 2 cos2 ϕ)(3κr2 + 4ρ2 sin2 ϕ).
Appendix A. Some identities on connections
A.1. Pullback bundles and connections. The following formalism is included
for the convenience of the reader unfamiliar with the pullback bundles and connec-
tions. For more details, we refer to e.g. [29, Chapter 6.8, Chapter 9.1]. If π : A → N
is a vector bundle over N and f :M → N is a smooth map of manifolds, we define
the pullback bundle f∗π : f∗A →M of A over M as
f∗A = {(x, a) ∈M ×A : f(x) = π(a)}, f∗π : (x, a) 7→ x.
For every section X ∈ Γ(A), we can define a corresponding section f∗X ∈ Γ(f∗A)
by
f∗X |x = Xf(x).
Not all sections of f∗A are on this form in general, however, such elements always
form a basis over C∞(M). Hence, if ∇ is an affine connection on A, we can define
a connection f∗∇ on f∗A by the Leibniz rule and by the relation
(f∗∇)vf∗X = ∇f∗vX, v ∈ TM,X ∈ Γ(A).
For the typical example, let π : TM →M be the tangent bundle over a manifold
M , and let γ : (−ε, ε) → M be a smooth curve into M . Then sections of γ∗TM
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are vector field along the curve γ and if ∇ is an affine connection on TM , then
Dt = (γ
∗∇) ∂
∂t
is the corresponding covariant derivative along the curve.
A.2. Useful curvature identities. We will give some curvature identities that is
used throughout the paper. All of these computations use the first Bianchi identity
for a connection ∇ with torsion T ,
(A.1)  R(X,Y, Z) = (∇XT )(Y, Z)+  T (T (X,Y ), Z), X, Y, Z ∈ Γ(TM),
where  denotes the cyclic sum.
Let (M, E , g) be a sub-Riemannian manifold and let A be a subbundle such that
TM = E ⊕ A. Let prE and prA be the corresponding projections.
Lemma A.1. Let ∇ be a connection compatible with (E , g) and preserving A under
parallel transport. For every X,Y ∈ Γ(E) and Z ∈ Γ(A), we write
BZ(Y )X := ( (∇XT )(Y, Z)+  T (T (X,Y ), Z)) = −BZ(X)Y.
and let (prE BZ(X))
† denote the adjoint with respect to g. Then
(A.2) R(X,Y )Z = prABZ(Y )X,
and
R(X,Z)Y =
1
2
prE BZ(X)Y −
1
2
(prE BZ(Y ))
†X − 1
2
(prE BZ(X))
†Y.(A.3)
Proof. Using that the endomorphism R(X,Y ) preserves E and A, we can take the
projection to A to both sides of (A.1) to obtain (A.2). To prove (A.3), we will
determine the symmetric and the anti-symmetric part of R( · , Z) · . For the anti-
symmetric part, we obtain that
R(X,Z)Y −R(Y, Z)X = − prE  R(X,Y )Z = prE BZ(X)Y.
For the symmetric part, we have that from compatibility of the metric,
〈R(Y, Z)Y,X〉g = −〈Y,R(Y, Z)X〉g = −〈Y, R(X,Y )Z〉g = −〈BZ(Y )†Y,X〉g.
The result follows. 
We will look at a particular choice of connection preserving the decomposition
TM = E ⊕ A. For any section Z ∈ Γ(A), we define τZ : TM → TM by
(LZ pr∗E g)(prE X, prE Y ) = 2〈τZX,Y 〉g, X, Y ∈ Γ(TM).
We note that τZ(TM) ⊆ E and that Z 7→ τZ is tensorial. Choose a taming
Riemannian metric g¯ such that E and A are orthogonal, and define ∇ as in (1.1).
We then have the following corollary of Lemma A.1.
Corollary A.2. Introduce the tensor
K(X,Y ) = − prE [prAX, prA Y ]− prA[prE X, prE Y ],
and write KX = K(X, · ). For any X,Y ∈ Γ(E) and Z ∈ Γ(A), we have
R(X,Y )Z = (∇ZK)(X,Y ) +K(τZX,Y ) +K(X, τZY ),
R(X,Z)Y = ♯〈(∇τ)ZX,Y 〉g − (∇Y τ)ZX
+
1
2
KZKXY − 1
2
(KZKY )
†X − 1
2
(KZKX)
†Y.
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Proof. We note that the torsion of ∇ equals
T (u, v) = K(u, v) + τuv − τvu, u, v ∈ TM.
Hence for any Z ∈ Γ(A), X,Y ∈ Γ(E), we have
BZ(X)Y = (∇Xτ)ZY − (∇Y τ)ZX − (∇ZK)(X,Y )
+KZKXY −K(τZX,Y )−K(X, τZY ).
The result follows. 
We also have the following result regarding the curvature of ∇.
Lemma A.3. For any X ∈ Γ(E), Z1, Z2 ∈ Γ(A), we have
R(X,Z1)Z2 = −1
2
K(X,K(Z1, Z2)) +
1
2
(KXKZ1)
†Z2 +
1
2
(KXKZ2)
†Z1
+
1
2
♯¯(R(X,Z1)g¯)(Z2, · ) + 1
2
♯¯(R(X,Z2)g¯)(Z1, · ).
Proof. Let X ∈ Γ(E) and Z,W ∈ Γ(A) be arbitrary. We again look at the anti-
symmetric part
R(X,Z1)Z2 −R(X,Z2)Z1
= prA ( (∇XT )(Z1, Z2)+  T (T (X,Z1), Z2)) = K(K(Z1, Z2), X),
and the symmetric part
〈R(X,Z)Z,W 〉g¯ = (R(X,Z)g¯)(Z,W ) − 〈Z,R(X,Z)W 〉g
= (R(X,Z)g¯)(Z,W ) + 〈Z,KXKZW 〉g,
giving us the result. 
A.3. Non-affine connections on vector bundles. The following formalism can
be applied to any vector bundle, but we will focus on the specific case of the
cotangent bundle. Let π : T ∗M → M be the canonical projection with vertical
bundle V = kerπ∗. Let H be an Ehresmann connection on π, i.e. a subbundle
of T (T ∗M) satisfying T (T ∗M) = H ⊕ V . Let X 7→ hX be the horizontal lift of a
vector field onM with respect to H. Since hX and vlα are π-related to respectively
X and 0 for X ∈ Γ(TM), α ∈ Γ(π∗T ∗M), we know that [hX, vlα] is a section of
V . We define ∇Xα ∈ Γ(π∗T ∗M) by
[hX, vlα] = vl∇Xα.
If f ∈ C∞(T ∗M), then we define ∇f ∈ (π∗T ∗M) by (∇f)|a(v) = df(hav) and note
that
∇Xα = (∇f)(X)α+ f∇Xα.
We define the curvature R(X,Y ) ∈ Γ(π∗T ∗M) by
[hX, hY ] = h[X,Y ]− vlR(X,Y ).
The connection H is called affine if for the maps ·c : T ∗M → T ∗M and + :
T ∗M ⊕ T ∗M → T ∗M ,
·c(p) = cp, +(p⊕ p2) = p+ p2, p, p2 ∈ A, c ∈ R.
we have (·c)∗Hp ⊆ Hcp and +∗(Hp ⊕Hp2) ⊆ Hp+p2 . If X ∈ Γ(TM), α ∈ Γ(T ∗M),
then for affine connections, the corresponding covariant derivative ∇Xα, is well-
defined as a section of Γ(T ∗M). Furthermore, we have R(X,Y )|p = R(X,Y )p.
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Now, let H be an affine connection corresponding to covariant derivative ∇. We
parametrize all Ehresmann connections on π by sections ψ ∈ Γ(T ∗M ⊗ π∗T ∗M)
and we write
Hψ := {hpv − vlp ψ|p(v) : (p, v) ∈ T ∗M ⊕ TM}, ψ ∈ Γ(T ∗M ⊗ π∗T ∗M).
We note the corresponding covariant derivative is then
(A.4) ∇ψXα = ∇Xα+ (vlα)(ψ(X))− (vlψ(X))α,
with curvature
Rψ(X,Y ) = R(X,Y ) + (∇Xψ)(Y )− (∇Y ψ)(X)(A.5)
+ ψ(T (X,Y )) + (vlψ(X))ψ(Y )− (vlψ(Y ))ψ(X),
with (∇Xψ)(Y ) = (π∗∇)hXψ(Y )− ψ(∇XY ).
In the expression (A.4) and (A.5), we have terms containing vertical derivatives
of sections of Γ(π∗T ∗M). We explain why this is well defined. We can see any
E ∈ Γ(π∗T ∗M) as a map E : T ∗M → T ∗M satisfying E(T ∗xM) ⊆ T ∗xM for any
x in M . Hence, for any p, α ∈ T ∗xM , the map t 7→ E(p + tα) is a curve in the
vector space T ∗xM . As a consequence, vlp αE =
d
dtE(p + tα)|t=0 is well defined as
an element in T ∗xM .
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