Direct-normal solar irradiance (DNSI), the total energy in the solar spectrum incident in unit time on a unit area at the earth's surface perpendicular to the direction to the Sun, depends only on atmospheric extinction of solar energy without regard to the details of the extinction -whether absorption or scattering. Here we report a set of closure experiments performed in north-central Oklahoma in April 1996, under cloud-free conditions, wherein measured atmospheric composition and aerosol optical thickness are input to a radiative transfer model, MODTRAN-3, to estimate DNSI, which is then compared with measured values obtained with normal incidence pyrheliometers and absolute cavity radiometers.
Introduction
One of the main goals of the present generation atmospheric radiation studies is to perform closure experiments wherein model estimates are compared to measurements of atmospheric radiation components [Penner et al, 1994; Stokes and Schwartz, 1994; Quinn et al. 1996] . Such model evaluation can lead to important consequences for global weather and climate prediction by better constraining global atmospheric models. Here we perform a simple yet robust closure experiment. We examine the ability of a moderate resolution radiative transfer model to accurately estimate direct-normal solar irradiance (DNSI). This is the energy in the solar spectrum falling per unit time on a unit area of a surface oriented normal to the Sun's direction from a narrow solid angle that encompasses the Sun. The units of DNSI are watts per square meter. DNSI is a simple quantity because it depends only on the amount of energy incident at the top of the atmosphere and the extinction properties of the constituents of the atmosphere without regard to details of extinction, such as scattering vs. absorption or the angular distribution of scattered light. We choose only clear days to avoid complications arising from the presence of clouds. By clear it is meant that the sky around the Sun's disk is free of visible clouds which may, however, be present elsewhere in the sky. This experiment tests: (i) the knowledge of the energy in the extraterrestrial Solar spectrum and its spectral distribution; (ii) the ability to measure or calculate attenuation due to atmospheric constituents including major atmospheric constituent gases (Rayleigh scattering), trace gas species (absorption) and aerosols (scattering and absorption); and (iii) the accuracy with which the irradiance is measured. The magnitude of the systematic and random departure between model estimated and measured DNSI is thus a measure of the combined uncertainties in the measurements and in the description of solar spectrum and attenuation represented in the model. If the model estimated and measured DNSI agree for a large number of cases, then it must be concluded, in the absence of fortuitous circumstances where one effect mitigates another, that the major items affecting atmospheric attenuation listed above are well understood and accurately measured. If they do not agree, the study performed here will aid in identifying the cause of the disagreement and in determining the sensitivity of the disagreement to the propagated uncertainty of the above quantities.
The current work was motivated in part by recent studies examining atmospheric absorption of short-wave energy [Arking et al., 1995 , Cess et al., 1995 , Li et al., 1995 , Pilewskie and Valero, 1995 , Ramanathan, et al., 1995 , Wiscombe, 1995 , Imre et al., 1996 , Stephens, 1996 and the resultant need to identify possible causes for apparent absorption in excess of that represented by current models. Even cloudy atmospheres, the subject on which much of the recent attention has been focused, consist in large part of clear (cloud-free) air, and it is thus useful to examine the accuracy with which current models represent short-wave transmission in clear air to determine possible causes of apparent excess absorption. Inadequate description of clear-sky absorption might be manifested as error in describing absorption in the cloudy column, because of increased effective photon path length resulting from multiple scattering in the column. Thus it is necessary to examine the accuracy of current knowledge of band and continuum absorption of gases including water vapor, as represented in models of atmospheric transmittance.
This study uses measurements made at the Department of Energy's (DOE) Atmospheric Radiation Measurement (ARM) Cloud And Radiation Testbed (CART) site Central Facility (CF) in north-central Oklahoma during an Intensive Observational Period (IOP) in April 1996. We use instantaneous values of sun photometer-measured aerosol optical thickness (AOT) at discrete wavelengths in the visible and near-IR, and radiosonde-measured temperature and humidity as a function of pressure (and hence altitude) as input to a moderate resolution (2 cm -1 ) radiative transfer model version 1.3, identical to MODTRAN-3.5 for DNSI calculation, Anderson et al., 1995] to estimate DNSI. (Here and throughout the paper we use the term aerosol optical thickness, AOT, or τ a , to denote the vertical (airmass = 1) aerosol optical thickness). The performance of MODTRAN-3 is evaluated against a line-by-line radiative transfer code that uses a comprehensive and current version of the molecular data base. The sensitivity of the estimated DNSI to errors and uncertainties in the input parameters is examined. The calculated DNSI is then compared with values measured using two well calibrated Absolute Cavity Radiometers (ACRs) and two Normal Incidence Pyrheliometers (NIPs), themselves calibrated by inter comparison with the ACRs.
Background
Any model that estimates DNSI, E , needs as input the extraterrestrial spectral solar irradiance (referred to the mean Sun-Earth distance) E 0 ( ), in addition to the quantities that are needed to compute the spectral transmittance of the atmosphere T , 0 ( ), as a function of wavelength λ along the slant path to the top of the atmosphere that corresponds to solar zenith angle 0 ( 0 = cos 0 ) at the time of measurement. Thus,
where integration is performed over the solar spectrum, R is the Sun-Earth distance at the time of measurement in Astronomical Units, A.U.(mean Sun-Earth distance = 1 A.U.), and the transmittance T(λ) is given by Bouguer's law,
where m is the component airmass along slant path, defined in the absence of refractive effects as m = 1/ 0 =1/cos 0 , and each i denotes a contribution to vertical optical thickness due to the indicated atmospheric component. The three major components that cause attenuation of solar energy are Rayleigh or molecular scattering, gaseous absorption due to ozone, oxygen, water vapor, nitrogen (continuum), carbon-dioxide and other gases, and absorption and scattering by aerosols. The error in the calculated DNSI arises from the error in the solar spectrum as represented in the model and the error in the estimate of the atmospheric transmittance, under the assumption that the Sun-Earth distance and the airmass are accurately known.
Data available from the National Geophysical Data Center, Boulder, Colorado, show that the extraterrestrial total solar irradiance as measured by a number of earth-orbiting satellites (SMM, ERBS, NOAA9, NOAA10 and UARS) is 1366 ± 3 W m -2 for observations over the last fifteen years [Lean, 1991] . The uncertainty includes bias among different sensors and is due mainly to differences in calibration. Data from any one sensor show long term (11 years) periodicity (sunspot cycle) whose amplitude is about 1.3 W m -2 . In contrast to the total solar output, the spectral solar output is not that well known and is, furthermore, variable. Most radiative transfer models use Neckel and Labs' [1984] data that are shown to disagree with other data sets to 1% in the visible and near-IR and to 5% in the mid-IR [Markham and Barker, 1987] . It is not clear what effect this uncertainty has on the evaluation of DNSI, especially when the solar spectrum is convolved with the individual gaseous absorption coefficients to obtain DNSI.
For an atmosphere that is free of water vapor and aerosols, two of the most variable components of the atmosphere, a simulation with MODTRAN-3 shows that for a solar zenith angle of 60°, the effective attenuators of solar energy in the 0.2 to 5 µm region in decreasing order of importance are Rayleigh scattering (attenuation ≈ 15%), ozone (3.5%), carbon dioxide (1.2%), oxygen (0.8%), methane (0.3%), nitrogen continuum (0.13%), nitrogen dioxide (0.12%), nitrous oxide (0.11%), sulfur dioxide (0.1%) and carbon monoxide (0.01%). Attenuation due to Rayleigh scattering is accurately estimated by models, including MODTRAN-3, because it depends mainly on the surface pressure, which is well known, and is only a weak function of the type of atmosphere present (that is the atmospheric lapse rate). For the minor gases the attenuation is due entirely to absorption. Here the "standard" or "default" amounts of attenuating gases available in the program were used. Except for Rayleigh scattering and absorption by ozone and water vapor, uncertainty in the abundance of gases leads to negligible (<1 W m -2 ) changes in DNSI. For example, increasing carbon dioxide mixing ratio from 330 to 350 ppm changes DNSI by 0.1 W m -2 . Uncertainty in ozone column abundance that might arise from using a climatological value instead of actually measuring the instantaneous value by ozone sondes or by satellite retrievals, has a slightly larger effect on the DNSI. For example, as discussed below, a 20% error in the estimate of ozone column abundance leads to an error in the DNSI estimate of 0.6% (4 W m -2 at 650 W m -2 ). This is about the same magnitude as an error of 10% in water column abundance. Thus it is necessary to check climatological ozone column abundance against actual measurements for each simulation. In what follows, we discuss MODTRAN-3 inputs and their sensitivity to DNSI prediction to illustrate the most important quantities that need to be measured accurately for a good closure. It will be shown that the calculated DNSI exhibits the greatest sensitivity to the most variable components of the atmosphere, aerosols and water vapor, and hence that it is these quantities that need to be most accurately characterized.
MODTRAN-3 evaluation and sensitivity to inputs
MODTRAN-3 was developed to perform moderate resolution (2 cm -1 ) radiative transfer computations in the Earth's atmosphere. It uses a high resolution solar spectrum derived from the work of Kurucz [1995] and, with some exceptions, is consistent with the data of Neckel and Labs [1984] . The total integrated extraterrestrial output used in MODTRAN-3 is 1373.2 W m -2 which is at the upper limit of the measurements indicated above. In the direct solar irradiance mode, the model computes DNSI at the surface, whose altitude can be specified. The transmission is computed by including contribution from all attenuators, molecular scattering, gaseous absorption and aerosol attenuation. Atmospheric lapse rate (pressure and temperature as a function of altitude in the atmosphere) and water column abundance (relative humidity) are specified, for example, from radiosonde values. Aerosol extinction, single scattering albedo and asymmetry parameter are specified at discrete wavelengths throughout the short-wave. Extinction, in the model, is defined as the ratio of AOT at a given wavelength to that at 550 nm. The wavelengths at which AOT is required for model input does not coincide with those at which it is measured; hence interpolation or extrapolation is required, using the Ångström power law, (Shettle and Anderson, 1996) in both FASE and MODTRAN-3.
The sensitivity of DNSI to atmospheric variables AOT, precipitable water (PW), Ångström exponent, ozone column abundance, and a combination of AOT and PW is examined in Table 2 . A base case in the first row is identified as τ a (550) Except for CO 2 and ozone, these values were measured at the CART site on April 18, 1996
at 1427 hours UT when the solar zenith angle was 59.7°. The computed DNSI is 805.9 W m -2 . The subsequent rows in the table show the effect of changing the value of one or more atmospheric variables by an amount roughly corresponding to its uncertainty.
Decreasing AOT at 550 nm by 0.01 (this value reflects current state of the art accuracy in AOT measurements, as discussed below) increases the predicted DNSI by 13.5 W m -2 .
Increasing PW by 10%, the uncertainty of radiosonde measurement (as deduced by comparing against other independent methods including those using sun photometers and microwave radiometers, here as well as elsewhere, Halthore et al. 1997, Lesht and Liljegren, 1997) is roughly equal to the sum of the changes taken separately, 9.4 W m -2 . Thus uncertainty in AOT has the most influence. The reason for this is that aerosol attenuation is present in the entire solar spectrum as opposed to discrete absorption in the molecular absorption bands. Therefore it is important that AOT be accurately specified as input to MODTRAN-3; measurement of this quantity at the CART site is discussed next. The percent uncertainty in the estimate of DNSI using MODTRAN-3 due to AOT, PW, Ångström exponent and ozone column abundance is thus estimated to be 1.8%, where the uncertainties are summed assuming that they are uncorrelated.
Measurement of model inputs and uncertainty

Aerosol Optical Thickness
Determination of AOT from DNSSI measurements at the surface is a well known procedure and extensive literature on the subject exists [Shaw, 1983; Bruegge et al., 1992; Harrison et al., 1994] . At the CART site, the measurement of DNSSI is accomplished by two types of instruments: narrow field-of-view (1.2°) sun photometer, which measures direct irradiance in several spectral bands, and horizontally placed shadow-band radiometers which measure the hemispherical downward total and diffuse-sky irradiance, again in several spectral bands. In the latter case, the direct irradiance is obtained by the difference of total and diffuse spectral irradiance divided by the cosine of the solar zenith angle. Thus the two types of instruments measure components of the total hemispherical-downward irradiance at the surface.
The sun A 940-nm band (also 10 nm bandwidth) centered on a water absorption band, is used to measure the water column abundance [Halthore et al., 1997] . It takes 3 measurements spaced 30 seconds apart in all the channels to aid in the discrimination against clouds. If the path to the Sun is determined to be clear, the three measurements are averaged to obtain AOT and PW. Calibration is performed at a mountain site by the Langley plot method for the AOT channels [Shaw, 1983; Halthore et al. 1992a] and by the Modified Langley
Method for the water vapor channel [Reagan et al., 1987] . Both these methods of calibration obtain the necessary calibration coefficients without the need to measure irradiance; the transmittance of the atmosphere is inferred directly. Thus DNSI determination from measurements of atmospheric transmittance at discrete wavelengths throughout the short-wave spectrum leads to an independent closure experiment. The estimated uncertainty in AOT determination for the Cimel sun photometer is ± 0.01 at an airmass of 1; this is the accuracy of calibration at Mauna Loa, Hawaii, generally considered to be world's best site for such calibrations because of the low and stable AOT due to its location far from continental sources and altitude well above the marine boundary layer during mornings. The Cimel sun photometer calibration coefficients were obtained as an interpolation between those obtained at Mauna Loa and subsequent inter comparison with an instrument which was calibrated at Mauna Loa. For the water vapor column abundance determination the uncertainty is about ± 10%, which is same as that for a radiosonde measurement.
A multi-filter rotating shadow-band radiometer (MFRSR; Yankee Environmental Systems, Inc., Turners Falls, MA; [Harrison et al., 1994] ) measures AOT in 6 bands in the visible and near-IR some of which are coincident in center wavelength with those of Cimel sun photometer. It also has a 940-nm channel for water column abundance determination. The effective field of view, governed by the width of the shadow band, is slightly larger than the umbral angle of 3.27°. The MFRSR is also calibrated by the Langley plot method and Modified Langley Method [Michalsky et al., 1995] , but at the CART site itself. In both 1994 and 1996, for the data shown here, the MFRSR was calibrated by obtaining Langley plots on selected days when the AOT was generally low and, more importantly, stable. The resultant accuracy of AOT determination is ± 0.02 (double that for Cimel sun photometer calibrated at Mauna Loa) and ± 10% for the water column abundance determination (as for the Cimel Sun photometer). The higher uncertainty in AOT determination arises from relatively poor air quality of the CART site for calibration, when compared to that at Mauna Loa, due to the higher and more variable AOT.
A comparison between MFRSR and Cimel sun photometer derived AOT, over the course of a single day, is shown in Figure 1 Agreement is excellent (<0.005) in the late evening but not in the morning or afternoon.
The disagreement is still however, within the accuracy of the measurements using the two instruments. Systematic departures are observed that cannot be explained by simply a change of the calibration coefficient. The systematic difference observed in Figure 3 between the two instruments is assumed to result from the misleveling of the sensor head in the MFRSR, although lack of temperature control of the detector and filters in the Cimel sun photometer could be another source. We use only the Cimel sun photometer derived AOT, as its uncertainty (0.01) is smaller than the estimated uncertainty of MFRSR measurements (0.02).
Precipitable water and ozone column abundance
Two independent measurements of PW -one from the in situ radiosonde measurements as a function of height and the other from the column-integrated Cimel sun photometer measurement in the 940 nm band -are compared in Figure 4 and Table 3 . Since the period in April of interest here was part of an intensive observations period (IOP) of ARM, radiosondes were launched every 3 hours. Figure 4 shows a comparison of precipitable water derived by sun photometer and radiosonde measurements. For 10 out of 13 cases (a subset of the total number of cases which correspond to the time of radiosonde launch), the numbers are within ±10% of radiosonde values. Radiosonde measurements of precipitable water vapor agree to within ±10% of microwave radiometer measurements made at the SGP/CART site during April 1996. Some of the variability may be related to differences between radiosonde calibration lots (Lesht and Liljegren, 1997) but also may result from horizontal non-uniformity in the distribution of water vapor. Thus the sun photometer and radiosonde measurements are consistent to within the expected uncertainty in the PW measurement of ± 10%. Also listed in Table 3 are ozone column abundance as measured by TOVS (TIROS-N Operational Vertical Sounder). The TOVS data extracted for the location of the CART site at 1800 UT for each day [Neuendorffer, 1996] have an uncertainty of ± 25 Dobson units (~±8%). In all the model runs reported in this paper, we have used ozone values corresponding to standard mid-latitude summer profile which is close to 325
Dobson units. Thus, the TOVS values are within 20% of the assumed values from climatology yielding no more than ± 3 W m -2 uncertainty in the computed DNSI (Table 2 ). For both the ACR and the NIP, the large field-of-view of 5° and 5.7° (respectively) results in sampling of the atmospheric radiance in the solar aureole, a correction for which may be necessary, as described in the next section.
Corrections to MODTRAN-3 estimates of DNSI
DNSI Measurement and its uncertainty
Corrections to measurements of DNSI
The relatively large field of view 5° and 5.7° in both ACR and NIP (respectively) results in sampling of energy in the solar aureole, the region in the immediate neighborhood of the Sun's disk. The aureole radiance is due mainly to atmospheric scattering of solar energy by particles large relative to visible wavelengths and is thus a function of particle loading.
Aureole radiance is an undesirable quantity in a DNSI measurement and leads to an error in its measurement. Our estimate of this error is about 0.1% for the conditions encountered for the period of observations (details will be given in a future article). The estimate is based on a combination of MODTRAN-3 calculation and a narrow field of view (1.2°) sunphotometer measurement of sky radiance in the solar aureole on a clear day.
MODTRAN-3 calculation of sky radiance was accomplished by employing as input the measured AOT and radiosonde profiles of humidity and temperature and running it in the radiance mode with multiple scattering included. Computed sky radiance and the knowledge of the solar irradiance then were used to correctly predict the ratio of sunphotometer solar and sky response at three wavelengths -441, 613 and 870 nm. An identical procedure this time with MODTRAN-3 run in the wavelength range 0.2 -5 µ m and applied to the much larger 5.7 FOV of the NIP yielded the ratio of energy contribution of the aureole to that of the Sun to be about 0.1%. Measured DNSI values will be reduced by 0.1% to account for this correction.
Atmospheric emittance in the 5° to 5.7° field of view of the detectors is a further potential source of error. In the presence of clouds, which are strong emitters of terrestrial thermal infrared energy, this correction could be a small but significant factor (~0.35% of DNSI).
In the present study, the measurements are made in skies that are clear in the field of view of the sensors and under low PW conditions. The downward longwave flux is of the order of 300 W m -2 (as measured by a pyrgeometer) giving an atmospheric emittance contribution of ~0.7 W m -2 . This amount is subtracted (assumed constant) from the NIP and ACR measurements.
Results and Discussion
Radiosonde measured temperature and RH as a function of pressure (and therefore, height above ground level), Cimel sun photometer measured AOT at 550 nm and ozone from climatology, are input to MODTRAN-3, which is run in the direct solar irradiance mode to compute DNSI. AOTs at wavelengths other than 550 nm were obtained by interpolation and extrapolation using the Ångström power law, after determining that such a power law fitted the Cimel measurements to within ±0.01. The radiosonde profiles are resampled at predetermined altitudes as required by the model (1 km apart in the lower levels and less frequently higher up), and for altitudes not probed by the radiosonde, the radiosonde profile is augmented by a standard mid-latitude summer profile available in the model.
Since it takes 5 minutes for the radiosonde to sample the boundary layer, where most of the water vapor is present, AOT, DNSI, and water vapor measurements taken within 15 minutes of the launch time were used. Data obtained at other times (that is more than 15 minutes from the radiosonde launch) were used only if it was concluded that the atmospheric properties were stable (the column averaged properties were constant) between successive radiosonde launches. For a total of 6 days in April 1996, (April 13, 15, 18, 19, 20 , and 23) NIP and ACR data were used as a measure of DNSI. Because of the lower uncertainty in ACR measured DNSI values, the former are used whenever they are available.
Thirty six cases were identified as yielding instantaneous measurements of DNSI contemporaneously with radiosonde launches or otherwise satisfying requirement of atmospheric stability between launches. The quantities pertinent to the closure experiment are tabulated in Table 4 . These include the data and time of the experiment, solar zenith angle and airmass, AOT at 550nm and the fitted Ångström exponent used to determine AOT at wavelengths other than 550nm, water column abundance along the path to the Sun, measured and modeled DNSI after applying all the corrections and the percent difference between the measured and model estimated DNSI expressed as a percentage of model estimated DNSI. Estimated and measured irradiance are plotted for comparison in Figures 7 and 8, with all the corrections, described previously, applied. No averaging is performed.
In Figure 7 , uncertainty bars on the model calculated values of ± 1.6% at airmass of 2 reflect mainly the uncertainty in AOT of 0.01, as deduced from the estimate of uncertainty in Cimel sun photometer measurements for this period and the closeness of agreement with MFRSR values. In a sun photometer measurement of AOT, the uncertainty is inversely proportional to the airmass, being smaller for large angles (Halthore et al., 1992a) . The uncertainty in DNSI estimate due to uncertainty in AOT is, however, proportional to the airmass. Thus, to first order, these effects cancel each other, resulting in a constant The variability in the percent difference between measured and model estimated DNSI is greater at low airmass than at high airmass ( Figure 9 ). This is probably due to uncorrelated fluctuations in NIP or ACR measured DNSI and Cimel sun photometer measured AOT.
While the DNSI measurement by NIP or ACR is essentially instantaneous, tracking the increased fluctuations in DNSI at low airmass, the AOT measurement using Cimel sun photometer (hence the MODTRAN-3 DNSI estimate) is an average of three measurements taken 30 s apart. Increased fluctuations in DNSI at or after local noon (low airmass) are due primarily to increased fluctuations in atmospheric transmittance, and in particular, AOT (Table 2) , and are attributed to increased convective activity induced by surface solar heating. Rising convective air parcels cause turbulent mixing of particles and moisture in the mixing layer giving rise to the fluctuations in AOT by changing particle concentration and/or size. The diurnal effect on the AOT due to changes in mixing layer height has been discussed elsewhere (Halthore et al., 1992b) . Changes in mixing layer height with maximum occurring an hour after local noon are observed in micro-pulse lidar images at the CART site (Spinhirne et al., 1995) . An additional source of uncorrelated fluctuations between NIP or ACR measured DNSI and Cimel sun photometer measured AOT could be the difference in fields of view between the two sensors (5.7˚ and 1.2˚ respectively).
Result presented in Figure ( 9) allows us to establish a limit on the atmospheric absorption that is unaccounted for in MODTRAN-3 in irradiance units. Linear fit of the difference between model estimated and measured DNSI plotted as a function of airmass ( Figure 9) for airmass greater than 1.7 with a slope of 0.38% per airmass, translates to an unaccounted for absorption of about 6 ± 4 W m -2 . This follows from the assumption of dayside average total downward and upward irradiance through the lower part of the atmosphere of 800 W m -2 , dayside average solar zenith angle of 60°, yielding an average unaccounted for absorption of about ((0.38 ± 0.27) / 100) * 2 *800 ≈ 6 ± 4 W m -2 . In contrast, Arking (1996) Bull. Am. Met. Soc., 75, 1201 -1221 . and measured DNSI is plotted against the amount of water along the path. The slope of data points (filled circles corresponding to "high airmass" points in Figure 9 ) is 0.03% ± 0.3 cm -1 . However, the linear fit is poor because of the scatter in the data.
