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Das Interesse an iEDT-Sensorsystemen und die Anwendungsmöglichkeiten für solche
Systeme sind in den letzen Jahren deutlich gestiegen. Induktiv betriebene WSs
stellen zuverlässige, langfristige und dabei relativ kostengünstige Überwachungska-
pazitäten für Situationen dar, denen drahtgebundenen Sensorsysteme oder bat-
teriebetriebene Drahtlos-Sensorsysteme nicht standhalten könnten. Allerdings vari-
ieren die Anforderungen für das WS und das induktiv gekoppelte WPS stark, da sie
von weiten Unterschieden im Leistungsbedarf, breiten und variablen Kopplungsun-
terschieden und unterschiedlichen Datentransferanforderungen geprägt sind. Dem-
zufolge erfordert jedes System einen anderen Entwurf und eine andere Umsetzung.
Nachfolgend werden drei Fallbeispiele beschrieben, die neue Anwendungen für
iEDT-Sensorsysteme darstellen. Für die ersten zwei Fallbeispiele wurden Proto-
typen entwickelt, während für die dritte Anwendung Simulations- und Messergeb-
nisse untersucht wurden. Bei der ersten Anwendung handelt es sich um ein Kon-
densationserkennungssystem für die Windschutzscheibe eines Autos. Nach dem
gegenwärtigen Stand der Technik werden entweder an der Windschutzscheibe be-
festigte, drahtgebundene Temperaturfühler verwendet, die nach dem Auswechseln
der Windschutzscheibe mühsam wieder angeschlossen werden müssen, oder sehr
teure Infrarot-Temperaturfühler, die für viele Marktbereiche unwirtschaftlich sind.
Der Prototyp des iEDT-Sensorsystems bietet eine kostengünstige Alternative für
die drahtlose Erfassung. Da hierbei keine drahtgebundenen Verbindungen anfallen,
kann der Sensor bei Beschädigung der Windschutzscheibe einfach ausgewechselt
werden. Für die zweite Anwendung wurde ein Prototyp entwickelt, der die Strö-
mung in einem Rohr drahtlos misst. Auf der Basis eines von IMSAS entwickelten,
mikrobearbeiteten kalorimetrischen Strömungssensors wurde ein WS entwickelt und
an der Innenwand eines Rohrs befestigt. Das WS misst die Strömung direkt und
leitet die Strömungsdaten drahtlos an das WPS weiter. Dadurch wird eine draht-
gebundene Verbindung von der Innen- zur Außenseite des Rohrs überﬂüssig. Für
das dritte Fallbeispiel wurden Messergebnisse für ein drahtloses Implantat erfasst
und verglichen. Für diese Anwendung soll ein WS unter die Dura Mater implantiert
werden, das der langfristigen Messung und Stimulierung der Gehirnaktivität dienen
soll und eine sehr hohe Auﬂösung der Gehirnaktivität bietet. Die Erfassung der
Gehirnaktivität wird für diagnostische Zwecke wie zum Beispiel die Erkennung von
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Krankheiten, Verletzungen und der Gehirnfunktion benutzt. Die Stimulierung ist
besonders nützlich in der Entwicklung komplexer Neuroprothetik.
Für diese drei Anwendungen wurde eine Serie von Simulationstools verwendet
und für die jeweilige Anwendung maßgeschneidert, um schnell und zuverlässig die
relevanten Systemparameter bestimmen zu können. Die Software Tools boten zwei
voneinander unabhängige Methoden für die Simulation der Spuleneigenresonanz, -
güte, -kopplung und -selbstinduktivität sowie des Wirkungsgrads des Spulensystems.
Besonders nützlich war dabei eine Serie von Scripts, die entwickelt wurden, um die
Konstruktion der Spulengeometrie, die Simulationskontrolle und die Zusammenstel-
lung der Simulationsergebnisse zu automatisieren. Diese Scripts ermöglichten die
schnelle Analyse von Variationen in der Umsetzung und deren Auswirkungen auf
die Systemparameter und den Wirkungsgrad. Durch die Anwendung dieser beiden
voneinander unabhängigen Methoden wurden die Ergebnisse im Vorhinein miteinan-
der verglichen und überprüft, um so die Wahrscheinlichkeit zu verbessern, ein System
umzusetzen, das den Designanforderungen entsprach. Die Ergebnisse der Simula-
tionen wurden auch zur Überprüfung mit den Messergebnissen aus den Fallstudien
verglichen. Ein Vergleich der Messergebnisse mit den Ergebnissen der Simulationen
zeigten eine Übereinstimmung für die Spulenselbstinduktivität und -kopplung mit
Abweichungen von weniger als 10% gegenüber den Simulationen. Ein Vergleich der
Spuleneigenresonanz und -güte war problematischer, wobei die Ergebnisse jedoch
als zufriedenstellend bewertet wurden, mit Abweichungen zwischen 10% und 30%
gegenüber den Simulationen. Zweierlei Schwierigkeiten traten auf. Das erste Prob-
lem bestand darin, genaue Werkstoﬀeigenschaften für das Modell zu erhalten. FR4
wurde als Substrat für einige Leiterplatten benutzt und hat eine relativ ungenaue
dielektrische Verlusttangente. Wenn die Blankkupferleitungen auf der Leiterplatte
mit einem anderen Metall beschichtet sind, hängt der speziﬁsche elektrische Wider-
stand vom Reinheitsgrad des Kupfers, den Pinholes sowie der Oxidierung oder dem
tatsächlichen speziﬁschen elektrischen Widerstand ab. Das zweite Problem war die
Empﬁndlichkeit der Messungen bei höheren Frequenzen. Die Messergebnisse zur
Spulengüte und -eigenresonanz werden stark von in der Nähe beﬁndlichen leiten-
den und dielektrischen Werkstoﬀe beeinﬂusst. Dieser Tatsache wurde besonders
bezüglich der älteren Messreihen nicht genügend Beachtung geschenkt. Soweit die
Spulengüte zwischen Simulationen und Messwerten eng übereinstimmte, wiesen auch
die Messungen des Wirkungsgrads eine enge Übereinstimmung auf.
Im dritten Fallbeispiel wurde eine neue und einzigartige Typologie für das iEDT-
Spulensystem präsentiert, die drei redundante und unabhängige Implantat-Spulen
zum Ergebnis hatte, von denen jede einzelne in der Lage war, Leistung an die Elek-
tronik des Implantats zu liefern. Soweit dem Autor bekannt ist, wurde diese Ty-
pologie noch nie zuvor untersucht. Für langfristig im Gehirn implantierte Systeme
ist Redundanz äußerst wichtig, da ein Entfernen des Implantats im Laufe der Zeit
zunehmend schwerer wird und viele schwere medizinische Risiken birgt. Die neue
Typologie ist ein phasengesteuertes Spulensystem, wobei die Spulen geometrisch
festgelegt so angeordnet werden, dass die Spulenkopplung gegen Null strebt. Weil
die Kopplung gegen Null strebt, können alle Spulen, die sich geometrisch überlap-
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pen, die induzierte Leistungsquelle verwenden, ohne sich gegenseitig zu beeinﬂussen.
Zum Vergleich wurden Simulationen auf einem Spulensystem mit einer einzigen
Implantatspule durchgeführt, das dieselben Gesamtdimensionen und ähnliche Spu-
lenparameter wie das phasengesteuerte Spulensystem aufwies. Im Vergleich zeigte
sich, dass der Wirkungsgrad des phasengesteuerten Spulensystems insgesamt sehr
ähnlich war. Der Wirkungsgrad bei den minimalen, typischen und maximalen Spu-
lenabstände für das phasengesteuerten Spulensystem war 33,4%, 5,5% und 0,8%
gegenüber einem Wirkungsgrad von 33,1%, 6,9% und 1,0% für das Einspulensys-
tem. Weitere Simulationen wurden an einem selbst entwickelten elektrischen Modell
des Gehirngewebes durchgeführt, um den Eﬀekt des Implantierens auf die Spu-
lenparameter und den Wirkungsgrad zu untersuchen. Die Simulationsergebnisse
zeigten auch, dass der erwartete Wirkungsverlust durch die Implantation maximal
10% beträgt. Zusätzlich wurden Simulationen mit einem von SEMCad entwick-
elten Gehirnmodell unternommen, um den SAR-Werts, der durch das vom WPS
produzierte elektromagnetische Feld verursacht wurde, zu untersuchen. Diese Sim-
ulationen zeigten, dass ISM-Frequenzen von 13,56MHz oder darunter für den Be-
trieb des Implantatsystems im Bezug auf den SAR-Wert am besten geeignet waren.
Aufgrund der Simulationen für die Spulenparameter und den Wirkungsgrad sowie
der Simulationen zum SAR Wert wurde das geeignetste phasengesteuerte Spulen-
system ausgewählt und hergestellt. Schließlich bestätigten die Messergebnisse für
das System die Ergebnisse der Simulation. Insbesondere zeigten die Messungen,
dass das phasengesteuerte Spulensystem eine sehr niedrige Kopplung von ≈ 0, 4%
aufweist. Aufgrund dieser niedrigen Kopplung war es möglich, alle drei Spulen gle-
ichzeitig in Resonanz zu betreiben und so den Wirkungsgrad des Spulensystems zu
maximieren. Messreihen am hergestellten Spulensystem zeigten Abweichungen um
weniger als 10% für die Selbstinduktivität und Kopplung im Vergleich zu den Simu-
lationswerten. Die Messungen der Güte und Eigenresonanz zeigten weniger als 20%
Abweichung gegenüber den Simulationswerten und die Messungen des Wirkungs-
grads zeigten ebenfalls weniger als 20% Abweichung gegenüber den Simulation-
swerten. Die Eﬃzienzwerte wichen ebenfalls um weniger als 20% von den Werten
aus den ADS-Simulationen ab, jedoch waren die gemessenen und simulierten Werte
des Wirkungsgrads deutlich geringer als der theoretische Maximalwert. Der Grund
für die Diskrepanz zwischen den theoretischen und den simulierten und gemesse-
nen Werten ist, dass die parasitischen Impedanzen zwischen Spulen des phasenges-
teuerten Systems zu erheblichen Verlusten führten.
Aus diesen Ergebnissen folgt, dass sowohl eine weiterführende Untersuchung des
phasengesteuerten Spulensystems als auch eine Weiterentwicklung der Scripts für die
Simulationsreihe notwendig ist, um die Flexibilität und Nutzbarkeit zu erhöhen. Die
maßgeschneiderte Serie von Designtools sollte auch um Spulen mit Magnetkernen
erweitert werden, um Hochleistungs- bzw. Niederbetriebsfrequenzanwendungen zu
ermöglichen. Zusätzlich sollte sie für die Simulation von 3-D Geometrien weiteren-
twickelt werden, um komplexere Geometrien zu ermöglichen. Die ersten Messwerte
des phasengesteuerten Spulensystems haben sehr vielversprechende Ergebnisse her-
vorgebracht, die näher untersucht werden sollten. Der gemessene Gesamtwirkungs-
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grad pro Flächeneinheit der Spule für das phasengesteuerte Spulensystem war ver-
gleichbar mit dem Einspulensystem, jedoch lag der theoretische Maximalwert des
phasengesteuerte Spulensystems erheblich höher. Durch weitere Forschungsarbeit
sollte es möglich sein, den Wirkungsgrad pro Flächeneinheit durch die Minimierung
der parasitischen Impedanzen zu erhöhen und damit einen Wirkungsgrad pro Fläch-
eneinheit zu erreichen, der den Wirkungsgrad eines Einspulensystems übertriﬀt. In
diesem Fall könnten iEDT-Systeme dies ausnutzen, um denWirkungsgrad pro Fläch-
eneinheit zu erhöhen, was wiederum zu einer eﬃzienteren Energienutzung führen
würde. Dies ist besonders für Hochleistungssysteme wichtig. Phasengesteuerte Spu-
lensysteme könnten auch für das WPS verwendet werden, um große mit induktiver
Energie versehene Flächen zu schaﬀen, die mobile Geräte eﬃzient mit Leistung ver-
sorgen könnten. Viele phasengesteuerte Spulen würden über eine große Arbeitsﬂäche
verteilt und Phasendetektoren auf jeder Spule könnten dazu dienen, mobile Geräte in
Reichweite zu orten. Wenn eine Spule eines mobilen Geräts geortet wird, könnte die
entsprechende nächstgelegene Wireleless Power Supply (WPS) -Spule angeschaltet
werden, um das mobile Gerät mit Energie zu versorgen. Ein solches System kön-
nte beispielsweise in ﬂexiblen Fertigungssystemen angewendet werden und bei einer
Neuanordnung der Fertigung eine Neuverkabelung überﬂüssig machen. Es könnte




If I had had more time, I’d
have written a shorter letter.
(Blaise Pascal)
The interest and uses for iEDT-sensor systems have exploded in recent years. Induc-
tively powered WSs provide reliable, long term monitoring capabilities at relatively
low cost in situations where traditional wired or battery powered wireless systems
could not survive. However, the requirements of the WS and the inductively cou-
pled WPS diﬀers greatly with a wide range of power requirements, wide and varying
coupling diﬀerences and disparate data transfer needs. As a result, the design and
implementation of each system is quite diﬀerent.
In what follows, three case studies are presented for new applications of iEDT-
sensor systems where two prototypes have been developed and measurement results
for the third application have been examined. The ﬁrst application is a condensa-
tion detection system for the windshield of an automobile. Current technological
approaches involve wired temperature sensors attached to the windshield which are
cumbersome to reconnect when the windshield is replaced or very expensive in-
frared temperature detectors which are not economically feasible for most market
segments. The iEDT-sensor system prototype provides a low cost alternative for
a wireless measurement which involves no wired connections and so can be easily
replaced when the windshield is damaged. The second application involves a proto-
type developed to wirelessly measure the ﬂow rate in a pipe. Using a micromachined
calorimetric ﬂow sensor developed at IMSAS, a WS was developed which was aﬃxed
to the inside wall of the pipe. Using this system, a contact ﬂow measurement was
made by the sensor and the data was wirelessly transmitted to the WPS thereby
eliminating the need for a wired electrical connection from the inside to the outside
of the pipe. For the third application, measurement results were performed for a
wireless implant system. The application involves a WS, implanted under the dura
layer in the brain, which was to be used for long term cortical measurement and
stimulation with very high resolution. The measurement of cortical activity is useful
for medical diagnostics of disease, injury and brain function and stimulation is useful
for enabling the creation of complex neuroprosthetics.
For these three applications, a suite of simulation tools was used which was cus-
tomized to quickly and reliably determine relevant system parameters. The suite
of tools provided two independent methods of simulating the coil self resonance,
quality factor, coupling and self inductance as well as the overall system eﬃciency.
Especially helpful were a series of scripts which were developed to automate the
construction of the coil geometry, the simulation control and the compilation of the
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simulation results. These scripts oﬀered the ability to quickly analyze variations in
implementation and their aﬀect on the system parameters and eﬃciency. Through
the use of these two methods, the accuracy of the results was veriﬁed against each
other before hand in order to increase the likelihood of designing and implementing
a system which met speciﬁcation. The results of the simulations were also veriﬁed
against the measurement results from the case studies. Comparison of measure-
ment results to the simulation results showed an agreement for the self inductance
and coil coupling, within 10% error. Comparisons of the self resonance and the
quality factor proved to be more problematic, although the results were deemed to
be satisfactory, with between 10% and 30% error comparing the measurement to
simulation results. The diﬃculties were twofold. The ﬁrst problem was in getting
accurate material parameters for the model. A standard FR4 PCB board has a
wide variation for the dielectric and loss tangent and the electrical resistivity of the
copper conductors varied depending on the purity of copper, pin holes as well as
state of oxidation or actual speciﬁc resistivity when coated with another metal. The
second problem was the sensitivity of the measurements at higher frequencies. The
measurement results for the quality factor and self resonance varied strongly when
close to conductive and dielectric materials, which was not always strictly adhered to
with some of the older measurements. The overall system eﬃciency measurements
compared well to the simulation results as long as the simulated quality factor was
close in value compared to the measurements.
For the third application, a new and unique typology for the iEDT-sensor system
was presented which resulted in three redundant and independent implant coils each
capable of simultaneously delivering power to the sensor electronics. This typology
has never before been examined as far as is known by the author. Redundancy in
a long term brain implant is crucial since removing the implant once it has been
implanted becomes increasingly diﬃcult with time and carries many serious medical
risks. The new typology is a phased array coil system where the coils are placed
in geometrically ﬁxed positions so as to bring the coupling between coils to close
to zero. Since the coupling approaches zero, the coils, which geometrically overlap,
can each utilize the induced EMF without inﬂuencing each other. For the sake
of comparison, simulations were performed on a single implant coil system that
possessed the same overall dimensions and similar coil properties compared to the
phased array coil system. The comparisons showed that the overall eﬃciency of the
phased array coil system was very similar. In fact, for the manufactured phased array
coil system the overall eﬃciency of 33.4%, 5.5% and 0.8% at the deﬁned minimum,
average and maximum coil separations was quite comparable to the eﬃciency of
33.1%, 6.9% and 1.0% for the single implant coil system. After developing an
electrical model of the brain tissue, simulations were also performed to examine
the eﬀect that the implantation would have on the coil parameters and eﬃciency.
The simulation results also showed the expected loss in eﬃciency upon implantation
should be limited to 10%. Further simulations were performed using a model of
the brain developed by SEMCad in order to examine the SAR value caused by the
electromagnetic ﬁeld produced by the WPS. These simulations showed that the ISM
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frequencies at or below 13.56MHz were the most suitable in terms of SAR-value for
the operating frequency of the implant system. Based on the coil parameter and
eﬃciency simulations as well as the SAR-value simulations, the most appropriate
phased coil array system was chosen and manufactured. Finally, the measurement
results of the system conﬁrmed the simulation results. Speciﬁcally, the phased array
coil system was shown through measurements to have a very low coupling of ≈ 0.4%.
Due to this low coupling it was possible to simultaneously operate the three coils
in resonance thus maximizing the eﬃciency of the coil system. The other coupling
and self inductance measurements were conﬁrmed within 10% error compared to
the simulations and the quality factor and self-resonance were also shown to be
accurate to within 20%. The eﬃciency measurements were also shown to be within
20% error compared to the ADS simulations but compared to the theoretically
maximum eﬃciency, it was much lower. The reason for the discrepancy between the
theoretical and the simulated and measured eﬃciency is that parasitic impedances
in the phased array coil system gave rise to substantial losses.
Based on these results, further development of the scripts for the simulation suite
is warranted to increase ﬂexibility and usability and further study of the phased array
coil system is justiﬁed. The scripts should be expanded to include inductors with
magnetic cores in order to allow for high power and low frequency applications as
well as three dimensional simulations in order to allow for more complex geometries.
Initial measurements of the phased array coil system have yielded very promising
results which justify closer scrutiny. The measured overall system eﬃciency per unit
area of coil for the phased array system was comparable to the single coil system but
the theoretical maximum eﬃciency of the phased array coil system was much higher.
With more research, it should bee possible to increase the eﬃciency per unit area by
minimizing the parasitic impedances thereby leading to an eﬃciency per unit area
that is greater than that of a single coil system. If that were the case, inductively
powered systems could exploit this in order to increase their overall eﬃciency per
unit area which would result which would result in a more eﬃcient use of power,
especially important for high power systems. This type of phased array coil approach
could also be employed in the coil system of the WPS in order to create large areas
which could eﬃciently supply mobile wireless devices with power. Many coils would
be spread over a large working area and a phase sensing circuit on each coil could be
used to locate whether any mobile devices are in range. When a coil from a mobile
device is detected, the corresponding WPS coil in closest proximity would then be
used to couple in the power for the mobile device. A system such as this would allow
for truly ﬂexible manufacturing ﬂoors which could be reordered without requiring
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Vision of a Wireless World
To be happy in this world, f rst you need a
cell phone and then you need an airplane.
Then you’re truly wireless.
(Ted Turner)
Wireless technologies have connected people to information and others at constantly
and throughout the world. We are in the middle of a wireless revolution, where bil-
lions now rely these services for both business and pleasure. The wireless revolution
started in the 1940’s when military and civilian personnel began using wireless ra-
dios. In the 1960’s, mobile car phones began to be installed in vehicles, but at a
weight of 40 kg for the Mobile Telephone B (MTB), the devices were impractical for
truly mobile purposes. In 1973 an electrical engineer working for Motorola, Martin
Cooper, developed the ﬁrst portable cell phone which weighed over 1 kg, had a talk
time of just 30min and took 10 h to recharge. As national cellular networks began
emerging in the 1980’s, cell phones began proliferate throughout business and then
throughout the general population in the 1990’s. Today’s cell phones are a fraction
of the size and cost and have become, both in developing and developed nations, the
standard communication device. These devices have beneﬁted greatly from Moore’s
Law, becoming smaller, cheaper and thus having longer battery life. In fact, a bat-
tery life of 10 days or more is not uncommon. In the 1990’s, since the dawning of
the personal computer, computing has become more and more mobile. A large num-
ber of mobile devices that merge computation with communication have emerged
in such things as smart phones, net-books, tablets, etc. In the industrial world,
many devices now share data over a wireless connection. Today, it is easier than
ever to outﬁt any device with short, medium or long range wireless communications
for process automation, data acquisition, etc. In fact, for reasons of ﬂexibility and
cost, wireless devices are preferred or even required since such devices save on wiring
costs and oﬀer a high degree of ﬂexibility.
Therefore, as our world becomes more connected and wireless technology becomes
more pervasive a push has been occurring to make devices truly wireless. Wireless
devices today are usually constrained either by a battery or by a physical power
connection. Mobile devices typically employ a battery which either needs to be
replaced or recharged. Devices which rely on a physical power connection are not
mobile. Mobile devices with limited battery life are annoying and costly for the
consumer and too unreliable, too restrictive and result in too high of maintenance
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costs for many industrial applications. Improvements in battery technology are,
unfortunately, much slower than increases in computing performance. The reason
boils down to material physics; batteries rely on electrochemical processes which
have very deﬁned physical limitations.
To overcome the restrictiveness of current mobile devices, various types of au-
tonomous power supplies have been researched and developed. The goal of such a
technology is to eliminate the batteries altogether or to reduce or eliminate the need
to recharge the batteries. Some concepts are still in the research phase but other
technologies have long made their way into niche commercial products with some
examples of multi-billion dollar industries that have developed. The path from to
truly mobile devices seems to be a logical progression that will only end when the
device has an autonomous supply of power.
1.1. Types of Autonomous Power Supplies
Autonomous power supplies aim to provide a limitless source of power to a device
to extend it’s battery life or even avoid the need for having a battery. The types of
autonomous power supplies, also known as energy harvesters or energy scavengers,
will be reviewed and the principles of their operations discussed. The law of con-
servation of energy is known to every high school student and it is applicable here.
The law states that energy can not be created nor destroyed, only transformed.
Energy harvesters scavenge their energy from the surrounding environment. Such
harvesters transform mechanical, thermal, chemical or radiant sources of energy into
usable electrical energy, see ﬁgure 1.1. To transform a chemical source of energy into
electrical energy, electrochemical principles are used. To go from thermal energy into
electrical energy, thermoelectric or pyroelectric principles are applied. To transform
mechanical into electrical energy, piezoelectric, electrostatic or inductive principles
are leveraged. Finally, to go from a radiant source such as Electromagnetic (EM)-
radiation or inductive ﬁeld into electrical energy, photovoltaic, radiative or inductive
principles are employed.
Chemical converters use electrochemical reactions, just as a battery would, but
draw on an almost unlimited supply of reactants to achieve a chemical reaction
that is sustainable for the long term. One such example is that of Microbial Fuel
Cells (MFCs). In one such application of an MFC, electrochemically active bacterial
microbes in water were used to transfer ions to the electrode producing a 700mV
voltage at about 2mA current [2]. The electrodes in this case are electro-chemically
inert and are not consumed. The chemical reaction could theoretically continue
indeﬁnitely and the system is thus self-sustainable.
Thermal converters use either a pyroelectric or thermoelectric principle to convert
thermal temperature variations into electrical energy. The pyroelectric eﬀect relies
on the temperature dependency of the polarization of a crystal. Crystal polarization
induces a charge ﬂow which is measured on the crystal as a voltage. In other words,
















Figure 1.1.: Energy Harvesting Principles. Adapted from [1].
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pyroelectric crystal. In one experiment by Khodayari et. al [3], the power generated
by a 10℃ temperature variation was found to be 5 µW per cubic centimeter of
crystal. In comparison to thermoelectric converters, pyroelectric scavengers are
slightly more cumbersome since a time-varying temperature input is required and
since relatively small amounts of power can be scavenged. Pyroelectric crystals,
however, can operate at high temperatures, upwards of 1200℃ which means that
applications involving high temperatures and large temperature variations may be
successfully employed.
The thermoelectric eﬀect may be relied on to convert thermal temperature dif-
ferences into electrical energy. The temperature gradient at the junction between
two diﬀerent conductors results in a thermal voltage. The temperature gradient at
the junction causes charged carriers to diﬀuse to the thermally cooler side which
in turn produces a voltage. Thermoelectric devices are available commercially that
convert up to 775mW/cm3 for a 9℃ temperature gradient [4]. These converters use,
for example, the temperature diﬀerence from industrial processes to power wireless
electronics.
Mechanical converters convert mechanical energy in the form of movement or
vibration into electrical energy. Induction machines convert an inductive ﬁeld into
an electrical voltage using what is known as Faraday’s law of induction. Faraday’s
law states that a time varying magnetic ﬁeld will induce a voltage in a coil. This
induced voltage is then the EMF. Such inductive machines create a time varying
magnetic ﬁeld using the displacement or rotation of a magnet or by scavenging the
ﬁeld from some external source. Miniaturized power generators rely on a mechanical
input to generate the time varying magnetic ﬁeld which is used to induce the voltage.
Many examples of displacement and rotational generators exist. As one example,
a rotational generator attached to the human foot produced 2.6 µW/cm3 [5]. Power
densities vary widely depending on the intensity of the mechanical input energy as
well as frequency and physical implementation of the converter. The power density
ranges from a couple of µW/cm3 for human powered applications to several hundred
µW/cm3 for 2 nm machine vibrations at 2500Hz [6]. The topologies can be operated
in resonant and non-resonant modes but the non-resonant modes suﬀer from poorer
eﬃciencies.
Electrostatic energy harvesters convert mechanical vibrations to electrical energy
via a capacitive eﬀect. The distance between the capacitor plates are then allowed
to vary with vibration. If the charge is held constant and the distance varies, the
voltage will also vary. This voltage change is harvested as usable electrical energy.
In a very promising study, De Pasquale et al. reported maximum power densities of
3 µW/cm3 for a resonant varactor [7] employing an electret.
Piezoelectric energy harvesters convert mechanical to electrical energy via the
piezoelectric eﬀect. This eﬀect arises as a mechanical stress or strain is applied to
certain crystalline materials. When a mechanical stress or strain is applied to a
piezoelectric crystal, the polarization domains are reoriented which gives rise to a
changing surface charge density and thus a voltage. Koyoma et al. reported a power
density of 6700 µW/cm3 for a piezoelectric array device with a vibration velocity of
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0.7mm/s [8].
Electromagnetic energy can be converted to electrical energy via photovoltaic,
electromagnetic or inductive principles. Energy can be harvested from photovoltaic
cells, also known as solar cells. Solar cells make use of the photovoltaic eﬀect which
certain materials display when exposed to light. The light-exposed material has a
voltage diﬀerence between the electrodes which is used as the energy source. The
voltage occurs since electrons are transferred between valence bands in the material.
This is the largest and best understood, researched and funded area within the realm
of energy harvesting. It represents a multi-billion dollar industry that is expected
to grow strongly. High power densities are possible and eﬃciencies of 12% to 18%
are typical of commercial products. Much higher eﬃciencies have been reported
by the research community and the highest eﬃciency currently being reported as a
commercial product is 24.2% by SunPower Corp. [9].
Ambient radiant energy in the environment has also been converted into electrical
energy via electromagnetic and inductive principles. Instead of focusing on ambient
energy, however, a diﬀerent focus will be made. Up until this point, the described
energy harvesters all scavenge their energy from their environment. This is great
when their is an abundance of thermal, mechanical or electrochemical or radiant
energy to draw from, but many applications would not be able to scavenge enough
energy due to low environmental energy or high power requirements for the appli-
cation. Also, many environments only supply intermittent energy and thus energy
scavengers can not be relied upon to reliably provide the required energy.
In applications where wireless is demanded and low maintenance costs as well as
reliability are required or where the amount of ambient energy that can be scavenged
is too low for the application, it is better to provide the environment with a WPS
which the harvester can use. The WPS that will supply the energy may take any
of the above mentioned forms including mechanical, electrochemical, thermal or
radiant. While examples of each of these may be found, the vast majority of research
and development as well as commercialized products occurs for radiant sources which
fall into the electromagnetic and inductive category. By placing a radiant source at
points close to the harvester, a very reliable system can be achieved.
Some examples of electromagnetic and inductive systems have already been com-
mercialized. These systems consist of one or several radiant electromagnetic or
inductive sources as well as one or several energy harvesters. The radiant energy
from the WPS supplies the energy to the environment which the harvester converts.
As well as supplying the energy, the radiant ﬁeld can be used as a medium for
a two way data communication. Such systems require low maintenance and can
be achieved on a relatively low cost basis and have as such gained wide industry
acceptance for many diﬀerent applications.
Electromagnetic systems consist of an antenna which emits the radiant EM ﬁeld
and an antenna on the harvester where the EM radiation is converted back into
usable electrical energy. Such systems function on the radiative coupling principle.
Radiated EM waves from the WPS that are incident on the harvester’s antenna
produce a voltage which is used as the electrical energy source. Although high power
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transfer is possible, due to regulatory requirements of no more than 2.4W Equivalent
Radiated Power (ERP) may be transmitted by the WPS antenna in North America
and no more the 2W ERP emitted by the WPS antenna in Europe for the 868MHz-
928MHz frequency band [10]. The maximum ERP also tends to decrease with
increasing frequency limiting the usefulness to low power applications. Also, low
power eﬃciencies are typically achieved since the distance between emission source
and harvester antenna is relatively large and the ﬁeld intensity is proportional to
the inverse of the distance from the radiation source. As well, areas that contain
reﬂective, refractive and absorbing materials may also interfere with the functioning
of the system. As one example, with the emission antenna located at a distance of
3m from harvester’s and with a 0.3W ERP, a resulting 50 µW of power could be
theoretically converted by the harvester antenna [10].
Inductive systems consist of a coil as the radiant source which generates an EM
ﬁeld which is inductively coupled to the harvester’s coil which is then converted
into usable electrical energy. The principle that converts the time varying ﬁeld to
electrical energy was previously discussed and is Faraday’s Law of Induction. The
eﬃciency and amount of energy that can be transferred varies widely and can be
from less than 1 µW up to several hundred kW with eﬃciencies of less than 1%
all the way up to more than 90%. The size and power density of the systems is
also a complex function and varies widely. One example of a high power system
which is commercially available is the Contactless Power Supply (CPS) from Vahle
Inc. which transfers power with about 85% eﬃciency over distances up to 20 mm
along a track [11]. The source coil is the track and the harvester is mounted on the
track and can move freely along the track. Low frequency inductive systems even
work well in the presence of water, metal and other materials and ﬁnd markets in
the biomedical industry as implants and even in heavy industry where conditions
need to be very rugged. Scavenging energy from inductive sources can be one of
the most eﬃcient and reliable means of powering energy harvesters and it ensures
reliable functioning in many diﬀerent environments for a wide range of applications.
A summary of the types of technology available and their realizable power densities
is given in Table 1.1. In general, most energy harvesting techniques suﬀer from
relatively low eﬃciencies and their usefulness is thus limited to niche applications.
In terms of scavenging energy from the ambient environment, photovoltaics represent
the most promising technology due to the reliability, relatively low cost and high
eﬃciency that has been commercially achieved. If, however, mobility, low cost and
low maintenance costs are required and the ambient energy is not reliable enough or
the required energy for the application is too high to scavenge from the environment,
placing radiant sources in the environment to be used by electromagnetic or inductive
harvesters is preferred. Dependant upon the application, it is possible to have high
power, high eﬃciency systems. On the other extreme, low power, low eﬃciency
systems have also been implemented which have a much larger operating range. Of
particular interest to this dissertation are inductive systems. This will be explored
in what follows in more detail.
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Table 1.1.: Summary of the various principles for energy harvesting
Principle Power Density Applicability
Thermal Source
Pyroelectric Several µW/cm3 at
10℃ temperature
variation






in areas with reliable tem-
perature diﬀerences. Suit-
able for low power applica-
tions.
Chemical Source
Electrochemical Several mW in areas with unlimited
electrochemical reactants
Mechanical Source
Electrostatic Several µW/cm3 in high vibration areas
Piezoelectric Several mW/cm3 in mechanically active ar-
eas





depends on strong, stable
light source
Electromagnetic from µW to W depends on
Inductive from µW to kW non-ferrite area
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1.2. State of the Art for Inductively Powered
Systems
There is currently an increasing interest in and more research dedicated to inductive
systems with many examples of applications, implementations and design guidelines
to be found for inductive powering, inductively powered sensors and inductively
powered biomedical implants. As a gauge of the scientiﬁc interest in these diﬀerent
systems, an IEEE search was performed looking at the keywords “Inductive Biomed-
ical”, “Inductive Sensor” and “Inductive Power”. The number of publications was
recorded on each year of interest spanning the last two decades and the results are
shown in ﬁgure 1.2 and this number was taken to be a gauge for the interest that
the research community has in this particular subject. As can be seen, the number
of publications in all ﬁelds has grown substantially over the past 20 years. Inductive
power publications increased from 79 in 1990 up to 387 in 2009, inductive sensor
publications went from 3 in 1990 up to 80 in 2009 and inductive biomedical went
from 2 in 1990 up to 47 publications in 2009. It is in areas related to inductive






























Figure 1.2.: Number of IEEE Publications for Inductive Systems per Year
A few recent examples of the research in this area will be given in order to ac-
quaint the reader with the breadth of the applications that are possible with this
technology. Inductively powered systems can be divided into low power, less than
50W, and high power, more than 50W, applications. The low eﬃciency systems
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are generally lower power with more ﬂexibility regarding operating range of the har-
vester, meaning a larger overall area where the harvester functions. As one example,
Jianbo Gao designed a system to wirelessly power robots with up to 1W of power
anywhere on a 20 cm by 20 cm plane with an overall eﬃciency of 1.2% regardless
of location on the plane. Many other examples of low eﬃciency systems can be
found. Other examples of low power inductively powered systems include Radio
Frequency Identiﬁcation (RFID) systems, Structural Health Monitoring (SHM) sys-
tems, biomedical implants as well as numerous other niche applications. Biomedical
implants can be manufactured to be hermetically sealed and in addition do not re-
quire non-biocompatible chemicals such as batteries. They can thus be implanted
and left for very long periods of time. This therefore constitute a large area of
interest with applications ranging from in-situ glucose measurement for diabetes,
recharging of hearing aid batteries, recharging of pacemaker batteries, wirelessly
powering endoscope cameras, prosthetic control systems as well as many more. One
current example is that of Jung et al., who reported designing a small and ﬂexible,
biocompatible inductive system for powering implants with an eﬃciency of up to
34% at a coil distance of 5mm [12]. High power transfer systems have been pro-
posed to supply inductive power to Automatic Guided Vehicles (AGVs), production
lines, houses, consumer electronics, etc. As one example, Fredrick Van der Pijl et
al. reported developing a high power system capable of delivering up to one kW of
power anywhere along a 2-m length of cable with up to 90% eﬃciency [13]. The
scalable system is meant to be used as a ﬂexible and safe power supply system in
wet environments or an environment where new cabling is permissible or desired.
Inductive systems for power supplies are far from only being of interest to the
research community. Wireless recharging stations for laptops and cell phones have
already entered the mass market. A company called eCoupled introduced a counter
top that delivers wireless power to kitchen appliances. A company called WiTricity
aims to outﬁt houses with wireless power systems so that every device, anywhere in
the house, is wirelessly powered. Even industrial automation power supplies can be
purchased that deliver up to 100 kW of power anywhere along the power rail from
the company Vahle Inc. under the name CPS.
RFID-systems represent another huge market with a projected $5.63 billion dol-
lar market in 2010 that is growing rapidly [14]. It is being used in a whole host
of industries for many types of applications including for payment systems, asset
tracking, transportation and logistics, animal identiﬁcation, inventory systems, ac-
cess management, location monitoring, machine readable documents, etc.
Such innovations and applications, however, lack the ability to detect and inter-
act with the world around them. More and more, such applications will require
monitoring the surrounding world and reacting or interacting with it based on that
data. One can imagine, animal identiﬁcation tags for protecting the food supply
that test the animals vital signs or even perform rudimentary tests on the health of
the animal or RFID access management systems that measure biometric signatures.
Thus far, the topic of inductive power systems has been covered, of which much
research has focused on and many products are already on market. The remainder of
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this dissertation will be on systems which use inductive principles to transfer energy
but are outﬁtted with sensors in order to be able to react or interact with the world
around it. These systems are thus no longer just about energy transfer or Radio
Frequency Identiﬁcation, they are about combining energy and data transfer with
sensing and will thus be called Inductive Energy and Data Transfer (iEDT)-sensor
systems.
1.3. Historical developments leading to
iEDT-sensor systems
The development of iEDT-sensor systems has been preceded by monumental dis-
coveries in the ﬁeld of electromagnetics. Modern iEDT-sensor systems require low
power electronics and sensors, which have been enabled by advances in microtech-
nologies, as well as well designed wireless links to enable eﬃcient energy transfer.
The design of the wireless link is a focal point of this work and so some time will be
devoted to the historical developments related to this wireless technology.
The ﬁrst step in enabling an inductive energy trans-
fer is the generation of a magnetic ﬁeld. Anrdré-Marie
Ampére was a mathematician and physicist who is con-
sidered to be the father of electromagnetism. Am-
pere mathematically formalized the concept and rela-
tion of the magnetic ﬁeld to current ﬂow as well as
force. His mathematical description of how the current
ﬂowing in a conductor relates to the magnetic ﬁeld is
of interest for iEDT-sensor systems. His monumental
work “Memoir on the Mathematical Theory of Elec-
trodynamic Phenomena” [15] formulated what is today
known as Ampere’s Law and the unit for current is
named after him. According to Ampere’s law, the curl
of the magnetic ﬁeld is the current density through the
conductor.
The second step in enabling an inductive energy
transfer is to convert the magnetic ﬁeld back into a
power source, an EMF. The principle behind the con-
version is known as Faraday’s Law of Induction. The
English scientist Michael Faraday was a chemist and
physicist who demonstrated the Law of Induction in
his book “Experimental Researches in Electricity” [16].
Michael Faraday is considered the best experimental
scientist to have lived and the unit of capacitance de-
rives it’s name from him. The law of induction states
that a time-varying magnetic ﬁeld penetrating the sur-
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face of a coil induces a voltage. The energy source for
the inductively driven sensor is thus the induced volt-
age.
The idea of combining Ampere’s and Faraday’s law
to wirelessly transmit energy fell to the great Serbian
inventor Nikola Tesla. Among some of his accomplish-
ment, he was pivotal in creating the electrical power
system and inventing the motor, which helped usher
in the second industrial revolution. A patent from the
year 1900 describes his vision of power transmitting
towers which would use the induction eﬀect as well
as electrostatic discharges to wirelessly transmit power
over long distances [17]. The laudable goal has so far
proved unattainable due to the ineﬃciencies inherent
in the design and operation of the tesla coils. The unit
of magnetic ﬂux density is named after him.
These three monumental ﬁgures laid the ground work
to understand and use inductive energy transfer. Further important developments
are listed here chronologically. During World War II, air forces around the world
began using radar to identify approaching planes but they had no way to identify
whether the plane was friend or foe. The Germans discovered that the method
of approach of the plane to the air ﬁeld changed the radar signal in a detectable
way. This was essentially a passive 1-bit RFID system. Since this ﬁrst use, RFID
has been synonymous with the wireless identification. The British soon after began
using active transponder’s which were turned on by the radar signal to broadcast
an identiﬁcation code and RFID was thus born.
In 1961 Schuder et al. published for the ﬁrst time a method to maximize the
power transfer eﬃciency between a pair of coils operating in resonance [18]. This
is the most prevailing method and is used in the vast majority of power transfer
systems.
In 1973 Charles Walton received U.S. patent number 3,752,960 pertaining to a
passive identiﬁcation tag which was used as a security access card. This was the
ﬁrst patent for RFID technology.
In 1983 Donaldson and Perkins developed a method by which the voltage gain
between two coils was a maximum and remained constant close to this carefully
chosen coupling [19]. This method has become known as critical coupling and oﬀered
an alternative to the eﬃciency method from Schuder which was not as sensitive to
coil placement.
Since these contributions many diﬀerent system approaches have been explored
which include the design, optimization and manufacture of more complex systems
with ever increasing eﬃciencies. Low power electronics has likewise opened the door
to a multitude of applications and the manufacturing costs have sunk to extremely
low levels. The cost, for example, of RFID transponders has plummeted to several
cents. The transponder cost, while highly dependent upon the application, is often
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more cost eﬀective than competing wireless technologies.
1.4. Dissertation Structure, Scope and Aim
The remainder of the dissertation focuses on iEDT-senor systems. The goals set out
by this work are threefold. The ﬁrst goal is to highlight new applications for iEDT
systems complete with functioning prototypes. The second goal is to demonstrate
the design, characterization and implementation of the systems using a newly de-
veloped, highly automated and reliable simulation platform and framework based
on two diﬀerent simulation environments. The third goal is to highlight a new type
of iEDT topology which demonstrates how, through the use of specially designed
multiple coils, a redundant power supply can be created. This redundant system
is advantageous in that it oﬀers a way of implementing independent power supplies
with a power density level almost identical to a standard two coil system. The work
presented here is based on the projects that were undertaken with the Institute for
Microsensors, -systems and -actuators.
Part I introduces the topic and explains the theory behind magnetic induction
as well as explaining the general structure of iEDT-sensor systems and the main
components. In chapter 2, the theory of operation and electrical models are explored
in depth. As well, the functionality of the electronics is described and each functional
block is examined. Chapter 3 describes the methodology used to design, simulate
and measure the iEDT-sensor systems.
Part II consists of three case studies for diﬀerent low power iEDT-sensor appli-
cations. Chapter 4 explores an application involving the automobile industry. This
iEDT-sensor system wirelessly determines the dewpoint of the windshield in order to
automatically detect condensation. With this information the Heating, Ventilation
and Air Conditioning (HVAC)-system can be controlled and the buildup of conden-
sation can be prevented, not allowing it to obstruct the drivers vision. Chapter 5
describes an industrial application involving an iEDT-sensor system to measure the
rate of ﬂow of ﬂuids or gases in-situ within a pipe. Chapter 6 involves the design and
manufacture of a coil system meant to supply power for an implant to measure and
stimulate cortical activity. The implant, which is to be inserted under the dura in
the brain will be used to detect disease, injury and localize brain function as well as
for enabling neuroprosthetics. A full design and implementation has been presented
and the functionality of the redundant coil system has been demonstrated. Each
of these applications represents a new application of the technology which, due to
various technical and economic hurdles, has not yet been commercially realized.
Part III presents a summary of the results from the each of the case studies as
well as an outlook for further research, found in chapter 7.
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Chapter 2.
Theoretical Basis of iEDT-Sensor
Systems
Electric communication will never be a
substitute for the face of someone who with
their soul encourages another person to be
brave and true.
(Charles Dickens)
In what follows, iEDT technology is classiﬁed in order to deﬁne and constrain the
work that will be presented. After which point, a physical and electrical description
of the energy transfer link will be presented.
2.1. Description of iEDT-Technologies
iEDT technologies can be classiﬁed by many diﬀerent factors. Some of the important
factors that relate to this work will be explored in more detail.
iEDT systems consist of a WPS and a WS. The WPS is responsible for generating
the inductive ﬁeld which is used to power WS as well as for encoding and modulating
data to the WS and demodulating and decoding data from the WS. The WS may be
powered inductively by means of an induced voltage which is present at its coil due
to the inductively coupled electromagnetic ﬁeld that is generated from the WPS.
WSs are powered either actively which means exclusively by a battery or other
on-board power source, passively which means exclusively by the externally applied
EM ﬁeld or semi-actively which means by some mixture of on-board power source
as well as by the EM ﬁeld. All systems that were researched and developed as part
of this dissertation were passive systems. Passive systems are advantageous when
system maintenance is of concern. In other words, maintenance costs are reduced
because no battery must be changed.
The communication between the WPS and WS can either use the WPSs operating
frequency or an entirely separate frequency. In the case of passively powered WSs,
the induced power from the WPSs operating frequency needs to be quite high in
order to power the WS. Unfortunately, due to the high signal to noise ratio as well as
the relatively low operating frequency of the inductive ﬁeld, the realizable data rate is
quite low. The advantages to sharing the operating frequency is that the electronics
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are less complex and require less power. Using a separate operating frequency allows
for a higher data rate at the cost of higher complexity and typically higher power
requirements. The prototypes that were developed utilized the operating frequency
of the inductive energy transfer as the carrier for modulation.
Several modulation techniques to transfer data to and from the WPS and WS
have been used. When the the data is modulated onto the operating frequency of
the inductive ﬁeld, a load modulation is typically used to transfer the data from
the WS to the WPS. Load modulation techniques vary the impedance on the WS
and the varying impedance is detected at the inductively coupled WPSs coil. Data
modulation from the WPS to the WS typically employs an amplitude or a phase
modulation. The WS is typically equipped with an envelope or phase detector to
demodulate the data. If the operating frequency of the inductive energy transfer
is not used as the data carrier, any conceivable modulation technique can be used
although low power techniques are usually considered. The choice is limited by the
available power and antenna size. The data transfer from the WS to the WPS was
performed using load modulation for each of the developed prototypes.
Synchronous or asynchronous data transmission schemes are possible. Synchro-
nous data transmission utilizes the induced voltage at the WS coil to extract the
required synchronous clock, since the frequency of the induced voltage at the WS
coil matches the frequency at the WPS coil. The WS then operates at the same,
possibly phase shifted, frequency as the WPS and all data is synchronously trans-
ferred. Synchronous clocks on the WS can be easily realized in hardware. The
disadvantage to this approach is that any disruption to the induced operating fre-
quency, such as that caused by changing coupling or by a load modulation, can lead
to a disruption of the clock signal. Asynchronous data transmission simply uses
an asynchronous clock for the chosen modulation scheme. The diﬃculty with an
asynchronous modulation lies in decoding the demodulated signal, although many
diﬀerent asynchronous decoding schemes exist. Both types of data transmission
were applied throughout the course of this work.
The choice of operating frequency varies according to needs as well. Standard
operating frequencies exist for inductively driven systems at 125 kHz, 6.80MHz,
13.56MHz and 27.12MHz. The 125 kHz and 13.56MHz bands are most widely
used and are considered to be available worldwide. At 125 kHz, iEDT-systems can
function under water, close to metal surfaces and in the presence of many other
materials. The coils tend to have many more windings, sometimes even several
hundred windings or more and are thus bigger. As well, ferrite cores are typically
used at this frequency to maximize eﬃciency. At 13.56MHz, the coils are typically
only a coupled of windings and can easily be made planar. At this frequency,
materials like metal and water tend to have a much larger eﬀect and core’s are not
typically used since the frequency losses are too great. At the higher the frequencies,
the higher the possible data rate and at 13.56MHz data carrier frequencies up to
800 kHz have been commercially realized. Each of these frequency bands has been
considered in the case studies that have been presented.
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2.2. Physics of iEDT Systems
Inductive Energy and Data Transfer systems consist of one or more coils on the
WPS which generate an alternating electromagnetic ﬁeld and one or more coils on
the WS where an EMF is induced. The physics behind the operation of inductively
powered systems is very important in order to more fully understand the complexity
in designing and implementing such systems.
In order to transfer power between the WPS coil and the WS coil, the WPS coil
generates an alternating EM ﬁeld. The generation of the EM ﬁeld is described by
Ampere’s law and is given here by the quasistationary diﬀerential equation
~∇× ~H = ~j11 (2.1)
Or stated in words, a current density ~j11 in the WPS coil causes a curled EM ﬁeld
~∇ × ~H. In other words, when current ﬂows in a wire there exists closed magnetic
ﬁeld lines around that wire.
The magnetic ﬂux density ~B is deﬁned by the relationship between the magnetic
ﬁeld ~H and the medium in which it is located. The eﬀects of the medium are
represented by the the magnetic permeability of air µ0 and the relative magnetic
permeability of the material µr.
~B = µ0 µr ~H (2.2)
The induced EMF, in the form of an electric ﬁeld E22, occurs in the WS coil when
the time varying magnetic ﬂux density ∂
~B
∂t
penetrates the surface area bounded by
the it’s coil. This is Faraday’s law and it is given by the equation




The induced electric ﬁeld is used to power the WS electronics since this ﬁeld
results in a current density, according to Ohm’s Law. By Ohm’s Law, the division






To summarize the physics described here: An alternating EM ﬁeld is generated
by the current in the WPS coil according to equation 2.1. The magnetic ﬁeld in
the medium is describes as a magnetic ﬂux density according to equation 2.2. The
alternating magnetic ﬂux density that penetrates the WS coil area generates an
electric ﬁeld in the WS coil according to equation 2.3. A current density is then
generated in the WS coil according to Ohm’s law, equation 2.4 which is used by the
electronics in the WS.
The key to correctly modeling, simulating and constructing such systems lies in
understanding these base physical equations.
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2.3. Physical Modeling of the Coil System
In order to better understand and more easily model iEDT-systems, the coils mu-
tual inductance, coil inductance, coil Alternating Current (AC) resistance and coil
capacitance will be described and quantiﬁed where possible.
2.3.1. Mutual Inductance
The mutual inductance M12 between the WPS coil and the WS coil relates the ratio
of magnetic ﬂux density ~B penetrating the surface area of the WS coil to the current
~i11 ﬂowing in the WPS coil. This ratio is derived as a purely geometric quantity and
is given by the Neumann equation which deﬁnes the mutual inductance M between










Integrating around the WPS coil (C1) and the WS coil (C2) closed curves, the
inﬁnitesimal WPS coil length ~ds1 is projected onto the inﬁnitesimal WS coil length
~ds2 and divided by the distance between them |R12|. The material for these types
of applications between the WPS and WS coil is typically air and is represented via
the permeability constant µ0. The conductor is assumed to be inﬁnitely thin.
Closed form equations for the mutual inductance exist only for the most basic
shapes. A circular coil is used in chapter 4 and the closed form solution for the
mutual inductance between two single winding circular coils is given here. The
mutual inductance Mij between coil i and coil j is a functions of the respective coil
radii ri and rj, the coil separation distance dij, the ﬁrst and second order elliptical
integrals K(ν) and E(ν) [1] and the permeability of free space µ0, see equation 2.6
[2].





















None of the coils used in the case study consist of a single winding but rather
many windings. The mutual inductance between the WPS coil with N11 windings








These equations are useful as a starting point in estimating the mutual inductance
of two circular coils. However, once the coils are layed out on a Printed Circuit
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Board (PCB) board, other conductive paths exist that are not describable in a
closed mathematical relationship. In addition, other high frequency and parasitic
eﬀects have not been accounted for and the solution for other geometrical shapes
has not been given here. Due to these reasons, when the mutual inductance between
coils is required, it has been simulated using either a Generalized Minimal Residual
Method (GMRES) or Method of Moments (MoM) type of algorithm.
2.3.2. Self Inductance
The inductance of the WPS coil and WS coil is also of importance in modeling
the system. The inductance relates the ratio of magnetic ﬂux density ~B generated
by the current inn penetrating the surface area of itself. The deﬁnition of the self
inductance is very similar to that of the mutual inductance. It would actually be the
Neumann formula of equation 2.5 with i = j, in other words it would the calculation
of the inductance that a coil has on itself. The problem with the Neumann equation
is, however, that as the distance between the radius R12 between the inﬁnitesimal
coil lengths becomes zero and the self inductance becomes undeﬁned. The ﬁnite
radius of the wire needs to be taken into account in order to properly calculate the
formal equation for self inductance. Assuming that the current is ﬂowing close to








|Rnn| Where: Rnn ≥ a/2 (2.9)
The double integration is made over the closed curve C and itself C ′ and with the
dot product of the inﬁnitesimal points ~ds · ~ds′ divided by the distance between the
points Rnn. Here the self inductance formula assumes that the current is ﬂowing close
to the surface of the wire due to the skin eﬀect, which will be discussed later. The
restriction on the distance between the points Rnn ≥ a/2 restricts the calculation to
points greater than and equal to the radius of the conductor a.
Both circular and rectangular coils have been used in the case studies and closed
solutions exist for both so the exact equations for the inductances are given. The
equations are valid only for coils with one winding and air cores.
For a circular coil, the inductance of a single loop is deﬁned by equation 2.10.
The inductance is deﬁned in terms of the permeability of air µ0, the radius of the
coil r and the radius of the wire a.








For a rectangular coil, the inductance is deﬁned in terms of the relationship be-
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Both of these equations have assumed that the current is ﬂowing close to the
surface of the conductor.
The coils that were employed consist of multiple windings. The self inductance
of a coil with Nnn windings is the sum of the self inductance of every winding plus









Mij for i 6= j (2.12)
The closed form equations inductance are good estimates to the self inductance
of a coil. However, once the coil is layed out on a PCB board, other conductive
paths exist that are not able to be described in a closed mathematical relationship.
In addition, other high frequency and parasitic eﬀects have not been accounted for.
Due to these reasons, when the mutual inductance between coils is required, it has
been simulated using either a GMRES or MoM type of algorithm.
2.3.3. AC Resistance
The AC resistance of a coil is composed of three diﬀerent eﬀects; the Direct Cur-
rent (DC) wire resistance, increased resistance due to the skin eﬀect and increased
resistance due to the proximity eﬀect.
The DC wire resistance is the ratio of speciﬁc resistivity ρ times length ℓ of the





The skin eﬀect describes the tendency of currents to ﬂow on the “skin” of a
conductor at increasing frequencies. This is due to the induced magnetic ﬁeld in
the conductor itself which redistributes the current density toward the “skin” of the
conductor. The redistributed current density leads to a higher AC resistance. The
skin depth is the depth at which the current is reduced by the ratio exp−1 and for






In the conductor, about 98% of the current ﬂows at a depth of 4 δ. The ratio
of AC resistance to DC resistance due to the skin eﬀect for conductors with both
circular and rectangular cross sectional area is often given in graphical form [3].
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The proximity eﬀect also leads to an increased AC resistance with frequency. The
cause of the proximity eﬀect is the proximity of a conductor to other neighboring
conductors, in other words a single winding in a coil will experience a proximity
eﬀect due to the other windings that are close by. Closed formulas are not possible.
In this dissertation, the eﬀect on the AC resistance due to the proximity eﬀect was
simulated using GMRES or MoM software.
2.3.4. Core Properties
Magnetic cores are used in coils in order to concentrate and guide the magnetic ﬁeld
lines through the cross sectional surface area of the coil, thus increasing the self and
mutual inductance. This is due to the high permeability of the core material, i.e.
µr > 1, which in turn leads to a high magnetic ﬂux density ~B, see equation 2.2.
This phenomenon does of course have its limits which need to be taken into
account. A magnetic core follows a hysteresis curve and becomes saturated above
a certain magnetic ﬁeld strength H . There are also losses in the core due to eddy
currents since the core is often composed of a conductive material. Other dissipative
losses occur due to the hysteresis. As the magnetic domains of the material move
to align themselves with the magnetic ﬁeld, they get caught in the crystal structure
and some of the magnetic energy is dissipated as heat.
These characteristics are most easily measured and given in graphical form via
B−H hysteresis curves. There are of course also mathematical models to predict and
describe the characteristics of the core. The wireless iEDT sensor system consists
of mutual coupled coils with an air core. No core could be introduced physically
linking the coils without limiting the wireless nature of the system. Using a highly
permeable core at each of the inductors is, however, a possibility. The core would
eﬀectively serve to increase the self inductance of each inductor while only having a
very modest eﬀect on the mutual inductance coupling the inductors. Further, due to
magnetic core losses, the quality factor of the coil would be decreased. The quality
factor plays a large roll in determining the overall eﬃciency of the resonant iEDT-
sensor system. Due to this reason, magnetic cores are not required for eﬃcient
functioning of the iEDT-sensor system. The cores are sometimes used in lower
frequency iEDT systems in order to decrease the number of windings required for
the coil. For higher frequency systems, the number of windings required is not
large and so magnetic cores are not typically used. For case studies that have been
presented only higher frequency systems were developed and as such only air cores
have been used.
2.3.5. Self Resonant Frequency
Every real inductor also has a self capacitance which causes resonance at a certain
frequency. The cause of this capacitance is the voltage and charge diﬀerence between






The parasitic capacitance C is thus deﬁned as the voltage V rate of change of
charge Q. The self capacitance is a distributed parameter and is also very diﬃcult
to calculate. For the purpose of this work, it has been simulated using GMRES or
MoM software.
2.4. Electrical Modeling of the Coupled Coil System
An electrical model of the coupled coil system will be presented based on the physical
modeling presented in section 2.3.
The models for the WPS and WS coils are shown in ﬁgure 2.1. The WPS coil is
designated by the subscript 1 and the WS coil by the subscript 2. The coils consist
of an inductance Lnn, a series resistance Rnn which models the AC resistance of the
coil, a capacitance Cn which models the stray capacitance of the coil. Note that for a



























(d) Block diagram of the WS
coil
Figure 2.1.: Electrical model of the WPS and WS coils
2.4.1. Coil Coupling
When the two coils are in the same vicinity, a mutual inductance between the
two coils develops and the coils are said to be mutually coupled to one another.
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However, unlike a transformer, the mutual inductance is typically small since there
is a relatively large air gap between the coils. A measure of the coupling between





The coupling k12 is a number between 0% and 100% and expresses the degree to
which the ﬂux of the two coils are linked to one another.
The mutually coupled coils are represented in ﬁgure 2.2a. A T-Model of the
coupled coils is used to illustrate an electrical model the system and is shown in
ﬁgure 2.2b. The primary leakage inductances L11 −M12 and the secondary leakage
inductance L22−M12 deﬁne the reactance which is not linked through the ﬂux of the
other coil. The reactive power in the leakage inductance does not get transferred
to the other coil. It is thus necessary to compensate the reactive power losses due
to the leakage. This is done by setting up a resonant or matching circuit which is
cascaded with the coil, see ﬁgure 2.4. In addition to this, the self resonance between





(a) Mutually coupled WPS and WS



















(c) Transformation of the WS load impedance to the
WPS
Figure 2.2.: Coupling models linking the WPS and WS coils
Modeling of the parasitic impedances in and between the coils is very important in
obtaining accurate results for the coil self inductance, quality factor and mutual in-
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ductance. As discussed earlier, modeling of these parasitic values is mathematically
challenging and falls outside the scope and goals for this dissertation. These models
have been presented to accustomize the reader with the intricacies and challenges
of the design and implementation of such systems and to allow for the drawing of
hypotheses to explain results which were obtained. Through the course of this work,
simulations and measurement results will be qualitatively compared to these models
so that a good understanding of the design can be developed.
One common method for transferring data from the WS to the WPS is the use
of a load modulation. An illustration of the technique is given in ﬁgure 2.2c. The
impedance of everything on the WS except the WS inductor L22 is represented as a
load impedance ZL. Since the coils are linked to each other with a deﬁned coupling
k12, the impedance at the primary coil L11 changes due to the load impedance ZL at
the secondary coil L22. The equivalent impedance looking into L11 is given by the
circuit in ﬁgure 2.2c. The primary impedance Z1 = v1/i1 depends on the primary
inductance L11, the coupling k12 and the scaled load impedance (k12/n)2 ZL. Where






An iEDT coil system consists of a WPS and aWS subsystem which are operated in
resonance in order to cancel the leakage inductance of the loosely coupled coils. The
WPS coil model and a matching or a resonant circuit comprise the WPS resonant
subsystem. The WS coil model and a matching or a resonant circuit comprise the
WS resonant subsystem. The coupled WS and WPS coil comprise the resonant link.
The resonant link forms the basis for the wireless energy and data transfer. A
properly designed resonant link will transfer the energy as eﬃciently as possible
under the given set of circumstances. While it is mathematically possible to achieve a
100% energy conversion eﬃciency, practically it is impossible. It is also impossible to
give a range of an acceptable transfer eﬃciency, since the eﬃciency depends strongly
on the coil parameters which are limited in the speciﬁcation of the design. In many
cases, due to design restrictions, a high eﬃciency is not possible. In other cases,
the eﬃciency is the most important design parameter and the design restrictions
must be suitably chosen to allow for this. In the case of iEDT-sensor systems, the
eﬃciency is not typically high since the goal is to achieve as large a coil separation
as possible in order to have a large working area.
2.4.2. Quality Factor
Of further importance to the modeling of the system is the quality factor of the coil.
The quality factor of the coil is deﬁned by the ratio of reactance to resistance, in
other words, the ratio of stored to dissipated power. For a coil with the impedance






A larger quality factor leads to a higher energy transfer eﬃciency, however a high
quality factor also decreases the bandwidth available to the communication channel.
A closed mathematical model for accurately determining the quality factor does not
exist since it depends on several variables, each of which have no closed solution.
The quality factor depends on proper modeling of the factors which have already
been discussed. The reactance X and the AC resistance R of the coil are inﬂuenced
by
• the DC-resistance of the metallic conductors,
• the skin eﬀect,
• the proximity eﬀect and
• the self capacitance of and between the coils.
2.4.3. Effi iency
It is important to deﬁne the eﬃciency carefully, since many losses occur in the
electronic and wireless system. Up until this point, only coupled coils have been
examined for the iEDT-system. The complete system, of course, consists of more
than just a pair of coupled coils. The total eﬃciency of the system ηtotal including


























Figure 2.3.: Eﬃciency losses in iEDT-systems.
The overall system is composed of a power ampliﬁer, the coupled WPS and WS
coil subsystems, a rectiﬁer and regulator as well as the electronics of the WS, see
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section 2.5 for more details as to the function of these components. The overall
eﬃciency is the product of the eﬃciency of the conversion to AC power in the
driver, the eﬃciency of the WPS resonant subsystem, the eﬃciency of the coupling
from the WPS to the WS coils, the eﬃciency of the WS resonant subsystem and the
eﬃciency of the rectiﬁcation and regulation of the power for the WS electronics.
ηtotal = ηdriver η12 ηrec (2.19)
The eﬃciency of the driver ηdriver varies substantially depending upon the class
of driver circuit which is used. Class E circuit driver implementations for iEDT-
systems was pioneered in 1990 by Zierhofer et. al [4] and have long been the favored
approach due to the high conversion eﬃciency. Typical values in the LF and HF
frequency ranges are between 80% up to 98% depending upon the driven load,
frequency and quality factors of the components involved [5].
The eﬃciency of the rectiﬁcation and regulation circuits ηrec vary in a similar
fashion depending upon the topology and implementation. Several topologies and
implementation strategies exist and have been tried. The most typical implementa-
tion is a simple bridge or half wave rectiﬁer topology which result in typical power
conversion eﬃciencies of around 90% [6] and active rectiﬁcation techniques which
result in CMOS compatible rectiﬁers and achieve eﬃciencies of around 80% [7].
These high eﬃciency results are contingent upon the proper design and implemen-
tation of the component and examples showing much lower eﬃciencies can be found
in literature.
The eﬃciency of the coupled resonant subsystem η12 is the focus of the remaining
work and the coupled resonant coil system, including parasitic elements is shown in
ﬁg. 2.4. The eﬃciency η12 varies widely depending upon coupling, topology, quality
factor, operating frequency and resonant tuning and is typically the single biggest






















Figure 2.4.: Electrical representation of the resonant transformer circuit
The inductance, operating frequency of the resonant link, coupling and quality
factor of the coils all inﬂuence the eﬃciency of the resonant link. The eﬃciency
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η12 of the resonant link is given by the equation 2.20. It is the output power Pout
available to the electronics of the WS divided by the input power Pin delivered to





Using the electrical models presented thus far, it is possible to derive equations for
the resonant link based on a speciﬁc implementation for the resonant or matching
circuit. The system of equations become, unfortunately, quite cumbersome and
large. For this reason, assumptions have been made in order to obtain simpliﬁed
equations. The equation used to calculate the eﬃciency will be presented in chapter
3 describing the methodology and tools which were used to calculate, simulate and
measure the resonant link.
2.5. Electronic Structure of the iEDT-Sensor
System
For the purposes of this dissertation, an iEDT-sensor will be deﬁned as an RFID
type of system with integrated sensor functionality on the Wireleless Sensor side.
The iEDT-sensor is composed of a WPS and a WS. The Wireleless Power Supply is
thus named since it supplies the wireless power to the WS. The WPS consists of the
WPS resonant subsystem plus all of it’s corresponding electronics. The WS consists
of the WS resonant subsystem plus all of it’s corresponding electronics. A general
block diagram of the WPS and the WS have been given in ﬁgure 2.7 and ﬁgure 2.5
and this will now be described so as to familiarize the reader with the structure and
function of an iEDT-sensor.
A brief overview of the electronics for the iEDT-sensor will be given based on
the dissertation from Konrad Van Schuylenbergh [8]. This overview is intended to
familiarize the reader with the diﬀerent possibilities for implementing iEDT-sensors.
2.5.1. Structure of the WS
The Wireleless Sensor consists of the Wireleless Sensor resonant subsystem plus a
voltage rectiﬁer, clock and regulator, control logic, modulator, demodulator, antenna
and transceiver, signal conditioner and sensor, see ﬁgure 2.5. The WS is generally
designed to be as simple as possible in order to minimize current consumption.
Circumstances of the application, however, may dictate added functionality or dif-
ferences in implementation strategies. With that in mind, a comprehensive overview
will be given to show the possible functionality of a WS.
For cases where a large separation distance between coils is required or where
the coil diameter is very small, a low coupling factor, deﬁned as k12 < 2%, is the






















Figure 2.5.: Block diagram of the WS
eﬃciency of the system. Low coupled systems are the focus of this dissertation since
the design constraints of the applications examined dictated systems with such a
coupling. For reasons of eﬃciency, a parallel capacitor is typically chosen for the
resonant topology [9]. For the low coupling case, the only way to optimize the link
is through a classic eﬃciency optimization which is how the link was optimized in
each of the case studies presented.
If a data transfer to the WPS is required and the operating frequency is to be
used, then a load modulation is performed. A load modulation occurs by varying
the load impedance ZL, see ﬁgure 2.2c. The switch is controlled at the subcarrier
frequency fs and sidebands are then formed around the operating frequency. The
simplest way to vary the load impedance is by switching a modulation impedance
ZM with the circuit impedance Ze. The modulation impedance is typically either
a resistive or capacitive load. When switched on, the resistive load decreases the






Figure 2.6.: Load Modulation at the subcarrier frequency fs
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Where di represents the digital control sequence for the switch. The control se-
quence for the switch is the data signal which is modulated at the subcarrier fre-
quency fs. With the modulation switch turned oﬀ, the load impedance ZL = Ze.
Turning on the switch decreases the impedance since the modulation resistance and
electronic impedance are in parallel with one another. The changing load impedance
can be sensed as a change to the primary impedance Z1 according to the circuit
shown in ﬁgure 2.2c.
The demodulator is implemented to enable the data transfer from the WPS to the
WS, assuming that the operating frequency is chosen as the data carrier frequency.
The scheme that is chosen will be then implemented as a modulator at the WPS and
a demodulator at the WS. Any form of amplitude shift-keying, phase shift-keying
or frequency shift-keying can be used. More complex forms modulation schemes are
also possible but tend not to be used because of the associated complexity.
When communication between the WPS and WS both utilize the operating fre-
quency and a load modulation is used to modulate the data from the WS to the
WPS, then a half-duplex communication is adopted [10]. It is also possible to imple-
ment a full-duplex communication or even a sequential communication. A sequential
communication occurs when the WPS stops generating the ﬁeld to allow the WS to
modulate information back. In this case, the same fundamental frequency is used
as the operating frequency but because the operating frequency is not present, a
much lower signal to noise ratio is the result. The WPS then has a much easier time
receiving and demodulating the sent signal. With the sequential scheme, assuming
that the WS is operating passively, the power for the data transfer and circuit op-
eration is stored for a short period of time, typically in a capacitor, while the EM
ﬁeld is not operating.
If a high enough bandwidth can not be obtained using the operating frequency
to transfer data, then an antenna and transceiver can be used. The transceiver is
typically low power, higher bandwidth and low range. The choice of frequency, data
rate, antenna size, power consumption is dictated by the application and must be
chosen carefully to ﬁt the system requirements.
Voltage rectiﬁers have a long history in electrical engineering and there are many
possible ways to implement them. Although six diﬀerent half wave rectiﬁcation
schemes exist [11], only the basic half and full-wave rectiﬁers are suitable for use on
the WS with a parallel resonant capacitor [8].
Voltage regulation takes the form of linear regulators, switch mode and switch
mode step-up/step-down regulators. Each regulation type has it’s own advantages
and disadvantages [8]. For the purposes of this dissertation, only linear-series regula-
tors were used. The diﬃculty here is that the induced voltage changes substantially
as the coupling changes with the coil displacement. Induced voltages from 0V to
30
several thousand V’s are possible. The regulator should step-up the voltage when
it is too low and protect the electronics against surges when it jumps too high.
The control logic can operate either synchronously or asynchronously to the WPS.
An asynchronous clock was taken from a crystal oscillator. The synchronous clock
was derived from the induced voltage in the secondary coil L22. The induced voltage
was turned into a square wave by a Schmitt-trigger circuit and was then divided
in frequency. It is also possible to use a Phase Locked Loop (PLL) or other clock
recovery schemes, however the power requirements were deemed to be too great for
the applications explored here. With a synchronous clock, the decoding circuitry
on the WPS becomes considerably more straightforward. However, the synchronous
clock, when it is derived from a Schmitt-trigger circuit, is prone to disruptions which
can aﬀect the functioning of the circuit. Speciﬁcally, when the load modulation
switch is turned on, it reduces the impedance of the WS and the induced voltage
is also decreased. The decrease in voltage, when the modulation impedance was
chosen to be too great, was enough not to trigger the Schmitt-Trigger to produce
the square wave clock, thus disrupting the normal operation of the circuit.
In the case of loosely coupled iEDT-sensors, the sensor element on the WS is
typically a low power sensor. Some elements that were used through and will be
explored in this dissertation include temperature sensors, humidity sensors, ﬂow
sensors and electrodes. Of course the sensor signal needs to be conditioned and
digitally converted to be used by the control logic. This conditioning has included
ampliﬁcation and impedance conversion. The digital conversion was done using an
analog to digital converter.
The control logic is responsible for controlling the demodulator, modulator, sen-
sor and signal conditioner and antenna with transceiver. It is typically implemented
as an Application Speciﬁc Integrated Circuit (ASIC), microprocessor or Field Pro-
grammable Gate Array (FPGA).
2.5.2. Structure of the WPS
TheWireleless Power Supply consists of the WPS resonant subsystem plus a modula-
tor, demodulator, antenna and transceiver, control logic, oscillator, power regulator
and power ampliﬁer, see ﬁgure 2.7. An overview of the various components and
functionality of the WPS will be given to familiarize the reader.
Again, if, due to system constraints, a coupling factor of k12 < 2% is present, the
losses due to the loose coupling will largely determine the eﬃciency of the system.
The matching or resonant circuit here is chosen to maximize power transfer from the
power ampliﬁer. For low resistant ampliﬁers, a series resonant circuit will be used. If
the parasitic coil resistance is too high in comparison to the resistance of the power
ampliﬁer, a matching circuit will typically be used. Although any type of matching
circuit would perform the function, capacitors tend to be used as they typically have
higher quality factors and thus lower losses. Active impedance transforms are also
sometimes implemented.





















Figure 2.7.: Block diagram of the WPS
power regulator on the WS. Voltage regulation takes the form of linear regulators,
switch mode and switch mode step-up/step-down regulators. For the purposes of
this dissertation, only linear-series regulators were used.
The oscillator is used as a clock for the control logic and as the source signal for
the power ampliﬁer. Depending on the requirements for the control logic and the
power ampliﬁer it might include a PLL or other clock generation schemes.
The power ampliﬁer generates the current that ﬂows through the coil in order
to generate the EM ﬁeld required for the power transmission. A power ampliﬁer
should eﬃciently convert DC-power into AC-power. The requirements for a power
ampliﬁer were given by [12] as being
• preferably sinusoidal wave since only the fundamental harmonic will be trans-
ferred over the inductive link
• preferably a switch mode ampliﬁer in order to minimize the losses associated
with switching
• preferably operating with a resonant circuit to cancel large leakage inductance
due to weak coupling
In general Class A, B, AB, C, saturating C, D and E have been used for inductive
links. For high frequency inductive links, class E ampliﬁers tend to be favored due
to their extremely high eﬃciency. A good summary of the types of links and design
methodologies are provided by [8].
The antenna and transceiver as well as modulator and demodulator are chosen in




iEDT-systems represent a large and growing market with mainstream products as
well as many niche applications. The systems use diﬀerent frequencies for the en-
ergy transfer and diﬀerent communication methods depending on requirements. In
general, the data communication can occur on either the operating frequency or on
some other isolated band. The types of modulation for a communication on the
operating frequency are typically load modulation for data going from the WS to
WPS and amplitude or phase modulation for data going from the WPS to WS. It
is also possible to achieve a synchronous or asynchronous communication between
WPS and WS. When using a diﬀerent frequency band for data transfer, almost any
communication component can be used, however the data rate, antenna size and the
communication range are limited by the power available from the inductive energy
transfer.
Inductive systems are mathematically described in terms of self inductance, mu-
tual inductance, coil resistance and coil capacitance. These physical quantities can
be employed in electrical models which can then be used to model eﬃciency, data
transfer links, voltage transformation, etc. The physical and electrical properties
of the coils and coil system can be modeled both mathematically and with help
of software. These models will in turn aid the design and implementation of the
system.
The WS of an iEDT-sensor consists of a WS resonant subsystem and electronics.
The resonant or matching circuit is used to compensate for the large leakage induc-
tances that are present in loosely coupled systems. The electronics are responsible
for rectifying and converting the induced AC voltage, modulating the data to the
WPS and demodulating data from the WPS. Also part of the WSs electronics are
the sensor and sensor signal conversion electronics to convert the sensor signal into
an electrical signal which can be used by the control electronics. The control elec-
tronics are responsible for reading and controlling the sensor signal, error and sanity
checking, encoding the signal for the modulator and modulating the signal back to
the WPS. The control electronics also reacts to any query by the WPS which may
include such things as an identiﬁcation query or sensor conﬁguration query.
The WPS of an iEDT-sensor consists of a WPS resonant subsystem and electron-
ics. The resonant or matching circuit is used to compensate for the large leakage
inductances that are present in loosely coupled systems and for matching the driver
impedance to the coil impedance in order to maximize power transfer. The power
ampliﬁer electronics create the alternating current used in the coil to generate the
magnetic ﬁeld. The modulator is used to modulate the data from the sender to the
WS and the demodulator to demodulate all data that was sent from the WS. Besides
this, a voltage regulator and oscillator are used to generate the required constant
DC voltage and the stable operating frequency used for the energy transfer. The
control logic monitors the system, controls the power ampliﬁer, encodes information
for the data transmission to the WS, decodes information from the transponder,
and reacts to and passes on information from the WS to the user.
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Chapter 3.
Methodology and Design of Coil
Systems
Verbal and nonverbal activity is a unif ed
whole, and theory and methodology should
be organized or created to treat it as such.
(Kenneth L. Pike )
Many tools and methods exist to design coil systems. The procedure is typically
quite cumbersome and involves much manual work, especially when multiple de-
sign iterations are needed. The most important parameters to be simulated and
measured are the coil self inductance, mutual inductance, quality factor and the ef-
ﬁciency. In what follows, a more automated method for the design will be described
as well as a description of the measurement techniques used to verify the design.
Two diﬀerent design tools were used to calculate the coil self inductance, mutual
inductance and quality factor. One tool, Fasthenry, was able to very quickly and
ﬂexibly generate results while the other tool, Advanced Design System (ADS) was
able to more accurately simulate the coil system. The fact that two diﬀerent tools
were used oﬀered the opportunity to verify simulation results and check for errors.
This proved very useful during the course of my work. The reason is quite simple, if
one parameter of the simulation is incorrectly set or if some other error is introduced
in the simulation, the results may be very inaccurate. This has happened to some
of the designed coil systems in the past and so this redundant simulation procedure
was introduced as a way of cross checking for errors. Also, because of the ﬂexibility
with which the tools have been customized, it was possible to very quickly optimize
a given design based on any variable and to see the results of the variation. Once a
design had been optimized and the results veriﬁed, a physical layout was generated
and the results were veriﬁed with measurements.
Using the developed simulation methods it was possible to quickly and accurately
simulate and verify the accuracy of the simulations by cross checking the simulation
results. Figure 3.1 shows how the methodology was employed. The ﬁrst step was
to create a detailed speciﬁcation of system requirements. The maximum and min-
imum coil sizes and separations were ﬁxed along with the power requirements of
the WPS and WS. Based on the speciﬁcation, a typology and optimization method
were chosen. The typology is the type and number of coils which are to be designed
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and the optimization method is one of eﬃciency, critical coupling, staggered tuning
or free resonating drivers [1]. For the three case studies that are presented, the
optimization of eﬃciency was the only possibility due to the low coupling present
between the coils. Based on the choice of typology, the coils were simulated multiple
times, each time varying the geometrical or electrical parameters in Fasthenry such
as conductivity, coil distance, number of windings, coil placement, conductor width,
spacing and height, etc. Based on the results of each of the Fasthenry simulations,
eﬃciency calculations were performed using equation 3.1. At this point, the original
speciﬁcation was compared to the simulation results and if the speciﬁcation was not
met the choice of typology and optimization method were reevaluated and the Fast-
henry simulations were performed again. If the speciﬁcation was met, the design was
ported into ADS using either a Drawing eXchange File (DXF) ﬁle generated by the
Fasthenry design tool or using ADS built-in components with the same speciﬁcation
as the Fasthenry coils. The ADS simulations were then performed using using a
substrate to reﬂect the medium in which the coils were to be used since this was not
possible in Fasthenry. For example, in the case of the brain implant, the dielectric
properties of the PCB board as well as the brain tissue itself were simulated. Once
the ADS simulations were setup, the simulations were performed for the coil self
inductance, coupling and quality factor as well as eﬃciency for varying coil separa-
tions. Again a check was performed to verify that the speciﬁcation was met with
another simulation iteration performed if the speciﬁcation was not met. Once the
speciﬁcation was met, the results of the Fasthenry simulation and eﬃciency calcu-
lations were compared to the results from the ADS simulations in order to verify
that similar results were obtained. This proved very valuable in catching simula-
tions errors resulting from, for example, suboptimal mesh settings, other incorrect
simulation settings or geometry errors. Once the results from Fasthenry and ADS
as well as the eﬃciency calculations were deemed to meet speciﬁcation, the coils
were manufactured on PCB boards and measurements were performed to extract
the coil coil self inductance, coupling and quality factor and the eﬃciency. These
measurement results were then used to verify that the system was behaving as per
the speciﬁcation.
With the design methodology completed, the electronics for the system were de-
signed and implemented and the prototype was created. This methodology was
most explicitly used on the coil system for the brain implant and it resulted in a
relatively quick design process with only one set of PCB boards which were man-
ufactured which were shown through the measurements to be in agreement with
the simulation results. More information regarding exactly how the Fasthenry and
ADS design tool were used as well as information as to how the measurements were





































Figure 3.1.: Methodology used to design the WPS and WS coil systems.
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3.1. Fasthenry Design Tools
Fasthenry is a design tool which uses magneto-quasistatic algorithm for complicated
3-dimensional structures based on the GMRES matrix algorithm with multipole ac-
celeration. The mesh analysis matrix is ﬁrst preconditioned and the GMRES al-
gorithm is applied. The GMRES algorithm is an iterative algorithm based on a
rapidly converging Krylov-subspace method [2]. In order to speed the computation
of the dense matrices, a multipole acceleration is employed. The result is an ac-
curate analysis of the quasi-magnetic conditions for the structure that is an order
of magnitude faster and uses an order of magnitude less memory than a direct fac-
torization method [2]. Fasthenry is available as a debian package under linux or
as a download as part of the Fastmodel design tool. This tool was used to rapidly
determines the frequency dependent inductance and AC impedances of the speciﬁed
coil. The tool does, however, have its limitations. The main limitation of the tool is
its inability to model dielectrics. With this limitation, computation of the parasitic
capacitance of the coil was not possible. As well, it was not possible to simulate
the energy transfer in other permeable mediums such as for the case study on the
brain implant. In addition to this, a direct frequency simulation in Simulation Pro-
gram with Integrated Circuit Emphasis (SPICE) was not possible meaning that a
translation step would have been required in order to simulate eﬃciency.
The reason for using this tool was to provide a means to quickly simulate the
aﬀect of changing geometry has on the impedances of and between the coils. To
accomplish this, a suite of matlab functions was created to quickly assemble the
geometry, conﬁgure the simulation, run the simulation and extract the Z-parameter
matrix. The structure of the Matlab program is shown in ﬁgure 3.2. This program
was able to generate and simulate in Fasthenry any combination of supported shape
in any conﬁguration that was desired. The generated geometry was then exported as
a DXF ﬁle which was then imported into ADS or the PCB layout tool. In addition,
any arbitrary parameter could be varied and the change in impedance, including
self and mutual inductance as well as AC resistance, would be generated. This tool
provided extreme ﬂexibility as well as a very fast setup so that simulation time as
well as data handling time was minimized.
To create and simulate a geometry, conﬁgure and run the simulation, extract the
results and create a DXF ﬁle with the simulated geometry, a single Matlab M-ﬁle
was required. The M-ﬁle setup three data structures to control the simulation. The
ﬁrst data structure controlled the variables for the Fasthenry simulation including
such things as the meshing, conductor width, height and resistivity. The second
structure deﬁned the geometries of the coils involved. This included any number
of geometries of diﬀerent type, dimension and placement. Diﬀerent geometry types
such as rectangle coils, spiral, circular and hexagonal. The third structure deﬁned
a parameter that is to be varied along with the unit vector deﬁning the direction of
variation and an array containing the magnitudes of the variation to be performed.
In other words, any of the parameters in the geometry structure could be varied and




















Figure 3.2.: Structure of the Matlab program used to generate Fasthenry results.
created for each of the variations and each simulation is ran, the results compiled
and extracted so that they can be compared side to side. The M-ﬁle then called
a function which returned the frequencies at which the simulation was performed
freq, the coil coupling k, the mutual inductance M , the self inductance L and the
AC resistances. The matrices had the dimension n×m for each of the n frequencies
in the simulation and each of the m parameter variations. Based on the results of
the simulation, further calculations or data processing was performed as needed.
From the Matlab M-ﬁle which was used to deﬁne the simulation, the top-level
function of the program was called. This function responsible for calling the func-
tions to generate the Fasthenry geometry, for generating the DXF output from the
created geometry and for parsing the Fasthenry simulation output. In addition to
that, the top function performed some statistical analysis calculating the variance
of the self and mutual inductance values over frequency as well as computing the
coil coupling which was useful in determining whether the values for mutual and self
inductance were constant over the simulated frequencies.
Generating the Fasthenry geometry was done through the use of function pointers
which referenced the corresponding geometric shape. Functions were created for a
rectangular coil, spiral coil, circular coil and hexagonal coil. In addition to these
basic shapes, functions were created based on the rectangular and hexagonal coil
functions that allowed the exact positioning of multiple rectangular and hexago-
nal coils. Each geometric shape function took a structure as an argument which
contained all of the required information to generate that particular shape. For
example, the structure for the spiral shape required such parameters as the vector
point in space at which it should be located, the height of the conductor, width
of the conductor, spacing between conductors, number of windings and outer ra-
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dius. Another structure contained the name of a variable to change as well as a
unit vector which deﬁned the direction of change and a magnitude variable matrix
which deﬁned the magnitude of the change. This is the mechanism which allowed
changing of arbitrary parameters. Each time a parameter was varied, the geometry
was generated anew with the corresponding variation in the parameter. In this way
it was used to, as one example, change the coil separation distance in order to see
the change in coil coupling.
The Fasthenry output was parsed using Matlab’s regular expressions. The sim-
ulation frequency as well as the real and imaginary values of the resulting matrix
was parsed and matrices containing the simulation frequency, coil coupling, self
inductance, mutual inductance and AC resistance were created.
Finally, the Fasthenry geometric ﬁle was parsed and the results were translated
into DXF format. Each change on the z-axis was translated into a diﬀerent DXF
layer. Each edge was matched to its corresponding nodes and the line was then
translated into a DXF polyline command.
This tool provided a quick way to analyze diﬀerent coil arrangements as well as
vary any parameter which was to be tested and then analyze the impact on the
self inductance, mutual inductance and AC resistance of the design. The simulation
results were stored in Matlab for post-processing and comparison with ADS and
measurement results.
3.2. Eff ciency Calculation
The results from the Fasthenry simulation were the coil self inductance, coupling and
quality factor. Based on these results, an equation was used to calculate the total
eﬃciency of the system as per the deﬁnition in equation 2.20. The eﬃciency of the
system has been derived based on the quality factor of the primary coil Q11, quality
factor of the secondary coil Q22, coupling between coils k12 and an alpha-factor α
which depends on the chosen WS resonant conﬁguration (it is independent of the










α = 2 π f C2RL (3.2)
The α-factor depends on the operating frequency f , the resonant capacitor C2
and the load resistance RL which represents the current sunk by the electronic
components at a given point in time. This is the conﬁguration used throughout this
dissertation since such a conﬁguration is the most suitable for lower power links [3].
This equation assumes that the circuit is driven in resonance and at lower frequencies
where the parasitic impedances have little impact. If the resonant link is driven out
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of resonance due to, for example high coupling, the equations no longer hold. In
general, this equation has proven to be quite accurate, especially at low coupling.
3.3. ADS Design Tools
Advanced Design System, a design tool from Agilent, was also used as a simulation
tool. ADS features a graphical SPICE simulator along with a MoM and Finite
Element Methods (FEM) simulator. The results of the physical simulation were
directly included in the SPICE simulation. The power of ADS lies in the ability
to parameterize many aspects of the design. In addition to that, highly accurate
simulations were possible which could account for dielectrics that Fasthenry was
not capable of. The main drawback of the tool was in the inability to automate to
the same extent as with Fasthenry as well as the time required for each simulation,
which was much longer than compared with Fasthenry.
Simulation in ADS is broken up into 7 steps; Layout and substrate creation, design
parameterization, simulation setup, inductance and quality factor simulation, coil
tuning, eﬃciency simulation and matlab data extraction.
The layout and substrate creation involved creating the coil and deﬁning the
electrical parameters and physical layout of the layers. The substrate consisted
of the conductor materials and thicknesses as well as the dielectric materials and
thicknesses which were to be simulated. In addition to this, the substrate deﬁned
the order of the material layers relative to each other as well as the coil separation
air gap. One of substrate, which was used for the case study on the brain implant,
is shown in ﬁgure 3.3. It deﬁnes two PCB board layers, one with an FR4 substrate
and the other with a polymide substrate, each with conductors above and below the
substrate which are connected by vias. The two PCB boards are separated by an
air gap which deﬁnes the coil separation.
Figure 3.3.: ADS substrate with two double layer PCB boards separated by an air
gap.
The layout of the planar coil was created as either a fully parameterizable, built-
in component, of which Agilent has many, or imported from the PCB-layout as a
DXF ﬁle. Typically, the already optimized geometry from the Fasthenry simulation
were used as the starting point for the ADS layout. The ADS results were then
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used to conﬁrm the Fasthenry results as well as to generate more accurate results
by simulating the diﬀerent dielectric aﬀects that Fasthenry was not capable of. The
ADS layout, consisting of both WPS and WS coils was then exported and used in
the PCB layout editor.
One important feature of ADS is the ability to parameterize nearly every aspect
of the simulation. Through the use of ADS built-in components, every aspect of
the inductor shape could be easily parameterized. In addition, the substrate that
was used was also parameterizable, making just about every aspect of the design
completely parameterizable in one simulation run. This feature was often used in
order to simulate several diﬀerent coil separation distances in the same simulation
run. In this way, the coil coupling could be simulated at varying distances and the
results could be extracted to Matlab for further processing.
After this point, the simulation was setup as a low frequency MoM simulation
[4], since the wavelength of the carrier frequency was large in comparison to the
dimensions of the coil. The two ports of each coil were deﬁned as being the plus and
minus point of reference for the simulation. Other aspects aﬀecting the substrate,
layout and mesh were tweaked for the simulation in question.
Once the simulation was properly setup, a SPICE schematic was created to extract
the self and mutual inductance as well as the quality factor of the coils. The created
layout was placed as a library component and the S-parameter ports were deﬁned
for the simulation. The simulation was setup to use the S-parameter results of the
simulation and a sweep was setup to cycle through the parameterized variable. The
self and mutual inductances, coil coupling, AC resistance and coil quality factor
were predeﬁned as a set of equations. At this point the simulation was run and
the results were generated. A template of the plotted results was deﬁned to be
displayed at the end of the simulation. The results were then visually inspected
for obvious errors. At this point, the simulation was complete and the results were
left for later processing. Figure 3.4 shows the ADS schematic which instantiates
the coils used in the case study for the wireless ﬂow measurement system. Several
substrates were created with varying coil separations and the schematic simulates
each substrate, each time extracting the values for the coil coupling, quality factor
and self inductance.
The next step in the design stage was the tuning of the resonant circuit. For
this step, ADS has an optimization engine which proved very eﬃcient. Creating an
automated way of tuning the circuit into resonance was accomplished by setting a
goal and allowing the optimization engine to randomly tune the capacitor until the
goal was reached. The goal was simply that the imaginary part of the coil impedance
should approach zero. As a starting point for the tuning, the familiar equation
ω = 1/
√
LC was used. This of course assumes that the circuit was in parallel or
series resonant typology. Tuning to a desired impedance was also performed with
slightly more complicated goal settings. After the initial setup, tuning was performed
quickly and easily. The schematic that was used to accomplish this optimization is
shown in ﬁgure 3.5a.



































































Figure 3.4.: ADS schematic used to simulate the coil parameters L11, L22, k12, Q11,
and Q22. In this case, the coil separation was varied and the resulting

























































































































(a) ADS schematic used to automatically tune the coils to resonance. ADS performs























































































(b) ADS schematic used to simulate the efficiency of the coil system. ADS performs an
AC-SPICE using the MoM simulation results of the coil system to determine the input
and output power as well as overall efficiency.
Figure 3.5.: ADS schematics used to tune and simulate the eﬃciency of the coil
system.
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SPICE schematic was created which performed a steady state AC simulation in order
to determine the eﬃciency of the coil typology. The created layout was again placed
as a library component and the sweep was setup to cycle through the parameterized
variable. Predeﬁned equations were also setup to extract the input power, output
power and the ratio giving the overall eﬃciency, see equation 2.20. The results were
displayed using a predeﬁned template and they were visually inspected for obvious
errors. The simulation results for the eﬃciency and coil self inductance, coupling
and quality factor were now ready for further processing.
Further processing was performed with the help of a Matlab script to extract all
the text information from the data display results. The script that was used to
import the data can be found in the Appendix. The results, which were displayed
using a predeﬁned template, were specially formatted in order to contain all rele-
vant information for the simulation. Information, for example, on coil separation
distance, simulated substrate name and frequency were all included along with the
coil self inductance, mutual inductance, coupling and eﬃciency. Matlab parsed the
resulting text ﬁle for all this information, storing it in a dynamic structure. In ad-
dition to the raw data being written to a ﬁle, Matlab was used to create ﬁtted data.
For coupling and eﬃciency, data was ﬁtted to an f(x) = a + b exp x type of curve.
At larger coil separation distances, the ﬁtted curve describes the expected course of
the coupling and eﬃciency curves. At smaller coil separation distances, the ﬁt is not
nearly as good but it is adequate. The information was then further processed and
used, for example, to be compared with Fasthenry as well as measurement results.
3.4. Measurement and Test Methodology
Important in determining the accuracy of the design is the measurement of the coil
parameters as well as veriﬁcation of the hardware design. The coil parameters of
interest are the inductance, coupling and the quality factor as well as the eﬃciency.
In order to measure the coil inductance, coupling and the quality factor, a vector
network analyser from Rohde and Schwarz was used, shown in ﬁgure 3.6.
The vector network analyser was used to measure the two port S-Parameters. In
comparison to the Z-, Y-, H- and ABCD-Parameters, S-Parameters use matched
termination loads and measure quantities in terms of power. The matched termina-
tion loads are much more suitable for high frequency measurements than the short
and open circuit of the other parameters. Through appropriate choice of circuit
models, the coil parameters and the eﬃciency can be determined. The network
analyser from Rohde and Schwarz was capable of measuring in the frequency range
from 9 kHz up to 4GHz with a dynamic measurement range of 125 dB and a noise
measurement ﬂoor of -125 dBm. For convenience, the S-Parameters were converted
to Z-Parameters using the following equations. Where Sab is element a,b of the 2×2
S matrix and Z0 is the characteristic impedance of the line, in this case 50Ω.
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Figure 3.6.: ZVRE Network Analyser from Rohde and Schwarz.
Z11 =
(1 + S11)(1− S22) + S12S21
(1− S11)(1− S22)− S12S21Z0 (3.3)
Z12 =
2S12
(1− S11)(1− S22)− S12S21Z0 (3.4)
Z21 =
2S21
(1− S11)(1− S22)− S12S21Z0 (3.5)
Z22 =
(1− S11)(1 + S22) + S12S21
(1− S11)(1− S22)− S12S21Z0 (3.6)
A simpliﬁed electrical model of the coils is then used to extract the coil induc-
tance, mutual inductance and quality factor and is shown in ﬁgure 3.7. All parasitic
resistances and capacitances from the coils and between coils have been neglected.
This model is therefore only valid for a limited range of frequencies well below the
resonant frequency of the coil and the magnetic link. Port 1 of the network analyser
is therefore connected to coil 1 and port 2 to coil 2. The Z-Parameter matrix is
extracted and used to determine the self inductance, mutual inductance and quality












Figure 3.7.: Coil Model valid at frequencies well below resonance.




R11 + jωL11 jωM12
jωM12 R22 + jωL22
]
(3.7)
Where the angular frequency ω = 2 π f . The self inductance, mutual inductance



















Note that the element Zab represents element a,b of the Z-matrix and that ℜ and
ℑ represent the real and imaginary operators. From the self and mutual inductance,
the coil coupling k12 is calculated via equation 2.16.
Measurement of the eﬃciency was performed after tuning the circuit into reso-
nance. Two diﬀerent methods were used to measure eﬃciency. The ﬁrst method
involved measuring the S-Parameters with the network analyser and the second
method involved a measurement of the eﬃciency using a frequency generator and
oscilloscope.
Measuring the S-Parameters of the tuned circuit at coils 1 and 2 resulted in 2× 2
S-matrix which was then used to determine the eﬃciency. Speciﬁcally, the available
power gain of the network was calculated. The available power gain is deﬁned as
the ratio of maximum time average power available to the load to the maximum
time average power available from the input source. Matched load and source are
thus reﬂected in the calculation of eﬃciency. The conversion from S-Parameter to
available power gain is given by the equation
Ga = |S21|2 1− |ΓS|
2
|1− ΓSS11|2(1− |Γ2|2) (3.13)







Measuring the eﬃciency using a signal generator and an oscilloscope is slightly
more complex. With known self inductances, resonant capacitor were calculated.
Measuring the power on the load resistor RL needs to be performed with care. To
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measure the power on the load resistor an oscilloscope measuring at 50Ω impedance
was used in a setup shown in ﬁgure 3.8. The reason for not using the oscilloscope
in high impedance mode is that parasitic capacitances which are present in that
mode will drive the coils out of resonance. The load resistance is then connected in
series to the oscilloscope with load Ro = 50Ω which is connected to the resonant
circuit. The measured voltage from the oscilloscope is vo, which is used to calculate
the load voltage vout = voRL/Ro+ vo. The power output to the load resistance and




Figure 3.8.: Measurement circuit to determine the output power on the load resistor
RL
The coil was then attached to a signal generator which was set to the operating
frequency dictated by the tuning. The input power to the WPS coil was then








Figure 3.9.: Measurement circuit to determine the input power to the WPS coil
It was important here not to let the measurement errors from the coil self induc-
tance and AC resistance inﬂuence the determination of the input and output power
to the coil system. To that end, referring to ﬁgure 3.9, the input voltage to the
coil system vin and the input power Pin, dependent only on the measured oscillo-
scope voltage vo, the known oscilloscope impedance Ro = 50Ω, the signal generator
impedance Rs = 50Ω and the set signal generator source voltage vs are given by the
following equations
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The eﬃciency of the system is then calculated using the standard formula η12 =
Pout/Pin. One ﬁnal note concerning the measurement is that the choice of how
the voltage vo is measured must remain consistent between the measurements of the
input and output voltage and power. In other words, if the RootMean Square (RMS)
voltage is measured at the input coil, the RMS voltage needs to be measured at the
output coil.
3.5. Conclusion
A design methodology for the WPS and WS coil systems was presented. This de-
sign methodology utilized two simulation tools which employed diﬀerent calculation
methods in order to quickly establish a design meeting the required speciﬁcation.
The ﬁrst simulation tool, Fasthenry which uses a GMRES algorithm, was employed
to rapidly simulate variations in coil parameters in order to see the eﬀect on coil
self inductance, quality factor and coupling. Based on the simulation results, the
eﬃciency was determined using equation 3.1. After the Fasthenry simulation and
eﬃciency calculations were veriﬁed to meet the speciﬁcation, ADS, which uses a
MoM algorithm, was employed to more accurately simulate the coil self inductance,
coupling and quality factor. Once the results of the ADS simulation were veriﬁed
against the Fasthenry and calculation results, a set of PCB board was manufactured
and the coil parameters were measured and again compared against the simulation
results in order to verify the performance.
In order to enable Fasthenry to simulate variations in design parameters and to
ease the simulation in ADS, a suite of Matlab was designed which, based on a
simple M-ﬁle, created multiple Fasthenry geometry ﬁles, simulated each of the ﬁles,
extracted the results and created a DXF ﬁle based on the Fasthenry geometry. This
tool enabled the simulation and parameter extraction of any number coils with any
combination of supported geometric shape.
The method in which ADS was used was likewise described and the methods in
which measurements were performed in order to extract the coil self inductance,
coupling and quality factor as well as eﬃciency have also been presented.
These tools and measurement methods have been employed in each of the case
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iEDT-Sensor System for the
Detection of Condensation
Immediately there fell on him a mist and a
darkness; and he went about seeking some
to lead him by the hand.
(Acts 13:11)
Fogged windshields present to the driver and passengers both an annoyance and a
safety risk. Sudden humidity or temperature variations cause condensation to form,
limiting visibility. Drivers are also forced to manually control the ventilation system
in order to maintain a free view. These distractions in turn also raise the risk of
accidents.
Interest in the development of automated climate control systems have expanded
from mere temperature control to include condensation control. Condensation on
the windshield is one of the most frequently cited problems of the HVAC system [1]
and control of it is highly desirable for customers [2]. Condensation can occur due
to numerous factors including [3]:
• sudden drops in windshield temperature due to rain, fog or snow
• highly saturated air and tropical like conditions
• preexisting condensation in the ventilation system
• vapor steam due to passengers
By detecting the conditions which lead to the formation of condensation on the
windshield, demands placed on the driver are reduced and both the safety and
comfort of the driver and passengers is increased. Through measurement of certain
parameters on the windshield and in the cabin, the current state of condensation
can be deduced and then controlled using the Electronic Control Unit (ECU). The
HVAC system can be automatically regulated and thus a continually high visibility
can be maintained for the driver.
Currently, two diﬀerent approaches have been explored for deducing the state of
condensation on the windshield. The ﬁrst method is known as dewpoint monitoring
and involves measuring the temperature of the windshield and comparing it to the
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dewpoint in the automobile cabin. If the temperature of the windshield approaches
the dewpoint in the cabin, condensation will occur. Such systems are currently
available on the market for example through the companies Preh and Sitronics [4, 5].
These systems track both temperature and dewpoint through a wired connection to
the windshield. The trends in the measurement parameters show the increasing or
decreasing risk of condensation and can be used in order to completely prevent the
formation of dew. The wired connections to the windshield, however, lead to more
complicated maintenance, especially by windshield replacement, which of course
means higher associated costs. Also, due to metal fatigue associated with the wired
connections, the system lifespan is limited.
Another type of condensation control system uses a passive infrared system to
measures the infrared radiation emitted from the windshield in order to remotely
obtain the temperature of that object. The infrared radiation emitted from the
windshield is incident on a thermopile which deduces the temperature of the wind-
shield, such as the MLX90614 infrared sensor from Melexis [6]. With this type
of sensor, the temperature of the windshield can be remotely determined and the
amount of condensation can be deduced. However, such systems are typically cost
prohibitive in all but the luxury vehicle segment. The presence of other substances
on the windshield, for example dust, may also increase or decrease the emissivity
and thus lead to potentially large measurement errors. As well, anything that blocks
the line of sight view between the sensor and windshield would disrupt the system
functionality. With this in mind, a new system approach has been developed to
overcome these shortfalls.
The new approach is to use a remotely powered, wireless sensor systems where
the power is derived via magnetic ﬁelds. The wirelessly powered sensor system is
placed on the windshield and enables real-time temperature monitoring which al-
lows a dewpoint detection system that does not suﬀer from the previously described
shortcomings of the wired or infrared dew point systems. In other words, because
the system is wireless, no connecting wires to the windshield are needed so the
replacement and mounting eﬀort is less than compared to a wired dewpoint mea-
surement system. Also, since the remote system is wirelessly powered via magnetic
ﬁelds, it does not require line of sight and will function reliably through all non-
conducting materials. As well, any thermal warming of the temperature sensor due
to these wires is also reduced. This wirelessly powered sensor system extracts usable
electrical energy to power the temperature sensor electronics from an EMF that is
induced in a coil by an alternating magnetic ﬁeld. At the same time, a full-duplex
communication is possible over the same inductively coupled coils.
Such a sensor system topology is not new, in fact wirelessly powered sensor systems
have been a topic of research for many years. A few of the driving applications behind
these systems will be listed. For example, from biomedical engineering, where such
sensors are being used for implantation systems [7], [8], or in industry automation
where remotely powered, wireless sensors are reducing wiring costs and increasing
ﬂexibility [9] and in logistics where the combination of RFID and sensors is being
used to decrease damages by better controlling and measuring the environment
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[10]. In the automobile industry passive keyless entry systems and tire pressure
monitoring systems (TPMS) often make use of these principles, for example the
TPMS from ETV Corp [11].
The project was an industrially driven research project funded by the Bremer
Innovations-Agentur GmbH (BIA), a state funded corporation which invests in re-
search and development in the Bremen area. The industrial partner is an automobile
parts manufacturer that was interested in pursuing the development of this system.
The requirements for the system were dictated in large part by the customer re-
quirements from the partner as well as the experience of the partner so that the
developed prototype would be test ready.
The application of this technology as part of a climate control system will be
discussed. Included will be the system concept, physical principles of operation and
system design considerations. Measurement results will also be given and the limits
of the technology will be explored. Finally, opportunities for further research will
be discussed.
4.1. Temperature, Humidity and Dewpoint Sensing
In order to determine whether condensation has formed on the windshield, the
dewpoint must be determined. The dewpoint is the temperature at which humid air
must be cooled for water vapor to condense. The dewpoint Td is dependent on the
humidity of the air surrounding the windshield in the cabin Hc and the temperature
of the windshield TC along with the empirical constants γ and β. The formula






















In the case of the humidity sensor SHT11 from Sensirion which was used in the
prototype, γ = 243.12℃ and β = 17.62 for temperatures between 0℃ and 50℃. As
the temperature of the windshield approaches the dewpoint temperature, humidity
from the air will condense and block the drivers view.
The temperature of the windshield Tc was determined using a bandgap temper-
ature sensor from National Semiconductor, the LM94021. Bandgap temperature
sensors are very common, relatively inexpensive temperature sensors which can be
integrated into existing CMOS processes. They rely on the temperature dependence
of the forward bias voltage of a diode. By comparing the diﬀerence of the forward
bias voltage ∆VBE at two diﬀerent operating currents IC1 and IC2, the temperature









where q = −1.6 10−19C is the charge of an electron and K = 1.4 10−28 J/C is the
Boltzmann constant.
The LM94021 is a micropower device with a typical quiescent operating power of
27µW at the 3V power supply which comes integrated with a variable gain output
and can accurately measure temperatures from -50℃ to 150℃ with a worst case
accuracy of ±2.7℃.
The humidity of the cabin Hc was determined using a humidity sensor from Sen-
sirion, the SHT11. The humidity around the sensor is detected using a capacitive
principle and a polymer dielectric. The polymer dielectric operates through the
absorption and desorption of the air humidity into the polymer. Water vapor has
a real dielectric constant of around 80 ǫ0 at lower operating frequencies which is
much larger than the typical dielectric constant of polymers. As the water vapor
is absorbed or desorbed, the dielectric constant is increased or decreased. The ca-
pacitance of the structure is then detectable as a function of the humidity, see Eq.
4.3. The relative permittivity of the polymer ǫr is therefore dependent upon the
humidity of the cabin Hc. A is the cross sectional area of the polymer and d is the
distance between the capacitor plates. The capacitance C therefore changes linearly
according to the equation




The SHT11 comes with an integrated CMOS circuit which has been used to store
calibration values, perform the analog signal conditioning, the A/D conversion and
the logic required for the Serial Peripheral Interface (SPI) data bus, which is used
to read the data digitally from the sensor. It is capable of measuring the relative
humidity between 0% to 100% with an accuracy of ±3.0% relative humidity over
a temperature range of -40℃ to 125℃. The response time of the sensor is between
5 s and 30 s and the typical dynamic power consumption is 80µW with a 12 bit
measurement every second at the operating voltage of 3V.
4.2. System Architecture
Vehicles with condensation control systems typically have a wired system attached
to the windshield in close proximity to the rear view mirror [3]. This iEDT-sensor
system consists of a WPS and WS. The WPS is integrated into the foot of the rear
view mirror and the WS is embedded into or bonded onto the windshield in close
proximity to the foot of the rear view mirror. The WPS generates a magnetic ﬁeld
which is inductively coupled to the WS and is responsible for demodulating and
decoding information transmitted from the transponder. Additionally the WPS has
a built in temperature and humidity sensor for determining the cabin dewpoint. The
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WS converts the EMF induced by the alternating electromagnetic ﬁeld to regulated
DC power for use by the temperature sensing electronics. It then uses a temperature
sensor to measure and an A/D converter to digitize the windshield temperature. The
measurement data is encoded and modulated on the operating frequency via load
modulation to the WPS. Further information to the system is given in [13]. The
operating frequency for this application was chosen to use internationally available
International, Scientiﬁc and Medical (ISM) Band of 13.56MHz.
4.2.1. Temperature Detection on the WS
The WS consisted of the LM 94021 temperature sensor from National Semicon-
ductors, a PIC12F675 microprocessor from Microchip, a modulator, a rectiﬁer and
regulator, a clock extractor and a WS parallel resonant circuit comprised of the ca-
pacitor C2 and coil L22 which was coupled with the coupling factor k12 to the WPS









Figure 4.1.: Diagram of the WS electronics
The alternating ﬁeld generated from the WPS subsystem, in accordance with
Faraday’s law, induced an EMF in the WS coil L22 which was then used as the
power source for the circuit. The resonant circuit maximizes the available energy to
the electronics by canceling the leakage inductance of the weakly coupled coils. The
induced power source was rectiﬁed using a bridge rectiﬁer and high speed shottky
diodes and regulated to 3V using a buck converter from Linear Devices.
Using the Microchips microcontroller, temperature measurements were captured,
the data was encoded into a bitstream and modulated onto the carrier. A synch-
ronous data communication link was used in order to simplify the WPSs decoding.
The synchronous clock was extracted from the induced EMF through the use of a
Schmitt trigger inverter and the frequency was reduced through the use of six D-
ﬂipﬂop frequency divider circuits which resulted in a 212 kHz subcarrier frequency.
The clock extraction block in ﬁgure 4.1 was composed of an SN74AUP1G14 Schmitt
trigger inverter and an SN74AUP1G80 D-ﬂipﬂop from Texas Instruments line of ul-
tra low power components. Once the power supply was stabilized to 3V, the PIC
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microprocessor began sampling the temperature value from the sensor and using
the internal A/D converter to digitize the value. The measurement values were
then encoded into a data packet along with a Cyclical Redundancy Check (CRC)
checksum as well as a preamble. The data packet was then binary modulated with
a load modulation using a Binary Phase Shift Keying (BPSK) circuit. The modu-
lation block in ﬁgure 4.1 switched a capacitor parallel to the resonant circuit using
a transmission gate and thus changing the impedance and forcing the circuit out of
resonance. The ADG741 transmission gate switch from Analog Devices was used
as the modulation switch. This change of impedance was sensed by the WPS as an
amplitude modulation.
4.2.2. Condensation Detector on the WPS
Based on the environmental temperature and humidity, the dewpoint is the tem-
perature at which condensation in an environment forms. If the temperature of
the windshield is at or below the critical dewpoint temperature, water vapor in the
air will condense and condensation will form. With a continuous monitoring of the
dewpoint and windshield temperature it is possible to not only detect the formation
of condensation but also to predict if the conditions are approaching the dewpoint.
The climate control system of the vehicle can adjust the HVAC system accordingly
to prevent the formation of condensation.
The WPS consisted of the SHT 11 temperature and humidity sensor from Sen-
sirion, a PIC16F767 microprocessor from Microchip, a serial interface, the EM4094
which is an integrated demodulator and current driver from EM Microelectronics, a
voltage regulator, an oscillator and a matching network comprised of the capacitors
C1a and C1b as well as the inductor L11 which was coupled by the coupling factor k12
to the WS coil inductor L22, see ﬁgure 4.2. The matching network’s impedance was
matched to the 5Ω current driver of the EM4094 circuit for optimal power transfer.
The current driving circuit generated an alternating current of 200mA driven into
the matching network and, in accordance with Ampere’s law, generated an alternat-
ing magnetic ﬁeld. The BPSK modulated data from the WS which was contained
in the phase of the carrier signal was demodulated by the EM4094 and the raw data
was given to the microprocessor. Since the data was transmitted synchronously, the
packet’s preamble was located by sampling the demodulator output at the 212 kHz
subcarrier frequency. The data packet was found by comparing the preamble sig-
nature to the sampled data and the temperature data was veriﬁed by means of the
CRC checksum. After successfully decoding the windshield temperature from the
WS, the microprocessor ascertained the cabin temperature, Tc, and humidity, Hc,
from the Sensirion sensor via a SPI bus. This data could then be given to the ECU













Figure 4.2.: Diagram of the WPS electronics
Description Value
Maximum radius of the WPS coil ≤ 1.8 cm
Maximum radius of the WS coil ≤ 1.5 cm
Coil separation ≤ 5 cm
Maximum power supply of the WPS 250mW
Table 4.1.: Requirements of the wireless condensation detection system
4.3. Simulation and Design of the iEDT-System
The requirements for the system are related in table 4.1 and were established in
close cooperation with the industrial partner. The size of the WS coil was limited to
2.6 cm or less so as to not obstruct the vision of the driver since this coil was to be
mounted on the windshield. The size of the Wireleless Power Supply coil was limited
to 3.5 cm or less since the rearview mirror has a limited space where the WPS can
be housed. The coil separation was dictated by the maximum distance between the
mounted WS on the windshield and WPS in the rear view mirror and was determined
to be no more than 5 cm. In addition to these dimensional requirements, the WPS
electronics were not allowed to consume more than 250mW of power.
The coil system was originally simulated and designed as per [14] using the closed
mathematical solutions provided in chapter 2. The outcome of the design were the
coil parameters listed in table 4.2. The PCB conductors were simulated with a
thickness of 35 µm and the tracks were 0.4094mm wide with a spacing of 0.3mm.
The coils were designed with circular forms directly on a PCB board. The WPS
coil had an outer radius of 1.82 cm, 4 windings and a substrate thickness of 1.5mm
manufactured on FR4. The WS coil was designed with an outer radius of 1.5 cm,
7 windings and a substrate thickness of 0.3mm manufactured on FR4. The FR4
material was simulated with a relative dielectric permittivity of 4.7 and a loss tangent
of 0.03.
The design was veriﬁed using the ADS and Fasthenry methodology presented
in chapter 3 to conﬁrm the values for eﬃciency, self inductance, coil coupling and
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Table 4.2.: Dimensions and manufacturing parameters of the coils
Coil dimensions WPS coil WS coil
Coil radius 1.8 cm 1.5 cm
Windings 4 7
Conductor width 401µm 401µm
Conductor spacing 300µm 300µm
Conductor thickness 35µm 35µm
Substrate thickness 1.5mm 300µm
Substrate permittivity 4.7 4.7
Substrate dielectric loss tangent 0.03 0.03
quality factor. The Fasthenry simulations were setup with the parameters listed
while varying the coil separation distance in order to extract the coupling as a
function of the distance. Although the simulation relies on a text ﬁle to describe
the geometry of the inductors, the Fastmodel tool, which Fasthenry is a part of,
includes a visualization mode. Figure 4.3a shows a representation of the two coils
that were simulated in Fasthenry at a distance of 5 cm from each other. The coils
that were simulated in ADS are shown in ﬁgure 4.3b. The top coil with 7 windings
is the WS coil and the bottom coil with 4 windings is the WPS coil. The coils shown
in the ADS ﬁgure were also separated by a distance of 5 cm.
(a) Picture of the coils simulated in Fasthenry.
The left hand coil with 7 windings is WS
coil and the right hand coil with 4 windings
is the WPS coil. The coils are at a distance
of 5 cm from each other.
(b) Picture of the coils simulated in ADS. The
top coil with 7 windings is WS coil and the
bottom coil with 4 windings is the WPS
coil. The coils are at a distance of 5 cm from
eachother in an air medium with 0.3mm
and 1.5mm FR4 PCB laminate over and
under the coil, respectively.
Figure 4.3.: Simulated coils in ADS and Fasthenry
The ADS simulations were setup into two parts, the ﬁrst for simulating the coil
parameters such as self inductance, coil coupling and quality factor and the second
for simulating the eﬃciency. To simulate the coil parameters, an S-Parameter sim-
ulation was used. The coil layout was imported into a schematic and port 1 of the
simulation was attached to coil 1 and port 2 to coil 2. The self inductance, coil
coupling and quality factor were deﬁned as measurement equations. Diﬀerent sub-
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strates with varying coil separation distances were simulated in the same schematic
using a parameter sweep. Two of the substrates are shown in ﬁgure 4.4. These
substrates have an air coil separation of 5mm (ﬁgure 4.4a) and 50mm (ﬁgure 4.4b).
(a) ADS substrate with a coil separation of 5mm.
(b) ADS substrate with a coil separation of 5 cm.
Figure 4.4.: The ADS substrate which were used in the simulation of coil parameters
and eﬃciency. The substrates have open ended air layers at either end.
The two PCB FR4 substrate are represented with a 0.3mm thickness for
the WS and 1.5mm for the WPS. The air layer between the substrates
is the coil separation and was varied between 0.5 cm and 5 cm.
The simulation of the eﬃciency involved two steps. The ﬁrst step was to trim
the WPS coil to 5Ω and the WS coil into resonance. This was accomplished ini-
tially through hand calculations and then optimized using an ADS optimization
routine which randomly varied capacitor values within set limits until the goal of
resonance was reached within the speciﬁed tolerance. After the coils were brought
into resonance, an AC simulation was setup with the frequency varied around the
operating frequency of the energy transfer. Again, the coil was imported into the
schematic and the diﬀerent substrates were simulated in the same layout using the
parameterization features available in ADS. The eﬃciency was then calculated in
a measurement equation as the ratio of output power to input power. For more
details to the simulation techniques, see chapter 3.
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Measurements were performed on the coil system testing for the self inductance,
coil quality factor and mutual inductance. The measurement techniques used were
diﬀerent than those described in chapter 3. For further information on the measure-
ment techniques, please consult [14]. It should be noted that the measurements for
the quality factor and self inductance were performed using an LCR meter and were
only performed at one frequency point thus making a comparison of the simulation
and measurements versus frequency impossible.
4.4. Measurement and Experimental Results
Based on the design methodology, a prototype of the iEDT-sensor system was man-
ufactured with the WPS on a 3.9 cm by 3.9 cm PCB and WS system on a 3.3 cm
by 3.3 cm PCB. The PCB was manufactured with parameters corresponding to the
simulation described in table 4.2 including the radius, number of windings, conduc-
tor width, conductor height and conductor spacing.
The self inductance and quality factor of the coils were measured at the operating
frequency using an LCR meter. The results from the measurement were compared to
the simulation results and are given in table 4.3. Both the calculated and measured
self inductance L11 and L22 are given and the error between them is less than 3%.
The measured quality factor of the coils are also shown. They were measured to be
Q11 = 38 for the WPS and Q22 = 42 for the WS side. Also given are the capacitor
values C1a and C1b which result in a matched 5Ω impedance which matched to
the current driver circuit thereby maximizing the power transfer. The WS resonant
capacitor C22 for the parallel resonant circuit is given along with the modulation
capacitor Cmod for the load modulation circuit. The load modulation capacitor was
chosen to be as large as possible to ensure a large change in impedance but not so
large as to disrupt the clock extraction circuit when switched on.




Simulated Measured Simulated Measured
L11 1.13µH 1.18µH L22 1.90µH 1.86µH
Q11 35 38 Q22 46 42
C1a 88 pF C22 74 pF
C1b 29 pF Cmod 30 pF
The coupling factor k12 as a function of distance between the coils is shown in
ﬁgure 4.7 and has a relative error of less than 10% when comparing the measurement
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to the ADS and Fasthenry values. The coupling factor is approximately 16% at a
1 cm coil separation and 1% at a 5 cm coil separation. The prototype was fully
functional up until a distance of 4 cm.
At 4 cm coil separation, the prototype ceased to function properly. Speciﬁcally,
the demodulation from the WS to the WPS was not successfully being performed.
Enough power was being converted to power for use by the electronics but the mod-
ulated signal was not being properly demodulated by the WPS. A more in depth
look will be given in order to more fully explain the reason behind failed communi-
cation. The coupling factor aﬀects both the link eﬃciency and data communication
channel of the system. In the case of this prototype, the coupling has restricted the
data communication of the system parameter. The reason for this will be demon-
strated using the load modulation circuit in ﬁgure 2.6. Equation 2.21 shows how the
modulated impedance load aﬀects the load impedance ZL of the WS. This chang-
ing impedance is sensed on the WPS as a scaled impedance which depends on the
WS load impedance ZL, the coil coupling and inductance ratio, see the impedance











Figure 4.5.: Load transformation of the WS load resistance to the WPS resonant
subsystem. The voltage vAM is where the amplitude demodulation cir-
cuit senses the impedance change due to the load modulation on the
WS.
The impedance Ze represents the total impedance due to the electronics on the
WS including the rectiﬁer, regulator, microprocessor and temperature sensor but
excluding the impedance of the modulation capacitor ZM. When the modulation
capacitor is switched oﬀ, the total impedance of the WS, ZL, as deﬁned in ﬁgure
2.2a is the impedance due to the electronics Ze in parallel with the WS resonant
capacitor C2, see equation 4.4. With the modulation capacitor switched on, the
total impedance of the WS as deﬁned in ﬁgure 2.2a is the impedance of the mod-
ulation capacitor ZM in parallel with the impedance due to the electronics and the
















with modulation switch closed (4.5)
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To illustrate how this aﬀects the demodulation of the signal, measurement values
will be used from the system. The WPS and WS coils lead to an inductance ratio
n = 1.3. The maximum power used by the electronics is 2mW at the DC operating
voltage of 3V which results in an impedance of Ze ≈ 3V22mW ≈ 4.5 kΩ. At the
operating frequency of 13.56MHz, the impedance of the modulation capacitor is
ZM = −j 391Ω and the impedance of the WS resonant capacitor is Z2 = −j 166Ω.
Referring to the circuit in ﬁgure 4.5, the voltage diﬀerence ∆vAM was calculated for
each of the measured coupling points. The change in impedance was detected by
the EM4094 amplitude demodulator which is capable of detecting voltage changes
as small as 3mV peak-to-peak. Assuming worst case resistive requirements of the
electronics, ﬁgure 4.6b shows that at a distance of 3 cm the 3mV peak-to-peak
voltage diﬀerence is reached. At distances of less than 3 cm, the voltage diﬀerential
upon switching is suﬃcient for normal demodulation operation. This calculation
has assumed that a 5V DC voltage is superimposed on the vAM signal, which is the
maximum allowed according to the EM4094 speciﬁcations.
Another factor which limits the data transmission is the extraction of the clock on
the WS electronics from the carrier signal. During modulation, when the modulation
capacitor is switched on, the load impedance of the WS is changed and the resonant
circuit is detuned. This detuning decreases the induced voltage available to the
rectiﬁer which lowers the input voltage to the clock extraction circuit. The Schmitt
trigger circuit for the clock extraction relies on a voltage level above it’s threshold
voltages from the induced voltage in order to extract the clock. When the voltage
level falls lower than the threshold levels of the Schmitt trigger, the clock cannot be
extracted. The microprocessor thus ceases to function and is unable to modulate
the data.
Crucial for obtaining enough power for the operation of the WS electronics is
a high eﬃciency η12. Measurements of the eﬃciency were performed according to
[14] and the resulting eﬃciency according to the ADS simulations and the eﬃciency
calculations from equation 3.1 using Fasthenry simulation results are all shown in
ﬁgure 4.7. The corresponding eﬃciency shows a relative error of slightly more than
10% The power from the coil driver is approximately Pin = 200mW which means
that at a coil separation of d12 = 5 cm, where the eﬃciency is η12 ≈ 2%, power
of 4mW is available to the WS. The WS electronics require a maximum of 2mW
of dynamic power which means that the available power is suﬃcient even at this
distance.
After the characterization and measurement of the system parameters, temper-
ature and humidity measurements were performed on the prototype in a climate
chamber with the distance between WPS and WS ﬁxed at d12 = 4 cm. Between
-20℃ and 80℃ the remotely sensed temperature shows a maximum absolute de-
viation of 2.5℃, see ﬁgure 4.8, which lies within the speciﬁcations of the utilized
temperature sensor.
The mounted system is shown in ﬁgure 4.9 with the WS in a clear casing fastened
onto a piece of plexi-glass and the WPS encased in a black housing with the power





















(a) Simulated and measured coupling k12 versus distance























(b) Change in modulation voltage ∆vAM versus coil sepa-
ration when the modulation capacitor CM is switched
on
Figure 4.6.: The measured and simulated coil coupling as well as the AM voltage
























Figure 4.7.: Simulated and measured eﬃciency η12 versus coil separation d12 between





























Figure 4.8.: Measurement results in a climate chamber at a distance d12 = 4 cm
between WPS and WS coils
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dewpoint and temperature on the WS, software was developed on the WPS and
WS. An algorithm was written on the WS microcontroller to regularly convert the
analog temperature signal into digital form with a 3mV resolution. The sensitivity
of the temperature sensor was 10mV/℃ with an absolute worst case accuracy of
±2.7℃. The digitized data was encoded into packet form with a preamble, digital
temperature data and CRC checksum which was then modulated onto the carrier
via the digital transmission gate switch with modulation capacitor. Software was
also developed on the WPS to setup the EM4094 to amplitude demodulation and
use the clock of the EM4094 in order to ensure synchronous data transmission.
The demodulated data signal was then regularly sampled and once the preamble
was found the packet was extracted from the demodulated data stream. After
veriﬁcation of the checksum, the WS temperature along with the temperature and
humidity at the WPS were transmitted serially to a notebook which displayed the
temperature along with the calculated dewpoint on a a Labview application.
Figure 4.9.: Mounted prototype of the WPS and WS. The WS is encased in plexi-
glass with the WPS encased in a black housing. The distance between
the WPS and WS is d12 ≈ 4 cm.
4.5. Conclusion
A sensor system has been developed for use in a climate control system to detect
the conditions which lead to condensation. The WS, which can be integrated into
the windshield of an automobile in proximity to the rear view mirror, uses induc-
tively coupled energy to wirelessly measure the temperature of the windshield. The
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temperature data is then modulated back to WPS for signal processing. The WPS
is to be integrated in the foot of the rear view mirror and contains a humidity and
temperature sensor used in calculating the dewpoint in the cabin. The WPS was
responsible for creating the inductive ﬁeld which the WS uses as a power source and
for demodulating and decoding the WS data and serially transmitting the data for
further processing.
Hardware and software was developed which allowed for continuous monitoring
of the dewpoint around the WPS along with the temperature at the WS. The
iEDT system functioned to a maximum coil separation of approximately 4 cm and
the functionality of the system was veriﬁed in a climate chamber which showed
that the hardware performed within the speciﬁcation. Measurements inside the
climate chamber verifying the functionality of the system from -20℃ to 80℃ with a
temperature deviation of less than 2.5℃. At the coil separation of around d12 ≈ 4 cm
the coil coupling was k12 ≈ 2% and the eﬃciency η12 ≈ 8%. The factor limiting
the functionality of the system was shown to be the voltage diﬀerential which the
demodulator was to measure. Speciﬁcally, the weak coupling resulted in a very
small voltage diﬀerential upon modulation of the WS resonant capacitor. This small
diﬀerential was less than the minimum required voltage diﬀerential as speciﬁed by
the demodulator circuit. The WS electronics was designed to require no more than
PL = 2mW of dynamic power under worst case conditions.
The design and optimization of the coil system including the inductance, cou-
pling and eﬃciency is found in [14]. The important system parameters were then
characterized and compared against simulation and calculated values from ADS and
Fasthenry as well as the eﬃciency equation 3.1. The simulated and measured in-
ductance, coil coupling and quality factor were within 10% of each other. The ADS
simulated eﬃciency and the eﬃciency from equation 3.1 showed an error of slightly
more than 10% compared to the measurement values.
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iEDT Thermal Flow Sensor System
People who are really serious about
software should make their own hardware.
(Alan Kay)
There are many incidences where minute ﬂow rate measurements are required and, in
some cases, a wireless connection is desirable or even necessary. Gas and liquid ﬂow
rate measurements are vital for the biomedical and pharmaceutical industries, for
the automotive industry, for metering of gases and liquids, for determining aircraft
speed, for industrial process control and for controlling air conditioning equipment.
Many other niche markets exist in which ﬂow measurement plays an important role.
Flow sensors measure the mass ﬂow rate or ﬂow rate of ﬂuids, either liquid or
gas. The mass ﬂow rate is the mass of ﬂuid passing through a surface per second
and carries the units kg/s. The mass ﬂow rate is a function of the temperature for
liquids and of temperature and pressure for gases. The ﬂow rate is a measure of
ﬂuid velocity at any point and carries the units m/s.
5.1. Flow Measurement Principles
Many diﬀerent ﬂow measurement principles have been employed and ﬂow meters can
classiﬁed as based on either a mechanical, pressure, thermal, optical, electromagnetic
or ultrasonic principle. A detailed description of each type of ﬂow meter is outside
the scope of this dissertation and the reader is referred to Baker et al. [1] for a more
complete handling of the subject. This next section is meant to familiarize the reader
with the diﬀerent principles of ﬂow measurement with which the developed prototype
iEDT-sensor system would compete with; speciﬁcally thermal, optical, ultrasonic
and electromagnetic principles. A thermal ﬂowmeter is the type of ﬂowmeter which
was employed in the wireless prototype and will be examined to show the principle of
operation as well as to compared the sensor developed at Institute for Microsensors,
-systems and -actuators (IMSAS) to state of the art for this area. Optical, ultrasonic
and electromagnetic ﬂowmeters are all non-invasive measurement techniques which
have little to no aﬀect on the medium since it is the wave aﬀects in the medium which
are used to deduce the mass ﬂow rate or velocity. Thus the sensors and actuators
may be housed separately from the medium and never come in physical contact.
This oﬀers large advantages in many chemically or thermally active mediums. The
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utilized ﬂowmeter does require physical contact with the ﬂuid but the rest of the
WS can be insulated against aggressive medium. Not only that but the WS, being
powered inductively, requires no batteries and no wired connections which makes
maintenance of the system similar to that of the non-invasive techniques. Further,
the thermal ﬂowmeter that was used in this application was speciﬁcally designed to
be thermally stable and chemically inert. The WS with the thermal ﬂowmeter thus
allows for the beneﬁts of a contact measurement and the beneﬁts of a non-invasive
system.
5.1.1. Thermal Flowmeters
Since the developed iEDT-sensor system uses a microsensor which is based on a
thermal principle, this type of thermal sensor will be explained in more detail.
One can diﬀerentiate between two basic type of thermal ﬂow sensors; the inline
thermal mass ﬂow meter also known as an anemometer and the capillary thermal
mass ﬂowmeter also known as a calorimeter. The inline thermal mass ﬂowmeter is
typically represented by a hot wire anemometer and will not be further discussed
here. The capillary thermal mass ﬂowmeter is the type of ﬂow meter developed at
IMSAS and used in this application. Various conﬁgurations exist for this type of
ﬂow sensor but a generic illustration has been presented in ﬁgure 5.1.
Temperature sensor Temperature sensor
Heating Element
Flow
Figure 5.1.: Illustration of the capillary thermal mass ﬂowmeter
The capillary thermal mass ﬂowmeter consists of a thermal element and tem-
perature sensors. Thermal energy is transferred from the thermal element to the
medium and the temperature diﬀerential of the medium is measured upstream and
downstream of the thermal element. When the medium is ﬂowing, the temperature
downstream becomes warmer than the upstream temperature. The measured tem-
perature diﬀerential is proportional to the ﬂow rate and the basic equation governing





Where qm is the mass ﬂow rate in kg/s, QH is the heat input in J/s, K is a constant
dependent on the medium pressure and position of the temperature sensors and is
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given by the units /K, cH is the speciﬁc heat capacity of the medium at constant
pressure given in J/kg. The capillary thermal mass ﬂowmeter is thus dependent upon
the properties of the surrounding medium and must be calibrated. Because of the
measurement dependency on the medium temperature and pressure, sensors may
be used to detect and correct the error which results from the diﬀerent operating
conditions of the medium. The sensor may be operated in two distinct electrical
modes. Using a constant power mode, the power to the thermal element is held
at a constant value and the temperature diﬀerential is thus indicative of the ﬂow
rate. Using a constant temperature mode, the thermal element is controlled in a
feedback loop to maintain a constant temperature diﬀerential on the temperature
sensors. The power applied to the thermal element in the feedback loop in this mode
is indicative of the ﬂow rate. The constant temperature mode is more complex to
implement but it results in a wider measurement range. The measurement range
for the constant power mode is narrower since at high ﬂow rates the temperature of
the heating element drops which leads to a smaller temperature diﬀerential at the
temperature sensors.
A microsensor employing this principle displays a very high resolution and ac-
curacy and has a very fast reaction time. The resolution and accuracy, especially
compared to the non-invasive measurement techniques is far superior with this type
of invasive measurement. The drawback of this measurement principle is that the
sensor will need to be calibrated for the medium and may only be employed when
the speciﬁc heat capacity of the medium remains constant.
5.1.2. Optical Flow Measurement Principles
Optical ﬂow measurements come in two distinct forms and are typically performed
with monochromatic laser light, employing the Doppler eﬀect to measure the ﬂow
velocity. The result is a non-invasive and direct measure of ﬂow velocity. The
main disadvantage to this type of measurement system is that it only works when
reﬂective materials are present in the medium. If the medium consists of a very pure
material then no reﬂection takes place since the refractive index is almost constant.
With little reﬂection in the medium, no measurable Doppler eﬀect exists. Two basic
forms of optical ﬂow measurement exist. The ﬁrst form of optical ﬂow measurement
is laser Doppler velocimetry. A laser light is split into two coherent beams which
are redirected into a focal point that results in an interference pattern. The fringes
of the interference pattern are chosen to be such that they are perpendicular to the
direction of ﬂow. Photodetectors measure the Doppler frequency shift that results




Where v is the velocity of the ﬂuid and c is the speed of the laser light in the
medium.
The second form of optical ﬂow measurement is the particle image velocimeter.
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Many diﬀerent variations exist which utilize this mode of operation. In this mode,
a 2-D planar image of the ﬂow is captured. To do this the medium is seeded with
quantities of a tracer to reﬂect the laser light and which also matches the mediums
density. The seed is thus assumed to match the ﬂow velocity of the medium. A
monochromatic laser light is formed to a 2-D sheet and passes through the medium.
A camera on the other side of the medium records the incoming laser light. As
the seed passes through the medium, laser light is reﬂected. The higher the ﬂow
rate, the more seed passes through the laser light. The 2-D images can then be
interpreted as proportional to the ﬂow rate of the medium.
5.1.3. Ultrasonic Flow Measurement Principles
Ultrasonic ﬂow meters have many variations. Flow velocity can be determined by
transit time, Doppler frequency shift or cross-correlation meters. Other meters,
such as vortex shedding meters, may use ultrasonic transducers to determine ﬂow.
Other less commercialized measurement principles include sing-around and beam
deﬂection techniques. For the sake of brevity, only the transit time meter will be
described in more detail.
Transit time ultrasound ﬂow meters typically send short ultrasonic bursts from
one ultrasonic transducer to another and then back again. The simple mathematical
relationships which deﬁne the transit time principle will be given here. When the
ultrasonic wave moves from one medium to another, power is reﬂected and transmit-
ted. An important parameter for calculating the reﬂected and transmitted power is
the material impedance. The material impedance ZM is the material density ρ times
the ultrasonic wave velocity v in that material: ZM = ρ v. Thus at the interface











A diagram of an ultrasonic ﬂow sensor is shown in ﬁgure 5.2. The total velocity
of the ultrasonic signal v as it traverses the ﬂuid is then the vector addition of the
ﬂow velocity V and the velocity of the ultrasonic waves in the medium c. This forms
the basis of the transit time meter. Ultrasonic transducers are placed on either end
of the tube at a non-perpendicular angle to the direction of ﬂow. The ﬂow rate
of a laminar ﬂow with a direction is dependent upon the lateral distance between
ultrasonic transducers X, the distance between ultrasonic transducers L, the transit
time of the ultrasonic signal in the upstream ﬂow direction tu and the transit time of
the ultrasonic signal in the downstream ﬂow direction td. An ultrasonic ﬂow meter
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may also be non-invasive. It is possible to have such a non-contact measurement by
placing a protective covering between the transducer and the ﬂuid.
V =








Figure 5.2.: Illustration of the transit time principle for ultrasonic ﬂow meters
5.1.4. Electromagnetic Flow Measurement Principles
The electromagnetic ﬂow measurement principle is a non-invasive measurement prin-
ciple which exploits Faraday’s law of induction. A ﬂuid ﬂowing through a pipe passes
through a magnetic ﬁeld. The walls of the pipe contain electrodes whose surface
are perpendicular to both the ﬂow and the magnetic ﬁeld. These electrodes are
electrically isolated from each other. As the ﬂuid moves through the magnetic ﬁeld,
a voltage is induced in the electrodes which is measured by the electrodes. Recalling
Faraday’s law of induction, Eq. 2.3, a time changing magnetic ﬂux density ~B causes
a curled electric ﬁeld ~E. In this case, ﬁlaments of ﬂuid ﬂowing through the pipe
experience a changing magnetic ﬂux density which gives rise to an electric ﬁeld and





Figure 5.3.: Illustration of the measurement principle for electromagnetic ﬂow me-
ters
The voltage that is induced can be shown to follow the relationship V = 2 r ~B · ~v
[1] where V is the induced voltage, ~B is the uniform magnetic ﬂux density, r is the
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radius of the pipe and ~v is the velocity of the ﬂuid in the pipe. This equation is only
valid in the case where the ﬂuid ﬂow is perfectly perpendicular to the magnetic ﬁeld
and where the magnetic ﬂux density is uniform.
5.2. The IMSAS Calorimetric Flow Sensor
A microsensor to measure the mass ﬂow rate has been developed at the Institute for
Microsensors, -systems and -actuators. The sensor, shown in shown in ﬁgure 5.4,
operates on a thermal calorimetric principle and consists of a membrane, a heater,
two thermopiles and a temperature sensor. As a gas or liquid ﬂows over the the
membrane the heater warms the ﬂuid. During the stationary case, when no ﬂuid
movement occurs, the heated ﬂuid has a uniform temperature proﬁle between the
two thermopiles with a temperature diﬀerence of 0℃. With increasing ﬂow rate the
temperature diﬀerence between the thermopiles is skewed with the cooler side being
downstream from the heater and the warmer side being upstream. The temperature
diﬀerence between the thermopiles is then proportional to the ﬂow rate across the
membrane. A more detailed explanation of the operation of the ﬂow sensor as well





Figure 5.4.: Thermal Flow Sensor
The sensor developed at IMSAS oﬀers advantages compared to other Microelec-
tromechanical Systemss (MEMSs) ﬂow sensors. The temperature and chemical sta-
bility have been shown to be very high. The temperature stability was was good
up to 450℃ with a long term stability for the sensor operating at 300℃ [3]. The
chemical stability is excellent since a passivation layer of LPCVD silicon nitride was
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used. LPCVD silicon nitride is chemically inert and shows very few pinhole defects.
In addition to these advantages, the sensor has a reaction time of a few ms and a
good sensitivity, able to measure ﬂow rates as minute as 40 nl/min with a resolution
of 10 nl/min [4].
In comparison to the other non-invasive technologies already described, this sensor
has excellent characteristics for measuring small ﬂow rates in aggressive mediums.
When a non-invasive measurement is required, however, this type of thermal ﬂow
sensors can not normally be used since it requires electrical connections from the
sensor element, located within the medium, to the evaluation and communication
electronics. These cables are sources of wear and tear and the contact points are
especially susceptible to corrosions, wear and metal fatigue.
As part of a Bereichsforschungskommission Natur-/Ingenieurwissenschaften des
Rektorats (BFK NaWi) (BFK) research project entitled “The integration of ﬂexible
micro sensors”, a ﬂexible and wireless thermal ﬂow sensor was developed. The vision
driving the project was to be able to apply the ﬂow sensor much like a postage stamp
to any surface that required monitoring. The project’s goal was to realize the ﬁrst
step toward this vision. The microsensor was redesigned on a thin and ﬂexible
polyiamide substrate and a prototype iEDT-sensor system was developed. For the
prototype system, the WS was attached on the inside wall of a pipe, and the WPS
was located outside of the pipe opposite to the WS.
The project was separated into two parts. The ﬁrst part of the project consisted
of transferring the previously developed, silicon based, thermal ﬂow sensor onto a
ﬂexible polymide ﬁlm. A 10µm thick polyiamide based sensor has been realized [2]
and is shown in ﬁgure 5.5.
Figure 5.5.: Flex Flow Sensor
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As a next step toward the vision of a postage stamp ﬂow sensor, a prototype
system for the iEDT sensor system was realized which illustrates a potential use.
To this purpose a prototype was developed to monitor the air ﬂow rate in a pipe.
5.3. Architecture of the iEDT-System
The iEDT-system consists of a WPS and a WS measuring ﬂow rate. The WPS is
comprised of a primary coil L11 and a capacitor C1 which create a series resonant
circuit, a power regulator, an oscillator and a current driver, which are all used to
create an electromagnetic ﬁeld. A demodulator demodulates data from the WS and
the control logic decodes the sensor data from the sensor system and displays it for











Figure 5.6.: Hardware block diagram of the WPS
The WS is coupled to the WPS with the coupling factor k12, the design of which
will be discussed later. The WS consists of an inductor coil L22, where the EMF is
induced, and a capacitor which forms a parallel resonant circuit. A bridge rectiﬁer
creates a DC operating voltage and the regulator stabilizes the voltage at a ﬁxed
value for use by the electronics. The WS further consists of the ﬂow sensor where
the voltage on the thermopile outputs are ampliﬁed and the signal is then digitized
through and A/D converter. The microcontroller controls and reads the digitized
data and then encodes and modulates it to the WPS using an amplitude shift-keying
load modulation technique. A diagram of the WS is given in ﬁgure 5.7.
5.3.1. Simulation of the Coupled Coils
The WPS coil and WS coils were chosen to be as large as possible within the
conﬁnes of the prototype system being developed. The reason for this was to allow
for a higher coupling which was needed to transfer enough power for the WS and to
enable a strong communication link for a load modulation. It should be noted that to
this end, a MoM simulation was performed in order to estimate the coil parameters
and eﬃciency. For this simulation, ADS from Agilent was used to calculate the coil













Figure 5.7.: Hardware block diagram of the WS with ﬂow sensor
addition to this a GMRES simulation using Fasthenry was performed to conﬁrm the
accuracy of the of the MoM simulation from ADS.
A layout of each coil was ﬁrst made in ADS. The layout was then parameterized
to allow for a parameter sweep of the substrate. The resulting layout of the two
identically sized coils is shown in ﬁgure 5.8b. In total, twelve substrates were created
for varying air gaps of 1 cm to 12 cm. The substrate consisted of the sender coil on an
FR4 PCB substrate with an air gap separating it from the WS coil. The air gap was
varied in 1 cm increments from 1 cm to 12 cm. The WS coil was on a polymide PCB
substrate. On either side of the PCB substrates was an open ended air layer. The
substrates are shown in ﬁgure 5.8a. In Matlab, a Fasthenry simulation was setup
under the same conditions in order to simulate the quality factor, self inductance










1 cm− 12 cm
1.5mm
70 µm
(a) ADS-Substrate with parametrized gap layer. (b) Layout of the coils in
ADS
Figure 5.8.: Substrate and coil layout used in ADS simulations
Schematics were then created in which the coil layout was instantiated and a pa-
rameter sweep of the ADS substrate with varying air gap was setup. The schematic
in ﬁgure 5.9a was used to calculate the coil self inductances, quality and coupling
factor. The coupling factor varied with the air gap. The parameters were then
extracted using Matlab. The resonant capacitors were tuned using an optimization
procedure within another ADS schematic. The ADS schematic in ﬁgure 5.9b was
then used to simulate the eﬃciency of the energy transfer around the operating
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frequency. With the results of the simulation from Fasthenry, the eﬃciency of the
energy transfer was calculated using equation 3.1. A more detailed description of
the procedure used can be found in chapter 3.
The goal of the simulations was to verify that the developed methodology for
quickly and accurately simulating the coil parameters and energy transfer eﬃciency
was working as per design.
5.3.2. Design of the Flow Sensor Control Loop
The properties of the impedance converter, ampliﬁer and control loop for the ﬂow
sensor were brieﬂy touched upon in the previous section. The design of this was
an important step in being able to implement the iEDT sensor system and so a
more detailed examination of the topic will be performed. The ﬂow sensor already
had a functioning control loop with impedance converter but this needed to be
redesigned. A student project from Thomas Walter was initiated to examine the
circuit and make it suitable for use in an iEDT-system.
The circuit that was being used holds the heating element at a constant over-
temperature. It is based on a Wheatstone bridge with an operational ampliﬁer for
feedback. The heating element of the sensor was connected as part of the Wheat-
stone bridge and it’s resistance at the ﬂuid temperature in which it operates is
represented by the resistance RH in ﬁgure 5.10. The resistor RT in the Wheatstone
bridge is trimmed to the desired over-temperature resistance of the heating element.
The resistance at the speciﬁed over-temperature is given by
RT = RH (1 + α∆T ) (5.6)
where α = 0.00027365/K is the temperature coeﬃcient of the heater element alloy
and ∆T is the over-temperature that is desired. The alloy of the heater element is
90% tungsten, 10% titanium.
The circuit operates in a feedback loop with the operational ampliﬁer operating
as an integrator, in other words, the operational ampliﬁers output is held constant
when the voltage diﬀerence at the inputs is 0V. When the resistance of the heat-
ing element is at the set over-temperature, the resistance RT is matched and the
Wheatstone bridge is balanced. Once the over-temperature drops, the resistance
of the heating element drops and the bridge becomes unbalanced. The operational
ampliﬁers output then is pulled to 12V, which is the voltage at the transistor base.
The emitter follows the base and the voltage at the Wheatstone bridge is also pulled
high. Current ﬂows through the heater and the temperature of the heating element
rises. Once the temperature rises above the over-temperature, the integrator pulls
the voltage to -12V and the heater begins to cool.
The design problem was that the heater feedback control circuit that was being
employed by the ﬂow sensor used up to 100 times more power than was required
by the heater alone [5]. Up to 300mW of power was required for the circuit as it


























































































































































(b) ADS schematic used in simulating the energy transfer efficiency.












Figure 5.10.: Original heater control circuit
inductive link given the distance between coils and the required coil geometry. A
circuit analysis was therefore performed and the circuit was optimized. Details of
the optimization will be presented in section 5.4.2 on Results.
5.4. Measurements and Experimental Results
A prototype system was built to demonstrate the functionality of the iEDT ﬂow
sensor. It was decided that the prototype would be a pipe with an air ﬂow that was
to be measured. The WS was placed within the pipe and the WPS along the outside
wall. A clear, plastic 12 ′′ pipe was chosen and a fan was attached to one end. The
speed of the fan was controlled through a potentiometer which was used to increase
or decrease the velocity of the air ﬂow through the pipe. The WS system was taped
to the inside wall of the pipe and the WPS was placed opposite to the WS along
the outside wall. Based on these design decisions, some speciﬁcations were made
concerning the system.
The total area of the PCB boards for the iEDT ﬂow sensor was chosen to be no
more than 6 cm × 6 cm. As well, the WS was to be made on a ﬂexible polyiamide
PCB board with as low a proﬁle as possible. The measured ﬂow rate was then to be
displayed in a user friendly interface on a notebook that was attached to the WPS
electronics.
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In what follows, three points will be examined in more detail. First, the results
of the coil simulation and measurements will be compared and veriﬁed. Second,
the redesign of the electronics will be examined in more detail. Third, based on the
redesigned electronics and the designed coils, the prototype system will be presented.
5.4.1. Coil Simulation and Measurement
The coils were chosen to have the maximum dimensions allowed by the speciﬁcation.
The coils were square with a length and width of 6 cm and a total of 3 windings
spaced at a distance of 150 µm from each and a track width of 150µm. Since the
WS coil was on a ﬂexible PCB substrate, the manufacturing parameters of the
conductor thickness, substrate thickness and substrate permittivity were diﬀerent.
The conductor thickness was 35 µm for the PCB board and 17µm for the ﬂex PCB
board and the substrate thickness was 1.5mm for the PCB board and 70 µm for the
ﬂex PCB board. A diﬀerent relative permittivity exists between the FR4 PCB board
material of 4.7 and the polymide ﬂex PCB material of 3.5 as well as a diﬀerent loss
tangent, 0.03 compared to 0.001 respectively. Table 5.1 summarizes the parameters
for the WPS and WS coils.
Table 5.1.: Dimensions and manufacturing parameters for the coils
Coil Dimensions WPS coil WS coil
Coil Height 6 cm 6 cm
Coil Width 6 cm 6 cm
Windings 3 3
Conductor Width 150µm 150µm
Conductor Spacing 150µm 150µm
Conductor Thickness 17µm 17µm
Substrate Thickness 1.5mm 70µm
Substrate Permittivity 4.7 3.5
In order to gauge the accuracy of the simulation at matching the measurement
results, comparisons of the self resonant frequency and quality factor of the coils
were performed, see ﬁgure 5.11. The ADS simulated self resonant frequency of
the coils was accurate to within 10MHz of the measured values. According to the
measured values, the self resonant frequency of the WPS coil occurs at approximately
30MHz and 48MHz for the self resonant frequency of the WS coil. The measurement
values for the quality factors of the coils was of the same form and magnitude but
with shifted frequency compared to the ADS simulation. The Fasthenry simulation
showed increasing quality factor over all frequencies. The Fasthenry results were
expected since Fasthenry does not account for the parasitic capacitance of the coils.
The reasons behind the diﬀerences between measurement and the ADS simulation
is due to one main reason. The parasitic capacitance is being incorrectly simulated
or measured which results in a higher self resonant frequency, which in turn shifts
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the quality factor. This is quite possibly due to a number of factors. The dielectric
constant and loss factor of FR4 as a PCB substrate can vary substantially compared
to the given value in the datasheets. Also, the solder mask over the FR4 PCB is
a dielectric material but was not incorporated into the simulation since the values
for the mask were unknown. In addition, it is possible that the measurements were
performed close to other dielectric materials which would have impacted the resonant
frequency of the coils further. Further, the calibration of the network analyser
could have been performed close to other dielectric materials which would result
in overcompensating for parasitic capacitance in the measurement setup. In short,
care must be taken in both simulating and measuring the self resonant frequency in




















(a) Comparison of the measured and simulated




















(b) Comparison of the measured and simulated























(c) Comparison of the measured and simulated
























(d) Comparison of the measured and simulated
quality factor Q22 of the WS sensor coil ver-
sus frequency.
Figure 5.11.: Comparison of measurement and simulation results for the self resonant
frequency and the quality factor of both the WPS and WS coils.
The measured primary self inductance of the WPS coil was 2.31 µH and the mea-
sured secondary self inductance was 2.42 µH which, compared to the simulation
results, showed an error of 10% or less. The reason for the discrepancy between
the measured and simulated self inductance is most probably due to the diﬀerence
between the simulated layout and the actual PCB layout of the circuit. The actual
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PCB layout involved not just the coils but conductors leading to the resonant ca-
pacitors, to the other circuitry and to the SMA connector. The added conductors
increased the measured self inductance. The measured primary quality factor was 29
and the measured secondary quality factor was 25. The error between the measured
and ADS simulated primary quality factor was 7% and between the measured and
simulated secondary quality factor it was 33%. A summary of the measurement
results is given in table 5.2. Reasons for the discrepancy were given in the last
paragraph.
Table 5.2.: Simulation and measurement results of coil self inductance and quality
Factor
Coil parameters ADS Fasthenry Measurement Error
WPS coil inductance 2.18µH 2.18µH 2.31µH 6%
WS coil inductance 2.16µH 2.16µH 2.42µH 10%
WPS coil quality factor 27 33 29 7%
WS coil quality factor 34 33 25 33%
Measurements using a network analyser and ADS and Fasthenry simulation results
of the coupling factor k are shown over the distance 1 cm to 12 cm. The results
are within 5% agreement compared to each other with a maximum coupling of
22% at 1 cm and a minimum coupling of 0.5% at a distance of 12 cm. The coil
coupling k determines the suitability of the link for modulating the data. The data
is transferred by modulating the impedance of the sensor system ZL at the WS coil,
see ﬁgure 2.2c. The impedance at the WPS coil ZR thus changes with the coupling
and sensor system impedance according to equation 2.17, where n is the inductance
ratio. The results of the ADS and Fasthenry show very good agreement compared























Figure 5.12.: Coupling k12 of the coils vs. distance
The measured and simulated coil eﬃciency is shown in ﬁgure 5.13 at distances
between 1 cm and 11 cm. The resulting eﬃciency of the coils showed an error of less
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than 20%. The maximum measured eﬃciency was 45% at a distance of 1 cm and the
minimum eﬃciency was 1.3% at 11 cm. The WS electronics requires approximately
8mW of average power to function [5] and the Integrated Circuit (IC) used as the
power ampliﬁer is capable of delivering 200mW of power into the WPS resonant
circuit. This means that an eﬃciency of approximately 8% is required to operate
the electronics which occurs at a distance of 7 cm. After this distance, not enough






















Figure 5.13.: Eﬃciency η of the coils vs. distance
The fabricated WPS and WS coils are shown in ﬁgure 5.14a and 5.14b. The
WPS coil can be seen around the edges of the FR4 PCB board. The WS coil is
also located around the edge of the ﬂex board but is more diﬃcult to see since the
electronics consume the area within the coil.
(a) Primary Coil (b) Secondary Coil
Figure 5.14.: Primary and Secondary Coils on a PCB and Flex-PCB board
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5.4.2. Software and Electronics
Several aspects of the WPS design were contemplated and the following design de-
cisions were taken. An RFID reader-IC was chosen from EM microelectronics, the
EM4041. This IC contains a conﬁgurable current driver of up to 200mA as well
as a highly conﬁgurable demodulator and decoder. The power ampliﬁer had a low
5Ω output resistance which was to be matched to the resonant circuit. Inductors
used in such a system typically have an AC resistance in this range and so a serial
resonant circuit was chosen to maximize the power transfer. The decoder was shut
oﬀ to allow for custom decoding of the signal. This was done as the communication
overhead of the supported protocols, ISO14443 and ISO15693, were much too high
for the application. The microcontroller was a PIC16F87 which has numerous I/O
capabilities including support for RS-232 and SPI serial communications. The RS-
232 was used to communicate with the Labview host and the SPI bus was used to
conﬁgure and read data from the EM4041 reader. In addition to this, the PIC16F87
had clock switching options. The idea here was to allow a synchronous or asynchro-
nous communication between the microcontroller and the reader IC. In the case of a
synchronous communication, the EM4041 supplied a clock on a conﬁgurable output
to the external clock input of the PIC microcontroller. The microcontroller was able
to switch between crystal and external clock and was then able to synchronously
read the demodulated data. The power regulator on the WPS was chosen to be low
power and low noise, capable of drawing up to 300mA to ensure that the reader IC
and the microcontroller were supplied with power. The signal to noise ratio between
the high-power carrier used for energy transmission and the load modulated data
was very large, sometimes up to 60 dB. For this reason, not only was a low noise
regulator chosen, several diﬀerent capacitors were placed close to the reader IC to
ensure an electrically quiet environment. In this case, two oscillators were used in
the system. The ﬁrst oscillator was a 13.56MHz crystal for the RFID IC. The
EM4041 contains a driver of unknown class tuned to this frequency ±1%. Another
20MHz oscillator crystal was used for the PIC microcontroller. The WPS resonant
capacitor was chosen according to the standard resonant equation ω = 1/
√
L11 C1.
The design of the inductor L1 will be considered at a later point.
A speciﬁc implementation for the WS was considered and the following decisions
were made. At the time of the design, the ﬂexible ﬂow sensor was not available
and so a rigid IMSAS sensor with a silicon substrate was used. The sensor was
glued onto a ﬂexible PCB board and wire bonded to the PCB board pads. This
work was performed by Hannes Sturm. A PIC16F1936 microcontroller was chosen
to handle the A/D conversion, data encoding as well as modulation control. The
microcontroller also has an internal ﬁxed voltage reference which was set to the
lowest value of 1.024V and the A/D converter was set to use. The ﬁxed voltage
reference is required since the induced voltage and thus the rectiﬁed supply can
ﬂuctuate wildly, skewing the A/D conversion results if no ﬁxed voltage reference is
used. The 10-bit A/D converter therefore has a resolution of 1mV. An ampliﬁer
was therefore used to increase the amplitude of the voltage by a factor of about
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10, which at only a couple of ten mV would give too coarse a result from the A/D
converter. An impedance converter was used to change the impedance at the sensor
output to a value of less than 10 kΩ since the A/D converter of the microcontroller
requires less than this value. High speed Schottky diodes, BAT54, were chosen for
the bridge rectiﬁer owing to their high switching speed of 100 ps, low dropout voltage
and small parasitic capacitance. The parasitic capacitance is important because the
diodes are attached to the resonant circuit which would be driven out of resonance
by too high a value. A full bridge rectiﬁer also delivers double the power compared
to a half bridge, since both halves of the rectiﬁed wave are used. The rectiﬁed signal
was regulated by a low power 5V LT1521 regulator. The linear regulator has a low
dropout voltage, low quiescent and ground pin currents and it has a high signal to
noise rejection ratio of 58 dB. The load modulation was achieved with a transmission
gate switching a capacitor across the inductor, driving the secondary tank out of
resonance.
The original ampliﬁcation circuit used too much power, up to 300mW [5]. A
circuit optimization therefore needed to be performed. For more details on the
function of the original circuit, see Section 5.3.2. The result of the optimization
showed that the original dual rail operation of the circuit could never be used since
the voltage at the transistor emitter would never drop below the 0V, since the diode
on the transistor would close. The dual rail operation of the circuit was therefore
judged to be unnecessary. This saved an enormous amount of power. The other
optimization made was by using higher resistances for than the chosen values for
RM. The original values of RM = 410Ω were raised to 4 kΩ. This restricted the
current ﬂowing through the heater, making the settling time of the circuit longer
but still in an acceptable range of a few milliseconds. The 12V operation of the
circuit was also reduced to 5V in order to further decrease power usage. Further
energy savings were made by switching to a diﬀerent operational ampliﬁer. The
low power OP90 ampliﬁer was used for the heater which requires a quiescent supply
current of only 20µA. The power of the original circuit at an overtemperature of
20℃ was 255mW compared to the power of the optimized circuit of 14mW. All
told, energy savings of 94% were realized compared to the original circuit [5]. The
new control circuit for the heating element is shown in ﬁgure 5.15.
Due to the requirements of the A/D converter, an impedance converter and ampli-
ﬁer were also designed and implemented. The microcontroller requires a resistance of
no more than 10 kΩ to the input of the A/D converter but the inner resistance of the
thermopiles was around 100 kΩ. At the same time, the voltage from the thermopiles
was set to between 30mV to 60mV with no ﬂow rate at an over-temperature of ap-
proximately 30℃. As previously discussed, the 1mV resolution of the A/D converter
was judged to be too coarse and so a positive ampliﬁcation factor was designed into
the impedance converter using a non-inverting ampliﬁer conﬁguration, see ﬁgure
5.16.
The thermopile input voltage is represented by VT and the output voltage to the
A/D converter is represented by VA/D. A low power OP90 ampliﬁer was used and


















Figure 5.16.: Impedance Converter and Ampliﬁer for the Thermopile Signal
89








which led to an ampliﬁcation factor of 11 based on the chosen resistance values.
The maximum 60mV input signal was therefore ampliﬁed to a value of 660mV.
Software was required on the WS microcontroller to control the A/D converter,
packetize the data and control the modulator which modulates the data to the
WPS. The data protocol was chosen to consist of a preamble packet of 12-bits
101010101011, the bottom 10-bits of the of the ﬁrst ampliﬁed thermopile signal, the
bottom 10-bits of the second ampliﬁed thermopile signal and a 16-bit CRC checksum
based on the CCITT algorithm. The data was sent with the most signiﬁcant bit
ﬁrst to allow the decoder to detect the preamble. With the clock rate of 6MHz, the
data was sent at 250kbps.
The software on the WPSs microcontroller provided the ability to conﬁgure the
EM4094 IC, decode the demodulated data and transmit the data on an RS-232 serial
port. The demodulated data arrives asynchronously to the input of the microcon-
troller and must be decoded. The decoding of the demodulated data was done by bit
snooping 8 bits of the transmitted preamble. The 20MHz clock in the PIC meant
that approximately 20 instruction cycles occurred between each bit transition in the
demodulated stream. The software searched for a bit transition and proceeded to
sample the demodulated stream every 20 instruction cycles and test it against the
preamble. When the last 8 bits of the preamble was found 10101011, state machine
extracted the data. After all the data was extracted, the CRC was calculated and
compared to the received CRC. All received packets were encoded in the RS-232
data stream as either checksum correct or checksum incorrect. A Labview program
handled the interpretation and representation of the data to the user.
5.4.3. Prototype
A prototype was built demonstrating the functionality of the system, see ﬁgure 5.17.
CPU fans were used to change the air ﬂow velocity and the sensor system was taped
to the inside a clear, 12 ′′ plastic pipe. The WPS was positioned outside the pipe
close to the sensor system and a serial connection transferred data to a computer.
The system functioned to a distance of approximately 5 cm before communication
was lost with the sensor.
The resulting decoded measurement signal from the WS was shown on the com-
puter with a Labview interface. The interface allowed the conﬁguration of the
EM4094 as well as the display in real time of the measured ﬂow value as well as the
historical ﬂow measurement information from the last 60 samples.
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WPS coil and electronics




Figure 5.17.: Prototype system with the ﬂow sensor system in a plastic pipe receiving
energy and sending data to the RFID-reader system
(a) Labview Screen Displaying Flow Direc-
tion
(b) Labview Configuration Utility for the
EM4094
Figure 5.18.: Labview program for controlling and displaying ﬂow sensor information
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5.5. Conclusion and Outlook
A prototype for an inductive ﬂow measurement system has been presented which
wirelessly detects the air ﬂow velocity in a plastic pipe. The prototype consists of
the WS system on a ﬂexible PCB board mounted on the inside wall of the pipe and
the WPS which is placed outside the pipe in opposite the WS system. The WS
detects the air ﬂow velocity using an IMSAS built calorimetric microsensor. The
thermopile output voltage is then ampliﬁed and digitized and the data is modu-
lated on the inductive link carrier frequency using an amplitude load modulation
technique. The modulated data is demodulated using an envelope detector and the
reader IC asynchronously decodes and transmits the data via an RS-232 connec-
tion to a notebook which then displays the ﬂow velocity on a Labview program.
The prototype successfully demonstrated the ﬁrst known inductively powered ﬂow
measurement system and moved the project goal of applying the WS system like a
“postage stamp” to an object which requires monitoring, closer to reality.
In order to realize the system concept, the electronics needed to be designed and
optimized. Existing electronics for the signal conditioning of the thermopile output
and the heater input control of the microsensor proved too power hungry for the
inductive energy link. The microsensor conditioner and control circuit were there-
fore optimized to consume 94% less energy than the original circuit. In addition,
the A/D conversion was performed by a microprocessor and the data encoded and
transmitted via a transmission gate controlled impedance switch resulting in a load
modulation. An IC on the reader generated 200mA of drive current in the primary
coil to create the required time varying magnetic ﬁeld for induction and performed
an envelope demodulation of the modulated signal. The raw demodulated output
was asynchronously decoded in a microcontroller and serially passed to a Labview
program for display on a historical graph.
The coil parameters and eﬃciency were simulated and calculated using the ADS
and Fasthenry methods as described in chapter 3. In general, good agreement be-
tween the simulation and measurements was achieved for the self inductance, coil
coupling and eﬃciency of the system. Closer analysis showed, however, that substan-
tial deviations between simulation and measurement occurred at higher frequencies
for the quality factor and also between the simulated and measured self resonant
frequency. The diﬀerence is due to a number of factors including diﬀerences be-
tween the simpliﬁed simulated layout and the actual PCB layout of the coils as well
as diﬀerences in the assumed dielectric properties of the PCB substrate and bulk
resistivity of the conductors.
This research project has spawned an application to further reﬁne the prototype.
The focus of the next phase is in miniaturization and the creation of an integrated
WS with ﬂexible electronics. The ﬂexible electronics are to be developed by the
institute IMS-Chips from the University of Stuttgart. The end prototype of the
iEDT ﬂow sensor will be an ultra-thin and ﬂexible system consisting of a coil on
a ﬂexible PCB board, the ﬂexible electronics for the signal conditioning, energy
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Long Term Treatment and
Diagnostic
It was like a heart transplant. We tried to
implant college in him but his head rejected
it.
(Barry Switzer)
In this chapter, the development of an iEDT system for an implantable cortical mea-
surement and stimulation device will be thoroughly explored. An Electroencepholo-
graph (EEG) is used to measure cortical activity in the brain. In non-invasive EEG
applications, a cap with electrodes is placed on the test subjects head, such as in
ﬁgure 6.1.
Each electrode in the cap detects cortical activity in the brain by means of a direct
electrical connection with the scalp. A diﬀerential voltage is measured between the
electrode and a reference electrode which is interpreted as the cortical activity. The
voltage measured at each electrode is the summation of neurological activity within
it’s direct proximity and is referred to as a local potential. The local potentials are
typically recorded and analyzed. An analysis of the recorded EEG signals gives a
clinician useful information regarding a large array of neurological functions and is







• various mental illnesses
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Figure 6.1.: EEG cap on a patient
Cranial Electrotherapy Stimulation (CES) on the other hand is used to directly
stimulate cortical activity in the brain. Non-invasive CES also involves the use of
electrodes on a test subjects head. A small electrical current is induced in targeted
areas of the brain. CES is commonly used in treatment for insomnia, depression,
stress and drug addiction. One variant of CES known as transcranial magnetic stim-
ulation applies an alternating magnetic ﬁeld strong enough to induce eddy currents
which excite neural activity. Such a device is shown in ﬁgure 6.2.
The eﬀectiveness and usefulness of these devices is widely recognized for diagnosis
and treatment of a wide variety of illnesses. However, there are many circumstances
in which the topical measurement techniques are inadequate. For example, invasive
surgery on epileptic patients often requires a very exact mapping of brain impair-
ment and function. EEGs and CES are not able to diﬀerentiate cortical activity of
closely neighboring electrodes. This is because the electrodes are spatially quite far
removed from the actual cortical activity which occurs in the gray matter. Because
of the relatively course spatial resolution, an absolute maximum of a couple hun-
dred electrodes can be used. Topical stimulation suﬀers a similar drawback. Due
to these drawbacks, invasive measurement and stimulation methods have been de-
veloped. Electrocorticography is one such commonly used method which involves
placing electrodes below the dura and measuring the cortical signals in a similar
way to an EEG. Normally Direct Cortical Electrical Stimulation (DCES) is used
in conjunction with electrocorticography. DCES is done by electrical stimulation
between neighboring electrodes with currents of up to 15mA [1]. A picture of an
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Figure 6.2.: Transcranial magnetic stimulation device
electrode array used with electrocorticography and DCES is shown in ﬁgure 6.3.
Figure 6.3.: Electrode array being implanted in a patienta
aPhoto is courtesy of Guido Widmann, Bonn University Hospital
These techniques oﬀer a much higher spatial resolution and are considered the
gold standard for mapping brain function. In a bid for better resolution, cortical
measurements dove deeper into the recesses of the brain. Starting in the 1950’s,
Strumwasser et al. began using microwire electrodes to record the activity of single
neurons [2]. Such invasive systems have brought a wealth of information regarding
neural activity and function and have been a tremendous aid to understanding the
function of the human brain.
One recent example of such an invasive implant to control a prosthetic limb is
from Velliste et al. [3]. The group implanted an electrode array in the motor cortex
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of a macaque monkey. The electrode array was connected to a control system
for an artiﬁcial arm with 5 degrees of freedom. With this system, the macaque
demonstrated full control over the artiﬁcial limb and was even able to feed itself.
Far from being only valuable to the research community, invasive cortical mea-
surement and stimulation is also being routinely used by the medical community.
Invasive electrodes are typically used when a patient requires surgery for an exist-
ing condition. As an example, in extreme epileptic cases where a patient does not
respond to drug therapy and, due to the condition, cannot lead a normal life, neu-
rosurgeons may decide to remove the area of the brain that is causing the epileptic
episodes. Once the patients cranium is opened, electrocorticography and DCES are
typically used in order to more exactly map which sections of the brain are causing
the condition as well as brain functionality.
Such implantable electrodes pose signiﬁcant risks of infection and can only be used
short term. Increasingly, medical professionals want to be able to invasively monitor
a patient long term, which is not possible with current technology. Besides surgical
reasons such as long term cognition monitoring in patients with brain impairment,
other applications are being explored which would beneﬁt from a long term implant
capable of dense cortical measurements. A new area of research into Brain Computer
Interfaces (BCIs) has been developed which would stand to beneﬁt from this type of
technology. A BCI is a device which interfaces directly with the cortex to augment,
assist or repair cognitive, sensory or motor function. BCIs have been developed to
control prosthetic limbs, restore hearing and vision as well as many other diagnostic
or treatment scenarios.
6.1. Wireless and Implantable EEG and DCES
Cortical measurements and stimulation require a much higher spatial resolution to
enable the sort of complex long term diagnostics, treatment and BCIs which are
currently being researched. However, all invasive approaches up until this point can
only be applied for short time frames due to infection risks. With these problems in
mind, a research project was started which aimed at creating an implantable cortical
measurement and stimulation system which operates completely wirelessly. A self-
contained implant is placed under the dura. The implant is thin and small as well
as bio-compatible and is left long-term under the cranium. The implant is powered
via magnetic induction from an electromagnetic ﬁeld emanating from a skullcap
which the participant is wearing. Further, the data from the cortical measurements
are wirelessly transferred from the implant to the skullcap and control data for the
implant is transferred from the skullcap to the implant. An illustration of the system
is presented in ﬁgure 6.4.
The system is currently under development and will be tested in macaque monkeys
by the “Institute for brain research III: theoretical neurobiology“. A mockup of the
implant which is to be implanted has been prepared and is shown in ﬁgure 6.5. The
implant consists of multiple entities. Each entity is independent of the other and
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Figure 6.4.: System consisting of the implant, skullcap on the head and the evalua-
tion electronics
has its own coil for the power supply, electrodes, electronics and antenna for the
data transfer. Such a system must be highly scalable and oﬀer redundancy so that
a malfunction in one entity does not lead to a large negative impact on the system.
German and world patents are pending for the technology, patent DE 102004014694
A1 and patent WO 002005094669 A1.
Figure 6.5.: Mock up of the implanta
aPhoto is courtesy of Guido Widmann, Bonn University Hospital
6.2. Specif cation and Requirements of the Implant
The energy transfer system is a key component for the implant and skullcap system.
It needs to reliably deliver enough DC power for the electronics to be able measure
the voltage of all the electrodes for each entity, digitize the information, compress the
data and transmit it to the antenna in the skullcap. According to the speciﬁcation
up to 30mW of total power is required for the implant to accomplish this task for
each entity. Another limiting constraint is the height of the total system which
may not exceed 1mm. This is since the implant is placed under the dura where a
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maximum of thickness of 1mm may not be exceeded. A larger system height would
press against the gray matter and cause swelling or hecatomb.
Various possibilities of powering the system were initially considered. Batteries
were unwanted from the start due to their toxicity and limited shelf life. Power
harvesters were likewise quickly judged to be infeasible due to the low amount of
usable power that are typically generated by such systems. Powering the system
via high frequency Radio Frequency (RF)-ﬁelds was also considered, however, the
amount of energy that is absorbed by the tissues is strongly dependent on frequency
and higher frequencies tend to be better absorbed.
An inductively powered system was ultimately judged to be the best suited for
this application. This is due to several factors including the low absorption of energy
and better biological compatibility in using the Low Frequency (LF) spectrum as
well as the ability of such systems to transfer power ranging from ’s to ’s and the
ability for such systems to have a very small proﬁle.
The constraints under which the inductively powered implant is imposed is given
in table 6.1. The implant will be placed under the skull and must be completely
wireless. In the macaque monkey the system can have a maximum size of 1.9 cm×
1.7 cm and the total height of the system must be less than 1mm. A total of 100
electrodes will initially be placed on the implant but the system must be scalable to
a much higher number. Each electrode will be sampled with a rate of 250Hz and
a resolution of less than 1µV. As well a high degree of redundancy and reliability
is required. This is due to the nature of the implant. The longer the implant stays
in the body the more integrated it becomes with the tissue. After less than a years
time it becomes very diﬃcult to remove the implant with damaging surrounding
tissue. Since the implant is required to be used long term it needs to oﬀer a high
to degree of redundancy and be extremely reliable. Scalability is also a key feature
since the number of electrodes and the size of the implant is typically chosen by the
neurosurgeon to suite the situation. It is desirable to be able to select from several
diﬀerent sizes of implant in order better customize the application. In addition to
these requirements, the size of the WPS coil was limited to a maximum of 3.5 cm×
3.5 cm.
In addition to these system constraints, a few design considerations must be taken
into account. An ASIC process for the ICs will deﬁne the supply voltage which is
to be used. For the purpose of the dissertation, a supply voltage of Vss = 3.3V
will be assumed. A ﬁrst estimate of the power requirements of the circuit is given
as Pimplant = 30mW which means that the circuit will draw an average current of
Iss = 9.1mA. The voltage and current represented as a load resistor is RL = 363Ω.
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Table 6.1.: System constraints for the iEDT sensor system
Description Value
Implant placed under the skull
Autonomous system free from wires
Maximum size of the WPS coil < 3.5 cm× 3.5 cm
Maximum implant size in the macaque < 1.9 cm× 1.7 cm
Distance between the implant and the skullcap 3 cm± 0.5 cm
Total height of the implant 1mm
Total number of electrodes on the implant 100
Sampling rate of each electrode 250Hz
Required signal resolution 1µV
Highly redundant and reliable
Scalability is required
6.3. Architecture and Design of the iEDT Sensor
System
After much deliberation, it was decided that the energy transfer between the skull-
cap and the implant will be implemented inductively. Aside from the advantages of
inductive energy transfer which were discussed in Chapter 2, other reasons can be
given here speciﬁc to biomedical applications. Inductive energy transfer provides a
safer, more biocompatible energy supply through tissues since relatively few dan-
gerous or exotic materials are required. Due to the simplicity of the design, such
systems can also be reasonably expected to last a very long time. As well, the coils
can be made planar and very thin and be hermetically sealed and encapsulated to
add a further layer of protection for the patient and to make the design more robust.
Of interest here is the development of the energy transfer system. Taking into
account the speciﬁcation as stated in the previous section, an architecture for the
system has been proposed and simulated. The energy transfer takes place inductively
between the implant and the skullcap. A typical architecture for this inductively
powered implant would consist of a single coil in the skullcap which would provide
power for the implant. This type of architecture is explored in more detail in Section
6.3.2. Since redundancy and scalability are required, multiple coils in the implant
would be of beneﬁt. A solution which uses multiple coils in the implant is more
deeply explored in Section 6.3.3.
In what follows, four diﬀerent tools were used to simulate or calculate the coils and
tissue eﬀects. ADS is a method of moments simulator which was used to simulate
the coil parameters in air and in tissue. The physical coil is modeled in Momentum
and the simulation results in a S-Parameter matrix at each port. The S-Parameter
matrix was also inserted into a SPICE simulation in order to simulate the power
eﬃciency between coil pairs. Fasthenry is an open source tool which calculates the
impedance matrix of a network speciﬁed by a Fasthenry ﬁle. Fasthenry models
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the coil and quickly calculates the inductance and mutual inductance values of and
between coils. The tool accurately calculates inductances but is not able to model
skin eﬀect or proximity eﬀect and is only able to model inductors in air. With the
help of matlab scripts, an automated environment has been realized that allows
the simulation of any combination of rectangular, circular and hexagonal shaped
coils and allows the ability to vary any parameter. Fasthenry was thus used to
validate and compare inductance values of ADS simulated coils. In addition to
these simulation environments, the eﬃciency formula, Equation 3.1, was used to
validate the ADS-SPICE simulated eﬃciency. Finally, in order to verify the aﬀect
of the induced electromagnetic ﬁeld on the tissues, SEMCad was used. SEMCad is a
full Finite Diﬀerence Time Domain (FDTD) software suite which oﬀers integration
with anatomically accurate full body models. SEMCad was used to verify ﬁeld aﬀect
intensity as well as temperature increases due to the induced electromagnetic ﬁeld.
6.3.1. Electrical Model of the Head
To model the head, a layered two dimensional electrical model was developed which
was used by ADS. Looking at a cross section of the cranium, many diﬀerent layers
exist. Although technically possible to accommodate each layer in the electrical
model, such an accommodation becomes prohibitive because the complexity of the
simulation increases exponentially. In addition, the tissue in the cranium is not
neatly layered and each major layer can be further broken down into sublayers. A
decision was therefore made to roughly model the layers that exist in the cross sec-
tion. The model is based roughly on the anatomical model provide in the SEMCad
software suite. This model is also a rough approximation but it is still used quite
heavily for verifying tissue aﬀects of radiation. Experimental data for conductivity
σ, skin depth δ, wavelength λ and electrical permittivity ǫ was readily available from
the Italian National Research Council [4] which was used in the model. The model
consisted of layers of air, skin, fat, skull, dura, cerebrospinal ﬂuid, gray matter and
white matter, see Figure 6.6.
The air above the WPS coil was taken to be an open ended layer, meaning that
they extended indeﬁnitely above. The white matter extends deep into the cranium
and was thus also taken to be an open ended layer extending below. The WPS
coil was sandwiched between air layers on a FR4 substrate of 1.5mm thickness and
the WS coil between the dura and the cerebrospinal ﬂuid on a polymide substrate
75µm thick. The epidermis and dermis were modeled as a layer of dry skin with
a thickness of between 0.3mm and 1mm. The hypodermis was modeled to be a
layer of fat of between 1.09mm and 4.35mm in thickness [5]. The skull is composed
of cancellous and cortical bone and was modeled here as being cancellous with
a thickness of between 3mm and 12mm [6]. The dura mater was modeled at a
thickness of between 0.15mm and 0.8mm [6]. A layer of cerebrospinal ﬂuid in the
subarachnoid layer was also modeled to be between 1mm and 2mm thick. The gray
matter was modeled as a layer of between 2mm and 4mm in thickness. Some layers























Figure 6.6.: Coupled WPS and WS coils
for example the pia mater is thin and electrically quite similar to the dura mater.
According to the model that was used in ADS, the minimum distance between the
coils was set at 9.5mm, the average distance between coils was 23.8mm and the
maximum distance was 38.2mm. Simulations were performed at these distances
under multiple conditions, with diﬀerent coils with a model of air as well as the
documented tissue model.
At a frequency of 13.56MHz, the above mentioned tissues have electrical proper-
ties as shown in table 6.2. Notice that the conductivity of the cerebral spinal ﬂuid
is quite high in comparison to the other tissues and that the electrical permittivity
is in general quite large.
Table 6.2.: Electrical Parameters of Tissues at 13.56MHz. Data taken from [4].
Tissue name σ ǫ λ δ
(S/m) (m) (m)
Cancellous bone 0.129 59.3 2.02 0.452
Grey Matter 0.327 263.4 1.13 0.318
White Matter 0.176 153.1 1.51 0.444
Cerebral Fluid 2.004 108.3 0.60 0.099
Dura Mater 0.565 174.8 1.02 0.204
Fat 0.030 11.8 4.26 0.907
Dry Skin 0.238 285.3 1.17 0.420
The conductivity and skin depth of bone, dry skin, dura and gray matter versus
frequency is depicted in ﬁgure 6.7. The conductivity of gray matter, dry skin, dura












































Figure 6.7.: Conductivity and skin depth of various tissues over frequency. Data
taken from [4].
frequency. The skin depth of dura and bone decreases rapidly with frequency from
approximately 6m at 100 kHz to a less than 10 cm at 1GHz. The skin depth of dry
skin and graymatter decreases much more rapidly in comparison to the bone and
dura but for the sake of clarity they were not included here. What this shows is that
the higher the frequency the more diﬃcult it is for a ﬁeld to penetrate the tissue.
Lower frequencies should be favored as it relates to energy absorption and reﬂection
from the tissue.
6.3.2. A Single Implant Coil
The most common coil architecture for an inductive energy transfer is to use two
coils coupled with each other and optimize the power eﬃciency of the resonant link.
The WPS coil is to be integrated into a skullcap which the subject wears and the
WS coil is implanted under the dura matter. This type of architecture has been
reported on by a wide variety of authors and also throughout this dissertation.
In order to ﬁnd an optimal arrangement for the coil system, a set of simulations
was performed. The results from ADS were then compared with Fasthenry and cal-
culated results to establish a level of conﬁdence that the simulations were accurate.
A picture of the simulated WPS coil above and the WS coil below has been taken
from ADS and is shown in ﬁgure 6.8. Simulations at the relevant ISM frequencies
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with diﬀerent coils and at diﬀerent coil separation distances have been performed.
In addition to these scenarios, each simulation was performed in an air substrate
as well as a tissue substrate representing the environment in which the WS will be
implanted. These simulations were used in order to develop a good baseline with
which the other proposed architecture found in Section 6.3.3 was tested.
Figure 6.8.: Coupled skullcap and WS coils
The WPS coil is brought into resonance through a series capacitor and is matched
to an AC voltage source in order to maximize the energy transfer. The implant
resonant circuit is a parallel resonant circuit since it operates as a voltage source [7].
The coil parameters for coupling, inductance and quality factor were simulated in
ADS and Fasthenry. The eﬃciency was simulated using ADS and determined using
using the Fasthenry parameter results and equation 3.1. The method of simulation
is more fully described in section 3.
Four diﬀerent coil topologies were considered according to the speciﬁcations in
6.1. The length and width of the coils l1, w1, l2, w2 for each simulation was kept
as large as possible, within the speciﬁed limits in order to maximize the coupling.
The number of windings of each coil N1 and N2 was varied and the inductance,
quality factor and self resonance of the coil as well as the coupling between coils
were thereby aﬀected. The energy transfer was simulated at the ISM frequency
listed in the table. Two diﬀerent substrates were also employed in order to gauge
the aﬀect of the implantation on the performance of the system. The ﬁrst substrate
was strictly air. The second substrate replicated the electrical model of the cranial
region as presented in 6.3.1. The ADS substrate, as used, are shown in ﬁgure
6.9. Three variants of each substrate were made for the minimum, average and
maximum distances that the electrical model of the brain described. In addition to
the parameters listed in the table, the parameters for conductor width and height
were 75µm and 35µm respectively and the parameter for conductor distance was
150µm on the WPS coil and 75µm on the WS coil.
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(a) ADS air substrate used in simulations.
(b) ADS tissue substrate used in simulations.
Figure 6.9.: ADS substrates that were used in the simulations
106
Each of the four coil topologies were simulated at 3 diﬀerent coil separation dis-
tances in the two diﬀerent substrates for a total of 24 simulations. The list of
simulations that were performed can be seen summarized in table 6.3. The intent
of the simulations was to provide a baseline to compare with the phased array coil
system presented in 6.3.3.
Table 6.3.: Summary of the simulations performed
ADS d f N11 l1 w1 N22 l2 w2













4 max 13.56 4 6
6.3.3. Multiple WS Coils
Another variant that was tested was to use multiple WS coils. The reasoning behind
this type of typology is simple: each WS coil will serve as an independent power
source for a set of electrodes. Each separate WS coil would have it’s own IC as
well communication channel. In other words, the skullcap system and each implant
system would consist of an energy transfer subsystem, a communication subsystem
and a control subsystem. The skullcap’s energy transfer subsystem would transfer
energy to each one of the implant’s energy transfer subsystems and the skullcap’s
communication subsystem would transfer data to and receive data from each one of
the implant’s communication subsystems. ﬁgure 6.10 illustrates this. Having mul-
tiple independent implant systems leads to a more robust and redundant solution.
Each of these implant systems should act independently of each other. The prob-
lem is that each coil will couple with other neighboring coils and that makes any
such design diﬃcult to implement. Coils can, however, be constructed in such a way
as to minimize coupling between neighbors. This type of coil layout is referred to as
a phased coil array and was demonstrated by Hyde et. al in 1986 [8]. This concept is
now widely used for the construction of Magnetic Resonance Imaging (MRI) imag-
ing coils which are required to accurately sense magnetic ﬁeld variations in order
to correctly image tissue. A single large coil does not have the ability to localize
the ﬁeld and so multiple coils are typically used. If the coils are placed at random
distances beside each other, the result would be that the coils couple with neighbor-
ing coils. This coupling results in a large signal to noise ratio when measuring the
magnetic ﬁeld and results in a much lower picture resolution. Due to this, many dif-
ferent decoupling strategies have been pursued. In general, it is possible to decouple
the coils through means of geometrical choice and capacitive or inductive networks.
The addition of extra inductive or capacitive components for the decoupling was not











































The use of decoupled coils to create a redundant and scalable power supply for
an iEDT-system is, to the best knowledge of the author, unique. Having borrowed
the concept from the MRI-imaging application, it needs to be applied to this sys-
tem. To geometrically decouple the WS coils, they were placed at a predetermined,
geometrically ﬁxed distance from each other. The distance is the point where the
mutual inductance falls to zero and this distance occurs when the coils are allowed
to overlap with each other. The reason that such a point exists is because there is
a point at which the net positive ﬂux linkage penetrating the surface area of a coil
is equal to the net negative ﬂux linkage penetrating the coils surface area. The ﬂux
linkages at this point cancels each other out and there is a net zero ﬂux linkage and
thus no mutual inductance between coils. The coils are then said to be decoupled
from one another. Such a strategy was used to minimize the inﬂuence of the mutual
inductance between the overlapping coil geometries of the implant coils. Fig. 6.11
illustrates the physical explanation for the cancelling of the ﬂux linkages.






Figure 6.11.: Cross section of two overlapping coils illustrating the cancelling ﬂux
linkages.
A cross sectional view of two coils is represented in the picture. It shows the wires
1a and 1b of the current carrying coil 1 and the resulting ﬂux linkage ~φ2 through the
area A1 and A2 of coil 2, see eq. 6.1. Wire 1a, with the current ﬂowing into the page,
produces a ﬂux linkage in the downward direction across A1 and A2. On the other
hand, wire 1b, with the current ﬂowing out of the page, produces a ﬂux linkage in
the downward direction across the area A1 and a ﬂux linkage in the upward direction
across the area A2. There is therefore a point at which the overlap between the coils
results in a net ﬂux linkage ~φ2 which is zero
~φ2 = ~φ1a1 + ~φ1b1 + ~φ1a2 − ~φ1b2 = 0 (6.1)
At that point, the mutual inductance and therefore the coil coupling are also by
deﬁnition zero and the coils are decoupled from one another.
In this case, a single coil was integrated into the skullcap and a three coil rect-
angular design was integrated into the implant. A three coil hexagonal structure
was also tested but the structure was not used since the area it uses was ineﬃcient
compared to the rectangular structure. The energy transfer between the WPS coil
(coil 1) and the WS coils (coils 2, 3 and 4) is enabled through the coupling factors
between the WPS coil and the WS coils, namely k12, k13 and k14. The three WS
coils have three coupling factors describing the ﬂux linkage between them k23, k24
109
and k34. See Figure 6.12 for a picture of the coils that were modeled in ADS. It
should be noted that coil 3 is on a plane just under coils 2 and 4 separated by a thin
layer of polymide. It can be seen from the picture that coils 2 and 3 as well as 3 and
4 are overlapping and that coils 2 and 4 are not overlapping. Coils 2 and 3 and 3
and 4 are decoupled from each other as per the phased array arrangement, in other
words, the coupling factors k23 and k24 are zero. However, coils 2 and 4 are not
overlapping and are coupled to each other, k24 > 0. These coils were intentionally
left coupled to one another. In the case of many coils, some coils will inevitably






Figure 6.12.: Coupled skullcap and phased array WS coils
To keep the simulations comparable, the exact same area was allowed for each
of the simulations. In the case of the single WS coil system, the area is straight
forward and is simply the area of each coil. In the case of the phased array WS
coils, since the coils overlap each other, the area is taken to be the overall area that
is used by the coils. Further the WPS coil and operating frequency was held the
same for simulations 1 and 5, 2 and 6, 3 and 7 and 4 and 8. In this way, comparable
simulations were made to exist for the simulation pairs.
The WPS coil is brought into resonance through a series capacitor and is matched
to an AC voltage source in order to maximize the energy transfer. The implant
resonant coils consist of the coil and a parallel resonant capacitor since it operates
as a voltage source [7]. Since the coupling between the WS coils is minimal, there
was little problem tuning the coils. In ADS, methods similar to those used for the
single WS coil system were used in order to extract the coil coupling, quality factor
and inductance for the phased array coil system. In addition, ADS was used to
automatically tune the circuit into resonance and to extract the eﬃciency all in
a similar manner compared to the two coil systems described in section 3. The
schematics shown in ﬁgure 6.13 were used in ADS to perform these functions. To
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extract the coil coupling, inductance and quality factor, the four coils in the phased
array system were imported as a library element into the schematic and the S-
parameters were extracted and converted into Z-Parameters, see ﬁgure 6.13a. The
ports 1, 2, 3 and 4 were then attached to coils 1, 2, 3 and 4. The coupling factors
were then calculated with knm = ℑZnm/ω and the inductance with Lnn = ℑZnn/ω.
Similarly, the quality factor of the coil is Qnn = ℑZnn/ℜZnn. Where n and m
represent the port and thus the coil. The imported phased array coil was then
setup to simulate the S-Parameters and convert into Z-Parameters while optimizing
capacitance values to obtain resonance, see ﬁgure 6.13b. A series capacitor was
used for the WPS coil and parallel capacitors for the phased array WS coils. The
capacitance was varied until resonance was reached, i.e. ℑZnn = 0. The resonant
circuit was then simulated in an AC steady state simulation and the eﬃciency of the
coil system was extracted, see ﬁgure 6.13c. In this case, the eﬃciency was extracted
as the sum of the eﬃciencies for from the WPS coil to each of the phased array WS



















































































(a) ADS-schematic of the phased array system used to simulate the coupling, inductance and
quality factor of the coils.
Figure 6.13.: Schematics of simulation 4 which were used for eﬃciency and coil pa-
rameter simulations
The coil parameters were simulated using ADS and Fasthenry and a PCB board
based on the speciﬁcations for simulation 8 was manufactured, refer to table 6.4 for
more details on each of the simulations. Measurements were performed with this
board and compared to the simulation. The eﬃciency was simulated with ADS and
calculated based on the eﬃciency equation for a two coil arrangement, Eq. 3.1. In
this case, there are ideally three separate two coil arrangements which can be dealt
with successively. Thus using the simulation results for the coil parameters, the
eﬃciency is the sum of the eﬃciency resulting from the coupling factors k12, k13 and





























































































































(b) ADS-schematic of the phased array system used to simulate the tune the coupled coils into
resonance.
















































































































(c) ADS-schematic of the phased array system used to simulate the efficiency of the coil system.
Figure 6.13.: Schematics of simulation 4 which were used for eﬃciency and coil pa-
rameter simulations
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Four diﬀerent coil topologies were considered according to the speciﬁcations in
6.1. The length and width of the coils l1, w1, l2, w2 for each simulation was kept
as large as possible, within the speciﬁed limits in order to maximize the coupling.
The number of windings of each coil N11 and N22 was varied and the inductance,
quality factor and self resonance of the coil as well as the coupling between coils
were thereby aﬀected. The energy transfer was simulated at the ISM frequencies
listed in the table. Three diﬀerent substrates were also employed in order to gauge
the aﬀect of the implantation on the performance of the system. The ﬁrst substrate
was strictly air. The second substrate replicated the electrical model of the cranial
region as presented in 6.3.1. The ADS air and tissue substrates used for the phased
array coils were the same as those used in the two coil arrangement see ﬁgure 6.9.
In addition to these two substrates, one substrate to accurately model the physical
implementation on the PCB board was also used. In order to model this properly,
dielectric constants and loss factors of the PCB board were included as well as 3
dimensional modeling of the conductive layers and even modeling of the solder joints.
Again, each of these three substrates were created in three diﬀerent variants for the
minimum, average and maximum coil diﬀerence as deﬁned by the electrical model
of the cranial region. In this case of simulation 9, which uses identical parameters
compared to simulation 8, the actual PCB board layout was imported into ADS and
simulated in order to more accurately simulate the coil parameters and eﬃciency.
The results of this simulation were then compared to the measurement results. The
conductor width and height of the simulations were 75 µm and 35µm respectively
and the conductor distance was 150µm on the WPS coil and 75µm on the WS coil.
Figure 6.14.: ADS-PCB substrate.
In order to draw comparisons to the single WS coil arrangement, ﬁve diﬀerent
coil topologies were considered and simulated at the ISM frequency according to
the speciﬁcations in 6.1. The dimensions of the WPS coil l1, w1 and the overall
dimensions of the three WS coils l2−4, w2−4 across each simulation was kept as large
as possible, within the speciﬁcation limits in order to maximize the coupling. In
addition, the WPS coil dimensions and the overall dimensions of the WS coil were
kept the same as compared to the two coil arrangement. The dimensions of the
individual coils 2, 3 and 4 are given by the width and length parameters w1, l1, w2,
l2, w3 and l3. The number of windings of each coil N11 and N22, N33 and N44 was
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varied and the inductance, quality factor and self resonance of the coil were thereby
aﬀected. The coils 2, 3 and 4 were of identical size to one another. Coils 2 and
4 were shifted to the left and right by the distance so as to minimize the mutual
inductance between them.
Each of the four coil topologies were simulated at 3 diﬀerent coil separation dis-
tances in the two diﬀerent substrates for a total of 24 simulations. The list of
simulations that were performed can be seen summarized in table 6.4. The intent
of the simulations was to provide a baseline to compare with the two coil system
presented in 6.3.2.
Table 6.4.: Summary of the simulations performed
N22 l2,l3
ADS d f N11 l1 w1 N33 l3 l2−4 w2−4









13.56 5 10 0.71
7 6.8 7 14 0.73
8
tissue
13.56 5 9 0.70
9 max 13.56 5 9 0.70
6.3.4. Modeling the SAR Value
With FDTD simulation software from SEMCad as well as a full anatomical model
from an 30 year old adult male Caucasian, the aﬀect of the magnetic ﬁeld gener-
ated from the coil on the tissue was examined. Out of this model, the magnetic
ﬁeld strength as well as the Speciﬁc Absorption Rate (SAR) value were calculated
throughout the brain tissue. The SAR value is a measure of how much power is
absorbed in the tissue. The energy of the electrical ﬁeld is integrated over the
tissues. SEMCad makes use of the Institute of Electrical and Electronics Engi-
neers (IEEE) 1528 standard [9] by calculating the peak spatial average SAR value
in 1 g cubes throughout the head. The maximum value of any one cube should not
exceed safety limits. Because the exact nature and use of the impact have not been
speciﬁed, the Federal Communications Commission (FCC) regulation regarding the
maximum SAR value due to cell phone radiation has been used as a guide post.
The FCC speciﬁes that the SAR value due to cell phone radiation shall not exceed
1.6W/kg in the head area [10].
A model has been developed and is shown in Figure 6.15. The model consisted
of the anatomically correct head as well as the WS coil and the WPS coil.
The WS coil was place directly in the cerebrospinal ﬂuid, between the hemispheric
ﬁssure in the superior sagittal sinus. The WPS coil was placed directly perpendicular
to the WS coil and located at distances of 5mm, 12.5mm and 20mm from the
outermost skin layer. These distances correspond to the minimum, average and
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Figure 6.15.: SEMCad model of the WS coil implanted in the brain and the WPS
coil above the head. This model was used to simulate the aﬀect of the
magnetic ﬁeld generated from the coil on the tissues in the brain.
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maximum coil distance chosen in Section 6.3.1. For the simulation, a set current
at a set frequency was applied to the WPS coil and the magnetic and electric ﬁeld
strengths as well as the IEEE spatial average SAR value were calculated. At each
of the distances, simulations were performed at the frequencies 3MHz, 6.8MHz,
13.56MHz, 20MHz and 27.12MHz and also with currents of i11 = 0.1A, i11 = 0.5A,
i11 = 1A and i11 = 2A for a total of 60 simulations. The results of the simulations
were then compiled and are presented in Section 6.4.6.
The thickness of each tissue layer in the anatomical model was measured and is
given in table 6.5. The model of the body only reﬂects the major layers and again
some layers were completely absent or were folded into other layers, such as the
tissue in the arachnoid space or the pia mater. These models are, however, often
used to verify the aﬀect on tissue of electromagnetic waves, such as the SAR value
due to cell phone antenna transmission or the tissue aﬀect of MRI coils on the body.
It is therefore assumed that the anatomical models provide suﬃcient accuracy to
model the coil and it’s aﬀect on tissues. Both the WS coil and the WPS coil designed
as to the speciﬁcation provided in table 6.3, simulation 4.










White Matter Very thick
As can be seen from the table, most of the layers fall within the speciﬁed pa-
rameters as layed out in Section 6.3.1 concerning the electrical model of the head.
Some exceptions should be noted, however. The cerebrospinal ﬂuid in the superior
sagittal sinus is very thick since it curves to ﬁll the hemispheric ﬁssure. The reason
for choosing this location was precisely because the cerebrospinal ﬂuid layer was
so thick. Cerebrospinal ﬂuid is, relative to the other layers, much more electrically
conductive. It is therefore surmised that the conductivity in this region will lead to
a worse case eddy current induction and therefore worst case tissue heating.
6.4. Results
The results of the simulations and measurements have been summarized and will
be presented in what follows. The results highlight the agreement between the
ADS and Fasthenry simulations of self and mutual inductance and quality factor of
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the coils as well as the agreement between ADS-SPICE eﬃciency simulations and
calculations of eﬃciency. In addition to this, the simulation results of the phased
array coil will be presented and the aﬀect that implantation has on the coils will
be explored. Based on these results, the coil from simulation 8 was chosen and
manufactured as a PCB board. The layout of this board was imported into ADS
and simulated as simulation 9. Finally, the measurements of the manufactured
coil system is compared with the simulation results from ADS for self and mutual
inductance, quality factor and eﬃciency.
6.4.1. Comparison between ADS, Fasthenry and Analytical
Calculations
In order to have conﬁdence in the simulation, two independent methods were used
to verify the results. In the ﬁrst method, a physical ADS model of the coil was
made out of which the coupling and quality factor were extracted using the air
substrate. The physical model was simulated in Momentum using a MoM algorithm.
The physical model was then bound to an ADS AC-spice simulation with resonant
capacitors in order to determine the eﬃciency of the system. The second method
used Fasthenry to calculate the inductance and mutual inductance of and between
the coils. Fasthenry uses a mesh analysis formulation approach with a generalized
minimum residue matrix formulation in order to solve for the inductance and mutual
inductance of arbitrary 3-D shapes in air [11]. The results from the simulation were
then used to calculate the eﬃciency based on Equation 3.1. These two approaches
diﬀer fundamentally from one another. If the results from one simulation show the
accuracy of the results from the other simulation, a great deal of conﬁdence can be
put in these results. This type of check will verify that no errors, except possibly
systematic errors, are present in the simulations.
The inductance of the coils for each of the simulations is presented in table 6.6.
As is seen from the tables, the inductance of each coil simulated in ADS matches
the self inductance that was simulated in Fasthenry to within 1%. The inductance
is a low frequency measurement and so the table shows the average inductance over
the ﬁrst 2MHz of simulated frequency. As the frequency increases, the inductance
changes due to parasitic eﬀects, such as the interwinding capacitance. In Fasthenry,
the capacitive aﬀects are not simulated and thus ADS is taken to be more accurate.
Plots of the inductance over frequency have been left out for brevity, but they show
the ADS simulated inductance rising until self resonance is reached, after which
point it becomes negative (i.e. capacitive). The Fasthenry simulated inductance,
on the other hand, decreases slightly over frequency, with the coil never reaching
resonance.
Comparison of the coupling as simulated in ADS and Fasthenry showed agreement
to within 5% in every case. The coupling was veriﬁed on both the single WS coil and
phased array coils described in sections 6.3.2 and 6.3.3. The coupling is again a low
frequency measurement and the results shown utilize the average self- and mutual
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Table 6.6.: Self inductance of the ADS and Fasthenry simulated single implant and
phased array WS coils.
ADS L11 L22 L33 L44
Simulation (µH) (µH) (µH) (µH)
5 1.07 0.94 0.94 0.94
6 2.53 2.82 2.82 2.82
7 4.41 4.84 4.84 4.84
8 1.74 1.86 1.86 1.86
Fasthenry L11 L22 L33 L44
Simulation (µH) (µH) (µH) (µH)
5 1.05 0.93 0.93 0.93
6 2.49 2.77 2.77 2.77
7 4.36 4.78 4.78 4.78













inductance calculated over the ﬁrst 2MHz of simulated data. Figure 6.16a shows the
coupling k12 of the single WS coil versus distance. Figure 6.16b shows simulation
2 of the single WS coil coupling k12 versus distance. Figure 6.16c shows coupling
k13 versus distance for simulation 7 of the phased array coils. Figure 6.16d shows
coupling k14 versus distance for simulation 8 of the phased array coils versus distance.
Other simulations can be examined in the Appendix in Figure 8.1. The accuracy of
the coupling has been veriﬁed between the ADS and Fasthenry simulations.
Again, Fasthenry does not model the inherent interwinding capacitance of the
coil. This leads to errors in higher frequencies of the simulation. In Figure 6.17a,
coupling k24 of simulation 5 of the phased array system is shown versus frequency.
The results agree quite closely for the lower frequencies but start to spread apart
at higher frequencies. The coupling from simulation 7 of the phased array system
shows this more plainly. For the lower frequencies, k34 from ADS agrees quite well
with Fasthenry. As the frequency increases, the ADS result starts spread apart from
the nearly constant Fasthenry result. The ADS simulation was thus deemed more
reliable at higher frequencies than the Fasthenry simulation.
Another factor aﬀecting eﬃciency of the energy transfer is the quality factor of
the coils. Modeling the quality factor depends upon successfully modeling the AC
resistance and the self inductance of the coil. The simulation results of the self
inductance have previously been shown to be accurate. The skin and proximity
eﬀect, which are essential to calculating a correct AC resistance, are modeled by both
ADS and Fasthenry. As long as the frequency is well below resonance, the results
agree quite closely with each other. ﬁgure 6.18a and ﬁgure 6.18d from simulations 1
and 8 show the ADS quality factor Q11 and Q33 agreeing to within 1% compared to
the Fasthenry simulation. Simulations 3 and 6 on the other hand, show the quality
factor shows the ADS simulated quality factor with up to a 20% error at some




















(a) Coupling k12 versus distance for the single





















(b) Coupling k12 versus distance for the single























(c) Coupling k13 versus distance for the phased























(d) Coupling k14 versus distance for the phased
array WS coils in simulation 8, as described
in Section 6.3.3
Figure 6.16.: Comparison between ADS and Fasthenry for coupling versus coil sep-



















(a) Coupling k24 versus frequency for simul-
ation 5 of the phased array WS coil, as de-






















(b) Coupling k12 versus frequency for simul-
ation 7 of the phased array WS coil, as de-
scribed in Section 6.3.3
Figure 6.17.: Comparison between ADS and Fasthenry for coupling versus frequency
for phased array WS coils
119
carrier frequency, the results tend to agree very closely. More simulation results of





















(a) Quality factor Q11 versus frequency for the























(b) Quality factor Q22 versus frequency for the






















(c) Quality factor Q44 versus frequency for the
phased array WS coils in simulation 6, as






















(d) Quality factor Q33 versus frequency for the
phased array WS coils in simulation 8, as
described in Section 6.3.3
Figure 6.18.: Comparison between ADS and Fasthenry for the quality factor versus
frequency for both single and phased array WS coils.
Based on the results of the resonance tuning in ADS, loads were chosen for the
coils to maximize the energy transfer. Speciﬁcally, matching resistances were chosen
which matched the input resistance to the driver source Rs1 == Z11 and load resistor
RLn == Znn, n = 2, 3, 4. Table 6.7 shows the load impedance that was used for each
coil. With regards to Fasthenry, using the load resistances in the table as well as
the simulated coupling and quality factors, the eﬃciency of each simulation can now
be calculated using Eq. 3.1.
The next set of simulations was used to verify the eﬃciency of the energy transfer
between coil pairs. Since each parameter which inﬂuences the eﬃciency has been
shown to be reliably simulated, the calculated and simulated eﬃciency should also be
in good agreement with eachother. The eﬃciency was calculated using two indepen-
dent methods. The ﬁrst method was to use the ADS simulated coil parameters and
bind the resulting frequency dependant S-Parameters into an AC-SPICE simulation
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Table 6.7.: Chosen load resistances for eﬃciency calculations and simulations with
single and phased array WS coils.
Simulation Rs1 RL2 RL3 RL4
(Ω) (kΩ) (kΩ) (kΩ)
5 5.1 3.6 6.6 3.6
6 8.1 3.4 4.2 3.4
7 10.8 2.0 2.3 2.0







where the coils were trimmed into resonance with capacitors. The second method
used the coupling and inductance as well as the quality factor from Fasthenry and
calculated the eﬃciency from Equation 3.1. A cross section of simulations is shown
in Figure 6.19 which is meant to be representative of the simulations for the single
and phased array implant coils. Figures 6.19a and 6.19b show the eﬃciency versus
distance for simulation 3 and 4 of the single coil implant system. The eﬃciency
of the single coil implant as simulated in ADS was within 5% error compared to
the eﬃciency as simulated in Fasthenry. Figures 6.19c and 6.19d show the total
eﬃciency of the phased array coil system as a function of distance for simulations
1 and 2. The eﬃciency as simulated in ADS is signiﬁcantly reduced compared to
what is expected via Fasthenry and Eq. 3.1. This result was expected and will
be discussed in the next paragraph. The eﬃciency of the other coil systems show
similar patterns and are shown in the Appendix in Figure 8.3.
The reason behind the diﬀerence in the calculated and simulated eﬃciency is
two-fold. Firstly, due to the chosen phased array coil typology, the coupling k24
between coils 2 and 4 is non-zero. The higher coupling detunes the coils and results
in a loss of eﬃciency. The detuning can be seen in ﬁgure 6.20 where the maximum
eﬃciency of coils 2 and 4 are shifted to a higher frequency. At the carrier frequency,
a substantially lower eﬃciency compared to the maximum calculated eﬃciency is
realized. The second reason is the relatively large parasitic aﬀects that occur due to
the closely spaced coils. The conductors of the coils, due to the physical overlapping
design, are separated by a mere 25µm polymide substrate on the PCB board. This
small separation leads to a relatively large parasitic impedance which in turn reduces
the eﬃciency of each of the coils in the ADS simulations. Using Fasthenry and Eq.
3.1 assumes that the coils are in resonance and that no parasitic impedance is
present.
The comparison between ADS and Fasthenry has shown that there is a very good
agreement between the coils self inductance and coupling as well quality factor.
For the single WS coils, the eﬃciency is also in good agreement between ADS and
Fasthenry with Eq. 3.1. The eﬃciency of the multiple coil system is somewhat
more complex. Due to the coil coupling k24 and relatively large parasitic impedances
between the phased array coils, the ADS simulated eﬃciency is less than what is



















(a) Efficiency η versus distance for the single




















(b) Efficiency η versus distance for the single


















(c) Efficiency η versus distance for the phased


















(d) Efficiency η versus distance for the phased
array coil in simulation 6, as described in
Section 6.3.3
Figure 6.19.: Comparison between ADS and Fasthenry for eﬃciency versus coil sep-

















Figure 6.20.: Comparison between ADS and Fasthenry for the eﬃciency η12, η13
and η14 versus frequency for the phased array coil in simulation 1, as
described in Section 6.3.3.
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more interesting question is whether the single WS coil system is more or less eﬃcient
than the phased array coil system. This will be explored more fully in what follows.
6.4.2. Single WS Coil System Parameters and Effi iency
The eﬃciency of the single WS coil depends on the coil coupling and quality factor as
well as the operating frequency and load resistance, see Eq. 3.1. The simulated load
resistances are given in table 6.7. The coupling of the coils and the quality factor
of the coils at the operating frequency is given in table 6.8. The coil coupling is a
low frequency measurement that was taken as the average of the simulated coupling
in the ﬁrst 2MHz of the frequency simulation. In addition to the coil parameters,
the eﬃciency of the energy transfer is also given. At the minimum coil separation
the eﬃciency varied between 29% and 41% and at the maximum coil separation
the eﬃciency varied between 0.7% and 2.5%. The best performing coil was for
simulation 1, the coil operating at 27.12MHz with an eﬃciency of 41% down to
2.5%. This is due to the higher quality factor of the coils and the higher operating
frequency.
Table 6.8.: Quality factors and coil coupling of the single WS coil system.
Simulation Frequency Q11 Q22
(MHz)
1 27.12 38 42
2 13.56 28 30
3 6.8 18 18
4 13.56 24 24


















6.4.3. Phased Array WS Coil System Parameters and
Effi iency
From section 6.4.1, it has been shown that the coupling, inductance and quality
factor of the phased array coil system were accurately modeled when comparing
ADS to Fasthenry. With regards to the eﬃciency, it has also been demonstrated
that parasitic eﬀects have reduced the eﬃciency to levels below what the eﬃciency
equation, Eq. 3.1 predicts. The actual predicted values of eﬃciency, as modeled in
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ADS, and the coil parameters will be listed here in order to draw conclusions about
the suitability of these systems.
The inductance of the coils is listed in table 6.6. In addition, the quality factor at
the operating frequency of the simulation is given in table 6.9. The quality factor
of the coils in simulation 5 is the highest at Q11 = 38 and Q22 = Q33 = Q44 = 41.
Table 6.9.: Quality factors of the phased array WS coil system.
Simulation Frequency Q11 Q22 Q33 Q44
(MHz)
5 27.12 38 41 41 41
6 13.56 28 17 17 17
7 6.8 18 11 11 11
8 13.56 24 26 26 26
The design of the phased array WS coils was made easy by employing the matlab
helper functions for Fasthenry described in section 3. The rectangular coils were
placed perfectly alongside each other for the start of the simulation, as shown in
ﬁgure 6.21a. The horizontal oﬀset between the coils was then varied by the distance
o, causing the coils to begin to overlap, until the point at which the coil coupling
became zero. At this oﬀset, the coils were in phase. Figure 6.21b shows coupling
of the phased array coils for simulation 5 with the oﬀset varying from 2mm up to
3mm. At an oﬀset of around -2.5mm the coil coupling k23 = k34 ≈ 0. This oﬀset
was then used for the coil simulations in ADS since this type of parameterization
was not possible with this tool. The other phased array coils were designed in a
similar fashion.
Referring to table 6.10, the coil coupling has been given. The coil coupling is a low
frequency measurement and was taken as the average coupling over the ﬁrst 2MHz
of the simulation. The coupling k12, k13 and k14 are vital to the energy transfer
between coil 1 and coil 2, 3 and 4. The coupling of the outer coils 2 and 4 was
slightly less than the coupling of the inner phased array coil 3 but were generally
somewhat similar. The coupling was roughly 4%, 1% and 0.5% at the minimum,
average and maximum coil distances. As per theory, the coil coupling for k23 and
k34 was roughly 0%. The coupling k24, which is non-zero and was between 3% and
5%, causes a drop in eﬃciency for η12 and η14.
The eﬃciency of the coil system is given in table 6.11. The total eﬃciency of the
system is the sum of the eﬃciency from from the WPS coil to each of the phased
array coils
η = η12 + η13 + η14 (6.2)
The eﬃciency varied between 20% and 40% at the minimum coil separation, 2%
and 10% at the average coil separation and 0.3% and 1.5% at the maximum coil
separation. Simulation 5 performed best due to the higher frequency and the higher
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(a) Beginning placement of the phased array coils



















(b) Fasthenry simulation of the phased array coils for simul-
ation 5 to determine the offset at which the coil coupling
k23 and k34 become zero.
Figure 6.21.: Diagram of the coil positioning and graph of the phased array coil
coupling versus oﬀset o.
Table 6.10.: Coil coupling of the phased array WS coil system.
Simulation Distance k12 k13 k14 k23 k24 k34
(mm) (%) (%) (%) (%) (%) (%)
5
9.39 3.9 4.0 3.9 0.0 3.1 0.0
23.37 1.1 1.2 1.1 0.0 3.1 0.0
37.37 0.4 0.4 0.4 0.0 3.1 0.0
6
9.39 4.2 4.3 4.2 0.2 2.8 0.2
23.37 1.2 1.2 1.2 0.2 2.8 0.2
37.37 0.4 0.4 0.4 0.2 2.8 0.2
7
9.39 4.6 4.7 4.6 0.3 3.2 0.3
23.37 1.3 1.4 1.3 0.3 3.2 0.3
37.37 0.5 0.5 0.5 0.3 3.2 0.3
8
9.39 4.3 4.3 4.3 0.0 5.4 0.0
23.37 1.2 1.3 1.2 0.0 5.4 0.0
37.37 0.4 0.5 0.4 0.0 5.4 0.0
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quality factors of the coils and reached an eﬃciency of 1.5%, 9.5% and 40% at the
minimum, average and maximum coil separation.
Table 6.11.: Eﬃciency of the phased array WS coil system.
Simulation Distance η η12 η13 η14
(mm) (%) (%) (%) (%)
5
9.39 39.2 10.6 17.2 10.5
23.37 9.5 2.5 4.4 2.5
37.37 1.5 0.4 0.7 0.4
6
9.39 28.3 9.1 10.0 9.1
23.37 4.5 1.4 1.7 1.4
37.37 0.6 0.2 0.2 0.2
7
9.39 19.1 6.2 6.7 6.2
23.37 2.3 0.7 0.8 0.7
37.37 0.3 0.1 0.1 0.1
8
9.39 33.4 10.1 13.3 10.0
23.37 5.5 1.6 2.3 1.6
37.37 0.8 0.2 0.3 0.2
In general, the phased array coil system seems to work quite well and the sim-
ulations have demonstrated that the system is capable of transferring meaningful
amounts of energy at the required coil separation. Simulation 5 has shown itself to
be the most suitable in terms of energy eﬃciency due to the higher quality factor of
it’s coils and the higher operating frequency.
6.4.4. Comparison of the Coil Parameters and Effi iency of
Single and Phased Array WS Coil Systems
In what follows, the single coil implant and phased array coil implant systems are
compared side by side. The single implant coil system consists of a single WPS coil
and a single WS coil and the resulting energy transfer occurs between these two
coils. The phased array WS coil system consists of a WPS coil and three WS coils,
see Figure 6.12. The WS coils are coupled to each other in a phased array meaning
that the coupling k23 and k34 are ideally zero. As shown in the previous sections,
the simulations have shown that the coupling is indeed very close to zero. This
important feature of phased array coils servers two purposes. Firstly, the induced
current in the coil implants does not have an aﬀect on the non-coupled coils so that
the eﬃciency and dynamic operation are not aﬀected by neighboring coils. Secondly,
trimming the resonant circuits is made much easier because the coils exert minimal
inﬂuence upon each other. However, WS coils 2 and 4 were coupled to each other
purposefully in order to examine the scalability of the solution, since adding more
coils will inevitably result in a degree of coupling between some neighboring coils.
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The question to be answered in this section is whether the phased array WS coil
system has a comparable eﬃciency to that of the single WS coil system.
It will now be shown that the potential energy transfer for the phased array coil
system, due to the coupling, is much greater than that of the single coil system. The
relationship between coil coupling and eﬃciency is not a linear one. In general, the





Where the constants a, b and c are a product of the other coil parameters that have
been examined so far and the coil coupling is a number between 0 and 1. Assuming
that a, b and c are 1, the function describes an almost linear relationship between
with η(k = 0) = 0 and η(k = 1) = 0.5. Due to the decreased size of the phased
array WS coils, the coupling between an individual phased array coil to the WPS coil
was much less. However, because the phased array WS coils overlap, the total area
covered by the coils, even though the overall dimensions of the single WS coil and
the phased array coils are equivalent, is greater than the total area covered by the
single WS coil. Thus the coil coupling of the phased array system is much greater
than that of the single coil implant system (denoted here as ks), in mathematical
terms k12+k13+k14 > ks. The larger coupling, due to the almost linear nature of the
eﬃciency function should lead to a better overall system eﬃciency than the single
WS coil system. Indeed, referring to tables 6.8 and 6.10, the sum of the coupling
for the phased array system is greater than the single WS coil system in every case.
It should be noted that due to the coupling k24, the eﬃciency of the coils 2 and 4
are expected to be negatively impacted.
Another major factor determining eﬃciency is the quality factor of the coils.
Quality factor is determined by the self inductance and the AC resistance of the coil.
Each coil needs to be thus adjusted to the operating frequency and size speciﬁcations
of the application. In this case, the quality factors of the chosen coils were for some
simulations quite similar between the single and the phased array coil systems.
Speciﬁcally, the coils from simulations 1 and 5 and from 4 and 8 were very similar
to one another. It is believed that the coils chosen for simulations 6 and 7 were not
optimal since the quality factors of these coils is quite a bit less than those from
simulation 2 and 3.
Figure 6.22 shows the eﬃciency of the simulations compared directly to each
other. Based on the comparison so far, due to the higher overall coupling factor,
simulations 5 and 8 should have resulted in a higher eﬃciency. The eﬃciency of
the phased coil array of simulation 5 and 7 are shown in ﬁgures 6.22a and 6.22d
and unexpectedly show a very similar overall eﬃciency compared to the single WS
coil system. The reasons for this unexpected result have already been discussed
but will be repeated here for clarity. The coupling between coils 2 and 4 lead to a
detuning of the system which negatively impacts the eﬃciencies eta12 and η14, see
for example ﬁgure 6.20. In addition to this problem, there are some losses due to
parasitic impedances between the coils, especially between coils 2 and 3 and coils 3
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and 4, since these are the coils that overlap with each other. These losses lead to a
decrease in eﬃciency that, in this case, leads to an eﬃciency that is similar to the
comparable single WS coil system. A prediction on the eﬃciency of simulations 6
and 7, based on the higher coupling but lower quality factors, is not possible. The
phased array coil eﬃciencies of simulation 6 and 7, see ﬁgures 6.22b and 6.22c, are
much lower than that of the single implant system that it is being compared to.

















(a) Comparison of the efficiency versus coil sep-
aration for the single coil implant system of
simulation 1 and the phased array coil im-















(b) Comparison of the efficiency versus coil sep-
aration for the single coil implant system of
simulation 2 and the phased array coil im-















(c) Comparison of the efficiency versus coil sep-
aration for the single coil implant system of
simulation 3 and the phased array coil im-















(d) Comparison of the efficiency versus coil sep-
aration for the single coil implant system of
simulation 4 and the phased array coil im-
plant system of simulation 8.
Figure 6.22.: Comparison of the eﬃciency versus coil separation of the single WS
coil system to the phased array coil system.
By creating a phased array implant system, the overall eﬃciency of the studied
simulations has remained roughly constant when comparing simulations 1 and 5
as well as 4 and 8. The overall area devoted to these systems was held constant
as was the operating frequency and even the quality factors. The result is a new
type of coil system that is scalable and redundant and that results in the same
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overall eﬃciency compared to the single WS coil system. The only drawback is the
decreased eﬃciency on the two side coils, η12 and η14 although there are ways that
this drawback can also be eliminated. A method to achieve exactly this will be
commented on in the outlook, see Section 7.
6.4.5. Impact of Implantation on Coil Parameters and
Effi iency
Implantation of the coils underneath the skull will have a detrimental impact on the
overall eﬃciency of the system. Eﬃciency loss in such systems is caused by increased
eddy current losses such as skin and proximity eﬀects, resistance losses and hysteresis
losses due to the tissue. The losses due to the insertion of the WS coil underneath
the skull will be examined more closely in this section. The simulations described in
Sections 6.3.2 and 6.3.3 were examined in order to draw conclusions as to the extent
of impact on the eﬃciency that implanting the coils would have.
The simulations were performed in ADS using the tissue substrate that was pre-
sented in section 6.3.1. The dielectric constant, dielectric loss tangent and conduc-
tivity of the medium was changed to suit the operating frequency of the medium.
In other words, for each of the layers in the skull, the skin, fat, skull, dura, cere-
brospinal ﬂuid and gray matter, the dielectric constant and loss tangent as well as
the conductivity were changed to match the operating frequency of the simulation.
Upon implantation, the coils are submersed in a medium with a relatively high
dielectric constant, dielectric loss tangent and conductivity. The dielectric eﬀects
and conductivity of the medium will increase the parasitic capacitance and the
AC resistance of the coils. The self resonance frequency of the coil is shifted to
a lower frequency through the high dielectric constant. The change in resonance
frequency has an impact on the usable frequency range of the coil which is reﬂected
in large deviations from coil coupling, self inductance and quality factor at higher
frequency. According to simulations, however, the resonance frequency of the coils
is much greater than the operating frequency of the energy transfer. Examining
the impedance phase of the WS coil from simulations 2 and 3, it is apparent that
the resonant frequency of the coil in the tissues has been decreased, see ﬁgure 6.23.
The other simulations showed a similar response to implantation and the resonance
frequency frequency of each coil system has stayed well higher than the operating
frequency of the systems. Since this is the case, the roll of the parasitic capacitance
has been neglected.
Once the coil has been implanted, eddy current losses contribute to a higher
AC coil resistance and thus a lower quality factor. The quality factor of the coils
which were implanted have reached a maximum quality factor of between 15 and
25 at a frequency between 10MHz and 20MHz, see the associated ﬁgures in 6.24
and 8.4. In order to maximize the eﬃciency once implanted in the tissue, the
operating frequency should be thus chosen to be as close to the maximum coil





















(a) Phase of impedance parameter Z22 versus




















(b) Phase of impedance parameter Z22 versus
frequency for single WS coil simulation 3.
Figure 6.23.: Phase of impedance for the WS coil showing the change in resonant
frequency once the coil has been implanted.
tissue substrate were very close in value to the quality factor in the air substrate for
frequencies below the peak quality factor value. In this case, an operating frequency
of 13.56MHz would be the most suitable since the quality factor around this value
is approximately maximum.
The eﬃciency according to each ADS-simulation can be found in ﬁgure 6.25 and
8.5. The decrease in eﬃciency is attributed to two primary factors. The ﬁrst factor
is the decrease in quality factor, especially around the higher operating frequency.
The second factor is the higher conductivity, dielectric constant and dielectric loss
tangent of the tissue medium at the higher frequency. The result is, the simulations
at the 27.12MHz operating frequency experience the largest eﬃciency drop. At
the frequencies of 13.56MHz and 6.8MHz, the eﬃciency drop is almost negligible.
Again, this is due to the fact that the quality factor in the tissue substrate at these
operating frequencies is quite close in value compared to the air substrate. The
highest eﬃciency, despite the larger drop in eﬃciency, is still found in simulation 1,
ﬁgure 6.25a and is 36%, 7% and 1% at the minimum, average and maximum coil
separation respectively. For comparison purposes, the eﬃciency of simulation 1 in
the air substrate can be found in table 6.8.
After implantation, the self resonance frequency and the quality factor of the
WS coils were decreased. The decreased resonance frequency was still much larger
than the operating frequency of the simulations and so no noticeable impact was
observed on the simulations. In addition, the coil inductance and coupling were
not impacted by the implantation. The quality factor, however, decreased upon
implantation, especially for the simulations at the 27.12MHz operating frequency.
For the simulations at the lower operating frequency, this decrease in quality factor
was negligible, which resulted in a negligible drop in eﬃciency. The largest drop in
eﬃciency was noticed on the simulations at the 27.12MHz operating frequency but
despite the larger drop, simulation 1 at this operating frequency still outperformed























(a) Comparison of the quality factor Q22 versus
frequency for the single coil implant system
























(b) Comparison of the quality factor Q22 versus
frequency for the single coil implant system























(c) Comparison of the quality factor Q44 versus
frequency for the phased array coil implant
























(d) Comparison of the quality factor Q22 versus
frequency for the phased array coil implant
system of simulation 8 in the air and tissue
substrate.
Figure 6.24.: A comparison of the dampening of the quality factor due to implanta-




















(a) Comparison of the efficiency versus coil sep-
aration for the single coil implant system of




















(b) Comparison of the efficiency versus coil sep-
aration for the single coil implant system of















(c) Comparison of the efficiency versus coil sep-
aration for the phased array coil implant sys-


















(d) Comparison of the efficiency versus coil sep-
aration for the phased array coil implant
system of simulation 8 in the air and tissue
substrate.
Figure 6.25.: A comparison of the dampening of the eﬃciency due to implantation
in the tissue substrate for various simulations.
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6.4.6. Biological Impact of the Magnetic Field on the Tissue
As described in Section 6.3.4, the magnetic and electric ﬁeld strength and the re-
sulting SAR value was simulated at the minimum, average and maximum coil sep-
arations with WPS coil currents of i11 = 0.1A, i11 = 0.5A, i11 = 1A and i11 = 2A
and at operating frequencies of 3MHz, 6.8MHz, 13.56MHz, 20MHz and 27.12MHz.
The coils from simulation 4 were used for each of the simulations. The results of
the 60 simulations will be summarized and in this section.
Each simulation in SEMCad resulted in a 3-dimensional representation of the
magnetic and electric ﬁelds as well as the SAR value. The information was saved in
text format and imported into Matlab where further data processing was performed.
Figure 6.26 shows the SAR value through the cross section of the head slicing through
the middle of the coil. In this case, the frequency of the simulation was 13.56MHz,
the coil current i11 = 2A and the coil separation was at the minimum. The maximum
SAR value of this simulation occurred in the cerebrospinal ﬂuid with a value of
2.2W/kg. The maximum value occurred in the cerebrospinal ﬂuid even though the
ﬂuid is further away from the WPS coil than the skin, fat, skull or dura. This is
due to the relatively high conductivity of the cerebrospinal ﬂuid at this frequency.
The conductivity of the ﬂuid is 2.0 S/m whereas it is only 0.2 S/m, 0.0 S/m, 0.1 S/m and
0.6 S/m for the skin, fat, skull and dura tissues at this frequency [4]. The maximum
obtained SAR-value of 2.2W/kg is just above the FCC regulations which permit a










Figure 6.26.: SAR value simulation at 13.56MHz and i11 = 2A with the coil 5mm
from the skin. The view is a cross sectionof the head cutting through
the center of the coils. The lines represent the diﬀerent tissue layers
and the solidregions represent the SAR value.
Looking at a graph of the calculated SAR-value versus frequency, the increasing
frequency and increasing current in the WPS coil increase the SAR value, see Figure
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6.27a. In fact, this is entirely predictable since the conductivity of the tissue increases
with frequency. In the worst case scenario, a SAR value of over 12W/kg is obtained
with i11 = 2A at 27.12MHz. The worst case scenario is achieved at the minimum coil
separation, highest current and highest operating frequency. A graph of the SAR-
value versus frequency for the minimum, average and maximum coil separations with
the current held constant at i11 = 1A is also shown in ﬁgure 6.27b. In this case,
the maximum SAR value of 3W/kg occurs at 27.12MHz when the coil separation
is minimum. At the minimum coil separation and at the operating frequency of
13.56MHz, the SAR-value is well under the FCC safety limit at approximately
0.6W/kg. Fixing the frequency at 13.56MHz, the SAR value was graphed versus
current at the minimum, average and maximum coil separations, see ﬁgure 6.27c.
A maximum SAR-value of 2.1W/kg is obtained at i11 = 2A at the minimum coil
separation. The FCC regulatory limit of 1.6W/kg is reached at approximately i11 =
1.7A.
In general, as the distance between the coils increases, the SAR-value decreases.
As the current decreases, the electromagnetic ﬁeld decreases and the SAR-value
decreases. Finally, as the frequency decreases, the SAR-value decreases because tis-
sue properties aﬀecting absorption decease. A balance must be struck between the
biocompatibility of the system and the need for small coils and an eﬃcient energy
transfer. A frequency of 27.12MHz would result in too high a SAR value. A fre-
quency of 13.56MHz or under would be recommended in order to have a reasonable
SAR value.
6.4.7. Measurements of the Phased Array Coil System
The coil system for simulation 8 was manufactured on an 0.8mm thick FR4 PCB-
board for the WPS coil and a 25µm thick polymide PCB-board. The dimensions,
conductor width, conductor length and number of windings for each of the coils can
be found in table 6.4. The PCB-boards were then taken and the self inductance,
coil coupling and quality factor were measured. After this, the coils were tuned to
resonance and the eﬃciency was measured. The methods for the measurement are
found in chapter 3.
Before the measurement results could be compared to the simulation, several
modiﬁcations needed to be made. These modiﬁcations were contained in simulation
9. The reason the modiﬁcations were needed is due to simpliﬁcations in simulations
1 through 8 which were introduced in order to speed the simulation time of the
many simulations. The diﬀerence between simulation 9 and simulation 8 are in the
layout and substrate. The air substrate in the ADS simulation did not model the
dielectric constant or the dielectric loss tangent of the PCB-board material which
had an impact on the self resonance frequency of the coil. Further, for simulations
1 through 8 the conductors were modeled as planes instead of as 3-dimensional
conductors. Also, the layout components were all ADS standard components and did
not reﬂect the complexity of the PCB-board layout. For this reason, the following

























(a) SAR-value simulation at i11 = 0.1A, i11 = 0.5A, i11 = 1A and

























(b) SAR-value simulation of the coil separa-























(c) SAR-value simulation of the coil separation
versus frequency with f = 13.56MHz.
Figure 6.27.: SAR-value simulation values. The simulations were made at various
coil separation distances, frequencies and currents.
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ADS. Second, the substrate was modiﬁed to reﬂect PCB-board materials as well
as the via interconnects of the actual layout and the solder points on the substrate.
The ADS layout which was simulated in simulation 9 is shown in ﬁgure 6.28.
Figure 6.28.: ADS layout of the PCB board used in simulation. The layout was
directly imported from the PCB board layout in DXF format.
The coils, which are shown on the left hand side of the ﬁgure, were connected via
a 3.5 cm bridge to a medically approved connector which was to be used as a quick
method to obtain in-situ measurements from the test subject upon implantation.
The ﬁrst prototype was to be implanted with the bridge extending out of the subject
to a test chamber which was bolted on to the macaque’s head.
Measurement results were obtained in air and were used to verify the accuracy
of the ADS and Fasthenry simulation results. Another set of measurements were
performed with the WS coils submersed in a saline solution. The conductivity of
the saturated saline solutions was measured to be 33mS/m and the WS coils were
submerged to a depth of 3 cm. The results of the measurements, however, did not
substantially vary from the results of the measurements that were obtained in air.
Recall that the conductivity of the tissues in the brain varied but were generally
much higher than the conductivity of the saline solution. It is believed that the
conductivity was therefore not large enough to aﬀect the types of changes to the
quality factor and thus eﬃciency that the simulations indicated. This does, however,
bode well that the implanted coils will function within the tissue medium.
The ﬁrst set of measurements were performed to determine the self-resonance of
the coils, the self-inductance and the coil coupling as well as the quality factor.
The measurements were performed on a two port network analyser, as described in
section 3. For the coupling measurements, the WPS coil was connected to one port
of the network analyser and one of the WS coils was connected to the other port.
The other WS coils were left unconnected while the coupling measurements were
performed at various distances. The process was repeated for each combination of
skullcap to WS coil in order to determine the coupling factors k12, k13, k14. Since the
WS coils were at ﬁxed distances to one another, the coupling was constant. Each
combination of WS coil was attached to the network analyser in order to determine
the coupling constants k23, k24 and k34. The self-resonance, self-inductance and
quality factor of the coils was determined through the impedance parameter Znn for
coil n.
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In order for the energy transfer system to be usable, the self resonant frequency
must be well below the operating frequency of the system. Further, upon implanta-
tion, the self-resonant frequency of the coils will degrade due to the high dielectric
constant of the medium. The self-resonance frequency versus frequency of the coils
from ADS is plotted against the measurement of results in ﬁgure 6.29. In all cases,
the expected trend is measured. The phase of the impedance parameter quickly
climbs to approximately 90° which is characteristic of coils. At the self resonant
frequency, the phase then shifts to a capacitive -90°. Figures 6.29b, 6.29c and 6.29d
show a very good approximation of the measured self-resonance frequency from
ADS. At frequencies below 40MHz, the coils are still operating as inductors. Above
frequencies of 40MHz the phase then shifts to -90°. Figure 6.29b shows a 10MHz
deviation from the expected resonant frequency. The ADS simulation indicated that
the coil phase should stay at 90° up to 50MHz but this was measured at 40MHz.
It is thought, that the deviation occurred due to the FR4 substrate which was used
for WPS coil PCB board. FR4 is a very inexpensive material with large deviations
in the dielectric constant and dielectric loss tangent and is not suitable for RF ap-
plications. A deviation from the expected value would explain the shift if resonant
frequency. The important point is that the frequency of the measured inductor of
up to 40MHz is much larger than the operating frequency of 13.56MHz.
Table 6.12 shows the measured and simulated self inductance and the quality
factor of the coils. The self inductance, being a low frequency measurement, was
calculated using an average of the ﬁrst 2MHz of the measured and simulated values.
The quality factor is the table is at the operating frequency of 13.56MHz. Very good
agreement is shown between the simulated and measured self-inductance values. The
agreement between the simulated and measured quality factors also shows a very
good agreement with some deviations from the expected value which will be explored
in more depth in the next paragraph.












Looking at the measured and simulated values for the quality factor of the coils





















(a) Comparison of measurement results to ADS
simulation 9 for the phase of the impedance




















(b) Comparison of measurement results to ADS
simulation 9 for the phase of the impedance




















(c) Comparison of measurement results to ADS
simulation 9 for the phase of the impedance




















(d) Comparison of measurement results to ADS
simulation 9 for the phase of the impedance
parameter Z44 versus frequency.
Figure 6.29.: Comparison of measurement and simulation results for the self-
resonance frequency of coils 1, 2, 3 and 4.
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coming from. Although the quality factor measurements show a larger error com-
pared to the expected ADS simulated values, the form of the curves were correctly
simulated. The reasons for the diﬀerence between simulation and measurements is
twofold. Firstly, a pure copper material was used as the conductor, which of course
oxidizes. Before measuring the coils, the oxidization was chemically removed which
of course aﬀected the thickness and width of the conductors. The new thickness
and width were unknown and were not accurately accounted for in the simulation.
The second reason is the general inaccuracies which are involved in manufacturing
which play a large roll in determining the quality factor of the coils. The quality
factor is dependent on the AC resistance of the coil and this AC resistance is very
sensitive to such things as variations in conductor thickness and width as well as
the conditions under which the measurements are performed. In short, while the
measurements showed somewhat larger deviations than desired, the results are still
quite usable, especially considering that the quality factor at the operating frequency
























(a) Comparison of measurement results to ADS
























(b) Comparison of measurement results to ADS
























(c) Comparison of measurement results to ADS
























(d) Comparison of measurement results to ADS
simulation 9 of the quality factor Q44 versus
frequency.
Figure 6.30.: Comparison of measurement and simulation results of the quality fac-
tor of coils 1, 2, 3 and 4.
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The measurement results for the coupling between the WPS coil and the WS coils
are to be analyzed next. Figure 6.31 shows that the measured coupling was accurate
to within approximately 10% of the simulated results. Coupling is a low frequency
measurement and was again taken as an average of the measured or simulated cou-
pling in the ﬁrst 2MHz of the Z-Parameters. A coupling of approximately 5%, 1.5%
and 0.5% can be expected for k12, k13 and k14 at the minimum, average and max-
imum deﬁned coil distances. The diﬀerence between the measured and simulated
results is probably attributable to inaccuracies in the distance measurement, where






















(a) Comparison of measurement results to ADS























(b) Comparison of measurement results to ADS























(c) Comparison of measurement results to ADS
simulation 9 of the coupling k14 versus coil
separation.
Figure 6.31.: Comparison of measurement and simulation results of the coupling of
coil 1 to coil 2, 3 and 4.
The coupling measurement of the WS coils was close to the simulated values from
ADS, see ﬁgure 6.32. An error of more than 10% was, however, observed in every
case. The reason for this error is again, due to inaccuracies in manufacturing toler-
ances. The error, while large as a percent, is actually quite acceptable. The coupling,
simulated from Fasthenry, for k23 and k34 was approximately zero. After layout, the
simulated coupling from ADS was approximately 0.2% while the measured coupling
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was 0.4%. At 0.4% coupling, the parasitic aﬀects due to the coupling is expected
to remain relatively small. In the future, the PCB layout can be tweaked as a result























(a) Comparison of measurement results to ADS























(b) Comparison of measurement results to ADS























(c) Comparison of measurement results to ADS
simulation 9 of the coupling k34 versus fre-
quency.
Figure 6.32.: Comparison of measurement and simulation results of the coupling of
coils 2, 3 and 4.
As the next step, the eﬃciency of the coil system was measured. Since the PCB
board was designed to be implanted, the capacitors were chosen as a small 0201
formfactor, which is very diﬃcult to solder onto the ﬂexible PCB board. No trim-
ming was possible, so extra care was taken in choosing the resonant capacitor. Ca-
pacitors were chosen and measured using a gain phase analyser. Three capacitors
were chosen with a very tight tolerance. After soldering the capacitors to the PCB
board, the resonance frequency was measured via the network analyser to conﬁrm
the most suitable operating frequency. The operating frequency was chosen to be
13.28MHz, based on these measurements. The coil separation was then varied and
the source and load voltages were recorded as per the method outlined in chapter 3.
The eﬃciency of each coil as well as the overall system eﬃciency is shown in ﬁgure
6.33d. The result is a relatively good agreement with the ADS simulation, although
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the error is around 20%. The reasons for the error are the previously mentioned



















(a) Comparison of measurement results to ADS






















(b) Comparison of measurement results to ADS




















(c) Comparison of measurement results to ADS

















(d) Comparison of measurement results to ADS
simulation 9 of the total efficiency η versus
frequency.
Figure 6.33.: Comparison of measurement and simulation results of the eﬃciency of
coils 1, 2, 3 and 4.
Finally, as a summary of the results, table 6.13 presents the coupling and eﬃciency
of the system at three diﬀerent coil separation distances. The coupling is shown
to be between approximately 4.7%, 1.2% and 0.4% at the minimum, average and
maximum coil distances. The ﬁxed coupling between the implant coils was measured
to be k23 = 0.4%, k24 = 4.4% and k34 = 0.4% showing that the phased array coil
had been properly conceived and designed. The total measured eﬃciency of the
system, extrapolated to 15mm, 23.4mm and 37.4mm in order to be comparable to
the ADS simulated values, was measured at η = 14.4%, η = 3.7% and η = 0.7%
respectively. The diﬀerence between the measured eﬃciency η12, η13 and η14 most
probably stemmed from misalignments of the skullcap and WS coils.
The measurement results were thus shown to conform with relatively good accu-
racy to the simulations. In addition, it was shown that the theoretical operation
of the three-coil implant achieved expected results and can be used for redundancy
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Table 6.13.: Measured and ADS simulated values for coupling and eﬃciency.
Measurement ADS simulation
Variable Coil separation Coil separation
9.4mm 23.4mm 37.4mm 9.4mm 23.4mm 37.4mm
k12 4.8% 1.2% 0.4% 4.4% 1.3% 0.5%
k13 4.6% 1.2% 0.4% 4.5% 1.3% 0.5%




Coil separation Coil separation
15.0mm 23.4mm 37.4mm 15.0mm 23.4mm 37.4mm
η11 3.5% 1.0% 0.1% 4.8% 1.7% 0.2%
η12 6.5% 1.7% 0.4% 5.9% 2.5% 0.3%
η13 4.6% 1.0% 0.2% 5.4% 1.3% 0.2%
η 14.4% 3.7% 0.7% 15.9% 5.5% 0.8%
purposes. The aﬀect of implanting the coils was also shown to have a relatively
small impact on the eﬃciency.
6.5. Discussion and Conclusion
The design, implementation and prototyping of a new type of energy transfer system
designed for an implantable EEG and DCES has been shown, complete with simul-
ation and initial measurement results. The implantable EEG is to be inserted under
the dura tissue layer where it will serve in long term patient monitoring and brain
stimulation. The usefulness of such a system is varied but includes long term diag-
nostic information on chronic brain illness or injury as well as prosthetics which are
controlled through direct stimulation and decoding of cortical signals. Other uses
are in areas of research where long term, ﬁne resolution monitoring and stimulation
would be helpful to better understand the functionality of the brain.
One key feature of the implanted coil system was the redundancy. Through the
use of phased array coils, an array of three coils was designed and manufactured
on a PCB board which allowed for the extraction of power simultaneously from all
three coils. In order to have a baseline of comparison for the redundant system, a
coil system with one WS coil was also simulated. In total, 8 simulated coil systems
were compared side to side, 4 with phased array coils and 4 with single WS coils.
In order to make a fair comparison, the exact same total area for the coils was
used as well as similar self inductance and similar coil quality factor. The results
from the comparison were quite favorable, a similar overall eﬃciency was obtained
between the phased array coils and the single implant coils. Instead of having a
single WS coil delivering, for example, 30mW of power to the implant electronics
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it is possible for the three coils to deliver each approximately 10mW of power to
three independent implant electronics. Of the simulations, the higher the operating
frequency was, the higher the eﬃciency. At the operating frequency of 27.12MHz,
the eﬃciency obtained at the minimum coil separation was approximately 40% while
at 13.56MHz the eﬃciency was 35% whereas at 6.8MHz the value was 30%.
In addition to these simulations in air, a substrate which modeled the tissues was
also developed. In this model, the minimum, average and maximum coil separation
were deﬁned based on the thickness of the tissue in the human head. As well,
using information from [4], the diﬀerent electrical parameters of the tissues at each
operating frequency was incorporated into the model. Using this model, comparison
were made to demonstrate the eﬀect of implantation on the coil parameters and
eﬃciency. The comparisons showed that the self resonant frequency of the coils
would be lowered and the quality factor and eﬃciency negatively impacted. The
resulting loss in eﬃciency was between 1% and 5% of the total eﬃciency in air. At
increasing operating frequency, the impact was higher while at decreasing operating
frequency the impact was almost negligible.
To conﬁrm the results of the design of the energy transfer system, Matlab was
used for simulation automation and data processing as well as Fasthenry and ADS
for simulation of the coil parameters. The eﬃciency was simulated with ADS-SPICE
and calculated using the equation 3.1. Through the use of distinctly diﬀerent tools
and methods, conﬁdence was obtained in the results which allowed for a degree of
certainty in the results. The coil parameters for the self inductance, coil coupling and
quality factor were shown to be in good agreement between the Fasthenry and ADS
simulations. The eﬃciency calculations were also shown to be in good agreement
with all of the eﬃciency simulations in ADS for the case of the single WS coil system.
In the case of the phased array coil system, the ADS-SPICE simulated eﬃciency was
shown to be lower than the calculated eﬃciency due to parasitic impedances between
the phased array coils. Despite this, the overall eﬃciency of the phased array coils
was nearly the same as the eﬃciency of the single WS coil system.
In addition to the electrical design of the coils, a tool was used to perform and
FDTD simulation of the human brain, as modeled by a 30 year old Caucasian male.
The simulation was used to analyze the aﬀect of frequency and coil current on the
resulting SAR value. As an initial guess, a maximum allowable SAR value was
chosen as 1.6W/kg, which is the maximum value allowed for cell phones by the FCC.
The result showed that using the higher frequency of 27.12MHz would result in a
much higher SAR value than allowed. At 13.56MHz and approximately 1.7A, the
maximum SAR value was reached.
Taken together, the best combination of redundancy, eﬃciency and allowable SAR
value was obtained using simulation 8, which is a phased array coil at an operating
frequency of 13.56MHz. This coil system was fabricated on an FR4 PCB board
for the WPS coil and a very thin polymide PCB board for the phased array WS
coil. Initial measurement results were made which conﬁrmed the simulated self-
inductance, self-resonance, coil coupling, quality factor and eﬃciency of the system.
The coil system has not yet been implanted in the test subjects but initial measure-
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ments were made in a saline solution. The measurement results in the saline solu-
tion, however, showed no substantial diﬀerences as compared to the measurements
obtained in air. This was probably due to the relatively low conductivity of the
medium at 33mS/m. This is seen as a positive result. However, further testing is
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With the advent of wireless communications in the late 19th century, wireless de-
vices have been on a relentless pace forward. The last century has bore witness
to massive improvements in mobile wireless technologies which have in turn led to
mass adoption. The battery technology which has propelled the adoption of mobile
wireless devices means that these devices are still tethered to a charger at regular
intervals. Much research has focused on converting mechanical, chemical, thermal
and radiant energy into electrical energy in order to avoid the need for tethering the
device to a charger. However, the energy density tends to be low in comparison to
battery technology and the reliability of the energy source is not a given.
There is a technology which combines aspects of both energy scavenging as well
as energy storage. Radiant systems based on inductive principles, have been devised
where ambient energy is created by a WPS located in the vicinity of the wireless
device, in order to reliably power it. These passive wireless devices require no bat-
tery and are thus cheaper to manufacture and can be designed to last many, many
years. Inductive radiant systems have made their way to the marketplace in the
form of RFID, inductive charging pads and industrial inductive power rail systems.
The identification part of traditional RFID-systems has been combined with envi-
ronmental sensing in order to react to and predict environmental conditions. These
RFID-sensors are more appropriately called iEDT-sensors since they are less about
identiﬁcation than sensing. Such iEDT-sensors have already found many uses, par-
ticularly as biomedical implants, since wired connections are not feasible and battery
changing is a very messy proposition. Many other applications have also cropped
up where wired connections can not feasibly be realized and where longevity of the
WS is required.
This dissertation provides a closer look at three case studies of new applications for
iEDT-sensor systems. After outlining the electromagnetic theory which described
the principles on which such systems operate, formal deﬁnitions of the relevant coil
parameters such as the self inductance, coil coupling and quality factor were given.
High frequency eﬀects such as skin eﬀect and proximity eﬀect were described and an
electrical model representing the coil system was also given. Based on the electrical
model, the eﬃciency of the system was presented as the deﬁning characteristic of
the wireless link.
The ﬁrst case study for which a prototype was developed was a condensation
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detection system to control the HVAC system in a vehicle. For this application, the
WS was to be attached to the windshield and the WPS was to be embedded in the
rearview mirror. Although wireless and wired systems exist for this application, a
wireless iEDT-sensor system oﬀers two chief advantages. First, because the system
is wireless, routine windshield replacements are less problematic since no rewiring
is involved. Second, compared to other competing wireless technologies, the iEDT-
sensor system is much more cost eﬀective. The measured design parameters of the
system were conﬁrmed using the developed design tools and the prototype system
including measurements results have shown that such a system is technologically
feasible. Speciﬁcally, the measured self-inductance, coil coupling and quality factor
were all found to be within 10% error compared to the simulation results. The
measured eﬃciency as well was found to be within slightly more than 10% error
compared to the simulation results. In addition to this, the electronics of the system
were designed and the ﬁrmware and software written in order to present a functioning
prototype.
The second case study for which a prototype was developed, was to wirelessly mea-
sure the ﬂow rate in a pipe. The goals of the project were to create a thin and ﬂexible
calorimetric ﬂow sensor, based on one developed at the Institute for Microsensors,
-systems and -actuators, and to integrate it into a WS which was inductively pow-
ered. The WS was mounted on the inside wall of the pipe and inductively coupled to
the WPS which was located outside of the pipe. The iEDT-sensor system provided
a direct, contact measurement of the ﬂow rate of ﬂuid through the pipe without
requiring wires to be connected through the wall of the pipe. It has been shown
that the measurement results for inductive coil system were, for the most part, in
good agreement with the simulation results. Speciﬁcally, the coil self-inductance
and coil coupling were found to be within 10% error compared to the simulation re-
sults. The measured eﬃciency of the system was also found to be within 20% error
compared to the simulation results. Comparisons of the self resonant frequency and
the quality factor of the coils over frequency showed, however, larger errors which
have been attributed to incorrectly simulated parasitic capacitances. As part of the
development process, the original circuit for evaluating the sensor signal was opti-
mized to consume 94% less power. This optimization was important so as to reduce
power consumption in the WS so that the dynamic operation of the iEDT-sensor
system would be as large as possible. In addition to this, the electronics for the
WPS and the WS were developed and the software written in order to present a
functional prototype.
The third case study was used to design and test a coil system meant to power
a wireless implant. The implant was meant to wirelessly measure and stimulate
cortical activity in the brain. By implanting the system under the dura layer, the
wireless implant could be used long term for diagnostic and neuroprosthetic ap-
plications. The powering of the WS, due to the long term nature of the implant,
was required to be redundant. For this purpose, a three coil phased array typol-
ogy on the WS was proposed, simulated, manufactured and measured. This unique
design allowed for three coils, strategically placed in such a way as to reduce the
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coupling between coils to zero, to have independent EMFs. Several coil designs
were compared to each other based on coil coupling, inductance, quality factor and
eﬃciency. As well, baseline simulations of single coil implants were made in order
to be able to compare the performance of the new phased array typology. The
simulation results indicated that the overall eﬃciency of the system increased with
increasing frequency, to a maximum of 39% at 27MHz, 33% at 13.56MHz and 28%
at 6.8MHz. In addition to this, the eﬀect of implantation on the coil parameters
and eﬃciency was thoroughly examined to ensure that the system would be well
functioning in the implant environment. The implantation was shown to decrease
the self resonant frequency of the coils and decrease the quality factor which led to
a reduced eﬃciency. The eﬃciency decrease, however, was minimized by choosing
an operating frequency close to where the impact on the quality factor was minimal.
The overall loss of eﬃciency was on the order of 3% to 10% depending on frequency
and coil separation. Finally, the eﬀect of the electromagnetic ﬁeld was examined on
the tissues in order to have some certainty that the coil system would not pose radi-
ation risks to the patient. The results of the SAR value simulations indicated that
the lower frequencies resulted in substantially lower SAR values. The SAR value
was shown to be around 12W/kg at 27.12MHz with minimal coil separation and 2A
of current ﬂowing through the coil, 2W/kg at 13.56MHz with minimal coil separation
and 2A of current ﬂowing through the coil and 0.2W/kg at 6.8MHz with minimal coil
separation and 2A of current ﬂowing through the coil. It was also shown through
simulation that the phased array coil typology worked as theorized. Speciﬁcally, the
uncoupled coils were shown through measurements to have a very low coupling of
≈ 0.4%. More than that, the overall eﬃciency of this typology was shown to be
very close to the comparable single array implant typology. Based on the overall
simulated coil eﬃciency as well as the eﬀect of implantation and the SAR simul-
ation results, the phased array coil typology operating at 13.56MHz was chosen,
a PCB board manufactured and measurements were performed. The measurement
results matched very closely with the ADS simulation results and a measured total
eﬃciency of 14%, 4% and 1% was obtained at coil separations of 15mm, 23mm
and 37mm coil separation respectively.
This dissertation has successfully demonstrated prototypes for two new applica-
tions and initial measurement results for a third. In addition to this, a much more
automated set of design tools has been developed which provided independent simu-
lations to conﬁrm results and which was then used to verify the measurement results
of the prototypes and to design the coil system of the third application. The design
tools use two existing software suites, Agilent’s ADS and Fasthenry, which provide
overlapping functionality to compute the relevant coil parameters of self-inductance,
coil coupling and quality factor as well as the eﬃciency but with completely diﬀer-
ent backend calculation principles. By using these two design tools, more certainty
in the simulation results is obtained since the results were compared against each
other. In addition, a more automated way of designing the coil systems has been
implemented in Matlab to quickly and ﬂexibly construct coil geometries and allow
for the variation of any parameter to see the eﬀect that that variation has on the coil
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parameters and system eﬃciency. Finally, a new type of coil system was designed
in order to provide redundant power supplies to an implant system. The implant
system was designed with three coils which were each capable of delivering approx-
imately a third of the power of a similarly sized single coil meaning that the overall
eﬃciency of the three coil system was approximately the same as the single coil sys-
tem. With no loss in power density compared to the single coil system, these three
redundant coils were shown with measurements to be able to independently deliver
power with an eﬃciency of greater than 1% even at maximize coil separation.
Based on these results, further development of the design suite to increase ﬂexi-
bility and usability and further study of the phased array coil system is warranted.
The design suite should be expanded to include inductors with magnetic cores in
order to allow for high power and low frequency applications and three dimensional
simulations in order to allow for more complex geometries. The phased array coil
system has shown much promise in its initial testing. It would be quite interesting to
know if the overall system eﬃciency per unit area of coil could be increased through
minimizing the parasitic impedances thereby leading to an eﬃciency per unit area
that is greater than that of a single coil systems. If that were the case, inductively
powered systems could exploit this in order to increase overall eﬃciency or decrease
coil area. This type of phased array coil approach could also be employed in the
coil system of the WPS in order to create large areas which could eﬃciently supply
mobile wireless devices with power. Many coils would be spread over a large working
area and a sensing circuit could then detect whether any WS coil is coupled with
an opposing WPS coil. When a WS coil is detected, the WPS coil in closest prox-
imity would then be turned on. A system such as this would allow for the mobile
charging of many devices or even mobile powering of AGVs or robotic systems with


























(a) Coupling k14 versus distance for the phased























(b) Coupling k12 versus distance for the phased
array implant coils in simulation 2, as de-




















(c) Coupling k12 versus distance for the single





















(d) Coupling k12 versus distance for the single
implant coil in simulation 4, as described in
Section 6.3.2
Figure 8.1.: Comparison between ADS and Fasthenry for coupling versus coil sepa-





















(a) Quality factor Q22 versus frequency for the
single implant coil, simulation 2, as de-




















(b) Quality factor Q11 versus frequency for the
single implant coil simulation 4, as de-




















(c) Quality factor Q22 versus frequency for the
phased array implant coils in simulation 5,






















(d) Quality factor Q11 versus frequency for the
phased array implant coils in simulation 7,
as described in Section 6.3.3
Figure 8.2.: Comparison between ADS and Fasthenry for the quality factor versus















(a) Efficiency η versus distance for the single



















(b) Efficiency η versus distance for the single

















(c) Efficiency η versus distance for the phased



















(d) Efficiency η versus distance for the phased
array coil in simulation 8, as described in
Section 6.3.3
Figure 8.3.: Comparison between ADS and Fasthenry for eﬃciency versus coil sep-























(a) Comparison of the quality factor Q22 versus
frequency for the single coil implant system
























(b) Comparison of the quality factor Q22 versus
frequency for the single coil implant system



























(c) Comparison of the quality factor Q22 versus
frequency for the phased array coil implant


























(d) Comparison of the quality factor Q33 versus
frequency for the phased array coil implant
system of simulation 6 in the air and tissue
substrate.
Figure 8.4.: A comparison of the dampening of the quality factor due to implantation



















(a) Comparison of the efficiency versus coil sep-
aration for the single coil implant system of




















(b) Comparison of the efficiency versus coil sep-
aration for the single coil implant system of

















(c) Comparison of the efficiency versus coil sep-
aration for the phased array coil implant sys-

















(d) Comparison of the efficiency versus coil sep-
aration for the phased array coil implant
system of simulation 6 in the air and tissue
substrate.
Figure 8.5.: A comparison of the dampening of the eﬃciency due to implantation in
the tissue substrate for various simulations
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