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ON THE GENERATING GRAPH OF A SIMPLE GROUP
ANDREA LUCCHINI, ATTILA MARO´TI, AND COLVA M. RONEY-DOUGAL
Abstract. The generating graph Γ(H) of a finite group H is the graph defined on the
elements of H, with an edge between two vertices if and only if they generate H. We show
that if H is a sufficiently large simple group with Γ(G) ∼= Γ(H) for a finite group G, then
G ∼= H. We also prove that the generating graph of a symmetric group determines the
group.
1. Introduction
The generating graph Γ(H) of a finite group H is a graph whose vertices are the elements
of H, where two vertices are adjacent if they generate H. Examples show that little
information about H can be deduced from knowledge of Γ(H) only, provided that Γ(H)
contains at least two isolated vertices. On the other hand, it seems that if Γ(H) contains
at most one isolated vertex then H is very restricted; for example it follows that H/N
is cyclic for every non-trivial normal subgroup N of H. A conjecture (about spread) of
Breuer, Guralnick, Kantor [3] states that the converse is also true. (There has been recent
work on this problem by Guralnick [7] and by Burness and Guest [4].)
The spread of a group H is the maximal integer k such that for any k non-identity
elements x1, . . . , xk ∈ H there exists a y ∈ H such that 〈xi, y〉 = H for all i. Guralnick and
Kantor [8] showed that any finite simple group H has spread at least 1. This motivated us
to show the following.
Theorem 1. If H is a sufficiently large simple group with Γ(G) ∼= Γ(H) for a finite group
G, then G ∼= H.
It was shown in [17] that the spread of the symmetric group Sn is at least 1 for n 6= 4.
Theorem 2. If H is a symmetric group with Γ(G) ∼= Γ(H) for a finite group G, then
G ∼= H.
Date: April 21, 2016.
2000 Mathematics Subject Classification. 20D06, 20P05.
Key words and phrases. generating graph, finite group.
The authors were supported by Universita` di Padova (Progetto di Ricerca di Ateneo: Invariable gen-
eration of groups). The second author was also supported by an Alexander von Humboldt Fellowship for
Experienced Researchers, by OTKA grants K84233 and K115799, and by the MTA Re´nyi Lendu¨let Groups
and Graphs Research Group.
1
2 ANDREA LUCCHINI, ATTILA MARO´TI, AND COLVA M. RONEY-DOUGAL
It is tempting to ask whether Γ(H) determines H, provided that Γ(H) contains at most
one isolated vertex. In addition to the previous two theorems, we show in Proposition 4
that this is true if G is a sufficiently large soluble group. We also show that in Theorem 9
that the generating graphs of all of the finite simple groups are pairwise distinct. However,
distinct groups with the same socle can have quite similar generating graphs. For example,
PGL2(9) 6∼= M10, but Γ(PGL2(9)) and Γ(M10) have the same numbers of vertices and edges.
They also have the same (second) minimal vertex degrees. However the maximal vertex
degrees differ in the two graphs.
Since the previous question seems likely to be difficult, we observe that it should be easier
to approach a weaker question, namely: does Γ(H) determine soc(H) provided that Γ(H)
contains at most one isolated vertex?
This paper is structured as follows. In Section 2 we justify our concentration on groups
with spread at least 1. In Section 3 we present some elementary results concerning such
groups, and fix some notation for them. In Section 4 we prove that for any given n ≥ 3
there are fewer than (log2 n)
2 non-isomorphic generating graphs on n vertices, of which at
most one is isolated. In Section 5 we show that if G is a sufficiently large group with spread
at least 1, then Γ(G) determines whether or not G is soluble, and if so determines G up
to isomorphism. In Section 6 we then show that if H is a sufficiently large simple group,
and Γ(G) ∼= Γ(H) for some finite G, then G is also simple. The proof of Theorem 1 is then
completed in Section 7 by showing that the generating graphs of the finite simple groups
are pairwise non-isomorphic. Finally, in Section 8 we prove Theorem 2.
2. Generating graphs with at least two isolated vertices
In this work we are interested in the question: what kind of group-theoretic information
about H can be deduced from knowledge about Γ(H) only? We are especially interested
in when, if ever, Γ(H) determines H up to isomorphism.
As an immediate observation, Γ(H) determines the order of H. Secondly, Γ(H) demon-
strates whether or not H can be generated by 2 elements or whether or not H is cyclic.
Our third observation is that if Γ(G) ∼= Γ(H) for some p-group H of order n, and H/Φ(H)
is elementary abelian of rank 2 (where Φ(H) denotes the Frattini subgroup of H), then G
is also a p-group of order n and G/Φ(G) is elementary abelian of rank 2, but can be any
such by [1, (23.1)(2) and (23.2)]. In particular, G need not be isomorphic to H.
Thus it will be convenient to assume that our finite group H can be generated by two
elements and its Frattini subgroup is trivial. But even these conditions on H appear to be
too weak to determine H up to isomorphism.
Indeed, consider the following example. Let C be a cyclic group of order 5 generated by
x. Define two actions of C on a vector space V = 〈a, b〉 ∼= F211. In the first action x takes a
to 3a and b to 4b, and in the second action x takes a to 3a and b to 5b. Then the semidirect
product of C with V give rise to two solvable groups, H1 and H2, both of order 605. It is
easy to see that H1 6∼= H2, since in the first case every element of 〈x〉 has determinant 1
while this is not true in the second case. In both cases an element (c, d) in V is isolated if
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cd = 0 and it has degree 484 otherwise. The elements of order 5 are conjugate to elements
in 〈x〉 and thus have degree 500. From this it can be seen that Γ(H1) ∼= Γ(H2).
3. Assumptions and notation
For the rest of the paper let us make the assumption that G is a finite group with Γ(G)
containing exactly one isolated vertex. In other words, we asume that G has spread at least
1. It is easy to see that G has the property that every proper quotient of G is cyclic.
This happens if G is cyclic or is an elementary abelian p-group of rank 2 for some prime
p. For the rest of this section assume that G is different from these groups. Then G contains
a unique minimal normal subgroup which we denote by N .
If N is an elementary abelian p-group for some prime p, then the cyclic group G/N acts
irreducibly and faithfully on N , and therefore it lies inside a Singer cycle acting on N . This
implies that |G/N | divides |N | − 1 and the extension splits. It also follows that there is a
unique such group G up to isomorphism.
If N is not solvable then N is isomorphic to T1 × · · · × Tr for some positive integer r,
where the Ti’s are isomorphic to a fixed non-abelian simple group T . In this case we shall
write |G/N | = r ·m for some integer m dividing |Out(T )|.
4. On the number of generating graphs
In this section we show that for any given n there should be very few finite groups G
with spread at least 1 and |G| = n.
Proposition 3. There are fewer than (log2 n)
2 non-isomorphic generating graphs on n ≥ 3
vertices of which at most one is isolated.
Proof. It is sufficient to show that the number of groups G of order n ≥ 3 with spread at
least 1 is less than (log2 n)
2. We use the assumptions and notation of the previous section.
First let G be solvable. Then for every given n ≥ 3 there are at most two possibilities
for G: a cyclic group, and either a certain Frobenius group as described in Section 3 or an
elementary abelian group of rank 2.
Let G be non-solvable of order n. Let (x1, . . . , xr)s ∈ Aut(T ) o Cr be an element of G
that projects onto a generator of G/N , where xi ∈ Aut(T ) for 1 ≤ i ≤ r and s is an r-cycle.
By conjugating by a certain element of (Aut(T ))r, we see that the image of (x1, . . . , xr)s is
(x, 1, . . . , 1)s, where x is an element of Aut(T ) whose smallest power contained in T is xm.
Let m = 1 or m = 2. Since r < (log2 n)/(log2 |T |) < (log2 n)/5, there are fewer than
(log2 n)/5 choices for r. By [10, Theorem 6.1], for each r there are at most two choices for
T . Finally, by [16, Lemma 2.1], if m = 2 then there are at most (6/7) log2 |T | ≤ (6/7) log2 n
choices for x (any choice of x projecting to a fixed element of Out(T ) gives rise to the
same group G), and 1 if m = 1. Thus there are fewer than (12/35)(log2 n)
2 + (2/5) log2 n
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possibilities for G. In fact, we can divide this bound by 2 by using the fact that if there
exist two non-isomorphic simple groups of order |T |, then |T | ≥ 20160.
Now let m ≥ 3. Since r · m ≤ (6/7)r log2 |T | ≤ (6/7) log2 n, there are fewer than
(6/7) log2 n choices for r · m. By [10, Theorem 6.1], for each such choice of r · m there
are at most two possibilities for T and r. Since m ≥ 3, there are fewer than (6/14) log2 n
possibilities for x. Thus there are fewer than (36/49)(log2 n)
2 possibilities for G.
In total, for a given n, there are fewer than
2 + (6/35)(log2 n)
2 + (1/5) log2 n+ (36/49)(log2 n)
2
possibilities for G. For n ≥ 64 this is less than (log2 n)2. Otherwise, if n ≤ 63, there are
at most 3 possibilities for G, which gives the result, unless n = 3, when there is just one
group G. 
5. Determining solvability
In this section we show that if G is sufficiently large then Γ(G) determines whether or
not G is solvable. Furthermore, if G is solvable, then G is determined up to isomorphism.
This is clear if G is cyclic or an elementary abelian p-group of rank 2 for some prime p.
So let us exclude these cases. Also, the fact that once G is known to be solvable, G can be
determined up to isomorphism follows from Section 3.
Let n > 1 be a natural number. The contribution of a prime p to n is the highest power
of p dividing n. The dominant prime p = p(n) in n is that prime whose contribution
Q = Q(n) to n is maximal. The logarithmic proportion λ(n) of n is log2Q/ log2 n, where
Q is the contribution to n of the dominant prime p.
Proposition 4. Let Γ be a simple graph on n vertices, exactly one of which is isolated. Let
G be a finite group with Γ(G) ∼= Γ. Suppose that n is sufficiently large. Then G is solvable
if and only if λ(n) > 1/2. In that case, n determines G up to isomorphism.
Proof. The claims that if G is non-cyclic and solvable then λ(|G|) > 1/2, and that in this
case n determines G, follow from Section 3.
For the converse, suppose that G is not solvable. Recall the notation of Section 3. We
must show that if n is sufficiently large then λ(n) ≤ 1/2.
We clearly have
λ(n) < λ(|T |) + log2m+ log2 r
r log2 |T |
.
First suppose that T is a sporadic group, an alternating group, or the Tits group. Then
m ≤ 4 and, since n goes to infinity, r or |T | goes to infinity. In each case we see that
log2m+ log2 r
r log2 |T |
< 0.01,
provided that n is large enough.
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From [10], we see that λ(|T |) < 0.49 if T is not a classical group and λ(|T |) < 1/2 −
1/(c1 · `) if T is a classical group where c1 > 2 is some absolute constant and ` is the Lie
rank of T .
So let T be a finite simple group of Lie type of Lie rank ` defined over a field of size q.
Write q in the form pf where p is a prime and f is an integer.
Suppose first that ` is bounded (from above) by some fixed constant. Then there exists
a universal constant c2 such that m ≤ |Out(T )| ≤ c2 · f (see [11, pp170–171]). Since n
goes to infinity, |T | or r goes to infinity. In any case (log2 r)/(r log2 |T |) goes to 0. But
log2(c2f)/(r log2 |T |) also goes to 0. Thus λ(n) < 1/2 for sufficiently large n.
Thus we may assume that T is a classical group and that ` goes to infinity. Then
log2 |T | > c3 + (`2/2) log2 q for some absolute constant c3. Also, m ≤ |Out(T )| ≤ c4 · ` · f
for some absolute constant c4. Thus
log2m+ log2 r
r log2 |T |
≤ log2 c4 + log2 `+ log2 f + log2 r
rc3 + r(`2/2) log2 q
= O(`−3/2).
This finishes the proof of the proposition. 
6. Determining simplicity
For a finite group X, let P (X) denote the probability that two random elements from
X generate X, and let m(X) denote the minimal index of a proper subgroup in X.
Proposition 5. Let H be a sufficiently large simple group. Suppose that Γ(G) ∼= Γ(H) for
some finite group G. Then G is simple.
Proof. We may assume that H is non-abelian. From [3] we know that Γ(H) has exactly one
isolated vertex, and so by Proposition 4 the group G is insoluble with all proper quotients
cyclic.
Suppose, by way of contradiction, that G is not simple, and recall the definitions of T , m
and r from Section 3. It is elementary to see that P (G) ≤ 1− 1/t2, where t is the smallest
prime divisor of m · r. On the other hand, it was proved in [13] that 1− c5/m(H) ≤ P (H),
where c5 is some absolute constant. Thus 1− c5/m(H) ≤ 1− 1/t2 giving us m(H) ≤ c5 · t2.
We claim that for sufficiently large H this is not the case.
To prove this, it suffices to show that if c6 is any constant, then for sufficiently large
H we can bound c6 · (log2 |H|)2 < m(H). Indeed, if r = 1 then t ≤ m, otherwise t ≤ r.
By [16, Lemma 2.1], m < (6/7) log2 |T | ≤ (6/7r) log2 |H| which, if the claim holds, is less
than
√
m(H)/c5 for sufficiently large H. Thus we may assume that t ≤ r. But then
c5 · r2 ≤ c5 · (log2 |H|)2, which is smaller than m(H) for sufficiently large H.
Let H be different from an alternating group. Then
log2 |H| < (log2(m(H)) + 1) · log2m(H)
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whenever m(H) > 24, by [14, Theorem 1.1], since H is simple. But then, for sufficiently
large H, we clearly have c6 · (log2 |H|)2 < m(H).
Assume now that H is an alternating group Ak for k ≥ 5. We claim that r = 1. Assume,
by way of contradiction, that r > 1. If k is large enough then there exist two primes q and
p with k/2 < q < p < k. In particular p and q divide |G| = |H| with multiplicity exactly
1; they cannot divide |T | so they divide |G/N |. Let K = NG(T1). If q does not divide |K|,
then q divides r; in particular |G|2 ≥ |T |2r ≥ |T |2q ≥ 4q ≥ 2k. However |H|2 < 2k. Hence
q (and for the same reason p) divides |K|. This implies that p · q divides |OutT |. But then
k2/4 < p · q < |OutT | < 67 log2 |T | ≤ 67 log2 k! (see [16, Lemma 2.1]), which is false if k is
large enough.
We remain with the case when G is almost simple, with soc(G) = T . If T is alternating
or sporadic, then |G| = k!/2 implies that T = Ak so we may assume that T is of Lie type.
In [10] it is noticed (line 5 in the proof of Theorem 5.1) that if k 6= 9, then 2 is the dominant
prime for Ak, moreover (see [10, Table L.4]) λ(k!/2) < 0.232 if n > 40. On the other hand
if T is a group of Lie type, then λ(|T |) ≥ 1/3 (see again [10]). Let p be the dominant prime
of |T |, P a Sylow p-subgroup of G, and Q a Sylow p-subgroup of T . We have that
0.232 > λ(|G|) ≥ log2 |P |
log2 |G|
≥ log2 |Q|
log2 |T |+ log2 |OutT |
.
When k is large, |T | must be large, so log2 |OutT | is negligible. This gives
log2 |Q|
log2 |T |+ log2 |OutT |
∼ log2 |Q|
log2 |T |
= λ(|T |) ≥ 1/3.
A contradiction. 
7. Distinguishing the simple groups
In this section we shall show that the generating graphs of the finite simple groups are
pairwise non-isomorphic. This will complete the proof of Theorem 1. In this section we
write Pk for the stabiliser in a simple classical group of a totally singular k-space.
Lemma 6. Let q be odd and n ≥ 12 be even. Then
P (PSpn(q)) > 1−
(
q − 1
qn − 1 +
qn−8(q − 1)(q2 − 1)





Proof. We divide the conjugacy classes of maximal subgroups of PSpn(q) into three fam-
ilies. The first family contains only P1, which has index (q
n − 1)/(q − 1). The second
contains all other geometric maximal subgroups, together with any absolutely irreducible
representations of Ac or Sc that arise, where c ∈ {n − 1, n − 2}. The third contains all
groups in Aschbacher Class S except for Ac and Sc as before.
A short calculation using [2, Table 2.3] shows that the index of Pk in PSpn(q) is
(qn − 1)(qn−2 − 1) · · · (qn−2k+2 − 1)
(qk − 1)(qk−1 − 1) · · · (q − 1) .
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Since n ≥ 12 this takes its second smallest value when k = 2. A straightforward calculation
shows that the stabiliser of a non-degenerate 2-space has index qn−2(qn−1)/(q2−1), which
is larger by a factor of around q than the index of P2, and it is clear that the remaining
geometric maximal subgroups are smaller than this. We can bound the order of Sc by
n! < nn < (qlog3 n)n < qn
2/4, so Sc is smaller than every parabolic subgroup. By [15,
Theorems 5.1.10, 5.1.11] we may bound the number of conjugacy classes of groups in this
family by 2n + 2 log2 n + 2 log2 log2 q + 4, which since n ≥ 12 and q ≥ 3 we bound above
by qn−8. Thus the probability that two random elements of PSpn(q) lie in a group in this
family is less than
qn−8 · (q
2 − 1)(q − 1)
(qn − 1)(qn−2 − 1) .
This leaves only the third family, namely the remaining groups in Class S. By [12] the
order of each such group is at most q3n, and by [9] the number of conjugacy classes of such
groups is at most 2n5.2 + n log2 log2 q. Now q
3n ≤ qn2/4 since n ≥ 12, whilst we have the
inequality (2n5.2 +n log2 log2 q) < 2q
n + qn < qn+1. Thus the probability that two random
elements of PSpn(q) lie in a group in this family is less than
qn+1/((qn − 1)(qn−2 − 1) · · · (q2 − 1)) < 1/qn2−3n−2.

Lemma 7. Let q be odd. Then





























Proof. We take information about the maximal subgroups of PSpn(q) from [2, Tables 8.28,
8.29, 8.48, 8.49, 8.64, 8.65]. For these n, the two largest maximal subgroups are P1, of
index (qn − 1)/(q − 1), and Pn/2, of index (qn/2 + 1)(qn/2−1 + 1) · · · (q + 1).
In PSp6(q), the third largest maximal subgroup is P2, of index (q
6 − 1)(q4 − 1)/(q2 −
1)(q − 1), which contributes the third bracketed term above. The final reducible maximal
subgroup has order less than q13. Each of the remaining geometric maximal subgroups has
order at most q11, and there are at most logp q + 5 of them, so we can bound the sum of




Now consider the maximal subgroups of PSp6(q) in Class S, and assume for now that
q ≥ 7. There are at most two classes of extensions of A5, each of size at most |S5|,
so the sum of their orders is at most 240. Similarly, we get a contribution of at most
1344 + 2184 + 24192 + 1209600 from covers of PSL2(7), PSL2(13), A7, PSU3(3) and J2.
Thus the total contribution from groups in Class S is at most 1237560 + |PSL2(q)|, which
is less than q8 for q ≥ 7. Describing more precisely the groups occurring when q = 3, 5
bounds the total in all cases by q9. Since 43q
13 + q9 < 2q13 and |PSp6(q)| > q21/3 the result
for PSp6(q) follows.
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We now consider n ∈ {8, 10}, where the arguments are simpler. We bound the number
of geometric subgroups other than P1 by 12 + logp q < 2q
2, and their order by |Pn/2|.
For n = 8, there are at most 8 maximal subgroups in Class S, and at most 3 when q ≤ 9,
so we bound the number by q. They have order at most q11, and hence index at least
q5(q8 − 1)(q6 − 1)(q4 − 1)(q2 − 1) > q21.
For n = 10, there are at most 11 < 2q2 conjugacy classes of maximal subgroups in Class
S. They have order at most q17, and hence index at least q33. 
Lemma 8. Let q be odd and n be even. Then
P (PΩn+1(q)) < 1−
(
q − 1








Proof. We use [2, Table 2.3], and consider only two of the largest maximal subgroups,
namely P1, which has index (q
n − 1)/(q − 1) and the stabiliser of a minus type n-space,
which has index qn/2(qn/2 − 1)/2. If two elements of PΩn+1(q) lie together in a subgroup
of either of these types, then they fail to generate PΩn+1(q): we now bound the sum of
the probabilities of lying in the various pairwise intersections. Let β denote the symmetric
bilinear form.
There are only two ways in which distinct stabilisers of totally singular points can inter-
sect: either the two points span a non-degenerate 2-space (which must be of +-type), or
they span a totally singular 2-space.
By [18, p141] there are qn−1(qn − 1) ordered pairs of totally singular vectors (u, v) with
β(u, v) = 1, so there are (q − 1)qn−1(qn − 1) ordered pairs of totally singular vectors (u, v)
with β(u, v) 6= 0, and hence qn−1(qn−1 − 1)/2(q − 1) unordered pairs of totally singular
1-spaces which span a hyperbolic line. The intersection of the stabilisers of these lines has
index qn−1(qn− 1)/(q− 1), so the probability that two random elements of PΩn+1(q) lie in













Since any two distinct nonzero totally singular vectors either span a 1-space, a hyperbolic
line or a totally singular 2-space, given a totally singular vector v the number of vectors u
with which it spans a totally singular 2-space is qn − (q − 1)qn−1 − q = q(qn−2 − 1). Thus
the total number of unordered pairs of totally singular 1-spaces spanning a totally singular
2-space is q(qn − 1)(qn−2 − 1)/2(q − 1)2. The stabiliser of such an ordered pair has index
q(qn − 1)(qn−2 − 1)/(q − 1)2, so the probability that two random elements of PΩ7(q) lie in
one of these intersections is












The remaining intersections are of a stabiliser of a non-degenerate n-space of minus
type with either another such space or a totally singular 1-space. The stabiliser of the
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n-space is Ω−n (q).2, and the minimal index of an ordinary maximal subgroup of Ω−n (q).2
is (qn/2 + 1)(qn/2−1 − 1)/(q − 1). Since the intersection of two stabilisers of n-spaces is




n/2 + 1)(qn/2−1 − 1)
q − 1 =
qn/2(qn − 1)(qn/2−1 − 1)
2(q − 1)
in PΩn+1(q). There are q
n/2(qn/2− 1)/2 minus-type n-spaces, so the contributions of these
intersections of this type to the probability is less than
qn(qn/2 − 1)2
8
· 4(q − 1)
2
qn(qn − 1)2(qn/2−1 − 1)2 =
(q − 1)2




The intersection of the stabiliser of a n-space of minus type and a totally singular 1-space
also has index at least qn/2(qn− 1)(qn/2−1− 1)/2(q− 1) in PΩ7(q). Thus the contributions





· 4(q − 1)
2
qn(qn − 1)2(qn/2−1 − 1)2 =
2(q − 1)





















Theorem 9. Let S1 and S2 be non-isomorphic finite simple groups. Then Γ(S1) 6∼= Γ(S2).
Proof. We may assume that S1 and S2 have the same order. For A8 and PSL3(4), it follows
from [16, Table 1] that Γ(A8) and Γ(PSL3(4)) have different numbers of edges.
We therefore need to distinguish only between PSpn(q) and PΩn+1(q), where q is odd
and n ≥ 6 is even, since all other finite simple groups have distinct orders.
Note that for a non-abelian finite simple group S the probability P (S) is precisely the
number of edges in Γ(S) divided by |S|2/2. Thus Γ(S1) ∼= Γ(S2) only if P (S1) = P (S2).
For n ≥ 12, subtracting the upper bound in Lemma 8 from the lower bound in Lemma 6
yields
2








which is greater than 0 for all q.
For n = 6, Lemmas 7 and 8 yield
2
q3(q3−1) − 1(q+1)(q2+1)(q3+1) − 1(q2+1)(q5+q4+···+1) − 32q8 >
1
q3(q3−1) − 1(q+1)(q2+1)(q3+1) − 1(q2+1)(q5+q4+···+1) > 0.
The calculations for n = 8 and n = 10 are similar but easier. 
This finishes the proof of Theorem 1.
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8. Symmetric groups
In this section we prove Theorem 2.
Let Sn be the symmetric group of degree n ≥ 1. Using GAP [6], it is easy to check that
Γ(Sn) determines Sn for n ≤ 5. Thus we may assume that n ≥ 6.
Let G be a finite group with Γ(G) ∼= Γ(Sn). It is shown in [17] that the spread of the
symmetric group Sn is at least 1 for n 6= 4, thus Γ(G) contains exactly one isolated vertex
and so G has the structure described in Section 3, and is not cyclic.
First let G be solvable. By our assumptions on G, and the observations on the structure
of G in Section 3, G has an elementary abelian normal subgroup P such that |G| divides
|P |(|P | − 1). Since a Sylow subgroup of Sn has size at most 2n−1, we must have n! < 4n−1
which forces n = 6. But even in this case we arrive at a contradiction. Thus G is not
solvable.
Using the notation from Section 3, the group G has order |T |r ·m · r = n!.
If n = 6 then, by order consideration, G is forced to be almost simple. Using [6] we see
that the number of generating pairs in S6 and in G coincide only if G ∼= S6. Thus, from
now on, we may assume that n ≥ 7.
Lemma 10. Let p and q be the largest and second largest prime divisors of n! for n ≥ 7.
If m is divisible by neither p nor q, then r = 1.
Proof. Assume for a contradiction that r > 1. By Chebyschev’s theorem, we know that
p ≥ n/2 occurs exactly once in the prime factorization of n!. By our condition on m, this
implies that p divides r. By Chebyschev’s theorem again, q ≥ n/4 occurs at most three
times in the prime factorization of n!. Since 3 < p ≤ r and q does not divide m, we see
that q also divides r. Thus r ≥ pq ≥ n2/8, which implies that r ≥ n. But then the prime
2 occurs more than n− 1 times in the prime factorization of |G|, which is impossible. 
A consequence of the previous lemma is the following.
Lemma 11. We may assume that T is a simple group of Lie type with |T | > 106.
Proof. Suppose that T is not a simple group of Lie type. Then m is not divisible by the
second largest nor the largest prime factor of n! and so Lemma 10 implies that r = 1. By
simple order considerations, we must have G ∼= Sn. Thus we may indeed assume that T is
a simple group of Lie type.
To show that |T | > 106 (and thus n ≥ 10) we may use the list of simple groups T
of Lie type of orders less than 106 found in [5]. All but one of these groups have outer
automorphism groups of order divisible only by the primes 2 or 3. The exception is T =
PSL2(32). However even in this case m = 5, and we can conclude in all cases that r = 1,
again by the use of Lemma 10.
By considering the orders of the various groups of Lie type T (with |T | < 106), the
numbers m, together with the condition that r = 1, we see that |G| is never of the form
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n!, unless G ∼= Sn or n = 8 and T ∼= PSL3(4). However Table 1 of [16] reveals that the
generating graphs of S8 and G are different when |G| = 8! and T ∼= PSL3(4). This is
because the conditional probabilities PS8,A8 = (4/3)P (S8) and PG,T = (4/3)P (PSL3(4))
can be determined from the generating graphs of S8 and G, and these are different. 
Lemma 12. We may assume that 10 ≤ n ≤ 24.
Proof. By Lemma 11, we know that T is a simple group of Lie type with |T | > 106. This
implies that n ≥ 10. Since log2m < log2 log2 |T | from [16, Lemma 2.1], we have the
inequality log2m+ log2 r ≤ (1/4)r log2 |T |. This implies that
λ(|G|) ≥ r log2Q(|T |)
r log2 |T |+ log2m+ log2 r
≥ r log2Q(|T |)




since log2Q(|T |)/ log2 |T | ≥ 1/3. For n ≥ 25 the dominant prime of n! is 2 and λ(n!) < 4/15.
Thus n ≤ 24. 
Lemma 13. We may assume that G is almost simple.
Proof. Suppose that r > 1. From |T | > 106 and n ≤ 24, we see that 2 ≤ r ≤ 3. Fur-
thermore, from |T | > 106 and r ≥ 2, we deduce that n ≥ 15. Now the two largest primes
dividing n! both divide m, since they only appear with multiplicity 1 in the prime factor-
ization of n!. However, m < log2 |T | < 12 log2 n!. This is a contradiction for all n with
15 ≤ n ≤ 24. Thus r = 1 and G is almost simple, by Lemma 12. 
In [5, pp239–242] there is a list of simple groups S with |S| < 1025. By going through
this list, we see that the only groups that can appear as T , the socle of G, are PSL2(q) with
|T | > 106; PSL3(q) with |T | > 1012; PSU3(q) with |T | > 1012; PSL4(q) with |T | > 1016;
PSU4(q) with |T | > 1016; PSp4(q) with |T | > 1016; and G2(q) with |T | > 1020.
Lemma 14. We may assume that |T | < 1016 and 10 ≤ n ≤ 19.
Proof. For otherwise log2m < 0.11 log2 |T |, by using [16, Lemma 2.1], and n ≥ 19. By
refining the argument in the proof of Lemma 12, we get λ(|G|) ≥ (1/1.11)(1/3) > 0.3. But
λ(n!) < 0.3 for 19 ≤ n ≤ 24. A contradiction. Thus |T | < 1016 and so 10 ≤ n ≤ 19 by use
of [16, Lemma 2.1] once again. 
If T = PSL2(q) with |T | > 106, then |G| differs from n! for 10 ≤ n ≤ 19. This can
be checked by [6]. Thus |T | > 1012 and so 15 ≤ n ≤ 19. Finally if T = PSL3(q) with
|T | > 1012 or if T = PSU3(q) with |T | > 1012, then |G| differs from n! for 15 ≤ n ≤ 19.
These two statements were also checked by [6].
This completes the proof of Theorem 2.
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