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Stove usageWith improved cookstoves (ICs) increasingly distributed to households for a range of air pollution interventions
and carbon-credit programs, it has become necessary to accurately monitor the duration of cooking and the
amount of fuel consumed. In this study, laboratory trials were used to create temperature-based algorithms for
quantifying cooking duration and estimating fuel consumption from stove temperatures. Field validation of the
algorithms employed a Wireless Cookstove Sensing System (WiCS) that offers remote, low-cost temperature
sensing and thewireless transmission of temperature data to a centralized database using local cellular networks.
Field trials included 68 unscripted household cooking events. In the laboratory, temperature responses of the IC
body and that of a removable temperature probe (J-bar) followed well-known physical models during cooking,
indicating that location of the temperature sensor is not critical. In the laboratory, the classiﬁcation correctly
identiﬁed active cooking 97.2% of the time. In the ﬁeld, the cooking duration was not statistically different
from that recorded by trained volunteers; the average difference between calculated and observed cooking
times was 0.03 ± 0.31 h (mean ± SD). In the laboratory, energy ﬂux from the IC was calculated using tempera-
turesmeasured by the J-bar and on the IC body and found to be proportional to the total energy in the consumed
fuel, with an r2 correlation value of 0.95. In the ﬁeld, the average fuel consumption was calculated to be 0.97 ±
0.32 kg compared to that recorded by volunteers of 1.19±0.37 kgwith an average difference between calculated
and observed fuelmass of 0.21± 0.37 kg per event. Despitewide variation in observed cooking duration and fuel
consumption per event, a relatively constant rate of fuel consumption of 0.48 kg h−1 was calculated for users of
the same type of IC.
© 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).Introduction
Nearly half of the world's population cooks domestically with tradi-
tional biomass-fueled stoves (Bruce et al., 2000). The ability to measure
cooking dynamics unobtrusively, inexpensively, and accurately over a
wide range of cooking styles is useful for a range of interventions and
social programs. For instance, more easily-obtainable data on cooking
duration on improved cookstoves (ICs) could signiﬁcantly aid behavior-
al, health, and emission studies in the ﬁeld (Roden et al., 2009). The re-
quired veriﬁcation of IC cooking duration is also part of local and
national IC projects that include providing a system of “microcredits”
(small loans) for subsistence users (Maes and Verbist, 2012). Indeed,
the quantiﬁcation of fuel consumption, once it is linked to a carbonngeles, CA 90064, USA. Tel.: +1
. This is an open access article undercredit market, has the potential to create local economic opportunities
that can contribute to the global reduction of carbon emissions
(Johnson et al., 2010b).
This work was motivated by Project Surya (www.projectsurya.org;
Ramanathan and Balakrishnan, 2007), an international initiative that
aims to mitigate both the regional impacts of pollutants and of global
warming by reducing atmospheric concentrations of black carbon
(Ramanathan et al., 2011) through the replacement of the highly pollut-
ing traditional stoves with ICs. Project Surya is currently organizing ef-
forts involving the Voluntary Carbon Credit Market (Rehman et al.,
2013) to get funds from carbon markets to the individual women
using ICs. This will require a reliable and accurate system for verifying
IC usage, characterizing stove emissions (MacCarty et al., 2008) and es-
timating fuel consumption for each cooking event in order to accurately
attribute emissions reductions on a household basis.
Continuous IC temperature data, combined with algorithms to cal-
culate cooking time and fuel consumption, can provide quantitativethe CC BY license (http://creativecommons.org/licenses/by/4.0/).
Fig. 1. The laboratory setup (A and B) of (A) the TERI-SPT 0610 cookstove (IC) with the
portable J-bar attached (note the locations for the 7 laboratory temperature sensors on
both the J-bar and IC body) and (B) theportable J-bar and attachedWiCS temperature sen-
sor and mobile phone assembly running the WiCS temperature sensing application. The
ﬁeld deployment (C and D) of (C) the IC and the J-bar (opposite side of the IC, not
visible), monitoring the IC body temperature during one type of household cooking
60 E.A. Graham et al. / Energy for Sustainable Development 23 (2014) 59–67data of cookstove usage that cannot be determined solely by using sur-
veys. Such data can be used as indicators of the needs and cooking prac-
tices of families and communities who are targeted by sustainability
programs, such as Project Surya (Pachauri and Spreng, 2011). Addition-
ally, fuel consumption estimates are of great interest for sustainability
efforts (Johnson et al., 2010a) and carbon emissions estimates
(L'Orange et al., 2012b; Roden et al., 2009). Cooking duration algorithms
have been previously proposed based on the measured temperature
over a cooking event; for example, stove stacking practices have been
assessed using stove use monitors (Ruiz-Mercado et al., 2011). Howev-
er, each stove type responds differently to cooking and a different place-
ment of the temperature sensor may require a unique calibration per
stove. We describe a simple-to-implement method for determining
cooking time once a representative location for temperaturemonitoring
on the stove body has been determined. Additionally, we have devel-
oped a method for the consistent placement of the temperature sensor
on a model of IC using a portable, easily placed probe. We also hypoth-
esize that a fuel consumption algorithm could also be based on IC body
temperature measured at one location using an energy ﬂux approach.
Assuming that a small but constant proportion of the energy in the
fuel is constantly “lost” to heating the body of the cookstove, then this
waste energy can be quantiﬁed using physical models of energy ﬂux
into and out of the single location on the IC body. This ﬂux can then
be used to establish total fuel consumed in the stove during cooking
events.
In this study, we present a system for wirelessly monitoring and an-
alyzing IC temperature: the Wireless Cookstove Sensor (WiCS). Al-
though any stove temperature monitor can be used with the
algorithms we describe below, WiCS is an inexpensive and integrated
system for the collection, transmission, and analysis of cookstove tem-
perature datawhich leverageswireless data transmission over local cel-
lular networks using the ubiquitous mobile phone with an attached,
low-cost temperature sensor. Temperature data that is uploaded by
WiCS is automatically processed to determine cooking duration and
fuel consumption and as such, WiCS is low-cost and the methods pro-
duce objective measures of IC cooking time that can be used in a variety
of applications.(on the left of the IC is a traditional, built-in mud stove) and (D) the J-bar visible on the
IC during a different manner of cooking.Materials and methods
In order to construct simple cooking duration and fuel consumption
algorithms, we measured temperatures at 7 points on the body of a
forced-draft IC (Kar et al., 2012) in the laboratory during 16 cooking
tests of different duration and fuel consumption rates, and using differ-
ent fuels.We alsomeasured the temperature at 7 locations on a detach-
able metal probe (J-bar, described below) that was partially inserted
into the combustion chamber of the IC. The J-bar was designed to be
an easily constructed, portable, and standardized device for measuring
temperature during cooking on the same type of IC for which it was cal-
ibrated. Temperature response models of the IC body and J-bar were
then constructed.With thesemodels,we then determined a single loca-
tion on the J-bar that was representative of the temperature response of
J-bar in order to simplify measurements. Similarly, we determined a
representative location on the IC body that could be used for embedding
a permanent temperature sensor.
From the temperature changes at these single locations collected in
laboratory tests, a simple “decision tree” analysis was performed to cre-
ate an algorithm for calculating cooking time (Fig. 5A). Additionally,
using these same temperature data, an energy ﬂux analysis was per-
formed to create an algorithm to calculate fuel consumption. Subse-
quent ﬁeld tests in Jagdishpur, India, were unscripted and cooking
time and fuel weight were recorded by local, trained volunteers. The
collection and transmission of temperature data was enabled through
low-cost mobile phones running WiCS software and connected to the
local cellular network or WiFi infrastructure.WiCS hardware and software platform
WiCS consists of amobile phone, the software running on the phone,
a thermistor-based temperature sensor that can be attached to either
the IC body or to a J-bar for easy placement on different units of the
same IC type (Fig. 1B), and a cloud-based server which runs the algo-
rithms on the temperature data to calculate cooking duration and fuel
consumption. Themobile phone software collects short streams of tem-
perature data at regular intervals from the thermistor and wirelessly
uploads the data to the cloud server using local cellular networks
or WiFi connections. Once the server receives temperature data, the
WiCS system automatically applies the algorithms to compute cooking
duration and fuel consumption, and makes the results available via a
web page.Laboratory setup: IC and temperature sensing
Laboratory studies were conducted at the Nexleaf facilities in Los
Angeles, CA, USA. The forced-draft IC used in the laboratory and ﬁeld
studies (model TERI-SPT 0610) was designed and constructed by The
Energy and Resources Institute, New Delhi, India. The stove is meant
to replace traditional mud stoves in India (Fig. 1). The IC has a single-
burner, is stainless steel-clad, and the combustion chamber is composed
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cement. It is approximately 6.8 kg in mass, 335 mm in height, and
296mm in diameter at the base. The height of the combustion chamber
is 216 mm with an inner diameter of 110 mm. The IC uses a battery-
operated fan which pushes high velocity, low volume air jets through
primary holes for gasiﬁcation and secondary air holes which result
in a more complete combustion of the solid fuel (e.g., wood chips,
compressed wood pellets, or crop residue) leading to lower emissions
than traditional cookstoves (MacCarty et al., 2008). The thermal efﬁ-
ciency of the TERI-SPT 0610 to transfer heat to the cooking pot, as deter-
mined by Water Boiling Test (WBT 4.4.1; Global Alliance for Clean
Cookstoves, 2013), is rated at 38.5% when burning hardwood (Raman
et al., 2013).
Temperatures of the IC body, of the removable J-bar partially placed
in the combustion chamber, and of the contents of the cooking pot
placed on the IC during cooking were simultaneously measured using
attached thermocouples (Fig. 1A) connected to a datalogger (21X;
Campbell Scientiﬁc, Logan, UT, USA). The J-bar is an uncoated, mild
steel strap approximately 30 × 3.5 × 0.3 cm bent in two places at right
angles to form a shallow hook (or “J”) such that 5 cm of the bar enters
the top of the combustion chamber, 7 cm rests on top of the IC below
the cooking support ﬁns, and the remainder hangs vertically on the out-
side of the IC (Fig. 1B). This shape allows for rapid, removable, repeat-
able and unobtrusive temperature monitoring without modifying the
IC for temperature sensor attachment. After representative temperature
sensing locations on both the IC body and J-bar were determined with
the thermocouples, aWiCS temperature sensorwas attached to both lo-
cations and was employed to measure temperature simultaneously
with the datalogger for continued tests (Fig. 1B). In the laboratory, the
WiCS sensor was connected to a Vodafone 858 Smart mobile phone
(Huawei Technologies Co. Ltd., Guangdong, China) and datawere trans-
mitted to the database via a local wireless network.
Laboratory setup: cooking tests
Laboratory cooking trials consisted of modiﬁedWBTs. After igniting
a small quantity of fuel (hickory, oak, pine, or natural hardwood char-
coal; all split or cut to be approximately 5 cm×2 cm×2 cm) in the com-
bustion chamberwith the help of a small amount of lighterﬂuid, the fan
was started, and an aluminum pot containing 5 l of water was placed on
the IC.Weighed fuelwas added at different rates (“high power” cooking
had a fuel consumption rate of approximately 0.78 kg wood h−1 and
“low power” approximately 0.44 kg h−1) and for different durations
(15, 30, 60, and 90min) to complete a cooking event. Fuelmoisture con-
tent was calculated after weighing sub-samples in equilibriumwith the
air and then oven drying the samples until a constantmasswas reached.
Energy content of dry fuel was estimated at 19 MJ kg−1 for all wood
types and 33 MJ kg−1 for natural charcoal (Wood and Baldwin, 1985).
Additional “mixed power” cooking events consisted of approximately
20–30 min of high power cooking followed by 30–40 min of low
power cooking with an average fuel consumption rate of 0.63 kg h−1.
We deﬁned “cooking” as active fuel addition and “not cooking” as the
time both before active fuel addition and after fuel addition had ceased
and the fan was turned off; other categorizations of cooking were not
addressed (Visser, 2005). Ash that remained in the IC after the cooking
eventwas completedwasweighed and subtracted from the original dry
mass of fuel to obtain a fuel quantity consumed during cooking.
Cooking duration analysis
The freely available statistical analysis program R (version 2.13.1;
R Development Core Team, 2011), was used to construct a “decision
tree” (Fig. 5A) using a recursive partitioning and regression tree analysis
(the “rpart” package for R, version 3.1-50; Therneau and Atkinson,
2002) to determine when cooking was occurring based on the time se-
ries temperatures of the IC body or J-bar. Decision trees are attractivebecause they are simple to implement onmicrocontrollers or in spread-
sheets and use a series of true–false rules to separate data into catego-
ries (e.g., cooking vs. not cooking). The data sets used were 60 h of
laboratory temperature measurements over multiple cooking events
of different cooking durations and powers. Prior to tree formation, the
time series temperature data set was extended by adding a parallel
manual classiﬁcation of each data point as “cooking” (17.8 h) or “not
cooking” in order to train the data. The data set was further extended
for each data point by adding a ﬁrst derivative of the temperature
with respect to time and a running maximum temperature achieved
within a single cooking event. From this larger data set, the decision
treewas then generated using the rpart functionwithin R. The resulting
tree was then manually examined for a possible pruning of the tree
based on a cost–complexity analysis, where a complexity parameter is
calculated as a measure of the ‘cost’ of adding another split in the tree
and increases monotonically with tree size. Speciﬁcally, the mean and
standard deviation of the errors in the cross-validated prediction was
plotted against each of the geometric means using the “plotcp” function
within rpart. The recommended choice of the optimal complexity pa-
rameter for pruning the tree (Therneau and Atkinson, 2002) is 1 Stan-
dard Error (SE) above the minimum of the resulting curve (Fig. 5B).
This forced fewer splits in the tree to achieve an acceptable error with-
out over-ﬁtting the model. The cross-validation error used in the prun-
ing of the tree is based on 10 subsets of the data used to construct trees
and the results of all trees are compared relative to the deviance of the
null model (a tree with one split).
Fuel consumption analysis
An energy ﬂux analysis based on the rise in temperature at a stan-
dard location both on the IC body and on the J-bar during cooking was
conducted to correlate the release of energy at a speciﬁc location on
the IC body or J-bar with the total amount of energy released by the
fuel consumed during cooking. An energy balance of the entire IC, in-
cluding heating of the cooking pot and lost energy, was not attempted
due to the complex nature of trying to recreate such measurements in
theﬁeld. Calculationswere based on heat transfer and storage processes
(e.g., Lewis and Nobel, 1977) at one location with the assumption that
absorption of solar shortwave radiation was zero for shaded cooking
conditions and latent heat loss (evaporation from a wet stove) was
zero. The energy ﬂux components considered were longwave radiation,
convection, and heat storage (Eq. (1)). A calculated energy ﬂux for the
location of the temperature sensor on the IC body or J-bar for each
cooking event started during conditions of thermal equilibrium before
cooking (a net energy ﬂux equal to zero) and ended when the IC body
and J-bar had cooled to ambient temperature; any energy entering the
system leading to a change in temperature of either the IC body or
J-bar as measured at the standard location was attributed to the com-
bustion of fuel. Most of the energy in the fuel either contributed to the
temperature rise of the cooking pot and its contents or was lost as
wasted heat in the exhaust plume, however a fraction of the energy
was also “lost” to heating the IC body or J-bar. The summed energy
ﬂux over the entire cooking duration measured on the IC body and
J-bar was then regressed against the total amount of energy contained
in the fuel consumed to determine the fraction of fuel that contributed
to the rise in temperature of the IC body and J-bar at the standard
location.
Energyflux ¼ net longwaveradiationþ convectionþ heatstorage: ð1Þ
The net longwave radiation exchange of the IC body or J-bar at the
standard location with the surrounding environment was calculated
in W m−2 as:
Net longwaveradiation ¼ σ e ICð ÞT4 ICð Þ–e environmentð ÞT4 environmentð Þ
 
ð2Þ
62 E.A. Graham et al. / Energy for Sustainable Development 23 (2014) 59–67where e(IC) is the emissivity of the stainless steel body of the IC (set to
0.7; Cverna, 2002), e(environment) is the emissivity of the surroundings
in the laboratory (set to 0.9), σ is the Stefan–Boltzman constant (5.67 ×
10−8 kg s−3 K−4), T(IC) is the temperature of the IC body in Kelvin
and T(environment) is the temperature of the surroundings, set to the IC
body temperature that is in equilibrium with the surroundings (not
rapidly changing temperature) before cooking begins. Convection loss
of heat for the standard location was calculated in W m−2 as:
convection ¼ hc T ICð Þ−T airð Þ
 
ð3Þ
where hc is the heat convection coefﬁcient, set to 10 W m−2 °C−1
for low wind conditions across a similarly-sized cylindrical object
(Lewis and Nobel, 1977) and T(air) is the air temperature, set to the
environmental temperature as above. Heat storage in W m−2 was
calculated as:
heatstorage ¼ Cpm ΔT ICð Þ=Δt
 
ð4Þ
where Cp is the heat capacity (0.9 J g−1 K−1 for Fire Brick; Lienhard and
Lienhard, 2003) ofmassm (5 kg; the combustion chamber),ΔT(IC) is the
change in temperature of the IC body in timeΔt. Net heat storage is zero
after the IC body has cooled to ambient temperature after cooking and
so if all measurements encompass this entire timeframe, then the heat
storage component can be ignored.
After each energy ﬂux component was calculated for the time
series of temperature of the IC body or J-bar at the standard location,
the components were summed to obtain a total energy ﬂux that
occurred at that location for the cooking event. After cooking events
comprised of different durations and intensities were performed, a re-
gression was constructed to correlate total energy ﬂux measured at
the standard location with the energy contained in the fuel for each
cooking event.
Field trials
Twomodiﬁed kitchen performance test (KPT; Bailis, 2007) ﬁeld val-
idation studies were conducted in rural households in the Jagdishpur
block of Uttar Pradesh, India, to test the functionality of theWiCS system
and to compare the temperature-based cooking time and fuel consump-
tion calculationswith in-situ observations (Table 1). The ﬁrst study was
conducted in two households from November 20 to December 1, 2012
and continued February 4–18, 2013; the second study was conducted
in four households fromMay 9 to 31, 2013. Households that had previ-
ously participated in trial IC intervention programswere chosen as rep-
resentative of households that had experience with and owned their
own ICs of the same model used in the laboratory. For the ﬁrst ﬁeld
study, two cooking events per day, which is typical of the location,
were measured for 17 of the days surveyed (85% of all cooking days).
Omitted cooking events were due to scheduling of surveys rather than
irregular household cooking patterns. For the second ﬁeld study, twoTable 1
Summary of observations and calculated values per cooking event from ﬁeld validation studie
Study Household Total number cooking
events observed
Total days obse
Cooking duration 1 16 8.5
2 15 8.0
Fuel consumption 3 9 4.5
4 14 7.0
5 10 5.0
6 16 8.0cooking events per day were observed for 14 of the days surveyed
(37% of all cooking days).
Temperatures were recorded by the WiCS mounted on the J-bar in
each household. During the daily charging of the mobile phones, tem-
perature data were automatically uploaded to the WiCS cloud-server
through a WiFi connection at the ﬁeld ofﬁce located at The Energy Re-
sources Institute (TERI) ofﬁce in Jagdishpur, Uttar Pradesh, India, rather
than using the cellular network in the ﬁeld. In the ﬁrst study, the time of
the beginning of cooking, the last fuel addition, and the removal of
cooking pot were recorded by trained, local volunteers. In the second
study, eucalyptus ﬁrewood consumed during cooking was quantiﬁed
by local volunteers using an electronic scale. Fuel mass was measured
on a wet basis, which may have introduced some inaccuracy in the cal-
culation of energy, and any material used for ignition was not quanti-
ﬁed. Field and laboratory personnel were different and ﬁeld personnel
were not trained by laboratory members, althoughmethods were com-
municated between the groups.
Results
Laboratory investigations
Laboratory test results were used to determine: a) where the WiCS
temperature sensor should be attached to the IC body and to the J-bar
and b) to develop the algorithms to calculate cooking duration and
fuel consumption using data collected by the WiCS.
Characterization of cookstove and J-bar temperatures to identify sensor
placement locations
During our laboratory WBT, the IC body temperatures generally in-
creased with cooking time and decreased with distance from the top
of the IC (Fig. 2B) while the water being heated followed a simpler
curve, rising to boiling and then dropping below boiling after cooking
ceased (Fig. 2A). After the last fuel addition and the internal fan was
turned off, the temperature of the IC body decayed exponentially to
the ambient temperature. Occasionally, residual coals in the combustion
chamber lead to deviations from a smooth decay in temperature after
cooking had ceased.
Temperaturesmeasured on different parts of the IC body had similar
temperature signals during a cooking event but the temperature de-
creased with distance from the top of the IC; the highest temperatures
occurred at the top of the IC (Fig. 3A). The decrease of temperature
along the body of the IC after the stove had reached its operating tem-
perature (steady-state cooking; e.g., after 60min of low-power cooking)
closely followed an exponential decay (Fig. 3A). The decrease of tem-
perature on the J-bar with distance from the top of the bar was similar
to that of the IC body.
Because the temperatures at different locations on the IC body and
J-bar could be easily modeled during steady state cooking, a single
representative location was then selected for each that was used for
exploring cooking time and fuel consumption models. A location at
2.5 cm from the top was chosen to maximize the sensitivity ofs; data means are ±SD.
rved Average cooking time (h) Average fuel consumed (kg)
Observed Calculated Observed Calculated
0.93 ± 0.28 1.04 ± 0.25 – 0.77 ± 0.29
2.03 ± 0.36 1.64 ± 0.37 – 0.80 ± 0.34
– 1.20 ± 0.27 1.11 ± 0.38 0.88 ± 0.34
– 0.88 ± 0.24 1.13 ± 0.32 0.88 ± 0.24
– 0.86 ± 0.33 1.02 ± 0.19 0.78 ± 0.17
– 0.78 ± 0.17 1.34 ± 0.36 1.21 ± 0.27
Fig. 2. Temperature during a 60 min cooking event with a 60 min cooling down period of
(A) water in a pot on the IC and (B) the IC body atmultiple locations distributed vertically
from the top of the IC.
Fig. 4. Temperatures of the IC body at 2.5 cm from the top (solid line), the J-bar at 2.5 cm
(long dash), and in the pot of water on the stove (dotted line) during a 60 min modiﬁed
Water Boiling Test. Vertical lines indicate the separation between the “high power” start
to rapidly bring water to a boil, the “low power”, simmering phase, and the last fuel addi-
tion after which cooking ceased and the internal fan was turned off.
63E.A. Graham et al. / Energy for Sustainable Development 23 (2014) 59–67temperature measurements without exceeding 300 °C during cooking,
which would have required higher temperature sensing components.
After fuel addition ceased and the fanwas turned off, the top of the IC
body cooled exponentially (Fig. 3B), following closely Newton's law of
cooling Eq. (5) even though at a temperature difference between the
IC and ambient in excess of 100 °C, radiative cooling was most likely
not negligible (Vollmer, 2009).
T t ¼ Ts þ T0−Tsð Þe−kt ð5ÞFig. 3.Measured temperature values (solid symbols) relative to ambient and ﬁtted expo-
nential decays (solid lines) for (A) locations down the IC body during steady state cooking
(after 60 min) and for (B) time after cooking had ceased.For the above equation, Tt is the temperature at time t, Ts is the tem-
perature of the surrounding environment, T0 is the initial temperature,
and k is the cooling rate. The decrease of temperature on the J-bar
after active fuel addition ceased was similar to that of the IC body.
Other locations, speciﬁcally within the IC body, had more complicated
temperature changes after cooking (data not shown) andwere thus ex-
cluded as possible temperature monitoring locations.
Cooking events of different durations and intensities conducted in
the laboratory had similar temperature signals when measured at
2.5 cm from the top of the IC body and at 2.5 cm from the top of the
J-bar (e.g., Fig. 4). The temperature at 2.5 cm from the top of either the
IC body or the J-bar was a function of cooking time and fuel addition
rates. For example, during the “high power” phase of each “mixed
power” WBT, the temperature of both the IC body and J-bar increased
quickly. During the “low power” phase of each WBT, after the water in
the pot had come to a boil and when fuel was being added at a lower
rate, the temperature of both the IC body and J-bar decreased but the
temperature of the water remained at boiling (Fig. 4).
Algorithm to measure cooking duration
A recursive partitioning and regression tree analysis (Fig. 5 A) was
used to construct a simple-to-implement decision tree to determine
cooking time. The ﬁnal decision trees for our laboratory IC and J-bar,
after pruning to have a complexity coefﬁcient of 0.01, optimally chosen
at 1 SE above theminimum of the complexity coefﬁcient curve (Fig. 5B;
Therneau and Atkinson, 2002) consisted of 7 splits. Speciﬁcally, for the
J-bar, the ﬁrst split of the tree consisted of the true–false decision of
whether the instantaneous temperature measured was less than
85.8 °C (Fig. 5A); if it was less, then the decision was that the measure-
ment did not occur during cooking, but if it was greater, then the mea-
surement was classiﬁed as occurring during cooking. Further splits
along both branches of this ﬁrst split reﬁned the classiﬁcation to reduce
the error (Figs. 5A and B) and result in a classiﬁcation of each data point
as occurring during cooking or not; total cooking timewas then summed.
The error of classiﬁcation (cooking time classiﬁed as not cooking and
vice versa) and the absolute cross-validated error rate for the last deci-
sion on the tree for the IC body was 2.9% for laboratory tests. The classi-
ﬁcation correctly identiﬁed "cooking" 91.8% of the time and correctly
identiﬁed “not cooking” 94.8% of the time. Cooking time that was
misclassiﬁed as “not cooking” totaled 0.14 h (8.1 min) and the time be-
fore or after cooking that was misclassiﬁed as “cooking” totaled 0.35 h
(20.8min) in the ICmodel; 74% of thismisclassiﬁcation occurredwithin
the short-duration, 15 min cooking tests. Classiﬁcation of the J-bar re-
sulted in a similar tree but with slightly better results. Speciﬁcally, the
absolute cross-validated error rate for the last set of splits at the end
of the tree for the J-bar classiﬁcation was 2.0% and the classiﬁcation
Fig. 5. (A) A decision tree model for identifying cooking periods based on instantaneous
J-bar temperature (T), the instantaneous ﬁrst derivative of the J-bar temperature with re-
spect to time (dT/dt), and the runningmaximum temperature achieved over the course of
a single cooking event (Tmax). Left-handed branches of the tree satisfy the “True” case for
the Boolean decision described at the top of each branch which results in a “not cooking”
state. Resulting end points are labeled as “Cooking” (period during active cooking) or
“Not” (period before or after cooking). Below the category results in parentheses is the
number of hours categorized and below that the percentage correct categorization.
(B) The set of possible cost–complexity prunings of the generated tree. The horizontal
dashed line is 1 SE above theminimumof the curve, which is the recommendedminimum
complexity coefﬁcient for pruning the tree; here it indicates that a complexity coefﬁcient
of 0.01 and a tree consisting of 7 splits are optimal without over-ﬁtting.
Fig. 6. (A) The instantaneous temperature of a representative laboratory high-power
cooking event as measured on the IC body at the 2.5 cm position, and (B) the instanta-
neous calculations of energy ﬂux associated with the same position as calculated by net
radiation (solid line), net convection (dashed line), and heat storage (dotted line).
64 E.A. Graham et al. / Energy for Sustainable Development 23 (2014) 59–67correctly identiﬁed cooking 97.2% of the time and correctly identiﬁed
“not cooking” 98.4% of the time. Cooking events that were misclassiﬁed
as “not cooking” for the J-bar totaled 0.18 h (10.8 min) and “not
cooking” events misclassiﬁed as cooking totaled 0.17 h (10.4 min).Algorithm to measure fuel consumption
Net longwave radiation (Eq. (2)) and net convection (Eq. (3)) in-
creased with increasing IC body or J-bar temperature above ambient
temperature measured at the 2.5 cm position (Fig. 6). Convection
accounted for about 60% of the energy lost to the environment by the
IC body with net radiation equal to the remainder (Fig. 6 B). Heat stor-
age (Eq. (4)) was positive during the initial warm-up of the IC body,
dropped to zero when the IC body reached a constant temperature,
then decreased below zero (heat was released from storage) after fuel
addition stopped and the temperature of the IC body began to decrease.
Net stored heat over a complete cooking event measured from a cold IC
until after the IC returned to ambient temperature was zero. In order to
calculate the total amount of energy of the fuel that was transferred
to the entire body of the IC, the energy ﬂux calculated at the 2.5 cm
position and the relationship of temperature with position on the IC
(Fig. 3A) were used to create a model of twenty-three 1 cm, equal-
temperature “slices” of the IC. Total energy (Eq. (1)) absorbed and
then dissipated by the IC body was summed over the sections, multi-
plied by the area of the IC body, and calculated to be 4.1 ± 1.1%
(mean ± SD; n = 23) of the total energy contained in the fuel burned
during laboratory cooking events; the remainder of the energy was as-
sumed to be released as the energy transferred to the cooking pot and
the energy in exhaust plume.
The total amount of energy contained in the dry fuel used during a
complete cooking eventwas nearly proportional to the summed energy
ﬂux through both the IC body and the J-bar, measured at the 2.5 cm po-
sition (Fig. 7). The relationship between the summed energy ﬂux
through the J-bar and the total energy contained in the dry fuel con-
sumed was linear (slope of 1.33, used as the calibration coefﬁcient,
when the interceptwas set to zero; r2= 0.95), indicating a constant re-
lationship across all tested fuel addition rates (high, low, and mixed
powers) and fuel types (oak, hickory, pine, and natural charcoal). Calcu-
lating the area under the temperature time series curve (e.g., Fig. 6A),
with the baseline set at ambient temperature, and relating that to the
fuel energy per cooking event resulted in a similar linear predictive
relationship (r2 = 0.93).Fig. 7. Total energy ﬂux through the J-bar at the 2.5 cm position related to the total energy
of the fuel consumed during complete cooking events. Values are summed 5 s samples of
energy over the course of laboratory cooking using oak under low power (open circles)
and high power (crossed circles), pine under mixed power (open triangles), hickory
under mixed power (open squares), and charcoal under mixed power cooking (closed
triangles). The solid lines is a linear regression of all data forced through zero with a
slope of 1.33 and r2 = 0.95.
Fig. 8. Four days of cooking temperatures, twice-daily on an IC asmeasuredwith a J-bar for
(A) household #1 and (B) household #2 in Khairatpur as representative of the 17-d ﬁeld
study to verify cooking time estimation. Gray bars indicate calculated cooking time using
the decision tree method and dotted vertical lines indicate the recorded start and stop
times of observed cooking.
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The ﬁrst ﬁeld study compared temperature-based cooking time esti-
mations with those observed on ICs in 2 households (Table 1). All indi-
vidual cooking events were identiﬁed by the cooking time algorithm
(Fig. 8) with the shortest cooking event calculated at 36 min (observed
for this eventwas 38min) and the longest at 136min (observed for this
event was 147 min). The two households differed in calculated cooking
duration (t-test, P b 0.01; Table 1) but not in maximum temperature
during cooking (P N 0.6), with an average of 122.6 ± 23.6 °C (Fig. 8)
The second ﬁeld study was conducted to test temperature-based fuel
consumption calculations with those observed on ICs in 4 households
(Table 1). The greatest amount of fuel calculated for a single cooking
event was 1.6 kg (observed for this event was 1.5 kg) and the least
amount of fuel calculated was 0.5 kg (observed for this event was
1.1 kg). Observed fuel use did not vary signiﬁcantly among households.
The average calculated fuel used per cooking event for the 4 households
was 0.94 ± 0.19 kg and observed was 1.15 ± 0.14 kg (Table 1).Fig. 9. Calculated cooking time based on temperature of the J-bar using the decision tree
related to the observed cooking time in Khairatpur during 31 cooking events among 2
households. The solid line is the linear regression with a slope of 1.01 and r2 of 0.82.Cooking duration study
Calculations of cooking time using the decision tree algorithm
agreedwell with the observed time in the ﬁeld (Figs. 8 and 9). Calculat-
ed cooking time averaged 1.4 ± 0.6 h (n = 31) and the observed
cooking time averaged 1.5±0.6 h for each event, indicating good agree-
ment between calculations and observations. The average difference be-
tween calculated and observed cooking times (Bland and Altman, 1986)
was 0.03 ± 0.31 h (the absolute value difference averaged 0.23 ±
0.20 h) with a maximum error of 0.83 h. The total amount of calculated
cooking time was 44.3 h and total observed cooking time was 45.3 h. A
Deming Regression (appropriate for examining a linear relationship
between two continuous variables; Martin, 2000) of calculated to ob-
served cooking time had a slope of 1.21 ± 0.11 (mean ± SE), an inter-
cept of−0.30 ± 0.17, and a correlation coefﬁcient of .90 (Fig. 9).
Fuel consumption study
Using the energy balance relationship for the J-bar, the fuel
consumption was calculated for each cooking event (Fig. 10). Average
calculated fuel consumption per cooking eventwas 0.97±0.32 kg com-
pared to the observed fuel consumption of 1.19 ± 0.37 kg; the average
error relative to the observed fuel consumed was 14.1 ± 29.9% (abso-
lute error of 25.7 ± 20.4%). The average difference between calculated
and observed fuel mass (Bland and Altman, 1986) was 0.21 ± 0.37 kg
per event. An orthogonal regression of calculated to observed had a
slope of 1.16 ± 0.31, an intercept of 44.7 ± 307.4 and a correlation co-
efﬁcient of 0.58 (Fig. 10), indicating that the dry fuel consumption was
under-estimated. When this under-estimation was compensated for
by adjusting the algorithm to account for an assumed (but not mea-
sured), 10%moisture content forwood fuel (worst-case under 100% rel-
ative humidity would be 20% moisture content; Wood and Baldwin,
1985), the orthogonal regression of calculated to observed had a slope
of 0.97 ± 0.26 with an intercept of 115.0 ± 256.9.
Discussion
Cooking duration
In a few instances, relatively large discrepancies occurred between
the cooking duration calculations and those reported. Such differences
are to be expected for ﬁeld kitchen performance tests, which take
place in real-world settings (KPTs; Bailis, 2007). Differences between
the cooking duration calculations and reports greater than 45 min
occurred in 2 out of 31 trials. In this studywe deﬁned cooking in the lab-
oratory as active fuel addition rather than when food was being pre-
pared or when food was being kept warm over an extinguished IC.
Although local volunteerswere instructed to record cooking time, inter-
pretation of when cooking occurred may have been different from ourFig. 10.Calculated fuel consumption based on the energybalance of the J-bar related to the
observed fuel consumption in Ashrafpur, India, during 37 cooking events among 4 house-
holds. The dotted line represents a 1:1 correspondence and the solid line is the linear
regression with a slope of 1.15 and r2 of 0.45.
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liminary ignition of the IC followed by a long time lag before active
fuel addition and cooking actively began may have added additional
variability. Depending on how hot the IC body became during such
pre-ignitions, when these events were reported as active cooking,
cooking time may have been under-estimated but when such ignitions
were not reported by the observer, cooking time may have been over-
estimated. Other observed anomalies in the ﬁeld data included excess
embers being left in the IC after cooking ceased that may have slowed
the cooling time of the stove body and extended the calculated cooking
duration values.
Fuel consumption
Fuel consumption in the laboratory was very accurately modeled
from the summed energy ﬂuxesmeasured on the IC body and J-bar. No-
tably, the same model was accurate for both different wood types and
charcoal. We hypothesize that a small but constant proportion of the
energy in the fuel consumed during a cooking event is “lost” on heating
the IC body during every cooking event, independent of fuel type. This
may generalize to a wide variety of IC models, depending on the con-
struction, and further tests are being conducted. The simpler method
of calculating the area under the temperature time series curve, with
the baseline at ambient temperature, and using that value to create a
regression against fuel energy consumed during cooking yields similar
results, although it was slightly less accurate.
Hardwood fuel consumption in the ﬁeld was under-estimated,
although againwith greater variability than that observed in the labora-
tory. Part of the variability and under-estimation can be explained by
the ﬁeld data, where fuel was often rounded to the nearest 100 g by
the independent observers. Our results also corroborate the observa-
tions that ﬁeld-based KPTs are likely to have much more scatter, in
one example with a coefﬁcient of variation of over 40% (Bailis, 2007),
than for laboratory tests. Different fuel types (e.g., crop residue, cattle
dung, and mixed fuels), and the effects of the moisture content on fuel
caloriﬁc value per unit mass can also alter the energy balance results
considerably (L'Orange et al., 2012a). Thus, a calibration for fuel type
and conditions may be necessary to increase the accuracy of fuel con-
sumption estimations. For example, we found that charcoal had about
twice the energy content of wood per unit dry mass, similar to other
studies (e.g., Pereira et al., 2012), whichwould confound fuel consump-
tion estimations if fuel typewere unknown ormixed. Fuel consumption
estimates are of great interest for sustainability efforts (Johnson et al.,
2010a) and can be combined with cookstove efﬁciencies to better esti-
mate carbon emissions (L'Orange et al., 2012b; Roden et al., 2009).
Application of cooking time algorithms
Because the IC body temperature predictably reﬂected cooking
dynamics, it is likely that a standardized location on the body of any
model of IC can be determined in the laboratory and used for the
built-in monitoring of the temperature signal of cooking events. After
cooking temperature data have been collected for an IC, we propose
that a decision tree method be used to calculate cooking duration
because of the relative ease of constructing the tree and its subsequent
implementation. The decision tree example presented here for one type
of IC was rapidly constructed, after data was annotated for training the
model, using the freely available statistical analysis program R (version
2.13.1; R Development Core Team, 2011) and thusmay also be relative-
ly easy for others to apply to data collected from other ICs to generate
their own speciﬁc algorithms for estimating cooking time. The ﬂexibility
of the decision treemethod is further demonstrated by constraining the
tree to a single split, which would allow for estimating cooking time
with a temperature switch or “thermostat”method. Although not as ac-
curate as a full decision tree analysis, an IC with a built-in thermostat
attached to a timer circuit would further simplify and reduce the costofmonitoring cooking duration. In our study using the J-bar with a tem-
perature sensor placed at 2.5 cm from the top of the bar, a single ther-
mostat threshold of 64 °C was determined to be optimal for
classifying time into “cooking” or “not cooking” with a 2.3% over-
estimation of cooking time over all the laboratory cooking conditions
tested. Monitoringwith this thermostat method has begun in ﬁeld trials
where accumulated time is recorded by amodiﬁedWiCS andwill be re-
ported to the database via a periodic (e.g., monthly) SMS message on a
personal mobile phone. This potentially low-cost solution could be an
important step towards transparent veriﬁcation in carbon projects in-
volving ICs (Johnson et al., 2010b).
Using a removable, external probe may also allow for repeatable
comparisons among different ICs without the need to model the tem-
perature responses of the speciﬁc stove, as long as stovemodels are sim-
ilar. As an example, ﬁeld data that was collected in a separate study on
traditionalmud stoves (e.g., Fig. 1C) using the J-bar andWiCS system re-
sulted in estimates of the total amount of cooking to within 5% (0.05 ±
0.15 h) of the observed cooking time over 27 cooking events. This fur-
ther demonstrates the ﬂexibility and robust nature of estimating
cooking duration using a standardized temperature measurement
system.
Cooking duration and fuel consumption vary dramatically between
households under real-world conditions. For example, we found greater
than a 100% variation in cooking duration per event and about a 50%
variation in daily fuel usage between households sampled. Calculating
the amount of fuel consumed per unit cooking time has been used as
a metric for better comparison across cooking events and households
and as an indicator of stove performance in the ﬁeld (Komolafe and
Awogbemi,, 2010; McCracken and Smith, 1998). The average fuel con-
sumption rate for the cooking duration study, 0.48 ± 0.21 kg h−1,
was remarkably similar to that of 0.48 ± 0.12 kg h−1 for the fuel con-
sumption study conducted in the same village using the same model
of IC. Fuel consumption rates of hardwood from WBTs conducted in a
separate laboratory study (Kar et al., 2012) using a FD Philips stove
(similar to the TERI design used in this study), was about 0.58 ±
0.09 kg h−1 (n = 3), further indicating that the results of our methods
of calculating cooking time and fuel consumption are consistent with
previous work.
Conclusion
The IC tested in this study responded to cooking in a repeatable and
predictable way, allowing the construction of robust algorithms to de-
termine cooking time and fuel consumption. The use of a portable tem-
perature probe or the temperature characterization of differently-
constructed ICs can expand the use of this method to future studies
and interventions. WiCS has been under continuous testing in the labo-
ratory and ﬁeld for more than a year and has allowed researchers to
unobtrusivelymonitor cookstove usage in a variety of homes and condi-
tions. Additionally, because theWiCS system leverages inexpensive cel-
lular phones connected to local cellular networks for data transmission,
the system is not regionally limited. The monitoring of cooking dura-
tion, IC adoption, and fuel consumption can be easily implemented
using the simple algorithms presented and using WiCS can be low-
cost and produce objective measures of IC usage that may be scaled
widely.
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