The Closest Substring Problem is one of the most important problems in the field of computational biology. It is stated as follows: given a set of Ø sequences We motivate the introduction of these problems, and we show that while SCCS is very close to Closest Substring, BCCS is a non-trivial restriction of Closest Substring more suitable to use in certain practical applications. We then concentrate on BCCS and show that all the hardness results available for Closest Substring remain valid for BCCS even when the parameter Ô is restricted to a certain range.
Introduction
Finding similar regions in several sequences has many applications in computational biology (search for potential generic drug sequence [10] , creating diagnostic probes for bacterial infection etc. [9] ). There is no (and probably there cannot be any) universal definition of what "similar" means, but two classical types of definitions include, on the one hand, the direct similarity between the concerned regions (that is, regions are compared to each other and a global mesure taking into account these results is defined -see, for instance, the sum-of-pairs measure in the next section) and, on the other hand, the similarity of each of the concerned regions with an external pattern called consensus. The first type of similarity can appear in sequences which carry out, in some biological process, a common function (see in [13] the example of trypsin proteins of mouse and crayfish); or in sequences which share a common evolutionary history although the function has changed during evolution (see in [13] , the example of human zeta-cristallin and E. coli quinone oxidoreductase). The second type of similarity intends to express the common origin of the sequences during the evolution process. It is tempting to use a high degree of (direct or indirect) similarity between two or more sequences in order to try to infer biological truths, but this formal, computational approach must remain hypothetical until tested experimentally.
The Closest Substring Problem is one of the formal approaches which received much attention, both from an algorithmical viewpoint (see [14] , [12] , [5] ) and with concern to the (parameterized) computational complexity. It is based on the similarity with an external pattern, and is stated as follows:
CLOSEST SUBSTRING Input:
A set of Ø sequences × ½ × ¾ × Ø of length at most Ò over an alphabet ¦. Two integers such that The problem is NP-complete, and Ï ½℄-or Ï ¾℄-hard with respect to many sets of parameters (see Section 4 for a complete list of results on the parameterized complexity). The existing exact algorithms (which are obviously exponential) [14] , [12] , [5] usually use motif enumeration (they are thus able to find not only one -string ×, but all of them).
The question whether Closest Substring is a good approach for finding similar regions has certainly a positive answer; but in practical situations a more precise definition of the searched patterns is possible, and could help to provide better algorithms. Consider for instance the problem of discovering binding sites for DNA-binding proteins in E. coli. In this problem, a set of DNA sequences is given, each containing an unknown binding site for a given (the same for all sequences) DNA-binding protein. The aim is to analyse the DNA sequences and to discover which are the binding sites and where they are located.
In order to study the efficiency of the modelisation by Closest Substring of such a practical problem, one needs to know both the DNA sequences and the real binding sites, for a given DNA-binding protein. This would give us one pair (instance, correct result).
A number of 55 DNA-binding proteins have been studied in [11] . For each of them, the corresponding set of experimentally confirmed binding sites (all of the same length) can be found in [1] , together with their position on the corresponding DNA-sequence (but each DNA-sequence has to be searched in one of the biological databanks). So that, one can obtain a pair (instance, correct result) of our problem by choosing one protein and extracting from a databank the corresponding DNA-sequences, each containing (at least) one binding site.
We concentrated on 4 over the 55 proteins in [11] , mainly because of time constraints (to obtain the DNA sequences, and to solve Closest Substring). The only criteria of choice for the 4 proteins (ArgR, LexA, PurR, TyrR) were the number and length of the sequences in the corresponding set, as well as the length of the binding sites (we prefered large values for these parameters).
We therefore obtained four pairs (instance, correct result) of the Closest Substring Problem (one instance for each protein), where Ø Ò were given and we only had to estimate the correct value of . We prefered to use the best (that is, the smallest) value of since the time running for the Closest Substring algorithms is very important. Then, we took advantage on the fact that the binding sites were known, and we applied the (linear, for constant ) algorithm in [8] for the Closest String Problem (this is the particular case of Closest Substring where Ò) on the set of binding sites corresponding to each protein, and with different values of . Once the smallest value of was found, we came back to Closest Substring and we applied Sagot's algorithm [12] (available on ÛÛÛ), which is (almost) the best exact algorithm known today (the recent improvements in [5] reduce the time complexity of Sagot's algorithm, which is in Ç´Ø ¾ Ò ´ ·½µ ¦ µ, to Ç´ØÒ ¦ µ, but these improved algorithms are not available on ÛÛÛ and their complexity still contains the exponential factor ¦ ). Notice that Sagot's algorithm finds all the solutions × with the specified properties (not only one solution).
Then we noticed that, for each of the four instances of Closest Substring:
(1) there were many (hundreds of) solutions × to Closest Substring, while there were very few solutions × corresponding to the experimentally confirmed binding sites.
(2) there is a "structural" difference between the searched similar regions (i.e. the binding sites) and the "bad" similar regions found by the algorithm: while each pair of binding sites usually has a Hamming distance between ½ ¾ ¡ ¾ and ¿ ¡ ¾ (obviously, the maximum Hamming distance is ¾ ), the pairs of "bad" similar regions found by the algorithm often have a Hamming distance exceeding ¿ ¡ ¾ .
(3) although Sagot's algorithm is (almost) the best exact algorithm for the version of Closest Substring where all the strings × are searched, its running time is extremely important for string length exceeding 7 and number of errors exceeding ¾. In our examples, both these conditions were fulfilled (with going from 18 to 26), so that each execution took many hours. Of course, the algorithm can be stopped when one solution × is found (thus strictly solving Closest Substring), but in this case the solution × never was the searched one.
These remarks led us to the conclusion that Closest Substring does not always impose enough constraints on the searched solution. The drawbacks are obvious: on the one hand, the number of "false" solutions (i.e. not corresponding to the biological one) can be extremely important and one has no possibility to identify the "true" solutions between the "false" ones; on the other hand, as the exact algorithms are based on motif enumeration, the running time of these algorithms strongly depend on the number of possible candidates (and this number reduces as the constraints grow).
In this paper, we consider two versions of Closest Substring, each one obtained by imposing a new constraint on the Hamming distance beween pairs of occurrences Ó of × (as suggested by the remark (2) above). In this way, the similarity with an external pattern, which was initially used in Closest Substring, is combined with a direct measure of similarity.
In Section 2 we introduce these two problems and discuss their relations with Closest Substring. In Section 3 we present basic notions on the parameterized computational complexity, while in Section 4 we give the main results. Sections 5 and 6 are devoted to the proofs. Section 7 contains the conclusions.
Preliminaries

The two problems
We will use the term of sequence to designate the input sequences, and the term of string (or region) to designate a contiguous part of a sequence. All these objects are represented as a succession of characters over an alphabet ¦ of fixed cardinality (at least 2).
The -string × that we ask for in Closest Substring is called a -consensus of the -
and we ask about the minimum distance such that a -consensus exists, then will be called the proper distance of Ó ½ Ó ¾ Ó Ø ; a -consensus of the Ø -(sub)strings will in this case be called a minimum consensus of Ó ½ Ó ¾ Ó Ø .
As we noticed in the Introduction, we will modify the Closest Substring Problem by imposing new constraints on the set of occurrences Ó ½ Ó ¾ Ó Ø . These constraints take into account the remark (2) in the Introduction, whose main interpretation is that a more suitable definition of the searched solution should include the observation that the Hamming distance between two similar regions is usually smaller (and often much smaller) than the maximum allowed, which is ¾ .
The most direct way to impose this constraint is to ask for a bounded Hamming distance (abbreviated BHD) between every pair of occurrences:
, where Ô ¾ is a fixed integer.
The advantage of the BHD constraint is to impose a maximum bound for the dissimilarity of each pair of regions. Its inconvenient is that in the case where two similar regions are far from each other (i.e. their Hamming distance is important), the maximum bound is automatically high, even if the other regions are close to each other. To avoid this inconvenient (by loosing in the same time the advantage above) we can use the "sum-of-pairs" criterion (abbreviated SP):
These two constraints, added to the initial constraints in Closest Substring, yield two variants of the Closest Substring problem where the distances between the occurrences Ó are controlled respectively by two fixed integers È Ô (whose values must be bounded as indicated in order to insure that the new constraint is real).
BHD-CONSTRAINED CLOSEST SUBSTRING (BCCS) Input:
A set of Ø sequences × ½ × ¾ × Ø of length at most Ò over an alphabet ¦. are small, one can still hope to obtain more efficient algorithms (with respect to the practical, real running time) than the ones for Closest Substring because the space of possible solutions is reduced. 
BCCS and SCCS versus Closest Substring
Before comparing BCCS and SCCS to Closest Substring, let us remark that that there is no obvious reduction from one problem among BCCS, SCCS to the other, in the classical sense where one could solve one of the two given problems by "simply" solving the other Consequently, the (apparently) stronger condition (SP) imposed in SCCS is not sufficient to obtain a significantly different problem, from a computational complexity point of view. The simplicity of the reduction above implies that all the (parameterized or not) hardness results for Closest Substring are valid for SCCS and for each of its versions with
½. This is why we will not treat SCCS in the remainder of the paper.
BCCS versus Closest Substring
Closest Substring can be classically and parametrically reduced to BCCS (and to some variants of it) using a transformation that we present in Sections 4, 5, 6. This transformation allows us to deduce the main results of this paper, which concern the computational complexity of BCCS.
We will only show here how an algorithm for a particular case of BCCS can be used to solve Closest Substring, with an additional complexity which is exponential only with respect to . Assume we have an algorithm 
Parameterized computational complexity
Many problems raised in computational biology are shown to be NP-hard. That means that a polynomial time algorithm is unlike to exist for solving these problems. However, these problems have to be solved, either by good heuristics, or by exact algorithms with an exponential running time.
In [4] , Downey and Fellows propose to distinguish between algorithms which are exponential with respect to a parameter (or set of parameters) whose value is small in many practical situations, and the other exponential algorithms. This is the parameterized computational complexity theory.
A parameterized problem is a set Ä ¦ £ ¢ ¦ · where ¦ is, as before, an alphabet. FPT is the class of problems which have efficient algorithms, in terms of parameterized complexity, as is the case of P in terms of NP-complexity. The other classes in the hierarchy of parameterized complexity are defined using ideas similar to the ones in NP-complexity: given a basic problem and an operation of (parameterized) reduction, a class contains all the parameterized problems that reduce to the basic problem. 
Note that condition (P2) makes that a standard reduction as used in the theory of NP-complexity is not necessarily a standard parameterized m-reduction, because of the 
Main theorem and its corollaries
The hardness results known for Closest Substring are presented in Table 1 (the first column and the first line contain the fixed parameters). They have been proved in [9] , [7] , [6] and some of them are a bit more precise (that is, "hard" can be replaced with "complete", when there is no fixed parameter, and when the fixed parameters are , respectively Ø). It can be remarked that when the fixed parameters are ¦ (respectively Ø ¦ ), Closest Substring is in W[P] (respectively in Ï ¾℄), and these are the only information one has on these two cases. Fixed parameter tractability is proved for Closest Substring when ¦ , respectively Ò alone, are fixed [6] .
Our aim is to prove that all the hardness results in Table 1 are also valid for BCCS. To this end, we are going to give a reduction which is both a classical one and a parameterized one, for every parameter ¾ ¦ Ø . That means that we have to define an algorithm such that properties (P1) and (P2) hold for each , with the supplementary constraint that the function ´ µ Ü Ç´½µ has to be polynomial (both in Ü and ). When we concentrate on BCCS, we then look for an algorithm such that : (P1') to each instance of Closest Substring with parameter , the algorithm associates in polynomial time (with respect to the size of the given instance) an instance of BCCS with parameter ¼ ´ µ (where has to be defined, but it depends on no other parameter among ¦ Ø but ). (P2') Closest Substring has a solution for a given instance if and only if BCCS has a solution for the instance associated to the given one.
Instead of giving an algorithm, we describe a transformation which is obviously computable by a polynomial algorithm. Table 1 . However, it seems unlike that the small difference between the two statements (Closest Substring, which implicitely considers Ô ¾ , and BCCS with Ô ¾ ½) would have a very important impact on the parameterized complexity (notice that Closest Substring is very hard for fixed ¦ and for fixed Ø ¦ ).
Proof of Theorem 1
Assume Á ¦ × ½ × ¾ × Ø and Ö are given. We have to build Á ¼ with the two indicated properties.
Since ¦ ¾, we consider that 0 and 1 are two characters in ¦. 
Remark 5
The string Õ built by this algorithm consists in Õ characters 1 separated by blocks formed exclusively by characters 0; the positions of the characters 1 in the string are choosed so that all the distances along the string between two characters 1 are distinct. This implies a particularly useful property: when Õ is aligned with a copy of Õ according to an arbitrary offset, at most one character 1 in Õ will be aligned to a character 1 in the copy of Õ .
Remark 6
Notice that, with respect to Õ, DQ is a polynomial algorithm, and that the string Õ has polynomial length. Indeed, ÔÓ× In the remainder of the section we will prove the two lemmas below : When these two lemmas will be proved, the theorem will be proved. To prove them, we will need to have information about the proper distance all of them belong to regular regions, or all of them belong to control strings, or all of them belong to separating strings; in this case we will say that all Ù are perfectly aligned to each other. All the other cases are "bad".
In Fig. 1 we have all possible types of strings Ù (say At the same time, Fig. 1 shows the different possibilities for two strings Ù Ù not to be perfectly aligned, that is, to be a part of a "bad" case.
In order to show that there is no "bad" case, we need to have separating strings Õ long enough to insure that whenever the separating string in some string Ù and the separating string in some other string Ù are not perfectly aligned, we have ´Ù Ù µ Ô (thus contradicting the hypothesis that Ù ½ Ù ¾ Ù Ø is a solution of BCCS). Fig. 1 shows strings Õ which are longer than the half of the length of Ù , so that whenever Ù and Ù are not well aligned, the intersection of the strings Õ in Ù and in Ù is nonempty. The value of Õ is then fixed such that this intersection is large enough to contain more than Ô errors. We obtain: The proof of this Claim is given in Section 6. Now, we can deduce that there is no 
The inequality (1) allows us to deduce in the following Claim the existence of a The proof of this Claim is given in Section 6. We have, for a fixed ¼ and for every , a -string Û close enough to a consensus In particular, we have to show that these strings satisfy the condition related to Ô, and we have to define × ¼ .
It is easy to show the first part for arbitrary
Lemma 5 is proved, so Theorem 1 is proved.
The proofs of the claims
Here are the proofs of Claims 6, 7 and 8 used in the preceding section. On the one hand we have: Moreover, the total number of triples in Å ¼ is Ö, so that we obtain:
If we add the relations (2) to (5) we get:
Using (6) 
If we add the relations (7) to (10) we obtain: Proof of Claim 7. As suggested, we will only count the errors we can find along the intersection between the separating strings in Ù and Ù .
We can assume that at least one of the two strings Ù Ù (say Ù ) contains a whole, unique separating string Õ , i.e. Ù is in any case but a), i), j) (see Fig. 1 ).
Otherwise, we complete Ù by one character on its left (in case i)) or on its right (cases a), j)), and we do the same operation for Ù . Now, the new strings (still called Ù Ù ) will have the same number of errors as before, up to 1. In the cases a) and i) for Ù , we have a complete, unique separating string Õ in Ù . In case j) for Ù , we can apply the same convenient rotation to Ù and Ù in order to insure that the new Ù will contain a complete, unique separating string Õ . Now, let denote the set of all indices in Ù which belong to a regular region or to a control string (i.e. all the indices but the ones in the separating strings). Then · ¿Ö · ½ · ¿Ö.
Obviously, at most (and at least one, by the hypothesis) characters in Õ (of Ù ) are aligned to characters in (of Ù ). By the definition of Õ (in Ù ), these at most characters in Õ (of Ù ) contain no more than characters 1 (we could make a much more exact counting, but we do not need it).
Then the number of remaining characters 1 in Õ (of Ù ) is at least Õ . These characters are aligned to characters in some Õ of Ù . We have two cases:
-(see Fig. 2 a) either the characters in (there exists at least one) aligned to characters in Õ of Ù are all situated just at the beginning of Õ or just at its end ; in this case, Õ in Ù intersects only one Õ in Ù , and, as noticed in Remark 5, at most one character 1 can be common to both;
-(see Fig. 2 b) or the characters in aligned to characters in Õ of Ù are all situated in the "middle" of Õ of Ù , such that Õ of Ù intersects two separating strings Õ in Ù ; in this case, at most one character 1 can be common to each pair Õ of Ù , Õ of Ù (for the same reason as before), so that at most 2 characters 1 will be common to the strings Õ in Ù and Ù .
So that at least Õ ¾ characters 1 in Õ of Ù will be aligned to characters 0 in some Õ of Ù . Then 
Conclusions and open problems
In this paper we showed, with examples, that Closest Substring is not always the best way to approach a motif identification problem: the constraints on the searched motif and its occurrences are sometimes too weak, thus allowing (i) too many solutions of Closest Substring which are not solutions of the practical motif identification problem; (ii) too many candidates to consider when a motif enumeration is used to solve the problem (and motif enumeration is often used). Then we proposed two new forms of Closest Substring (called BCCS and SCCS), obtained by imposing constraints on the Hamming distance between pairs of occurrences, with the help of two parameters Ô ¾ and, respectively, È Ø´Ø ½µ.
These two problems have the advantage that, when Ô and È are correctly estimated, many non-interesting solutions of Closest Substrings are eliminated (they are not solutions of BCCS or SCCS). The abstraction of the practical biological problem is more suitable, as the default (i) above is reduced.
On the other hand, it is certainly not obvious that the new forms of Closest Substring are easier to solve. From the computational complexity viewpoint, SCCS does not significantly differ from Closest Substring: an easy reduction of the latter problem to SCCS exists. On its turn, BCCS in its most general form shares all the hardness results on Closest Substring, and even an important number of particular cases of BCCS (obtained by reducing the range of Another question (see also Remark 4) concerns the possibility to obtain fixed parameter tractability results for Closest Substring using a possible fixed parameter tractability for (a variant of) BCCS. The algorithm in Subsection 2.2 shows a way to approach such a result, provided that a suitable algorithm for BCCS with Ô ¾ ½ exists; a similar, but more complex, way to solve Closest Substring starting with a given algorithm for BCCS with Ô ¾ (where is a constant) exists.
In the case where BCCS reveals to be hard in all cases discussed before, one can also address "practical" questions: is there an important difference between the real running times of the best algorithms for Closest Substring and BCCS? If the answer is affirmative, is this difference favorable to Closest Substring or to BCCS? These questions are motivated by the remark that the Closest Substring algorithms are efficient in practice only for small values of the parameters. Since BCCS is a subproblem of Closest Substring, it could be conceivable to have (still exponential) algorithms with (much) better practical running time (due to smaller constants in the theoretical complexity). Conversely, the time needed to test, in the BCCS algorithm, whether the occurrences satisfy the supplementary constraint could be more important that the possible savings due to a smaller number of candidates.
