Abstract. This paper continues the study of time series models generated by non-negative innovations which was begun in Resnick (1992,1994). We concentrate on moving average processes. Estimators for moving average coe cients are proposed and consistency and asymptotic distributions established for the case of an order one moving average assuming either the right or left tail of the innovation distribution is regularly varying. The rate of convergence can be superior to that of the Yule{Walker or maximum likelihood estimators.
Introduction.
This paper continues the study of time series models generated by non-negative innovations which was begun in Resnick (1992,1994) . This program is motivated by the need to model teletra c and hydrologic data sets where quantities such as holding times and stream ows are inherently positive and hence possibly unsuited to the usual time series methods which are based on Gaussian models. In , we showed how to estimate parameters of a pure autoregression using linear programming (lp) techniques. Such lp estimators have a good rate of convergence which is frequently superior to those achieved by Yule Walker or maximum likelihood estimators. Such estimators can be used for model selection and for testing for independence (Feigin, Resnick and Starica, 1994) . In this paper, we focus on estimation of moving average coe cients. This is a necessary step along the road to being able to estimate parameters in more general ARMA processes which combine both autoregressive and moving average components.
The process under consideration is the nite order moving average of order q, denoted MA(q) and speci ed as follows: Let fZ t g be an iid sequence of non-negative random variables. For a positive integer q 1, suppose we have parameters 1 ; : : :; q such that i 0 for 1 i q. The MA(q) process fX t g is (1.1) X t = Z t + q X i=1 i Z t?i ; t = 0; 1; 2; : : :
and we are interested in estimating 1 ; : : :; q . n It is convenient to be able to write (1.1) compactly and to achieve this we de ne the moving average polynomial where 0 = 1 and the backward shift operator B is de ned symbolically by BX t = X t?1 ; BZ t = Z t?1 :
With this notation we may write the MA(q) as X t = (B)Z t ; t = 0; 1; 2; : : ::
For a pure autoregressive process of order p, denoted by AR(p), with positive innovations fZ t g, and with autoregressive coe cients 1 ; : : :; p ; ( p 6 = 0; P p i=1 i < 1), of the form (1.2) X t = p X k=1 k X t?k + Z t ; t = 0; 1; 2; : : : de ned the linear programming estimators^ based on observing X 1 ; : : :; X n as Assuming regular variation conditions on either the left or right tails of the innovations was su cient to show that a limit distribution existed for^ and that rates of convergence were often superior to the Yule{Walker estimators. So a natural approach to the estimation problem for moving averages is to see what results from the autoregressive case can be brought to bear and thus we assume the moving average in (1.1) is invertible which according to Brockwell and Davis (1991) and we hope we can convert (1.1) into an in nite order autoregression (B)X t = Z t ; t = 0; 1; 2; : : ::
If we now try to apply the lp estimators we nd we have a nice objective function but the constraints involve an in nite number of variables. If we truncate the constraints suitably, we should obtain an estimator with worthwhile properties. The precise de nition of our estimator of the moving average coe cients in the MA(q) process is (I ? (B) ) i ]X t 0; t = 2lq + 1; : : :; ng and l is the rst integer such that 2l q. Further motivation and discussion of this estimator is the subject of Section 2.
Here is a precise statement of the assumptions which will allow discussion of properties of our estimators. We need conditions which specify the model. In order to obtain a limit distribution for our estimators, we impose regular variation and moment conditions on the distribution of the innovation sequence. We recall that a function U : 0; 1) 7 ! (0; 1) is regularly varying with exponent 2 Rif lim t!1 U(tx) U(t) = x ; x > 0:
(1) Condition M (model speci cation): The process fX t : t = 0; 1; 2; : : :g satis es the equations (1.1)
i Z t?1 ; t = 0; 1; 2; : : ::
where fZ t g is an independent and identically distributed sequence of random variables with essential in mum (left endpoint) equal to 0 and common distribution function F. The coe cients 1 ; : : : ; q satisfy the invertibility condition that the moving average polynomial (z) = P q i=0 i z i has no roots in the unit disk fz : jzj 1g. Our results have as hypotheses M, and either L or R. Condition L is rather mild. It is satis ed if a density f of F exists which is continuous at 0 and with f(0) > 0. In this case = 1. Other common cases where Condition L holds are the Weibull distributions of the form F(x) = 1 ? expf?x g where F(x) x ; as x # 0 and the gamma densities f(x) = ce ?x x r?1 ; r > 0; x > 0 so that f(x) cx r?1 as x # 0 and therefore the associated Gamma distribution function satis es F(x) cr ?1 x r ; as x # 0: Examples of distributions satisfying condition R include positive stable densities and the Pareto density.
Section 2 further discusses motivation and properties of the mathematical programming estimator given in (1.6). Section 3 assumes Condition R and engages the point process limit theory (Resnick, 1987 ) which underlies discussion of the limit distributions for^ carried out for the case q = 1. Section 4 parallels section 3 but assumes Condition L. In Section 5 we present some concluding remarks which emphasize the point that in contrast to the autoregressive case, the moving average estimators in the left tail case su er a performance degradation depending on the order q of the model; no such degradation is present under condition R. Some future issues to be resolved are also considered.
The Parameter Estimator for MA(q).
Assume we have the invertible model fX t g speci ed by Condition M. Suppose the true value of the moving average coe cients is (0) : In inverted form, the model can be written as the AR (1) If we try to write down an analogous expression for the parameter estimators for the AR(1) process in (2.1), we obtain as objective function 1 ? 1
which is monotone in P q i=1 i . So we try to maximize P q i=1 i . For the constraints, (2.2) suggests the set of conditions (B)X t 0; t = 1; : : :; n: A problem arises in that this constraint set requires knowledge of X t ; X t?1 ; : : : with the index extending back to ?1 and since we only have knowledge of X 1 ; : : :; X n we must somehow truncate this constraint set.
A suggestion for how to construct a truncated set of constraints comes from symbolically expanding 1= : The choice of l suggested by the limit theory is to choose l to be the rst integer such that 2l q:
Change of variable: We seek a limit distribution for q n (^ ? (0) ) where q n is an appropriate scaling satisfying q n ! 1. It will turn out that under Condition R, the right choice of q n is q n = b n = F (1 ? 1 n ) = 1 1 ? F (n) and under Condition L the appropriate choice of q n is q n = a n = F ( 1 n ):
We observe that q n (^ ? (0) So the limit distribution depends on the behavior of random parabolas and from extreme value theory we expect the limit distribution to be in the Weibull family. (Cf. Resnick, 1987, pages 14, 15.) To analyze the limit distribution in (2.6), we intend to proceed as follows: Denote the random parabola by p t ( ) = A t 2 + B t + C t :
Only those parabolas such that p t (1 ? (0) ) < 0 are of interest since if p t (1 ? (0) ) 0, then
which is an uninteresting contribution to the minimum in (2.6). Note that the condition p t (1? (0) ) < 0 also implies B t < 0 and that the discriminant of the quadratic is positive so that the two roots of the quadratic are real. (The product of the roots of p t ( ) is C t =A t 0 so that both roots have the same sign. The sum of the roots is ?B t =2A t . If p t (1 ? (0) ) < 0, then the bigger root is positive which implies both roots are positive and hence B t < 0.) Thus the smaller root r ? t is the desired root and in (2.6) q n (^ ? (0) ) = q n1 t n pt(1? (0) C t =jB t j and the behavior of this quantity can be determined by using a point process argument which depends on whether Condition L or R is assumed.
The approximation in (2.7) can be justi ed by the following mechanism: Assume p t (1? (0) ) < 0. Consider the roots of the lines L 1 : B t + C t ; L 2 : (A t (1 ? (0) ) + B t ) + C t ; L 2 being the line passing through C t and p t (1 ? (0) ). The roots of the two lines are x t1 = C t jB t j ; x t2 = C t jB t j ? (1 ? (0) )A t and x t1 r ? t x t2 :
If we know the limit behavior of the point process depending on fx t1 g, and if x t2 is su ciently close to x t1 , then the sandwiched piece r ? t will behave properly and give us the limit distribution. Details are in the next two sections which assume Condition R and then L.
3. The limit distribution in the right tail case for q = 1.
In this section we assume Conditions M and R hold. We assume we are dealing with MA(1) so that q = 1. The goal of this section is to present the limit distribution for^ . We will prove the following theorem.
Theorem 3.1. Suppose fX t g is the MA(1) process given in (1.1) and that Conditions M, R hold. Suppose the true parameter is (0) 2 (0; 1) and that F is continuous. Let q n = b n be the quantile function
where F is the distribution of Z 1 . The estimator^ given in Section 2 has a Weibull limit distribution: In 0; 1)
where fY k ; Y 0 k ; k 1g are iid with common distribution F and
is a sum of iid unit exponentially distributed random variables independent of f(Y k ; Y 0 k )g. The limit distribution of^ is Weibull: which is nite by the second statement of Condition R. Before discussing the limit theory which leads to the asymptotic distribution of^ , we review rapidly some facts about point processes.
For a locally compact, Hausdor topological space E, we let M p (E) be the space of We emphasize that we assume that all measures in M p (E) are Radon which means that for any m 2 M p (E) and any compact K E; m(K) < 1. On the space M p (E) we use the vague metric ( ; ). Its properties are discussed for example in Resnick (1987, Section 3.4) or Kallenberg (1983) . Note that a sequence of measures m n 2 M p (E) converge vaguely to m 0 2 M p (E) if for any continuous function f : E 7 ! 0; 1) with compact support we have m n (f) ! m 0 (f) where m n (f) = R E fdm n : The non-negative continuous functions with compact support will be denoted C + K (E). A Poisson process on E with mean measure will be denoted PRM( ). Two examples of the space E that interest us are E = 0; 1), where compact sets are those closed sets bounded away from 1 and E = 0; 1] p n f0g, where compact sets are closed subsets of 0; 1] p which are bounded away from 0. Other examples of the space E will be needed as well.
The fact that (3.1) implies (3.2) is a standard fact in extreme value theory. 
which is (3.2). The main point process limit theorem which underlies our work in this section now follows. It is more general than we need for considering the asymptotic behavior of^ in the MA(1) case but is stated in full generality for application to future work. The proof of (3.6) is almost exactly the same as that of the Proposition 4.26 of Resnick (1987) which tends to 0 as n ! 1 (cf. Feigin and Resnick (1992) , (3.37)). The proof of (3.7) is identical to that of (3.40) in Feigin and Resnick (1992) . From (3.7) and (3.6) we see that to prove (3.5), it su ces to show that the right most point process in (3.7) converges to the limit in (3.5). and observe that fX n;t ; ?1 < t < 1g satis es (1) fX n;t ; ?1 < t < 1g is stationary and 2m{dependent. Since addition is vaguely continuous we nally obtain that the right most point process in (3.7) converges weakly to the limit in (3.5) and therefore by using (3.6) and (3.7), we deduce the result of the Proposition.
Before proceeding with the proof of Theorem 3.1 based on Proposition 3.2, we state some preliminaries. Suppose E 0 E and give E 0 the relative topology inherited from E. The compact subsets of E 0 are those subsets K 0 E 0 such that K 0 is compact when considered as a subset of E. To see this, suppose K 0 is The following simple result allows us to discard components in a point process convergence result. which is equivalent to the desired convergence in M p (E 1 ).
We now proceed to prove Theorem 3.1. From Proposition 3.2 and Lemma 3. Referring back to the end of Section 2 and (2.5), recall that we are interested only in the case where p t (1? (0) ) < 0. However, it is initially easier to deal with the restriction of the point process convergence in T 2 (x 0 ; : : :; x 6 ) :=j ? x 1 + (0) x 2 + 2( (0) ) 2 x 3 j;
T(x 0 ; : : :; x 6 ) :=(T 1 (x 0 ; : : :; x 6 ); T 2 (x 0 ; : : :; x 6 ); x 4 ; x 5 ; x 6 ) (3.11) and think of T as (0) ) 2 x 4 )(1 ? (0) ) + x 0 + ( (0) ) 3 x 4 < 0g:
and p t (1 ? (0) ) < 0 implies B t < 0, we get from parts (a) and (c) of Proposition 3.3 that Now Ib has a double limit which is zero by the argument that handled II so we concentrate on Ia. From the de nition of C t we have C t Z t ; and C t ( (0) ) 3 Z t?3 . Recall that Z t?1 (0) Z t?2 + 2( (0) and since ! can be picked arbitrarily small, the double limit must be zero as desired. This completes the veri cation of (3.17).
From (3.13), a standard argument mapping the points of 0;n into the minimum(see, for example, Resnick, 1987, page The rest of the proof consists in showing that in fact b n (^ ? (0) ) has the same limit distribution as the limit random variable in (3.20).
To do this, recall the outline presented at the end of Section 2. When p t (1 ? (0) in M p ( 0; 1)), and we now propose to show that the same holds true with x t2 replacing x t1 and we show and by the argument which showed (3.17), this probability converges to (n ! 1) =o (1); since x t1 < x t2 .
The proof of Theorem 3.1 is concluded by recalling that when p t (1 ? (0) ) < 0 x t1 r ? t x t2 and b n (^ ? (0) ) =1 4. The limit distribution in the left tail case for q = 1.
In this section we assume Conditions M and L hold. We continue to assume the order is q = 1 and we present the limit distribution for^ . We will discuss the following theorem whose proof parallels that of Theorem 3.1 for the right tail case.
Theorem 4.1. Suppose fX t g is the MA(1) process given in (1.1) and that Conditions M, L hold. Suppose the true parameter is (0) 2 (0; 1) and that F, the distribution of Z 1 , is continuous. Let q n = a(n) ?1 where a(n) is the quantile function a(n) = F (1=n):
Note a(n) ! 0: The estimator^ given in Section 2 has a Weibull limit distribution: In 0; 1) which is nite by Condition L. The convergence rate is 1=a( p n).
Remark. In the right tail case the convergence rate was b n which up to a slowly varying multiplicative factor is of order n 1= . However, under Condition L, the convergence rate is only 1=a( p n) which up to a slowly varying multiplicative factor is of order n 1=2 . The convergence rate is slowed by the presence of a moving average component. The proof of Theorem 4.1 parallels that of Theorem 3.1 and is only outlined. Our plan of attack is to show rst that minfC t =jB t j : 1 t n; p t (1 ? (0) ) < 0g has the limit distribution given in (4.2) and then we show that^ has in fact this limit distribution. We begin with the following limit theorem which parallels Proposition 3.2. It is built on the observations that for x > 0; y > 0, is PRM with mean measure on 0; 1) 2 : Again, as in Section 3, we wish to only consider points corresponding to p t (1 ? (0) ) < 0 but because it is easier, we start by restricting attention to the part of the state space corresponding to B t < 0. So we de ne After an argument that veri es division between the two components is permitted we get The form of the Weibull limit is gotten from the usual argument that the minimum of the points is greater than x i the point process has no points in 0; x].
5. Concluding Remarks.
It is noteworthy that in contrast to the autoregressive case, the moving average estimators in the left tail case su er a performance degradation depending on the order q of the model; no such degradation is present under condition R. From the results of Section 4 we see that the convergence rate for the estimator of the MA(1) parameter is 1=a( p n) which is a regularly varying function of index =2. Contrast this to the convergence rate of the lp estimators in the autoregressive case which is regularly varying of index . We anticipate that the convergence rate in the left tail case for MA(q) parameters will have index =q. Thus under Condition L, a sharp penalty is paid for using models which have moving average components and the penalty increases as the order of the model increases. This is in contrast to results under Condition R and to the results found for lp estimators for autoregressive parameters.
The challenge now is to extend these results from the MA(1) case to more general moving average processes and then on to the general ARMA model. We anticipate that for ARMA models, the rate of convergence under Condition L of the lp estimators will su er depending on the order of the moving average component.
