The role of Kerridge inaccuracy, Shannon entropy and Kullback-Leibler distance in statistical estimation is shown for both dicrete and continuous observations. The cases of data independence and regression-type dependence are considered in parallel. Pythagorean-like relations valid for probability distributions are presented and their importance for estimation under conipressed data is indicated.
Introduction
Rules of probability theory provide a fundainental tool for statistical estimation. It is the coniputational complexity of these rules, however, that makes estimation algorithnis often infeasible. Modified rules are perhaps needed that would be easier to i~nplenient, yet close enough to what probability does. An appealing way of approximate inference would be to merge statistical and computational uncertainty. The question is how the two kinds of uncertainty should be translated into one language.
One possible approach is to use concepts of information theory, namely, to view estiniation as calculation of a certain distance between the enipirical and model distributions of data. The approach is far from being new. In statistics, minimuin distance estimation and its consistency for a large class of distances was studied very early [l] . In robust statistics, D-estimators were studied including the question how the choice of a particular distance affects robustness [2] , [3] . In system identification, information-theoretic distances were used in structure determination [4] and approximation [SI, [6] .
In this paper, we make use of three information measures -inaccuracy, entropy and Kullback-Leibler (K-L) distance and show how they are related to likelihood. Then we consider the case when a sample average of some prespecified functions is known rather than a coniplete empirical distribution. A distance between the empirical and model distributions is decomposed into a sum of two distances in a Pythagorean-like way. In [7] , [8] , (91, a Pythagorean relation was shown to hold €or K-L distances. Here we make a slight extension presenting a Pythagorean-like theorem that links inaccuracy and K-L distance. Apart from giving another unified view of parameter estimation, the result provides a tool for possible approximation of likelihood.
Parameter estimation revisited

Independent observations
Consider a sequence of random variables Y N = Here m denotes the mininiutn number of samples for which is defined. Thanks to the product forin of (S), the B-dependent part of it can be rewritten as follows. We introduce an empirical density of observed data For 0 = JN inaccuracy achieves its niinimum over 0.
Pythagorean-like relations
Independent observations
Let the sample average of a given vector function h: ?V + R" k = l be the only information available from observed data. We denote by .4?~ the set of all densities r(y) such that
(9)
Obviously, rN E 9 6 . Consider an exponential family p h composed of densities
where so(y) is a fixed density and $(A) islogarithmofthe normalizing constant
Let A be the set of X E Rn such that $(A) < 00.
We say that si(y) is a h-projection of PN(y) onto y h if both densities give the same expectation of h(y)
Clearly, s i lies in the intersection 9 6 n 9 j .
Theorem 3.1 Let s i be a h-projection of rN onto y h .
Then for every r E 9 6 and every SA E y h K(r:sA) = K ( r : s i ) + D(si 11s~). (12) Proof. Combining (ll), (9) and (10) where with respect to U .
Corollary 3 3
Let s i be a h-projection of PN onto y h . llien for every A E A, the likeliltood value satisfies
Proof. The proposition follows by taking together the def-
and Theorem 3.2.
Dependent observations
Let the sample average of a given vector function h: Y x Suppose that the family of sampling distributions is exponential and we are to estimate the parameters A. What Corollaries 3.3 and 3.6 say is that as far as we know the minimum inaccuracy (maximum likelihood) estimate 1 of A, the whole likelihood can be restored by evaluating @os-sibly conditional) K-L distance between s i and SA. Combined with Corollaries 3.2 and 3.5, we see that the target object is K-L distance in the case of independent data and conditional K-L distance in the case of regression-type dependence. In both cases, the sample average (empirical mean) h carries sufficient information for exact restoration of the above functions.
General family 9 = { 6s) Even if 9 is not an exponential family or cannot be imbedded in an exponential family of sufficiently low dimension, Theorems 3.1 and 3.2 can be appliedseparately for each particular density sg.
For independent data, choosing so(y) = se(y) in (10) defines an exponential family p @ , h going through the point 86. By Corollary 3.3 and 3.2, we have Analogously, for regression-type dependence, choosing so(ylz) = se(y1z) in (17) defines an exponential family 9 g , h going through 68. By Corollary 3.6 and 3.5, we have Compared with (28), K-L distance is replaced by a conditional one. I N ( 0 , A) is the maximum value of likelihood for the family 98,h. Its value depends on 8, but with carefully chosen functions hi, its variation can be neglected, iN(elA) M const, e E O. This suggests to approximate likelihood by the minimum K-L distance between and sg. Note that another argument for this conclusion can be found in large deviation theory [15] .
Note that
