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Let  be a coalgebra over a ﬁeld k. We introduce an operator Tr that takes a
right quasi-ﬁnitely copresented -comoduleM to a left quasi-ﬁnitely copresented -
comodule TrM . IfM is indecomposable not injective and TrM is ﬁnite-dimensional
over k, we prove the existence of an almost split sequence 0 → M → E →
DTrM → 0 in the category of all right -comodules, where D = Homk  k. If  is
right semiperfect and the embedding of each simple right comodule S into its injec-
tive envelope IS has the property that the socle of IS/S is ﬁnite-dimensional,
the above almost split sequence exists for each ﬁnite-dimensional M , and DTrM is
also ﬁnite-dimensional.  2002 Elsevier Science (USA)
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1. INTRODUCTION
Throughout the paper, k is a ﬁxed ﬁeld and D = Homk  k.
Almost split sequences were discovered by Auslander and Reiten for
ﬁnitely generated modules over a ﬁnite-dimensional (artin) algebra [ARS]
and play an important role in other settings as well. We deal with almost
1 The second-named author’s research described in this publication was made possible in
part by Award UM1-314 of the U.S. Civilian Research & Development Foundation for the
Independent States of the Former Soviet Union.
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split sequences for comodules over an inﬁnite-dimensional coalgebra; the
ﬁnite-dimensional case by duality reduces to that of a ﬁnite-dimensional
algebra. Comodules arise naturally in several areas of mathematics, for
example, in the representation theory of algebraic groups and quantum
groups.
In our investigation, it was natural to ask whether one of the known
existence proofs for almost split sequences over an artin algebra could be
adapted, and we concentrated on the most elegant one, which uses the
notion of transpose [ARS]. The problem then became to deﬁne the trans-
pose over an arbitrary coalgebra, and we solved it using the cohom functor
introduced in [T]. Although we deﬁne the transpose in a different setting,
it has properties very similar to those of the classical one. These consider-
ations are presented in Section 3. The main result is in Section 4, where
we obtain a six-term exact sequence involving the transpose, cohom, and
cotensor product, which resembles the well-known six-term exact sequence
for modules, with the transpose, Hom, and tensor product. The six-term
sequence implies the existence of an almost split sequence in the category
of all comodules whose left-end term is any indecomposable noninjective
quasi-ﬁnitely copresented comodule with a ﬁnite-dimensional transpose.
The last three sections contain applications of the main result to certain
classes of coalgebras. We show in Section 5 that if a coalgebra is right
semiperfect [L] and every simple right comodule S embeds into its injective
envelope IS so that the socle of IS/S is ﬁnite-dimensional, then almost
split sequences exist in the category of ﬁnite-dimensional right comodules.
If the coalgebra is a Hopf algebra, almost split sequences are strongly
inﬂuenced by the behavior of the trivial comodule.
Section 5 has several applications. If G is a virtually reductive afﬁne
group scheme, then its coordinate algebra kG is by deﬁnition a left and
right semiperfect coalgebra so that, by our results, the category of ﬁnite-
dimensional kG-comodules has almost split sequences. The latter, among
other theorems, was proved in [D3, D4] using special features of group
schemes. These two interesting papers also have general results on almost
split sequences for ﬁnite-dimensional comodules obtained by restricting to
the ﬁnite-dimensional subcoalgebras of the given coalgebra. We intend to
investigate possible connections between this and our approaches in the
future.
Let kζG be the quantized coordinate algebra of the semisimple alge-
braic group G, where chark = 0 and the parameter q is specialized to
a pth-power primitive root of unity ζ ∈ k. Since kζG is a left and
right semiperfect coalgebra [APW, Section 9], almost split sequences
for ﬁnite-dimensional kζG-comodules exist. Another example of a
semiperfect coalgebra is the coordinate bialgebra of n × n matrices; the
details for n = 2 are in [CK].
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Section 6 provides many more examples by giving a combinatorial
characterization of the quivers whose path coalgebra satisﬁes the condi-
tions of Section 5 and by interpreting comodules over the path coalgebra
in terms of the more familiar representations of quivers. Since a subcoal-
gebra of a right semiperfect coalgebra is right semiperfect, subcoalgebras
of path coalgebras satisfying the conditions of Section 5 also satisfy these
conditions. Recall that every pointed coalgebra is Morita–Takeuchi equiv-
alent to a subcoalgebra of the path coalgebra of its quiver [CM]. Section 7
establishes the existence of almost split sequences in the category of
ﬁnite-dimensional modules (functors) over a left locally bounded category
as a consequence of the results of Sections 5 and 6 by passing to the cat-
egory of ﬁnite-dimensional comodules over a right semiperfect coalgebra.
The latter existence result is a generalization of that for modules over a
locally bounded category, which was obtained in [BG] by arguments that
do not extend to our situation.
We now ﬁx the terminology for the rest of the paper, using freely the
deﬁnitions, results, and notation of [AF, ARS, Gr, Mo, T]. Denote by 
a k-coalgebra with comultiplication 	  →  ⊗  and counit 	  →
k, where ⊗ = ⊗k. A right -comodule M is given by a structure map
ρ	 M → M ⊗ , the category  of right -comodules is an abelian cat-
egory with enough injectives, IM denotes an injective envelope of M ,
and SocM stands for the socle, i.e., the sum of simple subcomodules,
of M . We identify the category  of left -comodules with the cate-
gory 
op
, where op is the opposite coalgebra of . If  is another k-
coalgebra,  denotes the category of –-bicomodules. A comodule
M ∈  is quasi-ﬁnite if dimkHomFM < ∞ for all ﬁnite-dimensional
F ∈ . In what follows, q denotes the full subcategory of  deter-
mined by the quasi-ﬁnite comodules, and   denotes the full subcate-
gory determined by the quasi-ﬁnite injectives. If  is a full subcategory
of , then  is the full subcategory determined by those comodules in
 that have no non-zero injective direct summand. A comodule M ∈ 
is quasi-ﬁnitely copresented if its minimal injective copresentation 0 →
M → I0 → I1 satisﬁes Ij ∈   for j = 0 1; in the following, qc denotes
the full subcategory of  determined by the quasi-ﬁnitely copresented
comodules.
Recall from [T] that if X ∈ q and Y ∈ , then hXY  = limλD
HomYλX, where Yλ is the set of ﬁnite-dimensional subcomodules of
Y . Here h   is an additive bifunctor characterized by the property that
hX  is a left adjoint of the functor ⊗X h   is called the cohom
functor. The coalgebra of coendomorphims of X is eX = hXX, and
X is a left eX-comodule. ForM ∈  and N ∈ , the cotensor product
is MN .
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The authors are grateful to the referee for bringing to their attention
the fact that quasi-ﬁnite comodules, under the name of comodules of ﬁnite
width according to [Gr], and their endomorphism rings were studied in
[Dl, D2].
2. DIRECT SUM DECOMPOSITION
Our presentation is inspired by [ARS, II.2].
Let M ∈ q and let add M be the full subcategory of q determined
by the direct summands of arbitrary direct sums of copies of M . Put B =
eM, note that  B = addB in B, and consider the functors
FM = hM− 	 addM →  B and GM = −BM 	  B → addM
Theorem 2.1. FM and GM are inverse equivalences of categories.
Proof. Dropping the subscript M , it is immediate that GFM =
GB ∼= M and FGB ∼= FM = B. The rest follows from the addi-
tivity of F and G.
A direct proof of part (a) of the following statement is given in [D1,
Part B, 1.3 Proposition 1].
Corollary 2.2. (a) If M ∈ q is indecomposable then End M is a
local ring.
(b) The Krull–Remak–Schmidt–Azumaya theorem holds for arbitrary
direct sums of quasi-ﬁnite comodules in .
Proof. (a) In view of Theorem 2.1, it sufﬁces to show that End I is
local if I ∈   is indecomposable, which follows immediately from the fact
that I is the injective hull of a simple -comodule [Gr, assertion (1.5g)(i),
pp. 152–153].
(b) Since  is an abelian category, this follows from (a) and [AF,
Theorem 12.6].
3. THE TRANSPOSE
We deﬁne and establish basic properties of the operator of transpose on
qc. Let
∗ denote the contravariant functor ∗ = h  	 q → 
op
, as well
as hop  op	 opq → ; it will usually be clear from the context which
of the two functors is meant. We say that an X ∈ q is strongly quasi-ﬁnite
if X∗ ∈ opq and denote by sq the full subcategory of  determined
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by all strongly quasi-ﬁnite comodules. Given an X ∈ q and a U ∈ 
op
q
[T, Proposition 1.3 and Remark 1.11] gives the adjunctions
φX 	 HomophXY  Z ∼= Hom−YZ ⊗X
where Y ∈  and Z ∈ op , and
ψU 	 HomhopUV W  ∼= Hom−VU ⊗W 
where V ∈  and W ∈ . For X ∈ sq we may choose U = Z = X∗
and V = Y =  so that the above adjunction isomorphisms specialize to
φX 	 HomopX∗X∗ ∼= Hom−X∗ ⊗X (3.1)
and
ψX∗ 	 HomX∗∗X ∼= Hom−X∗ ⊗X (3.2)
Since the right-hand sides of (3.1) and (3.2) coincide, we denote by ηX 	
X∗∗ → X a unique morphism of -comodules satisfying ψX∗ηX =
φX1X∗.
Proposition 3.1. (a) The map η	 ∗∗ = hoph    → E given by
ηX 	 X∗∗ → X is a natural transformation of functors, where E	 sq →  is
the natural embedding.
(b) The restriction of η to   is a natural isomorphism ∗∗ → 1  .
(c) ∗	   →  op and ∗	  op →   are dualities.
Proof. (a) Given a morphism s	 X1 → X2 of -comodules X1X2 ∈






commutes. According to [T, 1.5] and [M, Formula (3), p. 79], we have
φX2s∗ = s∗ ⊗ 1X∗2 φX21X∗2  = 1X∗1 ⊗ sφX11X∗1 
and
ψX∗1 s∗∗ = s∗ ⊗ 1X∗∗2 ψX∗2 1X∗∗2 
so that
s∗ ⊗ 1X∗2 φX21X∗2  = 1X∗1 ⊗ sψX∗1 ηX1 = ψX∗1 s ◦ ηX1
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as well as
ψX∗1 ηX2 ◦ s∗∗ = 1X∗1 ⊗ ηX2ψX∗1 s∗∗
= 1X∗1 ⊗ ηX2s∗ ⊗ 1X∗∗2 ψX∗2 1X∗∗2 
= s∗ ⊗ 1X21X∗2 ⊗ ηX2ψX∗2 1X∗∗2 
= s∗ ⊗ 1X2ψX∗2 ηX2
= s∗ ⊗ 1X2φX21X∗2 
Therefore ψX∗1 s ◦ ηX1 = ψX∗1 ηX2 ◦ s∗∗, and the diagram commutes
because ψ is a bijection.
(b) If X ∈   then X∗ ∈  op according to [T, Propositions 3.1 and
3.2 and Theorem 2.5(2)], so that the restriction of η to   makes sense.
We view X as an eX--bicomodule, so that X∗ ∈ eX and X∗∗ ∈
eX. Similar to (3.1) and (3.2), we have the adjunction isomorphisms
φ¯X 	 Hom−eXX∗X∗ ∼= Hom−X∗eXX
and
ψ¯X∗ 	 HomeX−X∗∗X ∼= Hom−X∗eXX
If κ 	 X∗eXX → X∗ ⊗X is the natural inclusion, [T, 1.8] implies that
φX1X∗ = κφ¯X1X∗ (3.3)






commutes, where ζ is the natural inclusion. By the commutativity and
(3.3), we have ψ¯X∗ηX = φX1X∗. By [T, Propositions 3.1 and 3.2 and
Theorem 2.5(4)], ηX is an isomorphism because X ∈  .
(c) This follows immediately from (a) and (b) and their duals.
Deﬁnition 1. If 0→M → I0 →f I1 is a minimal injective copresenta-
tion of M ∈ qc, we deﬁne TrM as a op-comodule making the sequence
0 → TrM → I∗1 →f
∗
I∗0 exact. By Proposition 3.1(c), TrM ∈ 
op
qc ; it is
determined uniquely up to isomorphism.
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We note that Proposition 3.1 allows us to transfer from ﬁnitely presented
modules to quasi-ﬁnitely copresented comodules most of the considerations
[ARS, IV.1] concerning the transpose. For each M ∈ q there is a unique
up to isomorphism decomposition M = M ⊕M ′ where M ∈ q and
M ′ ∈  . The following result is an analog of [ARS, IV Proposition 1.7].
Proposition 3.2. Let M ∈ qc.
(a) If M =⊕α∈AMα then Mα ∈Mqc and TrM ∼=
⊕
α∈A TrMα.
(b) TrM = 0 if and only if M is injective.
(c) Tr TrM ∼=M .
(d) If MN ∈ qc , then TrM ∼= TrN if and only if M ∼= N .
(e) Tr	 qc → 
op
qc induces a bijection between the isomorphism classes
of indecomposable comodules in qc and in 
op
qc  .
Proof. Using Proposition 3.1, it is not hard to modify the arguments of
[ARS, p. 105, top] and produce a proof of this proposition. We prove (c)
as an illustration and leave the rest to the reader.
(c) In view of (a) and (b), we show that if M ∈ qc is indecom-
posable, then Tr TrM ∼=M . By assumption, the morphism f in the minimal
injective copresentation 0 → M → I0 →f I1 of M is an indecomposable
map that is not an isomorphism. By Proposition 3.1(c), the map f ∗ in the
exact sequence 0 → TrM → I∗1 →f
∗
I∗0 is also indecomposable and is not
an isomorphism, whence TrM is indecomposable and the latter sequence
is a minimal injective copresentation of TrM . Repeating the procedure, we
obtain the exact sequence 0→ Tr TrM → I∗∗0 →f
∗∗
I∗∗1 and, using parts (a)
and (b) of Proposition 3.1, the exact commutative diagram











0 → M → I0
f→ I1
in which the vertical arrows are isomorphisms. Hence there exists a unique
arrow Tr TrM →M making the diagram commute, and the arrow must be
an isomorphism.
4. ALMOST SPLIT SEQUENCES
Theorem 4.1. Let M ∈ qc and let 0 → U →f V →g W → 0 be an
exact sequence in .
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hMf → hMV 





gTrM→ WTrM → 0
is exact if and only if so is the sequence
0→ HomWM
HomgM→ HomVM
HomfM→ HomUM → 0
(c) If dimk TrM < ∞, then every morphism U → M factors through
f if and only if every morphism DTrM → W factors through g.
Proof. The proof is inspired by [ARS, IV.4].
(a) Applying the contravariant functor h  Y  for Y = UVW to a















































of k-spaces, where the rows are exact because the contravariant functor h
is right exact, and the columns are exact because the covariant functor h
is right exact and I0 I1 ∈   [T, 1.6 and 1.12]. By [T, Proposition 1.14(b)],
we have a natural isomorphism hIj U ∼= UI∗j for j = 0 1 because
U ∼= U and similar isomorphisms for V and W . Since  is a left exact
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functor, the sequence 0→ UTrM → UI∗1 → UI∗0 is exact, and we


























































Now the desired result follows from the Snake lemma.
(b) By (a), the sequence
0→ UTrM
fTrM→ V TrM
gTrM→ WTrM → 0
is exact if and only if so is the sequence
0→ hMU
hMf → hMV 
hMg→ hMW  → 0
According to [T, 1.12], there is a natural isomorphism DhXY  ∼=
HomYX for X ∈ q and Y ∈ . Thus the latter sequence is exact if
and only if so is the sequence
0→ HomWM
HomgM→ HomVM
HomfM→ HomUM → 0
and (b) is proved.
(c) Since hkTrMk ∼= DTrM and, according to [T, Proposition
1.10], there is an isomorphism HomhkTrMk Y  ∼= Homkk
YTrM natural in Y , we conclude that the ﬁrst sequence in the






The rest follows from (b).
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Theorem 4.2. If M ∈ qc is indecomposable and dimkTrM < ∞,
there exists an exact sequence 0 → M →f E →g DTrM → 0, where g is a
right almost split morphism in .
Proof. The argument is a slight simpliﬁcation of the proof of [ARS, V
Theorem 1.15(a), pp. 145–146].
Since M is not injective, there exists a non-split exact sequence
α 	 0→M s→V t→W → 0
in . Therefore 1M 	 M →M does not factor through s, and Theorem 4.1
implies that some morphism q	 DTrM → W does not factor through t.
Then the pullback sequence
αq	 0→M h→F j→DTrM → 0
does not split, and the exact sequence
HomDTrMF
HomDTrMj→HomDTrMDTrM
→ Coker HomDTrM j → 0
satisﬁes Coker HomDTrM j = 0. Since * = EndDTrMop is a
ﬁnite-dimensional k-algebra, there is a morphism l	 DTrM → DTrM
whose image in the *-module Coker HomDTrM j generates a simple
*-submodule. We claim that the pullback sequence
β = αql 	 0→M f→E g→DTrM → 0
is the desired exact sequence.
First, β does not split because its congruence class in Coker Hom
DTrM j ⊂ Ext1 DTrMM generates a non-zero submodule. It remains
to show that if Y ∈  and w	 Y → DTrMis not a split epimorphism, then
the pullback sequence βw	 0 → M → G → Y → 0 splits, which accord-
ing to Theorem 4.1 is equivalent to proving that the pullback sequence
βwv splits for all morphisms v	 DTrM → Y . Since M is indecomposable
not injective, so is the op-comodule TrM by Proposition 3.2, whence the
-comodule DTrM is indecomposable because TrM is ﬁnite-dimensional
over k. By Corollary 2.2(a), * is a local ring. Since w is not a split epimor-
phism, wv ∈ * is not invertible whence wv ∈ rad*. By Nakayama’s lemma,
the *-submodule of Coker HomDTrM j generated by the congruence
class of βwv is a proper submodule of the simple submodule generated by
the congruence class of β. Hence the congruence class of βwv is zero; i.e.,
βwv is a split exact sequence.
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Corollary 4.3. (a) IfM ∈ qc is indecomposable and dimkTrM <
∞, then there exists an almost split sequence 0 → M → E → DTrM → 0
in .
(b) Let N ∈  be indecomposable not projective with dimk N < ∞.
If DN ∈ opqc , then there exists an almost split sequence 0→ TrDN → F →
N → 0 in .
Proof. (a) By Theorem 4.2, we have an exact sequence β	 0→M →f
E →g DTrM → 0 where g is a right almost split morphism in . To show
that f is a left almost split morphism in , one can use [A, Proposition
4.4, Chap. II]; we present the following easy argument of the proof of [KP,
Lemma 5.2].
It sufﬁces to prove that a morphism h	 M → Y that does not factor
through f is a split monomorphism. Since the pushout sequence hβ does
not split, we obtain the exact commutative diagram




























β 	 0 → M f→ E g→ DTrM → 0
because g is right almost split. It follows that β¯ = uhβ¯, where β¯ is the
congruence class of β. Since M is indecomposable, End M is local by
Corollary 2.2(a). Since β¯ = 0, morphism uh must be an invertible element
of End M by Nakayama’s lemma. Thus h is a split monomorphism.
(b) Since N is indecomposable ﬁnite-dimensional not projective, DN
is an indecomposable ﬁnite-dimensional not injective op-comodule by [L,
Lemma 15(a)], so that TrDN ∈ qc is indecomposable not injective by
Proposition 3.2(e). Since DTr(TrDN ∼= N in view of Proposition 3.2(c)
and the fact that D is a duality, (a) implies the existence of an almost split
sequence 0→ TrDN → F → N → 0 in .
If  is a Hopf algebra over k, the existence of an almost split sequence
with a ﬁnite-dimensional right-end term depends on the behavior of the
trivial comodule, as explained by the next statement.
Corollary 4.4. Let  be a Hopf algebra over k, let W be the trivial op-
comodule, and suppose that dimk SocIW /W  < ∞. If N ∈  is inde-
composable not projective and dimk N <∞, then there exists an almost split
sequence 0→ TrDN → F → N → 0 in  with TrDN ∈ qc .
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Proof. By assumption, a minimal injective copresentation of W is of
the form 0 → W → J0 → J1, where J0 J1 ∈  op . Since dimkDN < ∞,
the exact sequence 0 → DN ∼= DN ⊗ W → DN ⊗ J0 → DN ⊗ J1 in

op
satisﬁes DN ⊗ J0, DN ⊗ J1 ∈  op by arguments similar to those in
the proof of the fundamental theorem of Hopf modules [Mo, pp. 15–16].
Therefore DN ∈ opqc , and the statement follows from Corollary 4.3(b).
5. RIGHT SEMIPERFECT COALGEBRAS
Let  be an arbitrary k-coalgebra and let M ∈ qc be indecompos-
able. If dimk TrM < ∞, Corollary 4.3(a) says that there exists an almost
split sequence 0 → M → E → DTrM → 0 in . However, no infor-
mation is given about dimk TrDTrM , so that if DTrM is not injective, it
is not clear whether there exists an almost split sequence with the left-
end term DTrM . The experience of the well-developed theory of almost
split sequences over artin algebras shows that interesting applications arise
not so much from the consideration of a single almost split sequence,
but from studying the collection of all almost split sequences, i.e., the
Auslander–Reiten quiver. It is therefore desirable to describe coalgebras
for which the above construction of an almost split sequence can be iter-
ated and thus the Auslander–Reiten quiver constructed. A sufﬁcient con-
dition for this is that for all M ∈ , dimk M <∞ imply dimk TrM <∞.
We describe a class of right semiperfect coalgebras for which the condi-
tion holds. Recall [L] that a coalgebra  is called right semiperfect if every
indecomposable injective op-comodule is ﬁnite-dimensional.
Theorem 5.1. Let  be a right semiperfect coalgebra. If N ∈  is inde-
composable not projective and dimk N <∞, then there exists an almost split
sequence 0→ TrDN → F → N → 0 in  with dimk Soc TrDN <∞ and
dimk SocITrDN/TrDN <∞.
Proof. By assumption, a minimal injective copresentation 0 → DN →
J0 → J1 of the ﬁnite-dimensional op-comodule DN has the property that
both J0 and J1 are direct sums of ﬁnitely many indecomposable injectives.
Now the existence of the almost split sequence follows from Corollary
4.3(b). The rest is left to the reader.
Proposition 5.2. Let M ∈ qc .
(a) dimk Soc TrM <∞ if and only if dimk SocIM/M <∞.
(b) If  is a right semiperfect coalgebra, then dimk TrM < ∞ if and
only if dimk SocIM/M <∞.
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Proof. (a) Let 0 → M → I0 → I1 be a minimal injective copresen-
tation of M; then 0 → TrM → I∗1 → I∗0 is a minimal injective copre-
sentation of the op-comodule TrM by Proposition 3.1(c). We note that
dimk SocIM/M < ∞ if and only if I1 is a direct sum of ﬁnitely many
indecomposable comodules, if and only if so is I∗1 , using that I1 ∼= I∗∗1 .
(b) Since every indecomposable injective op-comodule is ﬁnite-
dimensional, dimk TrM < ∞ if and only if dimk Soc TrM < ∞. Now the
statement follows from (a).
Corollary 5.3. The following are equivalent for a right semiperfect coal-
gebra .
(a) For all ﬁnite-dimensional -comodules M , dimk TrM <∞.
(b) For all simple -comodules S, dimk SocIS/S <∞.
(c) For all ﬁnite-dimensional -comodules M , dimk SocIM/M
<∞.
Proof. (a)⇒(b) and (c)⇒(a) Since every simple comodule is ﬁnite-
dimensional, this follows from Proposition 5.2(b).
(b)⇒(c) An exact sequence 0 → M1 → M → M2 → 0 gives rise to


















































in . Proceeding by induction on the length of M (the base of induction
is given by (b)), we choose M1M2 = 0 and note that dimk SocNi < ∞,
i = 1 2, by the induction hypothesis. Since IM is a direct summand of
IM1 ⊕ IM2 and SocN is a direct summand of SocN1⊕ SocN2, we have
dimk SocIM/M ≤ dimk SocN ≤ dimk SocN1 + dimk SocN2 <∞.
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Corollary 5.4. Let  be a right semiperfect coalgebra such that for all
simple -comodules S, dimk SocIS/S <∞. IfM ∈  is indecomposable
not injective and dimk M < ∞, then there exists an almost split sequence
0→M → E → DTrM → 0 in  and dimkDTrM <∞.
Proof. This follows from Corollaries 4.3(a) and 5.3 and Proposition
5.2(b).
6. PATH COALGEBRAS
We recall the notion of path coalgebra of an arbitrary quiver [CM] and
characterize the quivers whose path coalgebra  is either right semiperfect
or right semiperfect with the property that dimk SocIS/S < ∞ for all
simple S ∈ , so that Theorem 5.1 and Corollary 5.4 apply. We also relate
-comodules to representations of the quiver.
Let Q = Q0Q1 be a quiver (oriented graph with no ﬁniteness assump-
tion) with the set of vertices Q0 and the set of arrows Q1. A path p	 u→ v
on Q starting at u and ending at v, where u v ∈ Q0, is
(1) a path of length 0 if p = u = v; i.e., it is just a vertex v ∈ Q0;
(2) a path of length t > 0 if it is a ﬁnite sequence atat−1 · · · a1 of
arrows aj ∈ Q1 such that u is the starting vertex of a1 v is the ending
vertex of at , and the starting vertex of aj is the ending vertex of aj−1 for
1 < j ≤ t.
In the following, p denotes the length of path p, and kQ denotes the
k-space whose basis is the set of paths.
The composed path of q	 w → x, p	 u → v is the concatenated path
qp	 u→ x if v = w (with vp = pu = p) and 0 ∈ kQ otherwise. This compo-
sition extended by k-linearity and distributivity turns kQ into an associative
k-algebra without identity (if Q0 is a ﬁnite set, then
∑
v∈Q0 v is the iden-
tity). The comultiplication 	 kQ → kQ ⊗ kQ and counit 	 kQ → k are
ﬁrst deﬁned on the paths and then extended to all of kQ. For all paths p,
p = ∑st=p s ⊗ t where s and t are paths. If p = 0 then p = 1; if
p > 0 then p = 0. For the rest of the paper, we denote by  the k-
coalgebra with the underlying k-space kQ;  is called the path coalgebra
of Q.
Denote by RepQ the category of representations of Q over k [Ga]. An
object V f  ∈ RepQ consists of a collection of arbitrary (not necessar-
ily ﬁnite-dimensional) k-spaces Vu u ∈ Q0, and a collection of arbitrary
linear transformations fa	 Vx → Vy for each arrow a	 x → y. A mor-
phism α	 V f  → Wg consists of a collection of linear transformations
αx	 Vx → Wx, x ∈ Q0, satisfying gaαx = αyfa for each arrow a	 x → y.
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Given a representation V f  of Q and a path p, we deﬁne fp as fol-
lows. If p = 0, then p = u ∈ Q0 and we put fp = 1Vu . If p > 0 then
p = atat−1 · · · a1 with aj ∈ Q1, and we put fp = fat fat−1 · · · fa1 . A represen-
tation V f  is locally nilpotent if for all u ∈ Q0 and all x ∈ Vu, there exist
at most ﬁnitely many paths p satisfying fpx = 0; we denote by lnRepQ
the full subcategory of RepQ determined by the locally nilpotent represen-
tations.
The following result stated in [C] makes a connection between represen-
tations of Q and -comodules.
Proposition 6.1. The categories lnRepQ and  are equivalent.
Proof. We indicate how to construct on objects functors F 	 lnRepQ→
 and G	  → lnRepQ satisfying FG ∼= id and GF ∼= id; the rest is left
to the reader.
Given a V f  ∈ lnRepQ we construct M = FV f  ∈  by putting
M = ⊕u∈Q0 Vu and deﬁning comultiplication ρ	 M → M ⊗  by ρx =∑
fpx ⊗ p, where x ∈ Vu and p runs through the set of paths on Q
starting at u. Since fpx = 0 for at most ﬁnitely many paths p, the sum is
ﬁnite and ρx is well deﬁned.
Now let M ∈ . For each path p, denote by p the element of the
convolution algebra D determined by pq = δpq (Kronecker’s symbol)
for all paths q; the set uu ∈ Q0 consists of pairwise orthogonal idem-
potents of D. For u ∈ Q0, the set Mu = x ∈ M1 ⊗ uρx = x =
u ⇀ M[Mo] is a k-subspace of M , and M =
⊕
u∈Q0 Mu as k-space. We
construct V f  = GM by putting Vu = Mu and deﬁning, for each arrow
a	 u → v, the map fa	 Vu → Vv as fax = xa, where xa is determined by
the formula ρx = ∑xp ⊗ p with the summation taken over all paths p
starting at u. Since at most ﬁnitely many p’s satisfy xp = 0, we see that
V f  ∈ lnRepQ.
The next statement is an easy consequence of well-known facts; see, for
example, [Gr, Mo].
Proposition 6.2. Let Q be a quiver.
(a)  = ⊕u∈Q0 Eu is a direct sum of right -comodules, where Eu =
 ↼ u is the subspace spanned by all paths ending at u.
(b) The set kuu ∈ Q0 is a complete set of pairwise non-isomorphic
simple right -comodules, where ku is the span of the path u of length 0. The
comodule Eu is an injective envelope of ku.
We now characterize right semiperfect path coalgebras.
Corollary 6.3. Let Q be a quiver.
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(a) The coalgebra  is right semiperfect if and only if for all u ∈ Q0,
there exist only ﬁnitely many paths starting at u.
(b) If S = ku, u ∈ Q0, then dimk SocIS/S equals the cardinality of
the set of arrows of Q ending at u; in particular, dimk SocIS/S < ∞ if
and only if there exist at most ﬁnitely many arrows ending at u.
Proof. (a) In view of [L, Theorem 10], this an immediate consequence
of the dual statement to Proposition 6.2(a).
(b) It is clear from Proposition 6.2 that Eu/ku as k-space can be
viewed as the span of all paths p of length >0 ending at u; i.e., Eu/ku ∼=⊕
a Esa as right -comodules, where a runs through the set of arrows end-
ing at u and sa is the starting vertex of a. It remains to apply Proposition
6.2(b).
According to Corollary 6.3, if at most ﬁnitely many paths start at each
vertex, Theorem 5.1 applies to the path coalgebra ; if in addition at most
ﬁnitely many arrows end at each vertex, Corollary 5.4 also applies.
7. LEFT LOCALLY BOUNDED CATEGORIES
We prove the existence of almost split sequences for ﬁnitely generated
modules over a left locally bounded category. Recall that * is a k-category
if the morphism sets *x y are k-spaces and composition of morphisms is
k-bilinear. A k-category * is locally ﬁnite-dimensional [BG, pp. 336–337]
if it satisﬁes the following three conditions:
(a) For each x ∈ *, the endomorphism algebra *x x is local, and
*x x/rad*x x ∼= k.
(b) Distinct objects of * are not isomorphic.
(c) For all x y ∈ *, dimk *x y <∞.
* is locally bounded if (c) is replaced by
(c′) For all x y ∈*, ∑y∈* dimk *x y<∞ and
∑
y∈* dimk *y x
<∞.
We call * left locally bounded if (c) is replaced by
(c′′) For all x y ∈ *, ∑y∈* dimk *x y <∞.
A locally bounded category is left locally bounded, but the converse is
false.
Given a quiver Q, denote by kQ+2 the ideal of the path category kQ
such that for all x y ∈ Q0, kQ+2x y is the subspace of kQx y spanned
by the paths of length ≥2. The proof of the next statement is a minor
modiﬁcation of the argument in [BG, p. 337, top] and is omitted.
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Proposition 7.1. A k-category * is left locally bounded if and only if there
exists a quiver Q and an ideal I ⊂ kQ+2 satisfying the following conditions:
(a) For each x ∈ Q0, the number of arrows starting at x is ﬁnite.
(b) For each x ∈ Q0, there is a natural number Nx such that I contains
each path of length ≥Nx starting at x.
(c) * ∼= kQ/I.
By deﬁnition, a *-module is a k-linear functor from * into the cate-
gory of k-spaces. Such an object can also be viewed as a representation of
the quiver Q with relations, i.e., as a representation V f  such that for all
x y ∈ Q0 and all linear combinations of paths a1p1 + a2p2 + · · · + atpt ∈
Ix y, where pj is a path and aj ∈ k, we have a1f p1 + a2f p2 + · · · +
atf pt= 0. We identify the category of *-modules with the category of rep-
resentations of Q with the relations. A *-module V f  is ﬁnite-dimensional
if
∑
x∈Q0 dimk V x <∞.
Proposition 7.2. Let * = kQ/I be a left locally bounded category, where
Q is a quiver and I ⊂ kQ+2 is an ideal. Denote by  the path coalgebra.
(a) The set I⊥ = γ ∈ I γ = 0 is a subcoalgebra of .
(b) The category of ( ﬁnite-dimensional) *-modules is equivalent to the
category of ( ﬁnite-dimensional) right I⊥-comodules.
(c) I⊥ is a right semiperfect coalgebra.
(d) Every simple right I⊥-comodule S satisﬁes dimk SocIS/S <∞
if and only if for each x ∈ Q0 the number of arrows ending at x is ﬁnite.
Proof. (a) We identify a path p on Q with the element p ∈ D sat-
isfying p q = 0 for all paths q. In this way the path category kQ (which
can also be viewed as a k-algebra without identity) embeds into the con-
volution algebra D. Although kQ = D in general, the proof of [Mo,
Lemma 5.1.4(2)] works because kQ contains the dual basis to the path
basis for .
(b) For each right I⊥-comodule M , the coefﬁcient space cf M is a
subcoalgebra of I⊥ so that the structure map is ρ	 M → M ⊗ I⊥. Viewing
M as a module over D and, hence, over its subalgebra kQ, we have f ⇀
m = 1⊗ f ρm = 0 for all f ∈ I and m ∈M , soM is a *-module. On the
other hand, any *-module is a locally nilpotent representation V f  of Q
(because * is left locally bounded) on which I acts as zero. By Proposition
6.1, V f  gives rise to a right -comodule M on which I acts as zero.
Therefore, the coefﬁcient space cf M is contained in I⊥, and M ∈ I⊥ .
(c) By Yoneda’s lemma or [BG, 2.2, p. 337], the category of *-
modules has enough projectives (direct sums of representable functors).
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By (b), so does the equivalent category I
⊥
, whence I⊥ is right semiper-
fect by [L, Theorem 10]. One can also use Proposition 7.1(b) to prove that
indecomposable injective I⊥op-comodules are ﬁnite-dimensional.
(d) Since I
⊥ ⊂ , a simple right I⊥-subcomodule S of I⊥ is a
simple right -subcomodule of ; i.e., S = ku for some u ∈ Q0 by Propo-
sition 6.2(b). An indecomposable direct summand of I⊥ in I
⊥
contain-
ing S, which we denote by Fu, is an injective envelope of S, whence
S = Soc Fu. It follows that Fu is a -subcomodule of Eu, where the
latter is described in Proposition 6.2. Therefore Fu/S ⊂ Eu/S and
dimk SocI⊥Fu/S ≤ dimk SocEu/S. Since I ⊂ kQ+2, I⊥ contains
every path of length ≤ 1, so that dimk SocI⊥Fu/S is no less than the car-
dinality of the set of arrows of Q ending at u. By Proposition 6.3(b), we
have dimk SocI⊥Fu/S = dimk SocEu/S, and the latter is ﬁnite if and
only if at most ﬁnitely many arrows of Q end at u.
Corollary 7.3. Let * = kQ/I be a left locally bounded category, where
Q is a quiver and I ⊂ kQ+2 is an ideal.
(a) For each indecomposable ﬁnite-dimensional not projective *-
module N , there exists an almost split sequence 0 → L → M → N → 0 in
the category of *-modules.
(b) Suppose that for all x ∈ Q0, the number of arrows of Q ending at x
is ﬁnite. For each indecomposable ﬁnite-dimensional not injective *-module L,
there exists an almost split sequence 0 → L→ M → N → 0 in the category
of *-modules with M and N ﬁnite-dimensional.
Proof. The statement follows from Corollary 7.2, Theorem 5.1, and
Corollary 5.4.
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