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Abstract 
Moving beyond the traditional scope of cyberphysical systems this work presents μAutonomy, a novel proposal in the field of 
connected intelligent actuating objects. In this paper, we identify and study the implications of controlling moveable objects in a 
cyberphysical environment. This kind of environment is rapidly gaining attention in applications that include control of 
unmanned aerial vehicles, high altitude orbit control of robotic exploration probes, or robotic tele-diagnostics. Our work 
introduces a mechanism that greatly improves the operation of actuating objects over wireless links of varying quality. The 
proposed approach successfully compensates for communications impairments by tracking the system state and deciding course 
of action based on probabilistic principles. We tested our proposal using an experimental testbed consisting of an unmanned 
small-scale vehicle and present experimental results obtained through an extensive human subject based study. Our results show 
how the proposed mechanism significantly compensates for channel impairments aiding in the completion of a variety of basic 
tasks. 
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1. Introduction 
Imagine you are commanding an unmanned aerial vehicle (UAV) over a wireless connection. While there is an 
uninterrupted line of sight between you and the UAV, operation does not pose a major challenge. Under line of sight 
conditions, the wireless link may experience none or very few and short interruptions. As the UAV starts to move 
away and objects obstruct the link, commanding the UAV starts to become gradually challenging. Losses over the 
link may occur frequently and the control commands get lost in transit. This results in a stuttering operation of the 
UAV.  
This article proposes a mechanism we call ȝAutonomy (micro autonomy), which allows making decisions under 
uncertainty. In particular, ȝAutonomy tracks the state of a remotely controlled cyberphysical system. Such a system 
has a physical component (e.g. UAVs or wheeled vehicle) that can be controlled over a packet switched link. In our 
case we employ a wireless link over which, due to the nature of the channel, packet losses will occur.  ȝAutonomy 
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can decide which short-term action should be executed by the physical component when packet losses occur. We 
refer to our proposal as a compensation mechanism as it enables the system to potentially fully correct or neutralize 
the effects of packet losses. Our mechanism is not intended to provide long-term autonomy for the system but rather 
compensate for link interruptions that last from tens to hundreds of milliseconds. 
The work proposed in this article has not been generally considered in related research domains. However, we 
believe it carries significant importance for a variety of applications. Consider for instance the operation of recovery 
robots in emergency situations like in earthquakes scenarios, the command of exploratory vehicles in inaccessible 
areas or the operation of a tele-diagnosis medical device. All of these examples lie within the field of cyberphysical 
systems and can benefit from our proposal. In this article, we focus our efforts using one specific testing platform 
that consisted of a remotely operated wheeled vehicle. 
In the remainder of the article we first visit related work in the area and present our proposal for packet loss 
compensation. We then present the results of an extensive human subject based experimental campaign and illustrate 
how our compensation mechanism greatly aids in maintaining the quality of the experience (QoE). We close with a 
discussion of future possibilities in the area.  
2. Related work in the area of cyberphysical systems 
While the study of QoE is common in various domains, existing research in the realm of cyberphysical systems 
(CPS) is limited.  In this section we look at two related studies that look at the operation of CPS over wireless lossy 
links. The first study quantifies QoE for the operation of a robotic arm in different scenarios where control packets 
are delayed or lost1. The second one looks at the multi-purpose end-to-end robotic operations network (METERON) 
project. This project studies the design of a robust communications infrastructure for the control of a ground robot 
from low Earth orbit2. 
2.1. Quantifying quality of experience for the operation of a robotic arm over a lossy link 
In a recent study a system where a robotic arm was commanded through an unreliable communications network 
was used to quantify QoE. In the study the arm was under the control of a human operator1. For this particular case, 
QoE was quantified as the time to complete two predefined tasks. The first task involved only horizontal movement 
of the arm, while the second one involved both horizontal and vertical movement of the arm. The goal in each task 
was to command the arm to move a dot of light, projected on a wall by a light source attached to the arm, into 
different circular targets. Human operators were asked to perform each of the tasks under different network 
conditions and then their time to complete each task was recorded. 
QoE was studied by looking at the effects of different levels of packet latency, fraction of packets lost and 
number of degrees of freedom. Latency was varied between 0 and 400 ms, packet losses between 1% and 20% and 
two degrees of freedom were considered. The degrees of freedom referred to the type of arm movement allowed 
during the experiment. The levels assigned to these three factors held particular importance as the authors claimed 
no other previous study has provided a similar baseline for a cyberphysical system. Therefore, the magnitude and 
ranges of these levels can be used as basis for future experimental studies in the area. 
Through a factorial study it was found that the effects of packet losses explained over 61% of the variations in 
QoE while changes in packet delay and the number of degrees of freedom explained 31% and 2.5% of the variations 
respectively. The combined effect of all three factors explained the remainder of the variations. These results are 
quite relevant to the work presented in this article as they point out that it should be possible to improve the 
performance of the system by focusing on compensating for packet losses; as these losses were the dominant factor 
that influenced QoE.  
2.2. The European Space Agency METERON project 
The Multi-purpose End-To-End Robotic Operations Network (METERON) project was announced in 20112. 
This project shares similar objectives with NASA’s Human Exploration Telerobotics (HET) effort, as both aim at 
determining practical ways to operate robots from orbiting spacecrafts to carry out missions in locations inaccessible 
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to humans3,4. The long-term goal of these projects is to enable low cost exploration of celestial bodies such as Mars, 
the Moon, etc. 
METERON employs a testbed with a master communication device located on the International Space Station 
(ISS). It makes use of a robust communications channel, which is possible by the use of delay tolerant network 
(DTN) nodes, real time control network (RTCN) nodes and antenna arrays. The goal is to enable reliable 
communications between a master on the ISS with a slave device, a robot, located on the ground.  
The details of two set of experiments within METERON have been made publicly available. In the first one, 
conducted in October 2012 and referred to as OPSCOM-1, the communications link between an on board ISS 
computer and a robot known as METERON Operations and Communication Prototype (Mocup) was tested. In the 
test a research center in the USA had to authorize an on board ISS computer to send command to Mocup located in 
Germany. The commands instructed Mocup to move forward and send ground level images back to the USA. In the 
second experiment, conducted in late 2014 and referred to as OPSCOM-2, an astronaut on board the ISS located at 
400 Km above Earth’s surface had to drive a robot, Eurobot, located in Netherlands. The robot in turn had to send 
data and video images back to the ISS. This set of experiments allowed ESA and NASA to test and demonstrate the 
robustness of their DTN infrastructure within a cyberphysical environment. 
The work presented in this article, while related to the efforts discussed above, does not focus on measuring QoE 
or on the creation of a robust network for the control of cyberphysical devices. We actually base our work on the 
assumption that control packets sent to a cyberphysical system over a wireless link will be inevitably lost and thus 
proceed to propose a mechanism to maintain short-term system usability. 
3. PAutonomy: compensation of packet losses to maintain QoE 
In this article we propose a basic compensation mechanism that aids in the operation of a remotely controlled 
cyberphysical system when a human operator commands it over a lossy link. As packet losses over a wireless link 
usually occur in bursts these result in interrupted, choppy movements of the system. We hypothesize that it should be 
possible, under unfavorable network conditions, to compensate for the negative effects caused by the lost packets. 
Therefore, we focus our study on designing a mechanism that can provide micro autonomy (PAutonomy) to the 
system by tracking packets losses over time and making decisions under uncertainty. To isolate the effect of packet 
losses we assume that the communication elements used to control the vehicle do not incorporate any packet 
recovery mechanisms. This assumption is generally valid for real-time systems where recovering lost packets by 
using retransmissions is impractical as retransmitted packets can arrive too late to be useful at the destination. 
To test our hypothesis we built a custom experimental cyberphysical system, which consisted of a remotely 
operated wheeled vehicle commanded over a wireless link operating at 2.4 GHz using the enhance shortburst 
network layer protocol5. Figure 1a illustrates our testbed. It consists of an analog controller that the user can employ 
to move the vehicle in any direction (a), two microcontroller boards to carry out control operations and wireless 
transmission functions (b,d), a module to introduce controlled packet losses (c), and the remotely operated vehicle 
(f).  
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Fig. 1. (a) Experimental testbed used to measure QoE under different packet loss scenarios; (b) Tasks to be completed by a human operator. In 
each of the three tasks the vehicle had to be commanded from one end of each of the three tracks to the other end (d = 1m).  
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The injection of controlled packet losses carried out by module (c) was necessary as, for practical testing 
purposes, the vehicle (f) and the controller (a) were placed in line of sight conditions with minimal packet losses. 
Additionally, by controlling the generation of packet losses experiments can be easily replicated. We placed 
particular attention on the statistical behavior of our channel and, to generate the controlled packet losses, the 
wireless channel was characterized with experimentally collected data as a two-state Markov model. This type of 
model is widely regarded as one that provides an acceptable approximation for a variety of wideband channels6. 
To test the impact of packet losses on QoE we designed a set of specific tasks that a human operator should 
perform while operating the vehicle. Three different tasks were considered; these are portrayed in Fig. 1b. For all the 
tasks the operators were asked to maneuver the vehicle from one end of the track to the other end. In the first task 
the users were asked to command the vehicle to move over a straight track. The second task also consisted of a 
straight track; however, in order to increase the number of user-machine interactions, six different stopping points 
were introduced.  In the last task users were asked to maneuver the vehicle over a saw-tooth shaped track. This last 
task demanded users to incorporate turns in different directions. All these tasks share similar design principles with 
those proposed in the past to successfully test human-computer interfaces7. 
3.1. Compensation mechanism design 
The goal of our proposed mechanism, ȝAutonomy, is to track packet losses and use this information to predict 
how long the vehicle should continue to move in the event of losses. The system was designed to use two types of 
packets8. The first type is a control packet that instructs the vehicle to move in a user commanded direction over the 
track; the second one is an idle packet that tells the vehicle that the operator has released the controls. All packets 
were fixed sized ones (32 bytes long) with a fixed inter-packet transmission time of 3.6 ms and transmitted at the 
maximum rate allowed by the hardware (2 Mbps). Given that channel errors usually last for more than a single 
packet duration the idle condition was signaled by transmitting redundant idle packets to ensure its reception at the 
receiver. 
Our compensation mechanism can detect losses as all packets sent over the channel are sequentially numbered. 
Thus losses result in missing sequence numbers at the receiver. We track the state of the system through a variable 
referred to as the control instructor (M), which is used to estimate how long the system should continue to move 
when packet losses are detected. Figures 2a and 2b show an example of the evolution of M over time and the state 
transition diagram respectively.  
 
In the upper part of the Fig. 2a, different events (packet arrivals, losses and idle controller) are occurring at 
specific times. Notice that every time a packet arrives (+ symbol) the value of M is increased by one. The value drops 
to zero whenever the operator releases the control sending the system into an idle state (i symbol). When packet 
losses (* symbol) are detected the value of M is maintained and compensation is executed for a duration equal to Je. 
The state transition diagram from Fig. 2b portrays how depending on the probability of arrivals, losses or idle 
conditions, the value of M is updated. However, notice that our proposal is a first order system as compensation 
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Fig. 2. (a) Example of the control instructor, M, variation as a function of time. Symbols above figure symbolize: i = controller idle, + = packet 
arrival, * = packet loss; (b) State transitions diagram for the control instructor, pA = probability of packet arrival, pL = probability of packet loss, 
pI = probability of idle controller. (c) Mapping function between the compensation time, Je, in ms for different values of the control instructor. 
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decisions are made depending on the current state of the system given just by the value of M, independently of the 
steps taken to arrive to such a state. 
The length of the compensation time Je is determined by a heuristically constructed mapping function portrayed 
in Fig. 2c. This function maps small values of M to low compensation times. This mapping enabled finer control of 
the system when the users repeatedly activated and deactivated the controller rapidly bringing the system in and out 
of the idle state to move small distances and complete the more complex tasks (e.g. tasks two and three). For large 
values of M the compensation times grows as the mechanism assumes previous lengthy movement in the current 
direction indicates intent to continue to move in such a direction.  
4. Experimental results 
We carried out compensated human subject based experiments in two phases8. In the first phase we tested our 
original mapping function from Fig. 2c with a group of 30 operators that have never worked with the system before. 
Each of the operators was given a short introduction to the platform and then asked to complete all the tasks from 
Fig. 1b using four different channel conditions we refer to as good, medium, bad, worst.  Packet loss characteristics 
for each of these channel conditions are later summarized in Fig. 5.  
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Fig. 3. Mean time to complete tasks (TTCT) for four different channel conditions. (a) good; (b) medium; (c) bad; (d) worst channel condition.  
{ = no compensation, F = with ȝAutonomy compensation, z = theoretical ideal. Confidence intervals are shown at a 5% level. 
The results are portrayed in Fig. 3, which shows the mean time to complete task (TTCT) computed per task for 
all participants. The figure illustrates the positive impact of the compensation mechanism. For all channel conditions 
we ran the corresponding t-test and determined that the mean TTCT with ȝAutonomy was statistically lower than 
the results without any compensation. Figure 3a shows how for good channel conditions the difference between the 
mean times is minimal. Naturally under good channel conditions ȝAutonomy is not often invoked during the 
execution of a task. However, this difference gradually increases as the channel conditions worsen; for the medium 
and bad channel conditions it is already significant. The impact of our scheme is most noticeable under the worst 
channel conditions where participants where unable to complete any of the tasks giving up usually after two 
minutes. However, they were able to complete all tasks when our compensation mechanism was in place. To 
visually provide an estimate of the impact of the channel conditions all the figures also include a lower bound line 
we refer to as ideal. This line corresponds to a theoretical result that was computed by assuming a perfect channel 
with no packet losses and a TTCT equal to the ratio between the length of the track and speed of the vehicle. 
 While the heuristically defined durations of the compensation time, Je, shown in Fig. 2c resulted in a positive 
impact of our proposal, we had further interest in quantifying the impact of different mapping functions. Therefore 
we carried out a second phase of compensated human subject based studies. In this phase we asked new participants 
to operate the system only under the good and bad channel conditions. This subset of conditions allowed for testing 
of new levels while keeping a manageable duration for each test. Table 1 illustrates the new set of mappings 
between Je and M.  Notice that set number one corresponds to the mapping function from Fig. 2c. The points at 
which the assignments were made are also the same as those shown in Fig. 2c, where Je is assigned a new value 
from the set at for values of M = 0, 3, 5, or 10. 
505 Abdoulaye Saadou-Yaye and Julio Aráuz /  Procedia Computer Science  61 ( 2015 )  500 – 506 
The results are presented in Fig. 4. Notice that for good channel conditions the results in Fig. 4a show multiple 
pairwise results with overlapping confidence intervals including their mean values. This indicates that in such cases 
the benefit of having different mappings was not different from the original mapping of Fig. 2c. However, when 
channel conditions degrade as illustrated in Fig. 4b, there are statistically significant benefits when using set number 
five which employs longer compensation times for low values of M. Further study of this result indicates that even 
though larger values of Je hinder finer movements, it is possible for users to rapidly overcome this limitation by 
quickly bringing the system in and out of the idle state until a task is completed. 
Table 1: Different sets of mappings between Ȗe and M. 
Set number  Ȗe values in ms 
1  300, 700, 1000, 1500 
2  1000, 1000, 700, 300 
3  1500, 700, 300, 1 
4  1500, 700, 700, 300 
5  1500, 100, 300, 300 
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Fig. 4. Mean time to complete tasks (TTCT) for two different channel conditions using the mappings from Table 1 between the compensation 
time Ȗe and M. (a) good; (b) bad channel condition. F = set 1, Â = set 2, U = set 3, V = set 4, @ = set 5, z = ideal, { = no compensation. 
Confidence intervals are shown at a 5% level. 
We summarize our aggregated results in Fig. 5. The left vertical axis of the figure quantifies the percentage of 
packets received under all of the channel conditions tested, including the no-loss case. The right vertical axis 
illustrates the percentage decrease of the mean TTCT under different channel qualities. Notice that the benefits of 
ȝAutonomy range from 18% under good conditions to over 90% for the worst ones in respect to the no-loss channel. 
Additionally, when we formulated the null hypothesis that states that no compensation is possible under degraded 
channel conditions and then performed a t-test we obtained low p-values that reject the null hypothesis. 
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Fig. 5. Percentage of packets received in error and overall percentage of the decrease of the mean time to complete tasks for different channel 
conditions. 
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5. Conclusions, limitations and future work 
ȝAutonomy provided statistically significant benefits under a variety of channel conditions for the set of tasks 
tested. The magnitude in the reduction of the mean time to complete tasks was larger under degraded channel 
conditions. Our compensation mechanism provided the user not only with the ability to complete tasks in lower 
times but also gave the users enough control to perform finer movements. 
While the simplicity in implementation of our scheme provided positive results it does have its limitations as it is 
a first-order mechanism that does not take into account the state evolution to make decisions in case of packet 
losses. Therefore, with our current proposal, the system always continues to move in the direction it was moving 
before the packet losses occurred. While this did not hinder our mechanism from helping in the specific tasks we 
tested, it is likely that other tasks that require fast changes in direction will not see the same benefit.  
In future work, to overcome this limitation it should be viable to employ a higher order system that makes 
decisions based on the evolution of the system state. Therefore, tasks that require fast change of directions could 
benefit from the mechanism by incorporating transitions into states that determine the most likely direction to move 
in case of losses9. Such a higher order system could incorporate a pattern recognition engine that distinguishes when 
the system requires fast, granular control. The characterization of such a recognition system will require new tasks 
with enough generality to avoid focusing on a narrow set of objectives. We foresee that the use of specialized 
pattern recognition techniques, such as those provided by Bayesian network theory, could help in solving these more 
complex challenges. 
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