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Abstract
Participation in social sensing applications is challenged by privacy threats.
Large-scale access to citizens’ data allow surveillance and discriminatory actions that
may result in segregation phenomena in society. On the contrary are the beneﬁts of
accurate computing analytics required for more informed decision-making, more
eﬀective policies and regulation of techno-socio-economic systems supported by
‘Internet-of Things’ technologies. In contrast to earlier work that either focuses on
privacy protection or Big Data analytics, this paper proposes a self-regulatory
information sharing system that bridges this gap. This is achieved by modeling
information sharing as a supply-demand system run by computational markets. On
the supply side lie the citizens that make incentivized but self-determined decisions
about the level of information they share. On the demand side stand data
aggregators that provide rewards to citizens to receive the required data for accurate
analytics. The system is empirically evaluated with two real-world datasets from two
application domains: (i) Smart Grids and (ii) mobile phone sensing. Experimental
results quantify trade-oﬀs between privacy-preservation, accuracy of analytics and
costs from the provided rewards under diﬀerent experimental settings. Findings show
a higher privacy-preservation that depends on the number of participating citizens
and the type of data summarized. Moreover, analytics with summarization data
tolerate high local errors without a signiﬁcant inﬂuence on the global accuracy. In
other words, local errors cancel out. Rewards can be optimized to be fair so that
citizens with more signiﬁcant sharing of information receive higher rewards. All these
ﬁndings motivate a new paradigm of truly decentralized and ethical data analytics.
Keywords: privacy; summarization; analytics; aggregation; self-regulation; social
sensing; supply-demand; reward; incentive
1 Introduction
The introduction of ‘Internet of Things’ has brought paramount opportunities for in-
formation sharing in society. ‘Big Data’ technologies can eﬃciently process large-scale
streams of data generated by mobile phone sensors, embedded systems for smart city in-
frastructures and smart sensors running residential applications, such as energy manage-
ment, and ambient assisting living. These new technological opportunities have several
implications. On the one hand, accurate data analytics with ﬁne-grained data have the
potential for more cost-eﬀective decision-making, policies and regulation systems [–].
On the other hand, information sharing challenges privacy of citizens and creates oppor-
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tunities formassive surveillance and discriminatory actions that result in segregation phe-
nomena in society [–]. There is active ongoing work on either improving the accuracy
of data analytics [, ] or introducing countermeasures for privacy preservation [, ].
However, in most cases, these research eﬀorts are canceling out each other. A more eﬀec-
tive data analytics methodology requires a lower level of privacy preservation. Similarly,
a privacy protection mechanism often deprives data from the analytics process whose
accuracy could be critical for the society. This paper bridges this gap by introducing a
self-regulatory information sharing system for participatory social sensing.
Information sharing and data aggregation are modeled as a supply-demand system run-
ning via a computational market. Citizens who share information are in the supply-side
and data aggregators who perform the analytics are in the demand-side. In this context,
matching supply and demand requires citizens making incentivized but self-determined
choices about a level of information sharing that results in an equilibrium between privacy
preservation and accurate analytics. Monetary rewards play a crucial role in incentivizing
information sharing []. This paper engages such rewards to regulate the equilibrium
trade-oﬀs: (i) For citizens, a high privacy preservation comes along with low rewards and
a low privacy preservation with high rewards. (ii) For data aggregators, a high accuracy in
the analytics results in high costs for the provided rewards. On the contrary, low accuracy
reduces the costs. This paper contributesmetrics that can quantify these trade-oﬀs.More-
over, the trade-oﬀs of information sharing can be regulated with a generic reconﬁgurable
summarization mechanism that locally controls for each citizen the information reveal to
the data aggregators according to his/her privacy and rewards preferences.
The proposed system is generic as it can be applied in several social sensing systems
with diﬀerent types of sensor data. This paper studies information sharing empirically
with real-world data from two application domains: (i) Smart Grids with electricity con-
sumption data frommore than , individuals and (ii) mobile phone sensing from sev-
eral diﬀerent sensors. Results show striking trade-oﬀs between privacy-preservation, ac-
curacy of analytics and costs from the provided rewards under diﬀerent experimental set-
tings. The inﬂuence of the number of participating citizens, the type of data summarized
and the policies under which rewards are distributed among citizens are quantiﬁed in sev-
eral experiments performed. These measurements provide invaluable insights about how
to shape the future of self-regulatory information sharing with a truly decentralized and
more ethical paradigm for data analytics.
This paper is outlined as follows: Section  models information sharing as a supply-
demand system and introduces the metrics that govern the equilibrium of such a system.
Section  illustrates a realization of the proposed system and the experimental methodol-
ogy for its empirical evaluation. Section  illustrates the evaluation of the proposed self-
regulatory information sharing system. Section  makes comparisons with related work.
Finally, Section  concludes this paper and outlines future work.
2 A self-regulatory information sharing system
This paper studies participatory social sensing as a decentralized supply-demand system
operating over a computational market. The resource traded within this market is high
granularity time series data generated by a crowd of participatory citizens. The data are
generated with ‘Internet of Things’ technologies and are a result of some social or environ-
mental activity in an application domain such as energy management [, ], traﬃc man-
agement [], ambient assisting living [] and other. The supply-side concerns citizens
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Figure 1 Privacy-preserving participatory social sensing as a supply-demand system.
that participate in trading a share of the data they collect. The amount of data they share
is governed by two opposing objectives: privacy-preservation of their generated data vs.
maximum rewards received for the data they share. On the other hand, demand-side refers
to data aggregators that collect data shared by incentivized citizens in order to perform
analytics services. Data aggregators also have two opposing objectives: maximum accu-
racy in analytics vs. minimum costs from the rewards provided to citizens for the shared
data. Figure  shows a graphical illustration of the supply-demand system envisioned.
Table  outlines the mathematical symbols of this paper in the order they appear. The
supply-demand system is formally modeled as follows. Let for each citizen a software
agent i managing the high granularity time-series data Ri,e = (ri,e,t)Tt= collected for an
epoch e, e.g., a year. This data is referred to as raw data. The agent also represents the
citizens’ preferences of data sharing and can make automated decisions on behalf of the
citizen based on these preferences.
Data sharing is regulated by turning the raw data Ri,e = (ri,e,t)Tt= to the summarized data
Si,e = (si,e,t)Tt= using a summarization function fs(Ri,e) = Si,e, subject to |Ri,e| = |Si,e|. A sum-
marization functionmaps the raw data to a limited domain (ci,e,j)ki,ej= of ki,e possible discrete
values, nevertheless, the summarized data can representwith a level of uncertainty the raw
data so that the analytics performed in the demand-side are accurate to a required level.
This provides a more eﬀective privacy protection level and encourages citizens to partic-
ipate in social sensing platforms. The summarization function is exclusively and privately
selected by citizens and can diﬀer among them. This limits the inference opportunities by
data aggregators. Summarization can be performed multiple times over the period T by
splitting the raw data to a number of l epochs. For example, data collected at every half an
hour for a whole year, can be split into daily or weekly epochs onwhich summarization can
be separately applied in a periodic fashion. Figure  illustrates this example graphically.
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Table 1 An overview of the mathematical symbols
Symbol Interpretation
i An agent index
e An epoch index
t A time index within an epoch
T Epoch duration
Ri,e Sequence of raw data
ri,e,t A record of raw data
Si,e Sequence of summarized data
si,e,t A record of summarized data
fs() Summarization function
j An index for a possible summarization value
ci,e,j A possible summarization value
ki,e The number of possible summarization values
l Number of epochs
αi,e Summarization metric
Di,e Sequence of raw or summarization data
H(Di,e) Entropy
pi,e,j Probability of a possible value occurring in an epoch
nt Occurrence or not of possible value at time t
βi,e Diversity
mt Change or not between two consecutive time periods t and t + 1
i,e,t Local error
εi,et Global error
n Number of participating citizens
e,t Average local error among citizens
γe Total rewards that data aggregators are willing to provide
Pr() Probability density function for rewards
z Number of discrete participation levels
Ps() Probability density function for summarization
γi,e Rewards provided to agent i
Figure 2 Periodic data summarization at two different granularity levels.
The length of the epoch determines the data that the citizen protects. For example,
a daily summarization protects the privacy of data within each day but not across days.
The latter would require weekly or monthly summarization in the context of this work.
The summarization αi,e of an agent i at an epoch e can be measured as follows:
αi,e =  –
ki,e
T , ()
where ki,e is the number of possible discrete values used to summarize the raw data di-
vided by the total number of measurements that can be observed within the duration of
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an epoch. The information reveal within the raw data and the summarized data can be
measured with the entropy of Shannon’s information theory []:
H(Di,e) = –
ki,e∑
j=
pi,e,j log pi,e,j, ()
where the input data Di,e = (di,e,t)Tt= can be either the raw data such that Di,e ≡ Ri,e, or the
summarized data such that Di,e ≡ Si,e. The probability pi,e,j is measured as follows:
pi,e,j =

T
T∑
t=
nt , nt =
⎧
⎨
⎩
 if ci,e,j = di,e,t ,
 if ci,e,j = di,e,t ,
()
where nt is the number of occurrences of ci,e,j in the data Di,e. Finally, diversity is another
notion of information reveal that measures the rate of changes in sensor values occurring
within an epoch. It is measured as follows:
βi,e =

T – 
T–∑
t=
mt , mt =
⎧
⎨
⎩
 if di,e,t = di,e,t+,
 if di,e,t = di,e,t+,
()
wheremt counts whether a change occurs between two consecutive time periods di,e,t and
di,e,t+. The information loss between raw data and summarized data can bemeasuredwith
the relative approximation error as follows:
i,e,t =
|ri,e,t – si,e,t|
|ri,e,t| ()
The data aggregators perform analytics using the summarization data instead of the
raw data. This paper studies aggregation functions as a common analytics operation, e.g.,
summation, average etc. An aggregation function provides collective information about
the individual measurements performed by citizens. The main challenge for data aggre-
gators is if the aggregation functions can be accurately computed using the summarization
data instead of the raw data. The error of an aggregation function, such as the summation,
is computed as follows:
εe,t =
|∑ni= ri,e,t –
∑n
i= si,e,t|
|∑ni= ri,e,t|
, ()
where n is the number of participating citizens. To distinguish the two errors, the i,e,t
computed by each agent i is referred to as local error, in contrast to the global error εe,t
computed by data aggregators. Given that the two metrics are relative, the global error
can be compared to the average local error among the citizens. The latter is measured as
follows:
e,t =

n
n∑
i=
i,e,t ()
Data aggregators incentivize citizens to share data as follows. Assume that data aggre-
gators have a budget γe at epoch e that can use to incentivize and reward citizens to share
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data. The budget cannot be equally divided among citizens as each citizen may select a
diﬀerent summarization level. In other words, the average reward per citizen should be
scaled up or down according to the summarization level selected. This can be achieved
with a probability density function Pr(αi,e) to incentivize citizens to share more or less
data. Given a constant budget γe, the Pr(αi,e) is continuously updated as follows: When
the global error is very high, lower summarization is required and therefore higher re-
wards can be distributed to low summarization values. In contrast, when a higher global
error can be tolerated, higher summarization can be tolerated as well, resulting in a rela-
tive increment of the rewards to high summarization values. The market equilibrium can
be further studied with mechanism design and game theoretic approaches [].
The rewards received by each citizen i depends on their selection of a summarization
level. The summarization level is a technical concept that citizens may not easily perceive
so that a meaningful selection is performed for them. This barrier may become appar-
ent when citizens use and interact with mobile phones to generate data. In such cases
citizens can easier select a participation level determined within a range [, z] of z ≤ ki,e
discrete options. This approach is documented in related work [, ] and is the practice
of segmented control recommended in the software engineering of mobile applications.a
Option  corresponds to high rewards but low privacy-preservation, whereas, option z
corresponds to low rewards but high privacy-preservation. Selections can be made oﬄine
via survey questions or online via interactions with the software agent [, ]. Selections
made are mapped to the range of summarization values determined by the ki,e possible
summarization values.b A probability density function Ps(αi,e) can be constructed that
measures the probability of a user to have a certain summarization level αi,e.
Given the total number of citizens n, the total budget for rewards γe at epoch e, the
probability density function Pr() for the distribution of rewards and the probability den-
sity function Ps() for the distribution of citizens’ selections of a summarization level, the
rewards of a citizen i with summarization αi,e at epoch e are measured as follows:
γi,e =
γe ∗ Pr(αi,e)
n ∗ Ps(αi,e) . ()
The following section illustrates how this model can be empirically used and evaluated
with real-world data.
3 Experimental methodology
The proposed self-regulatory information sharing system is evaluated empirically using
data from two social sensing projects:
• The Electricity Customer Behavior Trial - ECBT : This is a Smart Grid projectc that
studies the impact on electricity consumption of residential and enterprise consumers
in Ireland. The project ran during the period - with data from ,
participating consumers. Consumption data are collected from smart meters every 
minutes. Data are pre-processed to daily and weekly epochs and cleaned up to include
.% of the original data that correspond to  weeks with users having at least %
of data availability. A .% of missing values are interpolated by the earliest meter
read and ﬁrst following one. Summarization is performed in each daily or weekly
epoch.
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• The Planetary Nervous System - Nervousnet: This is a decentralized smart phone
platform for social sensing services []. A prototype of the platform was deployed on
December  at the c Chaos Communication Congress in Hamburg, Germany.
Data of maximum  phone sensors were collected with frequency varying from 
seconds to  minutes from a maximum of  users. This paper illustrates results for
the following sensors: (i) accelerometer,d (ii) battery, (iii) light and (iv) noise. The
quality of data generated from mobile phone platforms is a challenge. Data quality is
improved by ﬁltering out users with a large proportion of missing values. Moreover,
data are normalized to l =  epochs that correspond to the conference days.
The summarization technique adopted is clustering []. It is an unsupervised machine
learning technique and it is highly customizable. It has a plethora of implemented algo-
rithms that can be used in diﬀerent data types and application scenarios. Each raw value
is replaced by the centroid with the lowest Euclidean distance. A higher summarization is
achieved with lower number of clusters. Other techniques more robust to statistical in-
ference could be used in the future as well. The goal of the experimental evaluation is to
measure system performance as follows:
• Privacy: Privacy-preservation is measured by averaging the entropy and diversity of
the shared information over the total time period.
• Accuracy: The accuracy of two aggregation functions, the summation and average,e is
measured with the global error between the raw and summarization data. Given that
both local and global errors are relative metrics, the relation of the local error with the
global error can show how the local citizens’ selections of a summarization level aﬀect
the global outcome of the accuracy in the summation and average.
• Costs: This is the amount of rewards provided by the data aggregators to each citizen
given a total budget, the summarization selections of citizens and the distribution of
rewards among diﬀerent levels of summarization.
Comparisons are made by varying the following factors:
• Epoch length: Datasets can be split into diﬀerent epochs, e.g. daily and/or weekly
epochs.
• Summarization level: It varies according to the following schemes: (i) diﬀerent ﬁxed
summarization levels for all citizens, (ii) empirically by analyzing relevant survey
questions or (iii) algorithmically by using the algorithm of expectation minimization
to automatically detect the number of clusters.
• Distribution of rewards: Incentivization can be tailored to diﬀerent citizens’ groups by
adjusting the distribution of rewards among diﬀerent selections of summarization
levels. A linear, an observational and two optimized distributions of rewards are
studied.
• Number of citizens: System performance can be evaluated with varying percentage of
participating citizens in information sharing.
• Sensor type: The values of diﬀerent sensor types may vary signiﬁcantly and result in
diﬀerent trajectories for the performance measurements introduced in this paper.
Table  outlines the experiments that can be performed with each of the two datasets.
For example, the ECBT dataset allows empirical selections of the summarization level and
calculation of rewards, whereas the Nervousnet dataset does not. This is because of the
survey questions available only in the former dataset. Moreover, ECBT includes a single
sensor type, the smart meter, whereas Nervousnet includes several smart phone sensors.
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Table 2 An outline of the experiments performed with each dataset
Measurements & variables ECBT Nervousnet
Privacy  
Accuracy  
Costs & Rewards  X
Epoch length daily & weekly daily
Summarization level ﬁxed, empirical & algorithmic ﬁxed & algorithmic
Number of citizens  
Several sensor types X 
Analytics summation average
Figure 3 Fixed summarization values and the
corresponding number of clusters for daily and
weekly epochs.
Figure  illustrates the scheme with ﬁxed summarization levels. The number of clusters
vs. the summarization values are computed with Equation ().
The empirical selection of summarization levels is performed using the answers of sur-
vey questions from the ECBT project. However, the proposed model is generic and can
be applied beyond the ECBT project. The goal of engaging these empirical data is to show
how the proposed model can be applied in reality rather than studying the actual privacy
proﬁles of citizens. The latter requires highly contextualized data that is challenging to
acquire. This expansion is beyond the scope of this paper and is subject of future work.
Questions that indicate desire, belief, or intention for a participation in the ECBT project
are correlated to the selected level of summarization. The questions have z =  possible
answers with ‘’ indicating a strong agreement and ‘’ a strong disagreement. Diﬀerent
questions are answered by residential consumers and small-medium enterprises. For the
residential consumers, the following question is considered:
Question  My household may decide to be more aware of the amount of electricity used
by appliances we own or buy.
A non-linear exponential half-life regression model approximatesf the Ps(αi,e) from the
probability density function of the answers:
Ps(αi,e) = a +
b

αi,e
c
, ()
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Figure 4 Probability density functions: Survey answers of residential consumers are mapped to
summarization values.
Figure 5 Probability density functions: Survey answers of small-medium enterprises are mapped to
summarization values.
where a = –. ± ., b = . ± . and c = . ± ..
Figure  illustrates the answers of the residential consumers and how these answers are
mapped to the probability density function Ps() for the whole range of summarization
values. The number of clusters can be derived by solving Equation () for ki,e.
For the small-medium enterprises, the following question is considered:g
Question  My organization would like to do more to reduce electricity usage.
The non-linear exponential half-life regression model of Equation () also approxi-
matesh the Ps(αi,e) from the probability density function of the answers for
a = –.± ., b = .± . and c = .± .. Figure  il-
lustrates the answers of the small-medium enterprises and how these answers aremapped
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Figure 6 Probability density functions of summarization by automatically detecting the number of
clusters in ECBT.
to the probability density function Ps() for the whole range of summarization values. The
number of clusters can be derived by solving Equation () for ki,e.
For the total % of residents or enterprises that do not have answers to the questions,
a random summarization value is assigned to them according to the probability density
function of Figure (b).
The algorithmic selection of summarization levels is performed with the algorithm of
expectationminimization using  iterations and aminimum standard deviation of –.
The algorithm automatically detects the number of clusters for each citizen. The proba-
bility density function of summarization for ECBT is shown in Figure .
For daily summarization, the number of clusters detected varies from  to  with 
clusters having the highest probability of .. For weekly summarization, the number of
clusters detected varies from  to , with  clusters having the highest probability of ..
Similarly, the probability density function of summarization for the Nervousnet project is
shown in Figure .
The total budget of rewards for the ECBT project is derived by assuming that power
utility companies return back to the consumer on average % of the average electricity
bill, as reward for information sharing. The average electricity bill in Ireland is around
e. per month in ,i meaning e. per day or e. per week. The % of daily
andweekly rewards corresponds toe. ande. per user. The total daily andweekly
budget of rewards is then . ∗  =e. and . ∗  =e..
Two probability density functions Pr(αi,t) are evaluated. The ﬁrst one is the following
linear probability density function:
Pr(αi,e) = a ∗ αi,e + b, ()
where a = –. and b = .. The second one is an observational density func-
tion derived from the time-series dataj of real-time tariﬀs. By mapping prices to summa-
rization levels reversed proportionally and scaling up/down the average daily and weekly
rewards per user according to the probability of electricity prices, the Pr(αi,t) is approxi-
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Figure 7 Probability density functions of summarization by automatically detecting the number of
clusters in Nervousnet.
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Figure 8 Linear, observational and optimized
distributions of citizen’s rewards for different
summarization levels.
mated as follows:
Pr(αi,e) = a + b ∗ αi,e + c ∗ αi,e + d ∗ αi,e + e ∗ αi,e, ()
where a = ., b = ., c = –.,× –, d = .,× – and
e = –.,× –. Figure  illustrates the probability density functions Pr(αi,t) used in
this paper.
The rewards of a citizen i for diﬀerent summarization levels can be derived from Equa-
tion (). Figure  shows the linear and observational probability density functions, together
with two optimized ones illustrated in Section . to make the distribution of rewards
fairer.
4 Experimental evaluation
This section illustrates the experimental results for privacy, accuracy and rewards.
4.1 Privacy
Figure  illustrates privacy-preservation under ﬁxed summarization levels in the ECBT
project. The results concern % of the citizens. As summarization increases from %,
that is the raw data, to %, the entropy in Figure (a) decreases .% and .% for
daily andweekly summarization. An additional %of summarization results in an .%
and .% drop of entropy. In Figure (b), the diversity decreases .% and .% re-
spectively when summarization increases from % to %. The decrease is .% and
.% respectively for an additional % summarization.
Figure  illustrates privacy-preservation under empirical summarization levels in the
ECBT project. The results concern a varying number of participating citizens. This ﬁg-
ure conﬁrms the ﬁndings of Figure  and it additionally shows how privacy-preservation
is aﬀected when an increasing number of citizens participate in social sensing. As par-
ticipation increases from .% to %, entropy decreases .% for daily and .%
for weekly summarization as shown in Figure (a). Similarly in Figure (b) diversity de-
creases .% and .% respectively.
Figure  illustrates privacy-preservation under algorithmic summarization levels in the
ECBT project. The results concern a varying number of participating citizens. Similar
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Figure 9 Privacy-preservation under ﬁxed summarization levels in the ECBT project.
Figure 10 Privacy-preservation under empirical summarization levels in the ECBT project.
to the empirical selections of summarization levels, the algorithmic selections improve
privacy-preservation, however, the entropy and diversity for daily summarization with
% of participating citizens are .%, .% lower than the ones in empirical sum-
marization. Respectively, for weekly summarization they are .% lower and .% higher.
This diﬀerence is because of the lower number of clusters in the algorithmic summariza-
tion.
Figure  illustrates privacy-preservation under ﬁxed summarization levels in the Ner-
vousnet project. The results concern % of the citizens. A summarization of % corre-
sponds to the raw data. Entropy and diversity decrease for all sensors except the light and
battery sensors whose values do not signiﬁcantly vary. The entropy of the accelerometer
and noise sensor decrease .%, .% respectively as summarization increases from
% to %. The respective decrease for diversity is .% and .%.
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Figure 11 Privacy-preservation under algorithmic summarization levels in the ECBT project.
Figure 12 Privacy-preservation under ﬁxed summarization levels in the Nervousnet project.
Figure  illustrates privacy-preservation under algorithmic summarization levels in
Nervousnet. The results concern a varying number of participating citizens. The en-
tropy shows a similar decreasing trend to the empirical summarization levels of the ECBT
project. However, the actual values of each sensor vary signiﬁcantly. Accelerometer shows
the highest entropy of ., whereas light sensor the lowest one of .. In contrast, noise
sensor has the highest diversity of . and battery sensor the lowest ones of .. The
accelerometer and noise sensors result in richer informational content given that changes
in social activity are likely to inﬂuence the sensors values signiﬁcantly. In contrast, battery
and light sensors are less likely to generate rich informational content given that social
activity may not trigger new sensor data. For example, a smart phone in the pocket of a
walking citizen generates rich accelerometer data, but close to zero light values.
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Figure 13 Privacy-preservation under algorithmic summarization levels in the Nervousnet project.
Figure 14 Accuracy under ﬁxed summarization levels in the ECBT project.
These variations among metrics conﬁrm that privacy is a multi-dimensional concept
and one metric cannot adequately quantify the dynamics of data and the perception of
citizens on them.
4.2 Accuracy
Figure  illustrates the accuracy of summation under ﬁxed summarization levels in the
ECBT project. % of the citizens are counted. The global error for daily summariza-
tion is .% lower on average than the average local errors. This indicates an accurate
summation regardless of the summarization performed. Inaccuracies only appear at very
high levels of summarization. The daily average local error is .% for % summariza-
tion, whereas, it becomes .% for % summarization. For the summarization values,
the daily global error is .% and .% respectively. The striking diﬀerence between
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Figure 15 Accuracy under empirical summarization levels in the ECBT project.
Figure 16 Accuracy under algorithmic summarization levels in the ECBT project.
the average local and global errors occurs because of the cancellations in the local errors
occurring in aggregation.
Figure  illustrates the accuracy of summation under empirical summarization levels in
the ECBT project. The results concern a varying number of participating citizens. The av-
erage local error under % of participating citizens for daily and weekly summarization
is . whereas the global error is . respectively.
Figure  illustrates the accuracy of summation under algorithmic summarization levels
in the ECBT project. The results concern a varying number of participating citizens. Re-
sults conﬁrm the trend of Figure , however, the average local error and global error for
daily summarization and % of the participating citizens are .% and .% higher
than these of the empirical summarization. Respectively for weekly summarization they
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Figure 17 Accuracy under ﬁxed summarization levels in the Nervousnet project.
Figure 18 Accuracy under algorithmic summarization levels in the ECBT project.
are .% and .%. The overall lower number of clusters in algorithmic summariza-
tion explains this diﬀerence.
Figure  shows the accuracy of average under ﬁxed summarization levels in Nervous-
net. % of the citizens are counted. Both errors show an approximate linear increase in
the logarithmic scale as summarization increases. The global error is on average .%,
.% and .% lower than the average local error for the accelerometer, battery and
noise. The signiﬁcant number of zero values in the light sensor does not allow a mean-
ingful estimate. Compared to the ECBT dataset, the error cancellations occur at a lower
scale in the Nervousnet dataset that is an expected observation given the lower number
of participating citizens in the latter.
Figure  illustrates the accuracy of average under algorithmic summarization levels in
the Nervousnet project. The results concern a varying number of participating citizens.
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Figure 19 Rewards of a citizen under empirical summarization levels in the ECBT project.
The global error decreases .% on average for all sensors in the range %-% of
participating citizens. The average local error decreases respectively .%.
4.3 Rewards
Figure  illustrates the daily and weekly rewards that a citizen receives given empirical
summarization levels, as deﬁned by Equation (). The objective of the self-regulatory in-
formation sharing is to distribute rewards fairly given the summarization level selected
by each citizen. A fair distribution refers to high rewards to low summarization and low
rewards to high summarization.
When Ps() = Pr(), rewards are distributed independent of the summarization level se-
lected. This corresponds to the average of e. and e. for daily and weekly re-
wards. This scenario corresponds to an ideal egalitarian participation in which citizens
act altruistic and rewards are not an incentive for them to increase or decrease their sum-
marization level. The linear and observational probability density functions of Figure 
result in a very counter-intuitive distribution of rewards in respect to fairness as shown in
Figure . This is because of the very high number of citizens who choose a low summa-
rization level as shown in Figure .
This paper contributes two optimized probability density functions, illustrated in Fig-
ure , one for empirical and one for algorithmic summarization levels. These functions are
constructed for data providers to make the distribution of rewards fairer and incentivize
low summarization levels with higher rewards. The optimization process starts by setting
Ps() = Pr() and redistributing probability mass from higher summarization levels to the
lowest ones in Pr() of Equation ().k The process repeats until the distribution of rewards
approximates a linear decrease as shown in Figure . In the resulting distribution, citi-
zens with % summarization level receive .% higher rewards than citizens with %
summarization.
Figure  shows the rewards a citizen receives under algorithmic summarization levels
in the ECBT project. In this case, algorithmic summarization levels vary over time. Un-
der the linear reward distribution of Figure , rewards are distributed highly unequally
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Figure 20 Rewards of a citizen under algorithmic summarization levels in the ECBT project.
Table 3 A comparison of the proposed systemwith related work in the light of the six future
research challenges to be tackled as illustrated in earlier survey papers [9, 10]
Related
work
Participants
in privacy
equation
Composable
privacy
solutions
Privacy,
performance
& data ﬁdelity
trade-offs
Measurable
privacy
Standards
for privacy
research
Holistic
architecture
blueprints
[23]  
[18]   
[17]   
[24]  
[25]  
[26] 
[27]     
[28]   
[29]    
[30]  
[31]   
[32]  
Proposed      
with only .% of the total budget spent as illustrated in Figure (a). Citizens with the
lower summarization values receive rewards magnitudes higher than citizens with high
summarization values. In contrast, the optimized algorithmic Pr() of Figure  incentivizes
citizens more fairly as shown in Figure (b).
5 Comparison with related work
An extensive review of privacy threats and possible countermeasures in participatory
sensing applications is earlier illustrated [, ]. The authors conclude on six research
challenges for future work to tackle: (i) including the participants in the privacy equation,
(ii) providing composable privacy solutions, (iii) trade-oﬀs between privacy, performance
and data ﬁdelity, (iv) making privacy measurable, (v) deﬁning standards for privacy re-
search and (vi) holistic architecture blueprints. Compared to related work, the proposed
self-regulatory information sharing system contributes to all of these challenges as out-
lined in Table .
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This work empirically shows how the preferences of citizens can be mapped to measur-
able and composable privacy protection levels. These preferences can be self-determined
dynamically and change over time. Moreover, the proposed self-regulatory mechanism is
generic as it does not depend on speciﬁc sensor data or application. Trade-oﬀs between
privacy, accuracy of computations and costs are quantiﬁed under diﬀerent regulatory set-
tings. Quantitative results are illustrated with metrics that can be standardized for dif-
ferent types of privacy research. This work sets the foundations for a holistic architec-
ture blueprint given that self-regulation of information sharing is modeled as a supply-
demand system. This approach opens up new research opportunities stemmed from sci-
entiﬁc ﬁelds such as machine learning, computational markets and evolutionary game-
theory. The rest of this section elaborates on related work and draws comparisons with
the proposed system for self-regulatory information sharing.
Two diﬀerent privacy concepts, k-anonymity and l-diversity, are earlier investigated,
showing how privacy models can be applied to protect users’ spatial and temporal privacy
in the context of participatory sensing []. Similarly, PoolView [] relies on data per-
turbation on the client-side to ensure individuals’ privacy in aggregation. The accuracy of
the analytics is to certain extent ﬁxed and bound to the adopted distribution functions for
perturbing the data. In contrast to thesemethods, the proposed local summarization tech-
nique can be conﬁgured to provide diﬀerent levels of privacy and rewards among citizens
for a broad range of sensor types as shown in this paper.
Privacy in participatory sensing is earlier discussed [] by studying how reputation
values, representing a level of trust on the contributed data, are transferred between
anonymous contributors. Furthermore, the authors also introduce a centralized reputa-
tion anonymization scheme, which aims at preventing leakage of privacy due to the rep-
utation information used. On the contrary, the summarization technique introduced in
this paper is performed locally and data trustworthiness is regulated using rewards.
MyExperience [] identiﬁes both objective and subjective data frommobile computing
activities. More speciﬁcally, MyExperience combines a variety of techniques, including
passive logging of device usage, user and environmental sensor readings, subjective user
feedback, as well as context-triggered user experience. However, MyExperience does not
provide summarization techniques in this context. In contrast, this research introduces
a non-proprietary system that can collect a wide range of privacy-preserving sensor data
on individuals’ personal mobile devices.
An investigation on a user-cantered framework is carried out, with particular emphasis
on the support of individual users with privacy awareness and control in ubiquitous com-
puting environments []. In particular, the author investigates physical privacy aspects
in terms of territorial privacy. The main discussion focuses on the following: awareness of
privacy implications, privacy concerns and human factors and territorial privacy models.
The author subsequently proposes a model instantiation and the concept of channel poli-
cies as the instantiation of the territorial privacy model. A user interface for user-centered
privacy management is discussed, which is based on an iterative process designed by sev-
eral user studies and online surveys. An important remark is that privacy rules and regu-
lations should be mapped onto concrete regulatory privacy systems such as the one pro-
posed in this paper. Furthermore, the design anddevelopment of a simpliﬁed user interface
is required for non-technical users.
Pournaras et al. EPJ Data Science  (2016) 5:14 Page 21 of 24
Arecommender system implemented as amobile application based onmodern portfolio
theory is earlier introduced with speciﬁc security and privacy awareness. It automatically
assesses the security risk of mobile applications []. In fact, a mobile application can pose
the security risk due to insecure access permissions. Furthermore, the recommendations
are based on both the popularity of the application and the users’ security preferences.
The experiments on a large-scale real-world dataset from Google Play validate the eﬀec-
tiveness and eﬃciency of the proposed recommendation framework. On the contrary, this
paper focuses on summarization that is autonomously regulated by the user. The results
of this work could be used to build a privacy recommender systems that personalizes the
summarization values for each citizen.
Privacy issues are one of the major concerns among the majority of users, especially
regarding the way corporations collect personal data. In particular, there is a widespread
consensus on the fact that privacy policies are too complex and ambiguous to fully under-
stand. Earlier research determines that users purchasing both non-privacy-sensitive and
privacy-sensitive items are willing to pay a premium for privacy when privacy information
is more comprehensive and relevant [].
A more eﬀective analysis of policies and an assessment of ambiguity in privacy poli-
cies is earlier introduced by employing informational lexicon from manual, human anno-
tations and an entity extractor based on part-of-speech tagging []. The authors mea-
sure the terminological reuse across a variety of policies. The lexicon reached a saturation
limit of between -% in three domains, suggesting an incomplete lexicon. However,
the authors argue that the lexicon can still improve textual analysis of privacy policies by
assessing common words and text fragments. Similarly, another approach introduces a
semi-automatic extraction of privacy features from natural language privacy polices [].
These features are presented to users in a comprehensive and friendly format. This facili-
tates more informed privacy decision-making during the users’ interaction with a variety
of websites. Trends in the content of web privacy policies are systematically identiﬁed.
In another work [], multi-party data ﬂow requirements are modeled using descriptive
logic. Conﬂicts and violations of the privacy principles are identiﬁed, as well as two pat-
terns for balancing privacy and data use in speciﬁcation requirements. Furthermore, the
authors’ analysis of automation reasoning over models of descriptive logic demonstrates
that reasoning over complex compositions of multi-party systems exhibit eﬃciency and
scalability. The authors carry out an evaluation on an empirical case-study by examining
the data practices of theWazemobile application, Facebook Login, AmazonWeb Services,
and Flurry.com.
Furthermore, the privacy settings of mobile applications cannot assess people’s percep-
tions of whether a given action is legitimate, or how that action makes them feel with
respect to privacy. Amodel for privacy as expectations is introduced [] that uses crowd-
sourcing to capture users’ expectations of which sensitive informationmobile applications
utilize. Results show that users feel more comfortable when they are informed about the
reasons sensitive information is required. Uncertainties negatively aﬀect users regarding
their privacy.
Location-sharing applications, in which users specify the conditions under which they
are willing to allow other users to detect their locations are earlier studied []. The au-
thors deﬁne canonical policies to describe user-speciﬁc elements, as well as canonical
places, based on decision-tree and clustering algorithms. The results suggest that a more
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targeted choice of the default canonical policies can potentially facilitate the customiza-
tion of privacy settings.
6 Conclusion and future work
This paper concludes that between the one extreme of intruding privacy to collectivemas-
sive scales of data and the other extreme of limiting participation in social sensing appli-
cations to protect privacy there is a trajectory of viable and sustainable solutions for self-
regulatory information sharing. This paper shapes this trajectory bymodeling information
sharing between citizens and data aggregators as a supply-demand system supported by
computational markets. The system design captures both (i) citizens’ selections and (ii)
aggregators’ incentives about how rewards are split to diﬀerent summarization levels. Re-
sults show that incentivization can be optimized to be fair. The performed experiments
show that the information loss by the local summarization is higher than the information
loss in the computed analytics concluding that analytics can tolerate the information loss
that summarization causes. Results also quantify the inﬂuence of diﬀerent sensor types
in performance, conﬁrming that privacy is a multi-dimensional concept. Therefore, self-
regulatory information sharing should be highly contextualized and tailored to diﬀerent
data and applications. For this, the ﬁndings of this work can be used as a guide in future
work.
However, this work has also limitations and open issues to address in future work. Per-
forming a real-world social experiment to acquiremore realistic citizens’ preferences shall
further validate this work. Every market mechanism requires eﬀective institutions and
policies to guarantee compliance, fairness and social justice. A market design should also
capture social, ethical and cultural norms. Lessons learnt from other market mechanisms
in ﬁnance and energy can be applicable in this new application domain [, –].When
computational markets are not a viable approach, the ﬁndings of this work are also ap-
plicable for privacy personalization via recommender systems as outlined in related work
[]. Moreover, instead of summarization based on clustering, the robustness to inference
shall be studied in techniques such as the perturbations of PoolView [], synopsis dif-
fusion [] and text summarization techniques []. Finally, citizens can contribute their
computational resources to acquire the role of a data aggregator in order to participate in
a fully decentralized data analytics process [–]. This potential is the endeavor of an
alternative participatory, truly decentralized BigData paradigm supporting digital democ-
racy [].
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Endnotes
a Available at https://storage.googleapis.com/think-emea/docs/article/Mobile_App_UX_Principles.pdf (last accessed:
February 2016)
b This range can be constrained in case stricter privacy policies are required in some critical data, e.g., entertainment
vs. health applications.
c Available at http://www.ucd.ie/issda/data/commissionforenergyregulationcer/ (last accessed November 2015)
d For simplicity, the absolute values of the 〈x, y, z〉 accelerometer records are used.
e The average aggregation function is more meaningful to compute for the Nervousnet sensors, e.g. summed
acceleration vs. average acceleration.
f The approximation quality is measured as follows: R2 = 0.9987, aR2 = 0.9967, P = 0.001958, SE = 0.01366 and F = 510.
g Two other questions are relevant here as well: (i)My organization is interested in changing the way we use electricity if it
reduces the electricity bill and (ii)My organization is interested in changing the way we use electricity if it helps the
environment. All three questions give similar probability distributions of answers. For simplicity, only one of them is
used in the experimental evaluation.
h The approximation quality is measured as follows: R2 = 0.9945, aR2 = 0.9862, P = 0.008298, SE = 0.0241 and
F = 119.7.
i Available at http://www.irishexaminer.com/ireland/electricity-and-gas-costs-up-200-in-past-year-233268.html (last
accessed: November 2015)
j Five-minute price signals are used from the Paciﬁc Northwest Smart Grid Demonstration project. The signals
concern transmission zone ‘12’, site ‘0’ for the period 30.07.2013-06.08.2013.
k Given that Ps() diﬀers in the algorithmic summarization daily or weekly, the average probability density function is
computed across time and it is the one applied in the optimization process for computing the optimized
algorithmic Pr().
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