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Abstract
In 2011, Guralnick and Tiep proved that if G was a Chevalley group and V an irreducible
G-module in cross characteristic, then under certain conditions dimH1(G, V ) is determined
by the structure of the permutation module on a Borel subgroup of G. We generalise
this theorem to higher cohomology and an arbitrary finite group, so that if H ≤ G such
that Or′(H) = O
r(H) then under the same conditions dimH1(G, V ) is determined by the
structure of the permutation module on H , and Hn(G, V ) by Extn−1
G
(V ∗, M) for some M
dependent on H . We also explicitly determine ExtnG(V, W ) for all irreducible kG-modules
V , W for G = PSL2(q) in cross characteristic.
1 Introduction
Group cohomology is intricately tied with the extension theory of finite groups; if N is an abelian
group with fixed action of another group G on N , then |H1(G,N)| is the number of conjugacy
classes of complements to V in V ⋊ G, and |H2(G,N)| is the number of equivalence classes of
extensions of G by N . The first cohomology group H1(G, V ) is also linked to generating sets for
groups and their modules [3, 14] and H2(G, V ) gives information about the number of relations
needed in profinite presentations of G [15, 20].
Due to these various applications, it is natural to want to bound the cohomology of some group
G and some G-module V , and in particular it is sensible to start with the case where G is a finite
simple group and V is an irreducible kG-module for k an algebraically closed field of characteristic
r. The cohomology in this case has been investigated extensively, though still remarkably little
is known. In 1986, Guralnick conjectured [13] that if V is a faithful irreducible kG-module
then there exists some absolute constant c such that dimH1(G, V ) ≤ c, and originally it was
conjectured that c = 2. Since then, examples have been found for groups of Lie type G(pn) in
defining characteristic (r = p) [6, 22] with 3-dimensional cohomology, and more recently Lu¨beck
[19] found an irreducible module V in defining characteristic for E6(q) with dimH
1(G, V ) =
3537142. Thus the conjecture is likely false, but it is still important to study the growth of group
cohomology.
The current best bounds are dimH1(G, V ) ≤ |W | 12 + e − 1 for a finite Chevalley group G of
(twisted) rank e with Weyl group W in cross characteristic (r 6= p) [16, 18] with strong bounds
when the B–fixed points V B = 0 for B a Borel subgroup of G. In defining characteristic p, we
1This work was done as part of my PhD, thus I would like to thank Corneliu Hoffman & Chris Parker for
everything they have done for me so far.
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instead have [21] stating that, for any irreducible kG-module V ,
dimH1(G, V ) ≤ max

z
h3
6
+1
p − 1
zp − 1 ,
1
2
(h2(3h− 3)3)h
2
2

 ,
where zp = ⌊h36 (1+logp(h−1))⌋ and h is the Coxeter number of G. Referring to the above module
for E6(q), this bound amounts to roughly 10
703 compared to the 106 that is the largest known
example. Also, Cline, Parshall and Scott [8] proved that, in defining characteristic, H1(G, V ) is
bounded by some constant dependent only upon the rank of G. For H2 and higher, less is known
but for example in [15] it is shown that dimH2(G, V ) ≤ 352 dim V for G any finite quasisimple
group, or 372 dim V for any finite group.
In this paper, we generalise Theorem 2.2 from [16] to a larger class of groups, higher cohomology
and reducible modules, giving
Theorem 1
Let G be a finite group and let k = k be a field of characteristic r. Suppose there exists some H ≤
G such that Or′(H) = O
r(H) and suppose that L is the permutation module IndGH k of G acting
on cosets of H . Suppose V is a kG-module with V H = 0. Then Hn(G, V ) ∼= Extn−1G (V ∗,L/k),
where k denotes the 1-dimensional trivial kG-module.
Of particular note are two consequences of this theorem, the first being that when n = 1 one
may then determine dimH1(G, V ) by investigating the structure of socL/k, more formally
Corollary 1
Retain the above notation. Then if V H = 0, H1(G, V ) ∼= HomG(V ∗,L/k).
The second such consequence is that this result holds for all (possibly twisted) finite groups of
Lie type in cross characteristic with H chosen to be a Borel subgroup of G, so we obtain the
following as a corollary.
Corollary 2
Let G = G(q) be a finite (possibly twisted) group of Lie type and B ≤ G a Borel subgroup. Let
k = k be a field of characteristic r ∤ q and let L be the permutation module IndGB k of G acting
on cosets of B. Let V be a kG-module with V B = 0. Then Hn(G, V ) ∼= Extn−1G (V ∗,L/k), where
k denotes the 1-dimensional trivial kG-module.
For there to be any hope of obtaining results similar to those of Guralnick–Tiep for all Chevalley
groups, it’s likely that one would want to use some sort of induction on the rank of G. We
therefore need to know what the cohomology of the rank 1 Chevalley groups is, and the bulk
of this paper is made up of a complete, explicit determination of all cohomology for irreducible
modules for PSL2(q) for all prime powers q. As a corollary to this, we also obtain a complete
determination of ExtiG(V,W ) for all irreducible V , W .
2 General results
Notation
For the remainder of this article, let k = k be a field of characteristic r and replace HomG by
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Hom (unless otherwise specified) for simplicity. For the remainder of this section, G will be a
finite group of order divisible by r.
We begin by generalising a lemma and theorem from [16], whilst also providing a shorter proof
of the original theorem as a special case.
Lemma 2.1
Suppose H is a finite group, k a field of characteristic r and V a kH-module, if Or′(H) =
Or(H) =: A then the following statements are equivalent.
i) V H 6= 0,
ii) H has trivial composition factors on V ,
iii) V A 6= 0,
iv) (V ∗)H 6= 0.
Proof: That i) implies ii) is clear, and that ii) implies iii) follows from the fact that r ∤ |A|. To
see that iii) implies i), we note that the r-group H/A acts on V A so we have that (V A)H/A 6= 0
and so V H 6= 0. Thus i)–iii) are equivalent, it remains only to show that iv) is equivalent to the
rest; to see this, note that using i) ⇐⇒ iii) we have
V H 6= 0 ⇐⇒ V A 6= 0 ⇐⇒ (V ∗)A 6= 0 ⇐⇒ (V ∗)H 6= 0,
as required. 
Lemma 2.2
SupposeH and A are as above. Then if V is a kG-module with V H = 0, we have that Hn(H,V ) =
0 for all n.
Proof: Note that we have an exact sequence of groups 1→ A→ H → H/A→ 1, and thus from
the Hoschschild–Serre spectral sequence we can see that Hn(H,V ) is a subquotient of⊕
i+j=n
Hi(H/A,Hj(A, V )) ∼= Hn(H/A, V A)⊕
⊕
i+j=n
i6=n
Hi(H/A,Hj(A, V )).
We may then note that V H = 0 so V A = 0 by Lemma 2.1 and Hj(A, V ) = 0 for all j > 1 since
r ∤ |A|, thus the above module is 0 and so Hn(H,V ) = 0 for all n. 
Theorem 2.3
Suppose G is a finite group, k = k a field of characteristic r, V a kG-module and there exists
some subgroup H ≤ G such that Or′(H) = Or(H) =: A. Let L be the permutation module of G
acting on cosets of H . Then if V H = 0, we have that dimHn(G, V ) = dimExtn−1G (V
∗,L/LG) =
dimExtn−1G (V
∗,L/k).
Proof: We first note that we have the exact sequence
0→ k → L → L/k→ 0
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and we may apply HomG(V
∗,−) to this to obtain a long exact sequence with segments of the
form
· · · → Extn−1G (V ∗,L)→ Extn−1G (V ∗,L/k)→ ExtnG(V ∗, k)→ Ext1G(V ∗,L)→ · · ·
which, using Shapiro’s Lemma, reduces to
· · · → Hn−1(H,V )→ Extn−1G (V ∗,L/k)→ Hn(G, V )→ Hn(H,V )→ · · · . (⋆)
Then, applying Lemma 2.2 it follows that Hn(G, V ) ∼= Extn−1G (V ∗,L/k) as required. 
An important observation is that when n = 1 we get
Corollary 2.4
Retain all of the above notation. If V H = 0, then dimH1(G, V ) = dimHom(V ∗,L/k).
In particular, when V is irreducible we have that dimH1(G, V ) is the multiplicity of V ∗ in the
socle of L/k.
One major application of these results is to the area of finite Chevalley groups in cross charac-
teristic, since any Borel subgroup of such groups satisfies the conditions of all above theorems.
This then gives the following theorem as a special case.
Theorem 2.5 [16, Theorem 2.2]
Let G be a finite Chevalley group defined in characteristic p 6= r and let B ≤ G be a Borel
subgroup. For an irreducible kG-module V with V B = 0 we have that dimH1(G, V ) is the
multiplicity of V ∗ in socL/k. (Alternatively, dimH1(G, V ) = dimHom(V ∗,L/k))
Notation
For the remainder of the section, assume that G is a finite group of order divisible by r containing
a subgroup H such that Or′(H) = O
r(H).
We can use Theorem 2.3 repeatedly to obtain Hn(G, V ) as the first cohomology of some tensor
product of modules. To do this, take a projective resolution of V ∗
· · · → P2 → P1 → P0 → V ∗ → 0
and then apply HomG(−,L/k) to this to obtain
0→ HomG(P0,L/k)→ HomG(P1,L/k)→ . . .
then we see that this is the same as
0→ HomG(k, P ∗0 ⊗ L/k)→ HomG(k, P ∗1 ⊗ L/k)→ . . .
and so we have that ExtnG(V
∗,L/k) ∼= Hn(G, V ⊗L/k). Thus if enough can be understood about
such tensor products, we could obtain another avenue by which to attack higher cohomology.
Further, the following result is immediate from (⋆).
Proposition 2.6
Suppose r ∤ |H |. Then
dimH1(G, V ) = dimHom(V ∗,L/k)− dimV H
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and
Hn(G, V ) ∼= Extn−1G (V ∗,L/k) ∼= Hn−1(G, V ⊗ L/k)
for any n ≥ 2.
Naturally, one would usually prefer to investigate the structure of a module over attempting to
directly find cohomology or Ext between modules, so through repeated applications of Proposi-
tion 2.6 we get the following proposition.
Proposition 2.7
Suppose r ∤ |H |. Then
dimH2(G, V ) = dimHomG(V
∗, (L/k)⊗2)− dimHomH(V ∗,L/k)
Proof: Applying Proposition 2.6 to H2(G, V ), then again to H1(G, V ⊗ L/k) gives
dimH2(G, V ) = dimH1(G, V ⊗ L/k)
= dimHomG((V ⊗ L/k)∗,L/k)− dim(V ⊗ L/k)H
= dimHomG(V
∗, (L/k)⊗2)− dimHomH(k, V ⊗ L/k)
= dimHomG(V
∗, (L/k)⊗2)− dimHomH(V ∗,L/k)
and the result follows. 
Remark
The above result is much more in the spirit of Theorem 2.5, as it reduces the study of H2(G, V )
for any V to the study of the structure of fixed modules (L/k)⊗2 and L/k. Note in the above
that if we also have V H = 0 then we may replace dimHomH(V
∗,L/k) by dimHomH(L, V ) =∑
g∈H\G/H dim V
H∩Hg using Mackey’s formula. Thus for example in the case of G = G(pn),
p 6= r a Chevalley group and H = B a Borel subgroup, it is easy to understand what B ∩ Bg
is and if one knows enough about the action of root subgroups on V then one may reduce the
bound significantly. Further, if enough is known about the structure of (L/k)⊗2 then we can
get a bound on H2(G, V ), and studying the structure of L and V as H-modules can be used to
reduce this bound. A very similar method generalises this to all n, with increasing tensor powers
of L/k.
Remark
One could attempt to obtain a bound for H2(G, V ) by noting that dimH1(G, V ⊗L/k) is at most
the number of composition factors of V ⊗L/k with nonzero cohomology, but even in the case of
PSL2(q) this would give bounds of approximately 2 dimV (by using the structure of socL from
§4 of [16] and the minimum dimensions of irreducible modules of Chevalley groups from [17]),
which ends up being far worse than the bounds obtained in [15] and of course far worse than the
true values obtained in the remainder of this article. That being said, it is possible to use the
results of [16] to slightly improve some of the bounds for SL3(q) and SL4(q) in [15] by carefully
reading the proofs and inserting the improved bounds for H1(G, V ) wherever possible.
3 Cohomology of PSL2(q)
Since any attempt to prove a general result for all finite Chevalley groups using the above results
would likely require some kind of induction on rank, it is sensible to investigate the cohomology
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of the rank 1 groups in detail. We begin with PSL2(q).
We completely determine the cohomology of all irreducible kG-modules V when G = PSL2(q)
and r 6= p. For some of this, we perform some computations with the characters of PSL2(q) which
one may find in [10] and we also require the decomposition numbers from [7]. We reproduce the
character table for SL2(q) below in the case where q ≡ 3 mod 4 for convenience, in this table ρ
is a (q − 1)th root of unity, σ a (q + 1)th root of unity, 1 ≤ i ≤ 12 (q − 3) and 1 ≤ j ≤ 12 (q − 1).
1 z c d al bm
1 1 1 1 1 1 1
ϕ q q 0 0 1 −1
χi q + 1 (−1)i(q + 1) 1 1 ρil + ρ−il 0
θj q − 1 (−1)j(q − 1) −1 −1 0 −(σjm + σ−jm)
ξ1
1
2 (q + 1) − 12 (q + 1) 12 (1 +
√−q) 12 (1−
√−q) (−1)l 0
ξ2
1
2 (q + 1) − 12 (q + 1) 12 (1−
√−q) 12 (1 +
√−q) (−1)l 0
η1
1
2 (q − 1) 12 (q − 1) 12 (
√−q − 1) − 12 (1 +
√−q) 0 (−1)m+1
η2
1
2 (q − 1) 12 (q − 1) − 12 (1 +
√−q) 12 (
√−q − 1) 0 (−1)m+1
To take the above down to PSL2(q) we simply ignore those characters whose kernels do not
contain Z(SL2(q)), and to descend to the modular case one may then use the decomposition
matrices found in [7].
Investigating the cohomology of G := PSL2(q) splits naturally into three separate cases: r = 2,
2 6= r | q− 1 and 2 6= r | q+1. We shall consider the case where 2 6= r | q− 1 first. The structure
of L will be important in future arguments, so we shall give a quick definition to ease future
notation.
Definition 3.1
LetM be a kG-module. The heart H(M) ofM is (radM)/(radM ∩socM), which is the module
obtained by ‘removing’ the socle and head of M .
Case 1: 2 6= r | q − 1
Let B be a Borel subgroup of G, then B contains a Sylow r-subgroup of G and thus all kG-
modules are relatively B-projective. This gives us the following:
Lemma 3.2
Let G, B and k be as above and W and V be kG-modules. Then
Ext1B(W,V ) = 0 ⇐⇒ Ext1G(W,V ) = 0.
In particular, we have that H1(B, V ) = 0 ⇐⇒ H1(G, V ) = 0.
Proof: The reverse implication is trivial, for the forward implication note that if we have an
exact sequence of kG-modules
0→W → E → V → 0
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for some E, this then restricts down to an exact sequence of kB-modules
0→WB → EB → VB → 0.
If the latter must split, by relative projectivity of V we know that the former must split and so
Ext1B(W,V ) = 0 =⇒ Ext1G(W,V ) = 0. For the particular case with H1 simply take W = k. 
Let V ∈ Irrk(G). Then either V is trivial; has dimension dividing q + 1 and is induced from a
nontrivial B-module (or is one of two constituents of such a module); has dimension dividing
q − 1 or V ∼= socL/k (see [16, Rank 1 groups]).
Proposition 3.3
Suppose W is a nontrivial irreducible kB-module and V is an irreducible constituent of IndGBW .
Then Hn(G, V ) = 0 for all n.
This follows from Lemma 2.2, but we would like to use arguments relating to the structure of G
to prove it instead. This is done through the following lemmas.
Lemma 3.4
Let G, B and k be as before and let A := Or′(B). Then H
1(B, V ) ∼= H1(B/A, V A).
Proof: Use the sequence of low-degree terms from the Hochschild–Serre spectral sequence and
note that H1(A, V ) = 0 due to coprime action. 
Lemma 3.5
Let B = Q⋊ T be a decomposition of B into its unipotent radical and maximal torus. Then if
V is a B-module, we have a decomposition V = V Q ⊕Pm1 ⊕Pn2 for some projective modules P1,
P2 ∈ Irrk(B) and m, n ∈ N0 where Mn :=
⊕n
i=1M .
Proof: Let W ∈ Irrk(B) and consider the restriction WQ of W to Q. Then since chark 6= p
we have that WQ is semisimple and so must split into a sum of some 1-dimensional irreducible
modules WQ =
⊕
Vi. Then T acts on the set of such modules by conjugation, and since W
is a B-module we have that for any t ∈ T and any i, V ti is still a summand of WQ. Provided
V ∈ Irrk(Q) is nontrivial, there exists some t ∈ T such that V t ≇ V — let µi denote the character
of Vi, then there is some g ∈ Q such that µi(g) 6= 1 but gt ∈ kerµ. Thus if dimW = 1 then the
action of Q on W must be trivial.
Let Q∗ := {µ : Q → k | µ linear}, then Q∗ corresponds to the set of linear characters of Q and
the action of T on Q is dual to its action on Q∗. It is thus sufficient to examine the action of
T on Q. This action has three orbits, namely the identity matrix, the set of upper triangular
matrices with non-square entries in the top right and the corresponding set with square entries
in the top right. Thus as a B-module we see that kQ∗ ∼= 1 ⊕ P1 ⊕ P2 for Pi some projective
kB-modules. Hence the result. 
Lemma 3.6 [1, §10, Theorem 1]
Suppose that R ∈ Sylr(G) is a trivial intersection subgroup, i.e. R∩Rg = R or {1} for all g ∈ G,
and NG(R) ≤ H ≤ G. Then there is a correspondence between non-projective indecomposable
kH-modules and non-projective indecomposable kG-modules. If U and V are such a pair, then
we have that IndGH U = V ⊕ P for some projective kG-module P and VH = U ⊕ Q for some
projective kH-module Q.
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Definition 3.7 [16, §5]
Two kG-modules V and W are said to be quasi-equivalent if one may be obtained as a twist of
the other via some automorphism σ of G, i.e. V ∼= W σ. Quasi-equivalent modules have the
same cohomology.
Proof of Proposition 3.3. We have an exact sequence
0→ V → V ⊗ L → V ⊗ L/k→ 0
and thus a corresponding long exact sequence in cohomology
0→ V A → (V ⊗ L)A → (V ⊗ L/k)A → H1(A, V )→ · · ·
where the action of A is coprime, so H1(A, V ) = 0 and so dim(V ⊗L/k)A = dim(V ⊗L)A−dim V A
and V A = V B = 0 as W ≇ k. Thus we have that (V ⊗L)A = (V ⊗L/k)A. Then using Mackey’s
formula, we see that
VB = (Ind
G
BW )B =
⊕
g∈B\G/B
IndBB∩Bg(W
g)B∩Bg
=W ⊕ IndBT (W g)T
for some involution g ∈ NG(T ) \ T . Then since W g is 1-dimensional (and not projective),
its restriction to T remains irreducible (and not projective) and by Lemma 3.6 we have that
IndBT W
g
T
∼= X⊕P for some non-projective (hence 1-dimensional) module X and some projective
module P . We now wish to induce this module once more and consider this induced module as
a B-module, so we may again apply Mackey’s formula. As above,
(IndGB VB)B = (Ind
G
B(W ⊕X ⊕ P ))B =
⊕
g∈B\G/B
IndBB∩Bg(W ⊕X ⊕ P )gB∩Bg
= VB ⊕ IndBT (W ⊕X ⊕ P )gT .
Further, note V B = 0 and IndBT W
g is a summand of VB , thus also has no fixed points. As before,
we have that IndBT X will be a direct sum of some nontrivial non-projective indecomposable B-
module and some other projective module, thus any fixed points must lie in a projective module.
Hence (V ⊗ L)B = PB for some projective B-module P and so (V ⊗ L)A = PA.
Then note that if P is a projective B-module, PA is a projective B/A-module. In particular,
H2(G, V ) = H1(B, V ⊗ L) = H1(B/A,PA) = 0.
If IndGBW is not irreducible then we have an exact sequence
0→ V1 → IndGBW → V2 → 0
which we may restrict down to B to get
0→ (V1)B → (IndGBW )B → (V2)B → 0
which must split since IndGB(W ) is semisimple as a kB-module as seen above. Thus we have that
IndGBW
∼= V1 ⊕ V2 and so H2(G, V1) = H2(G, V2) = 0.
We now complete the proof by induction. Suppose that Hn−1(G, V ) = 0. Then by Theorem 2.3
we have Hn(G, V ) ∼= Hn−1(G, V ⊗L/k) and we also observe that Hn−1(B, V ) ∼= Hn−1(G, V ⊗L) ∼=
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Hn−1(G, V ) ⊕ Hn−1(G, V ⊗ L/k) ∼= Hn(G, V ). But we know the structure of V as a B-module
from above, thus
Hn−1(B, V ) ∼= Hn−1(B,W )⊕Hn−1(B,W g) ∼= Hn−1(G, V )⊕Hn−1(G, V ) = 0
since W and W g are quasi-equivalent. 
Proposition 3.8
Let V ∼= socL/k, then we have the following:
Hn(G, k) ∼=
{
0 n ≡ 1, 2 mod 4,
k n ≡ 0, 3 mod 4. H
n(G, V ) ∼=
{
0 n ≡ 0, 3 mod 4,
k n ≡ 1, 2 mod 4.
Proof: From the section on rank 1 groups in [16], we see that L ∼= k ⊕ V and also that V ⊗L ∼=
IndGB V . We thus have, using the structure of V as a B-module and Frobenius Reciprocity,
Hn(G, V ⊗ L) ∼= Hn(B, V ) ∼= Hn(B, k) ∼= Hn(G,L) ∼= Hn(G, k)⊕Hn(G, V ).
We then see that Hn(G,L) = Hn(B, k) ∼= Hn(T, k) where T is the maximal torus contained in
B since R ∈ Sylr(B) is a trivial intersection group and T = NB(R). We then also know that
Hn(T, k) is 1-dimensional since T is a cyclic group of order divisible by r. It is now sufficient
to determine Hn(G, k) since we know that dimHn(G, k) + dimHn(G, V ) = 1. To do this, we
make use of Lemma 3.6 since k is clearly a non-projective indecomposable module for both G
and N := NG(R) = NG(T ) and so Ind
G
N k
∼= k ⊕ P for some projective kG-module P , thus
Hn(G, k) ∼= Hn(N, k). But N is a dihedral group, whose cohomology is well-known, but may also
be easily determined using the Universal Coefficient Theorem for cohomology [23, 3.6.5] and the
integral homology of N . We thus have that
Hn(G, k) ∼= Hn(N, k) ∼=
{
0 n ≡ 1, 2 mod 4,
k n ≡ 0, 3 mod 4,
and the result follows. 
Proposition 3.9
The remaining irreducible representations of G are projective.
Proof: Let V be an irreducible module of dimension dividing q−1 and suppose that the restriction
VB is anything other than Pi ⊕ Pj for some i, j (or just one of the two if dim V = 12 (q −
1)). Then in particular, some non-projective irreducible B-module W must embed in VB, so
HomB(W,V ) 6= 0 and thus HomG(IndGBW,V ) 6= 0 which is impossible since IndGBW and V are
distinct irreducible kG-modules (or IndGBW is a direct sum of two modules not isomorphic to
V ). Thus VB is projective, and since all G-modules are relatively B-projective we have that V
must be a projective G-module. 
Case 2: 2 6= r | q + 1
We next consider the case where 2 6= r | q + 1. In this case, a Sylow r-subgroup of G lies in the
non-split torus S and so we cannot use the properties of the Borel subgroup that were used in
the previous case. We instead proceed by investigating the projective kG-modules.
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Proposition 3.10
Suppose V = IndGBW for k ≇W ∈ IrrkB, or let V be one of two irreducible constituents of this
module. Then V is projective.
Proof: The Borel subgroup B is an r′-subgroup, thus all kB-modules are projective and hence so
are their induced modules. For the induced module which is not irreducible, note that we have
an exact sequence
0→ V1 → V → V2 → 0
for some irreducible V1, V2 with V projective. Then V cannot be a projective indecomposable
module since it has only two constituents which are not isomorphic, thus V = V1⊕V2 is projective
and so V1 and V2 must be projective. 
Lemma 3.11
If we denote by ψ the nontrivial irreducible constituent of L and rk is the highest power of r
dividing q + 1 then we have the following:
• 〈ψ, ψ〉 = 2
rk
,
• 〈θi, θj〉 = δij 1rk ,
• 〈1G, 1G〉 = 12 + 12rk ,
• 〈1G, θi〉 = 0,
• 〈1G, ψ〉 = − 1rk ,
• 〈ψ, ψθi〉 = 2,
• 〈θi, ψθj〉 = 2− δij 2rk ,
• 〈1G, ψθi〉 = 0.
Proof: One can note that several of these are zero due to the irreducible modules lying in different
blocks of kG. In particular, from [5, Theorem 7.1.1] we see that the θi all form blocks on
their own and so 〈θi, θj〉 = 0 for i 6= j and the principal block consists only of 1G and ψ
so 〈1G, θi〉 = 〈ψ, θi〉 = 0 for all i. The remaining values may be determined through a direct
computation, and for this we shall only write this down for 〈θi, θi〉 as the other cases are essentially
the same. For simplicity, we also restrict to the case q ≡ 3 mod 4 as there would be some changes
in indexing for q ≡ 1 mod 4.
We first note that the centralisers of the images in G of the elements c and d in the character
table above are elementary abelian of order q, while the elements al and bm are centralised by
their respective tori except when they are of even order where they are instead centralised by
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the full normaliser of the torus. Thus we have
〈θi, θi〉 = (q − 1)
2
|G| +
2
q
+
2
q + 1
(q−3)/4−1∑
rk|m
(σim + σ−im)2 − 4
q + 1
=
2
q + 1
⌊(q−3)/4rk⌋∑
l=1
(σ2ilr
k
+ σ−2ilr
k
+ 2)
=
4
q + 1
(⌊
q − 3
4rk
⌋
− 1
)
=
4
q + 1
q + 1
4rk
=
1
rk
.
since the sum contains all nth roots of unity for some n (possibly several times) except for a
single 1, thus is −2 (one from each instance of σ) and ⌊(q − 3)/4rk⌋ = (q + 1)/4− 1. 
Proposition 3.12
Let W := socL/k. If k ≇ V ≇W then Hn(G, V ) = 0 for all n.
Proof: If dim V does not divide q−1 then V is projective by Proposition 3.10. Otherwise, V B = 0
by Frobenius Reciprocity and since none of the modules with character θi lie in the principal
block we have that ExtnG(V
∗,W ) ∼= Hn(G, V ⊗W ) = 0 for all n. Now, we note that we have an
exact sequence
0→W → L/k → k → 0
from which we obtain an exact sequence
0→ V ⊗W → V ⊗ L/k → V → 0
which then gives the segment of the long exact sequence in cohomology
· · · → H1(G, V ⊗W )→ H1(G, V ⊗ L/k)→ H1(G, V )→ H2(G, V ⊗W )→ · · ·
and by the above we know that Hn(G, V ⊗W ) = 0 for all n. This tells us that H1(G, V ) ∼=
H1(G, V ⊗ L/k), but we know that H1(G, V ⊗ L/k) ∼= H2(G, V ). Following this along the exact
sequence, we see that Hn(G, V ) ∼= Hn+1(G, V ) for all n ≥ 1, and since H1(G, V ) = 0 we have
that Hn(G, V ) = 0 for all n. 
Proposition 3.13
Let W := socL/k. Then
Hn(G, k) ∼=
{
0 q ≡ 1, 2 mod 4,
k q ≡ 0, 3 mod 4, H
n(G,W ) ∼=
{
0 q ≡ 0, 3 mod 4,
k q ≡ 1, 2 mod 4.
Proof: We begin with k. Since r 6= 2 we have that R ∈ Sylr(G) is a trivial intersection group,
and so Hn(G, k) ∼= Hn(NG(R), k) by Lemma 3.6. But NG(R) is a dihedral group and so the
cohomology is known, giving
Hn(G, k) ∼=
{
0 q ≡ 1, 2 mod 4,
k q ≡ 0, 3 mod 4.
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We then note that we have an exact sequence
0→ k → L → L/k→ 0
from which we obtain the segment of the long exact sequence in cohomology
0→ H1(G, k)→ H1(G,L)→ H1(G,L/k)→ H2(G, k)→ H2(G,L)→ · · ·
and note that B is an r′ group, so L is projective and thus (continuing as above) Hn(G, k) ∼=
Hn−1(G,L/k). We may then combine this knowledge with the long exact sequence in cohomology
coming from the short exact sequence
0→W → L/k → k → 0
to obtain the desired result. 
Case 3: r = 2
Finally, we consider the case where char k = 2. This is more difficult than the previous cases
since socL/k ∼= V ⊕W for some irreducible modules V , W , and many of the subgroups which
were r′-groups before are not this time around. Previous arguments still apply to most of the
modules in this case though, thus we shall state this first.
Proposition 3.14
If V is a nontrivial irreducible kG-module not present in socL/k then Hn(G, V ) = 0 for all n.
Proof: Referring again to [5], we see that the modules above all lie in blocks on their own and
thus ExtnG(V,W ) = 0 for all n and all W ≇ V . Then choosing W = k we obtain H
n(G, V ) = 0
for all n. 
Proposition 3.15
When q ≡ 1 mod 4, the irreducible modules of dimension q − 1 are projective, and when q ≡ 3
mod 4 the irreducible modules of dimension q + 1 are projective.
Proof: When q ≡ 3 mod 4, the Borel subgroup, from which the irreducible modules of dimension
q + 1 are induced, is an r′-subgroup and so these modules are projective. For the modules of
dimension q − 1, refer to Proposition 3.9. 
We also know the cohomology of k due to Fong and Milgram:
Proposition 3.16 [12, 8.4]
Let k be the trivial kG-module. Then dimHn(G, k) is given by the coefficient of xn in the
Poincare´ series
P (x) =
1 + x3
(1− x2)(1 − x3) = 1 + x
2 + 2x3 + x4 + . . . .
For the cohomology of the remaining two modules, however, we will need to bring in some extra
machinery. We will need to make use of Brauer graphs and knowledge of the structure of the
projective covers of modules for blocks with Brauer graphs.
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Brauer graphs are introduced in [9] and [4, 4.18], so the unfamiliar reader should refer to this
during what follows. We give below the Brauer graphs for PSL2(q) in characteristic 2, which
differs dependent on whether q ≡ ±1 mod 4. These may be found in [9, §2, (4) & (5)], but the
multiplicities of the vertices are not determined there. Thus before we give the Brauer graphs,
we must determine the multiplicities at each vertex. We shall denote by m the multiplicity of
the vertex at which both V and W are incident and determine the remaining multiplicities in
the following lemmas. The case where q ≡ 3 mod 4 is easy:
Lemma 3.17
Let q ≡ 3 mod 4. Then the multiplicities of the two vertices at which k is incident are both 1.
Proof: This follows immediately from the fact that L is projective, since B is a 2′-group. 
Lemma 3.18
Let q ≡ 1 mod 4. Then the multiplicities of the two vertices at which k is not incident are both
1.
Proof: This is clear from the fact that there are no edges from a vertex to itself in the quiver
given in [11, p. 295]. 
Knowing the above facts, and the shape of the Brauer graphs for PSL2(q) from [9], we now give
the Brauer graphs for G below (where m depends on q).
m
V W
k
q ≡ 1 mod 4
m
k
WV
q ≡ 3 mod 4
Using this, we can see that the projective indecomposable modules for q ≡ 1 mod 4 are (using
a bold letter to indicate a complete cycle around a vertex)
V
k
W
k
0
⊕
V
...
W
k
V
W
k
V
k
W
⊕
0
...
V
k
W
k
V W
k k
W V
k
⊕
k
...
...
k k
W V
k
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and for q ≡ 3 mod 4 we get
V
W
V
W
k
⊕
V
...
V
W
V
W
V
W
V
W
⊕
k
...
W
V
W
k
V
⊕
W
k
Before proceeding, we must introduce one more common piece of notation.
Definition 3.19
Let V be a kG-module with projective cover P(V ). Then we define the Heller translate ΩV of
V to be the kernel of the projective covering map, so there is an exact sequence 0 → ΩV →
P(V ) → V → 0. We also define ΩnV to be Ω(Ωn−1V ) and say that V is periodic if ΩnV ∼= V
for some n ≥ 1.
We introduce this notation due to the following very useful result, which will be used in what
follows without comment.
Lemma 3.20 [2, Lemma 1]
Let U , V be kG-modules with V irreducible. Then for any n ≥ 0,
ExtnG(U, V )
∼= HomG(ΩnU, V ).
Using this fact, we can then do the following:
Proposition 3.21
Suppose q ≡ 1 mod 4 and let V , W be as above. Then
Hn(G, V ) ∼= Hn(G,W ) ∼=
{
k n ≡ 1 mod 3,
0 otherwise.
Proof: We proceed by examining the structure of ΩnV for n ≤ 3. Denote HP(V ) and HP(W )
by XV and XW respectively, and let HP(k) ∼= Y1 ⊕ Y2 with headY1 ∼= V and headY2 ∼= W .
Then one can immediately see from the definition that ΩV has shape XVV and so P(ΩV ) ∼=P(headXV ) ∼= P(k).
In order for this to map onto ΩV , we see that some module of the same shape as kY2 is required,
leaving us with a kernel Ω2V of shape Y1
k
. Finally, P(Ω2V ) ∼= P(headY1) ∼= P(V ), and the
map P(V ) ։ Ω2V must have kernel V , so that Ω3V ∼= V . We thus have that V is a periodic
module and the dimension of Hi(G, V ) is given by the multiplicity of k in headΩiV . An identical
argument gives the same answer for W , and the result follows from the fact that headΩV ∼= k,
headΩ2V ∼= V and headΩ3V ∼= V . 
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Proposition 3.22
Suppose q ≡ 3 mod 4 and let V , W be as above. Then
dimHn(G, V ) = dimHn(G,W ) =
⌈n
3
⌉
.
Proof: We proceed in a similar manner to the previous proposition, examining the structure of
ΩnV and counting the multiplicity of k in its head. Let X1, X2 be such that HP(V ) ∼= k ⊕X1
and HP(W ) ∼= X2 ⊕ k. Then we can easily see that ΩV has shape k⊕X1V , which has projective
cover L ⊕ P(W ). We first observe that P(W ) ։ X1
V
with kernel of shape kW , onto which L
surjects with kernel of shape Vk which is in turn covered by P(V ) with kernel X1V again.
Returning to ΩV , we now note that L ։ k with kernel V⊕Wk , which has projective cover
P(V ) ⊕ P(W ). Then as before, we see that P(W ) ։ Wk with kernel of shape X2W , which is
covered by P(V ) with kernel kV and which one may in turn cover with L and kernel Wk , returning
us to the module shape we started with. We therefore end up with two cycles of modules as
illustrated below.
V
k
X1
V
k
W
Ω
Ω
Ω
W
k
X2
W
k
V
Ω
Ω
Ω
Combining the previous paragraphs, we see that ΩV has a submodule which is periodic of period
3 and Ω2V has a distinct periodic submodule, also of period 3. We thus know how these modules
will contribute to the shape of ΩnV for all n after they first appear and can account for them
in calculations, and so the problem of finding Ω3V is reduced to looking at the constituents of
Ω2V not present in these periodic modules. But this is just V , so we simply have to look at ΩV
again, which we also already know. We can thus see that ΩnV ‘spits out’ a module of shape X1V
for every odd n, and one of shape Wk for every even n, which then persist through a cycle of
period 3 for all higher n. This may be visualised via the below diagram.
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X1
V
k
W
X1
V
k
W
V
k
X1
V
X1
V
k
W
V
k
X1
V
k
W
V
k
X1
V
k W
k
V X1
V
k W
k
V X1
V
k W
k
V
W
k
X2
W
k
V
W
k
X2
W
W
k
X2
W
k
V
W
k
Then one can see that the shape of ΩnV is the ‘concatenation’ of the shapes of all modules
in column n of the above diagram (excluding the red submodule separated out via the vertical
curved arrow), so for example Ω3V has shape X1⊕V⊕k⊕X2V⊕k⊕W . With this in mind, we recall that
dimHn(G, V ∗) = dimHomG(Ω
nV, k) and so to determine the cohomology it is sufficient to count
the multiplicity of k in the head of ΩnV . We thus need to determine when exactly a given row
of this diagram will contribute a k to the head of ΩnV .
When n is odd, the central row will contribute one k to headΩnV , along with adding an additional
row of the same type as the top 3 rows above. When n is even, the head of the module in the
central row will not contain any trivial modules, and a new row of the same type as the bottom 3
rows will be added. With this we can see that the top set of rows will contribute
⌊
n
6
⌋
copies of k
whenever n ≡ 0, 1 or 3 mod 6 and ⌈n6 ⌉ otherwise. Similarly, the lower rows will contribute ⌈n6 ⌉
copies of k whenever n ≡ 4 mod 6 and ⌊n6 ⌋ otherwise. If we then add these numbers together,
we get the same answer in every case; we shall illustrate what happens for n ≡ 5 mod 6 here
and leave the remaining cases to the reader.
If we let the central row be row 0, index higher rows positively and lower rows negatively, for
n ≡ 5 mod 6 we have k in the head of nonzero modules on positive rows of index congruent to 1
mod 3, of which there will be
⌈
n
6
⌉
. Similarly, there will be a k in the heads of nonzero modules
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on negative rows of index congruent to 0 mod 3, of which there will be
⌊
n
6
⌋
. Finally, the central
row will contribute a single k as n is odd. Combining this, we see that there will be a total of
⌊n
6
⌋
+
⌈n
6
⌉
+ 1 = 2
⌈n
6
⌉
= 2
(
n
6
+
1
6
)
=
n
3
+
1
3
=
⌈n
3
⌉
copies of k in headΩnV , as required. As our decision as to which module is V and which is
W was arbitrary, we may swap them without loss of generality and thus the result holds for
both. 
The following results are direct corollaries of the above analysis, and follow from simply noting
other aspects of the structures investigated above.
Corollary 3.23
Suppose q ≡ 1 mod 4, let V , W be as above and let n > 0. Then
dimExtnG(V,W ) = 0,
ExtnG(W,W )
∼= ExtnG(V, V ) ∼=
{
0 n ≡ 1 mod 3,
k otherwise.
Proof: This follows directly from examining the heads of ΩnV (a periodic module) given in the
proof of Proposition 3.22. 
Corollary 3.24
Suppose q ≡ 3 mod 4, let V , W be as above and let n > 0. Then
dimExtnG(V,W ) =
⌈n
3
⌉
,
dimExtnG(W,W ) = dimExt
n
G(V, V ) =


n
3 + 1 n ≡ 0 mod 3,⌊
n
3
⌋
n ≡ 1 mod 3,⌈
n
3
⌉
n ≡ 2 mod 3.
Proof: We repeat the above process, but counting multiplicities of V andW in headΩnV instead.
As before, V and W may be swapped without loss of generality. We first deal with ExtnG(V,W ),
the method of counting is identical to above except we may ignore the central row entirely. One
can observe as before that W appears in the heads of modules in the top rows with multiplicity⌊
n
6
⌋
if n ≡ 2 mod 6 and ⌈n6 ⌉ otherwise, and similarly for the bottom rows with multiplicity ⌈n6 ⌉
if n ≡ 2 mod 6 and ⌊n6 ⌋ otherwise. Ignoring the bottom row, we thus get that W appears with
multiplicity
⌊
n
6
⌋
+
⌈
n
6
⌉
=
⌈
n
3
⌉
in all cases, as required.
To deal with ExtnG(V, V ) is not quite as simple as the cases actually differ for each choice of n.
Again, one may verify that V appears in the heads of modules in the top rows with multiplicity⌈
n
6
⌉
if n ≡ 3 or 5 mod 6 and ⌊n6 ⌋ otherwise, and exactly the same for the bottom rows. Also, V
appears once in the head of the central row whenever n is even and not otherwise. Adding these
numbers gives the required result. 
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4 Ext for remaining modules
Using the methods of the previous section, we can also determine ExtnG(V,W ) for all V ,W ∈ IrrG.
For odd characteristic, the Brauer trees of these blocks are given in [7] though we summarise
this information below. In the below table, B0 denotes the principal block; B1 denotes the block
containing only the two modules of dimension 12 (q ± 1), if they exist.
The blocks for G containing two modules fall into two cases, the case 1 holds for B0 whenever
2 < r | q + 1 and case 2 holds for B0 whenever 2 < r | q − 1, along with B1 whenever it exists.
All other blocks have cyclic defect groups, contain only a single simple module and can be dealt
with separately.
For some exceptional multiplicity m, cases 1 and 2 respectively have Brauer trees
m
V1 V2
m
V1 V2
and Cartan matrices(
2 1
1 m+ 1
) (
m+ 1 m
m m+ 1
)
where in case 1, the first column represents V1 (corresponding to the trivial module for our
purposes) and the second to V2 (the nontrivial constituent of L). Using the above trees, we see
that in case 1, P(V1) is uniserial with composition factors V1, V2, V1 and P(V2) has heart V1⊕Y
where Y is uniserial with composition factors V2, V2, . . . , V2. In case 2, both projective covers
are uniserial of the same length with P(Vi) having composition factors Vi, Vj , Vi, . . . , Vj , Vi for
i 6= j.
Proposition 4.1
Let B be a block with Brauer tree as in case 1 with simple modules V1, V2. Then Ext
n
G(V2, V2)
∼= k
for all n, and
ExtnG(V1, V1)
∼=
{
0 n ≡ 1, 2 mod 4,
k n ≡ 0, 3 mod 4, Ext
n
G(V1, V2)
∼=
{
0 n ≡ 0, 3 mod 4,
k n ≡ 1, 2 mod 4.
Proof: We proceed as before by computing ΩnVi, in both cases we see that the simple modules are
periodic. This gives ΩnV1 of shapes
V2
V1
, YV2 and
V1
V2
for n = 1, 2, 3, and Ω4(V1) ∼= V1. Similarly
one obtains ΩnV2 of shapes
V1⊕Y
V2
, V1⊕V2V2⊕V1 and
V2
Y⊕V1
for n = 1, 2, 3, and Ω4(V2) ∼= V2. The
dimensions of ExtnG may be read off from the shapes of these modules, and the result follows. 
Proposition 4.2
Let B be a block with Brauer tree as in case 2 with simple modules V1, V2. Then
ExtnG(Vi, Vi)
∼=
{
0 n ≡ 1, 2 mod 4,
k n ≡ 0, 3 mod 4, Ext
n
G(V1, V2)
∼=
{
0 n ≡ 0, 3 mod 4,
k n ≡ 1, 2 mod 4.
Proof: As before, we compute ΩnVi. The structure of ΩV1 is immediate from the shape of the
projective cover of V1, and then Ω
2V1 ∼= V2. Since the choice of V1 or V2 was arbitrary, this
determines the structure of all ΩnVi for both i and the result follows. 
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The only remaining case is now made up of blocks containing a single non-projective simple
module, i.e. all modules not in B0 or B1 mentioned above and not shown to be projective by
Proposition 3.9, Proposition 3.10 or Proposition 3.15.
Proposition 4.3
Let B be a block containing a single non-projective simple module V , with a cyclic defect group.
Then ExtnG(V, V )
∼= k for all n.
Proof: Since V is not projective and is the only module in its block, we must have that V lies
in the head of ΩnV for all n. Thus ExtnG(V, V ) 6= 0 for all n. But since the defect group of B is
cyclic, we know that dimExtnG(V, V ) ≤ 1 for all n and so we are done. 
To see that this result gives all we need, note that either the Sylow r-subgroups of G are cyclic
or r = 2 and they are dihedral. In the even case, the principal block is the only block of maximal
defect and otherwise the defect group of any block B is a Sylow 2-subgroup of the centraliser of
some 2-regular element. In particular, such a group must be cyclic if it is not the whole Sylow
2-subgroup of G.
19
References
[1] J. L. Alperin. Local Representation Theory. Cambridge University Press, 1993.
[2] J. L. Alperin. Periodicity in groups. Illinois Journal of Mathematics 21.4 (1977), pp. 776–
783.
[3] M. Aschbacher and R. Guralnick. Some applications of the first cohomology group. Journal
of Algebra 90.2 (1984), pp. 446–460.
[4] D. J. Benson. Representations and Cohomology: Volume 1, Basic Representation Theory
of Finite Groups and Associative Algebras. Vol. 1. Cambridge Studies in Advanced Mathe-
matics. Cambridge University Press, 1991.
[5] C. Bonnafe´. Representations of SL2(Fq). Vol. 13. Springer Science & Business Media, 2010.
[6] J. N. Bray and R. A. Wilson. Examples of 3-dimensional 1-cohomology for absolutely
irreducible modules of finite simple groups. Journal of Group Theory 11.5 (2008), pp. 669–
673.
[7] R. Burkhardt. Die zerlegungsmatrizen der Gruppen PSL(2, pf). Journal of Algebra 40.1
(1976), pp. 75–96.
[8] E. T. Cline, B. J. Parshall, and L. L. Scott. Reduced Standard Modules and Cohomology.
Transactions of the American Mathematical Society 361.10 (2009), pp. 5223–5261.
[9] P. W. Donovan and M. R. Freislich. The indecomposable modular representations of certain
groups with dihedral Sylow subgroup. Mathematische Annalen 238.3 (1978), pp. 207–216.
[10] L. Dornhoff. Group Representation Theory. Part A, Ordinary Representation Theory. Mono-
graphs and Textbooks in Pure and Applied Mathematics. New York: M. Dekker, 1971.
[11] K. Erdmann. Blocks of tame representation type and related algebras. Vol. 1428. Springer,
2006.
[12] P. Fong and R. J. Milgram. the Simple Groups G2(q) and
3D4(q). Group Representations:
Cohomology, Group Actions, and Topology: Summer Research Institute on Cohomology,
Representations, and Actions of Finite Groups, July 7-27, 1996, University of Washington,
Seattle 63 (1998), p. 221.
[13] R. M. Guralnick. “The dimension of the first cohomology group”. Representation Theory
II Groups and Orders. Springer, 1986, pp. 94–97.
[14] R. M. Guralnick and C. Hoffman. “The first cohomology group and generation of simple
groups”. Groups and geometries. Springer, 1998, pp. 81–89.
[15] R. M. Guralnick, W. M. Kantor, M. Kassabov, and A. Lubotzky. Presentations of Finite
Simple Groups: Profinite and Cohomological Approaches. Groups, Geometry, and Dynam-
ics 1.4 (2007), pp. 469–523.
[16] R. M. Guralnick and P. H. Tiep. First Cohomology Groups of Chevalley Groups in Cross
Characteristic. Annals of Mathematics 174.1 (July 2011), pp. 543–559.
[17] R. M. Guralnick and P. H. Tiep. Low-dimensional Representations of Special Linear Groups
in Cross Characteristics. Proceedings of the London Mathematical Society 78.1 (1999),
pp. 116–138.
[18] R. M. Guralnick and P. H. Tiep. Sectional rank and Cohomology. Journal of Algebra (2019).
[19] F. Lu¨beck. Computation of Kazhdan–Lusztig polynomials and some applications to finite
groups. arXiv preprint arXiv:1610.07055 (2016).
20
[20] A. Lubotzky. Pro-finite presentations. Journal of Algebra 242.2 (2001), pp. 672–690.
[21] A. E. Parker and D. I. Stewart. First cohomology groups for finite groups of Lie type in
defining characteristic. Bulletin of the London Mathematical Society 46.2 (2013), pp. 227–
238.
[22] L. L. Scott. Some new examples in 1-cohomology. Journal of Algebra 260.1 (2003), pp. 416–
425.
[23] C. A. Weibel. An Introduction to Homological Algebra. Cambridge Studies in Advanced
Mathematics. Cambridge University Press, 1995.
21
