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We study the ritial properties of a twodimensional Ising model with ompeting ferromagneti
exhange and dipolar interations, whih models an ultra-thin magneti lm with high outofplane
anisotropy in the monolayer limit. In this work we present a detailed alulation of the (δ, T ) phase
diagram, δ being the ratio between exhange and dipolar interations intensities. We ompare the
results of both mean eld approximation and Monte Carlo numerial simulations in the region of low
values of δ, identifying the presene of a reently deteted phase with nemati order in dierent parts
of the phase diagram, besides the well known striped and tetragonal liquid phases. We also found
that, in the regions of the phase diagram where Monte Carlo simulations display nemati order,
the mean eld approximation predits hybrid solutions omposed by stripes of dierent widths.
Another remarkable qualitative dierene between both alulations is the absene, in this region
of the Monte Carlo phase diagram, of the temperature dependeny of the equilibrium stripe width
predited by the mean eld approximation.
PACS numbers: 75.70.Kw,75.40.Mg,75.40.Cx
Keywords: ultra-thin magneti lms, Ising model
I. INTRODUCTION
Many ultrathin magneti lms, like e.g. Co/Cu,
Co/Au, Fe/Cu, undergo a reorientation transition at a
temperature TR; for temperatures below TR the spins
align preferentially in a diretion perpendiular to the
lm, while above TR they align in a magnetized state
parallel to the plane of the lm
1,2,3
. This reorienta-
tion transition is due to the ompetition between the
in-plane part of the dipolar interation and the surfae
anisotropy
4
. Furthermore, in the range of temperatures
where the magnetization points out of the plane, the om-
petition between exhange and dipolar interation auses
the global magnetization to be eetively zero but in-
stead striped magneti domain patterns emerge
2,3,5
. In
the limit of a monolayer lm, the following dimensionless
Ising Hamiltonian emerges as a minimal model to de-
sribe many of the relevant physial properties of those
materials
3
:
H = −δ
∑
<i,j>
SiSj +
∑
(i,j)
SiSj
r3ij
(1)
where δ stands for the ratio between the exhange J0 > 0
and the dipolar Jd > 0 interations parameters, i.e.,
δ = J0/Jd. The rst sum runs over all pairs of near-
est neighbor Ising spins Si = ±1 in a square lattie and
the seond one over all distint pairs of spins of the lattie
(every pair is ounted one); rij is the distane, measured
in rystal units, between sites i and j and the energy is
measured in units of Jd. In spite of intense theoreti-
al work
3,6,7,8,9,10,11,12,13,14,15
, there are still many im-
portant open questions regarding the ritial properties
of this model. A detailed understanding of those ritial
properties is the ornerstone of the theoretial framework
needed to explain omplex phenomena in ultrathin mag-
neti lms, suh as the reently observed inverse transi-
tion in Fe on Cu lms
5
.
The main diulties to analyze the ritial properties
of this model are related to the long range harater of
the dipolar interations, whih ombined with the frus-
tration derived from the ompetition between intera-
tions, adds to any theoretial approah an extra degree
of omplexity. Then, even the simplest approah, namely
mean eld approximation (MF), leads to an innite num-
ber of oupled equations that, exept for some partiular
situations annot be solved exatly. For instane, in an
early work Czeh and Villain
6
derived an exat expres-
sion for the MF ritial temperature between the disor-
dered and the modulated (striped) phases; however, for
subritial temperatures the determination of any prop-
erty must rely on numerial solutions of the mean eld
equations or further ansatz has to be introdued
16
to ob-
tain approximated solutions of the MF equations. An ex-
ample is the temperature dependeny of the equilibrium
stripe width; being experimentally aessible
16
, reliable
theoretial preditions of this property ould be very im-
portant to understand the basi mehanisms behind the
omplex behavior observed in these materials. Though
MF is a powerful theoretial tool, it is known that, even
when the orresponding equations an be solved exatly,
negleting utuations an introdue qualitative hanges
in the ritial behavior. Therefore, it is important to
ompare MF preditions with those obtained by other
methods, in order to establish the limits of validity of
the approximation.
A natural way to hek the mean eld preditions is
to ontrast them with Monte Carlo (MC) simulations.
However, the long range order nature of the dipolar in-
2terations makes it very diult to simulate large sys-
tem sizes. The ground state stripe width h is the natural
length sale in these problems. Hene, in order to avoid
strong nite size eets, the simulations must be arried
out for system sizes L≫ h; this restrits the simulations
to situations in whih h is muh smaller than the ex-
perimentally observed values (typial values of the stripe
width in Fe on Cu lms, for instane, are of the order
16,17
of 1µm, whih orresponds roughly to h = 4000 lattie
onstants). Sine the ground state value of h inreases
exponentially with
18 δ, the values of δ available for simu-
lations are about of one order of magnitude smaller then
the realisti values.
In this work we arry out a detailed analysis of the
equilibrium phase diagram of this model in the (δ, T )
spae for low values of δ, i.e., for 0 ≤ δ ≤ 4, whih
orresponds to stripe widths h ≤ 7. By extending the
Czeh and Villain
6
MF approah to the low tempera-
ture region of the phase diagram, we performed in se-
tion II a detailed analysis of the dierent transition lines
between striped states, by solving numerially the MF
equations. Those results are ompared in setion III with
MC simulations that rene previous results
7,10,11,13,14,15
and extend them to other regions of the phase diagram.
Our results show that, at least in the analyzed region
of the phase diagram, several disrepanies are observed
between both phase diagrams, whih are disussed in se-
tion IV.
II. MEAN FIELD PHASE DIAGRAM
The Hamiltonian (1) an be rewritten as
H = −1
2
∑
i,j
Jij SiSj (2)
where
Jij =


δ − 1 if i, j are nearest neighbors
0 if i = j
− 1
r3
ij
otherwise
(3)
A straightforward way to derive a mean eld theory
for this Hamiltonian is the usage of the variational MF
free energy per partile
19
:
fmf =
1
N
〈H〉ρ +
1
βN
〈ln ρ〉ρ (4)
whereN = L×L is the system size, we have taken kB = 1
and the averages are taken using the independent parti-
le density matrix ρ =
∏
i ρi; the one partile density
matries are subjeted to the onstraints:
∑
Si=±1
ρi = 1
∑
Si=±1
Siρi = mi.
Using the loal order parameters mi as variational pa-
rameters we obtain the free energy funtional
fmf [{mi}] = − 1
2N
∑
i,j
Jij mimj +
1
2βN
∑
i
[(1 +mi) ln (1 +mi) + (1−mi) ln (1−mi)] (5)
Minimizing Eq.(5) respet to the order parameters mi
leads to the set of MF equations
mi = tanh

β N∑
j=1
Jijmj

 i = 1, . . . , N (6)
Assuming periodi boundary onditions, we introdue
the Fourier transforms
mi =
1√
N
∑
~k
mˆ~k e
i~k.~ri
(7)
Jˆ(~k) =
∑
i
J0i e
−i~k.(~ri−~r0)
= 2 δ(coskx + cos ky)−
∑
i
1
r3ij
cos (~k.~rij) (8)
where ~ri is the position vetor of site i, ~rij ≡ ~ri − ~rj ,
mˆ
−~k = mˆ
∗
~k
and the wave vetors
~k are restrited to the
rst Brillouin zone. Expanding the logarithms, Eq.(5)
an be rewritten as
3fmf =
1
2N
∑
~k
(
T − Jˆ(~k)
) ∣∣mˆ~k∣∣2 + 1βN
∑
i
∞∑
j=2
(
1
2j − 1 −
1
2j
)
m2ji (9)
FIG. 1: Equilibrium stripe width as a funtion of δ at T = 0.
Filled irles indiate the values of delta at whih two adjaent
striped ongurations take the same energy.
whih has the form of a Landau expansion. From this
expression it is immediate that a seond order transition
between the disordered phase ,mˆ~k ≡ 0 ∀~k, and an ordered
phase, with nonzero order parameters, happens at the
ritial temperature
6
:
Tc = max
~k
Jˆ(~k) (10)
We alulated Tc(δ) by solving Eq.(10) numerially.
Eqs.(6) an now be written as
mi = tanh

 β√N
∑
~k
mˆ~k e
i~k.~ri Jˆ(~k)

 i = 1, . . . , N.
(11)
We analyzed numerially the solutions of Eqs.(11) for
temperatures T < Tc and 0 < δ ≤ 4. In partiular, we
analyzed the solutions that share the symmetries of the
dierent ground states, namely, antiferromagneti and
striped solutions. For δ < 0.425 the ground state is
antiferromagneti
7
, while for δ > 0.425 the ground state
is omposed by stripes of width h(δ). For large values of
δ we have7 h(δ) ∼ eδ/2; for small values of δ the equi-
librium values of h an be easily evaluated numerially
by omparing the energies of dierent striped ongura-
tions of inreasing nite system sizes (they onverge very
quikly). h(δ) is shown in Fig.1, where we see that it
attains the asymptoti exponential behavior for rather
small values of δ.
At low but nite temperatures, the loal magnetiza-
tion inside the stripes derease, i.e., |mi| < 1. Let us
onsider, for instane, a vertial striped state of width h.
We demand the solutions of Eqs.(11) to satisfy the on-
ditions: m(x+h,y) = −m(x,y) ∀x, y and m(x,y) = m(x,y′)
∀y, y′. This restrits the harmonis in Eq.(7) to those
satisfying (kx, ky) = (±(2l + 1)π/h, 0), with l an integer
suh that 2l+1 ≤ h. For instane, for h = 1 we only have
kx = π; for h = 2 we have kx = ±π/2; for h = 3 we have
kx = ±π/3, π; et. In other words, for a stripe solution
of width h we have h independent omplex amplitudes
mˆ~k. In order to obtain pure real solutions we must im-
pose mˆ∗~k = mˆ−~k. Replaing those onditions into Eqs.(7)
and (11) leads to a set of h non-linear algebrai equa-
tions for the amplitudes that an be solved numerially.
To solve those equations we must evaluate Jˆ(kx, 0) from
Eq.(8). A suitable approximation for that funtion is (see
Appendix A)
Jˆ(kx, 0) ≈ 2 δ (cos kx+1)−k2x+2π|kx|−
2π2
3
−2 ζ(3) (12)
where ζ(x) is the Riemann zeta-funtion. For the anti-
ferromagneti solution m(x,y) = m0(−1)x+y we have to
ompute
Jˆ(π, π) = −4 δ + 3 ζ(3)− 4
∞∑
x=1
(−1)x
∞∑
y=1
(−1)y
(x2 + y2)
3
2
(13)
where the last term is alulated numerially. We alu-
lated the MF stripe solutions for h = 1, . . . , 6 for a wide
range of values of (δ, T < Tc). To disriminate whether
they are atually minima we analyzed the seond deriva-
tives of the free energy. For every value of h we rst ana-
lyzed the stability of the solutions, that is, for every value
of δ we alulated the temperature Ts(δ) above whih non
trivial solutions of the above desribed type ease to ex-
ist. This an be done by linearizing the orresponding set
of equations around mˆ~k = 0 and demanding the ondi-
tion of nontrivial solution, i.e., zero determinant of the
linearized equations; this leads to the expression
Ts(δ, h) = Jˆ
(π
h
, 0
)
(14)
The stability lines are shown in Fig.2, together with
Tc(δ). It an be seen that for large values of δ the
stability lines aumulate near the order-disorder tran-
sition line Tc(δ), implying an inreasingly large number
of metastable states as δ inreases. Another remarkable
fat, is the presene of regions near Tc(δ) where no striped
4solutions exists (see Fig.2). In those regions another type
solutions appear, whih are omposed by parallel ferro-
magneti stripes of dierent widths. We alled them
hybrid states. The hybrid states, whih we denote by
< hn11 h
n2
2 . . . h
nl
l >, following the notation of Selke and
Fisher
20
for the axial next-nearest-neighbor Ising model
(ANNNI), onsists in the periodi repetition of a funda-
mental pattern omposed by n1 stripes of width h1 (with
opposite orientation), followed by n2 stripes of width h2
and so on. The regions where the hybrid states appear
are shown in the MF phase diagram presented in Fig.3.
The boundaries between ordered phases (orresponding
to rst order transitions) where determined by ompar-
ing the free energies of the dierent solutions (striped and
hybrid) using Eq.5; they are shown by dashed lines in
Fig.3. We found that the hybrid states appear through a
sort of branhing proess near the boundary between two
stable striped solutions as the temperature approahes
Tc from below. For instane, the transition line between
the striped phases h = 1 and h = 2 ends in a triple
point where a stable phase < 1 2 > appears between
them; as we inrease δ the transition line between the
striped phase h = 2 and the hybrid one < 1 2 > bifur-
ates in a new triple point giving rise to the appearane
of a < 1 22 > phase between the < 1 2 > and the h = 2
and so on (see inset of Fig.3). As the temperature in-
reases more ompliated hybrid states proliferate (we
just show a few of them in Fig.3 as an example), in a
ompletely analogous way as in a related model, namely,
the three dimensional Ising model with ompeting short
range ferromagneti interations and long range Coulomb
interations
21
. The MF phase diagram of that model is
very similar to that of the present one, the striped states
being replaed by lamellar ones.
Finally, we found evidenes that the proliferation of
hybrid states also happens near the boundary between
striped phases with larger widths (for instane, 3 and
4), but they appear very lose to Tc and the omputa-
tional eort needed to obtain an aurate estimation of
the phase boundaries beomes very high.
III. MONTE CARLO PHASE DIAGRAM
Dierent parts of the phase diagram of this model
were analyzed by dierent authors using MC numeri-
al simulations, for small values of δ and small system
sizes
7,8,10,12,14,15
. In this setion we extend those results
to other parts of the phase diagram and to larger sys-
tem sizes (in some ases), in order to obtain a omplete
desription of the small-δ phase diagram that an be om-
pared with the MF phase diagram.
The MC results were obtained using heat bath dynam-
is on N = L×L square latties with periodi boundary
onditions (Ewald sums were used to handle it
3
). We an-
alyzed the equilibrium behavior of dierent quantities for
system sizes running from L = 24 to L = 84; the max-
imum size used for eah quantity were hosen aording
0 1 2
δ
0
1
2
3
4
T
No Stripe Solution
h = 1
h =
 2
h =
 3
FIG. 2: Stability lines Ts(δ, h) for the MF striped solutions at
nite temperatures (dashed). Full line: ritial temperature
Tc(δ).
0 2 4
δ
0
2
4
6
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T
AF 1
2 3
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<122>
<122>
Hybrid States
1 2
1.1 1.2 1.3 1.4
δ
0.5
1T
FIG. 3: Mean eld phase diagram. The numbers in the low
temperature region indiate the equilibrium stripe width h
of the phases. Dashed lines orrespond to rst order phase
transition between ordered phases,; the full line orresponds
to the ritial temperature Tc(δ). Inset: zoom of the hybrid
region near the boundary between the striped phases h = 1
and h = 2.
to the assoiated omputational eort.
The rst quantity we alulated was the orderdisorder
transition temperature as a funtion of δ, whih we alled
T
(2)
c (δ) (analog to Tc(δ) in the MF ase). This quantity
was determined by means of the spei heat
C(T ) =
1
NT 2
(〈
H2
〉− 〈H〉2) (15)
where 〈· · · 〉 stands for a thermal average. For some values
of δ we also alulated the fourth order umulant
5V (T ) = 1−
〈
H4
〉
3 〈H2〉2 (16)
to haraterize the order of the phase transition.
At intermediate high temperatures (lose to the order
disorder transition and above it) this system presents a
partially disordered phase with broken orientational or-
der alled tetragonal liquid
3,8,12,13,14
. It is haraterized
by domains of stripes with mutually perpendiular ori-
entations forming a kind of labyrinthine struture. At
higher temperatures these domains ollapse and the sys-
tem rosses over ontinuously to a ompletely disordered
phase (paramagneti), without a sharp phase transition
between them
3
. While the existene of the tetragonal
liquid phase has been learly established by MC simula-
tions, it is ompletely absent in the MF approximation
(we disuss this point in setion IV). MC simulations
also showed reently
14
that for δ = 2 an intermediate
phase with nemati order is present between the tetrag-
onal liquid and the striped phase. The nemati phase is
haraterized by positional disorder and long range orien-
tational order and is onsistent with one of the two pos-
sible senarios predited by a ontinuum approximation
for ultrathin magneti lms in Refs.
22,23
. The presene
of the nemati phase is reeted (among several man-
ifestations) in the appearane of two distint maxima
at dierent temperatures in the spei heat, assoiated
with the stripenemati and the nematitetragonal liq-
uid phase transitions respetively. On the other hand,
it was shown that for δ = 1 the spei heat present
a unique maximum, onsistent with a diret transition
from the tetragonal liquid to the striped phase
14
, sug-
gesting that the nemati phase is only present for some
range of values of δ. We will all T
(2)
c the temperature
of the high temperature peak of the spei heat, when-
ever it presents two peaks, or the temperature of the
unique peak if only one is present (for the system sizes
onsidered and between the preision of the alulation).
We will all T
(1)
c the temperature of the low temperature
peak of the spei heat, when it presents two peaks.
While the alulation of T
(2)
c is relatively easy, the al-
ulation of T
(1)
c is muh more ompliated and subtle,
as it will be disussed below. T
(2)
c was alulated for
dierent values of 0 ≤ δ ≤ 4.2 using the following simu-
lation protool: for eah value of δ we let rst the system
thermalize at a high enough temperature (suh that it is
in the disordered phase) during 105 Monte Carlo Steps
(MS); after that, we alulated the spei heat for de-
reasing temperatures, down to a temperature well below
the transition region. For every temperature we took the
nal onguration of the previous one and disarded the
rst 2 × 104 MCS for thermalization and averaged over
105 MCS. Every urve was averaged then over 40 inde-
pendent runs. This alulation was performed for system
sizes L ∼ 50 for all the values of δ, in order to make the
nite size bias omparable (for every value of δ we hoose
0 1 2 3 4
δ
0
1
2
T
Tetragonal Liquid
No Stripe Solution
T
c
(2)
h = 1
h = 2
h = 3
h = 4
h = 5
FIG. 4: (Color on-line) Order-disorder transition temperature
T
(2)
c (δ) and striped stability lines Ts(δ) for dierent values of
h (see text for details).
the loser value of L ommensurated with the modula-
tion 2h of the orresponding ground state width). The
results are shown by triangles joined by a ontinuous line
in Fig.4. The order of the assoiated phase transition
will be disussed in setion IV.
We next alulated the stability of the striped phases
in dierent parts of the phase diagram. It was shown
in Ref.
10
that the striped phases an remain in a meta-
stable state for values of δ suh that the equilibrium
ground state width orresponds to a dierent stripe
width. Following the same proedure as in Ref.
10
we
analyzed the striped staggered magnetization
mh =
1
N
〈∣∣∣∣∣
∑
x,y
(−1)fh(x) Sx,y
∣∣∣∣∣
〉
(17)
where
3 fh(x) = (i − mod(x, h))/h and x, y = 1, . . . , N .
This quantity takes the value one in a ompletely or-
dered vertial striped state of width h and zero in a
disordered state (paramagneti, tetragonal or nemati).
Starting from an initially ordered vertial striped state
at zero temperature we inrease the temperature up to
high temperatures, averagingmh at every step and using
a similar proedure as for the alulation on T
(2)
c , but av-
eraging over 106 MCS for every temperature to diminish
metastability eets (see disussion below). We repeated
this alulation for dierent values of δ for eah value of
h; for every value of δ the urvemh(T ) was averaged over
25 independent runs. Typial urvesmh(T ) are shown in
Fig.5 for dierent values of h and δ. From these urves we
estimated the stability lines Ts(δ) (i.e., the temperature
above whih mh = 0) for h = 1, ..., 5 and 0 < δ < 4.1.
The stability lines are shown in Fig.4
As in the MF ase, we observe the existene of regions
below T
(2)
c where no stable striped solutions exist, at least
60 0.5 1 1.5
T
0
0.5
1
m
h
FIG. 5: Staggered magnetization for dierent δ and h values:
h = 2, δ = 3.4 and L = 60 (×); h = 3, δ = 4.1, and L = 48
(⋄); h = 5, δ = 2.9 and L = 40 (◦).
up to δ = 3; for values of δ > 3 the data beomes very
noisy (probably due to nite size eets) and the large
error bars do not allow to identify learly those regions for
the present system sizes. We found that the equilibrium
phase in those regions is a nemati one, instead of an
hybrid state, as in the MF ase (we heked the possible
presene of hybrid states in those regions and they always
deay after a short time into a nemati one). The nemati
phase is haraterized by an algebrai deay of the spatial
spin-spin orrelations in one of the oordinate diretions
and an exponential deay in the other. This an be study
through the struture fator (Fourier transform of the
orrelation funtion):
S(~k) ≡
〈∣∣∣Sˆ~k∣∣∣2
〉
(18)
where Sˆ~k =
1
N
∑
i Si e
−i~k~ri
. Cannas et al
14
alulated an
approximate expression for the nemati phase struture
fator:
S(~k) ≈ δky,0
2
√
N
(
λ
(kx − k0)2 + λ2 +
λ
(kx + k0)2 + λ2
)
(19)
We ran simulations for L = 72 and dierent δ values in
the unovered regions. The system was slowly heated
from zero temperature using the same proess desribed
above, up to a temperature in the unovered region,
where we alulated S(~k) by averaging over 2×105 MCS.
The typial observed behavior of S(~k) is shown in Fig.6,
together with Lorentzian ttings using Eq.(19); two typ-
ial spin ongurations in orresponding regions an be
seen in Fig.7 (ompare with the results of Ref.
14
).
Following the same steps as in the MF ase, we alu-
lated next the transition lines between dierent phases
0 2
k
x
0
0.1
0.2
0.3
0.4
S(
k x
,
0)
δ=2.1, Τ=0.78
δ=2.7, Τ=1.12
FIG. 6: Struture fator for a L = 72 system with
δ = 2.1, T = 0.78, (◦) and δ = 2.7, T = 1.12 (⋄). Continuous
lines orrespond to ttings using (19): for δ = 2.1, T = 0.78,
we obtained λ = 0.033, k0 = 1.39, for δ = 2.7, T = 1.12,
λ = 0.0149, k0 = 0.947. S(0, ky) = 0 ∀ky in both ases.
FIG. 7: Typial nemati spin ongurations for L = 72. (A)
δ = 2.10, T = 0.78; (B) δ = 2.70, T = 1.12.
at low temperature. The transition lines were obtained
by omparing the free energies of the striped phases of
widths h and h+1. The system size was hosen in these
alulations to be a multiple of both 2h and 2(h + 1).
In what follows we will assume that the free energy of a
metastable state an be obtained by following a ther-
modynamial path (that is, a lose sequene of equili-
brated states) from a thermodynamially stable referene
state. To alulate the free energy of a striped phase of
width h we rst omputed the internal energy per spin
u(T, δi) ≡ 〈H〉 /N along a quasi-stati path from an ini-
tially low temperature T0 up to a working temperature
T < Ts(δi) keeping δi onstant and taking the initial spin
onguration of a given temperature as the nal ong-
uration of the previous one; the value of δi was hosen
well separated from the border value at zero temperature
between the striped phases of widths h and h + 1. The
7free energy was then obtained by numerially integrating
the thermodynami relation
βfh(β, δi) = β0 fh(β0, δi) +
∫ β
β0
u(β′, δi)dβ
′, (20)
where β = 1/T and β0 = 1/T0. One we arrive to the
nal onguration at (T, δi) we perform a seond quasi-
stati path at onstant temperature, by slowly hanging
δ, up to a nal value δf orresponding to a striped ground
state of width h + 1. Along this path we measure the
average exhange energy
uex(β, δ) ≡ − 1
N
〈 ∑
<i,j>
SiSj
〉
(21)
From the expression
f = − 1
Nβ
logZ (22)
where Z is the partition funtion, is easy to see that
∂f
∂δ
= uex(β, δ). (23)
Hene, the free energy along the last path an be obtained
by numerially integrating the equation
fh(β, δ) =
∫ δ
δi
uex(β, δ
′) dδ′ + fh(β, δi) (24)
Repeating the same proedure for the striped phase
h + 1, but following the seond path in the inverse
sense (i.e., dereasing δ from δf down to δi) we alu-
lated the free energy fh+1(β, δ) at the same tempera-
ture. The transition point δt(T ) is obtained from the
equation fh(β, δt) = fh+1(β, δt). We alulated the rst
order transition lines between striped phases up to h = 6.
The results are shown in the MC phase diagram of Fig.8
(the transition lines between the AF and the h = 1 and
between the h = 1 and h = 2 phases were already alu-
lated in Ref.
10
; we put it here for ompleteness). Notie
that all the alulated transition lines are almost inde-
pendent of T , at variane with the MF predition.
We next analyzed the transition temperature T
(1)
c be-
tween the nemati and the striped phases. In order to
hek whether the stability lines Ts(δ) an be used to es-
timate T
(1)
c , we analyzed the behavior of the spei heat
and fourth order umulant Eqs.(15) and (16) around the
regions below T
(2)
c where no striped states exist. The
simulation protool used to determine T
(2)
c is ompletely
unable to detet the low temperature transition at T
(1)
c .
This is beause free energy barriers assoiated with both
FIG. 8: (Color on-line) Monte Carlo phase diagram. The
numbers indiate the equilibrium width of the low tempera-
ture striped phases. The order of the dierent phase transi-
tion lines are indiated in the inset (see text for details). The
ontinuous lines are a guide to the eye.
transitions for the system sizes here onsidered are larger
around T
(1)
c than around T
(2)
c , as was shown in Ref.
14
.
Indeed, a rough estimation of the average times needed
by the system to jump the free energy barrier between
the striped and the nemati phases are of the order of the
millions of MC, thus generating a strong meta-stability
when the average times are of the order of 105 MCS24. In
Ref.
14
it was shown that an aurate estimation of T
(1)
c
for δ = 2 requires, for every temperature, average times of
the order of 2×108 MCS. However, we veried that an av-
erage time of 5×107 is enough to determine T (1)c between
the error bars we are using in the present alulation (al-
though suh time sales are not enough to determine the
height of the spei heat maximum with preision and
therefore to allow a nite size saling analysis). In order
to save omputational eort, we used the following pro-
edure for xed values of δ around the regions of interest:
rst we ran the same simulation protool as for T
(2)
c down
to low temperatures and repeated it for the same param-
eter values, but heating from a low temperature up to
high temperatures and taking as initial onguration the
ordered striped state. In both ases we alulated the
internal energy u(T ) along the path. This allowed us to
determine the approximated loation of T
(1)
c , by looking
at the temperature range where the internal energy ex-
hibit meta-stability
24
. Then we alulated C and V for
a limited set of temperatures in that region, by taking
averages for eah temperature over a single MC run of
5 × 107 MCS. In order to get a more aurate estima-
tion of T
(2)
c for the same values of δ we also repeated the
latter alulation for temperatures around the previous
estimation of T
(2)
c taking averages over 107 MCS. These
alulations were performed for δ = 2.1 and 2.25 (near
the h = 1 − h = 2 border with L = 48. The behavior of
8FIG. 9: Spei heat and fourth order umulant as a funtion
of T for δ = 2.25 and L = 48.
C and V for δ = 2.25 is shown in Fig.9 (ompare with
the results of Ref.
14
). We veried that the loation of the
low temperature peak of C oinides between the error
bars with the value of Ts(δ) for the same values of δ. The
values of T
(1)
c for δ = 2 (from Ref.14), δ = 2.1, 2.25 (from
the above alulation) and δ = 2.7, 2.8, 2.9 (estimated
from the stability lines) are shown by diamonds in the
MC phase diagram of Fig.8. Reliable alulations of T
(1)
c
for larger values of δ would require system sizes that are
out of the present omputational apabilities.
IV. DISCUSSION
We have presented a detailed alulation of the nite
temperature phase diagram of the Ising dipolar model in
the range 0 ≤ δ ≤ 4, whih allow striped ground state
ongurations of width up to h = 7. We ompared the
preditions of MF approximation with extensive MC nu-
merial simulations. Although the overall appearane of
both phase diagrams looks similar, several dierenes are
remarkable.
The rst dierene to be notied is the absene of ne-
mati and tetragonal order in the MF approximation.
This results from the fat that both phases are spatially
disordered, whih implies that
〈
Sˆ~k
〉
= mˆ~k = 0 ∀~k. The
harateristi features of those states, namely, the broken
rotational symmetry of the nemati state and the disrete
rotational symmetry of the tetragonal state an only be
observed when looking at the behavior of the spatial
orrelations, or equivalently, of the struture fator
3,14
Eq.(19). Sine utuations are negleted in the MF ap-
proximation it follows that S(~k) = mˆ~kmˆ−~k = 0 and
therefore the only possible spatially disordered solution
within this approximation is the paramagneti one. On
the other hand, the MF approximation presents hybrid
states solutions in the regions of the phase diagram where
MC predits only nemati order. Moreover, we veried
that hybrid states are unstable in that regions, suggesting
that (in the language of renormalization group) utua-
tions play the role of a relevant saling eld that turns the
MF hybrid xed points unstable towards nemati attra-
tors (in some sense, the hybrid states ould be the losest
state to a nemati one that an obtained when utua-
tions are negleted). This would be onsistent with the
fat that utuations, when inluded, an modify the
ontinuous nature MF predition for the phase transi-
tion between the high temperature disordered phase and
the low temperature ordered one: Hartree approxima-
tion applied to the ontinuous version of Hamiltonian
(1) predits a utuation indued rst order transition
any nite value of δ12, whih ontinuously fades out for
inreasing values of δ24. In fat, MC simulations show a
more omplex senario, where the nature of the order
disorder phase transition at T
(2)
c depends on the value of
δ.
Rastelli et al have shown that for δ = 0 the transi-
tion is indeed ontinuous and belongs to the universality
lass of the nearest neighbors Ising model
15
. They also
found a rather lear evidene of a seond order transition
for δ = 0.85, but with an unusual value for the ritial
exponent β15. However, Cannas et al have shown that
for δ = 1 the system presents a weak rst order phase
transition
14
. These results are onsistent with the pres-
ene of a seond order transition line for small values of
δ, that joins with ontinuous slope a rst order transition
line for larger values of δ at a triritial point somewhere
between δ = 0.85 and δ = 1 and the unusual ritial ex-
ponents at δ = 0.85 is probably due to a rossover eet
near the triritial point. There are also lear evidenes
that the transition is rst order for δ = 2 (Refs.12,14) and
δ = 1.7, 2.5 (Ref.15). The behavior of the fourth order
umulant observed in the present work for δ = 2.1 and
δ = 2.25 is also onsistent with a rst order transition.
For δ = 3 the results of Rastelli et al15 appear to suggest
that the transition beomes ontinuous again. However,
this is a matter of debate
24
and numerial results using
a ompletely dierent tehnique
13
for δ = 4.45 are also
onsistent with a rst order transition.
We also presented numerial evidenes of the presene
of an intermediate nemati phase between the disordered
and the striped ones in dierent parts of the phase dia-
gram. Although it seems that the nemati phase is only
loated near the border lines between striped states, the
presene of this phase in other regions in narrow ranges
of temperatures annot be exluded and larger system
sizes should be required to larify this.
9The existene of both type of senarios for relatively
large values of δ, namely one diret rst order transi-
tion from the striped phase to the tetragonal liquid or
two phase transitions with an intermediate nemati phase
would be in qualitative agreement with theoretial pre-
ditions based on a ontinuous approah
22,23
. It is worth
mention that Abanov et al
23
onjetured a seond order
nemati-tetragonal phase transition; sine their whole
analysis is based on mean eld arguments, the disagree-
ment with the MC results an be understood from the
utuation-indued nature of the transition (see the dis-
ussion in Refs.
12,14
). Regarding the order of the tran-
sition at T
(1)
c (δ), the situation is less lear. Cannas et
al
14
have shown for δ = 2 that, even the nite size sal-
ing is onsistent with a rst order transition, the energy
hanges ontinuously at T
(1)
c (δ) in the thermodynami
limit; this produes a saturation in the assoiated spe-
i heat peak, behavior that strongly resembles that
observed in a Kosterlitz-Thouless transition. That ould
be indiative of the emergeny of smeti order between
the nemati and the striped phases for larger system sizes
and would be in qualitative agreement with theoretial
preditions based on a ontinuous approah
22,23
. If that
would be the ase, probably our alulation of T
(1)
c (δ)
overestimates the true transition temperature, sine it
is known that the spei heat peak loates above the
KT transition temperature
19
, and therefore the nemati
phase would extend in larger regions of the phase dia-
gram. However, at the present level it is very diult to
improve this estimation due to nite size eets.
Regarding the low temperature behavior, a remarkable
predition of both MF and MC is the existene of an
inreasingly large number of striped meta-stable states
as δ inreases.
Finally, we found that, at variane with the MF pre-
dition, up to δ = 4 the transition lines between striped
phases are ompletely vertial, imply temperature inde-
pendene of the stripe width. This suggests the existene
of some large threshold value of δ, above whih wall u-
tuations makes the system to ross over to a "mean eld
regime", where it starts to exhibit temperature depen-
deny of the stripe width.
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APPENDIX A
When ky = 0 Eq.(8) an be written as
Jˆ(kx, 0) = 2 δ(cos kx + 1)− S(kx, 0) (A1)
with
S(kx, 0) ≡
∑
i
1
r3ij
cos (kxxi) (A2)
where xi is the x omponent of ~ri. This last term an be
rewritten as follows:
S(kx, 0) = 2
∞∑
x=1
cos (kxx)R(x) + 2 ζ(3) (A3)
with
R(x) ≡
∞∑
y=−∞
1
(x2 + y2)
3
2
(A4)
ζ(3) ≡
∞∑
y=1
1
y3
≈ 1.202 (A5)
where x, y represents the Cartesian oordinates of eah
site and ζ(x) is the Riemann zeta-funtion. R(x) an be
approximated by
6
R(x) ≈
∫ ∞
−∞
dy
(x2 + y2)
3
2
=
2
x2
(A6)
whih has an error of %1 in the worst ase (x = 1).
Inserting this in (A3) we get
S(kx, 0) ≈ 4
∞∑
x=1
cos (kxx)
x2
+ 2 ζ(3)
= k2x − 2π|kx|+
2π2
3
+ 2 ζ(3) (A7)
whih replaed in Eq.(A1) gives the expression (12).
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