We study m-dimensional
Introduction
Let σ : m → m ⊗ d and b : m → m be continuous functions, and W be one d-dimensional Brownian motion. It is well known that the following classical Itô SDE
dX(t) = σ (X(t)) dW t + b(X(t)) dt, X(0)
has a weak solution up to a lifetime ζ (cf. [10, 19, 21] ). And the SDE (1.1) has a unique strong solution under the assumption of σ and b satisfy the Lipschitz condition or locally Lipschitz condition plus linear growth condition via Picard iteration. Let X(x 0 , t) be the solution of the SDE (1.1). It is well known that the solution gives rise to a stochastic flow of homeomorphisms if the coefficients σ and b are globally Lipschitzian (cf. Kunita [11] ). We refer to [10] and [17] for the study of stochastic flow of homeomorphisms. Recently, Malliavin [16] , Airault and Ren [1] and Fang and Zhang [4] established stochastic flow of homeomorphisms of the circle S 1 . Many interesting phenomena for SDE with nonLipschitz coefficients have been elucidated in [12, 13] . In this work, inspired by the recent work of Gao and He [3] , Fang and Zhang [4, 5] , Airault and Ren [1] and Malliavin [16] , we study the following m-dimensional SDE for |x − y| c 0 1/e, where σ (x) 2 
dX(t) = ∞ i=1 σ i (X(t)) dW i t + b(X(t)) dt, X(0)
. When 0 ϑ = max{2α, β} 1, we recently established in [14] the nonexplosion, existence and uniqueness theorems and a large deviations principle of solutions of the SDE (1.2) by using stopping time and the Euler approximation techniques used in [5] . We shall prove that, when 0 ϑ = max{2α, β} < 1 and (−1) ϑ = 1, the solution of the SDE (1.2) admits a version X(x 0 , t) such that x 0 → X(x 0 , t) is a homeomorphism of m almost surely for all t > 0 if the coefficients σ i , i = 1, 2, . . . , and b satisfy the conditions (1.3)-(1.4) and are compactly supported. Our results state that, when α = n 2n+1 , β = 2n 2n+1 , n = 0, 1, 2, . . . , the unique strong solution can produce a stochastic flow of homeomorphisms. This paper is organized as follows. Section 2 is to give some preliminaries about stochastic flow, homotopy and stochastic integral with respect to countably many Brownian motions. In Section 3 we will establish non contact property of solutions of the SDE (1.2). Finally, in Section 4 we will devote to construction of stochastic flow of homeomorphisms.
Preliminaries
We first recall some basic facts about homotopy, which come from [2, 8, 9, 18] . Definition 2.1. Let F and G be continuous mappings from a topological space X to a topological space Y and let I = [0, 1], the unit interval. Then F is homotopic to G if there is a continuous mapping H (the homotopy) :
Let S m be m-dimensional sphere S m = {x ∈ m+1 : |x| = 1}. Then we have the following.
Proposition 2.1 (cf. [9,18]). Let f be a continuous map from S m to S m . If f is not onto, then it is a nullhomotopic.
Next we give notions about stochastic flow of homeomorphisms. Definition 2.2. Let {φ t (x, ω); t ∈ [0, +∞), x ∈ m } be a family of continuous maps from m into itself defined a given probability space (Ω, F, P). Then {φ t (x, ω); t ∈ [0, +∞), x ∈ m } is a stochastic flow of homeomorphisms means that there exists a null set N of Ω such that for any ω ∈ N c the family of continuous maps {φ t (·, ω): t ∈ [0, +∞)} satisfies the following properties: (ω) and φ 0 (ω) = I , identity map, where • denotes the composition of maps.
(
Finally we define stochastic integral with respect to countably many Brownian motions in the SDE (1.2). Let {W i } i 1 be an infinite sequence of independent standard d-dimensional Brownian motions defined on the probability space (Ω, F, P).
We assume that σ (x) < ∞ and |b(x)| < ∞ for any x ∈ m . Then we have the following: N 2 (t) 
then the cross variation of M and N is given by
for all t 0.
And the stochastic integral w.r.t. countably many Brownian motions has the following properties
(3) The Itô formula, B-D-G inequality and etc can be applied to such integral as same as the usual stochastic integral w.r.t. finite Brownian motions.
Therefore we have concepts of solutions to the SDE (1.2) as follows. Definition 2.3. Let (Ω, F, P) be the probability space and {F t } t 0 be a right continuous increasing complete family of sub σ -fields of F generated by
. If there exists an {F t } t 0 -adapted stochastic process {X(t), t 0} such that the SDE (1.2) holds P-a.s. and EX 2 (t) < +∞ ∀t 0, then the X is called a strong solution of the SDE (1.2). If X and Y are two solutions of the SDE (1.2) with same initial datum defined on same probability space (Ω, F, P), then P(X(t) = Y (t), for all t 0) = 1. We say that pathwise uniqueness holds for the SDE (1.2).
Non-contact property
This section is devoted to proving the non-contact property of solutions to the SDE (1.2), which is necessary to show that the unique strong solution X(x 0 , t) is one-to-one map from m to itself on outside of a null set of Ω in construction of stochastic flow of homeomorphisms. 2) via an approach used in [15, 20] . Fang and Zhang [7] obtained the property for the SDE (1.1) under general conditions via local time approach and composition techniques of auxiliary function with appropriate processes. we shall use the approach and techniques to prove the Theorem 3.1 for reader's convenience.
Theorem 3.1. Assume that there exist non-negative constants A and B such that the coefficients σ (x)
Proof. By Theorem 2.2 in [14] we let X(x 0 , t) and X(y 0 , t) be the unique solutions of the SDE (1.2) corresponding to x 0 and y 0 , respectively.
Then by using Itô formula
and stochastic contraction dξ(t) · dξ(t) is given by
where for any x ∈ (0, δ) and ϑ = max{2α, β} 1. Let 0 < ε < |x 0 − y 0 | < δ, define stopping times τ ε , τ , ζ and ζ ε by
Then τ ε ↑ τ as ε ↓ 0. We first prove that ξ(·) is positive almost surely on [0, ζ ], that is, P(τ < ζ ) = 0.
Using the Itô formula, (3.5) and (3.6)
by using (3.3) and (3.7) for all t > 0, {A 2 (t)} is a martingale by Lemma 2.1, therefore EA 2 (t) = 0. Using (3.3), (3.4) and (3.7)-(3.9) we obtain for t ζ ε
(3.13)
Hence, taking mathematical expectation at both sides of (3.10),
which, together with Gronwall Lemma, implies that
Consequently,
Letting ε → 0 in the last inequality,
and then t → +∞ we have
That is, ξ(·) is positive almost surely on [0, ζ ]. Now we want to show that ξ(t) is positive on [0, +∞).
To this end, we define a sequence of stopping times {T n } by
for n = 1, 2, . . . . Clearly, T n → +∞ almost surely as n → +∞. We know from the definition that ξ(·) is positive on [T 2n−1 , T 2n ]. By pathwise uniqueness, the solution X has strong Markov property, therefore starting from T 2n again and using the same argument as in the above proof on [0, ζ ] we can show that ξ(·) is also positive almost surely on [T 2n , T 2n+1 ]. Thus we complete the proof. 2
Stochastic flow of homeomorphisms
This section is to establish the stochastic flow of homeomorphisms to the SDE (1.2). To this end we first prepare here a series of lemmas that are necessary to prove that the unique solution X(x, t) is an one-to-one, onto map and has a continuous modification in two variables (x, t). 
Remark 4.1. From now on C denotes a generic nonnegative constant, which may be different from a line to another.
Proof. We assume that p > 1 because estimates (4.1) are obvious when p = 1. Since for x ∈ m , s, t ∈ [0, +∞) 
for all t > 0.
Proof. Define stopping time τ = inf{t > 0: |X(x, t)| R + 1} for |x| R + 1. Then for all t 0
X(x, t ∧ τ ) = X(x, t). (4.3)
In fact, X(x, t ∧ τ ) satisfies
Noting that
We have
These show that X(x, t) and X(x, t ∧ τ ) satisfy the same SDE (1.2) with same initial datum x. By pathwise uniqueness (4.3) holds. Hence |X(x, t)| R + 1 almost surely for all t > 0. Let
for all t > 0, |x| R + 1, |y| R + 1 and ε > 0. Then
We assume that p = 0 because the estimates (4.2) is obvious when p = 0. By the Itô formula and (4.4)
Since σ and b are bounded,
the first term of (4.5) is a martingale, therefore its mathematical expectation is zero. Thus taking mathematical expectation at both sides of (4.5), we obtain that if we denote E
by using (4.12)-(4.14), s(log 1/s) ϑ is concave on (0, 1/e) and Jensen inequality. Noting that if p < 0 then (log 1 ϕ(t) ) ϑ log ϕ(t) due to (−1) ϑ = 1 and ϕ(t) 1 for p < 0, we deduce from (4.15) that
, which, together with (4.15), implies that for p > 0
Solving (4.16) and (4.17), we get
The last two inequalities imply (4.2). Thus we complete the proof. 2 for |x| R + 1, |y| R + 1, t > 0 and s > 0.
Lemma 4.3. Assume that the coefficients σ (x)
Proof. Let p > 1 and ε tend to 0 in (4.2). Then we have for any x ∈ m and t > 0. Therefore by (4.21) and (4.22) it follows that Proof. By a simple computation we have
Taking mathematical expectation at both sides of (4.24) and using the Hölder inequality,
We know from Lemma 4.2 that A combinations of (4.25)-(4.28) yields
Thus we complete the proof. 2
Now we can prove the following result, which is the main result of this paper. 
Theorem 4.1. Assume that the coefficients
. By the pathwise uniqueness we see that
In this way we can get a continuous modification X(x, t) of X(x, t) on the whole space m × [0, +∞). We also denote the modification by X(x, t) if no confusion appears. Clearly it also satisfies the conditions (i) of Definition 2.2 because of the relation X(x, t + s, ω) = X(X(x, t), s, θ t ω) and the pathwise uniqueness. Secondly, we prove that the X(x, t) : m → m is one-to-one almost surely for all t > 0. Now Theorem 3.1 tells us that there exists a null set of Ω, say N , such that X(x, t, ω) = X(y, t, ω), ω ∈ N c = Ω − N , if x = y. Therefore, to show that X(x, t) has one-toone property on outside of a null set N of Ω, we have to prove that the null set does not depend on (x, y). almost surely. Since X(x, t) = x for |x| > R + 1, the X(x, t) : m → m is one-to-one on outside a null set of Ω for all t > 0.
Finally, we prove that the map X(x, t) : S m → S m is onto for all t > 0. Let m = m ∪ {∞}. Since the continuous modification X(x, t) = x for |x| > R + 1, it is also continuous at ∞. Therefore X(x, t) can be extended to a continuous map X(x, t) from m to m by setting X(∞, t) = ∞. Noting that m is homeomorphic to the sphere S m and X(x, t) is homotopic to the identity map X(x, 0). The X(x, t) is then a continuous map from S m to S m and is not nullhomotopic. By Proposition 2.1 it follows that the X(x, t) : S m → S m is onto, which, together with the step 2 above, implies that the X(x, t) is a homeomorphism of S m almost surely for all t > 0. Hence its restriction X(x, t) on m is also a homeomorphism of m . That is, X(x, t) satisfies the condition (ii) of Definition 2.2. Thus we complete the proof. 2
