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ABSTRACT
In recent years, carbon nanotubes have been the focus of much investigation.
One emerging area of this research is applying carbon nanotube materials
in microwave devices, particularly for sensing applications. In this thesis,
a brief overview of carbon nanotubes is given, along with a survey of some
current research in applying carbon nanotube materials in microwave sensing
applications. A bottleneck on this kind of research is often the high variabil-
ity of the electromagnetic properties in carbon nanotube materials. A new
characterization method is derived to determine the bulk electromagnetic
properties of vertically aligned carbon nanotube forests. This new method is
presented along with preliminary validation results.
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CHAPTER 1
INTRODUCTION
With advances in nanotechnology fabrication techniques, carbon nanotubes
are becoming more accessible for applied research in both industrial and
academic settings. As such, research has shifted from production of carbon
nanotubes (CNTs) to how they can be applied in new technologies. One area
that has seen significant attention is the use of CNTs and their composites
for sensing applications. There exist, however, many kinds of CNTs and
composites which can be produced by any number of methods. While the
general properties of some of these materials have been closely examined,
there is still a distinct disconnect between CNTs as experimental materi-
als and their role as mature, characterized materials for application-specific
designs.
In Chapter 2, an overview of the electromagnetic properties of materials
is given. Key properties, such as electric permittivity and magnetic perme-
ability are derived from simple arguments. More advanced implications of
material properties are also touched on.
In Chapter 3, a survey of the general physical, electrical, and chemical
properties of carbon nanotubes is presented. This is followed by a summary
of current work being done in applying carbon nanotube composite materials
in physical damage and chemical vapor sensing in Chapter 4.
Common methods for characterization of the electromagnetic properties
of a material are discussed in Chapter 5. The challenges of characterizing
certain kinds of carbon nanotube materials, particularly vertically aligned
carbon nanotube forests (VACNTs) are presented. This motivates the work
in Chapter 6, where a new characterization method is proposed and validated.
Preliminary results are reported for an experimental implementation of the
characterization, along with its limitations.
Chapter 7 includes conclusions as well as suggested future work to improve
the characterization method discussed in Chapter 6.
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CHAPTER 2
ELECTROMAGNETIC PROPERTIES OF
MATERIALS
The macroscopic electromagnetic properties of a material describe how the
particles and charges within that material interact with external electromag-
netic fields. In this chapter, an introduction to the physical significance of
general electromagnetic properties is given. Definitions for these properties
are presented from Maxwell’s equations and a brief derivation of simple forms
for each relevant quantity is given.
2.1 Macroscopic Maxwell’s equations
The set of equations describing macroscopic electromagnetic fields were first
compiled by J. C. Maxwell in 1865 [1]. In modern vector notation, assuming
time-harmonic dependence at an angular frequency ω, the differential forms
of these equations are written as
∇×H = jωD+ J (2.1)
∇× E = −jωB (2.2)
∇ ·D = ρ (2.3)
∇ ·B = 0 (2.4)
J = σE (2.5)
∇ · J = −jωρ (2.6)
2
B = µH (2.7)
D = εE (2.8)
All variables in equations 2.1-2.7 can be assumed to be functions of fre-
quency and are defined in Table 2.1.
Table 2.1: Definition of symbols
Symbol Value Units
E Electric field [V/m]
D Electric flux density [C/m2]
H Magnetic field [A/m]
B Magnetic field density [Wb/m2]
J Electric current density [A/m2]
ρ Electric charge density [C/m3]
ε Electric permittivity [F/m]
µ Magnetic permeability [H/m]
For the discussion of a material’s electromagnetic properties, equations 2.5,
2.8, and 2.7 are of particular interest. These are known collectively as consti-
tutive relations and they explicitly relate how a medium interacts with and
affects electromagnetic fields. Each constitutive relation separately describes
a field-matter interaction. Each of these interactions will be addressed indi-
vidually in the following sections. It should be noted that throughout this
work chiral media in which D and B depend on both E and H are not con-
sidered as they require an even more general set of constitutive relations and
are generally beyond the scope of the problems addressed here.
2.2 Electric permittivity and conductivity
A charge in the presence of an electric field undergoes acceleration caused
by the Lorentz force [2]. If a pair of closely spaced, opposite charges is con-
sidered, the charges will have opposite motions induced by the field. The
induced separation of these charges creates an electric dipole moment which
in turn introduces a field of its own. The total field then consists of the orig-
inal incident field and that produced by the induced dipole moment. This
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is known as the polarization flux, P. For a macroscopic material, the in-
duced field will contain coherent contributions from many dipoles within the
medium. Let the density of these dipoles (molecules with bound electrons)
per unit volume be denoted as N . Any inhomogeneity in the dipole den-
sity in the media will cause a divergent induced field and thus an effective
bound charge density as given by equation 2.3. Summing contributions of
this incident field with the polarization field in equation 2.3 one obtains
∇ · (ε0E+P) = ρf (2.9)
where ρf represents non-molecular charges. For this discussion only the
Lorentz force interactions are considered and as such the induced dipole
moments are linear in E such that
ε0E+P = ε0E+ ε0χeE (2.10)
and thus
D = ε0(1 + χe)E = εE (2.11)
where χe and ε are called the electric susceptibility and permittivity of the
medium, respectively. By analyzing the electrons in media as simple damped
oscillators driven by the Lorentz force (nucleus movement is negligible), one
can arrive at [2]
χe =
Ne2
ε0m
∑
j
fj
ω2j − ω2 + jωγj
(2.12)
where ωj are the natural frequencies of modes of motion for the electrons and
γj the damping constants of those modes. The oscillator strength factors fj
must sum to the number of electrons per molecule, Z – that is
∑
j
fj = Z (2.13)
Truly free electrons will have a natural frequency of zero such that ω0 = 0.
Substituting the above expression in equation 2.11 while separating the ω0
term in the summation in equation 2.12 and grouping the contributions from
other oscillations due to bound charges as εb gives
4
ε = ε0 (1 + χe) = εb − j Ne
2f0
mω(γ0 + jω)
(2.14)
By use of Ohm’s law, Ampere’s law, and the derived constitutive relations
given by equation 2.11 and equation 2.14 one can obtain
∇×H = jω
(
εb − j σ
ω
)
E (2.15)
where the conductivity has been identified and replaced as
σ =
f0Ne
2
m(γ0 + jω)
(2.16)
The conductivity σ is seen to be solely effected by the electrons which are
free to move in the medium at DC. Yet another form for ε can now be given
as
ε = ε′ − jε′′ − j σ
ω
(2.17)
where ε′ and −ε′′ are the real and imaginary parts, respectively, of εb. From
this form, it is readily apparent that a material’s permittivity (and thus the
relation between E and D in that medium) is dependent on three physi-
cal mechanisms: polarization of induced dipole moments of bound charges
(ε′), mechanical damping of those induced oscillations (ε′′), and free electron
motions (σ).
In low-loss materials, losses are typically specified by the electric loss tan-
gent, tan δ, defined as the ratio of the imaginary and real parts of the per-
mittivity.
tan δ =
= [ε]
< [ε] =
ε′′ + σ/ω
ε′
(2.18)
2.3 Magnetic permeability
Magnetic interactions within media are qualitatively analogous to electric
ones. The key difference, however, is the lack of magnetic charges and cur-
rents. In light of this difference, the magnetic permeability µ of a material
can be described by simple physical arguments much in the same manner as
was done for electric permittivity. A key point to remember though is that
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the physics of magnetic interactions within media is governed by quantum
mechanics. While the classical arguments used to describe µ are qualitatively
accurate, the classical model breaks down in the microscopic limit [3].
The classical approach to understanding magnetic interactions within ma-
terials begins with the concept that particles possess an inherent, quantized
angular momentum, or spin. While this phenomenon is best described by
quantum mechanics, it is sufficient to say here that this spin of the charged
electron can be represented by a small electric current loop. This small loop
in turn be represented by a magnetic dipole moment [4]. In the absence
of an external magnetic field, thermal motions cause the individual mag-
netic dipole moments of all the electrons in a (not permanently magnetized)
medium to be randomly oriented, nulling their collective effect. As an exter-
nal field is applied, the electron magnetic moments tend to align themselves
parallel (paramagnetism) or antiparallel (diamagnetism) to the external field
– inducing a small net magnetic field of their own. Assuming a simple linear
relation between the applied and induced fields, the strength of the induced
magnetic field can be quantified by a complex magnetic susceptibility χm as
B = µ0 (1 + χm)H (2.19)
Just as was done for electric permittivity, the effect of this magnetic suscep-
tibility can be written as an effective net permeability µ of the material.
µ = µ0(1 + χm) (2.20)
For diamagnetic materials µ < µ0 while for paramagnetic materials µ >
µ0. For most materials, the effect of χm is extremely small and can be
neglected, effectively making the material non-magnetic. Another class of
magnetic materials not discussed here are ferromagnets. These materials
have a much more complicated relation between B and H and can have
effective permeabilities on the order of 104. While ferromagnetic materials
find many uses in a wide range of applications, they are exceptions to typical
materials and are not discussed in further detail here.
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2.4 Causality implications on wideband material
properties
Prior to this section, all fields were expressed in terms of their Fourier com-
ponents. A function in time A˜(t) is related to time-harmonic Fourier com-
ponents A(ω) by
A˜(t) =
1√
2pi
∫ +∞
−∞
A(ω)ejwt dω (2.21)
and
A(ω) =
1√
2pi
∫ +∞
−∞
A˜(ω)e−jwt dt (2.22)
which are the forward and inverse Fourier transforms, respectively. A well-
known identity relates multiplication in the frequency domain to convolution
in the time domain as
C(ω) = A(ω)B(ω) (2.23)
C˜(t) =
1√
2pi
∫ +∞
−∞
A˜(t′)B˜(t− t′) dt (2.24)
Applying these transforms to the constitutive relation in equation 2.11 yields
D˜(t) = ε0
(
E˜(t) +
∫ +∞
−∞
χ˜e(t
′)E˜(t− t′) dt′
)
(2.25)
From this form, many interesting conclusions can be made. For brevity
here, only a few final results will be examined. A more detailed treatment can
be found in [2], upon which this subsection is heavily based. First, it should
be noted that the linear nature of Fourier transforms allows for the analysis
of the individual oscillatory mode contributions of χe(ω) toward χ˜e(t). Let
χje(ω) be the contribution to χe(ω) by the j
th mode in equation 2.12. Then
χ˜je can be readily evaluated as
χ˜je(t) =
Nfje
2
ε0m
e−γjt/s
sin νjt
νj
U(t) (2.26)
where U(t) is the Heaviside step function and the damped oscillating fre-
quency νj is defined as
7
νj =
√
ω2j −
γ2j
4
(2.27)
The inclusion of U(t) in equation 2.26 shows that at a given time t, only
values of E˜(t′) where t′ ≤ t contribute in the integral in equation 2.25. This
is an extremely important point as it rigorously validates our intuitive un-
derstanding of causality, that is: only fields from past times can affect fluxes
and charge motion in the present. This causal nature of χe, and thus ε(ω),
has important implications. Again, a detailed mathematical presentation is
given in [2] but here only main results are highlighted. The key points to
observe are:
1. ε(ω) is Hermitian symmetric in ω
2. ε(ω) is analytic in the upper half-ω plane
3. Owing to point 2, the real and imaginary parts of ε(ω), must be related
through the Kramers-Kronig relations [5]:
<[ε(ω)] = K + =[ε(ω)] ∗ 1
piω
(2.28a)
=[ε(ω)] = −<[ε(ω)] ∗ 1
piω
(2.28b)
The final point above is of particular importance for the characterization of
materials. In essence, if one can measure either <[ε(ω)] or =[ε(ω)] over wide
bandwidth, the unknown component of ε can be solved for using equation
2.28. This is also of use for the extrapolation of material parameters measured
over a finite bandwidth [6]. Work has been published using equation 2.28
to validate electromagnetic simulations using materials whose properties are
only specified over a finite bandwidth in ways that was not otherwise possible
[5], [7].
2.5 Anisotropic materials
In the preceding sections, the induced polarization and magnetization fields
were assumed to be isotropic and always in the direction of the incident
exciting fields. As such, material properties were given by single complex
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scalar values ε and µ. When a material interacts with fields in varying ways
depending on polarization, the medium is considered anisotropic. This can
arise from many physical processes such as crystal anisotropy, permanent
magnetization, and extremely small periodic feature size (meta-structures).
To account for these effects, the permittivity and permeability must be con-
sidered as complex tensors. For example, the constitutive relation in equation
2.8 is rewritten for a general anisotropic material as
D = ε¯ · E =
 1 + χ
e
xx χ
e
xy χ
e
xz
χeyx 1 + χ
e
yy χ
e
yz
χezx χ
e
zy 1 + χ
e
zz
 · E (2.29)
are more commonly as
D =
 εxx εxy εxzεyx εyy εyz
εzx εzy εzz
 · E (2.30)
The properties of ε¯ (and likewise µ¯) have direct implications on the nature
of a medium. The following general properties are given in simple terms
of a non-magnetic material (µ¯ = µ0) as constraints on ε¯ but can easily be
expanded to cover magnetic properties as well.
• A medium is isotropic if its permittivity tensor is diagonal and all
elements are equal, that is
ε¯ =
 εxx 0 00 εyy 0
0 0 εzz
 (2.31)
and
εxx = εyy = εzz (2.32)
• A medium is uniaxial if equation 2.31 holds but one element is dissim-
ilar to the other two, for example
εxx = εyy 6= εzz (2.33)
• A material is biaxial if equation 2.31 holds but all three elements are
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unique, i.e.,
εxx 6= εyy 6= εzz (2.34)
• A material is lossless if ε¯ is Hermitian symmetric, that is
ε¯ = ε¯† (2.35)
• A medium is reciprocal if ε¯ is symmetric, that is
ε¯ = ε¯t (2.36)
Thus, given a material’s permittivity tensor, its general electromagnetic
behavior can be readily inferred from the preceding points. There exist
many subsets of materials defined by the nature of their permittivity and
permeability tensors. These are not explored here, but an excellent analyti-
cal treatment of common anisotropic materials can be found in [4].
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CHAPTER 3
FUNDAMENTALS OF CARBON
NANOTUBES AND THEIR COMPOSITES
3.1 Basic properties of carbon nanotubes
The term carbon nanotube (CNT) refers to a class of carbon nanostructures
characterized by thin, cylindrical shapes. Conceptually, they consist of single-
atom thickness sheets of carbon (graphene) which have been rolled up and
closed to produce a hollow tube. This rolling and closing sequence is only
one of the ways that CNTs can be produced and is only brought up to
describe the general structure of CNTs. There are many variations in the
structure and properties of CNTs. Some CNTs have walls that are a single
layer of wrapped graphene while others may have multiple concentric walls.
These are known as single- and multi-walled carbon nanotubes (SWCNTs
and MWCNTs), respectively. Parameters that are typically used to describe
a certain CNT or family of CNTs are tube radius, length, and chirality.
Chirality relates the orientation of the graphene lattice in the CNT walls
with the dimension parallel to the length of the tube. A CNTs chirality is
often described by a chirality vector, C¯ = naˆ1 + maˆ2. Here m and n are
integers and aˆi are the graphene’s lattice basis vectors. The chirality of a
given CNT has direct consequences on its electronic properties. For instance,
two commonly discussed chiral orientations are armchair, where m = n, and
zigzag, where m = 0. CNTs of the armchair type are nearly always metallic.
When the condition that |m − n| = 3p (where p is an integer) is satisfied,
the CNT will display semiconductor-like behavior. The effects of a CNT’s
chirality are also modulated by the radius of the CNT. As the radius of the
CNT becomes smaller, the curvature of the graphene wall plays an important
role in the electronic system. A single-walled CNT with zigzag chirality is
shown in figure 3.1.
Investigation of carbon nanotubes (CNTs) has shown that they can pos-
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Figure 3.1: Chemical schematic of a zigzag chiral single-wall carbon
nanotube [8]
sess very unique physical and electrical properties. CNTs have very ten-
sile strengths and thermal conductivities as well as extremely high current-
carrying capacities, on the order of 109 A/cm2 [9]. Figure 3.2 shows an
atomic force microscopy image of and experiment where the current carrying
capacity of a single carbon nanotube is tested between two tungsten probes.
Due to the nanometer-scale periodic nature of CNTs, there exists a tight
coupling between the physical state of a CNT and its electrical properties.
Both theory and experiment show that mechanical deformation of the CNT
can have a direct effect on the electronic properties of the CNT [8]. This
points to an opportunity to utilize CNTs in a variety of devices and sensor
applications involving movement or deformation. Another aspect of CNTs
which is suggestive of sensing applications is the extremely high relative
surface areas in CNT materials. The single atom thickness of a CNT’s wall
leads to the effect that the CNT is all surface; which in turn yields excellent
adsorption of certain gases. It has been shown that the electrical properties
of CNTs are directly affected by the adsorption and release of gas molecules
at CNT walls [10].
There exist many kinds of CNT materials and composites, each with unique
properties. In some cases, CNTs can be grown by chemical vapor deposition
(CVD) to create a forest of vertically aligned CNTs (VACNTs). Other syn-
thesis methods involve growing a single CNT across metallic contacts in order
to examine its semiconducting properties. Composite materials typically con-
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Figure 3.2: Atomic force microscopy (AFM) image of a single carbon
nanotube under test between two tungsten leads [9]
sist of CNTs that have been, by some method, produced and then suspended
in some other host material. The tailoring of a composite’s physical and elec-
trical properties via changes in the quantity and type of CNTs inserted is
a topic of much research [11]. Host materials that have been investigated
range from epoxies, polymer matrices, concrete, and glasses.
3.2 Overview of carbon nanotube production by
chemical vapor deposition
In this research, the CNTs being investigated are in the form of a VACNT
forest grown by chemical vapor deposition (CVD) on a structural substrate,
similar to the sample seen in figure 3.3. To create a VACNT forest a substrate
is first coated with a thin metallic layer that will provide nucleation sites for
growing CNTs. This nucleation layer is typically either a ferrous alloy or a
pure metal such as gold, silver, copper, or aluminum. The substrate is then
inserted into a CVD reactor where it is exposed to gases which enable the
growth of CNTs. The addition of a thin crystalline layer (such as silicon or
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gallium arsenide) between the structural substrate and the nucleation layer
promotes a more consistent vertical CNT alignment. The height of the forest
can be tailored by the CVD exposure time.
Figure 3.3: A vertically aligned carbon nanotube forest [12]
3.3 Gas adsorption properties of single-walled carbon
nanotube materials
Studying the interactions between single-walled carbon nanotube (SWNT)
materials with various gases has been an area of recent research interest.
The purpose of this body of work is twofold: to use gas-CNT interactions as
indicators of the underlying physics occurring in CNTs and to also explore
the applicability of carbon nanotube materials in gas sensing applications.
Preliminary gas interaction experiments were performed by measuring the
DC resistivity and thermopower of predominately metallic (zigzag chiral)
single-walled carbon nanotube mats produced by the Ni:Y:C catalyzed arc
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discharge method [13]. Two early studies examining such SWNTs reported
two main findings: (a) compared to a baseline degassed condition, exposure
to any gas decreases electrical conductivity of the SWNT mats and (b) gases
which are charge donors, such as carbon dioxide (CO2) and water (H2O), in-
crease conductivity through electron injection [14], [15]. The second process
was observed to take effect much slower than the first. Though not called by
name in these original papers, the processes by which two effects are induced
are now referred to as physisorption and chemisorption. The fundamen-
tal concept behind physisorption is that the introduction and adsorption of
molecules into the carbon nanotube material decreases conductivity by alter-
ing carrier lifetimes by physical processes such as molecule-wall collisions. On
the other hand, chemisorption alters conduction by chemical alteration of the
electronic properties of a CNT by a gas molecule. The significance and total
effect of chemisorption is dependent on whether the exposed CNT is a p- or
n-type conductor or semiconductor and whether the adsorbed molecule is an
electron donor (reducing agent) or an electron acceptor (oxidizing agent). For
example, in [14] the SWNTs under test were predominately metallic (n-type
conductors). When exposed to CO2, an electron donor, the conductivity of
these SWNTs was seen to increase. On the other hand, in the work of Kong
et al. [10], p-type semiconducting (armchair chiral) SWNTs were observed
to have significant increase in conductivity in the while exposed to nitrogen
dioxide (NO2), an electron acceptor, and significant decrease in conductivity
when exposed to ammonium (NH3), an electron donor. Results from this
study showing conductivity changes with gas exposure are shown in figure
3.4. These chemisorption effects were later quantified by a theoretical and
computational study [16]. In that study, Zhao et al. obtain results which
agree well with the previous empirical observations. They also study the
effect of certain molecules’ modification to the band structure of SWNTs –
noting in particular that exposure to NO2 or diatomic oxygen (O2) has the
potential to turn any SWNT into a p-type conductor. This effect is suggested
to cause issues with the measurement of the intrinsic properties of various
SWNTs in an air-like environment as the ambient state of chemisorption may
alter the SWNTs original properties.
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Figure 3.4: Conductivity measurements showing changes in the
conductivity of p-type semiconducting SWNTs with exposure to NO2 (left)
and NH3 (right) [10]
3.4 Conductivity effects in carbon nanotube materials
Carbon nanotubes are frequently used as a doping agent in other materials.
While there is a large body of work examining the possibilities of using CNTs
as reinforcing substances in structural materials, the summary here focuses
on the addition of CNTs into materials to capture some of their unique elec-
tric and electronic properties on macroscopic scales. The effect of using such
a doping agent to enable conduction in a non-conducting base material is
called percolation. It is well understood that the effectiveness of a percolat-
ing agent (commonly referred to as a conductive phase) is highly sensitive
to its physical shape. Due to the extreme length-to-width ratio of carbon
nanotubes, it has been shown that the percolation threshold (the volume
proportion of the conductive phase in the non-conducting base material) of
composite materials containing CNTs can be extremely low. Such composite
materials whose conductivity is heavily influenced by CNT states are the fo-
cus of much research attempting to utilize the unique electrical properties of
CNTs for sensing applications. A summary of a few subareas of this research
is given in Chapter 4.
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CHAPTER 4
CURRENT RESEARCH INVOLVING
CARBON NANOTUBE MATERIALS FOR
SENSING APPLICATIONS
4.1 Carbon nanotube materials as sensing elements
In Chapter 3, some of the unique properties of carbon nanotubes and their
composites were discussed. For sensing applications, these properties are
of particular interest because of the tight coupling between environmental
conditions (stress, chemical changes) and measurable electrical parameters.
For the electrical measurement of an environmental parameter by a sensor,
information needs to (a) be acquired by some sensing element, (b) be con-
verted into a form which is relevant to some transduction device, and (c) be
read by some formal data acquisition system. A common way of implement-
ing this process for wireless sensing is to use a base tag or antenna (e.g., a
simple RFID tag) whose performance characteristics are modulated by some
environmentally sensitive structure, frequently referred to as a loading or
sensing element. A more integrated approach could have the environmen-
tally sensitive structure be the antenna or tag which directly communicates
wirelessly. In reality, the line between the two approaches described here is
a blurry one, and most designs are a hybrid of the two. An example diagram
of how information could be transferred by a sensor is shown in figure 4.1.
The solid line from the element to wireless interface device represents direct
control of the communication device by the element and the dashed path
shows indirect control through some auxiliary circuitry.
In the following sections, contemporary research on applying CNT com-
posite materials in sensing applications is summarized. The experiments
discussed range from proof-of-concept measurement of environmental sensi-
tivity to fully integrated sensors. While some work is being done elsewhere
on using conductive CNT materials as antennas and radiators, most of the
research described in the following sections focuses on either using CNT
17
Figure 4.1: A data flow diagram showing direct (solid line) and indirect
(dashed line) control of a wireless interface device by a sensing element
composites as sensing elements which would in the future either directly or
indirectly modulate some other wireless communication device.
4.2 Gas sensing using carbon nanotube materials
Gas sensors are employed in many industrial, medical, and commercial ap-
plications. Monitoring for the presence of harmful gases such as CO2 and
NH3 is critical to maintain safe working and living environments. Currently,
there are many solutions for measuring and reporting gas content. Most of
these solutions involve the impedance measurement of some sort of capac-
itive structure containing gas-responsive polymer or ceramic. These styles
of sensors allow for high accuracy and reliability but their implementation
in remote monitoring systems often involves undue overhead (such as data
processing electronics, power supplies, etc.). There is a growing demand for
such a gas sensor to be directly embedded in a readable tag (e.g., RFID)
which maintains accuracy and reliability while being low-profile, inexpensive
to produce, and simple to implement. The high relative reactive surface area
of CNT materials makes them highly gas responsive, thus suggesting their
application in gas-sensing applications.
With preliminary results revealing CNTs to have environmentally sensi-
tive electromagnetic properties, much thought has been put into exploiting
this environmental coupling in the realm of gas-detecting sensors. Apply-
ing a sensor design first used with a humidity sensitive TiO2 layer [17], the
adsorption properties of a multiwall carbon nanotube composite layer was
examined [18]. This sensor is drawn in figure 4.2. Using insight from work
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done on SWNTs, it was determined that dispersion of MWNTs in SiO2 low-
ers the density of grown MWNTs and enables the expression of the minority
p-type semiconducting MWNTs in the presence of majority n-type conduct-
ing MWNTs. This enhances the gas responsivity of the composite layer.
Previous work showed that dense MWNT mats grown on fused silica sub-
strates are already highly conductive and show little response to gas exposure
[19]. Applying the principles of physisorption and chemisorption previously
discussed in Section 3.3, the ability to perform both short-term sensing and
long-term dosimetry of CO2, NH3, and O2 has been demonstrated [20].
Figure 4.2: The MWNT / SiO2 RF sensor fabricated in [20] for detection of
various gases
In 2009, a SWCNT film was used as a loading element on a conformal,
inkjet-printed RFID tag [21], shown in figure 4.3. Exposure to NH3 led to
changes in the SWCNT loading element which were in line with previous
findings. These changes in turn led to modulation of the backscattering
properties of the RFID tag. This design was an excellent demonstration of the
capabilities of integrating CNT materials into RFID-type sensing elements
for gas detection applications.
4.3 Stress sensing in CNT-doped solids
In-situ sensing of parameters related to the structural integrity of building
materials is of key importance. In recent years, the use of additive agents in
epoxy matrices and structural materials has been an area of research looking
to improve in-situ sensing capabilities over those of traditional surface strain
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Figure 4.3: Inkjet printed RFID tag with SWCNT loading element for gas
detection [21]
gauges.
It was discussed in Chapter 3 how carbon nanotubes possess superior phys-
ical properties suited for the percolation of non-conductive epoxy matrices. It
has been shown that simple, inexpensively produced vertically aligned carbon
nanotubes (VACNTs) grown by chemical vapor deposition (CVD) methods
allow for the direct-current (DC) measurement of stress and matrix failure
without the need of added sensing elements [22] [23]. In these experiments,
VACNTs are grown and then mixed into an epoxy at a known concentration
to create composite samples. Tensile forces are then applied to these samples
while the DC resistance of the sample is monitored in real time. Measured
strain and resistivity changes along with the applied time dependent stress
forces are shown in figure 4.4. It was reported that both elastic and plastic
deformation effects could be identified in the sample by measuring reversible
and irreversible resistance changes. Tensile forces and strain damage gener-
ally cause a reduction in contact points between CNTs in the material under
test. While this disconnection is observed to be mostly reversible, fractur-
ing of the conduction path by microfractures in the composite can lead to
irreversible conductivity reduction. This indicates the ability to sense both
reversible and permanent damages.
Another experiment [24] used a glass fiber as a substrate for CVD-grown
VACNTs to create a so-called fuzzy fiber sensor. This fiber was then sub-
jected to strain forces and its resistivity measured. It was reported that the
sensitivity of these fuzzy fibers were much higher and reliable than tradi-
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Figure 4.4: (a) Stress and strain measured for an increasing periodic tensile
force on a CNT-doped epoxy (b) Measured resistivity changes in stressed
sample [23]
tional strain gauges. It should be noted, however, that the fragility of these
exposed fuzzy fiber sensors may be a serious challenge to overcome when im-
plementing them in harsh environments. In addition to the epoxy composites
mentioned previously, CNTs have also been used as a percolating agent in
structural materials like concrete with similar sensing capabilities observed
[25].
4.4 Future directions of sensing technologies with
CNTs
The example sensors previously discussed incorporate carbon nanotubes and
their composites in a wide variety of ways. From experimental proof-of-
concept experiments to fully functional sensing tags, these works show that
the unique properties of carbon nanotube materials can be exploited for sens-
ing applications. While the works of Yaghese et al. [18], Ong et al. [20], and
Yang et al. [21] show that carbon nanotubes can be used as environmen-
tally sensitive loading elements on microwave or RF structures, there exist
many more questions to be answered as far as the broadband performance of
specific CNT composite materials. For effective design to take place, the elec-
tromagnetic properties of CNT composite materials must be well understood
(and ideally tailorable) for the application at hand. Only once the precise
behavior of different kinds of materials is understood can robust, flexible,
and assertive CNT-based design paradigms be established. For applications
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such as the in-situ sensing of stress and damage in concrete, it is very likely
that the DC resistivity changes of a carbon nanotube composite will merely
be a control for an RFID tag or antenna of some kind for remote moni-
toring. Still, to enable effective sensor design and interfacing, the behavior
and specific properties of these sensing composites must be more thoroughly
explored and quantified.
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CHAPTER 5
MICROWAVE CHARACTERIZATION OF
MATERIALS
5.1 Microwave characterization in the context of this
work
As mentioned in Chapter 4, the effective design of any device requires at the
very least a basic understanding of the materials being used. In the context
of CNT-based sensing research, this implies that characterization of CNT
materials must be done before their unique properties can be utilized in new
designs. To be relevant this characterization must, of course, be done in the
regime in which they are to be used. For remote sensing and communications
applications this regime can be broadly defined as the combination of RF and
microwave ranges. For these frequencies, the material properties which are
necessary to be characterized are complex permittivity (?) and permeability
(µ?). In general these properties may be anisotropic.
This chapter starts with an overview of characterization techniques fre-
quently used in industrial and academic applications. Commercial materials
used for microwave and RF applications are typically specified at several fre-
quencies. The values for permittivity and loss tangent at these frequencies
are typically obtained by separate methods, each suited best to the range
of the specification. Here, two methods frequently cited in manufacturers’
product data sheets are summarized: a capacitive technique for measure-
ments around 1 MHz and a transmission line technique for characterization
around 10 GHz.
Some work has been published recently to characterize CNTs in the regime
in which this research is particularly interested: X-band, or 8.5-12 GHz [12].
These experiments, however, utilize some well-known material characteriza-
tion techniques which may not be entirely appropriate for the unique problem
of CNT characterization. Later in this chapter an overview of this technique,
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the Nicolson-Ross-Weir (NRW) method [26], [27] , is presented and its appli-
cation (and inapplicability) to the characterization of certain kinds of CNTs
is discussed. A modification to the standard NRW method which will suit
the special case of CNT characterization is then proposed and formulated in
detail in Chapter 6.
5.2 Capacitive methods for material characterization
For low frequency (around the range 1 MHz - 1 GHz) specification of a ma-
terial’s permittivity and loss tangent, capacitive techniques are a common
approach. A well-known standard for measurement at 1 MHz is given in
[28]. In this method, a three-terminal capacitive bridge is used to measure
the capacitance of a control fluid and a slab of an unknown sample. From de-
sign equations and multiple measurements, the permittivity of the unknown
sample can be identified. A major drawback of this method is its limitation
to low frequencies and its necessary exposure of the sample under test to a
fluid bath. For analyzing VACNT materials which are highly absorbing, this
exposure would inherently invalidate any measurements.
5.3 Stripline and microstrip transmission line methods
A characterization scheme can be implemented with transmission line struc-
tures and an EM simulator. The material to be characterized is used in the
construction of a section of transmission line and the scattering or impedance
parameters of the line are measured. A simulation of the line then optimizes
the properties of the unknown material for best fit with the measured data.
This can be implemented in a number of ways with a wide range in computa-
tional complexity, from full-wave EM simulations of the line in a program like
HFSS R© to circuit simulators like ADS R© using approximate design equations.
A formal standard is frequently cited [29] which implements such a char-
acterization using stripline transmission lines for X-band (8-12 GHz). While
this is an attractive style of line to use due to its high isolation and ability
to support true TEM propagation, it is difficult to reliably implement due to
line fabrication issues. In light of these fabrication challenges, focus is given
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to implementation using microstrip transmission lines – a technique more
common in academic laboratories.
Microstrip transmission lines are often used for this kind of characterization
due to their ease of fabrication and the availability of fairly accurate design
equations describing their behavior. The quasi-TEM mode of a microstrip
line polarizes the electric field mainly in the normal direction within the
substrate, allowing for that component of a possibly anisotropic material
parameter to be isolated and characterized [30]. The simplest configuration
consists of a microstrip line fabricated out of a solid, homogeneous piece of
the material under test [6]. For this line, either design equations or full-wave
simulations can be used to solve for material properties.
A more sophisticated setup involves sandwiching the unknown material be-
tween two substrate layers. The layered result is then treated as one effective
medium. This reduces the fabrication needs for testing different samples, as
one test fixture with printed line and ground plane can be fabricated for use
with many different sample layers. Such a fixture is shown in figure 5.1. The
problem of analyzing the layered microstrip line is more complicated than
that of the single layer line. If the parameter matching is done in a full-wave
simulator, the added complexity of multiple layers could increase the com-
puting power required. For matching in a circuit simulator such as ADS R©,
the multiple layer substrate needs to be homogenized by some method. Ap-
plication of such a homogenization method [31] was compared with full-wave
results showing comparable accuracy [30].
Figure 5.1: Drawing of a sample layer under test between two fixture layers
with the ground plane and line conductor attached [30]
To implement the microstrip characterization, either conductors must be
affixed to a unknown layer (single layer method) or a test fixture must be set
up to sandwich the unknown layer. For the case of VACNT forests, neither
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of these options are applicable. The forest is too fragile to affix a conductor
to form a microstrip line and any sandwiching action would destroy the
CNTs. There exists a possibility of including a layer of air in the sandwiching
method, saving the CNTs from getting deformed. This, however, is expected
to be difficult to measure in practice due to the separated nature of the line
as well as the contrast between the low (εair ≈ 1) index air layer and the
expected high index of the VACNT forest.
5.4 The NRW method
The NRW method for material characterization is named for the authors who
originally described it: Nicolson, Ross, and Weir. Weir’s work formulates the
general procedure for the measurement of an unknown material’s complex
permittivity and permeability in the frequency domain [27] while Nicolson
and Ross applied the method to time-domain measurement systems [26].
Together, these two works provide a foundation for the total formulation of
this method.
In its most general form, the NRW method consists of measuring the scat-
tering (S-) parameters of a section of transmission line which is completely
filled with an unknown, homogeneous medium. The scattering parameters
of such a transmission line section can be derived analytically in terms of the
filling material’s permittivity and permeability. In the original presentation
of the NRW method this is done via signal-flow graph analysis. These ex-
pressions can be solved for the material’s permittivity and permeability and
can then be used with experimentally measured S-parameter data to com-
pute the values of these properties. This procedure yields a direct solution
method for the unknown material’s complex permittivity and permeability.
The basic configuration of the NRW method is shown in figure 5.2, where
l is the length of the sample-filled section of transmission line, Z0 and β0
are characteristic of the empty transmission line connecting the filled line to
measurement planes A and B, while planes 1 and 2 lie directly on the air /
sample interfaces.
The S-parameters measured at planes A and B can be transformed to the
S-parameters at planes 1 and 2 respectively via
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Figure 5.2: Schematic of the setup for the NRW characterization method
S11 = SAAe
j2β0d1 (5.1a)
S21 = SBAe
jβ0(d1+d2) (5.1b)
S12 = SABe
jβ0(d1+d2) (5.1c)
S22 = SBBe
j2β0d2 (5.1d)
A signal flow diagram of the system is drawn in figure 5.3 where a reflection,
Γ and propagator factor z are defined as (assuming TEM propagation)
z = e
−j ω
c0
√
εrµrl (5.2)
Γ =
√
µr/εr − 1√
µr/εr + 1
(5.3)
with c0 being the speed of light in a vacuum and µr and εr are the unknown
material’s complex relative permeability and permittivity, respectively.
Figure 5.3: Signal flow graph of the NRW setup in figure 5.2
Using standard signal flow analysis techniques, the following expressions for
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S11 and S21 are obtained.
S11 =
(1− z2)Γ
1− Γ2z2 (5.4)
S11 =
(1− Γ2)z
1− Γ2z2 (5.5)
To solve for µr and εr, the following sums and differences are defined for
convenience
V1 = S21 + S11 (5.6)
V2 = S21 − S11 (5.7)
X =
1− V1V2
V1 − V2 (5.8)
after some manipulation, Γ can be found as
Γ = X ±
√
X2 − 1 (5.9)
where the appropriate sign must be chosen to keep the magnitude of Γ less
than unity. By similar manipulations, z can be found as
z =
V1 − Γ
1− V1Γ (5.10)
From these expressions, the following intermediate values can be computed
c1 =
µr
εr
=
(
1 + Γ
1− Γ
)2
(5.11)
c2 = µrεr = −
(
c0
ωl
ln
1
z
)2
(5.12)
from which µr and εr can be directly solved as
µr =
√
c1c2 (5.13)
εr =
√
c1
c2
(5.14)
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This direct solution method has been successfully applied to many prob-
lems in various contexts such as the characterization of fluids and micro-
scopically heterogeneous materials. For non-TEM transmission lines, the
aforementioned derivation is still valid, but in the preliminary definitions of
Γ and z must be defined to reflect the specific non-TEM nature of the lines
in use.
5.5 Modern approaches to the NRW method
While the NRW has earned its place in the toolbox of experimentalists who
desire to characterize exotic materials, it is not without its faults. In 1990
Baker-Jarvis [32] presented a detailed error analysis of the NRW method as
formulated in the original pair of papers. In that paper, the well-known is-
sue of necessary phase-ambiguity resolution is addressed. This issue arises
from the complex logarithm which must be calculated in the direct solu-
tion of εr and µr as derived in the NRW method. While Weir proposed a
method of numerically addressing this issue through broadband context of a
single-frequency measurement, its persistent presence leads to high error (and
subsequently high uncertainty in parameter extraction) when the unknown
sample-filled line is of an electrical length near an integer half-wavelength
multiple.
As a workaround to the problems encountered in the direct calculation in
the standard NRW method, Baker-Jarvis proposed the use of a numerical
search algorithm to solve a set of equations that can be derived from the an-
alytic expressions for the S-parameters of the sample-filled line section. He
then provided several combinations of equations that can be used to imple-
ment such a solution scheme. He also proposed that certain parameters that
needed to be precisely known in the NRW method (such as sample thickness,
location in test fixture, etc.) can be treated as additional unknowns with-
out consequence. This inclusion of what may be loosely known experimental
parameters as unknowns is a way of taking advantage of the overdetermined
nature of this two-port characterization scheme.
For cases when all experimental parameters are known precisely (as in
the original NRW method), Baker-Jarvis proposed specific combinations of
S-parameters that can be adjusted and optimized to the solution of the char-
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acterization problem at hand. One example of these adjustable expressions
is the β-combination, which for samples with high measured reflection or
transmission coefficients can be adjusted for best search algorithm solution
robustness. For measurements where all additional experimental parameters
are well known, Baker-Jarvis suggested solving equation 5.15 where β is a
constant.
1
2
([S12 + S21] + β [S11 + S22]) =
z(1− Γ2) + βΓ(1− z2)
1− z2Γ2 (5.15)
The choice of β for a given measurement is dependent on the character of
measured S-parameters. Baker-Jarvis suggested that β vary generally as the
quotient of uncertainties in transmission scatting parameters and reflection
scattering parameters.
5.6 Extrapolation of material parameters to maintain
causality
Generally characterization methods are optimized for measurements over a
certain range of frequencies. For example, capacitance methods described in
Section 5.2 become difficult at high frequencies due to fixture effects while
waveguide measurements which use non-TEM modes have an inherent lower
frequency bound at which they cease to function. Thus it is often neces-
sary to use measurements from multiple methods to stitch together a clear
picture of the broadband behavior of materials. Still, it is often impractical
and sometimes impossible to obtain accurate wideband material characteris-
tics. Therefore metrics for the accuracy of broadband material characteristics
should be implemented. One such metric commonly in use is causality check-
ing using the Kramers-Kronig relations in equation 2.28.
By checking the validity of simulation data through the use of the Kramers-
Kronig causality relations, it has been shown that erroneous specification of
commercial dielectric substrates’ properties can lead to simulation errors [7].
These errors are not always obvious and can easily go unnoticed if causality
checks are not implemented. To counter this insufficient specification and to
aid in more accurate simulation results, an extrapolation scheme has been
developed [6] to maintain causality in broadband simulations when material
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properties are available for only portions of the spectrum. This extrapolation
method is based on fitting measured responses with an expansion of simple
dielectric resonances as presented in equation 2.12. The NRW method has
also been modified such that broadband effects are taken into consideration
in order to maintain the Kramers-Kronig relations during extraction [33]. It
is clear then that during any simulation or property extraction, checks should
be put in place to verify that the results obtained are physical and maintain
causality.
5.7 Challenges in VACNT characterization
For several reasons, VACNTs pose a unique challenge for those wishing to
electromagnetically characterize them. VACNTs are grown on a structural
substrate. To characterize a bulk forest of VACNTs while still attached
to their host substrate, this layer must be somehow accounted for and in-
corporated into the characterization scheme. Due to the multiple-reflection
interface nature of the characterization problem at hand, it is difficult to
simply subtract out this structural substrate layer. In order to solve this
problem, a modified characterization method must be formulated to reflect
the true scenario at hand: an unknown sample layered on top of a known
substrate. VACNTs also pose a unique challenge in characterization due to
their fragile nature. While the individual CNTs have relatively high tensile
strength, they are easily broken from the substrate. This fragility and their
orientation on the structural substrate also make any sort of layered trans-
mission line type of characterization impractical [30], [31]. These challenges
suggest the application of a reflection / transmission characterization method
in the style of the NRW technique.
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CHAPTER 6
A NEW METHOD FOR
CHARACTERIZING MATERIALS WHICH
ARE BONDED TO A KNOWN
SUBSTRATE LAYER
6.1 Motivation for a new method
Faced with the challenges surrounding the direct characterization of the elec-
tromagnetic properties of VACNTs, a new characterization method was de-
veloped. This new method and its development are heavily rooted in the
NRW method. This new technique was designed to allow for the characteri-
zation of fragile, self-assembled materials which cannot be removed from their
substrate or exposed to significant pressure without irreversible damage, e.g.,
vertically aligned carbon nanotube forests.
6.2 Problem setup
A transmission line section is filled with an unknown sample and substrate
layer as shown in figure 6.1. The unknown sample layer occupies a length
of transmission line l2 and has complex permittivity 
?
2 and permeability µ
?
2.
The known substrate layer occupies a line section of length l3 and has known
permittivity and permeability, 3 and µ3, respectively. The filled line sections
are interfaced to two calibrated port planes by sections of empty transmission
lines. These lines separate the plane at port 1 and the air / sample interface
by a distance d1 and the plane at port 2 from the substrate / air interface
by d2. Scattering (S-) parameters are measured experimentally at these
calibration planes.
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Figure 6.1: Schematic representation of the two-layer characterization
problem. The unknown layer and the substrate are labeled by subscripts 2
and 3 respectively.
6.3 Derivation of scattering parameters
A signal-flow graph of the problem in figure 6.1 is drawn in figure 6.2. In that
diagram the reflection (Γ), transmission (T ), and propagation (z) coefficients
are defined in terms of material impedance (Z) and wavenumber (kz) as
Γmn =
Zn − Zm
Zn + Zm
(6.1)
Tmn = 1 + Γmn (6.2)
zn = e
−jkz,nln (6.3)
where ln is the length of the n
th layer.
Figure 6.2: Signal flow graph of the two-layer characterization problem
Note that in equations 6.1-6.3, the nature of transmission line impedance
Z and longitudinal wavenumber kz depends on the type of transmission line
used. Using Mason’s gain rule [34], the scattering parameters at planes 1
and 2 can be derived. These are given in equation 6.4.
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S11 =
(
Γ12∆ + (z
2
2T12T21Γ23)(1− z23Γ31Γ32) + z22z23T12T21T23T32Γ31
∆
)
e−j2kz,1d1
(6.4a)
S21 =
(
z2z3T12T23T31
∆
)
e−jkz,1(d1+d2) (6.4b)
S12 =
(
z2z3T21T32T13
∆
)
e−jkz,1(d1+d2) (6.4c)
S22 =
(
Γ13∆ + (z
2
3T13T31Γ32)(1− z23Γ31Γ32) + z22z23T13T31T23T32Γ21
∆
)
e−j2kz,1d2
(6.4d)
where
∆ = 1− z22Γ23Γ21 − z23Γ31Γ32 − z22z23T23T32Γ31Γ21 + z22z23Γ21Γ23Γ31Γ32 (6.5)
6.4 Search algorithm solution implementation
With measured S-parameter data, the previously derived expressions can
be solved iteratively to obtain the unknown layer’s complex permittivity
and permeability. If the sample cannot be assumed to be lossless or non-
magnetic, the system has four unknowns to be determined: ′2, 
′′
2, µ
′
2, and µ
′′
2
– which are the real and imaginary parts of the materials permittivity and
permeability, respectively. A simple solution scheme involves minimizing
the total error between measured S-parameter values and those calculated
from equations 6.4(a-d). Weighting can be applied to errors on certain S-
parameters based on their uncertaintity and significance to the measurement.
The error minimization can be done in a straightforward manner using a
search algorithm. Various weightings of the individual S-parameter errors
can produce more accurate results depending on the general properties of
the substrate and unknown sample [32].
Due to the complex nature of S-parameters, each expression in the set of
equations 6.4(a-d) represents two unique equations (one for the real compo-
nent and one for the imaginary component). Since the desired unknowns are
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the four material parameters previously listed, the system is overdetermined;
that is, the eight expressions in equation 6.4(a-d) are being used to solve for
only four variables. This allows for certain experimental parameters to be
added as unknowns if they are not known precisely or are expected to vary
between measurement trials. In general, the derived system of scattering
parameters in equations 6.4(a-d) can be represented as
[S] = f(′2, 
′′
2, µ
′
2, andµ
′′
2, x¯, a¯) (6.6)
In equation 6.6, the desired properties ′2, 
′′
2, µ
′
2, and µ
′′
2 are explicitly
stated as they are always left as free parameters in the search-algorithm so-
lution routine. Values which may have significant experimental variation can
be included in the auxiliary free parameter vector, x¯. Parameters which are
in practice frequently included in x¯ include sample displacement d1 and d2.
These values are given narrow bounds but are left as additional unknowns in
the solution routine, relaxing the condition that all experimental parameters
are precisely specified. The vector a¯ includes all other known parameters
in the system. The flexibility to include additional unknowns is an impor-
tant advantage of the search algorithm solution approach over direct-solution
techniques like the NRW method.
This solution routine can be used for single-layer samples by setting the
known substrate layer thickness to zero. In this way, single-layer samples
can be measured and the results can be compared with other single-layer
extraction techniques, such as the NRW method.
6.5 Numerical validation
The experimental setup was assembled virtually in HFSS R© with rectangular
waveguide transmission line sections having the same internal dimensions as
that of WR-90 waveguides, 10.16 mm x 22.86 mm (0.400” x 0.900”) (see figure
6.3). The unknown sample’s length and material properties were varied while
the substrate was held constant as a 3.2 mm thick slab of Rogers Duroid 3006
(r = 6.15, tanδ = 0.002, µr = 1). For this configuration, the longitudinal
wavenumber kz,n is given as
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Figure 6.3: Simulation in HFSS R© of the two-layer characterization problem
at X-band (8.5 - 12 GHz) within a WR-90 rectangular waveguide
kz,n =
√
ω2µ?n
?
n −
(pi
a
)2
(6.7)
where a is the longer cross-sectional dimension of the WR-90 waveguide,
22.86 mm (0.900”), and ω is the angular frequency.
Four hypothetical sample layers were simulated at six separate thicknesses
between 0.15 mm and 1.5 mm resulting in a total of 24 trials. The dimensions
of the simulated fixture and the sample and substrate layers were assumed
to be known precisely, while the sample’s location within the waveguide, d1
was left as an unknown and added to the auxiliary free parameter vector x¯.
The samples were simulated to produce two-port S-parameter data from
8.5 - 12 GHz. This data was then sent to a program written in MATLAB
to perform the search-algorithm-based property extraction. Error analysis
was performed by comparing the extracted properties with their assigned
simulation values. Since all the parameters in simulation were chosen to
be frequency-independent, a broadband error of a particular parameter was
taken to be the mean of the extracted value of the parameter over the entire
simulated frequency band. Frequency dependence of error within a given
trial was found to be extremely small.
Figure 6.4 summarized the broadband-averaged errors in permittivity, per-
meability, and conductivity extraction over all 24 test trials. With the ex-
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ception of two outliers, all extracted parameters were within 6% of their pre-
scribed values. This can also be seen in the histogram in figure 6.5. There
seemed to be a slight trend toward lower error rates with thicker samples.
Figure 6.4: Error in extracted parameters vs. sample layer thickness
This validation process was a good chance for experimentation with the
specific search algorithm performing the solution of equation 6.4. Various
forms of search algorithms were used during the validation stage and it was
observed that all returned the same set of parameter solutions over many
different trials. In light of this, a particular optimization in MATLAB, Glob-
alSearch, was chosen for its simplicity in implementation and its robustness
in multiple-minima problems. Showing that all two-layer extraction scenar-
ios are convex is a difficult task. Still, work done during this validation stage
helped identify the most significant parameters and sensitivities in the extrac-
tion optimization problem. Simple case studies showed that typical scenarios
for this problem (sample types, thicknesses, frequency range) had unique so-
lutions in the search space. If there is doubt in future experiments regarding
the uniqueness or appropriateness of an optimized parameter solution, mul-
tiple optimization routines can be used to compare results. This comparison
can show whether multiple solutions exist and which search algorithms are
most susceptible to false solutions.
37
Figure 6.5: Histogram of extracted parameter errors
6.6 Test fixture
A sample-holding test fixture was constructed out of WR-90 rectangular
waveguide, seen in figure 6.6. It was designed to allow for sample insertion
and removal with minimum reassembly of the calibrated measurement sys-
tem. The fixture consists of a 56 mm section of waveguide with a removable
panel. With the panel removed, samples can be inserted into the line and
held in place by setscrews. These screws were placed to have minimum im-
pact on the field distribution while the fixture is operating in the nominal
TE10 mode. Rectangular waveguide was chosen for ease of operation at the
frequency range of interest (X-band, 8.5 - 12 GHz), the simple geometry for
fabricating a test fixture, and the accessibility of off-the-shelf components de-
signed for single-mode TE10 operation. Many characterization experiments
have used similar configurations [35]. Coaxial waveguides are also a popular
choice due to their capability for TEM operation [2].
6.7 Sample displacement variability
Early in experimentation, it was observed that small, unintentional changes
in the sample location within the fixture had drastic effects on the phase
of experimentally measured S-parameters. Two actions were taken to com-
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Figure 6.6: WR-90 test fixture with lid removed and a Duroid sample
inserted
pensate for this degree of experimental variability. Since the length of the
fixture is precisely known (through both physical and electrical experiments)
and the thickness of the sample is assumed to be well specified, only one of
the sample displacement values (d1 and d2) in figure 6.1 is needed to specify
the sample’s location in the fixture. To limit the amount of variation in where
a sample would be located during each measurement, a removable stage was
created. This stage, seen in figure 6.7, attaches to the fixture when the lid
is removed, providing a flat platform for loading the sample to be set upon
while tightening the side setscrews. Once the sample is securely in place,
the stage can be removed and the lid of the fixture can be closed for mea-
surement. The stage effectively fixes the value of d2 in figure 6.1 to within
a narrow range. Since there was still a small range in which d2 persisted
to vary (from movement due to the closing of the lid, jostling, etc.), it was
included as an auxiliary unknown with tight bounds in the search algorithm
extraction routine described in Section 6.4. As mentioned before, if the sam-
ple layer thicknesses are precisely known along with the fixture length, L,
then d1 becomes a dependent variable computable as
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d1 = L− d2 − l2 − l3 (6.8)
Figure 6.7: Test fixture with removable stage inserted for loading a sample
Inclusion of sample displacement as an auxiliary unknown was first tested
in simulation. Extracted results showed excellent agreement with prescribed
values with no increase in error compared with when the sample location was
precisely known. In fact, the simulation validation results presented in the
previous section were obtained with sample displacement as an unknown.
6.8 Calibration and diagnostics
The performance of the test fixture was determined by running diagnostic
experiments after a calibration of the measurement system. The system was
calibrated using a two-port short-thru-line calibration. It was found that
this method consisting of a total of four measurements provided the most
reliable results. The potential high-accuracy of more advanced calibration
procedures, such as Adapter Removal, was consistently missed due to the
high number of required measurements and subsequent unintentional changes
to the system during these measurements. After calibration, the test fixture
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was inserted into the system between the calibration planes.
The entire calibrated and assembled system including network analyzer,
coaxial interface cables, rectangular waveguide sections, and the test fixture,
can be seen in figure 6.8.
Figure 6.8: The assembled characterization system. The column on the left
contains the test fixture, rectangular waveguide sections, and waveguide to
coaxial cable adapters. These adapters are connected through cables to the
network analyzer on the right.
6.9 Single-layer sample validation
To validate the measurement and property extraction scheme, known sam-
ples were fabricated from various microwave substrates. These samples had a
variety of thicknesses and material properties, though all were nonmagnetic
and very low loss. Fabrication was done by machining samples to the appro-
priate cross-sectional size to fit into the test fixture, 10.16 mm x 22.86 mm.
These cut samples were then cleaned with a FeCl etch to remove any copper
layers included on the substrates. A selection of the test samples used in
validation experiments is shown in figure 6.9.
Samples were inserted one at a time into the test fixture for scattering
parameter measurement. This measured data was then run through the
search algorithm routine and the extracted property results were compared
to the known properties of the materials being measured. For samples thicker
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Figure 6.9: A selection of microwave substrate samples used for single layer
validation
than 1.5 mm, errors in extracted values of ε′ and µr were low – on the order
of 5%. There was a sharp increase in these errors in samples thinner than
1.5 mm. In all measured samples, the loss terms (restricted to tanδ here)
were generally much higher than their manufacturer’s specified value. The
inaccuracies and limitations in this validation experiment will be discussed
in Section 6.11.
The following figures show the whole measurement procedure with the
measured S-parameters (Figure 6.10) and extracted properties next to their
prescribed values (Figure 6.11).
6.10 Two-layer sample validation
Measurements were then taken with two-layer samples constructed from the
substrate materials used in the single-layer experiment. Various combina-
tions of sample / substrate layers were used. In each trial, one layer was
deemed the unknown sample layer, and the other the known substrate. The
text fixture was implemented in a vertical configuration, allowing for the un-
known layer to be held in place upon the substrate layer by gravity without
any sort of bonding agent. For each measurement, the substrate layer was in-
serted into the fixture just as was done in the single-layer experiment. Then,
the sample layer was set upon the substrate and the fixture was closed for
measurement. Care was taken to avoid any air gaps between the two layers.
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Figure 6.10: Measured S-parameters from a 2.5 mm layer of Rogers Duroid
6002. f = 8.5 - 12 GHz.
Figure 6.11: Experimentally extracted properties for a 2.5 mm slab of
Rogers Duroid 6002. Manufacturer’s specified values are shown with dashed
lines.
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Again it was observed that for layers (either the unknown or substrate
layer) thinner than 1.5 mm returned erroneous S-parameters which did not
agree with predictions from theory or simulation. Losses were also extracted
to be much higher than their specified values, just as was observed in the
single-layer experiment. Measured S-parameters and extracted property val-
ues for a 2.5 mm thick sample layer of Rogers Duroid 6002 which is layered on
a 6.25 mm thick substrate-layer of Rogers Duroid 5880 are shown in figures
6.12 and 6.13.
Figure 6.12: Measured S-parameters from a 2.5 mm layer of Rogers Duroid
6002 layered on a 6.25 mm substrate layer of Duroid 5880. f = 8.5 - 12
GHz.
6.11 Discussion
Through simulation and physical experiment, the newly developed character-
ization method presented in this chapter was validated. While in simulation
samples of thicknesses on the order of 0.1 mm were accurately characterized,
samples thinner than 1.5 mm were unable to be properly measured for char-
acterization. Below this critical thickness, measured S-parameters did not
match simulated or analytic results. In addition, the magnitude and type of
observed disagreement between the measured and simulated results varied
significantly between different kinds of thin samples. More clearly put,
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Figure 6.13: Results from measurements of a 2.5 mm thick sample of
Duroid 6002 layered on a 6.25 mm substrate layer of Duroid 5880.
[S]simulated = [S]analytic 6= [S]measured (6.9)
This points to some error in the measurement scheme. Parametric simu-
lations were run to examine the effects of non-idealities that might manifest
themselves in the measurement of thin samples. These simulations included
the investigation of multi-mode excitation, sample tipping in various planes
within the waveguide, dependence of measurement on the precision of sample
thicknesses, air gaps between the sample and the waveguide walls, the effects
of the set-screws used to hold the sample within the fixture, and air gaps
between the lid and the rest of the fixture. None of these simulations were
able to match the kind of data measured in experiment.
It is important to note that while the measured S-parameters are deemed
erroneous due to their mismatch with theory and simulation, they were ex-
tremely self-consistent. Figures 6.14 and 6.15 compare one set of simulated
and three sets of measured S-parameters of two different thin (sub 1.5 mm)
samples. Clearly, there is little variation in the measurement between trials,
but the results do not line up with expected values from simulation. Due
to differences in the lengths of interfacing lines in simulation, the phase of
S21 in the lowest subplot is not expected to match measurement. The simu-
lated S-parameters were double-checked against analytic solutions for their
accuracy as well, showing no error in that regard.
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Figure 6.14: Measured and simulated S11 and S21 for test Sample 4, a 0.781
mm thick slab of Rogers Duroid 5870.
Figure 6.15: Measured and simulated S11 and S21 for test Sample 7, a 1.27
mm thick slab of Rogers Duroid 6006.
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It is suspected that thin samples somehow enhance irregularities in the
measurement system which are not observed with thicker samples. This
issue has yet to be resolved.
For all validation measurements of known samples, both single- and two-
layer, extracted loss tangents were significantly higher than specified by the
manufacturer. This is most likely due to a loss in the test fixture which is
not properly calibrated out. In the extraction model, the interfacing lengths
of air-filled transmission lines are originally considered to be lossless. While
in an attempt to account for losses in the system, the effect of conductor
loss on the waveguide walls was included, it should be stated that these loss
factors are extremely small. This means that if any losses are measured in
experiment, the only place for them to be accounted for in the extraction
routine is in the unknown sample layer. Since all the sample layers are rela-
tively thin compared to the fixture, any small distributed loss in the fixture
effectively gets compressed into the extracted loss factor of the unknown
sample. When compared to the already tiny loss tangents of the samples
under test, it is reasonable to expect that such compressed loss would re-
sult in much higher, inaccurate extractions with very high error. This effect
is what is observed along with a general similarity in the frequency depen-
dence of extracted losses between samples, suggesting that some persistent,
unaccounted-for loss is present in the test fixture.
In light of the aforementioned limitations, the new characterization method
does return accurate permittivity and permeability measurements for layered
samples thicker than 1.5 mm. For lossy materials, the issue with inherent
losses in the fixture are expected to become comparatively insignificant, al-
lowing for accurate loss determination.
6.12 Future work
There are many opportunities for future research on how to apply and im-
prove this new characterization method. On the issue of thin sample mea-
surement, continued analysis and experimentation using the existing WR-90
text fixture could lead to a determination of the still-unknown issues at hand.
Suggested experiments that, at the time of writing of this thesis, have not yet
been completed are: interfacing the fixture with different kinds of waveguide-
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to-coaxial adapters, increasing the power of signals used in measurement, and
calibrating out the inherent losses in the fixture using a separate measure-
ment. If the source of the errors observed in experiment can be identified
and alleviated, perhaps then the existing fixture and measurement scheme
can be used to measure the VACNT forests for which it was designed.
The two-layer characterization scheme developed in this chapter is general
in that it can be applied in any kind of transmission line modality at any
frequency range. As long as phase and magnitude measurements can be
taken on a two-port system, this technique should be valid. For the task
of characterizing VACNT materials, perhaps future work in applying this
method with another kind of transmission line (e.g., coaxial) might yield
better results for thin samples. The design and implementation of such a
scheme could be a significant project in its own right. For other problems,
this characterization method can be of utility when an unknown sample needs
to be characterized while layered on a known structural substrate layer.
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CHAPTER 7
CONCLUSIONS AND FUTURE
DIRECTIONS
The goal of the first portion (Chapters 2 - 4) of this thesis was to give a
background presentation on carbon nanotubes and their applicability to RF
and microwave sensing research. After a brief review of the electromagnetic
properties of materials, a concise description of CNTs and their composites
was given along with a survey of contemporary CNT sensing technologies.
This motivates the larger scale goal of this research which was to apply
VACNT materials as novel sensing mechanisms.
In the second portion (Chapters 5 and 6), methods for the electromag-
netic characterization of substances are discussed and a new characterization
method is developed for the purpose of better understanding the properties
of VACNT materials. This new method was motivated by inapplicability
of existing methods to this specific problem. After mathematical develop-
ment, the new procedure for characterization was validated via simulation for
a rectangular waveguide implementation targeting the frequency range 8.5-
12 GHz. Simulated results validated the method with extremely low error
rates. The validation experiment was repeated with physical measurements
with some success. Persistent errors in the extraction of the loss tangents of
low-loss materials was observed along with erroneous data measured for sam-
ples thinner than 1.5 mm. Possible sources of these errors were discussed and
future work specific to those issues was suggested. Future work redesigning
the physical experiment has the potential to alleviate the errors observed.
The broader field of sensing using new materials extends beyond just car-
bon nanotubes. In this thesis, it was stressed that while new materials such
as CNTs offer many unique environmentally sensitive properties, their ap-
plication in new technologies must be preceded by at least a basic under-
standing of their electromagnetic properties. The realm of nanotechnology
has produced these interesting new substances, now it is up to physicists and
engineers to better understand them in order to utilize to the fullest their
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unique properties in new technologies. This thesis presented a method for
understanding the basic electromagnetic properties of vertically aligned car-
bon nanotube forests. While the implementation of this method presented
fell short of expectations in its ability to characterize very thin samples, it
did show its validity and mathematical correctness. Perhaps future charac-
terization problems dealing with these kinds of new materials will find the
development of this method of some utility.
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