Abstract: Exertion of wireless sensor networks has been increasing in recent years
Introduction
Wireless Sensor Networks have gained significant popularity in a current technological era. It has a broad range of applications in environmental changes, detection mechanisms, battlefield surveillance, industrial process monitoring, machine's and human health monitoring, etc. Wireless Sensor Networks (WSN) consist of small, portable, non-expensive devices called as sensors. This handle 138 collects the sensory information from the place of deployment and sends them to a machine, where processing of this information takes place internally. Sensors mainly consist of a microcontroller, external memory, transceiver, power source, analog to digital conversion and other components to capture variation in temperature, pressure, light, etc. A WSN normally will have little or no infrastructure. WSN consists of collaborative sensor nodes used to monitor the area and extract information about the environment. We can broadly classify the WSN as structured WSN and unstructured WSN. An unstructured WSN mostly contains of an enormous collection of sensor nodes, and it normally uses Ad hoc method of deployment. These nodes deployed in the network monitor the field. Huge numbers of sensor nodes make system maintenance difficult, and failure detection becomes a tedious task as well. But in a structured WSN, deployment of nodes is done in a predefined manner and a few nodes are used. Thus, the prime advantage of this methodology is to lower maintenance cost compared to an unstructured WSN. But sensor nodes must be placed very intelligently such that the performance of the WSN may not be affected. Present work considers a structured WSN.
Sensors have limited areas of coverage, prompting deployment of a vast number of those to capture accurate information for further processing. Another reason that might explain the tendency to incorporate many sensors is because of the low cost. As the number of nodes in the field increases, the probability of failure of nodes due to hardware inefficiency will also increase. Thus, detecting sensor node failure mechanism needs robust strategies. The mechanism has to be quite accurate and fast which will not disturb the actual intention of the deployment of the network in the field. Hence, there is a lot of scope for algorithmic design to detect sensor node failure.
Sensor node failure in the network may lead to unresponsive behavior of the node that might be caused by disconnection in radio antenna, crash in the system, drastic energy depletion, and anomalous reboot in the system. The current work simulates three algorithms that are proposed to enhance the performance by considering the drawbacks of current detection algorithms. Simulations compare the performance of the algorithms. The methodology considers the circular topology of nodes, since the distance between the neighboring nodes are almost equal, which in turn helps us in neglecting the overhead because of the distance between the nodes while transmitting the information.
The paper proposes three algorithms where the first one considers the Round Trip Propagation Delay (RTPD) between the concrete paths formed in the network; compares with the threshold value calculated apriori. The second algorithm endeavors to improve the performance of the first algorithm by reducing the number of paths in the network so that the time required to find the failed sensor node is reduced. Finally, the third algorithm consists of only one path and finds the failed node by considering propagation delay and the energy associated with the nodes.
In a nutshell, the algorithms deal mainly with the energy consumption of nodes and propagation delay incurred in sending packets to their neighboring nodes. 139 
Related work
There are numerous algorithms for detection of sensor node failure. [1] Proposes one such algorithm which tackles fault detection in a distributed way, by comparing the neighboring nodes and disseminating the decisions made by each node. Nodes, identified as "malfunctioning", will act in communication for routing and algorithm isolates them logically from the network. The involvement of malfunctioning nodes in communication process makes this algorithm inefficient; since these may not transmit the actual or complete data.
[2] proposes Cluster Heed Failure (CHF) recovery algorithm which divides the network into clusters and for each cluster the head is selected which is responsible for finding the faulty node by storing the state-space information of other nodes. Two types of ranges are defined, namely transmission range and sensing range. The cluster head is selected based on its energy and transmission range. The method groups the Nodes under cluster head's transmission range in one cluster. Since the cluster heads stores information regarding other in cluster head, if the cluster head fails, the information needs to be transferred to a secondary cluster head. Hence, there are possibilities of data loss in this mechanism.
[3] discusses a situation where large numbers of portable sensor nodes can be deployed to enhance the quality of service and the outcome of such exercise in triggering the probability of sensor node failures WSNs. QoS of wireless sensor network is affected by failure of sensor nodes, in particular node failure. Such failure is detected by measuring Round Trip Delay (RTD) time of round trip paths. The delay is compared with the threshold values. By reducing RTD time, the authors claim that the accuracy of fault detection technique is increased.
[4] Advocates Path (AP) redundancy technique to find the faulty sensor node where redundancy path is included in the network. If any of the nodes fail, the sensory information is sent using the redundant path to the base station. But this increases the energy consumption in the network since nodes store the redundant path's information. Also, the excessive number of paths decreases the efficiency of the fault detection process.
[5] Propounds Link failure detection mechanism, where monitoring of cycles and paths is introduced. Monitoring location is the field that is considered for sensing. Failure of monitoring cycles and paths that is unique to one monitoring site results in link failure detection. Each monitoring location considers Three-edge connectivity. But the different wavelength is assigned to each link, which introduces redundancy in this algorithm.
[6] Elucidates Fault (EF) detection scheme for sensor network in a distributive manner, which uses local comparisons with sensed data and sensory data of neighboring nodes. It also considers a confidence factor calculated by all its neighboring nodes and makes decisions based on these parameters. However, this scheme is pretty complex where the exchange of sensory information has to take place twice, once for comparison and a second time for confidence factor computations, thus hindering the efficiency of the algorithm.
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A sizable chunk of the task of failure detection is due to the fact that routing is a complex task in WSN owing a number of various constraints such as cross layer interference, multiple channels and radio frequencies [7] [8] [9] . Many algorithms for failure detection in wireless sensor networks have been proposed and implemented with their share of pros and cons [10] [11] [12] . Fault management architecture and smart detection techniques tend to address failure detection in WSN [13, 14] . In our work, a method to detect failed sensor network by selecting paths efficiently, minimizing the time required for the detection process has been proposed. We have considered the circular topology of a network where the distance between the nodes is almost equal. Since propagation delay depends on distance and speed of light, distance can be ignored in the detection mechanism. Thus, detection algorithm becomes simpler and more efficient.
Paths and propagation delay
Fixed number of nodes forms the path in the network, which will propagate packets among themselves. The algorithm forms a specific number of paths and compares the sum of propagation delay with the predetermined threshold value. Round trip propagation delay is the sum of the propagation delays between all the nodes in the path. The fault node detection time depends on the number of paths in the network and the round trip propagation delay between the paths.
Round trip propagation delay estimation
We calculate RTPD for each path in the network. Each path may consist of a varying number of nodes. RTPD depends mainly on the number of nodes in each path. The distance between the nodes will also have a greater impact on this calculation. As the number of nodes in the path increases, the time required to find the failed sensor node increases. Similarly, distance is directly proportional to propagation delay. Thus, the number of nodes in the path should be constant for all the paths and minimal. Also, the distance between the nodes in the path should be constant. Hence, the circular topology of the network places nodes at an equal distance ( Fig. 1) . We have considered a minimum possible number of nodes in each path so that the time required for the malfunctioning node detection mechanism can be reduced. Thus, three nodes in each path are considered. Thus, round trip propagation delay for one particular path will be the sum of the propagation delay between node 1 to node 2, node 2 to node 3 and node 3 back to node 1, (1)
 are propagation delays for sensor node pairs (1, 2), (2, 3) and (3, 1). The propagation delay is dependent on the distance between the nodes and is directly proportional to the distance between the nodes and will be almost equal between the nodes as the distance is constant. A round trip propagation delay for a path is given by (2) RTPD 3.
 
The time must be the minimum round trip propagation delay of a path in the network. The propagation delay of a particular sensor node that is decided by application of network and also the distance between the nodes determines the round trip propagation delay. The efficiency of the method can be improved only by reducing the number of paths in the network.
Evaluation of paths in the network
The algorithm mainly depends on the round trip propagation delay of each path in the network and is compared with a threshold RTPD to find the failed node in the network. Hence, all the possible paths in the network might be required for the detection process. The maximum number of paths that can be formed with m sensor nodes for each path in the network with N sensor nodes can be given as
where N is the number of nodes in the network and m is the number of nodes in each path that is three in our case. The analysis time of the failed node detection process is the time required to measure the RTPD times of all the paths in the network. It is the addition of all RTPD times of paths. The equation for analysis time with a P number of paths is given by (4)
The time required for fault detection process increases exponentially with the number of paths in the network as the number of paths depends on the number of nodes in the network. The efficiency of the failed node detection process requires optimization of the number of paths in the network.
Paths in detection of failed node: Our contribution
This paper is concerned with the theoretical and experimental study of how sensor node failures can be detected. Various research related to the topic is reviewed and the conclusion was that there is a need for efficient and a scalable detection mechanism for failure in WSN. The work concentrates mainly on the failure of sensor nodes due to battery depletion. As per our literature survey, the failure in 142 sensor node detection mechanisms specific to cell depletion has not been proposed so far. Hence our algorithms contribute to efficient and scalable methodology to detect and reconfigure the topology of WSN using propagation delays.
Three methods to find the paths in the network have been found out, and each of them is better than the previous one. Hence, these are called optimization methods. These methods mainly concentrate on finding the paths so as to improve the performance of the detection process. The first method enhances the performance by curtailing the number of paths in (2) to fewer paths which is equal to the number of nodes in the entire network. The second method further improves the detection process by selecting unique paths from the set formed by the first optimization method. The algorithm promotes the performance to a greater extent since redundancy is removed. We further tried to improve the performance and finally came up with a solution to include all the nodes in single path. And also we dynamically find the "failed "nodes by waiting for acknowledgment packet from the nodes; consequently check the nodes' energy and conclude the failure of nodes in the network. We calculated the probability of failure of nodes in the network and found network coverage based on that likelihood. Also, Shannon's entropy model has been applied to our algorithm. The resulting analysis shows that the proposed methodologies have proved to be efficient.
Equation (2) gives all possible paths in the network amounting to replication of paths and thus affecting the detection performance. Repetition of nodes in the paths must be avoided to obtain better performance.
Linear selection of paths in the network
Instead of including (Figs 2 and 3 ) all possible paths in the detection process, we select the nodes in a linear fashion such that the number of paths in the network can be reduced. Linear selection of paths gives the number of paths that are equal to the number of nodes in the network, sufficient for failed node detection process as it includes all the nodes in one or the other paths. So linear selection of paths in a wireless sensor network with N number of nodes is given by (6) PL = N. Step 2. P_i can be formed by selecting three nodes in continuum as Si, Si+1, Si+2.
Step 3. Transmit packet from Si to Si+1, Si+1 to Si+2 and Si+2 to Si.
Step 4. Record sending time at sender and receiving time at receiver and find transmission delay for each sensor node.
Step 5. Find round trip propagation delay by adding delay corresponding to nodes in each path. So the RTPD for P_i is Step 6. Compare  i with threshold. If  i is greater than threshold then, the path contains a node which is failed.
Step 7. Compare the RTPD of next path, i.e.,  i+1 with Threshold and  i . If it is greater, then conclude Si+1 as failed.
Step 8. Find next path, P_i+1 which consists of Si+1, Si+2, and Si+3, if it is linear path. Repeat all the steps from Step 4 till all the paths are traversed in linear paths collection.
The analysis time with a linear selection of paths is given by, (7)
where  RTPD propagation delay time and N is a round trip is the number of sensor nodes in the network. RTPD for each path is considered to be almost equal since the distance between the nodes is assumed to be similar in a circular topology of the network.
But when the number of nodes in the network increases, the number of paths formed in order to find failed nodes also increases which hinders the performance of the algorithm. So to overcome the disadvantages of linear selection of paths, discrete selection of paths is proposed.
Discrete Selection of paths in the network
The second level of optimization is done to improve the performance of the detection process. With a linear selection of the path, the number of paths will be equal to the number of sensors in the network. With a vast sensor network, detection process becomes slower. So we need to curtail up the number of paths involved in the failure detection process. We tried to remove some of the redundant paths from the set of first level optimization. Step 0. Perform the operation till Step 5 to find the threshold value of RTPD.
Step 1. Select any node Si from the network with N sensor nodes. The sensor nodes are S1, S2, S3, …, SN, where i = 1, 2,…, N.
Step 2. Form discrete paths where none of the nodes are repeatedly included in any of the paths. Discrete Path P_i can be formed by selecting three nodes in continuum as Si, Si+1, Si+2.
Step 3. Transmit information packet from Si to Si+1, Si+1 to Si+2 and Si+2 to Si.
Step 4. Record sending time at sender and receiving time at receiver and find transmission delay for each sensor node and store it in the database.
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Step 7. Find two more paths corresponding to next two nodes of source node in the path marked as failed. Calculate and compare the RTPD of those two paths, i.e., RTPDi+1 and RTPDi+2 with threshold and  i . If it is greater, then conclude source node of the particular path as failed node.
Step 8. Find next path, P_i+1 which consists of Si+1, Si+2, and Si+3, if it is discrete path. Repeat all the steps from Step 4 till all the paths are traversed in discrete paths collection.
So this method of selection of paths includes unique paths by ignoring paths containing nodes repetitive from the set of paths in the first level of optimization. A path in the discrete selection in wireless sensor network is given by,
where N is the number of nodes in the network and m is the number of nodes in each path. Here we have considered m as three since it is the least possible number of nodes in a path that can contain just to make delay incurred in the path minimal. Analysis time required for the algorithm is given by (10)
By comparing (6) and (9), the analysis time of the method is reduced to some extent. But still, there is a scope for improvement. Hence, we tried to reduce the analysis time much more.
A single path with energy comparison
A single path with energy comparison is the third level of optimization, which includes all the nodes in a single path with the hope to reduce the time required for the detection process. In this method, a parent node is selected which has higher energy. The parent node initiates the algorithm to detect the failed sensor node. It transmits an information packet to the next node in the topology and waits for the acknowledgment. If an acknowledgment is not received within a particular period, then the energy of it is checked to determine whether it is failing or not. In this algorithm, PS = 1. Error! Reference source not found. is used as mentioned in the title of the methodology. Analysis time of this method is given by (11)  ANL =  RTPD , which can be least possible time for the algorithm to detect a failure in nodes. When compared to (9) and (6), there is a lot of improvement in the analysis time.
Energy model
In our work, we are interested in energy lost during transmission and reception of data packets. Failed sensor node's energy will be depleted more than the standard node since battery failure case is considered. Energy drained while transmission of packets is given by 146 (12)
where K is the number of bits sent; amp is energy consumed per bit for a particular area; Eelec is the energy required for processing the bits for transmission.
Energy drained while reception of a packet is given by (13) ERX(K,d) = EelecK, where, K is the number of bits received, Eelec is the energy required for processing the bits after the reception. Table 1 . RTPD value of all discrete paths in the network of 30 nodes
Algorithm 3. Failed node detection algorithm with Single path and energy comparison
Step 1. Run the procedure for particular interval of time α, till all the nodes are working correctly.
Step 2. Form a path P, which includes all the nodes, Ni, i = 0, 1, 2, ..., n.
Step 3. Select a node as parent node Np based on its energy and Np transmits the information packet to next consecutive node Ni.
Step 4. Np waits for Wack time to receive acknowledgement from Ni. Step 5. Parent node, Np checks for wait time, i.e., if Wack < Transmission to Ni start time + current time. If yes, then check the energy of the node (Ni) to which it transmitted the information packet.
Step 6. If energy of Ni is drained beyond threshold value, Threne, i.e, if Ni ene < Threne, then go to Step 7, else set Ni as parent node Np and go to Step 8.
Step 7. Prune the node Ni from the network's database by recording it is failed node then remove it from network routing process.
Step 8. Now Np sends the information packet to failed node's next node Ni+1 and go to Step 5.
Step 9. Perform the same process till all the nodes are traversed.
Step 10. Declare that all nodes are working properly and Repeat the Step 1 after some fixed interval period of time. This procedure need to be executed continuously for efficient detection of failed sensor node. Entropy has origin from thermodynamic parameter that represents the characterization of the state of the material. It is the measure of an amount of uncertainty in the system. We can relate Entropy theory to our work in the 148 uncertainty of sensor nodes getting failed. Currently, seven types of failure in sensor nodes are observed. They are bias, gain, drifting, precision degradation, complete failure, noise, and constant with noise. Since we are concentrating on the total failure of a node due to battery energy depletion, the probability of node getting failed would be (1/2)×(1/7). Using Shannon's entropy model, for a discrete random variable x whose value is xi, the probability would be p(xi), i = 1, 2, 3,..., n,
where H(x) is the entropy of nodes in the network.
Network coverage
Network coverage or coverage defines the ratio of the area covered by the network in the field of interest. Suppose the area of interest for deployment of sensor networks is A, rs is the sensing area of a node, N is the number of nodes that are deployed in the network. Then probability of node getting detected for its failure is given by,
The probability of an event to be detected by an arbitrary sensor node is given by p(1 -Pf), where Pf is the probability of node failure. The probability that the event will not be detected by the absolute sensor is equal to 1 - The implementation is done using network simulator 2.35. It is simulated for 30 nodes and can be scaled to the finite number of nodes. The circular topology of the network has been considered here. NS2.35 has already incorporated AODV algorithm for routing the information packets in the network. We have revised this 149 algorithm to implement failed sensor nodes in the network. Failed sensor nodes behave unexpectedly and drop the routed packets. Also, their energy will be depleted more than any typical sensor node. Simulations are carried out by intentionally allowing few of the sensor nodes to fail and then algorithms are run to investigate the performance of methodologies.
Experiments
The sensor node S12 is made to fail. First, let us consider the linear selection of paths algorithm. Here since we already have all paths with all nodes as a source node, let us consider P_12. The RTPD is calculated by adding the propagation delays of all the nodes in the path P_12. By considering all the nodes as working nodes, algorithm compares the RTPD with the threshold value are determined. A threshold value is the highest RTPD value of all the paths. If the RTPD of P_12 is greater than the threshold value, then the path contains failed node. Further, it is compared with RTPD value of P_13 and P_14 and checked if it is greater than those value too. Finally, it is declared that S12 is failed. Let us consider the same node with the discrete selection of paths algorithm. It is similar to the linear selection of paths, but all sets of paths are not calculated. So when any path's RTPD exceeds the value greater than the threshold, it is compared with threshold of two more consecutive paths thus formed. RTPD of these two newly formed paths is calculated and compared with the threshold. Finally failed sensor node is detected.
Both the algorithm implementations involve two phases. The first phase consists of threshold value calculation and second phase performs the actual failure detection process. Now let us consider the third optimization of paths, i.e. single path with energy comparison. In this method, a single path incorporates all the nodes in the network, and this process is dynamic when compared to other two methodologies. Here node sends the information packet and waits for a particular interval of time to get acknowledgment. If it does not, then the energy of the node S12 is checked. If it is less than energy threshold, then the node is said to be failed. This algorithm is proved to be efficient and scalable to any number of nodes.
Results
This section consists of experimental results obtained during simulation of the algorithms proposed. The throughput is calculated and compared with all the optimization algorithms after simulation. Fig. 7 shows the graph. Here it is clear that the performance of the third optimization algorithm is stable and is low only that the sensor node failure regions. When the failed sensor nodes have to send the information packet to other nodes, packets are dropped, and hence there is a fall in the graph. Table 4 shows the number of transmissions that can happen during a single iteration of discovery process algorithm execution. We observe that the optimization nominally affects the performance of the system. Fig. 8 shows the average performance comparison between these three algorithms. In the figure, it shows that the mean throughput of linear selection has been less since; it has multiple transfers of information packets and droppings Due to packet transmission, processing and reception the energy of all the nodes is drained to some extent. Even though the entire detection process is complete, none of the nodes energy is exhausted to the extent as in failed sensor nodes. Thus, it proves that the sensors whose energy is less than the threshold value, (in this experiment the threshold value of energy is considered as 5 kJ) are said to be failed. 
Conclusion
Three methods of detecting the failed sensor node in the wireless sensor network are proposed, implemented and simulation results were analyzed. Simulations were done using NS2, which is a stable and efficient simulator, used in networking research work. Future work may include investigating other causes of failure in WSN and study of partial failure detection.
Future research work
This work could be scaled to mobile sensor nodes where the location of the nodes in the network changes randomly. The algorithms can be modified and extended to unstructured wireless sensor networks. Fast and effective mechanism to route the information of failure to the base station can also be considered in future work. Another approach which we would contemplate for future work is to consider a structured topology, like star or mesh, with dedicated optimal path to transmit data and another redundant path which connects all the nodes in the network, to ensure that sensors are alive. Each node drops probe message through the dedicated path to fortify other nodes that it is active. R e f e r e n c e s
