This paper investigates the nonlinear predictability of technical trading rules based on a recurrent neural network as well as a neurofuzzy model. The efficiency of the trading strategies was considered upon the prediction of the direction of the market in case of NASDAQ and NIKKEI returns. The sample extends over the period 2/8/1971-4/7/1998 while the sub-period 4/8/1998-2/5/2002 has been reserved for out-of-sample testing purposes. Our results suggest that, in absence of trading costs, the return of the proposed neurofuzzy model is consistently superior to that of the recurrent neural model as well as of the buy & hold strategy for bear markets. On the other hand, we found that the buy & hold strategy produces in general higher returns than neurofuzzy models or neural networks for bull periods. The proposed neurofuzzy model which outperforms the neural network predictor allows investors to earn significantly higher returns in bear markets.
Introduction
Conventional time series analysis, based on stationary processes does not always perform satisfactorily on economic and financial time series [18] . Economic data are not generally described by simple linear structural models, white noise or random walks. The most commonly used techniques for financial forecasting are regression methods and autoregressive integrated moving average (ARIMA) models [6] . These models have been used extensively in the past, but they often fail to give an accurate forecast for some series due to inherent noise patterns, fat tails, as well as nonlinear components [5, 21] . Therefore it is worth addressing whether the predictability of stock returns can be improved by using nonlinear models.
One of the approaches that has been found to improve the ability of financial forecasting is neural networks that have been used extensively for nonlinear interpolation and function approximation. 1 Neural networks are parallel computational models comprising input and output vectors as well as processing units (neurons) interconnected by adaptive connection strengths (weights), trained to store the "knowledge" of the network. Conventional time series analysis techniques as well as neural networks incorporate in terms of input variables, only quantitative factors, such as stock returns, indices and other financial or economic magnitudes. However, it is significant to capture this unstructured expert knowledge in terms of a number of qualitative factors (e.g. macroeconomical or political effects, trader psychology etc) that may seriously influence the market trend. Fuzzy logic provides a means of representing uncertainty with imprecise data. In a fuzzy system numeric variables (inputs and outputs) are translated into fuzzy linguistic terms (e.g. low, high etc) and each term is described by a membership function that describes the degreein (0,1) interval-to which a variable belongs to a set of values. Finally, fuzzy inference rules represented in IF-THEN statements are specified to associate the fuzzy input to the output fuzzy set. 2 Although the fuzzy logic-based forecasting shows promising results, the process to construct a fuzzy logic system is subjective and depends on somewhat heuristic processes. The inference rules derived in this way may not always yield the best forecast, and the choice of membership functions still depends on trial and error.
Recently, neural networks have been applied to improve the performance of a fuzzy inference system and shown to be a new and promising approach. Neural networks' learning ability can be utilized to adjust and fine-tune the fuzzy membership functions. The combination of both techniques results in a hybrid neurofuzzy model which incorporates the learning ability of the neural network and the inherent functionality of the fuzzy expert system and performs beyond either of these technologies individually [58] . The basic concept regarding a neurofuzzy system is the derivation of various parameters of a fuzzy inference system by means of adaptive backpropagating training methods obtained from neural networks [7, 40] . In applications of financial time series prediction, where crisp estimates are meaningless or unavailable as well as establishing crisp criteria for decision making is rather difficult to achieve, neurofuzzy approaches can provide improved decision support. 3 Thus, beyond the existing literature and practice that has utilized separately neural networks or fuzzy logic systems we demonstrate that in financial forecasting applications the synergistic neurofuzzy approach leads to superior predictions. The purpose of this paper is to illustrate this concretely through an investigation of the relative predictability of the proposed neurofuzzy trading system. The remainder of this paper is organized as follows. Sections 2 and 3 describe how the neural network and neurofuzzy system respectively are constructed. The empirical results are shown in Section 4. Finally, Section 5 provides the concluding remarks.
Recurrent neural network model
A single hidden layer feedforward network with sufficiently hidden units and properly adjusted parameters can theoretically approximate any function to any desired degree of accuracy. 4 The output of a neural network is produced via the application of a transfer function. Their functionality is to modulate the output space as well as prevent outputs from reaching very large values which can "block" training. 5 Learning typically occurs through training, where the within the data sets. Moreover, the function approximation properties of neural networks have been thoroughly investigated by many authors. The results in Cybenko [8] , Funahashi [13] , Hornik [23] , Hornik et al. [24, 25] , Gallant et al. [14, 15] , Hecht-Nielsen [19] demonstrated that feedforward networks with sufficiently many hidden units and properly adjusted parameters can approximate any function to any desired degree of accuracy. Poddig [48] applied a feedforward neural network to predict the exchange rates between American Dollar and Deutsche Mark, and compared results to regression analysis. Other examples using neural networks in stock and currency markets include Gencay [16] , Green et al. [17] , Manger [44] , Rawani [49] , Weigend [61] , Yao et al. [64] and Zhang [65] .
2 Fuzzy systems can express human expert knowledge, experience, intuition, etc., by using fuzzy inference rules [55, 36] , and are widely applied in fields like classification, decision support, process simulation, and control [35, 28, 43, 42] . Financial and marketing applications have also been reported regularly [3] .
3 Many alternative ways of integrating neural nets and fuzzy logic have been proposed which have much in common, but differences on implementation aspects [57, 29, 30, 56, 22, 60, 51, 46, 26, 12, 31, 59] . Neurofuzzy systems in forecasting applications can be found in [41, 53] . Specifically, on financial forecasting, neurofuzzy applications are available in the work of Kaastra et al. [32] , Nishina et al. [47] , Siekmann et al. [52] , Abraham et al. [1] and Wu et al. [63] .
4 Despite the importance of selecting the optimum number of hidden neurons, there is no explicit formula for that matter. The geometrical pyramid rule proposed by Masters [45] considers √ n · m neurons for a three-layer network with n inputs and m outputs, while Baily et al. [4] suggested that the number of hidden neurons should be 75% of the number of inputs. Katz [34] indicates that an optimal number of hidden neurons can be found between one-half to three times the number of inputs, whereas Ersoy [10] proposes doubling the number of neurons until the network's performance deteriorates.
5 Levich et al. [39] and Kao et al. [33] found that sigmoid and tansigmoid transfer functions are appropriate for financial markets because they are nonlinear and continuously differentiable which are desirable properties for network learning.
training algorithm iteratively adjusts the connection weights. Common practice is to divide the sample into three distinct sets called the training, validation and testing (out-of-sample) sets; the training set is the largest and is used by the neural network to learn the patterns presented in the data, the validation set is used to evaluate the generalization ability in order to avoid overfitting 6 and the training set should consist of the most recent observations that are processed for testing predictability. Specifically, if X t = (x 1,t , . . . , x p,t )is the input of a single layer feedforward network with q hidden units, the output is given by:
where i = 1, . . . , q and j = 1, . . . , p. We consider z = β 0 , . . . , β q , α 11 , . . . α i j . . . , α qp T as the weight vector and S, G transfer functions. 7 The solution of the network considers estimation of the unknown vector z with a sample of data values. A recursive estimation methodology, which is called backpropagation is used to estimate the weight vector, as follows:
where ∇ f (x t , z) is the gradient vector with respect to z and η the learning rate. The learning rate controls the size of the change of the weight vector on the tth iteration. The z vector update is achieved via the minimization of the mean square error function. At each epoch the entire input sequence is presented to the network, and its outputs are calculated and compared with the target sequence to generate an error sequence and update the weights. Whilst feedforward neural networks appear to have no memory since the output at any time instant depends entirely on the inputs and the weights at that instant, neural networks that contain feedback, called recurrent neural networks, exhibit characteristics simulating short-term memory. In our application we have utilized Elman recurrent networks [9] . Elman networks (Fig. 1 ) are backpropagation networks with a single hidden layer, where lagged outputs of the hidden units are fed back into the hidden units themselves. As a result the hidden neurons have some record of their prior performance, which enables the network to incorporate internal memory. The Elman network uses the tansig transfer function (G) in its hidden (recurrent) layer, and the purelin function (S) in its output layer. The output is given by:
where
with s = (z, δ) T and δ = δ 11 , . . . δ i h . . . , δT as the weight vector of the recurrent state.
Neurofuzzy model
The neurofuzzy architecture consists of the input, the inference rules layer and the output layer. In the input fuzzy layer all the variables are described by fuzzy membership functions (fuzzification). The fuzzy inference rules consist of two parts, the "IF" part and "THEN" part. Finally, in the output layer, the fuzzy variables are converted into crisp values (defuzzification). The aforementioned structure utilizes the Mamdani (1997) approach of fuzzy inference. Alternatively, Sugeno [54] approach introduces linear dependences of each rule on the system's input variables thereby no defuzzification process is required. In our implementation we use a two-input, two rule first order Sugeno model (Fig. 2) , where the parameters c, d, and h of the nth rule contribute via the following first order polynomial:
Because of the linear dependence of each rule on the system's input variables the Sugeno system is suited for modelling dynamic nonlinear systems by interpolating multiple linear patterns. This model comprises two parameter sets, namely the membership function parameters (which depend on the form of the membership function) and the polynomial parameters (c, d, h). In order to solve for the parameters we use a hybrid training process. The training consists of a neural learning algorithm and specifically the gradient descent algorithm to solve for the membership parameters via the optimization of the mean squared error objective function, as well as a least squares algorithm to solve for the polynomial parameters. The architecture of the system consists of five layers with the output of the nodes in each respective layer represented by L 1i where i is the ith node of layer 1. In the first layer the membership grades are generated. In the second layer the rule weight coefficients (called firing strengths) are produced, whereas at the third layer the strengths are normalized. In layer 4 the rule outputs are calculated and finally in fifth layer all the inputs from the previous layer are aggregated. The layer relations are depicted as follows:
L 5i :
The last equation can be reformulated in the following matrix format:
Considering that the firing strengths are known, if the X matrix was invertable, the weight vector W which includes the polynomial parameters, could be solved directly using a least squares regression technique. However, this is not usually applicable therefore we use the Singular Value Decomposition (SVD) method for the X matrix [45] . Thus, the weight matrix is then solved for using:
where D diagonal matrix that contains the singular values, U unitary matrix of principal components, and V orthogonal normal matrix of right singular values. For the fuzzification of the input variables we use symmetric triangular membership functions with continuous non-zero derivatives, a fact that optimizes the neurofuzzy training performance [27] . The symmetrical triangular membership function includes the a i peak parameter and the b i support parameter in the following formula:
The update rule of the gradient descent algorithm for the peak parameter is given below [38] :
where η α is the learning rate for a i . The same rule is applied for the support parameter. After calculating the error derivative and substituting into the recursive equation (Appendix), the peak parameter is given as follows:
where y o the target output and y the system output for a N size sample. The function sign(arg) takes the value of 1 if the argument is positive and 0 otherwise. Thus, for the support parameter:
Overall, each training epoch of the hybrid learning rule consists of two passes. During the forward pass all node outputs are estimated up to the fourth layer, where the polynomial parameters are calculated using SVD method while the membership parameters remain fixed. Thereafter, the outputs are calculated using the polynomial parameters and in the reverse pass the errors are backpropagated within the layers to determine the membership parameter updates, while the polynomial parameters are kept fixed.
Empirical results
We have implemented a trading strategy for NASDAQ and NIKKEI indices, using logarithmic returns from 8 February 1971 to 5 February 2002 (8087 observations) (Fig. 3) . We have examined the performance of the models using as testing samples two discrete subperiods for each index; the bear subperiod and the bull subperiod. for the rest of the sample with the validation period covering almost 30% of the training data set. The trading rule over the testing period works as follows. At the end of each trading day the recurrent neural network (RNN) and the neurofuzzy model (NF) are being re-estimated over a rolling sample that is equal to the training period set. The output of both models when it is greater than 0 is used as a buy signal, and when it is less than 0 as a sell signal. Then, the total return of the strategy, when transaction costs are not considered, is estimated as:
where r t is the realized return andŷ t is the recommended position which takes the value of (−1) for a short position and (+1) for a long position (see e.g. [16, 11] ). Our implementation requires that the Elman network as well as the neurofuzzy model receives two lags of the returns for both indices. 8 Specifically for the recurrent neural network, the best forecasting ability was derived by a topology which incorporated 10 neurons in the hidden layer. 9 In order to evaluate the forecast accuracy of the models, we used the sign rate which measures the proportion of correctly predicted signs, the Sharpe ratio which is defined as the ratio of the mean return of the strategy over its standard deviation and the Ideal Profit as the ratio of the returns of the trading strategy over the returns of a perfect predictor. Finally, as a measure of the predictability we employed the Henriksson-Merton statistic [20] . The results of these statistics are reported in Table 1 . Regarding total returns, the trading rule based on the NF model always dominates the RNN as well as buy & hold strategy consistently in bear subperiods. In bull subperiods for NASDAQ and NIKKEI255 the results are indicating superiority of the buy & hold strategy for all models. The fact that both models outperform buy & hold strategy in bear subperiods, accords with previous results derived by Fernández-Rodriguez et al. [11] from a feedforward neural model applied on the Madrid stock market General Index. A possible explanation is that, 8 The procedure for the selection of the lags involved the estimation of AR models and the calculation of the Ljung-Box statistics for the first 16 lags of the series of both indices. Significant autocorrelations of up to the second lag of the return series were identified. Additionally, the Akaike Information Criterion (AIC) that was estimated for the first six lags on both series provided the minimum value at the second lag. Empirically, different number of input lagged returns was fed into both models but again the results we obtained are not better in terms of RMSE with more than the 2 lags. The results of the sensitivity analysis are available upon request.
9 This empirical result follows Katz [34] and Ersoy [10] . buy & hold strategy is the worst for the bear market and the best for the bull market for the extreme case with no turning points in the testing period. However, when there are many turning points during a period and the more turning points that occur, the better the nonlinear models and foremost the NF model will be in prediction performance. This is corroborated by the sign predictions for NF model which are a higher percentage than the RNN model in case of bear markets. Moreover, the RMSE for the NF model is consistently lower than RNN both in bull and bear markets. Finally, Sharpe ratio and Ideal profit indicators in case of NF model are relatively higher in the bear market for all indices against RNN model.
Concluding remarks
This paper investigates the nonlinear predictability of stock market indices via the utilization of technical trading rules based on recurrent neural networks as well as neurofuzzy models. Specifically, the performance of the trading strategies was considered upon the prediction of the direction-of-change of the market in case of NASDAQ and NIKKEI 255 returns. Our results suggest that, in absence of trading costs, the rate of return of the proposed neurofuzzy model is always superior to that of the recurrent neural model as well as of the buy & hold strategy for bear markets for both indices. Thus, an investment strategy based on the neurofuzzy model allows investors to earn significantly higher returns in bear markets. On the other hand, we found that the buy & hold strategy produces in general higher returns than neurofuzzy or neural networks for bull periods. The comparison between the two trading models demonstrated that the neurofuzzy system which uses "dynamically" adjusted piecewise interpolating linear planes for the sign prediction, in contrast to the "static" nonlinear neural interpolator, allows for better partitioning of the output space in terms of identifying market switching regimes, and leads to better classification and prediction results.
Appendix
The chain rule is used to analyze the total derivative to its partial derivatives:
The partial derivatives are derived below: Substituting into the chain rule equation we get:
