Current recommender systems are very inefficient. There are many metrics that are used to measure the effectiveness of recommender systems. These metrics often include "conversion rate" and "click through rate". Recently, these rates are in low single digit (less than 10%). In other words, for more than 90% of times, the model that the targeting system is based on, produces noise. The belief in this work is that the main problem leading to getting such unsatisfactory outcomes is the modeling problem. Much of the modeling problem could be represented and exemplified in treating users and items as member of clusters(segments). In this work, we consider full personalization of recommendation systems. We aim at personalization of users and contents simultaneously. Recommendations using baseline approach are inaccurate and targeting based on similarity-based recommendation (collaborative filtering) suffer from many disadvantages such as the neglect of interactive correlation. In this work, similarity based targeting has been combined with baseline approach and latent factor models and has been treated with adaptive regularization allowing complete personalization with respect to both users and items.
Introduction
There two major approaches in providing desirable contents to users. The first tool used for offering these contents to maximize some metrics (such as user conversion, user's delight, …) is Procedia Computer Science search. In search, a user initiates the process and indicates their interests through "key search" of words/phrases.
The main task in search is to provide the best possible contents that best match the user's query. Though the presence of users on the digital space is not limited to search queries and has many more diverse forms for which the users do not "explicitly" indicate their interests and their desired/favorite contents. Recommendation systems address these types of user digital experiences and aim at recommending the users contents that users may be interested in and desire. Recommender systems find these desired contents by looking at preferences the users have displayed and expressed implicitly. The recommendation (offering) process could be initiated directly (mail, email, text messages, …) or indirectly (ads, directing users to new sites, and so on).
During the last two decades, search has been often the major methods of matching users 'with their desired items in digital domain. Practically, users may search for many items on line that may not be correlated to one another as users may move from searching for one category of items to some other very different ones. This discontinuity -in the search categories -is often not accounted for in the search algorithms. Similarly, while browsing, users may change the class of items (contents) they have been viewing online. The result of ignoring the "class/category jump" of a user's online trajectory (for both view and search) is that the users are targeted based on the category/class of their past trajectories and not their most recent ones. One of the consequence of this incorrect assumption is that the users may be recommended items they are no longer are looking for.
As another challenge, the outcome of a search query is often too generalized to be helpful in making an accurate match to a user's demand and this generalized aspect of the outcome of a search process has been a main source of the insufficiencies search engines have been experiencing. In the most general form, recommender systems can be similar to search queries with the distinction that there is no query in the recommendation system's offerings since users do not indicate any explicit or direct query. Instead of searching for an item (content) as is the case in search, recommender systems find out the users' desired contents in an indirect fashion. This unexpected offering is based on users past interactions with the contents and also on the features of users and contents.
Examples of the applications of recommender systems -with some samples of companies that are using them -include [2] movie recommendation ( Netflix and Amazon), related product recommendation (Adobe, Amazon), web page ranking (Google, Yahoo), social recommendation (Facebook, Google), news content recommendation (Yahoo, Google), priority inbox & spam filtering (Google, Yahoo), online dating (OK Cupid, match.com, Yahoo), computational Advertising (Yahoo, Facebook), online course offering (Coursera, Udacity). Recommendation systems represent a considerable value for many businesses. For example, [2] for Netflix, about 80% of the contents that are used are recommended contents, for Amazon, 30-40% of the items sold are recommended contents, and for Google, recommendation generates 38% more click-through. There are many challenges in designing and implementing a good recommender system with some of them to be the issues such as proper metrics to measure effectiveness, privacy of users and scaling. Though, the major difficulty is in the modeling approach in the sense of the need for an accurate, stable, and efficient models. Users' targeting based on recommender systems could be modified to take into account the continuity of the user view trajectory.
High dimensionality is a major concern for recommender systems. It arises from the fact that there are practically infinite number of contents (choices) and also potentially infinite dimensions for users (accounting for the fact that even a single user has many representations-as a function of place he may go, the time he may be next day, the job he may have next, and so on). Thus the matching problem of recommending the best content to users is NP hard problem. Inevitably, the matching has to take place in a lower dimensional space with its dimensions to be only a fraction of the ones of the original space.
The Hybrid Model for Recommender System
Data: The data is represented in the matrix form, called matrix X. Rows of the matrix are users (i) and its columns are contents or items (j). Each matrix entry --displays the rating of user i on item j. Thus each entry ( ) is the relation between a specific content j and a specific user i. In general, the entries may be explicit such as opinions or the actions, rating or total purchases, or may be implicit data such as the amount of time spent on a web site, how much time you spent searching an item/movie (vs saying I like it or rate the website on a 1-5 basis). Explicit data is not always available and often not enough of that could be found [16] . Historic (logged) data or live data (streaming) data and quite often a combination of both are used to design and test a recommendation model
Similarity Based Models:
Given the massive amount of possible contents (movies, articles, web sites, items, …) that are available, one could see the need of narrowing down the number of possible choices based on the likelihood a user has any need or desire toward those contents. One approach in achieving this goal of narrowing down the options is the application of similarity based models The idea of similarity based recommendation is based on the computation of an unknown user rating or propensity (unknown entry in the matrix X) using some of the known entries or rating in the matrix. There two types of similarity based recommender systems, content -to-contents and user-touser similarity based recommendations.
Explicit Content and User Based Similarity Approaches:
In the content-based similarity model, one can find the rating of the user on an unrated content ( ) by looking at the similar items (similar to the content j) that have been rated by the same user, user i. These similarities are computed using explicit features of the contents. Then using a weighted average of all similar contents, the unknown rating, , is computed. In the user (demographic) based similarity recommendation, the model uses the available rating of all other similar users (similar to user i) on the same content j. The final rating of the user i on content j, , is computed as a weighted average of the ratings of all similar users on the same content j. These weights correspond to the degree of similarities so higher similarities would lead to higher weights.
In the explicit similarity based recommendation models, the similarities are computed using explicit features of contents or users. For example, in the case of user-movie recommendation problem, the contents (movie) features could include features of movies such as their director, length, actors and actresses, and studio. The explicit features for the user could include user's age, user's income, user's address and user's marital status.
Collecting explicit user and contents features is nontrivial and expensive [2] . In addition, the analysis based on the explicit features is biased and not useful since the explicit features are noisy, sparse and highly correlated. This will take us to believe that -instead of the available explicit features -we need to use other new features that produce accurate results. These new features are not observed because they may not be observable or due to the high cost of their observation and measurement. These new implicit features can explain the available user experience data (such as movie rating, purchasing patterns, so on) very effectively and definitely more effectively than explicit features could, in part due to the fact that they could explain also complicated and unknown data characteristics that are difficult to be measured or observed explicitly.
The other disadvantages of the explicit similarity based recommendation models is that they ignore the interaction among features and consider the similarity by (implicitly) assuming the two contents (users) are uncorrelated with the rest of the contents (users) [65] .
Implicit Content and User Based Similarity Approaches:
In the implicit similarity approach for recommendations, explicit profiles (features) of users and contents are not required and are indeed computed implicitly (indirectly) to be used for the computation of similarities between users and between contents.
In these methods (sometime called neighborhood based methods [65] ) to find a rating for an item the user has not seen, once more, there are two plausible paths, user based and content based ones. In the content based approach, we look at all other contents the (same) user has rated and the use a weighted aggregation (weighted averaging) of all these rating to compute the rating for the unseen content. The weights are computed based on the similarities between these contents -and the contents with unknown rating -with higher weights to be used for contents with higher similarity. These similarity of contents are computed using the content vectors. Each content vector's entries are all the rates different users have given to that content. Alternatively, in the user based approach, the similarities of other users who have rated the content -that user has not seen -with the user and then using a weighted average of all of these other users' ratings to compute the unknown rating of the user on the contents user has not observed/rated.
In the latent factor model (section 2.3) both of these approaches are used simultaneously.
The implicit models compute and use the content and user features implicitly so we do not need to collect the explicit features. The past activities/interactions are used to deduce similarities among users (user-to-user) and contents (item-to-item similarities). Hence, the similarities are based on the actions (rating, like, how many visits user had on a site, …) and not based on explicit user features (age, income) or content features (book's author, price, content, title, …). In other words, to compute the similarity of two users, we can compare their actions (rating, for example) on the same content (item). If the rankings (on all contents) are similar, then the users are similar and the other way around.
Singular value decomposition (SVD) is one major tools in the development of implicit based similarity recommender systems. Instead of having access and using the explicit contents' and users' features, SVD uses the rating of all users on the items they have rated, to implicitly discover (compute) the item and user features. Though, these discovered features are not the original explicit features (age, income, address, … for users and director, length, studio, … for the contents -in the above example). The implicit features discovered are -in general -a non-linear/linear combination of the original features and may not represent any physical or explicit interpretation.
Singular Value Decomposition (SVD)
Singular value decomposition is defined for every m×n matrix X as:
Where: U, the left singular vectors, is m×n orthogonal matrix, Though the matrix X has many missing entries that ca not be part of this computation. Using only the available entries of X,
Where ( , ) is the set of all i and j where the corresponding entries in X are not missing.
=
Recommendation System Based on Complete Personalization Kourosh Modarresi
The Collaborative Filtering (CF)
The implicit similarity based recommender systems are often called collaborative filtering (CF). CF methods do not need domain specific knowledge or features of contents nor users. They could use the interaction/feedback of users on a contents to compute the unknown interactions (rates). To make results of CF to be accurate, large amount of data is needed.
One simple model to compute the unknown entries in the matrix X is to use the baseline model. The basic idea is that an unknown rating of user I on the content j, , could be computed based on the average rating the user i gives to all contents rated by the user, the average rating the content j has received and the average of all rating (by all users on all contents). Baseline estimate for is; = + + Where, = mean rating of all users over all items = rating bias of user i = mean of all ratings by user i -= rating bias of item j = mean of all ratings on item jObviously, this is the most basic model and the unknown rating ( ) needs to be computed using a weighted mean of the baseline scores.
Where, ( , ) include all items rated by user i that are similar to item i in the sense of some similarity measure such as KNN or a threshold of correlation between those items and item i.
is estimated by minimizing the Root Mean Square error (RMSE),
Where M is the number of available (non zero) enrtries in matrix X. Minimization of RMSE leads to,
,
Since M is a constant, this is equivalent to
To simplify this equation more, we use MSE instead of RSME
Substituting for ,
Though, we need to apply regularization [102, 103, 105 ]to prevent overfitting. Thus,
For to be the regularization parameter.
But this is a global regularization that ignores specific charatersitics of users and items and to treat both items and users as they have same features. To consider regularization of items and users separately,
This way, we recognize items and features are two different variables that needed to be penalized or regularized separately considering their own features.
Though, still we consider all users the same as one another by penalizing all the same. That is also true for the items in the sense that they are all treated as they exhibit the same features. To achieve full personalization of considering each user as a unique individual and also each item as a unique item, we use adaptive personalization [ 72, 76, 77] ;
The Model for the Latent Factor
Latent Factor [70, 78] model is a generalization and extension of CF. The goal is to find the underlying (latent) factors that can explain all the interactions (rating, like/not like, purchasing, …). But since these underlying factors are often have not been observed or are not observable (not measurable), they are called latent factors. Singular value decomposition is the major technic used in the latent factor model.
SVD matrix factorization models rely on the correlations among users (user habits such as rating, ranking, liking, purchasing, …) and also correlation among contents (similar patterns such as movie genre, movie's length, director, …). Though, unlike the explicit similarity-based models, it does need any explicit user or content features and discovers the underpinning variables (latent factors) that explain those similarities.
The latent factor model is ill-posed (ill-conditioned) and thus there is not enough information to solve it. From the point of view of linear systems of equations, we have -in effect -an underdetermined system where the number of constraints (equations or rows in the matrix representation of data) is less than the degree of freedom of the system (variables or columns) and therefore we have infinitude of solutions. To make the problem solvable, we have to add more constraints in the form of regularization to penalize overfitting.
To compute the unknown data entries in the data matrix x, we use an inverse version of SVD Factorization [78] . This way, using the known (non-missing) entries, we can find the right hand side of the SVD decomposition, i.e., the singular vectors and singular values. Then, using the right hand side, we can compute the missing entries by reconstructing the original matrix. By renaming the right hand side as, And using the component of the matrices; = =
We compute the best reconstruction matrix for the matrix X
But, we have missing entries and thus to prevent overfitting, we have to add regularization; 
+ ( + )
This approach of regularization suggests that the users and contents have the same characteristics and thus should be penalized similarly. To treat the users and contents distinctively,
Though, this assumes that all users have the same features and thus the same regularization should be applied to all of them. To personalize the recommender system, we use a localized regularization [78] 
+ ( +

R= U and = D
To extend the localized regularization to the contents also, we get [70, 71, 72] :
The Final Hybrid Recommender System Model
The assumption on this work is that the missing data is missing completely at random (MCAR) [100] . This means that the probability that a data point is missing does not depend on its observed value. We also use the concentration of measure assumption [16] that means the information in the data is concentrated (lies) in a lower dimensional space or the rank of the data matrix is k which is very small compared to min (m, n). This leads to that SVD is the solution for the low rank approximation problem. The result is referred to as the matrix approximation lemma or Eckart-Young-Mirsky [36] . Also, with respect to the sparseness of the data matrix, we assume that;
.
Where r= rank(X), a= number of available entries in X, for some positive numerical constant C. under these circumstances, we could accurately recover the missing entries in the data matrix [105] . In this work, we may not know the specific (explicit) features of the contents nor those of the user. T The model is domain-neutral and the rating could be for movies, books or websites or any other content. In computing or recovering the unknown entries of the matrix, overfitting may happen which is due to the lack of sufficient information and thus some penalization of the objective function in the form of regularization becomes necessary. This model is based on a different view of regularization, i.e., a localized regularization technique which leads to improvement in the estimation of the missing values.
Often, latent factor models work better in generalizing the complete structure of the data while similarity based methods do better job when the data is dominated by a small group of highly correlated data points [1] [2] [3] . The mix model in this work is based on the understanding that no single models could work equally effective on all data and applications. Thus, we combine the baseline and similarity based model in section 2.2 with the latent factor model in section 2.3 and then apply localized regularization model to achieve fully personalized recommendations.
Thus, using the similarity based CF in section 2.2 and and Latent factor approach of 2. 
+ (
) + ( + )
The implementation algorithm is based on stochastic gradient descent (SGD) where we fix all of the variables except one variable that is to be optimized. This process is iteratively done for each variable till all variables converge.
The model was applied on two data sets of 10000×20 dimensions. The first data matrix contained the conversion of different ad campaigns and the second data set contained movie rating (1-5 ratings). We compared the results of the application of our model with those of similarity based (section 2.2) and latent factor base (section 2.3). The average improvement in the accuracy (RSME) of the recommendations was 16.4% and 12.8%, correspondingly.
