Abstract-In this paper, we present a general explicit finite difference time domain (FDTD) algorithm for transient electromagnetic problems at low frequencies. A detailed theoretical analysis is given, based on a nonstandard finite difference scheme, which is studied in terms of stability and consistency. The study reveals a whole class of finite difference diffusion schemes with different properties. Some of the existing methods are special cases of this general framework and an optimal algorithm is proposed. The application of finite difference methods to eddy current problems requires the introduction of a hybrid methodology, which combines the explicit differencing scheme for the diffusion equation with a boundary element method (BEM) for the open regions. The resulting algorithm involves a simple time stepping iteration, without any system solution, thus being remarkably robust.
I. INTRODUCTION
T HE ANALYSIS of transient eddy current problems is considered an interesting and relatively difficult problem in engineering, with a wide variety of applications. The computation of eddy currents in the time domain can be performed via various implicit finite element (FEM) formulations [1] - [3] . However, especially in the three-dimensional case, these require a considerable computational effort, when it comes to the solution of matrix equations. If iterative solvers are employed, the system solution can be extremely time-consuming, especially when it includes a dense part related to boundary element (BEM) equations. On the other hand, the use of direct solvers may speed up the computational algorithm, but the memory requirements may become intolerable. In the case of nonlinear problems, the time domain treatment is often highly desirable even in the case of harmonic excitation, since a frequency domain algorithm cannot deal with the existence of harmonics and an additional iteration for the nonlinearity seems to be inevitable.
On the other hand, although the FDTD method [4] dominates the area of radiation and scattering, it cannot be applied in quasistatic fields, in its standard form. There is also a strong question as to why explicit time domain schemes have not been widely applied to low frequency problems. A possible explanation is the lack of symmetry in Maxwell's equations for quasistatic fields, due to the absence of the displacement current term. However, explicit schemes for diffusion do exist [5] - [9] , just like the classic leapfrog scheme existed long before the introduction of FDTD. An alternative technique based on the well-known FDTD method with reduced speed of light has been proposed for diffusion [10] , although the Courant condition seems to be still very restrictive for the time step.
In this study, we develop a general explicit nonstandard FDTD scheme for diffusion, and investigate it in terms of stability and consistency. The analysis yields an entire family of methods, depending on a set of two independent parameters. Although the existing methods can be deemed particular cases of the general formulation, we propose a new method, which is optimal with respect to stability and consistency. The application of the proposed FDTD method to more practical problems is facilitated through the introduction of an appropriate BEM formulation for the exterior domain. The new hybrid algorithm is successfully applied to a two-dimensional linear and a similar nonlinear eddy current problem.
II. A NONSTANDARD FDTD SCHEME FOR DIFFUSION

A. Development
We consider, for the sake of simplicity, the one-dimensional diffusion equation (1) although the results are easily generalized to two or three dimensions. The conventional Euler explicit scheme is based on the use of central differencing for the space derivative and forward differencing for the time derivative [5] . However, this is only first order accurate in time and stable only if, (2) where is the time step and the cell size. Although (2) may be not that restrictive for many cases of the engineering practice, a second order accurate approximation in time, in other words the use of an additional time level, is highly desirable to reduce the number of time steps. Unfortunately, the leapfrog scheme [3] which uses central differencing in time as well, is unstable.
Hence, there is a need of a more thorough investigation of second order accurate in time schemes, to choose the best one, in terms of efficiency and stability. We present a unified approach, 0018-9464/01$10.00 © 2001 IEEE based on the introduction of a wide class of symmetric nonstandard finite difference approximations for (1), given by (3) where is the time step and the cell location. We note that the differencing schemes in space and time are implied, rather than a priori chosen. The latter term involves field or potential values at points not taken into account in conventional schemes, and is related to nonstandard finite difference approximations [11] , which have reported to exhibit an enhanced accuracy.
The coefficients will be defined such that (3) will be a discretization of (1) . If are expressed in terms of Taylor expansions around ( , ), and (1) is enforced, the following constraints are obtained (4) Therefore, there is a wide class of approximations, depending on the two parameters , . We should note that some of the existing methods fall into the general category of (3). For instance, the DuFort-Frankel algorithm [6] , which is also closely associated to the Hopscoth method [7] , is defined via (5) whereas the Symmetric Semi-Implicit Scheme (SSI) [8] , [9] , satisfies (6) We observe that a nonstandard differencing scheme is implied in the latter case, although its derivation is rather based on an intuitive rearrangement of finite difference equations.
However, it should be noted, that in general, (3) and (4) no longer represent an approximation of (1). Instead, they approximate the wave equation (7) where the parasitic term is related to the concept of inconsistency [5] and depends on the cell size and time step. Although the independent parameters could be chosen such that this term will be eliminated, that is (8) we will attempt a general treatment, since both the DuFort-Frankel and the SSI scheme are inherently inconsistent. It is preferable, however, through this approach, to seek more general types of approximation, instead of attempting to intuitively construct unusual differencing schemes. In any case, we should ensure that the magnitude of the parasitic term will be sufficiently small.
B. Stability versus Consistency
One of the most important aspects in any computational algorithm and especially in explicit difference schemes is the matter of stability. Using the von Neumann criterion [5] , we consider, without loss of generality, solutions of the form (9) and we require that (10) in other words will remain bounded as becomes large. According to (3), the stability equation becomes 
which determine the regions in which the independent parameters are allowed to vary. If (13) holds for every possible value of , in other words stability is independent of the time step and cell size, the algorithm is considered to be unconditionally stable. It is a simple task to verify that both the DuFort-Frankel and the SSI scheme satisfy this criterion. Inequalities (12), (13) define the stability region in the domain of independent parameters, which is shown in Fig. 1 . However, both schemes are found to be inconsistent. Moreover, using (5) , (7) the coefficient of the parasitic term in the DuFort-Frankel case is proven to be , whereas for the SSI method is . Therefore, the inclusion of the nonstandard difference terms in the SSI method has not been done such that it will contribute to its performance, since it results in a more severe inconsistency. This is also illustrated in Fig. 1 , where the distance of point C (SSI method) from the line of consistency, defined by (8) , is bigger, compared to that of point B (DuFort-Frankel). Taking also into account that the latter scheme is much simpler, since it involves less field values, one concludes that it is a reasonable choice.
However, the analysis that has been introduced reveals another important conclusion. When , which means that the time step exceeds the value prescribed by the Courant-like condition (2) for the Euler explicit method, the stability region and the line of consistency do not have common points. Therefore, an explicit scheme cannot be unconditionally stable and consistent at the same time. Moreover, unconditionally stable methods exhibit different degrees of inconsistency.
C. The Proposed Nonstandard Explicit Scheme
From the generalized approach that has been preceded and an inspection of Fig. 1 , it comes out as a natural conclusion that the optimal, with respect to consistency and still unconditionally stable explicit method corresponds to point D in Fig. 1 . The most impressive result is that when , this algorithm is the only consistent one, since the dashed line, corresponding to (13), meets the consistency line. Unlike the Euler scheme, the new algorithm is second order accurate in time and if (2) is violated, it remains stable while exhibiting an inconsistency with the lowest possible level . The optimized method is defined via if (14) if (15) For most materials and frequencies in eddy current analysis, it is possible to keep within the consistency range, without an excessive increase of the number of time steps. However, if (2) needs to be violated, the method remains stable, while requiring a careful choice of the time step, to control the parasitic term. In any case, the slightly increased number of iterations compared to implicit methods is overwhelmingly balanced by its simplicity.
III. THE HYBRID FDTD-BEM FORMULATION
The application of an FDTD scheme to practical eddy current problems, calls for a combination of the time-stepping algorithm with an appropriate mesh truncation technique in the nonconductive regions, where the problem is static. In this study, we introduce a new hybrid FDTD-BEM technique, based on an -formulation for two-dimensional problems, combining the explicit time-stepping scheme in the conductors with an integral equation for the exterior domain.
As for the explicit FDTD, the 1-D analysis is easily extended to 2-D. In this case, the time-stepping expression is (16) The coefficients are expressed via relations similar to (14) or (15) and (4), where has been replaced by or in the -or -coefficients, respectively and by in , . The exterior problem is treated via the integral equation (17) where is the conductive region, the source current density, and the Green's function in two dimensions. To be combined with the interior FDTD algorithm, (17) should be discretized in an elaborate way. More precisely we have where is the length of edge , the vertical distance of node, , from , a local coordinate at , and the distance of , from any point of . Singular entries are given by . In a similar manner,
where is the cell size to the normal direction and (21) Finally, the discretization and system solution leads to the exterior update equation, which in matrix-vector form is (22) where the matrix inversion is done once. Hence, at each time step, only a matrix-vector multiplication is involved. The hybrid algorithm is notably efficient, since it does not involve any matrix solution at each time step. However, in large-scale applications and especially in 3-D, the matrix takes up a significant amount of memory. Although this is a general drawback of BEM, other truncation methods should be investigated. The perfectly matched layer (PML) for eddy currents [12] could be a promising alternative. In any case, this requires a suitable matching of the exterior static problem, where no time stepping is involved, to the interior scheme. We also stress that the hybrid algorithm is easily applied to nonlinear problems. In the -formulation, the only additional task is the calculation of the flux density at each cell, so that the exact point in the nonlinear material curve will be traced.
IV. COMPUTATIONAL RESULTS
We consider a 2-D test problem of an iron rod with dimensions equal to five times the skin depth in the linear case, excited by a pair of conductors. Although this is a just a simple benchmark problem, some of the attributes of the proposed scheme can be detected. In Fig. 2 , a contour plot of for a linear and a nonlinear problem with a simple hysteresis model are shown.
A comparative study for the linear case is also performed. In Figs. 3 and 4 , the transient response and the normalized error of at the center are shown. Table I summarizes results for 
V. CONCLUSIONS
We have presented a new approach to eddy current analysis, based on the concepts of FDTD method. An answer to the question of applicability of explicit methods to low frequency analysis has been given, via the introduction of a general nonstandard scheme. Through this unified approach, the drawbacks of some existing methods have been indicated and an optimal new algorithm has been proposed. This constitutes a fundamental framework, where other extensions could be introduced, using the vast theoretical background from both the FDTD and FEM methods. Such cases are the use of conformal or general unstructured grids to model complex geometries, or the applications to three-dimensional problems. Due to its efficiency and simplicity, the hybrid algorithm could be a promising tool for eddy current analysis.
