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SOMMATION EFFECTIVE D'UNE SOMME DE BOREL PAR
SÉRIES DE FACTORIELLES
par
Eri Delabaere & Jean-Mar Rasoamanana
Résumé.  Nous abordons dans et artile la question de la sommation eetive
d'une somme de Borel d'une série par la série de fatorielles assoiée. Notre approhe
fournit un ontrle de l'erreur entre la somme de Borel reherhée et les sommes par-
tielles de la série de fatorielles. Nous généralisons ensuite ette méthode au adre des
séries de puissanes frationnaires, après avoir démontré un analogue d'un théorème
de Nevanlinna de sommation de Borel ne pour e adre.
Abstrat (Eetive Borel-resummation by fatorial series).  In this arti-
le, we onsider the eetive resummation of a Borel sum by its assoiated fatorial
series expansion. Our approah provides onrete estimates for the remainder term
when trunating this fatorial series. We then generalize a theorem of Nevanlinna
whih gives us the natural framework to extend the fatorial series method for Borel-
resummable frational power series expansions.
1. Introdution
Le problème du alul eetif d'une somme de Borel a déjà une longue histoire.
Celui-i peut être fait par e que Poinaré appelait la méthode des astronomes
[22℄, et qui n'est autre que la méthode de sommation au plus petit terme que Stokes
employait déjà dans son artile fondateur de 1857 [26℄ et qui trouve naturellement
sa plae dans le adre Gevrey [24, 3℄.
Bien d'autres méthodes de sommation ont été développées depuis. Ainsi, l'utilisa-
tion des approximants de Padé fait sont apparition dès les années 1970 en physique
mathématique (voir, e.g., [25℄), à la suite notamment de la redéouverte de la somma-
tion de Borel par le groupe de Salay de physique théorique, avant d'être développée
d'un point de vue algorithmique dans le adre Gevrey [27℄. Un point de vue diérent,
basé sur l'utilisation de transformations onformes, fournit la méthode exposée dans
[1℄. Dans la mouvane des idées de Dingle [11℄, de Ealle [12, 13, 14, 4, 9, 6℄, et
sous l'impulsion de Berry-Howls [2℄, l'éole anglo-saxonne d'asymptotique exponen-
tielle a quant à elle developpé l'outil de l'hyperasymptotique (voir, e.g., [19, 20, 21℄)
pour lequel la struture résurgente des objets à sommer joue un rle entral [8, 7℄.
Classiation mathématique par sujets (2000).  30E15, 40Gxx.
Mots lefs.  Sommation de Borel, séries de fatorielles.
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D'autres méthodes eetives de sommation et des appliations en physique sont dé-
taillées dans [15℄.
Nous allons nous penher ii sur la méthode des séries de fatorielles. Cette méth-
ode, en théorie exate et non approhée, n'est pas nouvelle puisqu'elle remonte à
Watson [29℄, Nevanlinna [17℄ et Nörlund [18℄, voir aussi [16, 28℄. Notre apport par
rapport à la littérature existante sur e sujet est double. D'une part, ayant en vue
des méthodes eetives, notre objetif sera de fournir des estimations de l'erreur
ommise par sommation partielle des séries de fatorielles. D'autre part, nous pro-
poserons une généralisation de la sommation par séries de fatorielles au adre des
séries de puissanes frationnaires Borel sommables.
La struture de l'artile est la suivante. La setion 2 est onsarée à un ertain
nombre de rappels sur la sommation d'une série sommable de Borel par séries de fa-
torielles. La setion 3 fournit une approhe originale de la sommation par séries de
fatorielles, débouhant sur un ontrle eetif de l'erreur ommise par sommation
partielle omme expliité au théorème 3.1. La sommation de Borel de séries de puis-
sanes frationnaires est abordée en setion 4, l'objetif prinipal étant le théorème
4.1 de sommation de Borel ne. Celui-i fournit le adre naturel pour la sommation
par séries de fatorielles généralisée développée en setion 5, et son résultat prinipal,
le théorème 5.1. Diérents exemples illustrent les proédures de sommation eetive.
Notons pour onlure ette introdution que et artile n'a pas pour motivation
de promouvoir telle méthode eetive de sommation au dépend de telle autre. Notre
approhe est ii de dénir les onditions d'appliations de la méthode par séries de
fatorielles, et don ses limitations. Enn, s'il nous semble que dans un adre résur-
gent, et en parallèle ave l'hyperasymptotique, les méthodes exposées ii devraient
pouvoir débouher sur le alul eetif des oeients de Stokes, ette question ne
sera néanmoins pas abordée dans et artile, faute pour les auteurs d'y avoir rééhi
susamment.
2. Résultats lassiques
Notation 2.1.  Dans tout l'artile :
 Pour r > 0 et θ ∈ R
2piZ
, Br(θ) désigne la bande ouverte
Br(θ) = {ζ ∈ C / d(ζ, eiθR+) < r},
où d est la distane eulidienne.
Pour θ = 0 on notera plus simplement Br à la plae de Br(0).
 On note ∆ l'image du disque ouvert D(1, 1) de entre 1 et de rayon 1 par la
transformation biholomorphe
s ∈ D(1, 1) 7→ ζ = − ln(s) ∈ ∆.
L'ouvert ∆ vérie :
Bln(2) ⊂ ∆ ⊂ Bpi
2
(f. Fig. 1).
 Pour tout λ > 0, ∆λ désignera l'homothétique de ∆ déni par :
∆λ = {λζ / ζ ∈ ∆}.
SOMMATION DE BOREL PAR SÉRIES DE FACTORIELLES 3
–1.5
–1
–0.5
0.5
1
1.5
–1 1 2 3
Figure 1. Les ouverts Bln(2) ⊂ ∆ ⊂ B pi
2
.
Nous résumons maintenant la théorie lassique de la sommation de Borel et de la
sommation par séries de fatorielles. Nous renvoyons le leteur à [16, 28℄ pour les
démonstrations.
2.1. Sommation de Borel.  Nous rappelons tout d'abord le théorème suivant
de Nevanlinna dit de sommation de Borel ne :
Théorème 2.1.  Soit f(z) =
+∞∑
n=0
an
zn
∈ C[[z−1]]1 une série Gevrey-1. Notons
f˜(ζ) =
+∞∑
n=1
anζ
n−1
(n− 1)! ∈ C{ζ} sa transformée de Borel. Les assertions suivantes sont
équivalentes :
1. Il existe r > 0 et θ ∈ R
2piZ
tels que f˜ se prolonge analytiquement à l'ou-
vert Br(θ). De plus, il existe A > 0, B > 0 tels que pour tout ζ ∈ Br(θ),
|f˜(ζ)| ≤ AeB|ζ|.
2. Il existe r > 0, A > 0, B > 0 et une fontion sθf(z) holomorphe dans {z ∈
C/ℜ(zeiθ) > B} tels que, pour ℜ(zeiθ) > B et n ≥ 0 :
(1)
∣∣∣sθf(z)− n∑
k=0
ak
zk
∣∣∣ ≤ Ras(r,A,B, n, zeiθ)
Ras(r,A,B, n, z) = Ae
Br n!
rn
1
|z|n(ℜ(z) −B) .
De plus, pour ℜ(zeiθ) > B,
(2) sθf(z) = a0 +
∫ ∞eiθ
0
f˜(ζ)e−zζ dζ.
Remarque 2.1.   L'hypothèse 1) implique que pour tout n ≥ 0,
(3) |an+1| ≤ AeBr n!
rn
.
 Par l'inégalité de Stirling il vient :
Ras(r,A,B, n, z) < Ae
Br
√
2pinn+
1
2 e−n+
1
12n
rn
1
|z|n(ℜ(z)−B) .
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Comme, à z xé,
nne−n
(r|z|)n atteint son minimum en n = r|z|, la sommation au plus
petit terme onsiste à approher sθf(z) par la somme
n∑
k=0
ak
zk
ave n =
[
r|z|] où[
.
]
est la partie entière.
Dénition 2.1.  Dans le théorème (2.1), la fontion holomorphe sθf est la somme
de Borel de f relative à la diretion θ.
Remarque 2.2.  Le alul de la somme de Borel sθf de f(z) =
+∞∑
n=0
an
zn
relative à
la diretion θ se ramène au alul de la somme de Borel s0fθ de fθ(z) = f(ze
−iθ) =
+∞∑
n=0
ane
inθ
zn
relative à la diretion 0 par la relation :
(4) pour tout ℜ(zeiθ)≫ 0, sθf(z) = s0fθ(zeiθ).
2.2. Sommation par séries de fatorielles.  Nous onsidérons maintenant
la méthode de alul d'une somme de Borel par séries de fatorielles. Suivant la
remarque 2.2, il sut de se onentrer sur le alul d'une somme de Borel relative à
la diretion θ = 0.
Notre hypothèse de travail est la suivante : la série Gevrey-1 f(z) =
+∞∑
n=0
an
zn
admet
une transformée de Borel f˜(ζ) =
+∞∑
n=1
anζ
n−1
(n− 1)! qui se prolonge holomorphiquement à
l'ouvert ∆. On suppose par ailleurs :
(5) ∃A > 0, ∃B > 0, ∀ζ ∈ ∆, |f˜(ζ)| ≤ AeB|ζ|.
On notera que, puisque Bln(2) ⊂ ∆, l'hypothèse (5) induit que la somme de Borel
s0f(z) de f est dénie holomorphe pour ℜ(z) > B.
L'appliation ζ 7→ s = e−ζ dénissant une transformation biholomorphe entre
l'ouvert ∆ et le disque ouvert D(1, 1), nous pouvons introduire :
(6) φ(s) = f˜(ζ).
L'appliation φ est holomorphe dans D(1, 1) et s'identie dans e disque à la somme
de sa série de Taylor :
(7) φ(s) =
+∞∑
n=0
bn(1− s)n, bn = (−1)
n
n!
dnφ
dsn
(1).
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D'un point de vue formel, nous pouvons érire :
s0f(z) = a0 +
∫ +∞
0
f˜(ζ)e−zζ dζ = a0 +
∫ +∞
0
φ(e−ζ)e−zζ dζ
= a0 +
+∞∑
n=0
bn
∫ +∞
0
(1− e−ζ)ne−zζ dζ = a0 +
+∞∑
n=0
bn
∫ 1
0
(1− s)nsz−1 ds
= a0 +
+∞∑
n=0
n!bn
z(z + 1) . . . (z + n)
.
C'est e développement qui orrespond à la sommation par série de fatorielles.
Nous référant à Malgrange [16℄, la justiation du alul formel préédent repose
essentiellement sur le point lef suivant :
Lemme 2.1.  Supposons qu'il existe A > 0 et B > 0 tels que ∀ζ ∈ ∆, |f˜(ζ)| ≤
AeB|ζ|. Alors pour tout C > max(B, 1) la série
+∞∑
n=1
|bn|
nC
onverge.
Ce lemme onduit alors au théorème suivant :
Théorème 2.2.  Ave les notations préédentes, supposons qu'il existe A > 0 et
B > 0 tels que ∀ζ ∈ ∆, |f˜(ζ)| ≤ AeB|ζ|.
Alors la série de fatorielles a0 +
+∞∑
n=0
Γ(z)Γ(n + 1)bn
Γ(z + n+ 1)
onverge absolument pour
ℜ(z) > max(B, 1) et représente la somme de Borel s0f(z) dans et ouvert.
L'utilisation de e théorème néessite le alul des oeients bn en fontion des
oeients an de la série formelle f . L'algorithme de Stirling [16℄ répond à la ques-
tion :
Proposition 2.1 (Algorithme de Stirling). 
∀n ≥ 0, bn = 1
n!
n+1∑
k=1
(−1)n−k+1s(n, k − 1)ak,
où les s(n, k) sont les nombres de Stirling de première espèe.
Remarque 2.3.  Notre dénition des nombres de Stirling de première espèe
s(n, k) est elle de [5℄ :
n−1∏
k=0
(x− k) =
n∑
k=0
s(n, k)xk.
Signalons pour mémoire que le théorème 2.2 admet une réiproque, f. [16℄.
3. Sommation de Borel eetive
Nous proposons à présent une justiation de la sommation par série de fatorielles.
Diérente des preuves lassiques [16, 28℄, son avantage réside dans sa simpliité et
le fait qu'elle débouhe sur un ontrle eetif.
Notre hypothèse de travail est elle du 2.2 : la série Gevrey-1 f(z) =
+∞∑
n=0
an
zn
admet une transformée de Borel f˜(ζ) qui se prolonge holomorphiquement à l'ouvert
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∆ et vérie la ondition (5). Nous onsidérons de nouveau l'appliation φ dénie par
(6) et sa série de Taylor (7).
Tirons tout d'abord quelques onséquenes de (5) pour les dérivées
dnφ
dsn
(s), s ∈
]0, 1]. Par l'égalité de Cauhy et pour s ∈]0, 1],
(8)
dnφ
dsn
(s) =
n!
2ipi
∮
φ(t)
(t− s)n+1dt =
n!
2ipisn+1
∮
φ(t)
( ts − 1)n+1
dt.
Dans (8), l'intégration se fait le long d'un laet dont un paramétrage possible est :
(9) t(α) = s(1 + reiα), α ∈ [0, 2pi], r ∈]0, 1[ xé.
Nous faisons à présent le hangement de variable v ∈ D(1, 1) 7→ t = e−v ∈ ∆. A
s ∈]0, 1] orrespond ζ = − ln(s) ∈ R+ tandis qu'au laet (9) est assoié le laet
(10) v(α) = ζ − ln(1 + reiα), α ∈ [0, 2pi], 0 < r < 1.
L'égalité (8) devient : pour tout ζ ∈ R+ et tout r ∈]0, 1[,
dnφ
dsn
(e−ζ) = −n! e
ζ(n+1)
2ipi
∮
φ(e−v)
(e−v+ζ − 1)n+1 e
−vdv
= −n! e
ζ(n+1)
2ipi
∮
f˜(v)
(e−v+ζ − 1)n+1 e
−vdv
=
n! enζ
2pi
∫ 2π
0
f˜(ζ − ln(1 + reiα))
(reiα)n
dα.
Puisque pour |τ | < 1, | ln(1 + τ)| ≤ − ln(1− |τ |) on en déduit par (5) que pour tout
ζ ∈ R+ et tout r ∈]0, 1[,
(11)
∣∣∣∣dnφdsn (e−ζ)
∣∣∣∣ ≤ n! enζ2pi rn
∫ 2π
0
AeB(ζ−ln(1−r)) dα
≤ An!
rn(1− r)B e
(n+B)ζ .
Comme rn(1 − r)B atteint son maximum en r = n
n+B
sur ]0, 1[, nous retiendrons
que :
(12) ∀ζ ∈ R+,
∣∣∣∣dnφdsn (e−ζ)
∣∣∣∣ ≤ A(n+B)n+B n!BBnn e(n+B)ζ .
Cei établi, onsidérons maintenant la somme de Borel s0f(z) de f . Pour tout N ≥ 0
et ℜ(z) > B, nous avons
(13)
s0f(z)−
(
a0 +
N∑
n=0
Γ(z)Γ(n + 1)bn
Γ(z + n+ 1)
)
=
∫ +∞
0
(
φ(e−ζ)−
N∑
n=0
bn(1− e−ζ)n
)
e−zζ dζ.
Maintenant par intégrations par parties, en utilisant (7) et la majoration (12) pour
les questions d'intégrabilité,
(14)
s0f(z)−
(
a0 +
N∑
n=0
Γ(z)Γ(n + 1)bn
Γ(z + n+ 1)
)
=
(−1)N+1
z(z + 1) · · · (z +N)
∫ +∞
0
dN+1φ
dsN+1
(e−ζ)e−(z+N+1)ζ dζ.
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Par suite, en vertu de (12) : pour tout N ≥ 0 et ℜ(z) > B,
(15)
∣∣∣∣∣s0f(z)− (a0 +
N∑
n=0
Γ(z)Γ(n + 1)bn
Γ(z + n+ 1)
)∣∣∣∣∣
≤ A(N +B + 1)
N+B+1
BB(N + 1)N+1
(N + 1)!
|z(z + 1) · · · (z +N)|
∫ +∞
0
e(B−ℜ(z))ζ dζ
≤ A
BB
(N +B + 1)N+B+1
(N + 1)N
∣∣∣∣ Γ(z)N !Γ(z +N + 1)(ℜ(z) −B)
∣∣∣∣ .
Nous résumons le résultat obtenu :
Proposition 3.1.  On suppose que la série f(z) =
+∞∑
n=0
an
zn
∈ C[[z−1]]1 admet une
transformée de Borel f˜(ζ) qui se prolonge holomorphiquement à l'ouvert ∆, et qu'il
existe A > 0 et B > 0 tels que pour tout ζ ∈ ∆, |f˜(ζ)| ≤ AeB|ζ|. Alors, pour tout
N ≥ 0 et ℜ(z) > B,
(16)
∣∣∣∣∣s0f(z)− (a0 +
N∑
n=0
Γ(z)Γ(n + 1)bn
Γ(z + n+ 1)
)∣∣∣∣∣ ≤ R1(A,B,N, z)
R1(A,B,N, z) =
A
BB
(N +B + 1)N+B+1
(N + 1)N
∣∣∣∣ Γ(z)Γ(N + 1)Γ(z +N + 1)(ℜ(z) −B)
∣∣∣∣ ,
où s0f désigne la somme de Borel de f , les bn étant déduits des an par la proposition
2.1.
La proposition 3.1 et le théorème 2.2 induisent le résultat suivant :
Théorème 3.1.  On suppose que la transformée de Borel f˜(ζ) de la série f(z) =
+∞∑
n=0
an
zn
∈ C[[z−1]]1 se prolonge holomorphiquement à l'ouvert ∆λ, λ > 0, et qu'il
existe A > 0 et B > 0 tels que pour tout ζ ∈ ∆λ, |f˜(ζ)| ≤ AeB|ζ|. Alors :
• la série de fatorielles a0 + λ
N∑
n=0
Γ(λz)Γ(n + 1)b
(λ)
n
Γ(λz + n+ 1)
onverge absolument pour
ℜ(z) > max(B, 1/λ), de somme s0f(z), où s0f désigne la somme de Borel de f ,
les b
(λ)
n étant déduits des a
(λ)
n = λn−1an par la proposition 2.1.
• pour tout N ≥ 0 et ℜ(z) > B,
(17)
∣∣∣∣∣s0f(z)− (a0 + λ
N∑
n=0
Γ(λz)Γ(n+ 1)b
(λ)
n
Γ(λz + n+ 1)
)∣∣∣∣∣ ≤ Rfact(λ,A,B,N, z)
Rfact(λ,A,B,N, z) =
A
(λB)λB
(N + λB + 1)N+λB+1
(N + 1)N
∣∣∣∣ Γ(λz)Γ(N + 1)Γ(λz +N + 1)(ℜ(z) −B)
∣∣∣∣ ,
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Démonstration.  Posons f˜λ(ζ) = f˜(λζ), de sorte que f˜λ se prolonge holomor-
phiquement sur ∆, et ∀ζ ∈ ∆, |f˜λ(ζ)| ≤ AeλB|ζ|. La fontion f˜λ n'est autre que
la transformée de Borel de la série formelle fλ(z) =
1
λ
f
( z
λ
)
=
+∞∑
n=0
a
(λ)
n
zn
ave
a(λ)n = λ
n−1an. Nous déduisons du théorème 2.2 que la série de fatorielles a
(λ)
0 +
N∑
n=0
Γ(z)Γ(n + 1)b
(λ)
n
Γ(z + n+ 1)
onverge (absolument) vers s0fλ(z) pour ℜ(z) > max(λB, 1),
et par la proposition 3.1 que pour tout N ≥ 0 et ℜ(z) > λB,∣∣∣∣∣s0fλ(z) − (a(λ)0 +
N∑
n=0
Γ(z)Γ(n + 1)b
(λ)
n
Γ(z + n+ 1)
)∣∣∣∣∣ ≤ R1(A,λB,N, z).
où les b
(λ)
n sont déduits des a
(λ)
n par l'algorithme de Stirling (proposition 2.1).
Par suite la série de fatorielles a0 + λ
N∑
n=0
Γ(λz)Γ(n + 1)b
(λ)
n
Γ(λz + n+ 1)
onverge (absolument)
vers s0f(z) pour ℜ(z) > max(B, 1/λ), et pour tout N ≥ 0 et ℜ(z) > B,∣∣∣∣∣s0f(z)− (a0 + λ
N∑
n=0
Γ(λz)Γ(n+ 1)b
(λ)
n
Γ(λz + n+ 1)
)∣∣∣∣∣ ≤ λR1(A,λB,N, λz).
Le lemme suivant est une onséquene faile de la formule de Stirling.
Lemme 3.1.  Ave les notations du théorème 3.1, pour ℜ(z) > B,
Rfact(λ,A,B,N, z) ∼ Ae
λB
(
1−ln(λB)
)
Nλ
(
ℜ(z)−B
)
−1
|Γ(λz)|
ℜ(z)−B
quand N → +∞.
De la majoration (12) (pour λ = 1) et de la relation (7) il déoule :
Lemme 3.2.  Ave les notations du théorème 3.1, pour tout n ≥ 0,
(18) |b(λ)n | ≤
A(n+ λB)n+λB
(λB)λBnn
.
Remarque 3.1.  Le lemme 3.1 démontre la onvergene de la série de fatorielles
a0 + λ
+∞∑
n=0
Γ(λz)Γ(n + 1)b
(λ)
n
Γ(λz + n+ 1)
pour ℜ(z) > B + 1
λ
, B > 0, elle-i représentant la
somme de Borel s0f(z) dans et ouvert.
Ce résultat est plus faible que elui donné par le théorème 3.1. Le déalage s'explique
par la majoration obtenue au lemme 3.2, |bn| ≤ A(n+B)
n+B
BBnn
(pour λ = 1). Or
A(n+B)n+B
BBnn
∼ Ae
B
BB
nB, à omparer ave le lemme 2.1.
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3.1. Un élément de omparaison.  Au vu de la relation Bln(2) ⊂ ∆ ⊂ Bpi
2
,
nous allons omparer les estimations des restesRas(ln(2), A,B,N, z), Ras(
pi
2
, A,B,N, z)
données par (1), et elle du reste Rfact(1, A,B,N + 1, z) dérit par le théorème 3.1.
Nous prendrons A = 1, B = 1, z = 10 + 10i. Le résultat est dérit par la gure 2.
–8
–6
–4
–2
0
2
5 10 15 20 25 30
Figure 2. Nous avons représenté pour A = B = 1, z = 10 + 10i et
n = 0, · · · , 30, par  les points de oordonnées [n, log |Ras(ln(2), 1, 1, n, z)|],
par ◦ les points de oordonnées [n, log
∣∣Ras(pi2 , 1, 1, n, z)∣∣], par + les points
de oordonnées [n, log |Rfact(1, 1, 1, n, z|].
Des exemples d'appliations seront donnés dans les setions qui suivent.
4. Sommation de Borel de séries de puissanes frationnaires
La setion 2 s'oupait de sommes de Borel de séries non ramiées. Nous allons
à présent nous penher sur le problème de la sommation eetive d'une somme de
Borel d'une série de puissanes frationnaires. Cette setion a pour but de développer
un analogue du théorème 2.1 de "sommation de Borel ne".
Notation 4.1.  Par la suite m ∈ N∗. Nous noterons par
Cm
pi ↓
C
(
resp.
C
⋆
m
pi ↓
C
⋆
)
la
surfae de Riemann ramiée (resp. la surfae de Riemann) à m feuillets de X
1
m
.
 Nous identierons l'élément x ∈ C⋆m au ouple (|x|, arg(x)) où |x| ∈ R+⋆ et
arg(x) ∈ R
2pimZ
et on notera x = |x|ei arg(x) :
x = rei arg(θ) ∈ C⋆m ←→ (r, θ) =
(|x|, arg(x)) ∈ R+⋆ × R2πmZ
pi ↓ ↓ p˜i
x˙ = rei arg(θ˙) ∈ C⋆ ←→ (r, θ˙) = (|x˙|, arg(x˙)) ∈ R+⋆ × R2πZ
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 Pour x ∈ C⋆m et k ∈ Z, on notera xk/m l'élément de C⋆m de module |xk/m| =
|x|k/m et d'argument arg(xk/m) = km arg(x).
 Pour r > 0 et θ˙ ∈ R
2piZ
on notera
Dr(θ˙) = pi−1
(
Br(θ˙)
)
⊂ Cm, D⋆r(θ˙) = pi−1
(
B⋆r(θ˙)
)
⊂ C⋆m.
Pour θ˙ = 0 on érira plus simplement Dr = pi−1(Br) et D⋆r = pi−1(B⋆r ).
 On note Ω = pi−1(∆) et pour tout λ > 0, Ωλ = pi
−1(∆λ). On dénit Ω
⋆
et Ω⋆λ
de façon analogue.
 Pour B > 0, on notera P (B) le demi-plan ouvert
P (B) = {z ∈ C⋆m / | arg(z)| ≤
pi
2
, ℜ(z˙) > B}.
4.1. Somme de Borel.  Rappelons quelques dénitions et propriétés élémen-
taires.
Dénition 4.1.  Soit f(z) =
+∞∑
n=0
an
z
n
m
∈ C[[z− 1m ]] et f˜(ζ) =
+∞∑
n=1
anζ
n
m
−1
Γ
(
n
m
)
sa
transformée de Borel. On suppose qu'il existe r > 0 tel que f˜(ζ) dénisse une
fontion holomorphe sur pi−1
(
D(0, r)⋆
)
, D(0, r)⋆ = D(0, r)\{0}, où D(0, r) est le
disque ouvert de entre 0 de rayon r.
Soit θ ∈ R2πmZ . On suppose qu'il existe un seteur ouvert Σ(θ, ε) = {x ∈
C
⋆
m, arg(x) ∈]θ − ε, θ + ε[}, ε > 0, tel que f˜(ζ) se prolonge analytiquement
dans e seteur et :
(19) ∃A > 0, ∃B > 0, ∀ζ ∈ Σ(θ, ε), |f˜(ζ)ζ m−1m | ≤ AeB|ζ|.
Alors la fontion
(20) sθf(z) = a0 +
∫ ∞eiθ
0
f˜(ζ)e−zζ dζ
dénie holomorphe dans le demi-plan ouvert {z ∈ C⋆m / | arg(z) + θ| ≤
pi
2
, ℜ(z˙eiθ˙) >
B}, est la somme de Borel de f dans la diretion θ.
Remarque 4.1.  Le alul de la somme de Borel sθf de f(z) =
+∞∑
n=0
an
z
n
m
relative
à la diretion θ ∈ R2πmZ se ramène au alul de la somme de Borel s0fθ de fθ(z) =
f(ze−iθ) =
+∞∑
n=0
ane
−inθ/m
z
n
m
relative à la diretion 0 par la relation :
sθf(z) = s0fθ(ze
iθ).
La remarque 4.1 permet de se limiter à l'étude de la sommation de Borel pour la
diretion θ = 0, e que nous ferons dans la suite.
Proposition 4.1.  On se plae dans le adre de la dénition 4.1 ave θ = 0. Soit
0 < δ < pi/2 et µ > 1. On note
Pδ,µ(B) = {z ∈ C⋆m / | arg(z)| ≤
pi
2
− δ, |z| ≥ µB
sin(δ)
}.
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Alors il existe C > 0 tel que
(21) ∀ z ∈ Pδ,µ(B), ∀N ≥ 0,
∣∣∣∣∣s0f(z)−
N∑
n=0
an
z
n
m
∣∣∣∣∣ ≤ C1+N/mΓ
(
1 + Nm
)
|z|1+N/m .
Démonstration.  Quitte à raisonner ave f(z) −
m−1∑
n=0
an
z
n
m
on peut supposer que
aj = 0, j = 0, · · · ,m− 1. Soit 0 < b < r et N ≥ m. Pour z ∈ Pδ,µ(B),
s0f(z) =
∫ ∞
0
f˜(ζ)e−zζ dζ =
∫ b
0
f˜(ζ)e−zζ dζ +
∫ ∞
b
f˜(ζ)e−zζ dζ.
Par l'holomorphie de f˜(ζ) sur pi−1
(
D(0, r)⋆
)
on peut érire∫ b
0
f˜(ζ)e−zζ dζ =
+∞∑
n=m
∫ b
0
anζ
n
m
−1
Γ
(
n
m
) e−zζ dζ,
puis ∫ b
0
f˜(ζ)e−zζ dζ −
N∑
n=m
an
z
n
m
=
−
N∑
n=m
∫ ∞
b
anζ
n
m
−1
Γ
(
n
m
) e−zζ dζ + +∞∑
n=N+1
∫ b
0
anζ
n
m
−1
Γ
(
n
m
) e−zζ dζ.
En posant ζ = bt on obtient :∫ b
0
f˜(ζ)e−zζ dζ −
N∑
n=m
an
z
n
m
=
−
N∑
n=m
anb
n
m
Γ
(
n
m
) ∫ ∞
1
t
n
m
−1e−zbt dt+
∞∑
n=N+1
anb
n
m
Γ
(
n
m
) ∫ 1
0
t
n
m
−1e−zbt dt.
Dans haune des intégrales on peut majorer t
n
m
−1
par t
N
m
. On obtient ainsi :∣∣∣∣∣
∫ b
0
f˜(ζ)e−zζ dζ −
N∑
n=m
an
z
n
m
∣∣∣∣∣ ≤
(
∞∑
n=m
|an|b nm
Γ
(
n
m
) ) Γ (Nm + 1)
b1+N/m(ℜz˙)1+N/m .
Comme z ∈ Pδ,µ(B) implique que ℜ(z˙) ≥ sin(δ)|z| ≥ µB, on en déduit l'existene
d'une onstante c > 0 tel que pour tout z ∈ Pδ,µ(B),∣∣∣∣∣
∫ b
0
f˜(ζ)e−zζ dζ −
N∑
n=m
an
z
n
m
∣∣∣∣∣ ≤ c1+N/mΓ
(
1 + Nm
)
|z|1+N/m .
Par ailleurs l'hypothèse (19) implique :
∃A > 0, ∃B > 0, ∀ζ ∈ Σ(0, ε), |f˜(ζ)| ≤ AeB|ζ|.
Par suite, puisque ℜ(z˙)−B ≥ (1− 1µ) sin(δ)|z| ≥ (µ− 1)B pour tout z ∈ Pδ,µ(B),∣∣∣∣∫ ∞
b
f˜(ζ)e−zζ dζ
∣∣∣∣ ≤ e(B−ℜ(z˙))bℜ(z˙)−B ≤ e
−(1− 1
µ
)b sin(δ)|z|
(µ− 1)B .
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Or, pour α > 0, e
−(1− 1
µ
)b sin(δ)|z||z|α est maximal pour |z| = α
(1− 1µ)b sin(δ)
. Don,
∣∣∣∣∫ ∞
b
f˜(ζ)e−zζ dζ
∣∣∣∣ ≤ e−α(µ − 1)B
(
α
(1− 1µ)b sin(δ)
)α
|z|−α.
Le résultat annoné s'en déduit alors par l'inégalité de Stirling et par l'inégalité
triangulaire.
Remarque 4.2.  L'hypothèse (19) faite dans la dénition 4.1, valable dans un
seteur, induit que les estimations Gevrey (21) de la proposition 4.1 s'étendent à un
seteur d'ouverture plus grande que pi. Cei implique l'uniité de la somme de Borel.
4.2. Sommation de Borel ne.  Nous allons à présent modier quelque peu
nos hypothèses an de démontrer un analogue du théorème 2.1. Par la remarque 4.1
il est loisible de se limiter à l'étude de la sommation de Borel pour la diretion θ = 0.
Théorème 4.1.  Soit f(z) =
+∞∑
n=0
an
z
n
m
∈ C[[z− 1m ]]1 une série Gevrey-1 et f˜(ζ) =
+∞∑
n=1
anζ
n
m
−1
Γ
(
n
m
) ∈ ζ−1+ 1mC{ζ 1m } sa transformée de Borel. Les assertions suivantes sont
équivalentes :
1. Il existe r > 0 tel que f˜ se prolonge analytiquement à l'ouvert D⋆r de Cm. De
plus,
(22) ∃A > 0, ∃B > 0, ∀ζ ∈ D⋆r , |f˜(ζ)ζ
m−1
m | ≤ AeB|ζ|.
2. Il existe r > 0, B > 0, Al > 0 pour 1 ≤ l ≤ m et des fontions s0fl(z)
holomorphe dans ℜ(z˙) > B tels que, pour ℜ(z˙) > B, n ≥ 1 et 1 ≤ l ≤ m :
(23)
∣∣∣s0fl(z˙)− n∑
j=1
al,j
z˙j
∣∣∣ ≤ Ras(r,Al, B, n, z˙)
où fl(z˙) =
+∞∑
j=1
al,j
z˙j
, al,j = al+m(j−1).
De plus, pour ℜ(z˙) > B, s0fl(z˙) =
∫ ∞
0
f˜l(ζ)e
−z˙ζ dζ. Par ailleurs
(24) s0f(z) = a0 +
∫ ∞
0
f˜(ζ)e−zζ dζ = a0 +
m∑
l=1
z
m−l
m
s0fl(z˙), z ∈ P (B),
et pour tout z ∈ P (B) et n ≥ 1,
(25)
∣∣∣s0f(z)− mn∑
k=0
ak
z
k
m
∣∣∣ ≤ CeBr n!
rn
m−1∑
i=0
|z| im
|z|n(ℜ(z˙)−B) , C = max1≤l≤mAl.
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Démonstration.  La preuve repose sur un analogue de la méthode du veteur
ylique. Erivons f sous la forme
f(z) = a0 +
m∑
l=1
z
m−l
m fl(z˙), où fl(z˙) =
+∞∑
j=1
al,j
z˙j
, al,j = al+m(j−1).
Puisque pour k = 0, 1, · · · ,m− 1,
f(e2iπkz)− a0 =
m∑
l=1
ω−lkz
m−l
m fl(z˙), ave ω = e
2ipi
m ,
nous pouvons érire :
A

z
m−1
m f1(z˙)
z
m−2
m f2(z˙)
.
.
.
fm(z˙)

=

f [0](z)
f [1](z)
.
.
.
f [m−1](z)

, ave f [k](z) = f(e2iπkz)− a0,
où A =

.
.
.
· · · Ai,j · · ·
.
.
.
 , Ai,j = ω−(i−1)j , est une matrie m × m de Vander-
monde inversible. Si A−1 = B =

.
.
.
· · · Bi,j · · ·
.
.
.
, alors ela implique :
(26) fl(z˙) =
1
z
m−l
m
m−1∑
k=0
Bl,(k+1)f
[k](z), l = 0, · · · ,m− 1.
La transformée de Borel de f [k](z) s'érivant sous la forme
f˜ [k](ζ) = e−2iπkf˜(ζe−2iπk),
on en déduit que haque f˜ [k](ζ) se prolonge analytiquement sur D⋆r et
(27) ∀ζ ∈ D⋆r , |f˜ [k](ζ)ζ
m−1
m | ≤ AeB|ζ|.
De (26) on tire que
f˜l(ζ˙) =
ζ−
l
m
Γ(1− lm)
∗
(
m−1∑
k=0
Bl,(k+1)f˜ [k](ζ)
)
, l = 1, · · · ,m− 1
f˜m(ζ˙) =
m−1∑
k=0
Bm,(k+1)f˜ [k](ζ).
Cei implique l'holomorphie de haque f˜l(ζ˙) sur Br, et par ailleurs,
(28) ∃Al > 0, ∀ζ˙ ∈ Br, |f˜l(ζ˙)| ≤ AleB|ζ˙|.
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Le théorème 2.1 s'applique alors à haune des séries formelles Gevrey-1 fl(z˙) : pour
ℜ(z˙) et n ≥ 1, ∣∣∣s0fl(z˙)− n∑
j=1
al,j
z˙j
∣∣∣ ≤ AleBr n!
rn
1
|z˙|n(ℜ(z˙)−B)
où
s0fl(z˙) =
∫ ∞
0
f˜l(ζ)e
−z˙ζ dζ.
En posant
s0f(z) = a0 +
m∑
l=1
z
m−l
m
s0fl(z˙)
on déduit de e qui prééde que pour tout z ∈ P (B) et n ≥ 1,
∣∣∣s0f(z)− mn∑
k=0
ak
z
k
m
∣∣∣ ≤ max(Al)eBr n!
rn
m−1∑
i=0
|z| im
|z|n(ℜ(z˙)−B) .
Remarque 4.3.  La propriété (28) induit, par Cauhy, que pour tout j ≥ 1
(29) |al+m(j−1)| ≤ AleBr
j!
rj
(
ar al+m(j−1) =
dj f˜l
dζj
(0)
)
.
En pratique, on remplaera alors la majoration (25) par une estimation de l'erreur
de la forme : pour ℜ(z˙) assez grand et n ≥ 1,
(30)
∣∣∣s0f(z)− mn∑
k=0
ak
z
k
m
∣∣∣ ∼ max
1≤l≤m
(|al+mn|)
m−1∑
i=0
|z| im
|z|nℜ(z˙) .
Pour les mêmes raisons que elles développées à la remarque 2.1, la sommation au
plus petit terme onsistera à hoisir n =
[
r|z|].
4.3. Un exemple.  A titre d'exemple, qui nous servira également d'introdution
à la setion 5, nous allons onsidérer la sommation de Borel d'une solution formelle
de l'équation diérentielle
(31)
d2Φ
dx2
=
x3 − 2x2 − 3x+ 4
x2
Φ.
Suivant [10℄ :
Proposition 4.2.  Soit z(x) = 23x
3
2 − 2x 12 . Il existe une unique série formelle
ψ(z) ∈ C[[z−1/3]], de terme onstant égal à 1, telle que
(32) Φ(x) =
e−z
z
1
6
ψ(z) |z=z(x)
telle que Φ soit solution formelle de l'équation (31). De plus la transformée de Borel
de ψ dénit une fontion analytique sur le revêtement universel de C\{0,−2} et est
à roissane exponentielle d'ordre au plus 1 à l'inni.
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La série formelle ψ(z) de la proposition préédente se alule à tout ordre :
(33)
ψ(z) =
+∞∑
n=0
an
z
k
3
= 1−
(
128
3
) 1
3 1
z
1
3
+
(
2048
9
) 1
3 1
z
2
3
−
(
34328125
373248
) 1
3 1
z
+ · · · .
Comme onséquene de la proposition 4.2, la série formelle ψ(z) rentre dans le
adre d'appliation du théorème 4.1, ave 0 < r < 2 : la série ψ(z) est sommable de
Borel pour z ∈ P (B), B > 0 assez grand, et nous nous proposons ii d'évaluer la
somme s0ψ(z). Celle-i est de la forme
s0ψ(z) = a0 +
3∑
l=1
z
3−l
3
s0ψl(z˙)
où
ψl(z˙) =
+∞∑
j=1
al,j
z˙j
, al,j = al+3(j−1).
Pour l'illustration numérique qui suit, nous hoisirons z = 12 (ela orrespond à
x = 9 dans la proposition 4.2).
4.3.1. Sommation au plus petit terme.  Nous ommençons l'évaluation de
s0ψ(z), z = 12,
au moyen des sommes partielles
3n∑
k=0
ak
z
k
3
par la sommation au plus petit terme omme
exposé dans la remarque 4.3.
La gure 3 suggère de hoisir n = 24 omme tronation optimale, e qui orrespond
au hoix de n = sup
0<r<2
[
r|z|] (f. Remarque 4.3). Le alul donne :
s0ψ(z) ≃ 0.26256292290 ± 0.23 × 10−9.
4.3.2. Sommation par séries de fatorielles.  Par la proposition 4.2 et le théorème
4.1, les transformées de Borel ψ˜(l)(ζ˙) des ψ(l)(z˙) dénissent des fontions holomorphes
dans le domaine Br pour tout 0 < r < 2, mais également dans le domaine ∆λ pour
tout 0 < λ < 2/ ln(2), et sont à roissane exponentielle d'ordre au plus 1 dans es
domaines. En vertu du théorème 3.1 :
Il existe B > 0 tel que pour tout 0 < λ < 2/ ln(2) et tout l = 1, 2, 3, le développement
λ
+∞∑
j=0
Γ(λz˙)Γ(j + 1)b
(λ)
l,j
Γ(λz˙ + j + 1)
onverge absolument pour ℜ(z˙) > max(B, 1λ) et sa somme représente s0ψl(z˙), où les
oeients b
(λ)
l,j se déduisent des a
(λ)
l,j = λ
j−1al,j par l'algorithme de Stirling.
Evaluons à présent la somme de Borel
s0ψ(z) = a0 +
3∑
l=1
z
3−l
3
s0ψl(z˙), z = 12,
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Figure 3. Nous avons représenté pour z = 12 et j = 1, · · · , 35, par 
les points de oordonnées [j, log
∣∣a1,j
zj
∣∣], par ◦ les points de oordonnées
[j, log
∣∣a2,j
zj
∣∣], par + les points de oordonnées [j, log ∣∣a3,j
zj
∣∣].
Valeur de n Estimation de s0ψ(z) Estimation de l'erreur
10 0.262562935 0.20 × 10−7
14 0.26256292301 0.22 × 10−9
18 0.2625629228800 0.45 × 10−11
25 0.262562922877259 0.15 × 10−13
33 0.262562922877250882 0.65 × 10−16
40 0.2625629228772508441 0.2× 10−18
Table 1. Calul de s0ψ(z) par séries de fatorielles pour z = 12 ave
λ = 2/ ln(2).
par l'utilisation des séries de fatorielles. On estime haune des sommes de Borel
s0ψ(l)(z˙) au moyen des sommes partielles λ
n∑
j=0
Γ(λz˙)Γ(j + 1)b
(λ)
l,j
Γ(λz˙ + j + 1)
. Les majorations
(17) et (18) aménent en pratique (pour ℜ(z˙) assez grand) à estimer l'erreur ommise
par la relation
(34)
∣∣∣s0ψ(l)(z˙)− λ n∑
j=0
Γ(λz˙)Γ(j + 1)b
(λ)
l,j
Γ(λz˙ + j + 1)
∣∣∣ ∼ |b(λ)l,n+1| |Γ(λz˙)|Γ(n + 1)ℜ(z˙)|Γ(λz˙ + n+ 1)| .
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En prenant pour λ la borne sup 2/ ln(2) des valeurs théoriquement permises, le alul
fournit la table 1.
Valeur de n Estimation de s0ψ(z) Estimation de l'erreur
14 0.262562922891 0.24 × 10−10
18 0.26256292287739 0.25 × 10−12
Table 2. Calul de s0ψ(z) par séries de fatorielles pour z = 12 ave λ = 4.
Ajoutons, sans tenter de l'expliquer, qu'on observe en pratique une aélération
de la onvergene en prenant des valeurs de λ au-delà des valeurs théoriquement
permises. Cei est illustré par la table 2.
5. Sommation de Borel par séries de fatorielles des séries de puissanes
frationnaires
L'exemple traité au 4.3 a illustré omment la méthode de sommation d'une somme
de Borel par les séries de fatorielles pouvait être adaptée au as d'une série de
puissanes frationnaires. Dans ette setion nous allons présenter une variante plus
direte, qui peut être vue omme une extension de la méthode de sommation par
séries de fatorielles.
5.1. Sommation par séries de fatorielles généralisées.  Nos hypothèses
seront les suivantes : f(z) =
+∞∑
n=0
an
z
n
m
∈ C[[z− 1m ]]1 est une série dont la transformée
de Borel f˜(ζ) =
+∞∑
n=1
anζ
n
m
−1
Γ
(
n
m
) ∈ ζ−1+ 1mC{ζ 1m } se prolonge analytiquement à l'ouvert
Ω⋆, et de plus :
(35) ∃A > 0, ∃B > 0, ∀ζ ∈ Ω⋆, |f˜(ζ)ζm−1m | ≤ AeB|ζ|.
Comme D⋆ln(2) ⊂ Ω⋆, on déduit du théorème 4.1 que la somme de Borel
s0f(z) = a0 +
∫ +∞
0
f˜(ζ)e−zζ dζ
est bien dénie pour z ∈ P (B) et nous nous proposons de la aluler.
Pour ζ ∈ Ω⋆ nous pouvons érire f˜ sous la forme
(36)

f˜(ζ) =
m∑
l=1
(1− e−ζ) lm−1g˜l(ζ˙)
g˜l(ζ˙) =
(
ζ˙
1− e−ζ˙
) l
m
−1 +∞∑
k=0
al+mk ζ˙
k
Γ
(
l
m + k
) ∈ C{ζ˙}
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et observons que pour tout k ∈ {0, 1, . . . ,m− 1} nous avons :
f˜(e2iπkζ) =
m∑
l=1
ωkl (1− e−ζ) lm−1g˜l(ζ˙) ave ω = e
2ipi
m .
Nous en tirons la relation :
A

(1− e−ζ) 1m−1g˜1(ζ˙)
.
.
.
(1− e−ζ)m−1m −1g˜m−1(ζ˙)
g˜m(ζ˙)
 =

f˜(e2iπζ)
.
.
.
f˜(e2iπ(m−1)ζ)
f˜(ζ)
 .
où A =

.
.
.
· · · Ai,j · · ·
.
.
.
 , Ai,j = ωi(j−1), est une matrie m×m de Vandermonde
inversible. En notant A−1 = B =

.
.
.
· · · Bi,j · · ·
.
.
.
 on obtient que pour tout
l = 1, · · · ,m et tout ζ ∈ Ω⋆,
g˜l(ζ˙) = (1− e−ζ)1−
l
m
m∑
k=1
Bl,kf˜(e
2iπkζ).
Cette propriété, la dénition même (36) des g˜l, et les hypothèses faites sur f˜ montrent
le lemme suivant :
Lemme 5.1.  Pour tout l = 1, · · · ,m, g˜l est holomorphe sur ∆ et il existe Al > 0
tel que, ∀ζ˙ ∈ ∆, |g˜l(ζ˙)| ≤ AleB|ζ˙|.
Soit D(1, 1)⋆ le disque ouvert épointé de entre 1 et de rayon 1. Notons
D(1, 1)⋆m
ν ↓
D(1, 1)⋆
le revêtement à m feuillets de D(1, 1)⋆. L'appliation onforme ζ˙ ∈ ∆⋆ 7→ s˙ = e−ζ˙ ∈
D(1, 1)⋆ se relève naturellement en une appliation onforme de Ω⋆ sur D(1, 1)⋆m :
ζ ∈ Ω⋆ ←→ s = e−ζ ∈ D(1, 1)⋆m
pi ↓ ↓ ν
ζ˙ ∈ ∆⋆ ←→ s˙ = e−ζ˙ ∈ D(1, 1)⋆
Posons alors, pour s ∈ D(1, 1)⋆m :
Φ(s) = f˜(ζ), φl(s˙) = g˜l(ζ˙).
Suivant (36) l'appliation Φ se déompose sous la forme
(37) Φ(s) =
m∑
l=1
(1− s) lm−1φl(s˙)
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où, omme dans la setion 2.2, nous pouvons érire, pour s˙ ∈ D(1, 1) :
(38) φl(s˙) =
+∞∑
j=0
b
(l)
j (1− s˙)j .
Par onséquent, Φ s'érit sous la forme :
(39)
∀ s ∈ D(1, 1)⋆m, Φ(s) =
+∞∑
n=1
dn(1− s)
n
m
−1,
ave ∀l ∈ {1, . . . ,m}, ∀j ∈ N, dl+mj = b(l)j .
Formellement, nous pouvons érire la somme de Borel de f sous la forme :
s0f(z) = a0 +
∫ +∞
0
f˜(ζ)e−zζ dζ = a0 +
∫ +∞
0
+∞∑
n=1
dn(1− e−ζ)
n
m
−1e−zζ dζ,
= a0 +
+∞∑
n=1
dn
∫ 1
0
(1− s) nm−1sz−1 ds = a0 +
+∞∑
n=1
Γ
(
n
m
)
Γ(z)dn
Γ
(
z + nm
) .
Cette dernière expression de s0f(z) est justiée par la généralisation suivante du
théorème 2.2 :
Proposition 5.1.  Soit f(z) =
+∞∑
n=0
an
z
n
m
∈ C[[z− 1m ]]1. On suppose que la trans-
formée de Borel f˜(ζ) =
+∞∑
n=1
anζ
n
m
−1
Γ
(
n
m
) ∈ ζ−1+ 1mC{ζ 1m} se prolonge analytiquement à
l'ouvert Ω⋆ et que
∃A > 0, ∃B > 0, ∀ζ ∈ Ω⋆, |f˜(ζ)ζm−1m | ≤ AeB|ζ|.
Alors la série de fatorielles généralisée
a0 +
+∞∑
n=1
Γ
(
n
m
)
Γ(z)dn
Γ
(
z + nm
)
onverge absolument pour z ∈ P (max(B, 1)) et représente la somme de Borel s0f(z)
dans et ouvert.
Démonstration.  La preuve s'appuiera sur deux lemmes préparatoires.
Lemme 5.2.  ∀z ∈ C\R−, Γ(z)Γ(
n
m )
Γ(z + nm )
∼
n→∞
Γ(z)(
n
m
)z .
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Démonstration.  Nous savons par la formule de Stirling que pour z ∈ C\R−,
Γ(z)
∼
|z|→+∞
z∈C\R−
√
2pizz−
1
2 e−z, d'où :

Γ(
n
m
) ∼n→+∞
√
2pi
( n
m
) n
m
− 1
2 e−
n
m
1
Γ(z + nm )
∼
n→+∞
ez+
n
m
√
2pi
(
z + nm
)z+ n
m
− 1
2
=
e
n
m
√
2pi
(
z + nm
)z− 1
2
ez(
z + nm
) n
m
.
Or, nous avons les équivalenes suivantes :
(
z +
n
m
)z− 1
2
∼
n→+∞
( n
m
)z− 1
2
(
z +
n
m
)− n
m ∼
n→+∞
( n
m
)− n
m e−z,
e qui nous donne l'équivalene souhaitée.
Lemme 5.3.  Considérons la fontion Φ(s) =
+∞∑
n=1
dn(1− s)
n
m
−1
.
Sous les hypothèses de la proposition 5.1, la série
+∞∑
n=1
|dn|(
n
m
)C onverge pour tout C >
max(B, 1).
Démonstration.  Par le lemme 5.1 et le lemme 2.1 nous pouvons déduire que les
oeients b
(l)
j dénis par (38) vérient :
∀C > max(B, 1),
+∞∑
j=1
|b(l)j |
jC
< +∞.
A fortiori, pour tout l = 1, · · · ,m,
∀C > max(B, 1),
+∞∑
j=0
|b(l)j |(
j + lm
)C < +∞.
Par suite, par la dénition (39) des oeients dn et par sommation nie sur l,
∀C > max(B, 1),
m∑
l=1
+∞∑
j=0
|dl+mj |(
j + lm
)C < +∞.
Cei fournit in ne la relation : ∀C > max(B, 1),
+∞∑
n=1
|dn|(
n
m
)C < +∞.
Nous revenons maintenant à la preuve de la proposition 5.1 proprement dite.
Pour e qui est de la onvergene absolue de la série a0 +
+∞∑
n=1
Γ
(
n
m
)
Γ(z)dn
Γ
(
z + nm
)
pour
z ∈ P (max(B, 1)), omme par le lemme 5.2 :
dn
Γ(z)Γ( nm )
Γ(z + nm)
∼
n→+∞ dnΓ(z)
( n
m
)−z
,
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il sut don de voir que pour z ∈ P (max(B, 1)) la série
+∞∑
n=1
|dn|
( n
m
)−ℜ(z˙)
onverge,
e qui est une onséquene du lemme 5.3.
Pour voir que la série a0 +
+∞∑
n=1
Γ
(
n
m
)
Γ(z)dn
Γ
(
z + nm
)
représente bien la somme de Borel
s0f(z), il s'agit de montrer que dans l'expression
+∞∑
n=1
|dn|
∫ 1
0
sz−1(1− s) nm−1ds
nous pouvons permuter
∑
et
∫
. Il sut pour ela de montrer que la fontion
+∞∑
n=1
|dn||sz−1|(1 − s)
n
m
−1
est intégrable sur [0, 1]. Or, nous avons les égalités suiv-
antes (en posant C = ℜ(z˙) > max(B, 1)) :
+∞∑
n=1
|dn|
∫ 1
0
(1− s) nm−1|sz−1|ds =
+∞∑
n=1
|dn|
∫ 1
0
(1− s) nm−1sC−1ds
=
+∞∑
n=1
|dn|
Γ
(
n
m
)
Γ(C)
Γ
(
C + nm
) .
Or ette dernière série onverge omme nous l'avons démontré au point préédent.
Cei ahève la démonstration.
Il nous reste pour terminer à déduire les oeients dn des an. Tout e que nous
avons à faire est de aluler la déomposition donnée par la proposition 5.1 pour
1
zr
,
r > 0. Pour z ∈ P (0), nous avons
1
zr
=
1
Γ(r)
∫ +∞
0
e−uzur−1du
de sorte que, ave u = − ln(s), 1
zr
=
1
Γ(r)
∫ 1
0
sz−1 (− ln(s))r−1 ds. Pour s ∈]0, 1[,
nous pouvons érire − ln(s)
1− s =
+∞∑
j=0
j!
j + 1
(1− s)j
j!
. La série de Taylor,
(
− ln(s)
1− s
)r−1
=
+∞∑
j=0
cr,j(1− s)j,
se déduit alors de la formule de Faa di Bruno ([5℄), et nous obtenons :
cr,0 = 1, cr,j =
1
j!
∑
1≤p≤j
Γ(r)
Γ(r − p)Bj,p(
1!
2
,
2!
3
, · · · , l!
l + 1
, · · · ), j ≥ 1,
où les Bj,p désignent les polynmes de Bell exponentiels partiels ([5℄). En permutant∑
et
∫
(liite par un alul identique à elui eetué dans la démonstration de la
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proposition 5.1), nous en déduisons que
1
zr
=
+∞∑
j=0
cr,j
Γ(r)
∫ 1
0
sz−1(1− s)r+j−1ds =
+∞∑
j=0
cr,j
Γ(r)
β(r + j, z)
1
zr
=
+∞∑
j=0
cr,j
Γ(r)
Γ(r + j)Γ(z)
Γ(r + j + z)
.
Nous avons en partiulier :
1
zr
=
Γ(z)
Γ(r + z)
+
+∞∑
j=1
dr,j
Γ(z)
Γ(r + j + z)
ave
dr,j =
 ∑
1≤p≤j
Bj,p(
1!
2 ,
2!
3 , · · · , l!l+1 , · · · )
Γ(r − p)
 Γ(r + j)
j!
.
En partiulier, pour m ∈ N⋆ et l ∈ N⋆,
1
z
l
m
=
Γ(z)
Γ(z + lm)
+
+∞∑
j=1
d l
m
,j
Γ(z)
Γ(z + l+jmm )
.
Nous en déduisons alors failement le résultat qui suit :
Proposition 5.2.  Dans la proposition 5.1, nous avons, pour n ∈ N⋆,
dn =
1
Γ( nm )
an + ∑
j≥1, l≥1
l+jm=n
d l
m
,j.al

où les dr,j sont dénis par
(40) dr,j =
 ∑
1≤p≤j
Bj,p(
1!
2 ,
2!
3 , · · · , l!l+1 , · · · )
Γ(r − p)
 Γ(r + j)
j!
,
les Bj,p désignant les polynmes de Bell exponentiels partiels.
La proposition 5.1 induit le résultat suivant :
Théorème 5.1.  Soit f(z) =
+∞∑
n=0
an
z
n
m
∈ C[[z− 1m ]]1. On suppose qu'il existe λ > 0
tel que la transformée de Borel f˜(ζ) =
+∞∑
n=1
anζ
n
m
−1
Γ
(
n
m
) ∈ ζ−1+ 1mC{ζ 1m } se prolonge
analytiquement à l'ouvert Ω⋆λ, et que
∃A > 0, ∃B > 0, ∀ζ ∈ Ω⋆λ, |f˜(ζ)ζ
m−1
m | ≤ AeB|ζ|.
Alors la série de fatorielles généralisée
a0 + λ
+∞∑
n=1
Γ
(
n
m
)
Γ(λz)d
(λ)
n
Γ
(
λz + nm
) ,
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où les d
(λ)
n se déduisent des a
(λ)
n = λ
n
m
−1an par la proposition 5.2, onverge absol-
ument pour z ∈ P (max(B, 1/λ)) et représente la somme de Borel s0f(z) dans et
ouvert.
Démonstration.  Elle est similaire à elle du théorème 3.1.
5.2. Exemple 1.  Nous reprenons l'exemple de la sous-setion 4.3. Nous esti-
mons la somme de Borel s0ψ(z) pour z = 12 au moyen de la série de fatorielles
généralisée tronquée
a0 + λ
N∑
k=1
Γ
(
k
3
)
Γ(λz)d
(λ)
k
Γ
(
λz + k3
) ,
ave λ = 2/ ln(2) et N = n/3. La omparaison, détaillée par la table 3, est faite ave
la valeur exate (voir table 1),
valeur exate = 0.2625629228772508441 ± 0.2× 10−18.
Valeur de n = N/3 Estimation de s0ψ(z) Erreur
10 0.262562936 0.13 × 10−7
18 0.2625629228786 0.13 × 10−11
25 0.2625629228772537 0.29 × 10−14
Table 3. Calul de s0ψ(z) par séries de fatorielles généralisées pour z = 12
ave λ = 2/ ln(2).
5.3. Exemple 2.  Considérons à présent la somme de Borel
s0f(z) =
∫ +∞
0
(
1 + ζ1/2
)1/2
e−zζ dζ
de la série Gevrey
f(z) =
∞∑
k=0
(−1)k+1Γ(
k
2 + 1)Γ(k − 12)
2
√
piΓ(k + 1)
1
z1+k/2
qui rentre dans le adre de la proposition 4.1, mais pas dans elui des théorèmes 4.1
et 5.1, du fait de la singularité en ζ = e2iπ pour la transformée de Borel. Un alul
diret montre que
s0f(5) = 0.2357006
à 10−7 près. Le alul à 10−6 près par séries de fatorielles généralisées tronquéees
ave λ = 1,
N∑
k=1
Γ
(
k
2
)
Γ(z)dk
Γ
(
z + k2
)
, donne la table 4 : omme on pouvait le prévoir, la série
de fatorielles généralisée ne onverge pas vers la somme de Borel s0f(5).
Valeur de N Estimation par séries de fatorielles
10 0.235584
100 0.159338
Table 4.
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Pour se tirer d'aaire on peut utiliser la remarque 4.1 : en prenant θ =
pi
3
(par
exemple), la somme de Borel sθf(z) dénit un prolongement analytique de s0f(z)
pour arg(z) ∈]− 5pi
6
,
pi
6
[, |z| > 0. Don sθf(5) = s0f(5). Or
sθf(z) = s0fθ(ze
iθ)
où
fθ(z) = f(ze
−iθ) =
∞∑
k=0
(−1)k+1Γ(
k
2 + 1)Γ(k − 12)
2
√
piΓ(k + 1)
ei
pi
3
(1+ k
2
)
z1+k/2
.
Les théorèmes 4.1 et 5.1 s'appliquent à fθ, sous réserve de prendre λ tel que l'image
de ∆λ par la rotation de entre 0 et d'angle θ ne ontienne pas 1. On peut prendre
λ = 0.6 par exemple. Cei permet l'évaluation de s0fθ(z) par la série de fatorielles
généralisée assoiée
∞∑
k=1
Γ
(
k
2
)
Γ(λz)d
(λ)
k (θ)
Γ
(
λz + k2
)
. On estime alors s0f(5) en évaluant les
sommes partielles
N∑
k=1
Γ
(
k
2
)
Γ(λz)d
(λ)
k (θ)
Γ
(
λz + k2
)
pour z = 5eiθ. Le résultat est illustré par
la table 5, la onvergene étant très lente.
Valeur de N Estimation par séries de fatorielles |erreur|
50 0.2356902 + 0.50× 10−5i 0.12 × 10−4
150 0.2357024 − 0.25× 10−6i 0.1× 10−5
Table 5.
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