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Abstract
We present a higher-dimensional generalization of the Gama–Nguyen algorithm (STOC ’08) for
approximating the shortest vector problem in a lattice. This generalization approximates the
densest sublattice by using a subroutine solving the exact problem in low dimension, such as the
Dadush–Micciancio algorithm (SODA ’13). Our approximation factor corresponds to a natural
inequality on Rankin’s constant derived from Rankin’s inequality.
1. Introduction
Lattices are discrete subgroups of Rm. Any lattice L has a basis: a set of linearly independent
vectors b1, . . . ,bn in Rm such that L is equal to the set L(b1, . . . ,bn) = {
∑n
i=1 xibi, xi ∈ Z}
of all integer linear combinations of the bi. All the bases of L have the same number n of
elements, called the dimension of L, and they all have the same n-dimensional volume, called
the volume vol(L) or determinant of L. Let λ1(L) be the first minimum of L, that is, the
minimal Euclidean distance between two lattice points. In the 19th century, Hermite [7] proved
the inequality λ1(L)/vol(L)
1/n 6 ( 43 )(n−1)/4, which gave rise to Hermite’s constant γn, defined
as the supremum of (λ1(L)/vol(L)
1/n)2 over all n-dimensional lattices L, and satisfying




n−1 = γn−12 . (1.1)
Hermite’s inequality has an efficient algorithmic version: the celebrated LLL algorithm [10].
Given a basis B0 of an n-dimensional integer lattice L ⊆ Zm and a reduction factor ε > 0,
LLL outputs (in time polynomial in (size(B0), 1/ε)) a reduced basis (b1, . . . ,bn) whose first
vector is provably short, namely










Hermite’s inequality (1.1) is implied by (1.2) with ε = 0. The second inequality (1.3) means
that LLL approximates the shortest vector problem (SVP) within an exponential factor.
In 1944, Mordell [15] generalized Hermite’s inequality (1.1) as follows
(Mordell’s inequality) γn 6 γ(n−1)/(k−1)k for any 2 6 k 6 n. (1.4)
Gama and Nguyen [5] gave an efficient algorithmic version of Mordell’s inequality: given
a basis B0 of an n-dimensional integer lattice L ⊆ Zm, a blocksize k dividing n, a
reduction factor ε > 0, and an SVP-subroutine computing shortest vectors in any lattice of
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dimension 6 k, their slide reduction algorithm outputs (in time polynomial in (size(B0), 1/ε))









and the number of calls to the SVP-subroutine is polynomial in (size(B0), 1/ε). As an
SVP-subroutine, one can take the Micciancio–Voulgaris algorithm [14], which runs in 22k
polynomial-time operations and exponential space. The exponential cost of the SVP-subroutine
can be kept polynomial in the size of the basis if the blocksize k is sufficiently small, namely,
k = O(log n) for the MV algorithm [14], in which case the Gama–Nguyen algorithm achieves
in polynomial time a subexponential approximation factor 2O(n log logn/logn).
In 1953, Rankin [17] introduced a higher-dimensional generalization of Hermite’s constant.
















Rankin’s constant is γn,r = max γn,r(L) over all n-dimensional lattices L, which satisfies
γn,r 6 γrn. Hermite’s constant is the special case r = 1: γn = γn,1. Gama et al. [3] introduced
a natural generalization of the shortest vector problem, which is to Rankin’s constant
what SVP is to Hermite’s constant. The so-called r-dimensional densest sublattice problem
(r-DSP) asks to find a sublattice reaching the Rankin invariant: given an n-dimensional lattice
L and an integer r ∈ {1, . . . n}, find an r-dimensional sublattice S of L such that √γn,r(L) =
vol(S)/vol(L)r/n. There is a reduction from SVP to r-DSP for 1 6 r < n, then r-DSP is NP-
hard under randomized reductions [2]. In the special case r = 1, the densest sublattice problem
is simply SVP. Dadush and Micciancio [2] showed how to solve r-DSP exactly with running
time rO(r·n) and 2npoly(n) space for any r < n. In its approximate version introduced by [3],
one is asked to find an r-dimensional sublattice S of L such that vol(S)/vol(L)r/n 6 f(n, r)
for some approximation factor f(n, r). The case (n, r) = (2k, k) is known as the half-volume
problem (see [3]), and is used in blocksize reduction algorithms [3, 5, 19] for approximating
SVP, where one needs to approximate DSP using an SVP-oracle in dimensions 6 k + 1 (see
transference reduction in [3]). Approximating DSP also arises in enumeration algorithms for
SVP [6, 20, 21]: the cost of enumeration depends on the quality of the basis with respect to
DSP; the better the approximation factor, the faster the enumeration.
Our results. The Dadush–Micciancio algorithm for exact DSP suggests finding a DSP
approximation algorithm using an exact algorithm in low dimension, similar to blocksize
approximation algorithms for SVP, which rely on an exact algorithm in low dimension. Such
a framework was briefly discussed in [2, § 5.2]. However, one may wonder what should be the
approximation factor.
We first show a simple generalization of Mordell’s inequality for Rankin’s constant.
Theorem 1.1. For all integers r and k such that 1 6 r < k, Rankin’s constant satisfies
γn,r 6 γ(n−r)/(k−r)k,r (1.8)
for any n > r of the form n = pk + `r for some integers p > 1 and ` > 0.
The inequality (1.8) with r = 1 becomes Mordell’s inequality (1.4). Yet, for r > 2, (1.8)
appears to be new, though we derive it from elementary inequalities due to Rankin.
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Next, we show that (1.8) has an efficient algorithmic version like Mordell’s inequality, by
generalizing the Gama–Nguyen SVP-approximation algorithm using a DSP-oracle instead of
a SVP-oracle. Given a basis B0 of an n-dimensional integer lattice L ⊆ Zm, a blocksize k
dividing n, an index r < k, a reduction factor ε > 0, and a DSP-subroutine computing
the r-dimensional densest sublattice in any lattice of dimension k, one can compute (in time
polynomial in (size(B0), 1/ε)) a basis (b1, . . . ,bn) such that




where the number of calls to the DSP-subroutine is polynomial in (size(B0), 1/ε), and the
input to the subroutine always has polynomial size.
Roadmap. In § 2, we provide background on lattices and lattice reduction. In § 3, we prove
Theorem 1.1. In § 4, we present an efficient algorithmic version of Theorem 1.1, which we call
block–Rankin reduction. In Appendices A–D, we provide missing proofs.
2. Background
In this paper, we use bold lower case letters to denote vectors in column notation, and
use column-representation for matrices: the matrix is denoted by upper case letters, and its
coefficients are denoted by lower case letters. The ring of m × n matrices with coefficients
in the ring A is denoted by Am×n. The n × n identity matrix is denoted by In. For a
matrix B = (b1, . . . ,bn) of n columns, we denote ‖B‖ = max{‖b1‖, . . . , ‖bn‖}, while ‖ · ‖F
denotes the Frobenius norm: ‖B‖F =
√∑n
i=1 ‖bi‖2. The size of an object corresponds to
the length of its binary representation, for example, if B = (bi,j) ∈ Qm×n, then size(B) =∑
i∈[1,m],j∈[1,n] size(bi,j).
2.1. Lattices
Hermite’s constant. The Hermite invariant of an n-dimensional lattice L is defined by
γn(L) = (λ1(L)/vol(L)
1/n)2, where λ1(L) = minv∈L\{0} ‖v‖ is the first minimum of L.
Hermite’s constant is the maximum γn = max γn(L) over all n-dimensional lattices L. We
have γn < 1 + n/4 for n > 1; see [12]. It is known that γn 6 γ(n−1)/(n−2)n−1 ; see [15].
Rankin’s constant. For any n-dimensional lattice L and 1 6 r 6 n, Rankin [17] introduced
















Rankin’s constant is the maximum γn,r = max γn,r(L) over all n-dimensional lattices L.
Clearly, γn,1(L) = γn(L) and γn,1 = γn.
Primitive set. Let L be an n-dimensional lattice. If 1 6 i 6 n, then i linearly independent
vectors b1, . . . ,bi ∈ L form a primitive set for L if and only if b1, . . . ,bi can be extended to
a basis of L. In particular, the vectors b1, . . . ,bi ∈ Zn form a primitive set for Zn if and only
if b1, . . . ,bi can be extended to a unimodular matrix.
Orthogonalization. Given a basis B = (b1, . . . ,bn), consider the orthogonal projections
pii : span(b1, . . . ,bn) 7→ span(b1, . . . ,bi−1)⊥, for i = 1, . . . , n,
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where span(b1, . . . ,bn) denotes the space spanned by b1, . . . ,bn. Then Li := pii(L) is a
lattice of dimension n − i + 1. We will use the notation B[i,j] for the projected block
(pii(bi), pii(bi+1), . . . , pii(bj)). In particular, B[i,n] is a basis of Li.
The vectors b∗i = pii(bi) for 1 6 i 6 n are the Gram–Schmidt vectors ofB. Its Gram–Schmidt
coefficients are µi,j = 〈bi,b∗j 〉/〈b∗j ,b∗j 〉 which can be defined recursively by: b∗1 = b1,b∗i = bi−∑i−1
j=1 µi,jb
∗
j , for i = 2, . . . , n. We have µi,i = 1 and µi,j = 0 for i < j. Then for 1 6 i < j 6 n,




l . There is a unique Gram–Schmidt decomposition B = QDµ,
where Q = (b∗1/‖b∗1‖, . . . ,b∗n/‖b∗n‖) is an orthogonal set, D = Diag(‖b∗1‖, . . . , ‖b∗n‖), and
µ = (µi,j)
t
16i,j6n is upper triangular. The triplet (Q,D, µ) is called the GSO of B. The
GSO can also be defined for linearly dependent vectors, in which case some of the b∗i
can be zero.
Duality. For any n-dimensional lattice L with basis B ∈ Rm×n, the dual lattice of L is
defined as L× = {y ∈ span(B) : 〈x,y〉 ∈ Z, ∀ x ∈ L}; L× has basis B−t , B(BtB)−1,
which is called the dual basis of B. The reversed dual basis [4] is defined as B−s =
RmB
−tRn where Rn is the reversed identity matrix: Rn(i, j) = δi,n−j+1 where δi,j denotes
Kronecker’s symbol. Write b̂ := Rmb = (bm, bm−1, . . . , b1)t where b = (b1, b2, . . . , bm)t,
and let L̂ := {x̂ : x ∈ L}. Then L̂× := (̂L×) = (L̂)× is the reversed dual lattice of L,
which has basis B−s. In lattice reduction, it is more convenient to consider B−s than to
consider B−t. The main advantage is that the reversed duality preserves upper triangular,
lower triangular, diagonal and orthogonal matrices; it is fully compatible with the matrix
product, for example, (QDµ)−s = Q−sD−sµ−s; the reversed dual lattice L̂× is isometric
to the standard dual lattice L×, and has therefore the same mathematical properties; the
projected blocks satisfy (B−s)[i,j] = (B[n−j+1,n−i+1])−s for 1 6 i < j 6 n (see Appendix A for
the proof).
Quadratic forms. Any basis B = (b1, . . . ,bn) defines a positive definite quadratic form
over Rn by q(x1, . . . , xn) = ‖
∑n
i=1 xibi‖2. Reciprocally, any positive definite quadratic form
over Rn is of this form for at least one basis of some lattice, which follows from classical matrix
decompositions.
2.2. Lattice reduction
Size reduction. A basis B = (b1, . . . ,bn) is size-reduced if its GSO satisfies: |µi,j | 6 12 for
all 1 6 j < i 6 n. The basis B is size-reduced starting from bi0 if |µi,j | 6 12 for i0 6 i 6 n and
1 6 j < i. The basis vector bi is size-reduced if |µi,j | 6 12 for all 1 6 j < i.
LLL reduction. A basis B = (b1, . . . ,bn) is LLL-reduced [10] with factor ε ∈ [0, 3) if it
is size-reduced and every 2 × 2 block B[i,i+1] satisfies Lova´sz’s condition: ‖b∗i ‖2 6 (1 + ε)
(‖b∗i+1‖2 + µ2i+1,i‖b∗i ‖2). This implies Siegel’s condition: ‖b∗i ‖2 6 (4(1 + ε)/(3− ε))‖b∗i+1‖2.
Given as input B ∈ Zm×n and ε > 0, the LLL algorithm [10] outputs an LLL-reduced basis
in time polynomial in (size(B), 1/ε).
HKZ reduction. A basis B = (b1, . . . ,bn) is HKZ-reduced [7, 8] if it is size-reduced and
b∗i is a shortest non-zero vector of the projected lattice Li for i = 1, . . . , n.
SVP-oracle. Given as input a symmetric matrix G ∈ Qk×k, an SVP-oracle outputs
x = (x1, . . . , xk)
t ∈ Zk\{0} minimizing the positive definite quadratic form q(x1, . . . , xk) =
xtGx. In the particular case of a lattice with the known GSO (µ,D) of a basis, we may
take G = µtD2µ. From a theoretical point of view, the best SVP algorithm known is the
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Micciancio–Voulgaris algorithm [14], which is a deterministic single exponential time algorithm
with 22k polynomial-time operations and 2k polynomial-size registers.
SVP reduction. A basis B is SVP-reduced if the first basis vector b1 satisfies ‖b1‖ =
λ1(L(B)). There is a natural relaxation: a basis B is (1 + ε)-SVP-reduced for ε > 0 if the first
basis vector satisfies ‖b1‖ 6
√
1 + ε · λ1(L(B)).
DSVP reduction. For ε > 0, a basis B is (1 + ε)-DSVP-reduced [5] (where D stands for
dual) if the reversed dual basis B−s is (1 + ε)-SVP-reduced.
Rankin reduction. A basis B of a lattice L of dimension n is r-Rankin reduced [3] if the
first r basis vectors satisfy vol(b1, . . . ,br) =
√
γn,r(L)vol(L)
r/n. There exist r-Rankin reduced
bases for any given lattice.
All lattice reduction notions can naturally be adapted to positive definite quadratic forms,
using the correspondence described in the previous subsection.
2.3. The Gama–Nguyen slide reduction algorithm
A basis B of a lattice L of dimension n = pk is slide reduced [5, Definition 1] with
blocksize k and factor ε > 0 if it is size-reduced and satisfies the following two sets of
conditions.
(1) Primal conditions: for all i ∈ [0, p− 1], the block B[ik+1,ik+k] is HKZ-reduced.
(2) Dual conditions: for all i ∈ [0, p− 2], the block B[ik+2,ik+k+1] is (1 + ε)-DSVP-reduced.
Slide reduced bases achieve Mordell’s inequality (1.4).
Theorem 2.1 [5, Theorem 1]. A slide reduced basis B = (b1, . . . ,bn) of a lattice L of
dimension n = pk with blocksize k and factor ε > 0 satisfies
‖b1‖ 6 (γk
√
1 + ε)(n−1)/2(k−1)vol(L)1/n, (2.1)
‖b1‖ 6 (γk
√
1 + ε)(n−k)/(k−1)λ1(L). (2.2)
Gama and Nguyen [5] showed how to compute slide-reduced bases in polynomial time,
using a polynomial number of calls to the SVP-oracle in dimension 6 k (see Algorithm 1).
Algorithm 1 uses two local algorithms which use an SVP-oracle in dimension 6 k.
– Algorithm 2 [5, Algorithm 2], which performs an HKZ reduction of a given block, using
an SVP-oracle in dimension 6 k. This algorithm calls a Projected-LLL subroutine (see
[5, Algorithm 4] for details), which given as input an index j ∈ N, a factor ε > 0, and a
family B = (b1, . . . ,b`+1) of dimension ` where (b1, . . . ,bj−1) are linearly independent
and j 6 `, outputs a basis B′ = (b1, . . . ,bj−1,vj , . . . ,v`) of L(B) such that B′ is
size-reduced starting from vj and the projection (pij(vj), . . . , pij(v`)) is an LLL-reduced
basis of L(pij(bj), . . . , pij(b`+1)). In particular, B
′
[j,ik+k] is SVP-reduced after Step 4 in
Algorithm 2.
– A DSVP-algorithm (see [5, Algorithm 3]), which performs a (1 + ε)-DSVP reduction
of a given block. Given as input a factor ε, a basis B ∈ Zm×n whose block
B[ik+2,ik+k+1] is LLL-reduced, and the GSO matrices µ[ik+2,ik+k+1], D
2
[ik+2,ik+k+1] of the
block B[ik+2,ik+k+1], this algorithm outputs a basis B
′ such that the block B′[ik+2,ik+k+1]
becomes (1 + ε)-DSVP-reduced, but none of the basis vectors outside the block are
modified.
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Algorithm 1 The Gama–Nguyen slide reduction algorithm [5, Algorithm 1]
Input: A blocksize k, a factor ε > 0, and a basis B = (b1, . . . ,bn) ∈ Zm×n in dimension
n = pk.
Output: A slide reduced basis of L(B) with blocksize k and factor ε.
1: while B is not slide reduced do
2: while one of the primal conditions does not hold do
3: LLL-reduce B with factor ε and update the GSO matrices µ,D2 ∈ Qn×n
4: for i ∈ [0, p− 1] do
5: HKZ-reduce B[ik+1,ik+k] using Algorithm 2
6: end for
7: end while
8: for i ∈ [0, p− 2] do




3. A new inequality for Rankin’s constant
In this section, we prove Theorem 1.1 and discuss what an algorithmic version of (1.8) would
mean.
3.1. Proof of Theorem 1.1
We recall a few elementary inequalities on Rankin’s constant proved in [17]:
∀n ∈ N, γn,n = 1, γn,1 = γn, (3.1)
∀n, r with r < n, γn,r = γn,n−r, (3.2)
∀n, r and s ∈ [r, n], γn,r 6 γs,r(γn,s)r/s. (3.3)
Rankin’s inequality (3.3) and the duality relation (3.2) imply Mordell’s inequality γn+1 6
γ
n/(n−1)
n and the generalized Mordell’s inequality γn+r,r 6 γn/(n−r)n,r (see [12, Corollary 2.8.9]).
Proof of (1.8). Let 1 6 r < k 6 n where n is of the form n = pk + `r with p > 1 and ` > 0;
we want to prove
γn,r 6 γ(n−r)/(k−r)k,r (1.8).
The generalized Mordell’s inequality γn+r,r 6 γn/(n−r)n,r implies
γpk+`r,r 6 γ(pk+`r−r)/(pk+`r−2r)pk+`r−r,r 6 . . . 6 γ
(pk+`r−r)/(pk−r)
pk,r , for p > 1 and ` > 0.
To complete the proof, it suffices to show that γpk,r 6 γ(pk−r)/(k−r)k,r for p > 1, which is done
by induction over p.
Assume that it holds for some p. Let L be a lattice of dimension n = (p+1)k. There exists a
basis B of L such that B is r-Rankin reduced, B[r+1,n] is (k− r)-Rankin reduced and B[k+1,n]
is r-Rankin reduced, because r < r+ 1 and r+ 1 + (k− r− 1) < k+ 1. Then B[1,k] is r-Rankin
reduced, therefore
vol(B[1,r]) 6 γ1/2k,r vol(B[1,k])r/k. (3.4)
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Algorithm 2 HKZ-reduction of the block B[ik+1,ik+k] [5, Algorithm 2]
Input: A factor ε, a basis B ∈ Zm×n whose block B[ik+1,ik+k] is LLL-reduced, and the GSO
matrices µ[ik+1,ik+k], D
2
[ik+1,ik+k] of the block B[ik+1,ik+k].
Output: The block B[ik+1,ik+k] becomes HKZ-reduced, but none of the basis vectors outside
the block are modified.
1: for j = ik + 1 to ik + k − 1 do
2: Call the SVP-oracle on the quadratic form defined by µ[j,ik+k] and D
2
[j,ik+k], let
(αj , . . . , αik+k)
t be the output linear combination, and compute b =
∑ik+k
l=j αlbl
3: if ‖b∗j‖ > ‖pij(b)‖ then
4: Projected-LLL-reduce [5, Algorithm 4] with factor ε the family (b1, . . . ,bj−1,b,
bj , . . . ,bik+k) starting at index j
5: Store the result of Projected-LLL in column j to ik+ k of B, update µ[ik+1,ik+k] and
D2[ik+1,ik+k]
6: else




And B[r+1,k+r] is (k− r)-Rankin reduced, therefore vol(B[r+1,k]) 6 γ1/2k,r vol(B[r+1,k+r])(k−r)/k.
This yields
vol(B[r+1,k]) 6 γk/(2r)k,r vol(B[k+1,k+r])(k−r)/r.
Together with (3.4) and vol(B[1,k]) = vol(B[1,r])× vol(B[r+1,k]), this implies that
vol(B[1,r]) 6 γk/(k−r)k,r vol(B[k+1,k+r]). (3.5)
Since B[k+1,n] is r-Rankin reduced, by the inductive hypothesis, we have
vol(B[k+1,k+r]) 6 γ(pk−r)/2(k−r)k,r vol(B[k+1,n])r/pk. (3.6)
Combining (3.4)–(3.6), we obtain vol(B[1,r]) 6 γ(n−r)/2(k−r)k,r vol(B[1,n])r/n, which yields
γ(p+1)k,r 6 γ((p+1)k−r)/(k−r)k,r . Thus, we proved γpk,r 6 γ
(pk−r)/(k−r)
k,r by induction over p > 1,
which completes the proof.
We note that (1.8) implies both γn+r,r 6 γn/(n−r)n,r and γn 6 γ(n−1)/(k−1)k as special cases.
3.2. Approximating the densest sublattice from Theorem 1.1
Theorem 1.1 upper bounds Rankin’s constant γn,r in high dimension using Rankin’s constant
γk,r in low dimension. This is reminiscent of Mordell’s inequality, which upper bounds
Hermite’s constant γn in high dimension using Hermite’s constant γk in low dimension.
Mordell’s inequality inspired the Gama–Nguyen reduction algorithm [5] which, given a
subroutine to solve SVP in low dimensions 6 k, approximates SVP in high dimension n, within
an approximation factor corresponding to Mordell’s inequality. This suggests that similarly,
there might exist an algorithm corresponding to Theorem 1.1 for approximating the densest
sublattice, which we will show in the next section.
The r-DSP is to Rankin’s constant what the SVP is to Hermite’s constant. It was introduced
by Gama et al. [3] under the name ‘the smallest volume problem’: given a basis of an
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n-dimensional lattice L, r-DSP asks to find an r-dimensional sublattice S of L such that vol(S)
is minimal. This is equivalent to finding a basis (b1, . . . ,bn) of L minimizing vol(b1, . . . ,br).
In its approximate version, given an approximation factor f(n, r), one is asked to find an
r-dimensional sublattice S of L such that vol(S) 6 f(n, r)vol(L)r/n.
By analogy with Mordell’s inequality, Theorem 1.1 suggests to look for an algorithm




polynomially many calls to a subroutine solving k-DSP exactly.
Like in the Gama–Nguyen reduction algorithm [5], it is more convenient if the subroutine
works with positive definite quadratic forms instead of lattices.
We define an (r, k)-DSP-oracle as any algorithm which, given a positive definite quadratic
form represented by a (positive definite) symmetric matrix G ∈ Qk×k, outputs an integer





and the quadratic form represented by HtGH is HKZ-reduced.
The first condition corresponds to the classical interpretation of Rankin’s constant for
positive definite quadratic forms. We explain the HKZ requirement. If B = (b1, . . . ,bk) is
an r-Rankin reduced basis, then the bi may be arbitrarily long for i > 2. Indeed, if we replace
bi by bi +
∑i−1
j=1 xjbj , where the xjs are integers, then the basis is still r-Rankin reduced.
Forcing the output to be HKZ-reduced allows us to bound the coefficients of H. By minimality
and [13, Lemma 3.1], H can be extended to a k × k unimodular matrix, which is done by
Algorithm B.2 (see Appendix B).
It can be checked that the Dadush–Micciancio algorithm [2] is an (r, k)-DSP-oracle, running
in time rO(r·k) and space 2kpoly(k) for any r < k. By duality, an (r, k)-DSP-oracle implies a
(k − r, k)-DSP-oracle.
4. Block–Rankin reduction
In this section, we present an efficient algorithmic version of Theorem 1.1, which is to (1.8) what
the Gama–Nguyen reduction algorithm is to Mordell’s inequality. In fact, our algorithm is very
similar to the Gama–Nguyen reduction algorithm. First, we introduce a new reduction notion,
called block–Rankin reduction, which achieves (1.8) by generalizing Gama–Nguyen’s slide
reduction. Then we present a deterministic polynomial-time reduction algorithm to output
block–Rankin reduced bases, which can be viewed as a higher-dimensional generalization of
the Gama–Nguyen reduction algorithm.
The main result of this paper is the following: there exists a deterministic algorithm which,
given as input a basis B0 of an n-dimensional lattice L, a reduction factor ε > 0, an (r, k)-
DSP-oracle such that n = pk + r or n = pk for some p, outputs r linearly independent lattice
vectors b1, . . . ,br such that




where the number of calls to the oracle and the size of the input are polynomial, and apart
from the running time of the oracle, the algorithm runs in polynomial time. If the blocksize is
k 6 (logr poly(n))/r and one selects the Dadush–Micciancio algorithm [2] as the oracle, then
the whole algorithm runs in polynomial time.
4.1. Reduction definitions
In order to present our block–Rankin reduction, we first generalize the SVP reduction and
DSVP reduction used in slide reduction. These generalizations are straightforward.
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Definition 1 (Rankin reduction). A basis B = (b1, . . . ,bn) of an n-dimensional lattice L




is a natural relaxation: a basis B is (1 + ε, r)-Rankin reduced for ε > 0 if its first r vectors
satisfy









Definition 2 (Dual-Rankin reduction). A basis B is (1 + ε, r)-dual-Rankin reduced if the
reversed dual basis B−s is (1 + ε, r)-Rankin reduced.






which is equivalent to vol(B[i,j−r]) 6
√
(1 + ε)γk,rvol(B[i,j])
(k−r)/k because vol(B[j−r+1,j]) =
vol(B[i,j])/vol(B[i,j−r]).
We now present our higher-dimensional generalization of slide reduction for lattices of
dimension n, when n is of the form n = pk + r or n = pk and k is a blocksize satisfying
1 6 r < k.
Definition 3 (Block–Rankin reduction). A basisB of an n-dimensional lattice L is (1+ε, r)-
Block–Rankin reduced with blocksize k where n = pk + r (respectively n = pk) with p > 1
and ε > 0 if it is size-reduced and satisfies the following two sets of conditions.
(i) Primal conditions: the blocks B[ik+1,ik+k] for i ∈ [0, p− 1] are r-Rankin reduced.
(ii) Dual conditions: the blocks B[ik+r+1,ik+k+r] for i ∈ [0, p− 1] (respectively i ∈ [0, p− 2])
are (1 + ε, r)-dual-Rankin reduced.
Block–Rankin reduction achieves the new Rankin’s inequality (1.8), like slide reduction
achieved Mordell’s inequality.
Theorem 4.1. If a basis B of an n-dimensional lattice L is (1 + ε, r)-block–Rankin reduced





Proof. The main idea is the same as in Theorem 1.1. We first prove the case n = pk. By
Definition 3, each primal condition implies
vol(B[ik+1,ik+r]) 6 γk/2(k−r)k,r vol(B[ik+r+1,ik+k])r/k−r, for 0 6 i 6 p− 1.
Due to the dual conditions, we have
vol(B[ik+r+1,ik+k])
r/(k−r) 6 ((1 + ε)γk,r)k/2(k−r)vol(B[(i+1)k+1,(i+1)k+r]), for 0 6 i 6 p− 2.
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ik/(k−r)+1/2vol(B[ik+1,ik+k])r/k, for 0 6 i 6 p− 1.





For the case n = pk + r, it is easy to deduce the desired result by combining the inequalities
on vol(B[1,r])/vol(B[1,pk])
r/pk and vol(B[1,r])/vol(B[pk+1,pk+r]). This completes the proof.
The inequality (4.1) is a higher-dimensional generalization of (2.1). Similarly, we will present
an algorithm, which is a higher-dimensional generalization of slide reduction.
4.2. A reduction algorithm
Our block–Rankin reduction algorithm is Algorithm 3, which has the same structure as
Algorithm 1, and uses two local algorithms based on an (r, k)-DSP-oracle:
– Algorithm 4 performs an r-Rankin reduction of a given block;
– Algorithm 5 performs a (1 + ε, r)-dual-Rankin reduction of a given block.
Without loss of generality, we may assume that r 6 k/2 holds in Algorithm 4 and Algorithm 5
by duality. Both Algorithm 4 and Algorithm 5 call Algorithm B.2 (see Appendix B) for
extending the output matrix of the (r, k)-DSP-oracle to a unimodular matrix and do not
modify any of the basis vectors outside the block: furthermore, the size of the block vectors
is always polynomial in the size of the input basis and 1/ε. The analysis of the two local
algorithms and Algorithm B.2 can be found in Appendices C and D.
We first show correctness of Algorithm 3.
Algorithm 3 Block–Rankin reduction of an integer lattice
Input: Parameters 0 < r < k, a factor ε > 0, and a basis B = (b1, . . . ,bn) ∈ Zm×n in
dimension n = pk.
Output: A (1 + ε, r)-block–Rankin reduced basis of L(B) with blocksize k.
1: while B is modified by the loop do
2: // ⇔ While B is not block Rankin reduced
3: LLL-reduce B with factor ε and update the GSO matrices µ,D2 ∈ Qn×n
4: for i ∈ [0, p− 1] do
5: //ensure primal conditions
6: r-Rankin reduce B[ik+1,ik+k] using Algorithm 4
7: end for
8: LLL-reduce B with factor ε and update the GSO matrices µ,D2 ∈ Qn×n
9: for i ∈ [0, p− 2] do
10: //ensure dual conditions
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Algorithm 4 Rankin reduction of the block B[ik+1,ik+k]
Input: Parameters r < k, a factor ε, a basis B = (b1, . . . ,bn) ∈ Zm×n whose block
B[ik+1,ik+k] is LLL-reduced, and the GSO matrices µ[ik+1,ik+k], D
2
[ik+1,ik+k] of the block
B[ik+1,ik+k].
Output: The block B[ik+1,ik+k] becomes r-Rankin reduced, but none of the basis vectors
outside the block are modified.
1: Call the (r, k)-DSP-oracle on the quadratic form defined by µ[ik+1,ik+k] and D
2
[ik+1,ik+k],
let H ∈ Zk×r be the output linear combination matrix, and compute the corresponding




2: // note that B[ik+1,ik+k]H reaches γk,r(L(B[ik+1,ik+k])) and is HKZ-reduced
3: if mr 6= vol(B[ik+1,ik+r])2 then
4: Apply Algorithm B.2 on H and Ik to obtain a unimodular matrix U ∈ Zk×k
5: // note that U[1,r] = H and therefore B[ik+1,ik+k]U is r-Rankin reduced
6: Compute (bik+1, . . . ,bik+k)← (bik+1, . . . ,bik+k)U
7: end if
8: return B.
Algorithm 5 Dual-Rankin reduction of the block B[ik+r+1,ik+k+r]
Input: Parameters r < k, a factor ε, a basis B ∈ Zm×n whose block B[ik+r+1,ik+k+r]
is LLL-reduced, and the GSO matrices µ[ik+r+1,ik+k+r], D
2
[ik+r+1,ik+k+r] of the block
B[ik+r+1,ik+k+r].
Output: The block B[ik+r+1,ik+k+r] becomes (1 + ε, r)-dual-Rankin reduced, but none of the
basis vectors outside the block are modified.
1: Compute µ′ ←∑k−1j=0 N j where N = Ik − (µ[ik+r+1,ik+k+r])s
2: Compute D′2 ← Diag
(
1




3: //Note that µ′, D′ are the GSO matrices of (B[ik+r+1,ik+k+r])−s
4: Call the (r, k)-DSP-oracle on the quadratic form defined by µ′ and D′2, let H ∈ Zk×r be
the output linear combination matrix, and compute the corresponding minimum mr :=
det(Htµ′tD′2µ′H)
5: //Note that (B[ik+r+1,ik+k+r])
−sH reaches γk,r(L((B[ik+r+1,ik+k+r])−s)) and is HKZ-
reduced
6: if (B[ik+r+1,ik+k+r])−s is not (1 + ε, r)-Rankin reduced, that is, (1 + ε)mrvol(B[ik+k+1,ik+k+r])2 < 1,
then
7: Apply Algorithm B.2 on H and Ik to obtain a unimodular matrix U ∈ Zk×k
8: //Note that U[1,r] = H and therefore (B[ik+r+1,ik+k+r])
−sU is r-Rankin reduced
9: Compute U−s ← RkU−tRk
10: Compute (bik+r+1, . . . ,bik+k+r)← (bik+r+1, . . . ,bik+k+r)U−s
11: end if
12: return B.
Theorem 4.2. For all ε > 0, Algorithm 3 terminates, and outputs a (1+ε, r)-block–Rankin
reduced basis with blocksize k.
Proof. We only consider the case n = pk (the case n = pk + r is similar). Let B0 =
(b1, . . . ,bn) be the input integer lattice basis and let B denote the current basis during the
execution. Following the standard analysis of LLL [10], we consider the following integral
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Then, the initial potential satisfies logP (B0) 6 n(p − 1) · log ‖B0‖ and every operation in
Algorithm 3 either preserves or strictly decreases P (B). More precisely, if each (1 + ε, r)-dual-
Rankin reduction modifies the block B[ik+r+1,ik+k+r] for some i ∈ [0; p − 2], or each special
swap of LLL (in lines 3 and 8) between two indexes (ik+k, ik+k+ 1) occurs, then the integer
number P (B) is reduced by a factor < 1/(1 + ε). Therefore, there is a bounded number of
such (1 + ε, r)-dual-Rankin reductions and special swaps even if ε = 0. The operations which
preserve P (B) cannot modify the basis indefinitely. Hence, Algorithm 3 terminates for all
ε > 0.
It is easy to see that Algorithm 3 finally outputs a (1+ε, r)-block Rankin reduced basis with
blocksize k. Indeed, the LLL reduction ensures that the output basis is size-reduced. The use
of Algorithm 4 ensures that each primal condition is satisfied, while the use of Algorithm 5
ensures that each dual condition is satisfied. This completes the proof.
Algorithm 3 follows virtually the same structure as Algorithm 1, and Algorithm 5 follows
the same principle as the DSVP-algorithm [5, Algorithm 3]. Algorithm B.2 as a subroutine in
both Algorithm 4 and Algorithm 5 only performs rational operations on the integer matrices
consisting of k-dimensional vectors instead of on the basis consisting of m-dimensional vectors.
However, we need to bound the size of the matrices that appear in steps 4–8 of Algorithm 4
and in steps 7–12 of Algorithm 5 (see Appendices C and D for details).
4.3. Complexity analysis
We now show that Algorithm 3 is in fact polynomial, in the same sense as blockwise reduction
algorithms [3, 5, 19] to approximate SVP. More precisely, we have the following result (see
Appendices C and D for the technical lemmas).
Theorem 4.3. Given as input parameters 1 6 r < k, a basis B0 ∈ Zm×n of dimension
n = pk + r or n = pk, and a reduction factor ε ∈ (0, 1], then any execution of Algorithm 3
satisfies the following.
(i) The number of calls to the (r, k)-DSP-oracle is O(np2 log ‖B0‖/ε).
(ii) The size of the coefficients passed to the (r, k)-DSP-oracle is polynomial in size(B0).
(iii) Apart from the calls to the (r, k)-DSP-oracle, the algorithm only performs arithmetic
operations on rational numbers such that the number of arithmetic operations is
polynomial in (size(B0), 1/ε), and the size of the rational numbers remains polynomial
in size(B0).
We consider again the integral potential P (B) defined in § 4.2. Since ε > 0, the
number of calls to (1 + ε, r)-dual-Rankin reduction subroutine and special swap is at most
(logP (B0))/log(1 + ε). That is, Algorithm 3 terminates after at most (logP (B0))/log(1 + ε)
loops, and every loop has pr-Rankin reductions and p − 1 (1 + ε, r)-dual-Rankin reductions
(for the case n = pk). Therefore the total number of calls to the (r, k)-DSP-oracle is at most
(2np2 log ‖B0‖)/log(1 + ε).
It remains to upper bound the size of the variables and the cost of the operations (apart
from oracle queries) used by Algorithm 3. The main issue is to upper bound ‖B‖ during the
algorithm, with respect to ‖B0‖.
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First, consider the current basis B, right after Steps 3 or 8. Then B is LLL-reduced. By
classical properties of LLL-reduced bases [10], this implies (for ε ∈ (0, 1]) that ‖B‖ 6 2nλn(L),
where λn() denotes the nth minimum, and L is the lattice spanned by B0. Notice that λn(L) 6
‖B0‖ because B0 is a basis. Hence, after each Step 3 or 8, we have
‖B‖ 6 2n‖B0‖,
which implies that size(B) is polynomial in size(B0).
Now, the only other operations which may increase ‖B‖ are Steps 6 and 11, where
Algorithms 4 and 5 are called: these algorithms apply some unimodular transformation U
locally on B. Fortunately, we are able to suitably upper bound ‖U‖ (see Lemmas C.2 and C.3
in Appendix C), that is, size(U) is polynomial in size(B): this is because our oracles have an
HKZ constraint, and the way we extend a primitive set to a basis cannot increase the norms
much (see Theorem B.2). Hence, before each Step 3 or 8, size(B) is polynomial in size(B0) (see
Lemmas D.1 and D.3), and therefore the LLL reductions run in time polynomial in size(B0).
We proved that size(B) is always polynomial in size(B0) during the whole algorithm: by
the same arguments as in the classical analysis of the LLL algorithm, it follows that all the
rational numbers used by the algorithm (such as Gram–Schmidt coefficients and the oracle
inputs) have size polynomial in size(B0) and can be computed in time polynomial in size(B0).
This completes the proof of Theorem 4.3. And we deduce that the running time of
Algorithm 3 can be upper bounded by a polynomial factor times the cost DSP(r, k) of the (r, k)-
DSP-oracle. Hence, Algorithm 3 is polynomial in the same sense as Schnorr’s algorithm [19]
and its transference variant [3], and slide reduction [5]. In particular, if k 6 (logr poly(n))/r
and we use the Dadush–Micciancio algorithm [2] as the (r, k)-DSP-oracle, then Algorithm 3
runs in polynomial time.
Appendix A. Properties of projected blocks
Proposition A.1. Let B = (b1, . . . ,bn) ∈ Rm×n be an n-dimensional lattice basis. Then
the projected blocks satisfy (B−s)[i,j] = (B[n−j+1,n−i+1])−s for 1 6 i < j 6 n.
Proof. Since (B[n−j+1,n−i+1])−s = Rm(B[n−j+1,n−i+1])−tRj−i+1, it suffices to prove that
Rm(B
−s)[i,j]Rj−i+1 = (B[n−j+1,n−i+1])−t, which is equivalent to
span(Rm(B
−s)[i,j]Rj−i+1) = span(B[n−j+1,n−i+1]), (A.1)
Rm(B
−s)[i,j]Rj−i+1(B[n−j+1,n−i+1])t = Im. (A.2)
Let b∗1, . . . ,b
∗
n denote the Gram–Schmidt orthogonalization of b1, . . . ,bn, and let dn, . . . ,d1
be the dual basis of b1, . . . ,bn in reverse order with Gram–Schmidt orthogonalization
d∗n, . . . ,d
∗
1 (using this order). Then B
−s = RmB−tRn = (d̂n, . . . , d̂1) and b∗l = d
∗
l /‖d∗l ‖2
for 1 6 l 6 n (see [9, 18]). We define τ : span(dn, . . . ,d1) 7→ span(dn, . . . ,dn−i+2)⊥, then
Rm(B
−s)[i,j]Rj−i+1 = (τ(dn−j+1), . . . , τ(dn−i+1)).
Note that span(τ(dn−j+1), . . . , τ(dn−i+1)) = span(d∗n−j+1, . . . ,d
∗
n−i+1) and span
(B[n−j+1,n−i+1]) = span(b∗n−j+1, . . . ,b
∗
n−i+1), these imply that (A.1) holds. For i 6 s, t 6 j,
since 〈dn−s+1−τ(dn−s+1), pin−j+1(bn−t+1)〉 = 0 and 〈dn−s+1,bn−t+1−pin−j+1(bn−t+1)〉 = 0,
then
〈τ(dn−s+1), pin−j+1(bn−t+1)〉 = 〈dn−s+1,bn−t+1〉 = δs,t
which proves (A.2). This completes the proof.
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Algorithm B.1 Computing a basis of a lattice given by generators
Input: An integer matrix B = (b1, . . . ,bn) ∈ Zm×n such that b1 6= 0. The columns of B
might be linearly dependent.
Output: A basis of the lattice L = L(b1, . . . ,bn) spanned by the columns of B.
1: z ← 0, j ← 2
2: while j 6 n do
3: if b∗j 6= 0 then
4: j ← j + 1
5: else
6: Size-reduce bj {with respect to the previous vectors (bz+1, . . . ,bj−1)}
7: if bj = 0 then
8: for i = j downto z + 2 {move bj to the front, and shift the rest} do
9: bi ← bi−1
10: end for
11: bz+1 ← 0, j ← j + 1; z ← z + 1 {we have found one more zero vector}
12: else
13: Swap bj−1 and bj




18: return (bz+1, . . . ,bn)
Appendix B. Extending a primitive set to a lattice basis
Our block–Rankin reduction algorithm requires a subroutine to extend a given primitive set
of a lattice L to a basis of L, in order to use the DSP-oracle output (for both the primal and
dual blocks): similarly, the Gama–Nguyen algorithm [5] required the simplest case where the
primitive set is a single primitive vector to be tackled, which was done in Algorithms 3 and 4
of [5] (for both the primal and dual blocks). This general problem was solved by Magliveras et
al. [11], by reducing the problem to the computation of a Hermite normal form and a matrix
inverse. However, for the analysis of the reduction algorithm, it is also convenient to have good
bounds on the output basis, which are not provided in [11].
In this section, we present a (simple) direct polynomial-time algorithm (see Algorithm B.2)
to extend a primitive set, together with good bounds on the output basis. This algorithm
simply applies a special algorithm (Algorithm B.1) which, given (possibly linear dependent)
integer vectors, outputs a basis of the lattice spanned by the input vectors, without increasing
the norms much. This special algorithm is essentially a ‘cheap’ version of the modified LLL
algorithm for linearly dependent vectors, where we ignore Lova´sz’ conditions: apparently, the
same idea is used in the image() subroutine of Shoup’s NTL library, and the algorithms might
be identical.
We first describe our special algorithm to compute a lattice basis from generators: this
is Algorithm B.1, which iteratively modifies the sequence (b1, . . . ,bn) of generators given as
input. It uses two indices j and z such that: b1, . . . ,bz are zero vectors, but bz+1, . . . ,bj−1 are
linearly independent. At the end of the algorithm, j−1 = n, which implies that (bz+1, . . . ,bn)
is a basis. It can be checked that if the input matrix is actually a basis, then the algorithm
returns the same basis.
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The main result on Algorithm B.1 is the following.
Theorem B.1. Given as input an m × n integer matrix B0, Algorithm B.1 runs in time
polynomial in the size of B0, and outputs a basis B of the lattice L spanned by the n columns
of B0 such that ‖B‖ 6
√
dim(L)× ‖B0‖.
Proof. Let L be the lattice spanned by the n columns of the input matrix B0. It can easily
be checked that during the algorithm, we always have L = L(b1, . . . ,bn), that is, the bi’s
generate L.
We first prove the correctness of the algorithm. To do so, note that the following invariants
hold at Steps 3–16:
(i) j > z + 2;
(ii) if 1 6 i 6 z, then bi = 0;
(iii) if z < i < j, then b∗i 6= 0.
Property (i) is obvious. Property (ii) holds initially when z = 0, and the only operation which
increases z is Step 11, where a zero vector is inserted at index z + 1. The third invariant (iii)
also holds initially when j = 2 because the input b1 6= 0: the only operations which can change
j are Steps 4 and 14. Step 4 preserves (iii) by definition. For Step 14, b∗j−1 and b
∗
j have been
changed: either j decreases which preserves (iii) no matter, or j = z + 2, which implies that
bz+1 has been replaced by bj 6= 0, and therefore b∗z+1 = bj 6= 0 which proves (iii). Now if the
algorithm terminates, then j = n+ 1: (iii) implies that bz+1, . . . ,bn are linearly independent,
and together with (ii), it implies that they form a basis of L: hence, the output returned by
Step 18 is indeed a basis of L.
Next, we study the running time of the algorithm. We consider the same potential D =
DL × DR as in the analysis of the modified LLL algorithm for linearly dependent vectors








with di the product of the i first non-zero ‖b∗i ‖2. It is known that the di are strictly positive
integers, and so are therefore DL, DR and D.
We use D to upper bound the number of iterations of the while loop, and we study the
evolution of ‖B∗‖. Initially, we have
D 6 ‖B0‖2 dim(L)22n2 and ‖B∗‖ 6 ‖B0‖.
Since size-reduction does not change the Gram–Schmidt vectors, the only operations which
can change D or ‖B∗‖ are Steps 8–11 (then) and Step 13.
Steps 8–11 do not change DL, but they decrease DR by a multiplicative factor > 2: indeed,
(i) implies that at least one non-zero vector is moved, and a zero vector is inserted at index
z + 1. Thus, Steps 8–11 decrease D by a multiplicative factor > 2, and they do not change
‖B∗‖.
Now, consider the effect of Step 13 on the Gram–Schmidt vectors.
– The new b∗j−1 is µj,j−1b
∗
j−1 where |µj,j−1| 6 12 by size-reduction.
– The new b∗j is either zero if µj,j−1 6= 0, or b∗j−1 otherwise.
– All the other Gram–Schmidt vectors are preserved.
This implies that Step 13 cannot increase ‖B∗‖, and there are two cases.
– If µj,j−1 6= 0, then DL decreases by a multiplicative factor > 4 (because 0 < µ2j,j−1 6 14 )
and DR remains.
– Otherwise µj,j−1 = 0, which preserves DL, but decreases DR by a multiplicative
factor 2.
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To summarize, ‖B∗‖ never increases, and D decreases by a multiplicative factor > 2
at each Step 5. This proves that the number of loop iterations is upper bounded by
O(log ‖B0‖2 dim(L)22n2), which is polynomial in size(B0). It remains to bound the cost of each
iteration.
The only operation which can change ‖B‖ is the size-reduction (Step 6): at this point, we




i where |µj,i| 6 12 and the b∗i are pairwise
orthogonal, thus ‖bj‖ 6 ‖B∗‖F /2 and ‖bj‖ 6 ‖B∗‖
√
dim(L)/2 because at most dim(L)
coefficients µj,i are non-zero. Hence, we always have
‖B‖ 6√dim(L)× ‖B0‖.
This shows that the size of the bi is always polynomial in size(B0), and it follows that each
loop iteration runs in time polynomial in size(B0).
We now explain how Algorithm B.1 gives rise to Algorithm B.2 for extending a primitive
set to a lattice basis.
Algorithm B.2 Extending a primitive set to a lattice basis
Input: A primitive set P = (p1, . . . ,pr) of a lattice L ∈ Zm, and a basis B0 of L.
Output: A basis B of L such that B[1,r] = P .
1: return the output of Algorithm B.1 on the column-concatenation of P and B0.
Our main result is as follows.
Theorem B.2. Given as input a primitive set P = (p1, . . . ,pr) of a lattice L ⊆ Zm, and a
basis B0 of L, Algorithm B.2 runs in time polynomial in the size of B0, and outputs a basis
B of the lattice L such that B[1,r] = P and ‖B‖ 6
√
dim(L)×max(‖P‖, ‖B0‖).
Proof. From Theorem B.1, the only thing to prove is B[1,r] = P . This certainly holds at
the start of Algorithm B.1. We claim that the following invariant holds at Steps 3–16: if
z < i 6 z + r, then bi = pi−z. Now, the only way to break the invariant is if Step 13 occurs
when j = z+r+1. So let us assume that j = z+r+1. If b∗j 6= 0, then Step 13 does not occur.
Otherwise, bj ∈ span(b1, . . . ,bj−1) = span(p1, . . . ,pr). However, span(p1, . . . ,pr)
⋂
L =
L(p1, . . . ,pr) because P = (p1, . . . ,pr) is a primitive set of L. Therefore bj ∈ L(p1, . . . ,pr),
which implies that the size-reduction (Step 6) makes bj equal to zero, and therefore Step 13
does not occur. Hence, we proved that Step 13 never occurs when j = z + r + 1, and the
invariant always holds.
Algorithm B.2 can be natively used to extend the output matrix H of the (r, k)-DSP-oracle
to a unimodular matrix: simply feed H and Ik to Algorithm B.2, which returns a basis U of
Zk such that U[1,r] = H and ‖U‖ 6
√
k‖H‖.
Appendix C. Bounding the size of unimodular transformations
We bound the size of the matrices of our algorithm, using the notation ‖ · ‖F and ‖ · ‖.
Lemma C.1. The following properties hold for the Frobenius norm:
(i) ‖A1A2‖F 6 ‖A1‖F ‖A2‖F for A1 ∈ Rm×n and A2 ∈ Rn×k;
(ii) ‖A‖ 6 ‖A‖F 6
√
k‖A‖ for A ∈ Rm×k;
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(iii) ‖QA‖F = ‖A‖F for A ∈ Rk×k, where Q ∈ Rm×k satisfies QtQ = Ik;
(iv) ‖A˜‖F 6 k‖A‖k−1F for A ∈ Rk×k and k > 2, where A˜ = det(A)A−1 denotes the adjunct
matrix of A.





kmaxi,j |a˜i,j |. Note that a˜i,j is the (i, j)th cofactor of A. From Hadamard’s inequality det(B) 6∏n
i=1 ‖bi‖ for B = (bi)16i6n and the mean inequality
∏n






that |a˜i,j | 6 (‖A‖2F /(k − 1))(k−1)/2. This proves Property (iv) since k > 2.
Lemma C.2. Let B ∈ Zm×n be the input basis of Algorithm 4 and
α = 4(1 + ε)/(3− ε). If H ∈ Zk×r and U ∈ Zk×k are the matrices defined in Line 1 and
Line 4 of Algorithm 4 respectively, then
‖H‖F 6 αk−1kk+1‖B‖2n,
‖U‖F 6 αk−1kk+2‖B‖2n.
Proof. We use the notation of Algorithm 4 and let K = B[ik+1,ik+k]. Note that there exists
a k × k unimodular matrix V such that KV is LLL-reduced (with factor ε) and V[1,r] = H,
therefore it suffices to bound ‖V ‖F . Let W = KV , then V = (KtK)−1KtW . By Lemma C.1(i),
we obtain
‖V ‖F 6 ‖(KtK)−1‖F ‖K‖F ‖W‖F .








Since (KtK)−1 = (det(KtK))−1K˜tK, Lemma C.1(iv) implies that ‖(KtK)−1‖F 6
k(det(KtK))−1‖KtK‖k−1F . Using det(KtK) = vol(B[ik+1,ik+k])2 = vol(B[1,ik+k])2/vol(B[1,ik])2
and vol(B[1,j])
2 ∈ Z for j ∈ [1, n], we have
‖(KtK)−1‖F 6 k‖B‖2ik‖K‖2(k−1)F 6 kk‖B‖2(n−1). (C.2)
Putting the above together, we obtain that ‖V ‖F 6 αk−1kk+1‖B‖2n. Since ‖H‖F 6 ‖V ‖F
and ‖U‖F 6 k‖H‖F (by Theorem B.2 and Lemma C.1(ii)), the conclusion follows.
Lemma C.3. Let B ∈ Zm×n be the input basis of Algorithm 5 and α = 4(1 + ε)/(3− ε).





Proof. We use the notation of Algorithm 5 and let M = (B[ik+r+1,ik+k+r])
−s. Note that
there exists a k × k unimodular matrix V such that J := MV is LLL-reduced (with factor ε)
and V[1,r] = H, therefore it suffices to bound ‖V ‖F . Since V = (M tM)−1M tJ , then
‖V ‖F 6 ‖(M tM)−1‖F ‖M‖F ‖J‖F .
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We first bound ‖J‖F . Clearly, ‖J‖F 6
√
k‖J‖. Since J is LLL-reduced, then ‖J‖ 6√
α
k−1
λk(L(J)) (see [10]) where the λj(L) denote the successive minima of L. Using the
transference theorem λk(L(J))λ1(L(J)
×) 6 k (see [1]), we obtain
‖J‖ 6 √αk−1kλ1(L(J)×)−1.
Note that the lattice L(J)× is isometric to the projected lattice L(B[ik+r+1,ik+k+r]) where
B[ik+r+1,ik+k+r] is LLL-reduced, then
λ1(L(J)








2 6 ‖B‖ik+r and vol(B[1,ik+r+1])2 ∈ Z, then λ1(L(J)×)−2 6
αk−1‖B‖2(n−k). Therefore,
‖J‖F 6 αk−1k 32 ‖B‖n−k.
By Lemma C.1(iii), we have
‖M‖F =‖(B[ik+r+1,ik+k+r])−t‖F =‖B[ik+r+1,ik+k+r]((B[ik+r+1,ik+k+r])tB[ik+r+1,ik+k+r])−1‖F .
Hence, applying (C.1) and (C.2) on the block B[ik+r+1,ik+k+r], we obtain
‖M‖F 6 kk+1/2‖B‖2n−1.
Since M = (B[ik+r+1,ik+k+r])
−s, then (M tM)−1 = ((B[ik+r+1,ik+k+r])tB[ik+r+1,ik+k+r])s.
Thus
‖(M tM)−1‖F = ‖(B[ik+r+1,ik+k+r])tB[ik+r+1,ik+k+r]‖F 6 ‖B[ik+r+1,ik+k+r]‖2F 6 k‖B‖2.
Putting the above together, we obtain
‖H‖F 6 ‖V ‖F 6 αk−1kk+3‖B‖3n.
Using Theorem B.2 and Lemma C.1(ii), we have
‖U‖F 6 k‖H‖F 6 αk−1kk+4‖B‖3n.
Lemma C.1(iv) implies ‖U−s‖F = ‖U−1‖F = ‖U˜‖F 6 k‖U‖k−1F , and then the last assertion
follows. This completes the proof.
Appendix D. Analysis of Algorithms 4 and 5
Lemma D.1. Let B(a) and B(b) denote the input and output bases of Algorithm 4 on the
projected block B
(a)
[ik+1,ik+k] respectively, and α = 4(1 + ε)/(3− ε). Then L(B(a)) = L(B(b)),
B
(b)
[ik+1,ik+k] is r-Rankin reduced and
‖B(b)‖ 6 αn2+kkk+3‖B0‖2n+1
where B0 ∈ Zm×n denotes the input of Algorithm 3.
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Proof. We use the notation of Algorithm 4. If mr = vol(B
(a)
[ik+1,ik+r])
2 holds, it is trivial.
We assume that Algorithm 4 executes Steps 4–6, then Algorithm 4 runs Algorithm B.2 on
H and Ik to output U . Since U is unimodular, L(B





[ik+1,ik+k]U , then B
(b)
[ik+1,ik+k] is r-Rankin reduced.
We write K(a) = (b
(a)
ik+1, . . . ,b
(a)
ik+k). Note that none of the basis vectors outside the block
are modified, it suffices to bound ‖K(a)U‖. Applying Lemmas C.1(i) and C.2, we obtain
‖K(a)U‖ 6 ‖K(a)U‖F 6 ‖K(a)‖F ‖U‖F 6 αk−1kk+3‖B(a)‖2n+1.
Thus, ‖B(b)‖ 6 αk−1kk+3‖B(a)‖2n+1. Since B(a) is LLL-reduced with factor ε (by Step 3 in
Algorithm 3), we have ‖B(a)‖ 6 √αn−1‖B0‖ and the last assertion follows. This completes
the proof.
Lemma D.2. Let B ∈ Zm×n be the input basis of Algorithm 5. If µ′ and D′2 are the k × k
matrices defined in Line 1 and Line 2, respectively, of Algorithm 5, then there exist positive
integers h1 and h2 such that
h1 6 ‖B‖2nk, h1µ′ ⊂ Zk×k, ‖h1µ′‖F 6 kk‖B‖2n(k−1),
h2 6 ‖B‖2nk, h2D′2 ⊂ Zk×k, ‖h2D′2‖F 6 k‖B‖2n(k+1).




, for 1 6 j 6 n, (D.1)
d`µj,` ∈ Z, for 1 6 ` < j 6 n, (D.2)
where dj = vol(B[1,j])
2 ∈ Z and dj 6 ‖B‖2j .
Let µ[i] = (µı,)ik+r+16ı,6ik+k+r, then µ[ik+r+1,ik+k+r] = (µ[i])t. Thus, µ′ :=
(µ[ik+r+1,ik+k+r])
−s = Rk(µ[i])−1Rk = Rkµ˜[i]Rk. By the definition of adjoint matrix and
(D.2), then the integer h1 satisfies h1µ
′ ⊂ Zk×k: h1 =
∏ik+k+r−1
j=ik+r+1 dj 6 ‖B‖2n(k−1). Note that B
is size-reduced, then ‖µ′‖F = ‖µ˜[i]‖F 6 k‖µ[i]‖k−1F 6 kk. This yields ‖h1µ′‖F 6 kk‖B‖2n(k−1).
Since D′2 = Diag(1/‖b∗ik+k+r‖2, . . . , 1/‖b∗ik+r+1‖2), by (D.1), then the integer h2 satisfies
h2D
′2 ⊂ Zk×k: h2 =
∏ik+k+r
j=ik+r+1 dj 6 ‖B‖2nk. Note that ‖D′2‖F 6
√
k‖B‖2(n−1), we have
‖h2D′2‖F 6 k‖B‖2n(k+1). This completes the proof.
Lemma D.3. Let B(a) and B(b) denote the input and output bases, respectively, of
Algorithm 5 on the projected block B
(a)
[ik+r+1,ik+k+r], and α = 4(1 + ε)/(3− ε) and B0 ∈ Zm×n
denote the input of Algorithm 3. Then L(B(a)) = L(B(b)), B
(b)
[ik+r+1,ik+k+r] is (1 + ε, r)-dual-
Rankin reduced and
‖B(b)‖ 6 α 32n2kkk2+3k‖B0‖ 32nk.
Proof. We use the notation of Algorithm 5. We assume that Algorithm 5 executes Steps
7–10. Since U is unimodular, U−s is unimodular and therefore L(B(a)) = L(B(b)). Note that




−sU , then B(b)[ik+r+1,ik+k+r] is r-dual-
Rankin reduced.
Let K(a) = (b
(a)
ik+r+1, . . . ,b
(a)
ik+k+r). Since none of the basis vectors outside the block are
modified, it suffices to bound ‖K(a)U−s‖. Using Lemma C.1(i) and C.3, we have
‖K(a)U−s‖ 6 ‖K(a)U−s‖F 6 ‖K(a)‖F ‖U−s‖F 6 α(k−1)2kk2+3k−2‖B(a)‖3nk−3n+1.
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This yields ‖B(b)‖ 6 α(k−1)2kk2+3k‖B(a)‖3nk−2n. Since ‖B(a)‖ 6 √αn−1‖B0‖ (by Step 8 in
Algorithm 3), the last assertion follows. This completes the proof.
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