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Abstract
We present new formulas for the Legendre–Fenchel transform of functions. They concern the
following three operations: inverting a strictly monotone convex function, post-composing an arbi-
trary function with a strictly monotone concave function, multiplying two positively valued strictly
monotone convex functions.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The Legendre–Fenchel transform (or conjugate) of a function f :X→ R ∪ {+∞} is a
function defined on the topological dual space of X as
p ∈X∗ 	→ f ∗(p) := sup
x∈X
(〈p,x〉 − f (x)).
The new function f ∗ is automatically convex on X∗. In convex analysis, the transforma-
tion f  f ∗ plays a role similar to that of Fourier’s or Laplace’s transform in other areas
of analysis. In particular, one cannot get away from it in analyzing the so-called dual ver-
sions of a given optimization problem. That explains why the Legendre–Fenchel transform
occupies a key-place in any book on convex analysis.
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the Legendre–Fenchel transform of the resulting function is calculated from the separate
transforms f ∗1 and f ∗2 . A whole body of calculus rules has therefore been developed from
the beginning of the modern era of convex analysis, including basic operations such as
adding or subtracting f1 and f2, taking the maximum of f1 and f2, performing the infimal
convolution (or epigraphical addition) of f1 and f2, etc.
Although less important than these key ones, the operations we consider in the present
paper arise incidentally in dealing with some convex analysis or optimization problems. In
Section 2, we calculate the Legendre–Fenchel transform of the inverse f−1 of a strictly
monotone convex function f. The resulting formula relates (f−1)∗ to f ∗ in a simple way.
Section 3 is devoted to determining the transform of an arbitrary function ϕ post-composed
with a strictly monotone concave function g. The obtained expression of (g ◦ ϕ)∗ in terms
of g∗ and ϕ∗ resembles the existing one when both g and ϕ are convex ([3, Chapter X,
Theorem 2.5.1]). In Section 4, we consider the unusual situation (in convex analysis) of the
product of two positively valued strictly monotone convex functions of the real variable.
2. The Legendre–Fenchel transform of the inverse function
2.1. Let us begin by recalling some basic facts about functions of a real variable. We
assume we are always in a situation where the considered function f : I →R is defined on
a nontrivial interval I, i.e., an interval with a nonempty interior.
(a) Strictly monotone functions. Let f : I → R be strictly monotone and continuous
on I. Then
• J := f (I) is an interval of the same topological nature (except for boundedness) as I ;
for example, J = [c, d] if I = [a, b], J = (c, d] or [c, d) if I = (a, b], etc.
• The inverse (or reciprocal) function of f,
f−1 :J →R, y 	→ x = f−1(y),
is strictly monotone and continuous on J (strictly increasing if f is strictly increasing,
strictly decreasing if f is strictly decreasing).
(b) Convex functions. Let f : I →R be convex on I. Then
• f is continuous on I except possibly at end-points of I. (By an end-point of I, we
mean a finite end-point of the closure I¯ of I.) If the left end-point a ∈ I (respectively,
the right end-point b ∈ I), we have f (a) f (a+) (respectively, f (b) f (b−)).
So, if f is strictly monotone and convex on I, it may be discontinuous only at an
end-point of I.
(c) The Legendre–Fenchel transform. Let g :R→ R ∪ {+∞}, not identically equal to
+∞; then the so-called Legendre–Fenchel transform (or conjugate) g∗ of g is defined as
follows:
g∗ :R→R∪ {+∞}, p 	→ g∗(p) := sup(px − g(x)). (1)
x∈R
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hull yield the same function g∗ (see any standard book on convex analysis, e.g., [3,8]).
When f : I → R is convex on I, what is relevant for the conjugacy operation is f (x),
x ∈ ˚I . Indeed, we may extend f to I¯ by taking limits, and out of I¯ by assigning the
value +∞. The extended function is a closed convex function on R. Its Legendre–Fenchel
transform, still denoted by f ∗, is just
p ∈R 	→ f ∗(p)= sup
x∈I
(
px − f (x))= sup
x∈ ˚I
(
px − f (x)). (2)
2.2. The Legendre–Fenchel transform of f−1
The next result on the possible convexity of f−1 is a classical one in the realm of convex
functions of the real variable. We recall it for the convenience of the reader and because it
motivates the search for a relationship between f ∗ and (f−1)∗.
Proposition 1. Let f : I → R be strictly decreasing, continuous and convex on I . Then
f−1 is strictly decreasing, continuous and convex on J = f (I).
Proof. According to what has been recalled in (a), J = f (I) is an interval and the only
thing remaining to be proved is the convexity of f−1 on J.
Let u= f (x), v = f (y) in J and λ ∈ [0,1]. Since f is assumed convex on I,
f
(
λx + (1 − λ)y) λf (x)+ (1 − λ)f (y).
Apply the decreasing f−1 to this inequality; we get
λx + (1 − λ)y  f−1(λf (x)+ (1− λ)f (y)),
that is
λf−1(u)+ (1− λ)f−1(v) f−1(λu+ (1 − λ)v).
This is the desired convexity inequality on f−1. ✷
Our first result relating f ∗ and (f−1)∗ is stated under the assumption that f is convex.
But, as the proof shows it, this is not a necessary assumption. There however are two
reasons for that: firstly, the Legendre–Fenchel transform does not make any distinction
between f and its convex hull; secondly, it is the usual context of application of such a
relationship. Moreover, as explained in (c), the continuity of the convex f on I is secured
with its ad hoc extension to I¯ , without altering f ∗.
Theorem 2. Let f : I → R be strictly decreasing, continuous and convex on I. Let a :=
inf I (a is the left end-point of I if I is bounded from below, −∞ if not). Then
– if p < 0, (f−1)∗(p)=−pf ∗(1/p);
– (f−1)∗(0)=−a;
– if p > 0, (f−1)∗(p)= f (a+)p− a if a is finite and f (a+) is finite; +∞ in the other
cases (i.e., when a =−∞, or a is finite and f (a+)=+∞).
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(f−1)∗(p)= sup
y∈J
(
py − f−1(y)),
where J = f (I). Consequently,
(f−1)∗(p)= sup
x∈I
(
pf (x)− x). (3)
Case 1: p < 0. Then
(f−1)∗(p)= sup
x∈I
(
−p
(
−f (x)+ x
p
))
=−p sup
x∈I
(
x
p
− f (x)
)
=−pf ∗
(
1
p
)
.
Case 2: p= 0.
(f−1)∗(0)= sup
x∈I
(−x)=− inf I.
Case 3: p > 0. The function x 	→ pf (x)− x is decreasing on I, hence
sup
x∈I
(
pf (x)− x)=


pf (a+)− a if a is finite and f (a+) is finite;
+∞ if a is finite and f (a+)=+∞;
+∞ if a =−∞.
✷
Results similar to those in Proposition 1 and Theorem 2 can be derived for strictly
increasing f. We state them below for record.
Proposition 3. Let f : I →R be strictly increasing, continuous and convex on I. Then f−1
is strictly increasing, continuous and concave on J = f (I).
Theorem 4. Let f : I → R be strictly increasing, continuous and convex on I. Let b :=
sup I (b is the right-end point of I if I is bounded from above, +∞ if not). Then
– if p < 0, (−f−1)∗(p)=−pf ∗(−1/p);
– (−f−1)∗(0)= b;
– if p > 0, (−f−1)∗(p) = f (b−)p + b if b is finite and f (b−) is finite; +∞ in the
other cases (i.e., when b=+∞, or b is finite and f (b−)=+∞).
The proofs are, mutatis mutandis, those of Proposition 1 and Theorem 2. One could also
apply Proposition 1 and Theorem 2 to the function f˘ :x 	→ f˘ (x) = f (−x) and use the
ad hoc formulas relating the inverse functions (respectively, the Legendre–Fenchel trans-
forms) of f and f˘ .
Remark 5. Theorem 4 was proved in [1, Theorem 3.1] in the case where the interval I or
J is the whole R (thus the “border effects” showing up in the third case in Theorem 4 or
Theorem 2 can be disregarded).
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function ϕ✸ :x ∈ (0,+∞) 	→ ϕ✸(x) := xϕ(1/x) whenever ϕ is convex on (0,+∞). This
transform ϕ 	→ ϕ✸ is plentifully used in [1], it also intervenes in the study of the behavior
of the approximate directional derivative and approximate difference quotient of a convex
function (see [3, Vol. II, pp. 102–113]), where it is viewed as a trace (i.e., fixing one vari-
able) of the so-called perspective of ϕ. Roughly speaking, provided the changes of sign
are taken into account, the Legendre–Fenchel transforms of ϕ and ϕ✸ are inverse one from
the other. To illustrate these “involutory” operations, the reader is invited to compare the
conjugate function of ϕ(x)=− logx with that of ϕ✸(x)= x logx.
Example 6. Let f be the hyperbolic cosine function on I = [0,+∞), i.e., f (x)= cosh(x)
for all x  0. According to Theorem 4, we are able to derive the Legendre–Fenchel conju-
gate of
y ∈ J = [1,+∞) 	→ θ(y) := −f−1(y)=−Arg cosh(y).
Indeed, since
f ∗(s)= (cosh)∗(s)= s Arg sinh(s)−
√
1 + s2 for all s > 0
(an easy calculation resulting from the relationships between the cosh and sinh functions),
we get from Theorem 4,
θ∗(p)=
{
−Argsinh( 1
p
)−√1 + p2 if p < 0,
+∞ otherwise.
(4)
It is interesting to note that a direct calculation of θ∗(p) from the definition–formula (2)
yields
θ∗(p)=
{
Arg cosh
(−√1+p2
p
)−√1 +p2 if p < 0,
+∞ otherwise.
(5)
Example 7. Consider
f : (0,+∞)→R, x 	→ f (x) := −x − log(x).
The function f is a strictly decreasing bijection from (0,+∞) into R, but its inverse
f−1 cannot be expressed explicitly with the usual functions. Indeed, for all y ∈ R,
f−1(y) = l(e−y), where l is the so-called Lambert function (Lambert function, which
arises in several places in real or complex analysis [2] is defined as follows: for all u 0,
x = l(u) is the unique solution of xex = u). Here the Legendre–Fenchel conjugate f ∗ of
f is easily calculated:
f ∗(s)=
{−1 − log(−(s + 1)) if s <−1,
+∞ otherwise. (6)
As for (f−1)∗, it comes from Theorem 2,
(f−1)∗(p)=
{
p(1 + log(p+ 1)− log(−p)) if −1 <p < 0,
+∞ if p > 0 or p −1,
(f−1)∗(0)= 0. (7)
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the calculations, f−1(y) or f ∗(s), is easier to handle than the other one. When not explicit
in terms of the “usual” functions, determining f−1(y) relies on numerical procedures (like
Newton’s method); but there also are specific methods for calculating f ∗(s) numerically
(see [5,6] and references therein). Thus, formulas like those in Theorems 2 and 4 show that
one could use the computation of one (either f−1 or f ∗) for the numerical approximation
of the other one.
An expression of the Legendre–Fenchel transform of a function f readily induces an
inequality (the so-called Fenchel’s inequality) and a way of expressing the subdifferential
∂f of f. Consider for example the context of Theorem 2: f : I → R is strictly decreas-
ing, continuous and convex on I. Then, Fenchel’s inequality combined with the result of
Theorem 1.2 gives rise to the following:{
For all y ∈ J = f (I) and p < 0,
py + pf ∗( 1
p
)
 f−1(y). (8)
As for subdifferentials, we get at the next (expected) relationship.
Proposition 8. Under the assumptions of Theorem 2, let y0 lie in the interior of J = f (I).
Then x0 = f−1(y0) lies in the interior of I and
p ∈ ∂f−1(y0) ⇔ 1
p
∈ ∂f (x0). (9)
Proof. Let p ∈ ∂f−1(y0). Clearly p < 0, so that
p ∈ ∂f−1(y0) ⇔ f−1(y0)− pf ∗
(
1
p
)
= py0.
With y0 = f (x0), this is equivalent to
f (x0)+ f ∗
(
1
p
)
= x0
p
,
that is, 1/p ∈ ∂f (x0). ✷
3. The Legendre–Fenchel transform of a composed function
The Legendre–Fenchel conjugate of a composed function g ◦ f, where
f :X→R and g :R→R∪ {+∞},
in terms of the conjugates g∗ and f ∗ is known in the case where f is convex and g is
increasing and convex (see [3, Chapter X, Section 2.5]). This situation was first considered
in [4] for vector-valued functions. However, there are situations where one needs to calcu-
late (g ◦ f )∗ via g∗ and f ∗, without being in that context. This is precisely the aim of this
section.
To begin with and to motivate our study, we consider the particular case of inverting a
concave function. Here and throughout we assume that X is a real topological vector space,
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of X, and (s, x) 	→ 〈s, x〉 stands for the duality pairing. The Legendre–Fenchel conjugate
of a function f defined on X is
p ∈X∗ 	→ f ∗(p) := sup
x∈X
(〈p,x〉 − f (x)). (10)
When f is defined only on a set C ⊂ X, we implicitly extend it by +∞ out of C so that
f ∗(p) in (10) means supx∈C(〈p,x〉 − f (x)).
Proposition 9. Let C be a convex set of X and let f be concave and strictly positive on C.
Then the function 1/f is convex on C.
The proof is easy: besides the concavity of f, it uses the fact that y 	→ h(y) := 1/y is
convex and decreasing on (0,+∞).
The proposition above naturally leads to the following question: what is the relationship
between (1/f )∗ and (−f )∗? Actually, for that particular situation, the answer is provided
by the existing results alluded to earlier in the present section.
Theorem 10. Under the assumptions of Proposition 9, for all p ∈X∗,(
1
f
)∗
(p)= min
{
inf
s>0
(
s(−f )∗
(
p
s
)
− 2√s
)
, sup
x∈C
〈p,x〉
}
. (11)
Proof. Let g :R→ R ∪ {+∞} be defined by g(y) =−1/y if y < 0, +∞ if not. This is
an increasing closed convex function. Consider the convex function −f :C → (−∞,0),
extended out of C by +∞, and set g(+∞) = +∞. Then, the composed function g ◦
(−f ) is nothing else than 1/f. Provided the upper-semicontinuous hull operation on f is
taken into account, we now are in the context of application of Theorem 2.5.1 from [3,
Chapter X]; this yields(
1
f
)∗
(p)= min
{
inf
s>0
(
s(−f )∗
(
p
s
)
+ g∗(s)
)
, sup
x∈C
〈p,x〉 + g∗(0)
}
.
It remains to observe that g∗(s)=−2√s for all s  0. ✷
As indicated to us by Thibault (University of Montpellier II), the way we followed in the
proof of the theorem above fits into a general scheme: the post-composition of a concave
f˜ :C ⊂ X → R ∪ {−∞} with a decreasing convex g˜ :R→ R ∪ {+∞}. Indeed, g˜ ◦ f˜ is
nothing else than g ◦ (−f˜ ), where g(y) := g˜(−y), whence the case fits into the classical
mold of post-composing a convex function −f˜ with an increasing convex one g.
Out of this context, the questions of determining (1/f )∗ or (−1/f )∗ in terms of f ∗
or (−f )∗ remain posed. Another example of interest is that of the function logf. Here
the convexity of logf implies that of f (the so-called logarithmically convex functions).
Question: is it possible to express (logf )∗ in terms of f ∗?
We answer these kinds of questions by considering the general model of an arbitrary
function post-composed with a strictly monotone concave function. Indeed we tackle the
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X and h is a strictly monotone convex function.
To begin with, we consider the situation where h is increasing. To be more precise, we
assume the following on ϕ and h:
(Ha)


(i) ϕ :C ⊂X→R is an arbitrary function defined on C
(extended by −∞ out of C for the purpose of defining
(−ϕ)∗(p), p ∈X∗);
(ii) h :R→R∪ {+∞} is a closed convex function, strictly
increasing on I = {y ∈R | h(y) <+∞};
(iii) I is (an interval) unbounded from the left;
(iv) ϕ(C)⊂ I.
The function we are considering is −h ◦ ϕ, and like for ϕ we extend it by +∞ out of C
for the purpose of defining (−h ◦ ϕ)∗.
Theorem 11. Under the assumptions (Ha), for all p ∈X∗,
(−h ◦ ϕ)∗(p)= sup
s>0
h∗(s)<+∞
(
s(−ϕ)∗
(
p
s
)
− h∗(s)
)
. (12)
Proof. Let us begin with a technical result concerning I∗ := {s ∈R | h∗(s) <+∞}. Since
h is increasing and I is unbounded from the left, I∗ ⊂ [0,+∞). (This can be shown in
various ways using techniques from convex analysis; the result was also proved and used
in [1, Section 3].) Moreover, since h is not constant on I, I∗ cannot reduce to {0}. As a
consequence, for all y ∈R,
(h∗)∗(y)= sup
s∈R
(
ys − h∗(s))= sup
s>0
(
ys − h∗(s)). (13)
Now, since (h∗)∗ = h (because h is a closed convex function), what is expressed above is
nothing else than h(y).
Consider now (−h ◦ ϕ)∗(p) for p ∈X∗. Following its definition,
(−h ◦ ϕ)∗(p)= sup
x∈C
(〈p,x〉 + h(ϕ(x))).
Hence we infer from the expression (13) of h(ϕ(x)),
(−h ◦ ϕ)∗(p)= sup
x∈C
(
〈p,x〉 + sup
s>0
(
ϕ(x)s − h∗(s)))
= sup
x∈C
sup
s>0
(〈p,x〉 + ϕ(x)s − h∗(s))
= sup
s>0
h∗(s)<+∞
sup
x∈C
(〈p,x〉 + ϕ(x)s − h∗(s)).
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(−h ◦ ϕ)∗(p)= sup
s>0
h∗(s)<+∞
(
s sup
x∈C
(〈
p
s
, x
〉
− (−ϕ)(x)
)
− h∗(s)
)
= sup
s>0
h∗(s)<+∞
(
s(−ϕ)∗
(
p
s
)
− h∗(s)
)
. ✷
Corollary 12. Let f :C ⊂X→R be an arbitrary function taking strictly positive values.
Then, for all p ∈X∗,(
− 1
f
)∗
(p)= sup
s>0
(
sf ∗
(
p
s
)
+ 2√s
)
. (14)
Proof. Consider ϕ =−f and h :R→R ∪ {+∞} defined by h(y)=−1/y if y < 0, +∞
if not. Then apply Theorem 11 keeping in mind that h∗(s)=−2√s for all s > 0. ✷
It is worthwile to note the difference between the results of Theorem 10 and Corol-
lary 12; one can say that, in a certain sense, one excludes the other. The reader is in-
vited to illustrate that by calculating f ∗, (−f )∗, (1/f )∗ and (−1/f )∗ for the concave
f :x ∈ [−1,+1] 	→ f (x)= 2 − |x|.
A situation very similar to the one handled above is with h decreasing. The following
are assumed on ϕ and h:
(Hb)


(i′) ϕ :C ⊂X→R is an arbitrary function defined on C
(extended by +∞ out of C for the purpose of defining
ϕ∗(p), p ∈X∗);
(ii′) h :R→R∪ {+∞} is a closed convex function, strictly
decreasing on I = {y ∈R | h(y) <+∞};
(iii′) I is (an interval) unbounded from the right;
(iv′) ϕ(C)⊂ I.
Theorem 13. Under the assumptions (Hb), for all p ∈X∗,
(−h ◦ ϕ)∗(p)= sup
s<0
h∗(s)<+∞
(
−sϕ∗
(
−p
s
)
− h∗(s)
)
. (15)
Proof. Similar to that of Theorem 11, observing that I∗ := {s ∈ R | h∗(s) < +∞} ⊂
(−∞,0]. Other way: apply Theorem 11 to the functions x 	→ h(−x) and −ϕ. ✷
Corollary 14. Let f :C ⊂X→R be an arbitrary function taking strictly positive values.
Then, for all p ∈X∗,
(logf )∗(p)= sup
σ>0
(
σf ∗
(
p
σ
)
+ logσ
)
+ 1. (16)
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if not. Then apply Theorem 13 by plugging into (15) the next expression of h∗(s):
h∗(s)=− log(−s)− 1 for all s < 0. ✷
4. The Legendre–Fenchel transform of the product of two functions
Consider two convex functions of the real variable, defined on the same interval I, both
positively valued. Is there any chance that their product be convex? The answer is yes if
the considered functions are both increasing and both decreasing. This can be shown by
directly checking the inequality of definition of convexity, as done in [7, p. 16], or by
verifying the criterion of increasing slopes [3, Chapter I, p. 4]; indeed, if h= fg,
h(x)− h(x0)
x − x0 =
f (x)− f (x0)
x − x0 g(x)+
g(x)− g(x0)
x − x0 f (x0)
is increasing for all x0 ∈ I.
Note, in passing, that if both f and g are increasing, there then is no loss of generality
in assuming that I is unbounded from the left.
How to express h∗ in terms of f ∗ and g∗? The multiplication operation does not go
well with the (additive) property of convexity, so the possible resulting formula cannot
be simple. We mainly consider the situation where both f and g are increasing. For the
purpose of determining (fg)∗, we assume that f and g are positively valued, increasing,
continuous and nonconstant on an unbounded from the left interval I and, if necessary,
extend them to I¯ by taking limit, and out of I¯ by assigning the value +∞. The extended
functions and their product fg :R→R∪ {+∞} are nonconstant increasing closed convex
positively valued functions on R.
Theorem 15. Let f,g : I → R be nonconstant increasing continuous convex positively
valued functions on the unbounded from the left interval I . Then (fg)∗ is the closed convex
hull of the function f ∗  g∗ built up from f ∗ and g∗ as follows. For all p ∈R,
(f ∗  g∗)(p)= inf
s>0, σ>0
f ∗(s)<+∞, g∗(σ )<+∞
|σf ∗(s)−sg∗(σ )|p
{
(p+ σf ∗(s)+ sg∗(σ ))2
4sσ
− f ∗(s)g∗(σ )
}
.
(17)
Proof. Using the same technical result as in the proof of Theorem 11, we note that for all
x ∈R,
f (x)= (f ∗)∗(x)= sup
s>0
(
xs − f ∗(s)),
g(x)= (g∗)∗(x)= sup
σ>0
(
xσ − g∗(σ )).
Since f and g are assumed positive-valued, one can further write
f (x)= sup(xs − f ∗(s))+, g(x)= sup(xσ − g∗(σ ))+,
s>0 σ>0
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f (x)g(x)= sup
s>0, σ>0
(
xs − f ∗(s))+(xσ − g∗(σ ))+ = sup
s>0, σ>0
qs,σ (x), (18)
where the functions qs,σ are defined as follows:
qs,σ (x)=


0 if x max
{ f ∗(s)
s
,
g∗(σ )
σ
}
,
sσx2 − (sg∗(σ )+ σf ∗(s))x + f ∗(s)g∗(σ )
if x max
{ f ∗(s)
s
,
g∗(σ )
σ
}
.
In the computation above as well as in the sequel, we implicitly consider only those s > 0
and σ > 0 for which f ∗(s) <+∞ and g∗(σ ) <+∞. For s > 0, σ > 0, the function qs,σ
is a “piecewise linear-quadratic” convex one; its conjugate is also of the same type. After
some calculations (confirmed by a geometrical verification), one obtains
q∗s,σ (p)=


+∞ if p < 0,
max
{f ∗(s)
s
,
g∗(σ )
σ
}
p if 0 p  |σf ∗(s)− sg∗(σ )|,
(p+σf ∗(s)+sg∗(σ ))2
4sσ − f ∗(s)g∗(σ ) if p  |σf ∗(s)− sg∗(σ )|.
(19)
We next prove the following refinement of (18):
fg = sup
s>0, σ>0
(
q∗s,σ + δIs,σ
)∗
, (20)
where δIs,σ denotes the indicator function of Is,σ = [|σf ∗(s)− sg∗(σ )|,+∞). To this aim
let x ∈R. By (18) and the fact that qs,σ is convex, continuous and nondecreasing we have
f (x)g(x)= sup
s>0, σ>0
(
q∗s,σ
)∗
(x)= sup
s>0, σ>0, p0
{
xp− q∗s,σ (p)
}
.
We distinguish two cases. If x  max{f ∗(s)/s, g∗(σ )/σ } then by (19) the function p 	→
xp− q∗s,σ (p) is nondecreasing on [0, |σf ∗(s)− sg∗(σ )|]; hence in this case
f (x)g(x)= sup
s>0, σ>0, p∈Is,σ
{
xp− q∗s,σ (p)
}= sup
s>0, σ>0
(
q∗s,σ + δIs,σ
)∗
(x). (21)
If x  0 then p 	→ xp − q∗s,σ (p) is nonpositive on [0, |σf ∗(s) − sg∗(σ )|]; hence, as
f (x)g(x) 0, (21) holds in this case, too. Thus (20) is satisfied.
Now, by a standard calculus rule giving the Legendre–Fenchel conjugate of the supre-
mum of a collection of closed convex functions (see, for example, [8, p. 149] or [3,
Chapter X, p. 66]), by (20) we have
(fg)∗ = co
(
inf
s>0, σ>0
((
q∗s,σ + δIs,σ
)∗)∗)= co inf
s>0, σ>0
(
q∗s,σ + δIs,σ
)
= co(f ∗  g∗),
where co denotes the closed convex hull operation. ✷
Remark 16. Formula (18) provides us with a representation of fg as a supremum of a
collection of “piecewise linear-quadratic” convex functions (under the assumptions of The-
orem 15); it is another way of proving the convexity of fg.
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in the statement of Theorem 15. Under this new set of assumptions, a similar result as the
one in Theorem 15 holds true after replacing (17) with
(f ∗  g∗)(p)= inf
s<0, σ<0
f ∗(s)<+∞, g∗(σ )<+∞
|σf ∗(s)−sg∗(σ )|−p
{
(p+ σf ∗(s)+ sg∗(σ ))2
4sσ
− f ∗(s)g∗(σ )
}
.
To see that, it suffices to apply Theorem 15 to the increasing functions x 	→ f (−x) and
x 	→ g(−x) and perform the appropriate change of variables afterwards.
5. By way of conclusion
Calculus rules for the Legendre–Fenchel transform in the context of some unusual op-
erations have been considered in the present paper. We sometimes are faced with such
calculations in dealing with nonconvex variational problems. We end with a further ex-
ample. Let f : [0,+∞)→ [0,+∞) be convex with f (0)= 0; its mean value on [0, x] is
defined by
F(0) := 0, F (x)= 1
x
x∫
0
f (t) dt for x > 0.
This new function F turns out to be convex. So, a natural question arises: what is the
relationship between F ∗ and f ∗? We serve it here for reader consumption.
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