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SOME ESTIMATES FOR NON-MICROSTATES FREE ENTROPY
DIMENSION, WITH APPLICATIONS TO q-SEMICIRCULAR FAMILIES
DIMITRI SHLYAKHTENKO
Abstract. We give an general estimate for the non-microstates free entropy dimension
δ∗(X1, . . . , Xn). If X1, . . . , Xn generate a diffuse von Neumann algebra, we prove that
δ∗(X1, . . . , Xn) ≥ 1. In the case that X1, . . . , Xn are q-semicircular variables as introduced
by Bozejko and Speicher and q2n < 1, we show that δ∗(X1, . . . , Xn) > 1. We also show that
for |q| < √2−1, the von Neumann algebras generated by a finite family of q-Gaussian random
variables satisfy a condition of Ozawa and are therefore solid: the relative commutant of
any diffuse subalgebra must be hyperfinite. In particular, when these algebras are factors,
they are prime and do not have property Γ.
1. Introduction.
In [2], Bozejko and Speicher introduced a deformation of a free semicircular family of
Voiculescu [12, 13], parameterized by a number q ∈ [−1, 1]. Their q-semicircular family
X1, . . . , Xn is represented on a deformed Fock space and generates a finite von Neumann
algebra, which is non-hyperfinite for n ≥ 2 and q ∈ (−1, 1) [7]. For q = 0, X1, . . . , Xn are
semicircular and free in the sense of Voiculescu’s free probability theory. For q = 1, they
form a family of independent Gaussian random variables, and for q = −1 they generate a
Clifford algebra related to the Canonical Anti-Commutation Relations.
The von Neumann algebra Mq = W
∗(X1, . . . , Xn) generated by such a q-semicircular
family remains a mystery. One would like to decide whether Mq falls into the world of “free”
von Neumann algebras (as M0 ∼= L(Fn) does), or whether Mq move away from that world
immediately once q 6= 0.
In this paper, we give evidence for the fact that Mq stay close to free group factors.
We show that Voiculecsu’s non-microstates free entropy dimension computed on the q-
semicircular generators of M is > 1 for small q. Furthermore, we show that Mq for small
q satisfy the Ozawa condition [8], implying that they are “solid”, in particular, prime. We
still don’t know if they are always factors, except when this is guaranteed by the results of
Sniady [10].
It is curious that the essential ingredient in both the computation of free entropy dimension
and in the proof of Ozawa’s condition is the existence of certain operators r1, . . . , rn satisfying
[rj , Xi] = δijΞj , with Ξj compact or even Hilbert-Schmidt. The estimate on free entropy
dimension follows roughly Voiculescu’s argument that the existence of a “dual system” for
Y1, . . . , Yn implies that their free entropy dimension is large.
Our proof of Ozawa’s condition gives another argument for why it is satisfied by the free
group von Neumann algebra; our argument, strangely enough, avoids all use of the free group
or of its boundary. It would be very interesting to understand if our proof gives another
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point of view on the action of the free group on its boundary, which is more amenable to
generalizations.
We also give a general lower bound on Voiculescu’s non-microstates free entropy dimension
of a self-adjoint n-tuple (X1, . . . , Xn) in terms of the Murray-von Neumann dimension of the
space of certain derivations from the algebra generated by X1, . . . , Xn into Hilbert-Schmidt
operators. As an application, we prove that if M is a diffuse von Neumann algebra, and
X1, . . . , Xn is any family of generators ofM , then the non-microstates free entropy dimension
of X1, . . . , Xn is at least 1. These results are in spirit related to the work of Aagaard [1].
Acknowledgement. This research is based upon work supported by the Clay Mathematics
Institute, a Sloan Foundation Fellowship, and NSF grant DMS-0102332.
2. Estimates on Free Entropy Dimension.
2.1. Partial conjugate variables. Let X1, . . . , Xn ∈ B(H) be self-adjoint variables, which
we assume to be algebraically free. Let Ω ∈ H be a trace-vector for W ∗(X1, . . . , Xn), and
η = (η1, . . . , ηn) ∈ (H⊗¯H)b be given. Let B be an algebra, algebraically free fromX1, . . . , Xn.
Define the map ∂η = ∂ηX1,...,XnB[X1, . . . , Xn]→ H⊗¯H by
∂η(Xi) = ηi
∂η(PQ) = P∂η(Q) + ∂η(P )Q
∂η(b) = 0, b ∈ B.
The last equation means that ∂η is a derivation into H⊗¯H viewed as a bimodule over
B[X1, . . . , Xn] in the obvious way.
Note that if η = µ+ κ, then ∂η = ∂µ + ∂κ.
Definition 2.1. Define the partial conjugate variable Jη(X1, . . . , Xn : B) to be the unique
vector ξ ∈ L2(W ∗(X1, . . . , Xn)), so that
〈ξ, P 〉 = 〈1⊗ 1, ∂η(P )〉H⊗¯H , ∀P ∈ B[X1, . . . , Xn],
if such a vector exists. If Y1, . . . , Ym ∈ B(H) are self-adjoint, we write Jη(X1, . . . , Xn :
Y1, . . . , Ym) for Jη(X1, . . . , Xn : C[Y1, . . . , Yn]).
In other words, we set Jη(X1, . . . , Xn) = (∂
η)∗(1⊗ 1).
Note that, once again, if η = µ+ κ, then
Jη(X1, . . .Xn : B) = Jµ(X1, . . .Xn : B) + Jκ(X1, . . .Xn : B).
2.2. Examples of partial conjugate variables.
Example 2.2. Let X1, . . . , Xn be given. Let M = W
∗(X1, . . . , Xn), and let η1, . . . , ηn ∈
(L2(M)⊗¯L2(M))n, ηji =
∑
k a
ij
k ⊗ bijk , aijk , bijk ∈ M (where the sum is in the L2-sense). Let
S1, . . . , Sn be a free semicircular family, free from M . Let N = W
∗(M,S1, . . . , Sn) and set
Yj =
n∑
i=1
∑
k
bijk Sia
ij
k ∈ L2(N).
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The series defining Yj converges in L
2 because SMSjM
L2 ∼= L2(M)⊗¯L2(M) in a way that
preserves the L2 norms. Moreover
Yj = Jηj (S1, . . . , Sn : X1, . . . , Xn).
Indeed, for wj ∈ C[X1, . . . , Xn] and i1, . . . , in ∈ {1, . . . , n}
τ(Yjw0Si1w1 · · ·wk−1Sikwk) =
∑
i
∑
s
τ(bijs Sia
ij
s w0Si1w1 · · ·wk−1Sikwk)
=
∑
i
∑
p, ip=i
τ(aipjs w0Si1w1 · · ·wp−1)τ(wpSip · · ·Sikwkbipjs )
= 〈1⊗ 1, ∂ηj (w0Si1w1 · · ·wk−1Sikwk)).
Lemma 2.3. With the above notation, we have
Jηj (X1 +
√
εS1, . . . , Xn +
√
εSn) = EW ∗(X1+
√
εS1,...,Xn+
√
εSn)(
1√
ε
Yj).
Proof. For all polynomials P in C[X1+
√
εX1, . . . , Xn+
√
εSn) ⊂ C[X1, . . . , Xn, S1, . . . , Sn],
τ(EW ∗(X1+
√
εS1,...,Xn+
√
εSn)(
1√
ε
Yj)P ) = τ(
1√
ε
YjP )
= 〈1⊗ 1, 1√
ε
∂η
j
(S1,...,Sn)
(P )〉
= 〈1⊗ 1, ∂ηj
(X1+
√
εS1,...,Xn+
√
εSn)
(P )〉,
since 1√
ε
∂η
j
(Xi +
√
εSi) = η
j
i , and ∂ is a derivation. 
Example 2.4. With the same notation as in Example 2.2, assume that ξj = Jηj (X1, . . . , Xn)
exists. Then
ξj = Jηj (X1, . . . , Xn : S1, . . . , Sn).
Let wj ∈ C[S1, . . . , Sn] and i1, . . . , ik ∈ {1, . . . , n}. We must show that
(2.1) τ(ξjw0Xi1w1 · · ·wik−1Xikwk) = 〈1⊗ 1, ∂η
j
Xj
(w0Xi1w1 · · ·wik−1Xikwk)〉.
The proof is by induction on k. If k = 0, we have
τ(ξjw0) = τ(ξj)τ(w0),
since ξj ∈ L2(W ∗(X1, . . . , Xn)) and w0 is free from W ∗(X1, . . . , Xn). Now,
τ(ξj) = τ(ξj1) = 〈1⊗ 1, ∂ηjXj (1)〉 = 0.
On the other hand, ∂η
j
Xj
(w0) = 0, so that (2.1) holds for k = 0.
Assume that equality in (2.1) holds for k − 1. By rewriting W = w0Xi1w1 · · ·wik−1Xikwk
modulo shorter words, we may assume that W has the form
W = v0x1v1x2 · · ·xkvk,
where xj ∈ C[X1, . . . , Xn], vj ∈ C[S1, . . . , Sn], τ(xj) = 0 for all j, τ(vj) = 0 for all j 6= 0
and j 6= k, and either τ(v0) = 0 or v0 ∈ C, and either τ(vk) = 0, or vk ∈ C. If k = 1 and
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v0 = vk ∈ C, the desired equality follows from the fact that ξj = Jηj (X1, . . . , Xn). If not,
τ(ξjW ) = 0 by the freeness condition.
On the other hand, we get
〈1⊗ 1, ∂ηXj (W )〉 = 〈1⊗ 1,
∑
p
v0x1 · · · vp−1∂ηj (xp)vp · · · vk−1xkvk〉.
Let ∂η
j
(xp) =
∑
q y
(1)
q ηiqjy
(2)
q , y
(1)
q , y
(2)
q ∈ C[X1, . . . , Xn]. Then we get, writing ηji =
∑
as⊗ bs
(series convergent in L2) with as, bs ∈ W ∗(X1, . . . , Xn):
〈1⊗ 1, ∂ηj (W )〉 =
∑
p
∑
q
〈1⊗ 1,p v0x1 · · · vp−1y(1)q ηjiqy(2)q vp · · · vk−1xkvk〉
=
∑
p
∑
q
∑
i
τ(v0x1 · · · vp−1y(1)q ai)τ(biy(2)q vp · · · vk−1xkvk).
But each term τ(v0x1 · · · vp−1y(1)q ai) and τ(biy(2)q vp · · · vk−1xkvk) is 0 by the freeness condition.
Lemma 2.5. Let M = W ∗(X1, . . . , Xn), and let η
j
i ∈ L2(M)⊗¯L2(M). Assume that ξj =
Jηj (X1, . . . , Xn) exists for all j = 1, . . . , n. Assume that S1, . . . , Sn are a free semicircular
system, free from X1, . . . , Xn. Then Jηj (X1 +
√
εS1, . . . , Xn +
√
εSn) exists and
Jηj (X1 +
√
εS1, . . . , Xn +
√
εSn) = EW ∗(X1+
√
εS1,...,Xn+
√
εSn)(ξj).
The proof is similar to that of Lemma 2.3.
Proposition 2.6. Let X1, . . . , Xn ∈ (M, τ), and let Ω ∈ L2(M) be the trace vector. Assume
that D ∈ B(L2(M)) is an operator, so that
[Xi, D] = Ξi
and Ξi belongs to the ideal HS of Hilbert-Schmidt operators on L
2(M). Let Ψ be the
identification of HS with L2(M)⊗¯L2(M) as described in [15, Proposition 5.11], and let
ηi = Ψ
−1(Ξi), η = (η1, . . . , ηn). Then
Jη(X1, . . . , Xn) = (D − JD∗J) · Ω.
Proof. Let P ∈ C[X1, . . . , Xn], P = P ∗. Let ξ = (D − JD∗J)Ω. Then
τ(ξP ) = 〈PΩ, DΩ〉 − 〈PΩ, JD∗JΩ〉 = 〈Ω, PDΩ〉 − 〈D∗Ω, JPΩ〉
= 〈Ω, PDΩ〉 − 〈D∗Ω, PΩ〉 = 〈Ω, PDΩ〉 − 〈Ω, DPΩ〉
= 〈Ω, [P,D]〉 = Tr(eΩ[P,D])
= 〈1⊗ 1,Ψ−1([P,D])〉 = 〈1⊗ 1, ∂η(P )〉,
because [·, D] is a derivation, and Ψ−1([Xi, D]) = Ψ−1(Ξi) = ηi = ∂η(Xi). 
2.3. Estimates on χ∗ and δ∗. We now turn to the task of estimating free Fisher in-
formation of X1, . . . , Xn, knowing that Jη exist. Recall from [15] that Φ
∗(Z1, . . . , Zn) =∑
j ‖JIj(Z1, . . . , Zn)‖22, where I ∈ Mn×n(L2(M)⊗¯L2(M)) denote the matrix with entries
Iji = δij1 ⊗ 1, and Ij ∈ (L2(M)⊗¯L2(M))n denotes the row vector (0, . . . , 1 ⊗ 1, . . . , 0), with
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1⊗1 in the j-th position. For the foregoing, it is convenient to endow Mn×n(L2(M)⊗¯L2(M))
with the non-normalized “Hilbert-Schmidt” norm,
‖Tij‖Mn(L2(M)⊗¯L2(M)) =
n∑
i,j=1
‖Tij‖L2(M)⊗¯L2(M).
Theorem 2.7. Let X1, . . . , Xn be self-adjoint, M = W
∗(X1, . . . , Xn) and assume that τ
is a normal faithful trace on M . For each i, j, let ηji ∈ L2(M)⊗¯L2(M) be a vector. Let
ηj = (ηj1, . . . , η
j
n). Assume that for each j,
ξj = Jηj (X1, . . . , Xn)
exists. Let η ∈ Mn(L2(M)⊗¯L2(M)) be the matrix with entries ηji . Let S1, . . . , Sn be a free
semicircular family, free from M .
Then
Φ∗(X1 +
√
εS1, . . . , Xn +
√
εSn) ≤
∑
j
‖ξj‖2L2(M) +
1
ε
‖I − η‖2Mn(L2(M)⊗¯L2(M))
+
2√
ε
(∑
j
‖ξj‖2L2(M)
)1/2
‖I − η‖Mn(L2(M)⊗¯L2(M)).
Proof. Set Xεj = Xj +
√
εSj and Mε = W
∗(Xε1 , . . . , X
ε
n). Let I
j ∈ (L2(M)⊗¯L2(M))n be the
vector (0, . . . , 1⊗ 1, . . . , 0).
From Lemma 2.3 we get that
JIj−ηj (X
ε
1 , . . . , X
ε
n) = EMε(
1√
ε
Yj),
with ‖Yj‖22 =
∑
i ‖δij(1⊗ 1)− ηij‖2L2(M)⊗¯L2(M). Hence
∑
j
‖JIj−ηj (Xε1 , . . . , Xεn)‖2L2(Mε) ≤
1
ε
‖I − η‖2Mn(L2(M)⊗¯L2(M)).
From Example 2.2(b) and Lemma 2.5 we get that
Jηj (X
ε
1 , . . . , X
ε
n) = EMε(ξj),
‖Jηj (Xεj : Xε1 , . . . , Xˆεj , . . . , Xεn)‖L2(Mε) ≤ ‖ξj‖L2(M).
Moreover,
JIj(X
ε
1 , . . . , X
ε
n) = JIj−ηj (X
ε
1 , . . . , X
ε
n) + Jηj (X
ε
1 , . . . , X
ε
n).
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Let Φ =
∑
j ‖JIj(Xε1 , . . . , Xεn)‖22. Then
Φ =
∑
j
〈JIj(Xε1 , . . . , Xεn), JIj(Xε1 , . . . , Xεn)〉
=
∑
j
‖JIj−ηj (Xε1 , . . . , Xεn)‖2 +
∑
j
‖Jηj (Xε1 , . . . , Xεn)‖2
+2
∑
j
Re〈JIj−ηj (Xε1 , . . . , Xεn), Jηj (Xε1 , . . . , Xεn)〉
≤ ε−1‖I − η‖2Mn +
∑
j
‖ξj‖2 + 2‖I − η‖Mn
[∑
j
‖Jηj (Xε1 , . . . , Xεn)‖2
] 1
2
≤ ε−1‖I − η‖2Mn + 2ε−
1
2‖I − η‖Mn(
∑
j
‖ξj‖2)1/2 +
∑
j
‖ξj‖2,
as claimed. 
Corollary 2.8. Under the hypothesis of Theorem 2.7, there exists a constant K (depending
on n, ‖ξj‖, j = 1, . . . , n, and ‖Xj‖2, j = 1, . . . , n) so that we have
χ∗(X1 +
√
εS1, . . . , Xn +
√
εSn) ≥ ‖I − η‖2Mn(L2(M)⊗¯L2(M)) log ε1/2 +K, 0 < ε <
1
2
.
δ∗(X1, . . . , Xn) ≥ n− ‖I − η‖2Mn(L2(M)⊗¯L2(M)).
Proof. Let Xεj = Xj +
√
εSj. Let also δ = ‖I − η‖2Mn, M = max{‖ξj‖}. By definition [15],
χ∗ = χ∗(X1 +
√
εS1, . . . , Xn +
√
εSn) = C +
1
2
∫ ∞
0
(
n
1 + t
− Φ∗(X t+ε1 , . . . , X t+εn )
)
dt
Let Φ(t) = Φ∗(X t1, . . . , X
t
n). We have
χ∗ = C +
1
2
∫ ∞
0
[
n
1 + t
− Φ(t + ε)
]
dt
= C +
1
2
∫ 1
2
ε
[
n
1 + t− ε − Φ(t)
]
dt+
1
2
∫ ∞
1
2
[
n
1 + t− ε − Φ(t)
]
dt
≥ C + 1
2
∫ 1
2
ε
[
n
1 + t
− δ
t
− 2δ
1
2M√
t
−M2
]
dt+
1
2
∫ ∞
1
2
[
n
1 + t− ε −
n
1 + t
]
dt
≥ C ′ − n log(1 + ε)1/2 + δ log t1/2 + 4√εδ 12M + εM2 + n
2
log
1 + t
1 + t− ε
∣∣∣∞
1
2
≥ K + δ log t1/2
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Now, by definition we have
δ∗(X1, . . . , Xn) = n+ lim sup
t→0
χ∗(Xε1 , . . . , X
ε
n)
| log ε1/2|
≥ n+ lim sup
t→0
K + δ log t1/2
| log t1/2| = n− δ.
It follows that δ∗(X1, . . . , Xn) ≥ n− ‖I − η‖2Mn. 
Lemma 2.9. Let N be a finite von Neumann algebra with a faithful normal trace τ . Let n
be a finite integer, and let H = L2(N, τ)n be a left module over N . Denote by Ω ∈ L2(N, τ)
the GNS vector associated to τ .
Let K ⊂ H be a closed N-invariant subspace of H. Endow Mn×n(L2(M)) with the norm
‖hij‖2Mn =
n∑
ij=1
‖hij‖2.
Let A(K) = {T ∈Mn×n(M) : TH ⊂ K} ∼= Kn. Then we have:
dimN K = n− dist(I, A(K))2,
where I ∈ Mn(H) denotes the matrix Iij = δijΩ, and the distance is computed with respect
to the Hilbert space norm on Mn×n(L2(M)) described above.
Proof. The commutant N ′ of N acting on H can be identified with the algebra of n × n
matrices Mn(N). Endow this algebra with the non-normalized trace Tr, defined by the
property that Tr(I) = n, where I ∈Mn(N) denote the identity matrix. Let eK ∈ N ′ be the
orthogonal projection from H onto K. Then dimN K = Tr(eK). Thus
n− dimN K = dimN K⊥ = Tr(I − eK).
Since I − eK is a projection, we obtain that
n− dimN K = Tr((I − eK)2) = ‖I − eK‖2L2(Mn(N),Tr).
Now, L2(Mn(N),Tr) = Mn(H) isometrically. Moreover, since the orthogonal projection of
I onto A(K) is exactly eK , we get that ‖I − eK‖L2(Mn(N),Tr) is exactly the distance from I
to the subspace Mn(K). 
Lemma 2.10. Let X1, . . . , Xn ∈ (M, τ), M = W ∗(X1, . . . , Xn). Let
H(X1, . . . , Xn) = {η = (η1, . . . , ηn) ∈ L2(M, τ)n : Jη(X1, . . . , Xn) exists}.
Then H(X1, . . . , Xn) is a bimodule over JC[X1, . . . , Xn]J and its closure is a JMJ⊗¯MJ-
submodule of (L2(M)⊗¯L2(M))n.
Proof. Clearly, only the first assertion needs to be proved.
Let η = (η1, . . . , ηn) ∈ H(X1, . . . , Xn). Thus ξ = Jη(X1, . . . , Xn) = ∂∗η(1 ⊗ 1) exists. Let
a, b, P ∈ C[X1, . . . , Xn]. Then
〈1⊗ 1, ∂Jb∗JηJa∗J(P )〉 = 〈a⊗ b, ∂η(P )〉.
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We now have, exactly as in the proof of Proposition 4.1 in [15],
〈1⊗ a, ∂η(P )〉 = 〈ξa− (id⊗τ)((∂η(a∗)∗), P 〉.
Hence
JηJa∗J(X1, . . . , Xn) = Jη(X1, . . . , Xn)a− (id⊗τ)((∂η(a∗))∗.
Similarly, we have JJb∗Jη = bJη(X1, . . . , Xn)− (τ ⊗ id)((∂η(a∗))∗. 
Corollary 2.11. Let X1, . . . , Xn ∈ (M, τ), M = W ∗(X1, . . . , Xn). With the notation of
Lemma 2.10, we have
δ∗(X1, . . . , Xn) ≥ dimJMJ⊗¯JMJ H(X1, . . . , Xn).
Moreover, if ηj = (ηj1, . . . , η
j
n) ∈ H(X1, . . . , Xn) for all j = 1, . . . , n, then we have
dimJMJ⊗¯JMJ H(X1, . . . , Xn) ≥ n− ‖I − (ηji )‖2Mn(L2(M)⊗¯L2(M)).
Proof. We apply Lemma 2.9 with N = JMJ⊗¯JMJ , H = (L2(M)⊗¯L2(M))n, and K =
H(X1, . . . , Xn). The space A(K) can then be identified with the closure of the set
A = {(ηji ) ∈Mn(L2(M)⊗¯L2(M)) : (ηj1, . . . , ηjn) ∈ H(X1, . . . , Xn) ∀j}.
Applying Corollary 2.8, we find that
δ∗(X1, . . . , Xn) ≥ n− dist(I, A)2.
By Lemma 2.9, we finally get that
δ∗(X1, . . . , Xn) ≥ dimN K,
as claimed.
The last inequality follows from the fact that (ηji ) ∈ A and hence one has ‖I −
(ηji )‖2Mn(L2(M)⊗¯L2(M)) ≥ dist(I, A)2. 
Corollary 2.12. Let X1, . . . , Xn ∈ (M, τ), M = W ∗(X1, . . . , Xn). Let HS be the space of
Hilbert-Schmidt operators on L2(M, τ). Set
H0(X1, . . . , Xn) = {(Ξ1, . . . ,Ξn) ∈ HSn : ∃D ∈ B(L2(M, τ)) s.t. Ξi = [D,Xi] ∀i}.
Then
δ∗(X1, . . . , Xn) ≥ dimJMJ⊗¯JMJ H0(X1, . . . , Xn).
Furthermore, if D1, . . . , Dn ∈ B(L2(M, τ)) are such that Ξij = [Di, Xj] ∈ HS, then
dimJMJ⊗¯JMJ H0(X1, . . . , Xn) ≥ n− ‖I − (Ξij)‖2Mn(L2(M)⊗¯L2(M)).
Proof. By Proposition 2.6, H0(X1, . . . , Xn) ⊂ H(X1, . . . , Xn). Note that if Ξj = [D,Xj],
j = 1, . . . , n, then JaJΞjJbJ = [JaJDJbJ,Xj ] for any a, b ∈ M . Thus H0(X1, . . . , Xn) is
an M,M-bimodule. The rest follows from Corollary 2.11. 
This fact has the following amusing consequence, which is the non-microstates analog of
the “hyperfinite monotonicity” of [5].
Theorem 2.13. Assume that X1, . . . , Xn are self-adjoint and generate a von Neumann alge-
bra M with a normal faithful trace τ . Assume that M is diffuse. Then δ∗(X1, . . . , Xn) ≥ 1.
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Proof. We note that the map
HS ∋ D 7→ ([D,X1], . . . , [D,Xn]) ∈ H0(X1, . . . , Xn)
is injective. Since dimJMJ⊗¯JMJ HS = 1, we find that dimJMJ⊗¯JMJ H0(X1, . . . , Xn) ≥ 1.
Applying Corollary 2.12, we get that δ∗(X1, . . . , Xn) ≥ 1. 
We note that the estimate in Corollary 2.12 is optimal for a single variable X . The map
HS(L2(X)) ∋ D 7→ [X,D]
has a kernel exactly if the spectral measure of X has atoms. Moreover, if we denote by µ the
distribution of X , the Murray-von Neumann dimension over W ∗(X)⊗¯W ∗(X) of its kernel is
given by
∑
t∈R µ({t})2. From this we get that dimW ∗(X)⊗¯W ∗(X)H0(X) = 1 −
∑
t∈R µ({t})2.
Since for a single variable, δ = δ∗, we see that this estimate is optimal.
3. Free dimension for q-Semicircular variables.
We recall the construction of q-semicircular variables given by Bozejko and Speicher in [2]
Let N be an integer, H = CN , and −1 < q < 1. Consider the vector space
Falg(H) = CΩ⊕
⊕
n≥1
H⊗n
(algebraic direct sum). This vector space is endowed with a positive definite inner prod-
uct 〈·, ·〉, which depends on q, and which we do not describe here. Denote by Fq(H) the
completion of Falg(H) with respect to this inner product.
For h ∈ H , define ℓ(h) : Fq(H)→ Fq(H) by extending continuously the map
ℓ(h)h1 ⊗ · · · ⊗ hn = h⊗ h1 ⊗ · · · ⊗ hn,
ℓ(h)Ω = h.
The adjoint is given by
ℓ∗(h)h1 ⊗ · · · ⊗ hn =
n∑
k=1
qk−1〈hk, h〉h1 ⊗ · · · ⊗ hˆk ⊗ · · · ⊗ hn,
ℓ∗(h)Ω = 0,
where ·ˆ denotes omission.
Consider also r(h) given by
r(h)h1 ⊗ · · · ⊗ hn = h1 ⊗ · · · ⊗ hn ⊗ h
r(h)Ω = h.
Finally, let Pn : Fq(H) → Fq(H) be the orthogonal projection onto tensors of rank n. Let
Ξq =
∑
n≥0 q
nPn.
Lemma 3.1. Let |q| < 1. With the above notation we have
[ℓ(h), r(g)] = 0,
[ℓ(h)∗, r(g)] = 〈g, h〉Ξq.
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In particular, [ℓ(h)∗, r(g)] is compact if N = dimH <∞. Moreover, if q2N < 1, then Ξq is
Hilbert-Schmidt, and ‖P0 − Ξq‖2HS = q
2N
1−q2N .
Proof. We have
[ℓ(h), r(g)]Ω = h⊗ g − h⊗ g = 0.
Similarly,
[l(h), r(g)]h1 ⊗ · · · ⊗ hn = h⊗ h1 ⊗ · · · ⊗ hn ⊗ g − h⊗ h1 ⊗ · · · ⊗ hn ⊗ g = 0.
Also,
[ℓ(h)∗, r(g)]Ω = ℓ∗(h)g − 0 = 〈g, h〉Ω = 〈g, h〉P0Ω,
and for ξ = h1 ⊗ · · · ⊗ hn,
[ℓ(h)∗, r(g)]ξ = ℓ(h)∗(ξ ⊗ g)− r(g)
n∑
k=1
qk−1〈hk, h〉h1 ⊗ · · · ⊗ hˆk ⊗ · · · ⊗ hn
=
n∑
k=1
qk−1〈hk, h〉h1 ⊗ · · · ⊗ hˆk ⊗ · · · ⊗ hn ⊗ g + qn〈g, h〉ξ
−
n∑
k=1
qk−1〈hk, h〉h1 ⊗ · · · ⊗ hˆk ⊗ · · · ⊗ hn ⊗ g
= qn〈g, h〉ξ = qn〈g, h〉Pn(ξ).
Since the rank of Pn is finite if dimH <∞, and qn → 0 as n→∞, we find that Ξq =
∑
qnPn
is compact.
Since Pn are orthogonal for the Hilbert-Schmidt norm, we find that the square of the
Hilbert-Schmidt norm of P0 − Ξq is given by
‖P0 − Ξq‖2HS =
∑
n≥1
q2n Tr(Pn)
=
∑
n≥1
(q2N)n =
q2N
1− q2N ,
if q2N < 1, and is infinite otherwise. 
Let e1, . . . , en be an orthonormal basis for C
N . Applying Corollary 2.12, to X1 = ℓ(e1) +
ℓ(e1)
∗, . . . , XN = ℓ(eN) + ℓ(eN )∗, D1 = r(e1), . . . , DN = r(eN), Ξij = δijΞq, we get:
Corollary 3.2. Let q and N be so that q2N < 1. Then
δ∗(X1, . . . , XN) ≥ N − q
2N2
1− q2N = N
(
1− q
2N
1− q2N
)
.
Moreover, δ∗(X1, . . . , XN) > 1 for q so that q2N < 1.
The fact that δ∗(X1, . . . , XN) > 1 follows from the fact that H0(X1, . . . , Xn) is clearly
strictly larger than the closure of {([D,X1], . . . , [D,Xn]) : D ∈ HS}, since it contains vectors
of the form (Ξq, 0, . . . , 0).
SOME ESTIMATES FOR δ
∗
11
We should point out that the estimate above behaves badly for large values of q and there
is no reason to believe that it is optimal, even for q small. It would be interesting to see if
“better” choices for Dj can improve this estimate, or to compute the Murray-von Neumann
dimension in Corollary 2.12.
We should also point out that the natural question is now whether δ(X1, . . . , Xn) (here
we mean the microstates free entropy dimension as introduced in [14]) is bigger than 1 for
q-semicircular families. In conjunction with this, we mention the results of Sniady [11], who
showed that W ∗(X1, . . . , Xn) embeds into the ultrapower of the hyperfinite II1 factor (i.e.,
X1, . . . , Xn have matricial microstates).
4. Ozawa’s condition and q-semicircular random variables.
In his remarkable paper [8], Ozawa discusses the consequences of the following condition
for a finite von Neumann algebra M . Let K denote the ideal of compact operators inside
B(L2(M)), and denote by π : C∗(M,M ′) → B(L2(M))/K the restriction of the quotient
map.
Condition 4.1. (Ozawa) There are two C∗-subalgebras A of M and B of M ′, so that
(a) A is locally reflexive
(b) A generates M and B generates M ′
(c) The map ∑
ai ⊗ bi 7→ π
(∑
aibi
)
∈ B(L2(M))/K
extends to a continuous map on the minimal (spatial) tensor product A⊗min B.
Ozawa proves that if M satisfies this condition, then it is “solid”: the relative commutant
N ′∩M of any diffuse von Neumann subalgebra of M is hyperfinite. Note that in particular,
if the center of Z(M) is diffuse, then it follows that M must be hyperfinite, since M =
Z(M)′ ∩M . Ozawa also proved that if M is a factor, and M is non-hyperfinite, then M
does not have property Γ.
Theorem 4.2. Let |q| < √2 − 1 and let X1, . . . , Xn, n ≥ 2, be a family of q-semicircular
random variables1. Then M = W ∗(X1, . . . , Xn) satisfies Ozawa’s condition. In particular:
(a) M is solid, i.e., N ′ ∩M is hyperfinite for any diffuse subalgebra N ⊂M ;
(b) M 6∼= N1 ⊗N2 with N1 and N2 II1 factors. The center Z(M) is not diffuse.
In addition, if M is a factor, it follows that M is non-Γ.
Proof. Denote by e1, . . . , en an orthonormal basis for C
n, so that Xj = ℓ(ej) + ℓ(ej)
∗. Let
Yj = r(ej) + r(ej)
∗.
Then M ′ = W ∗(Y1, . . . , Yn). Let
A = C∗(X1, . . . , Xn), B = C
∗(Y1, . . . , Yn), C = C
∗(r(e1), . . . , r(en)).
By [3] and [4], C is isomorphic to an extension of the Cuntz algebra, and is therefore
nuclear. This implies that A (and B ∼= A) is locally reflexive (see the discussion in [8]).
1We could actually use here a better bound given by Dykema and Nica, of |q| less than approximately
0.44, see part 4 of the Theorem on page 203 of [3].
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Furthermore, note that [A,C] ⊂ K. This follows from Lemma 3.1, where we note that
[ℓ(ei), r(ej)] = 0 and [ℓ(ei), r(ej)
∗] ∈ K.
Denote by π : B(L2(M)) → B(L2(M))/K the quotient map. It follows that the images
π(A) and π(C) commute. Thus the map∑
ai ⊗ bi 7→ π(
∑
aibi), ai ∈ A, bi ∈ C
is continuous for the max tensor product norm on A⊗ C. Since C is nuclear, we find that
the min and max tensor norms on A⊗ C coincide. Thus this map is ⊗min-continuous.
Restricting this map to the image of A⊗B ⊂ A⊗minB ⊂ A⊗minC we obtain finally that
Ozawa’s condition is indeed satisfied. Thus (a) holds. Since by [7], M is not hyperfinite, (b)
also holds. 
Note that the only reason for imposing any restrictions on the values of q in the argument
above is that we need to know that C∗(r(e1), . . . , r(en)) is nuclear. It may be possible to
argue that this is the case directly, without relying on the stability results [3] and [4].
Lastly, we should mention that we did not settle the issue of whether M is a factor, which
is only known for certain q [10] and also in the case of an infinite family of generators [6]. In
the case that these algebras are factors and the number of generators is finite, the results of
Ozawa and Popa [9] on tensor powers of Mq become available.
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