INTRODUCTION
Naturally fractured reservoirs occur worldwide. The most important impact of fractures on oil field exploration and production is their influence on fluid flow. Natural fracture systems can dominate the fluid drainage pattern for reservoirs in rocks with low matrix permeability. Thus, knowledge about the spatial distribution and mechanical property of fracture systems is important for improved drilling and enhanced oil recovery.
Traditional seismic methods for fracture characterization retrieve fracture information by analyzing reflection P-wave amplitude variation with offset and azimuth (AVOAz) (Rüger, 1998; Shen et al., 2002; Hall and Kendall, 2003; Shaw and Sen, 2006; Liu et al., 2010; Lynn et al., 2010) or by studying S-wave splitting Van Dok et al., 2001; Angerer et al., 2002; Crampin and Chastin, 2003; Vetri et al., 2003) . Both methods view fractured reservoirs as an equivalent anisotropic medium based on the assumptions that fractures are spatially dense and that their spacing is much smaller than a seismic wavelength. Effective mediumbased approaches use specularly reflected waves (P-to-P or Pto-S) for fracture characterization (Shaw and Sen, 2004) . However, individual fractures can scatter seismic energy and produce scattered waves even when fracture spacing is comparable with the seismic wavelength (Willis et al., 2006; Fang et al., 2014) . Willis et al. (2006) , Fang et al. (2013b Fang et al. ( , 2014 , and Zheng et al. (2013) develop different scattering/diffraction-based methods to extract fracture information by analyzing the characteristics of multiple scattered waves by fractures. The scattering-based methods are more general than AVOAz approaches, and their results can be approximated by the effective medium approaches under a lowfrequency assumption. However, laboratory experiments (Fang et al., 2014; Zhu et al., 2015) show that specular reflections and fracture diffractions from a fractured layer can have a similar magnitude and they may interfere with each other in seismic analysis. This leads to the speculation that scattering from individual fractures may affect AVOAz analysis when fractures are not uniformly distributed, and this calls into question the validity of the effective medium assumption.
A fracture is a structural discontinuity in a rock and usually consists of two subparallel and more-or-less planar surfaces (Pollard and Segall, 1987) . The effective medium schemes of Hudson (1980) and Schoenberg (1980) are the two most popular theories for modeling seismic responses of fractures. In Hudson's theory, a natural fracture is simulated as a planar distribution of small isolated cracks. In Schoenberg's theory, a fracture is described by using a linear-slip boundary condition. The two theories predict similar elastic response of a fractured rock when the crack density is sufficiently small (Liu et al., 2000; Grechka and Kachanov, 2006) . The accuracy of Hudson's theory decreases when the crack density is large, whereas Schoenberg's theory does not break down for large crack density (Grechka and Kachanov, 2006) . We use Schoenberg's linear-slip theory in this study. The elastic properties of a fracture are described by the fracture compliance matrix (Schoenberg, 1980) , which depends on the geometry of the fracture surface and the material that fills the fracture (Schoenberg and Sayers, 1995; Liu et al., 2000; Brown and Fang, 2012) .
We simulate the influence of fractures on seismic wave propagation using the effective medium model (EMM) and the discrete fracture model (DFM) separately (Zhang et al., 2005) . In the EMM, a fractured layer is treated as a homogeneous anisotropic layer whose elastic properties are calculated from the given background rock properties, fracture density, and fracture compliance (Schoenberg and Sayers, 1995) . In the DFM, individual fractures are modeled using a finite-difference (FD) approach as imperfect slip interfaces embedded in the background formation (Coates and Schoenberg, 1995) . We assume that fractures are vertical and parallel to each other in the simulations because subsurface natural fracture planes tend to be vertical and parallel to the maximum horizontal stress direction (Zoback, 2010) . Previous numerical and experimental studies (Tadepalli et al., 1995; Fatkhan et al., 2001; Alhussain et al., 2007; Chichinina et al., 2009; Mahmoudian et al., 2012; Far et al., 2014) on models with regularly spaced fractures have demonstrated that the EMM and DFM models are equivalent when fracture spacing is sufficiently small compared with the wavelength (e.g., < λ∕10), which is the foundation for the use of EMM in fracture characterization. However, fractures are unlikely to be uniformly distributed in the earth. We will investigate numerically the influence of fracture spatial distribution on AVOAz analysis through comparing results obtained from the two different models.
LINEAR SLIP FRACTURE MODEL
When a system of parallel fractures is embedded in a homogeneous isotropic background medium, the effective stiffness matrix of the medium is given as (Schoenberg and Sayers, 1995) C¼ 2 6 6 6 6 6 6 6 4
where Λ and μ are the Lame parameters, Z N and Z T are the normal and tangential compliances of a single fracture and all fractures are assumed to have identical elastic properties, d f is the fracture spatial density that is defined as the number of fractures per unit distance, and the fracture symmetry axis is assumed to be along the x-axis direction. Note that Z N and Z T in the paper of Schoenberg and Sayers (1995) are defined as the average compliances of a set of parallel fractures. However, Z N and Z T in equations 4 and 5 refer to the normal and shear compliances of an individual fracture and the product of individual fracture compliance and fracture density gives the corresponding total fracture compliance per unit volume. In the EMM, the stiffness of a fractured unit is calculated using equation 1, in which d f is taken as the spatial density of fractures over a representative distance along the x-direction. In the DFM, we use the method of Coates and Schoenberg (1995) to model seismic wave scattering by the discrete fractures. The linear-slip boundary condition of individual fractures is implemented by adding a fracture-induced excess compliance, which is a function of Z N and Z T , to the stiffness tensor of those grid cells intersecting the fracture planes.
FRACTURE SPATIAL DISTRIBUTION FUNCTION
For simplicity, fracture planes are assumed to be vertical and they are parallel to each other in our numerical models. In this case, the only spatial variable is the fracture spacing, which is defined as the distance between two neighboring fractures. For natural fractures, observations in exposed outcrops showed that the distribution of fracture spacing follows a power-law function (Priest and Hudson, 1976; Bonnet et al., 2001 ). To generate a random fracture model with fracture spacing distribution following a power-law function, we set a n − a n min a n max − a n min
where a is the fracture spacing, n is the power-law exponent governing the distribution, m is a random number within the range of [0, 1] , and a min and a max are the minimum and maximum values for fracture spacing, respectively. From equation 6, we have
We can obtain models with different fracture spatial distributions by changing the value of n. Figure 1 is a schematic showing the fracture spacing distribution with different values of n. When n ¼ 1, we get uniformly random distribution; when n < 0, we have power-law random distribution. In the following modeling section, we will see that random distribution can lead to the formation of clusters of fractures in the fracture systems generated from equation 7.
NUMERICAL MODELING OF SEISMIC WAVE SCATTERING BY RANDOM FRACTURES
In numerical simulations, we use a 3D FD modeling program to simulate elastic seismic wave propagation for EMM and DFM (Fang et al., 2014) . The accuracy of our numerical simulation program has been validated through comparison with the boundary element method (Chen et al., 2012) . The same program was also used in the study of fracture characterization from seismic scattered waves (Fang et al., 2013b (Fang et al., , 2014 Zheng et al., 2013) . We will first present the 3D simulation results and then investigate in more detail the influence of different fracture spatial distributions on the AVO analysis through 2D Monte Carlo simulations. We use the Ricker wavelet as the seismic source wavelet.
3D simulations
We use equation 7 with n ¼ −1 as well as a min ¼ 5 m and a max ¼ 30 m to generate a random fracture model whose fracture spacing follows a power-law distribution. Figure 2 shows the spatial distribution of 165 fractures in the model. The mean fracture spacing is 12 m. The fracture spacing in the model varies from 5 to 30 m in steps of 2.5 m, which is the grid size in the subsequent numerical simulations. The solid black curve gives the spacing averaged over a 150 m wide window. The histogram on the right (Figure 2) shows the statistics of the number of neighboring fractures whose spacing is within a spatial interval. We assume that all fractures are vertical and parallel to the y-direction and they have the same normal (Z N ) and tangential (Z T ) fracture compliances, which are set to be 10 −10 m∕Pa. This may represent stiff gas-filled fractures (Daley et al., 2002; Sayers et al., 2009) . The P-and S-wave velocities of the background matrix are 3.0 and 1.7 km∕s, respectively. The density is 2.2 g∕cm 3 . Figure 3 shows the spatial variations of the Thomsen anisotropic parameters ε ðVÞ , γ ðVÞ , and δ ðVÞ (Rüger, 1997) computed from the local mean fracture spacing (black curve in Figure 2 ) using equation 1. The model exhibits weak anisotropy because the fractures are relatively stiff. The assumption of Z N ¼ Z T results in ε ðVÞ ¼ δ ðVÞ , which represents elliptical anisotropy. Figure 4 shows a 3D view of the model and the seismic data acquisition geometry. The power-law function generates a system of fractures that exhibit the spatially clustering characteristic. The model dimensions in the x-and y-directions are 2000 and 1500 m, respectively. A 150 m thick fractured layer extends from 500 to 650 m in depth. We use a thick layer to avoid tuning effects
Distribution
Fracture spacing a min a max caused by a thin fractured layer. In FD modeling, perfectly matched layers are added to all model boundaries to exclude boundary reflections. The gray stripes in the fractured layer represent the positions of the vertical fractures that are parallel to the y-direction. Common-midpoint (CMP) gathers are collected at 21 positions (red stars) that are located at the center of the model y-dimension and spread along the x-direction from −500 to 500 m in steps of 50 m (x ¼ 0 at center). In each CMP gather, pressure data are collected at 18 azimuths from 0°to 170°at every 10°and at offsets from 300 to 600 m with a 100 m interval. In this study, we only use the pressure data although our FD modeling is elastic. The azimuthal angle is measured counterclockwise from the positive x-direction. The strike of the fractures is at 90°.
Uniformly distributed fractures
To investigate the validity of the EMM theory, we construct two different models with uniform fracture spacing (a ¼ 12 and 20 m, respectively). For each model, we simulate seismic wavefields using two different methods, the EMM and the DFM. In the EMM, we treat the fractured layer as a homogeneous anisotropic layer (Schoenberg and Sayers, 1995) , whereas in the DFM, the fractures are localized and scattering can occur among them. The two methods give the same waveforms ( Figure 5 ). As a result, their corresponding AVAz responses ( Figure 6 ) obtained from EMM and DFM are also the same. The AVAz amplitude is measured as the maximum absolute amplitude of the P-wave (pressure) reflection in the modeled seismic data. The exact agreement (apart from numerical precision) in the waveforms (Figure 5) and the AVAz curves ( Figure 6 ) indicates that EMM and DFM give identical results when fractures are uniformly spaced and the seismic wavelength is much larger than fracture spacing (λ∕a is respectively 12.5 and 7.5 for these two models). This validates the accuracy of our modeling approaches and the validity of the EMM for equally spaced fracture systems.
Randomly distributed fractures
However, it is not clear whether the EMM and the DFM will still have the same excellent agreement when fractures are randomly distributed. We can see that the random fracture spacing has a strong influence on the wavefields even when the source frequency is set to be as low as 10 Hz (λ ¼ 300 m ≫ fracture spacing). However, fracture scattering becomes very weak when the fracture system has uniform spacing, as shown in Figure 7b1 -7b3, even for a 40 Hz source. This is due to the destructive interference of fracture-scattered waves.
When the fracture spacing of the uniform model is increased to 20 m, the fracture-scattered waves become visible only when λ∕a is less than 5, as shown in Figure 7c3 . When fractures are irregularly spaced, fracture clusters are sensed by seismic waves as more compliant fractures whose effective spacing is much larger than the true fracture spacing. Thus, fracture clusters can turn into strong scatterers even though individual fractures are stiff. This comparison implies that fracture clustering resulting from irregularly spatial distribution of fractures can generate strong fracture scattering despite the average fracture spacing being much smaller than the seismic wavelength. This provides a strong foundation for fracture scattering (Willis et al., 2006; Zheng et al., 2013; Figure 7 . Synthetic shot gathers (pressure) for the irregular fracture model (Figure 4 ) with sources of (a1) 10, (a2) 20, and (a3) 40 Hz center frequencies for the Ricker source wavelet, respectively. Here, panels b1-b3 and c1-c3 show the same gathers but for models respectively having 12 and 20 m uniform fracture spacing. Data are recorded along the x-direction at offsets from 0 to 1 km. Seismic event 1 is the direct P-wave, events 2 and 3 are the P-to-P reflection from top and bottom of the fractured layer, respectively. bottom reflections. Figure 9 shows the AVAz responses extracted from the 500 m common-offset CMP gathers at 21 different positions. The maximum absolute amplitude over a time window of one wavelength that centers at the predicted reflection arrival time is used for the AVAz analysis. The AVAz analyses of the top reflections obtained from DFM (solid black) follow the expected "cosine" behavior that is predicted by EMM, although the values of DFM (solid black) differ from those of EMM (dashed black) at most CMP positions. However, the AVAz analyses of the bottom reflections obtained from DFM (solid red) are strongly distorted. Figure 10 shows the Fresnel zones (Monk, 2010) for the top and bottom reflections at 500 m offset. The gray and red regions in the fractured layer represent the areas where fracture-scattered waves undergo constructive interference with the reflections from the top and bottom of the fractured layer, respectively. The Fresnel zone for the bottom reflections (red) is much wider than that for the top reflections (gray), indicating that the bottom reflections interfere with fracture-scattered waves that are generated from fractures spread over a broader region. Moreover, fracture scattering becomes stronger when it occurs further away from the midpoint because Pto-P fracture scattering generally becomes stronger when the incident angle with respect to the fracture plane increases (Fang et al., 2013a) . Therefore, it is more difficult to analyze the AVAz of the bottom reflections. At short offsets, the AVAz responses show similar behavior, as shown in Figure 11 . This demonstrates that the validity of the effective medium theory depends not only on the λ∕a ratio but also how the fractures are spatially distributed. In practice, if some overburden anisotropy above the fractured reservoir is present, it could introduce significant errors in fracture characterization using AVAz.
AVAz inversion for random fractures
The DFM can accurately simulate the geometric and mechanical properties of individual fractures, whereas EMM approximates a fractured unit as a locally homogeneous anisotropic rock so that fracture properties can be inverted from the observed AVAz responses. The accuracy of the EMM-based fracture characterization methods may suffer from the effective medium assumption because natural fractures are unlikely to be uniformly distributed in the earth. To investigate the limitation of EMM in characterizing the properties of irregular fracture systems, we use EMM to invert for the fracture spacing from the AVAz responses obtained from the DFM data. To perform the inversion, we use EMM to generate a series of AVAz templates for models with uniform fracture spacing, whose value varies from 0 to 100 m with a 0.1 m interval. For the AVAz obtained from DFM at a given CMP location, we invert for the local fracture spacing by searching through all the templates to find the one that minimizes the root-mean-square error with the data. Because of the trade-off between d f and the compliance Z N or Z T (equations 4 and 5), the fracture compliance is assumed to be known in the inversion. Figure 12a shows the comparison of the fracture spacing inverted from the 500 m offset AVAz responses from the top of the fractured layer and the model mean fracture spacing averaged over the windows of λ (150 m) and 2λ (300 m) at each CMP. Figure 12b shows the percentage errors of the inverted spacing with respect to the mean spacing averaged over the two windows together with the standard deviation (STD) of the model fracture spacing at each CMP. The inverted spacing deviates from the true mean spacing by approximately 10%-15% for most CMPs. Variations of the errors shown in Figure 12b are not correlated with the STD (dashed blue curves) of the model fracture spacing. This implies that the difference between the inverted spacing and the true mean spacing is not simply determined by the irregularity of the distribution of fractures around each CMP. Figure 13 shows the spacing errors inverted from the AVAz responses recorded at different offsets. At each CMP, the spacing errors inverted from different offsets are similar, indicating that the AVAz responses are consistent at different offsets. Figure 14 Figure 17 . Fracture spacing inverted from the AVAz responses at 21 CMP positions using data stacked within bins of different sizes and at different offsets. The black, red, blue, and magenta circles respectively represent the fracture spacing inverted from data stacked within bins (see Figure 16 ) of 1∕2λ, λ, 3∕2λ, and 2λ width (λ ¼ 150 m). The dashed black and gray lines in each panel respectively give the mean fracture spacing averaged over the regions of λ and 2λ centered at the corresponding CMP. The source wavelet is a 20 Hz Ricker.
the errors of the inverted fracture spacing from the bottom reflections are much larger, which is expected because the AVAz curves of bottom reflections are severely distorted, as shown in Figure 9 . The fracture orientation is assumed to be known in fracture spacing inversion. This is a reasonable assumption for inversion using the top reflections because the AVAz curves of the top reflections follow the variation trend of the ones predicted from EMM at all CMPs (see Figure 9 ). However, we will obtain erroneous estimates of fracture orientation when we determine the orientation based on the characteristics of the AVAz responses of the bottom reflections. For example, the fracture orientation determined from the AVAz responses of the bottom reflections at CMPs x ¼ −450, −350, 50, and 250 m will be 90°apart from the true orientation. It will be difficult to invert for fracture spacing or other fracture parameters if we cannot even determine the fracture orientation in the first place.
Effect of data stacking
It is reasonable to think that if we stack the AVAz responses using different offsets and azimuths, we might be able to reduce the effect due to random distribution of the fractures. To study the effect of data stacking on the AVAz analysis, we simulate a total of 1701 shots with 25 m shot spacing and we record the data at the model surface at every 12.5 m. The source frequency is 20 Hz. Figure 15 shows a map view of the source positions (blue circles) and the region covered by the receivers (green area). We only shot at one side of the model because the model is symmetric with respect to the y-axis. For each common-offset azimuthal CMP gather, we stack the data into 18 bins from 0°to 170°in steps of 10°, as illustrated in Figure 16 , after normal moveout is applied. We only discuss the results for the top reflections because we find that stacking cannot help to reduce the distortion of the AVAz curves of the bottom reflections. Figure 17 shows the inverted fracture spacing from data stacked with different bin sizes at four different offsets. The estimates of fracture spacing increase with stacking bin size at most CMP positions. This variation trend is very noticeable at large offsets, whereas it becomes less obvious at short offsets. The sensitivity of the results to the stacking bin size with offset is caused by the change of the Fresnel-zone size with incident angle and bin size (Monk, 2010) . Overall, the results shown in Figure 17 suggest that stacking has little effect on mitigating the influence of fracture scattering on AVAz analysis because scattered waves generated by fracture clusters are not random and cannot be canceled.
2D Monte Carlo simulations
In the previous section, we investigated the fracture clustering effect on the AVAz analysis by studying the modeling results of a 3D model with irregular fracture spacing. To further analyze the relationship between the statistical characteristics of fracture spatial distribution and the associated AVO response, we compute a series of 2D Monte Carlo simulations for models with different fracture spatial distributions. Figure 18 shows the acquisition geometry for the 2D simulations. The matrix properties, fracture compliance values, as well as depth and thickness of the fractured layer are the same as the 3D model (Figure 4 ). Seismic CMP data are collected at offset from 300 to 600 m in steps of 100 m. We use small FD space gridding (1 m) in the 2D simulations to model small fracture spacing. The source center frequency is 20 Hz. We simulate 18 different scenarios corresponding to different fracture distributions with different fracture spacing ranges [a min , a max ] and exponent n (see equation 7). For comparison, we simulate a reference model with uniform fracture spacing for each scenario. The reference fracture spacing for a given distribution function is taken as the expected value of fracture spacing, which is given as
(9) Figure 19 shows the AVO responses for 18 different scenarios with different fracture spacing ranges and exponents n. Figures 20 and 21, respectively, show the fracture spacing inverted from the AVO responses of the top and bottom reflections. Similar to the 3D study, we use a grid-search method to invert for the fracture spacing. In each panel, the horizontal and vertical axes (log scale) are, respectively, the mean fracture spacing averaged over one wavelength (i.e., 150 m) and the inverted fracture spacing. The black, red, and blue circles represent the fracture spacing found for models with different spacing ranges, and the diagonal gray stripe represents a 10% deviation of the inverted spacing from the mean spacing. Comparing Figures 20 and 21 , we can see that spacing inverted from the AVO responses of top reflections always has less deviation. However, the deviation of the inverted spacing from (Table 1) . In each panel, solid black and red curves respectively give the absolute AVO for reflections from the top and bottom of the fractured layer for 100 randomly generated models. The dashed black and red curves in each panel are the AVO responses of the corresponding reference model with uniform fracture spacing a E (equation 8). [5, 10] a∈ [5, 20] a∈ [5, 30] [5, 10] a∈ [5, 20] a∈ [5, 30] 
Figure 20. Inverted fracture spacing from the AVO responses of the top reflections for 18 different scenarios. The horizontal and vertical axes (log scale) are, respectively, the fracture mean spacing averaged over the region of one wavelength centered at the CMP position and the fracture spacing inverted from the AVO responses ( Figure 19 ). The power n governing the fracture spacing distribution in equation 7 is shown above each panel. The black, red, and blue circles in each panel respectively represent the results for models with different spacing ranges. The 100 realizations were generated for each case. The diagonal gray stripe represents 10% deviation of the inverted spacing from the mean spacing.
the mean spacing can still be up to 10% even for models with ½a min ; a max ¼ ½2; 4, and the deviation can increase to 20% or higher when the spacing range increases. These results suggest that EMM may not be the best model for fracture characterization because it does not account for the fracture clustering effect. Moreover, this study suggests that knowledge about the spatial distribution characteristics of fractures is vital in understanding the uncertainty of AVO results.
CONCLUSION
Through numerical simulations, we have shown that the EMM can accurately predict the seismic responses of a fractured layer only when a fracture system has uniform fracture spacing and the spacing is less than approximately 1/5 P-wave wavelength. When fractures are irregularly spaced, clustering of fractures can develop and may be sensed by seismic waves as more compliant fractures, which generate strong scattered waves that can interfere with specular reflections from the fractured layer. The fracture clustering effects can significantly affect the characteristics of reflections from a fractured layer and cause the AVAz/AVO responses to deviate from those predicted by the effective medium theory. In our simplified numerical studies with a thick fractured reservoir, the 3D and 2D modeling results show that the fracture clustering effect can result in a more than 10% error (assuming known fracture compliance) in fracture spacing inversion even though the fracture spacing (< λ∕20) is much smaller than the seismic wavelength. Therefore, the accuracy of AVAz/AVO analysis for fracture characterization may suffer from the effective medium assumption because fractures are unlikely to be uniformly distributed in the earth. To overcome this drawback, we have to consider the complete seismic response of a fracture system and take into account the fracture scattering effect in fracture characterization. It remains a future research topic to study the effect of fracture clustering for a thin fractured layer that may be a more realistic case in practice. [2, 4] a∈ [2, 8] a∈ [2, 12] [5, 10] a∈ [5, 20] a∈ [5, 30] [2, 4] a∈ [2, 8] a∈ [2, 12] [5, 10] a∈ [5, 20] a∈ [5, 30] [2, 4] a∈ [2, 8] a∈ [2, 12] [5, 10] a∈ [5, 20] a∈ [5, 30] 
