In this paper, we obtain sharp estimates for the number of lattice points under and near the dilation of a general parabola, the former generalizing an old result of Popov. We apply Vaaler's lemma and the Erdős-Turan inequality to reduce the two underlying counting problems to mean values of a certain quadratic exponential sums, whose treatment is subject to classical analytic techniques.
Introduction
The Gauss circle problem and the Dirichlet divisor problem are both long standing open problems in analytic number theory. They ask for the best possible estimates when counting the number of lattice points inside the dilated circle x 2 + y 2 = a 2 or under the dilated hyperbola xy = a 2 as a approaches infinity. Since there are only three types of conics, that is ellipse, hyperbola, and parabola, one may as well ask the same question for the parabola.
The first result was obtained by Popov [18] in this regard. Let P 0 be the standard parabola y = x 2 , then y = x 2 a is the dilation of P 0 under the transformation (x, y) → x a , y a . Our goal is to count the number of lattice points (m, n) ∈ Z + × Z + with m ≤ b that are on or under the curve y = x 2 a , i.e. to estimate the sum 1≤x≤b x 2 a .
As is customary for many rounding error problems, we expect that the sum ⌊θ n ⌋ − θ n + 1/2 should be small when the sequence {θ n } is reasonably well distributed mod1. As such, we introduce the notation
to represent the error term of the corresponding lattice points counting problem for the parabola P 0 .
Popov's result states that for large real numbers a and b such that b ≪ a, we have
Throughout the paper exp(x) means e x . He also made a remark that the error term would be the same if we consider the parabola y = x 2 +kx instead of y = x 2 for some positive constant k. As Popov points out, the exponent 1/2 in the error term of (1) is best possible in general and can be regarded as achieving the square root cancellation. Note that for both the Gauss circle problem and the Dirichlet divisor problem, error terms of the same quality are still wide open conjectures. We only mention that recently Bourgain and Watt [8] obtained the best known error O a 517 824 for both problems. Nevertheless, it transpires that the bound (1) is susceptible to further improvement. In [15] , the authors prove that for positive integers a and b, we have
It is readily seen that when a is an integer and b ≪ a the above bound is indeed better than that of Popov (1). On the opposite end, the minimum order of the error is studied in [9] , in which Chamizo and Pastor prove that there exist infinitely many positive integers a such that
log log a for some absolute positive constant C. This shows that (2) is surprisingly close to the true order of E P 0 (a, b).
The first main result of this paper is a generalization of Popov's theorem to an arbitrary parabola P : y = αx 2 + βx + γ. Note that the dilation of P under the transformation (x, y) → x a , y a is aP : y = 
When P lies above the x-axis (i.e. α > 0 and β 2 ≤ 4αγ), we may similarly interpret the sum 1≤x≤b 
Compared to (1), we do not require b ≪ a in Theorem 1, which holds for all b. Actually, we see that
Moreover, it is easy to check that the error term in Theorem 1 is slightly better than that of Popov's result
A problem of similar flavor is to estimate the number of lattice points close to the parabola. For δ ∈ 0, 1 2 , let
Here and throughout the paper x = min n∈Z |x − n| denotes the distance from x to a nearest integer. Geometrically, the function A P (a, b, δ) counts the number of lattice points (m, n) ∈ Z + × Z + with m ≤ b that are close to aP, or equivalently the number of points of the form ( m a , n a ) that are close to P, where (m, n) ∈ Z + × Z + and m ≤ b. In [15] the authors have proved that for any positive integers a and b with a ≥ 3 and δ ∈ (0, 1 2 ), we have
We are able to generalize this to an arbitrary parabola as well as to remove the requirement that a and b be integers.
and ∆ is the same as in Theorem 1.
It is worth noting that in our previous work [15] the proofs of (2) and (3) are based on an elegant elementary argument and in particular involve quadratic Gauss sums associated with modulus a. Therefore, the lack of integral condition on a in the current paper is more than merely a technical nuisance. In fact, our approach is completely different from that of [15] . We begin with some Fourier analytic methods to transform the counting problem into one about mean values of a certain quadratic exponential sums, then we execute a Weyl differencing argument to obtain essentially optimal bounds on the latter sums.
We end our introduction by briefly mentioning that the general problem of estimating the number of integral/rational points close to a submanifold in the Euclidean space is a very active area of research recently, see [1, 2, 4, 5, 10, 11, 12, 13, 14, 16, 22] . In particular, there are close connections between this area and metric diophantine approximation on manifolds. We recommend to the interested readers the monographs [6, 19] for the background and the survey [3] for recent developments.
Throughout the paper, we use the notation e(x) = e 2πix . We use Vinogradov's symbol f (x) ≪ g(x) and Landau's symbol f (x) = O(g(x)) to mean there exists a constant C such that |f (x)| ≤ Cg(x). We use ε to denote any sufficiently small, positive constant, which may not necessarily be the same in each occurrence.
The proof of Theorem 1
Let ψ(x) = {x} − 1/2, where {x} = x − ⌊x⌋ denotes the fractional part of x. With this notation, we may write the error term in the form
We need the following Lemma which is essentially due to Vaaler [21, Theorem 18] . 
We apply Lemma 1 with M = 0, N = b and f (x) = αx 2 a + βx + γa. It then follows that
Clearly, without loss of generality, we may assume α > 0, as the other case α < 0 amounts to taking complex conjugate of the sum inside the absolute value in (4). By the Cauchy-Schwarz inequality, we obtain
1 The summation there is over the range (N, 2N ], but it is straightforward to rewrite the lemma in the stated form by shifting the domain of f . Thus, by (4), (5) , and (6), we have
Now we estimate the sum I. Due to the behavior of the function g(j), we write the interval [1, bH) as the union of two sub-intervals [1, b) and [b, bH). By the bound on the divisor sum function [20, Theorem 5.7] σ(j) ≪ j log log j, we have
By the bound on the divisor function [20, Theorem 5.4] 
Noting that f is an increasing function, we have
Hence, we are left with the following two sums when k − 1 2 q < j < k − 1 2b q for any integer 1 ≤ k ≤ bH q , since j q is closer to the integer k than to k − 1.
Note that when b 2 ≤ a, Theorem 1 follows from the trivial bound
For the rest of the proof, we will assume b > √ a.
Thus
We may treat I 2 in a similar fashion.
We take H = 2 √ ab a+b . Since a > 1 and b > √ a, it is easily verified that H ≥ 1 and log bH ≫ log ab. Then it follows from (8), (9) , and (10) that
where ∆ = max b 2 a 1 2 a+b , 3 . (7) and (11) we have
This completes the proof.
The proof of Theorem 2
The similarity between Theorem 1 and 2 is more than superficial. Indeed, seasoned workers in analytic number theory should have no difficulty realizing that both questions boil down to estimating the same type of exponential sums. Therefore, the proof Theorem 2 is almost identical to that of Theorem 1, except that we replace Vaaler's lemma by the Erdős-Turan inequality, which we introduce below for completeness.
Let {u n } 1≤n≤N be a sequence of N real numbers and Z(N; ξ, η) count the number of u n such that u n ∈ (ξ, η) mod 1, where ξ < η < ξ + 1. The discrepancy function D(N; ξ, η) = Z(N; ξ, η) − (η − ξ)N has been studied extensively, and we refer the readers to [17, Chapter 1] for more background. Now we proceed in the same way as the treatment of the right hand side of (4) in the previous section, and therefore complete the proof of Theorem 2.
