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Resumo
A Análise Envoltória de Dados (DEA, do inglês Data Envelopment Analysis) vem
sendo amplamente utilizada para cálculo de eficiência de unidades tomadoras de decisão
(DMUs, do inglês Decision-Making Units) em diversas áreas do conhecimento. Em muitos
problemas reais, é necessário realizar algum pré-processamento de dados para o uso de tal
técnica. Por exemplo, em situações práticas, pode ocorrer que alguns valores de entrada
e/ou saída não estejam disponíveis para todas as DMUs. Assim sendo, torna-se necessário
estabelecer uma estratégia para lidar com os dados faltantes. Nesse contexto, o presente
trabalho aplica um método de completamento de matrizes de posto reduzido para o pré-
processamento dos dados faltantes em diferentes modelos DEA. O método utilizado é
avaliado através de experimentos numéricos com dados sintéticos e reais. São comparadas,
para diversas proporções de dados faltantes, as eficiências das DMUs obtidas após o
completamento de matrizes com dados em falta com aquelas obtidas em uma situação
ideal, na qual todos os dados são conhecidos. Foram realizadas também comparações
com outras abordagens que lidam com dados faltantes no contexto da DEA. Os resultados
obtidos indicam a viabilidade do uso do método de completamento de matrizes de posto
reduzido em modelos DEA.
Abstract
Data Envelopment Analysis (DEA) has been widely applied to estimate the efficiency
of decision-making units (DMUs) in several domains of application. However, in many
cases it is necessary to perform some data preprocessing routines for the use of such
technique. For example, in practical situations, it may occur that some of the input
and/or output values are not available for all DMUs. Therefore, it becomes necessary
to establish a strategy to deal with the missing data. In this context, the present work
applies a low-rank matrix completion method for preprocessing missing data in different
DEA models. The considered method is evaluated through numerical experiments with
synthetic and real data. The DMUs efficiencies obtained after recovering matrices with
missing entries are compared, for several proportions of missing data, to those obtained in
an ideal situation, in which all data are known. Comparisons were also made with other
approaches that deal with missing data in the context of DEA. The obtained results attest
the feasibility in the use of the low-rank matrix completion method in DEA models.
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Capítulo 1
Introdução
Desde seu surgimento em 1978 [8], a Análise Envoltória de Dados (DEA, do inglês
Data Envelopment Analysis) vem sendo amplamente utilizada para análise de eficiência
e benchmarking de Unidades Tomadoras de Decisão (DMUs, do inglês Decision-Making
Units). Tais DMUs podem ser representadas por organizações (bancos financeiros, hospi-
tais, aeroportos, universidades, etc) em determinado país ou região para as quais deseja-se
realizar uma análise comparativa de eficiência.
A DEA pode ser descrita como uma ferramenta não-paramétrica de apoio à decisão
multicritério utilizada na avaliação de eficiência relativa por meio de programação ma-
temática envolvendo dois principais conjuntos de dados: entradas e saídas. As entradas
denotam a quantidade de recursos utilizada por cada DMU, enquanto as saídas repre-
sentam os resultados obtidos pelas mesmas. Por exemplo, em uma análise comparativa
entre as eficiências de diferentes hospitais, variáveis como o número de médicos, leitos e
área total (entradas) e a quantidade de pacientes atendidos e cirurgias realizadas (saídas)
poderiam ser utilizadas.
Diversos fatores influenciam e são estudados na análise envoltória de dados. Um pro-
blema típico ao se aplicar DEA está relacionado à seleção das variáveis de entrada e saída.
Uma boa seleção deve cobrir todos os tipos de entradas e todas as métricas de desempe-
nho, mantendo o menor número de fatores para aumentar o poder de discriminação da
análise. Caso contrário, pode ocorrer uma forte correlação entre os dados [1].
Outro fator relevante é a busca de estratégias para melhorar a discriminação na DEA,
visando uma melhor distinção entre DMUs eficientes e ineficientes. Este problema foi
abordado por diferentes metodologias, incluindo técnicas que dependem de informações
prévias do usuário. Porém, também é possível aumentar a discriminação sem a necessi-
dade de informações preliminares. Na literatura, encontramos duas metodologias princi-
pais para tratar da discriminação em DEA: supereficiência e eficiência cruzada. Maiores
detalhes sobre o fator discriminação podem ser encontrados em [2, 1, 3].
Os dados observados em modelos clássicos DEA trabalham com entradas e saídas,
onde as DMUs destacam-se pela utilização de menos recursos para geração de maiores
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valores de saída. Eventualmente, a ocorrência de saídas indesejáveis implica na escolha
de metodologias específicas para a correta análise das eficiências. Neste contexto, uma
aplicação bastante comum é o problema da seleção de fornecedores sustentáveis, em que
saídas como a emissão de gases poluentes são consideradas indesejáveis e tratadas na
modelagem. Diversas modelagens foram desenvolvidas e discutidas na literatura [39, 16]
para a resolução de problemas envolvendo saídas indesejáveis.
Em modelos tradicionais DEA é usual trabalhar com a hipótese de que os dados são
precisamente conhecidos. No entanto, pode haver algum grau de incerteza ao lidar com
aplicações reais. As incertezas podem ser tratadas por modelos probabilísticos [37] ou
através de modelagem fuzzy [18]. Problemas que envolvem incerteza e discriminação em
DEA podem ser abordados de forma conjunta [12, 13].
Um cenário importante, foco do presente trabalho, é aquele em que faltam dados aos
conjuntos de entrada e saída. Em algumas situações não é possível ter acesso a todos os
dados a respeito das DMUs em análise, ou, então, pode-se ter acesso aos dados, mas com
um custo elevado. Neste cenário, é necessária a etapa de pré-processamento ao lidar com
dados faltantes, para que a DEA possa refletir corretamente as eficiências.
Assim como as abordagens que lidam com incerteza, o problema da falta de dados
pode ser mitigado com a aplicação de métodos probabilísticos [40] ou modelos baseados
em formulação fuzzy [23]. Além disso, os dados faltantes podem ser tratados por DEA-
Intervalar [42, 4], em que estes dados são substituídos por um intervalo que compreende
valores definidos por um limite inferior e superior. Além disso, a DEA-Intervalar pode
ser empregada na resolução de problemas que envolvam a incerteza de dados.
A principal desvantagem das abordagens mencionadas é que estas requerem informa-
ções adicionais sobre o conjunto de dados. Na abordagem estatística, os métodos operam
com um modelo de distribuição probabilística. A utilização de conjuntos fuzzy, por sua
vez, requer funções de associação que devem ser previamente definidas pelo usuário. Para
a DEA-Intervalar é necessário definir um intervalo ao qual os dados em falta provavelmente
pertencem. Em geral, regras customizadas são aplicadas para tratar dados faltantes em
DEA, porém, as mesmas frequentemente levam à exclusão de variáveis de entrada, saída
ou, até mesmo, DMUs.
Uma metodologia mais recente para lidar com dados faltantes explora os dados ob-
servados de forma geral [7, 17]. Estes métodos são pautados na hipótese de que, muitas
vezes, uma determinada matriz (conjunto de dados) observada pode ser representada por
outra matriz cujo posto é significativamente menor que suas dimensões. Logo, o conteúdo
relevante da matriz encontra-se em um subespaço dimensional inferior. Tal abordagem
é denominada completamento de matrizes de posto reduzido. Na prática, a suposição de
posto baixo ou reduzido, que é uma das bases do processamento de dados em aplicações
de Big Data [45], pode ser compreendida da seguinte maneira: ainda que a matriz possua
uma grande dimensão, a relação existente entre suas linhas e/ou colunas torna a com-
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plexidade da matriz, medida pelo seu posto, menor do que o mínimo entre o número de
linhas e colunas existentes.
Em DEA, a hipótese de posto reduzido é válida, uma vez que é comum a observação
de correlação entre as variáveis de entrada, de saída ou ambas. Por exemplo, no caso
da avaliação de eficiência em hospitais, pode-se esperar uma relação entre o número de
médicos e pacientes atendidos. Na literatura encontram-se trabalhos que exploram a
correlação de variáveis, a fim de melhorar a discriminação na análise [1].
Tendo em vista os fatores mencionados, o objetivo do presente trabalho é investigar o
desempenho do método de completamento de matrizes de posto reduzido para lidar com
dados faltantes em aplicações da DEA. Através de experimentos numéricos, são analisadas
as situações em que é possível recuperar os dados para que as eficiências estimadas das
DMUs estejam próximas daquelas obtidas no caso em que todos os dados são conhecidos.
Os trabalhos realizados nessa dissertação foram publicados sob a forma dos seguintes
artigos científicos:
• Mussio, A. P., Moreira, N. J. M., Torezzan, C. e Duarte, L. T. 2017. Análise
envoltória de dados com saídas indesejáveis utilizando técnicas de preenchimento de
matrizes de posto reduzido. Anais do XXIV Simpósio de Engenharia de Produção.
• Duarte, L. T., Mussio, A. P. & Torezzan, C. 2018. Dealing with missing information
in data envelopment analysis by means of low-rank matrix completion. Annals of
Operations Research.
Finalmente, com relação à organização deste trabalho, na Seção 2 são revisados os con-
ceitos, apresentados os modelos considerados e tratado o problema de dados faltantes em
DEA. Na Seção 3 é realizada a apresentação do problema de completamento de matrizes
- em especial no que tange o preenchimento de matrizes de posto reduzido - e é apresen-
tado/discutido o algoritmo Soft-Impute aplicado à DEA. Os resultados dos experimentos
numéricos, empregados em diferentes modelos DEA, são apresentados na Seção 4. Por
fim, a Seção 5 apresenta as conclusões e perspectivas para trabalhos futuros.
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Capítulo 2
Análise Envoltória de Dados
O presente capítulo apresenta a metodologia Análise Envoltória de Dados através de
modelos clássicos e modelos em que são consideradas saídas indesejáveis. Também é
discutido um dos problemas enfrentados ao utilizar a Análise Envoltória de Dados, a falta
de dados. Nesse contexto é apresentada uma das soluções mais clássicas para tratar tal
problemática.
2.1 Análise Envoltória de Dados: principais modelos
A Análise Envoltória de Dados foi inicialmente proposta por Charnes, Cooper e Rhodes
(CCR) em 1978 [8], para análise de eficiência e benchmarking (técnica de comparação
de produtos, serviços e práticas empresariais visando melhorar funções e processos de
determinada empresa) de unidades tomadoras de decisão.
Por se tratar de uma abordagem multicritério e possuir uma baixa complexidade com-
putacional, a DEA é caracterizada por sua alta utilização em diversas áreas do conheci-
mento [31]. Na literatura, encontram-se trabalhos como o apresentado em [33] na área
financeira com cálculo de eficiência de bancos de Taiwan, na área da saúde com cálculo de
eficiência de hospitais e prestação de serviços de saúde [20]. Outro exemplo é apresentado
em [36] em que é avaliado o desempenho de cidades europeias no âmbito da qualidade de
vida urbana. Em outras áreas como agricultura, transporte, educação e energia também
são bastante comuns aplicações de DEA [30].
Em termos gerais, a DEA é um modelo não-paramétrico que pode ser escrito como um
problema de programação linear para cada DMU, em que a solução ótima representa o
conjunto de pesos mais apropriados para enfatizar os resultados da DMU, obtidos através
da agregação linear de um conjunto selecionado de métricas de desempenho. Para cada
DMU em análise, a DEA fornece um valor de eficiência no intervalo [0,1]. O conjunto de
DMUs que atingem esse valor igual a um compõe a fronteira de eficiência e as outras são
envelopadas no interior dessa fronteira.
Diversos modelos baseados em DEA foram propostos [31] após o modelo original CCR
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em Charnes et al. [8]. Dentre eles podemos destacar o modelo retorno variável de escala
proposto por Banker et al. [5], além de variações da modelagem clássica em que são
consideradas variáveis indesejáveis [16].
2.1.1 Modelo CCR
O modelo CCR, apresentado em Charnes et al. [8], pode ser considerado o modelo
primordial na DEA. Trabalha com retorno constante de escala, ou seja, qualquer variação
de acréscimo ou decréscimo nas entradas irá produzir uma variação proporcional nas
saídas. Esse modelo também é conhecido como modelo CRS (do inglês Constant Return
to Scale). A modelagem é feita considerando um conjunto de n DMUs, em que para
cada DMU, uma medida comparativa de eficiência é calculada baseada em m variáveis
de entrada e s variáveis de saída. Sejam xij e yrj a i-ésima entrada e a r-ésima saída,
respectivamente, para a j-ésima DMU. O valor da eficiência da j-ésima DMU é dada por:
hj = max
s∑
r=1
uryrj
m∑
i=1
vixij
, (2.1)
onde os pesos vi ≥ 0 e ur ≥ 0 são variáveis a serem determinadas visando maximizar a
eficiência de cada DMU, sendo que nenhuma outra DMU pode atingir mais que 100%
de eficiência com o mesmo conjunto de pesos. Ou seja, as seguintes restrições devem ser
satisfeitas:
hj =
s∑
r=1
uryrj
m∑
i=1
vixij
≤ 1, para j = 1, ..., n. (2.2)
Uma contribuição importante do trabalho de [8] é a conversão da medida fracionária de
eficiência em um Problema de Programação Linear (PPL). Considerando a normalização
nas entradas,
m∑
i=1
vixij = 1, a formulação fracionária (2.1) pode ser transformada no
seguinte PPL orientado a entradas 1, o qual deve ser resolvido para cada DMU em análise,
ou seja,
1A denominação orientado a entradas indica que a eficiência é atingida com a redução das entradas,
mantendo as saídas inalteradas. Já no modelo com orientação a saídas, a eficiência é atingida com o
aumento das saídas, mantendo as entradas inalteradas.
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max hj =
s∑
r=1
uryro
sujeito a
m∑
i=1
vixio = 1,
s∑
r=1
uryrj−
m∑
i=1
vixij ≤ 0, j = 1, ..., n
ur ≥ 0, r = 1, ..., s
vi ≥ 0, i = 1, ...,m.
(2.3)
A restrição de desigualdade do Modelo (2.3) refere-se à condição de que nenhuma
outra DMU pode atingir eficiência maior ou igual à 1 com os pesos determinados para a
DMU em análise.
Embora não seja de primeiro interesse na DEA, é possível usar o vetor h =
[h1, h2, ..., hn]
t para produzir um ordenamento parcial das DMUs. Como será discutido na
Seção 4, tal ordenamento será utilizado no presente trabalho para investigar o desempenho
dos métodos de preenchimento de dados faltantes.
2.1.2 Modelo BCC
O modelo BCC (Banker, Charner e Cooper) [5], apresenta retornos variáveis de escala
(VRS, do inglês Variable Return of Scale), isto é, o modelo determina uma fronteira con-
vexa, permitindo retornos crescentes ou decrescentes de escala na fronteira de eficiência.
Devido à convexidade da fronteira, a variável wo, interpretada como fator de escala, é
adicionada ao modelo PPL orientado a entradas, dado por:
max hj =
s∑
r=1
uryro + wo
sujeito a
m∑
i=1
vixio = 1,
s∑
r=1
uryrj−
m∑
i=1
vixij + wo ≤ 0, j = 1, ..., n
ur ≥ 0, r = 1, ..., s
vi ≥ 0, i = 1, ...,m.
wo∈ R
(2.4)
Nesse modelo, a variável wo com valores positivos indicam retornos crescentes de escala,
valores negativos indicam retornos decrescentes de escala, e valores nulos representam
retornos constantes de escala.
Na prática, o modelo BCC leva em consideração que o fato de que, em diferentes
escalas, as DMUs podem ter diferentes produtividades e ainda serem consideradas efici-
entes. O que não ocorre no modelo CCR, em que as DMUs são comparadas de forma
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indiscriminada, independentemente da escala.
2.1.3 Modelos considerando saídas indesejáveis
Desde seu surgimento [8], a DEA tem sido amplamente utilizada para obter eficiências
de diversos tipos de DMUs. Porém, sua modelagem tradicional pode não ser adequada
em diversas situações na prática devido, por exemplo, à existência de saídas indesejáveis.
Uma aplicação comum, nesse aspecto, é a seleção de fornecedores sustentáveis [15, 22],
pois as organizações têm estado sob constante pressão para redução de emissão em sua
cadeia de suprimentos, dado que emissão de gases poluentes e desperdícios nessas cadeias
são considerados como variáveis de saída em sua avaliação. Outro exemplo, no setor
elétrico, visa avaliar o desempenho de usinas chinesas movidas a carvão considerando a
emissão de gases no cálculo de eficiências [47].
Tal cenário necessita assim de uma modelagem particular para ser considerado no
cálculo da eficiência. De fato, a aplicação da DEA sem considerar saídas indesejáveis pode
fornecer resultados de eficiências irreais, prejudicando na análise de DMUs consideradas
eficientes e benchmarking [34].
Diversos estudos discutem a consideração simultânea dos dados de entrada, saída e
saída indesejável. Nesse contexto, diferentes modelagens foram desenvolvidas e discutidas
na literatura [16], dentre as quais podemos destacar, especificamente para o problema de
seleção de fornecedores sustentáveis, o modelo utilizado em [27, 49], que se baseia em um
procedimento composto por três etapas (no presente trabalho esse modelo será referen-
ciado como modelo três etapas). Outra proposta para lidar com saídas indesejáveis na
seleção de fornecedores sustentáveis foi apresentado em [34] e se fundamenta na formu-
lação de um problema de programação de metas (no presente trabalho esse modelo será
referenciado como modelo programação de metas) apresentados a seguir.
A metodologia em três etapas presente em [27, 49] é utilizada para encontrar a eficiên-
cia técnica, ambiental e a eco-eficiência. Assumindo que há n DMUs e que cada uma delas
consome m entradas para produzir s saídas desejáveis e p saídas indesejáveis, a eficiência
técnica é obtida em termos de entradas e saídas desejáveis e representa a eficiência das
DMUs no processo de transformar suas entradas em saídas consideradas úteis, conforme
representado pelo seguinte PPL:
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max
s∑
r=1
uryro
sujeito a
m∑
i=1
vixio = 1
s∑
r=1
uryrj−
m∑
i=1
vixij ≤ 0, j = 1, ..., n
ur ≥ 0, r = 1, ..., s
vi ≥ 0, i = 1, ...,m.
(2.5)
A eficiência ambiental indica o quanto cada DMU valoriza os impactos ambientais
e é dada em termos de saídas desejáveis e indesejáveis wkj (k = 1, ..., p), sendo µk o
peso relacionado às saídas indesejáveis e a restrição de desigualdade indicando eficiência
ambiental máxima de 100% para as DMUs em análise, obtida da seguinte maneira:
max
s∑
r=1
uryro
sujeito a
p∑
k=1
µkwko = 1
s∑
r=1
uryrj−
p∑
k=1
µkwkj ≤ 0, j = 1, ..., n
vi ≥ 0, i = 1, ...,m
µk ≥ 0, k = 1, ..., p.
(2.6)
A combinação da eficiência técnica e ambiental é chamada de eco-eficiência e é obtida
pela consideração simultânea de entradas, saídas desejáveis e indesejáveis. A restrição de
desigualdade do Problema 2.7 indica eco-eficiência máxima 100% para as DMUs em análise
utilizando o conjunto de pesos determinados para a DMU em análise. Matematicamente,
a obtenção da eco-eficiência é dada pela resolução do seguinte PPL:
max
s∑
r=1
uryro
sujeito a
m∑
i=1
vixio+
p∑
k=1
µkwko = 1
s∑
r=1
uryrj−
m∑
i=1
vixij−
p∑
k=1
µkwkj ≤ 0, j = 1, ..., n
ur ≥ 0, r = 1, ..., s
vi ≥ 0, i = 1, ...,m
µk ≥ 0, k = 1, ..., p.
(2.7)
Com isso, três PPLs (2.5), (2.6) e (2.7) são utilizadas por [27, 49] para medir valores
de eficiência técnica, ambiental e eco-eficiência das DMUs em análise.
Outro método presente na literatura e que também visa obter eficiência de DMUs
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considerando saídas indesejáveis foi proposto em [34]. Tal modelo consiste em considerar,
através da programação de metas e DEA, as duas funções objetivo
s∑
r=1
uryro
m∑
i=1
vixio
(eficiência
técnica) e
s∑
r=1
uryro
p∑
k=1
µkwko
(eficiência ambiental) a serem otimizadas. Variáveis do e d′o são definidas
como desvios da DMUo em relação aos aspectos técnico e ambiental, respectivamente.
Essas variáveis podem ser definidas como do =
m∑
i=1
vixio−
s∑
r=1
uryro e d′o =
p∑
k=1
µkwko−
s∑
r=1
uryro. Com isso, o PPL resultante se expressa da seguinte maneira:
min do + d
′
o
sujeito a
s∑
r=1
uryro = 1
s∑
r=1
uryrj−
m∑
i=1
vixij + dj = 0, j = 1, ..., n
s∑
r=1
uryrj−
p∑
k=1
µkwkj + d
′
j = 0, j = 1, ..., n
ur ≥ 0, r = 1, ..., s
vi ≥ 0, i = 1, ...,m
µk ≥ 0, k = 1, ..., p
dj ≥ 0, j = 1, ..., n
d′j ≥ 0, j = 1, ..., n.
(2.8)
O modelo (2.8) é um problema de programação linear multi objetivo DEA, executado
para cada DMU, que encontra os melhores valores de vi, ur e µk visando a maximização
das três medidas de eficiência técnica htj, ambiental haj e eco-eficiência hej calculadas
através das Equações (2.9)-(2.11), em que DMUs eficientes e ineficientes são identificadas.
htj =
s∑
r=1
uryrj
m∑
i=1
vixij
(2.9)
haj =
s∑
r=1
uryrj
p∑
k=1
µkwkj
(2.10)
hej =
s∑
r=1
uryrj
m∑
i=1
vixij+
p∑
k=1
µkwkj
(2.11)
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2.2 Dados Faltantes em DEA
As premissas fundamentais da modelagem clássica DEA são que todos os dados de
entrada e saída são medidas com valores positivos e conhecidos. Porém, em cenários
práticos, pode haver um difícil e custoso acesso aos dados, bem como diversos problemas
com a qualidade e precisão dos dados disponíveis [21]. Diante disso, muitas vezes é
difícil coletar e registrar conjuntos completos de dados. Dado esse cenário, o problema de
interesse são os dados faltantes na DEA, fator o qual está presente em diversas áreas do
conhecimento.
Na literatura encontram-se algumas abordagens para lidar com esse tipo problema.
Uma delas seria simplesmente a remoção de DMUs que possuem dados em falta ou apenas
descartar as variáveis de entrada e saída com dados faltantes [4]. Ao descartar DMUs, a
classificação de eficiências das DMUs restantes será afetada. Além disso, não é possível
estimar um valor de eficiência para as DMUs que foram removidas do modelo. Por outro
lado, ao descartar variáveis de entrada e saídas faltantes, todas as DMUs são afetadas, e
não somente aquelas que possuíam dados faltantes. Uma alternativa seria utilizar entradas
em branco [29] onde as saídas faltantes são definidos como zero e entradas faltantes com
um número muito grande, para reduzir a interferência das unidades com dados ausentes
sobre a avaliação da eficiência de outras unidades. Também é comum a substituição de
um dado faltante por valores mínimos ou média das outras DMUs em análise [48].
Outra abordagem seria o uso da teoria dos conjuntos fuzzy [41, 24] através do qual
os modelos fuzzy DEA são formulados. Além disso, tem-se o uso do DEA-Intervalar
[42, 4], onde os dados em falta são substituídos por intervalos em que os dados possam
estar contidos. Nesse trabalho são abordados, com intuito de comparação, os métodos de
preenchimento com valores mínimos e médios, além dos modelos DEA-Intervalar [42, 4],
apresentados na sequência.
2.2.1 Modelo DEA-Intervalar
Diferentemente do modelo DEA original, a DEA-Intervalar assume que alguns valores
de entrada xij e saída yrj não são conhecidos, de modo que se considera que tais dados
estão em um intervalo limitado, ou seja, xij ∈
[
xLij, x
U
ij
]
e yrj ∈
[
yLij, y
U
ij
]
em que os limites
inferior e superior dos intervalos xLij, x
U
ij, y
L
ij, y
U
ij são constantes estritamente positivas, e
livres para cada DMU atribuir qualquer valor dentro do intervalo visando a maximização
de sua eficiência. Algumas DMUs podem ser eficientes ou ineficientes, dependendo dos
valores atribuídos, outras podem ser sempre eficientes em qualquer combinação dentro
dos intervalos determinados e algumas podem ser sempre ineficientes.
Nestas condições, Smirlis e colaboradores [42], utilizam os dois modelos PPL em sua
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forma CCR orientado a entradas para obter os limites inferior e superior de cada DMU:
max hLo =
s∑
r=1
ury
L
ro
sujeito a
m∑
i=1
vix
U
io = 1
s∑
r=1
ury
U
rj−
m∑
i=1
vix
L
ij ≤ 0 j = 1, ..., n; j 6= o,
s∑
r=1
ury
L
ro−
m∑
i=1
vix
U
io ≤ 0
ur ≥ ε, r = 1, ..., s,
vi ≥ ε, i = 1, ...,m.
(2.12)
max hUo =
s∑
r=1
ury
U
ro
sujeito a
m∑
i=1
vix
L
io = 1
s∑
r=1
ury
L
rj−
m∑
i=1
vix
U
ij ≤ 0 j = 1, ..., n; j 6= o,
s∑
r=1
ury
U
ro−
m∑
i=1
vix
L
io ≤ 0
ur ≥ ε, r = 1, ..., s,
vi ≥ ε, i = 1, ...,m.
(2.13)
Nos Modelos (2.12) e (2.13), vi e ur são variáveis de decisão e ε um infinitesimal não
Arquimediano. O índice hLo é a melhor eficiência relativa com o cenário menos favorável,
e hUo é a melhor eficiência relativa com o cenário mais favorável para a DMUo, formando
o intervalo de eficiência
[
hLo , h
U
o
]
. A avaliação das DMUs é feita de modo que as DMUs
que atingirem hLo = 1 são consideradas eficientes em qualquer combinação dos intervalos
propostos. DMUs com hUo = 1 e h
L
o < 1 são eficientes apenas nos melhores cenários,
porém ajustes nos valores de entrada e saída fazem com que não mantenham a eficiência.
E por fim as DMUs com hUo < 1 são consideradas definitivamente ineficientes.
Um segundo trabalho na literatura em que é abordado a DEA-Intervalar é apresentado
em Azizi [4]. Sua formulação CCR linear orientada a entradas é dada de acordo com os
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seguintes PPLs:
max hLo =
s∑
r=1
ury
L
ro
sujeito a
m∑
i=1
vix
U
io = 1
s∑
r=1
ury
U
rj−
m∑
i=1
vix
L
ij ≤ 0 j = 1, ..., n,
ur ≥ 0, r = 1, ..., s
vi ≥ 0, i = 1, ...,m.
(2.14)
max hUo =
s∑
r=1
ury
U
ro
sujeito a
m∑
i=1
vix
L
io = 1
s∑
r=1
ury
U
rj−
m∑
i=1
vix
L
ij ≤ 0 j = 1, ..., n,
ur ≥ 0, r = 1, ..., s
vi ≥ 0, i = 1, ...,m.
(2.15)
Nos Modelos (2.14) e (2.15) as DMUs são consideradas eficientes se hLo = 1, do con-
trário, para hLo < 1, são consideradas não-eficientes.
Ao verificar os Modelos (2.12) e (2.13), é observado que o conjunto de restrições
utilizadas para avaliar a eficiência das DMUs varia de uma DMU para outra, com isso,
acaba ocorrendo uma falta de comparabilidade nas eficiências, o que não se observa na
proposta apresentada em (2.14) e (2.15). Sendo assim, a metodologia proposta em [4] pode
reduzir o número de DMUs eficientes, sendo essa uma propriedade muito importante na
DEA [46].
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Capítulo 3
Completamento de matrizes
Neste capítulo é apresentado o problema de completamento de matrizes, com foco no
método de completamento de matrizes de posto reduzido. É realizado também o estudo
do algoritmo Soft-Impute, utilizado para resolução desta problemática.
3.1 Princípios gerais
O problema de completamento de matrizes consiste em recuperar os elementos faltan-
tes de uma determinada matriz, através de suas entradas conhecidas. Porém, em princípio,
tal problema é considerado mal posto, já que, sem apresentar um contexto de aplicação ou
maiores informações sobre as propriedades da matriz, quaisquer valores para os elementos
em falta seriam válidos, gerando com isso infinitas possibilidades de completamento para
a matriz. Portanto, além do conhecimento prévio de algumas entradas, o problema de
completamento de matrizes requer alguma hipótese adicional sobre a matriz.
Classicamente, o problema de preenchimento de matrizes é abordado considerando
modelos probabilísticos (ou fuzzy) que exigem um conhecimento detalhado sobre a ma-
triz. Porém, uma nova abordagem baseada em uma propriedade mais geral da matriz
foi proposta em [7]. Essa propriedade é o posto. A hipótese considerada é que o posto
da matriz é reduzido, ou seja, é consideravelmente inferior às dimensões da matriz. Na
prática, tal hipótese ocorre em situações nas quais há relações entre as linhas e/ou colunas
da matriz.
Em diversas áreas do conhecimento existem muitos problemas práticos em que o com-
pletamento de uma matriz a partir de algumas entradas torna-se útil e necessário. Na
maioria dessas situações ocorre que a matriz associada possui posto baixo ou aproxima-
damente baixo. Por exemplo, na área de sistemas de recomendação, os usuários enviam
classificações de um subconjunto de entradas em um banco de dados, e a empresa ofe-
rece recomendações baseadas nas preferências do usuário [38]. Como os usuários avaliam
apenas alguns itens, é de total interesse da empresa deduzir a preferência de itens não
classificados.
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Um exemplo clássico nessa área é o problema da Netflix. Tal problema, ilustrado na
Tabela 3.1, consiste basicamente em os n usuários ui (i = 1, ..., n) avaliarem m filmes
fj (j = 1, ...,m). Geralmente, os usuários avaliam poucos filmes, fazendo com que a
matriz de dados possua poucos valores. É de grande interesse da Netflix o preenchimento
dessa matriz, para que a empresa possa recomendar filmes de acordo com o perfil de cada
usuário. Pode-se assumir que essa matriz com as classificações dos filmes possua posto
reduzido, já que poucos fatores contribuem para a preferência ou gosto de cada usuário.
f1 f2 f3 · · · fm
u1 ? 3 ? · · · 5
u2 1 5 ? · · · ?
u3 ? ? 3 · · · 1
...
...
...
...
. . .
...
un 4 ? 2 · · · ?
Tabela 3.1: Ilustração do problema Netflix: a matriz de dados indica a preferência do
usuário ui pelo filme fj.
Outras aplicações práticas encontradas na literatura envolvem o problema de localiza-
ção de rede de sensores apresentado em [43], no qual pretende-se determinar a localização
de todos os sensores da rede e, para isso, é necessário conhecer a distância entre os mesmos,
mas por limitação de alcance dos sensores, nem todas as distâncias são conhecidas, fazendo
com que a respectiva matriz de distâncias possua dados em falta. Além das aplicações
mencionas, é possível encontrar trabalhos também na área de sistemas de identificação
[32], geometria molecular entre outros [11].
3.2 Completamento de matrizes de posto reduzido
A metodologia de explorar matrizes de posto reduzido é uma abordagem eficiente para
resolver o problema do completamento de matrizes [7, 14]. Formalmente, seja A = [aij] ∈
Rm×n uma matriz em que a única informação disponível é o subconjunto de suas entradas,
{aij : (i, j) ∈ Ω}, onde Ω é um subconjunto do conjunto completo de entradas. O objetivo
é determinar uma matriz completa Aˆ = [aˆij ], tal que aˆij = aij,∀ (i, j) ∈ Ω , ou seja, obter
uma matriz estimada completa sendo que os valores estimados devem ser iguais aos já
conhecidos pertencentes a Ω .
Neste contexto, torna-se útil considerar a Decomposição em Valores Singulares (SVD,
do inglês Singular Value Decomposition) de Aˆ, dada por:
Aˆ =
n∑
k=1
σkukv
t
k, (3.1)
onde uk e vk são os k-ésimos vetores singulares à esquerda e direita e σk os k-ésimos
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valores singulares.
Se existe relação entre linhas e colunas deA e a posição de suas entradas conhecidas for
uniformemente distribuída, há resultados teóricos que garantem que há apenas uma matriz
de posto baixo e completa, com elementos idênticos aos deA nas posições conhecidas [7].
Com essa hipótese, a resolução do problema de completar a matriz pode ser aproximado
pelo seguinte problema de otimização:
min posto
(
Aˆ
)
sujeito a
aˆij = aij, ∀ (i, j) ∈ Ω .
(3.2)
A formulação expressa em (3.2) pertence à classe dos problemas NP-difícil [9], e, por-
tanto, não há algoritmo eficiente para resolver tal problema. Com isso, versões relaxadas
são consideradas para estimar os valores em falta utilizando a relação entre o posto e os
valores singulares de Aˆ. O posto da matriz Aˆ é dado pelo número de valores singula-
res não nulos. Assim, ao invés de minimizar o posto de Aˆ, uma aproximação possível é
minimizar a soma de seus valores singulares:
min ‖Aˆ‖∗
sujeito a
aˆij = aij,∀ (i, j) ∈ Ω ,
(3.3)
em que ‖Aˆ‖∗ é a norma nuclear de Aˆ, isto é, a soma dos valores singulares de Aˆ.
Em algumas aplicações, torna-se útil considerar uma versão relaxada de (3.3) para
permitir certo ruído, representado por δ, nos dados observados em Ω . Nesse caso, o
problema de otimização [17] é dado por:
min ‖Aˆ‖∗
sujeito a ∑
(i,j)∈Ω
(aˆij − aij)2 ≤ δ.
(3.4)
Como o problema (3.4) é convexo, diversas técnicas de otimização podem ser utilizadas
para resolver problemas menores. Porém, a resolução de tal modelo pode ser altamente
custosa se as dimensões da matriz ficarem grandes [6], com escala m, n ≈ 105 − 106.
Com isso, em [35] é considerado uma versão equivalente, na forma de Lagrange, para o
problema (3.4):
min 1
2
∑
(i,j)∈Ω
(aˆij − aij)2 + λ‖Aˆ‖∗, (3.5)
em que λ ≥ 0 é o parâmetro de regularização que controla a norma nuclear do minimizador
Aˆλ de (3.5). Foi proposto, em [35], o uso do algoritmo Soft-Impute para resolução do
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problema (3.5), o qual será utilizado no presente trabalho e cuja descrição detalhada é
dada a seguir.
3.3 Algoritmo Soft-Impute
O algoritmo Soft-Impute foi proposto por Mazumder et al. em [35]. Antes de apre-
sentar o algoritmo, serão apresentados alguns elementos que fazem parte do mesmo.
Seja Y ∈ Rm×n uma matriz de posto r e λ ≥ 0. A solução do seguinte problema de
otimização:
min 1
2
‖ Y −A ‖2F +λ‖A‖∗ (3.6)
é dada por Aˆ = Sλ(Y), onde Sλ(Y) = σλuvt, com σλ = diag
[
(d1 − λ)+ , ..., (dr − λ)+
]
,
σλuv
t denota a decomposição em valores singulares de Y, σ = diag {d1, ..., dr}, t+ =
max(t, 0) e r = posto(Y). A notação Sλ(Y) é denominado soft-thresholding, e é a essência
do algoritmo Soft-Impute.
Sendo Ω o conjunto dos índices das entradas conhecidas, a matriz projeção da matriz
Y é definida como:
PΩ (Y) (i, j) =
 Yij, se (i, j) ∈ Ω;0 se (i, j) /∈ Ω (3.7)
Através de PΩ define-se a projeção complementar P⊥Ω (Y) por P
⊥
Ω (Y) + PΩ(Y) = Y.
Utilizando (3.7), o problema (3.5) pode ser reescrito da seguinte maneira:
min fλ(Aˆ) :=
1
2
‖ PΩ(Aˆ)− PΩ(A) ‖ 2F + λ ‖ Aˆ ‖ ∗ (3.8)
A cada iteração, o algoritmo, baseado na decomposição em valores singulares, coloca
nas posições em falta as estimativas da iteração anterior e realiza a atualização dessas
estimativas resolvendo o problema (3.6). O algoritmo Soft-Impute é apresentado a seguir.
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Algoritmo 3.1 - Soft-Impute
• Entrada: Matriz com entradas em falta, A (m× n), e a tolerância δ.
1. Inicializar Aˆantigo = 0.
2. Escolher uma sequência decrescente de escalares: λ1, λ2, . . . , λK .
3. Para i = 1 até K, fazer:
(a) Calcule Aˆnovo → Sλi
(
PΩ (A) + P
⊥
Ω (Aˆ
antigo)
)
.
(b) Se ‖Aˆ
novo−Aˆantigo‖2F
‖Aˆantigo‖2F
< δ, termine.
(c) Faça Aˆantigo ← Aˆnovo.
• Saída: Aˆnovo.
O passo 3(a) do Algoritmo 3.1 é realizada a etapa da operação soft-thresholding através
das matrizes projeção de A e projeção complementar de Aˆantigo , conforme explicado
anteriormente, em que novos valores são estimados para a matriz Aˆ.
Para os experimentos, foi ajustado δ = 10−5 como limite superior para todas as diferen-
ças ao quadrado (Norma de Frobenius) entre os dados conhecidos e seus correspondentes
na matriz recuperada. Ou seja, os dados de entrada conhecidos são considerados precisos
e, assim, mantidos inalterados na matriz recuperada.
3.4 Completamento de matrizes de posto reduzido na
DEA
Em aplicações práticas da DEA é bastante comum a presença de correlação entre as
variáveis de entrada e/ou variáveis de saída desejável e indesejável. Embora seja desejável
evitar variáveis dependentes [14], é uma tarefa muito difícil selecionar variáveis de entrada
e/ou saída independentes. Dado tal cenário, diversos trabalhos exploram o uso da corre-
lação entre variáveis para aumentar o poder de discriminação da DEA ou também para
reduzir o número de variáveis de entrada e saída [1, 25].
Esses tipos de hipóteses, as quais são as mesmas para o processamento moderno de Big
Data, também justificam a aplicação do método de completamento de matrizes de posto
reduzido na DEA. O fato de existir correlação entre as variáveis faz com que as matrizes
de entrada X, saídas desejáveis Y e saídas indesejáveis W possuam um perfil de valores
singulares não uniformemente distribuído. Com isso, X, Y e W podem ser muito bem
representadas por modelos de posto reduzido, assim como ocorre no exemplo do problema
da Netflix apresentado na Seção 3.1, em que a matriz de preferências é representada por
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uma matriz de posto reduzido.
No caso de variáveis independentes de entrada e/ou variáveis de saída desejáveis e
indesejáveis, a suposição de posto reduzido torna-se irreal. No entanto, em tal situação, o
problema de completamento de dados torna-se complicado em um sentido geral, uma vez
que não há estrutura (e, portanto, nenhum modelo) por trás das matrizes observadas.
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Capítulo 4
Resultados
Esse capítulo apresenta a metodologia utilizada e os resultados obtidos através de
experimentos numéricos nos quais é avaliado o comportamento - através de métricas de
desempenho - do método de completamento de matrizes de posto reduzido comparado a
métodos clássicos de completamento em DEA. Os experimentos são aplicados aos modelos
DEA CCR, BCC e DEA considerando saídas indesejáveis, realizados por meio de dados
sintéticos e reais.
4.1 Metodologia
A metodologia para execução dos experimentos numéricos se divide em dois cenários
para cada um dos modelos DEA analisados (CCR, BCC e saídas indesejáveis). Primeira-
mente é considerado um conjunto de simulações Monte Carlo em que os dados de entrada,
saída desejável e indesejável são gerados sinteticamente de acordo com a função Cobb-
Douglas (CD) [10]. Em um segundo momento, experimentos são realizados envolvendo
dados reais.
Em todos os experimentos realizados nessa seção, foi considerado o protocolo apre-
sentado na Figura 4.1. Inicialmente é aplicado o modelo DEA em análise assumindo
que as matrizes de entrada, saída desejável e indesejável são totalmente conhecidas, ou
seja, não há dados em falta D = [X | Y |W]. Dado esse cenário, torna-se possível o
cálculo das eficiências exatas (em termos de DEA) das DMUs em análise. Essas efici-
ências são representadas pelo vetor h = [h1, h2, ..., hn]
t, e, após o ordenamento, gera o
ranking zj da j-ésima DMU. O ordenamento de todas as DMUs é representado pelo vetor
z = [z1, z2, ..., zn]
t.
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Figura 4.1: Metodologia utilizada para execução dos experimentos numéricos.
Em um segundo instante, é realizado um apagamento aleatório de um subconjunto
de entradas nas matrizes observadas, sendo a proporção de dados faltantes representada
por p. Tal operação visa simular cenários reais, nos quais apenas uma parcela dos dados
está disponível. Os dados incompletos são então processados através do algoritmo de
completamento baseado no modelo de posto reduzido, conforme descrito na Seção 3.
Por fim, é aplicado o modelo DEA nos dados recuperados, que resultam em estimativas
de vetores de eficiência e ordenamento, representados por hˆ =
[
hˆ1, hˆ2, ..., hˆn
]t
e zˆ =
[zˆ1, zˆ2, ..., zˆn]
t, respectivamente.
Ao final de cada experimento, obtêm-se as eficiências e os vetores de ordenamento
exatos e estimados, o que permite quantificar o desempenho de cada método de preenchi-
mento. Para tanto, foram considerados duas métricas de desempenho, sendo a primeira
a seguinte métrica relacionada ao erro estimado de h:
Eh =
‖ h− hˆ ‖2
‖ h ‖2 , (4.1)
onde ‖ h ‖2=
√
n∑
i=1
h2i denota a norma Euclidiana do vetor h.
A segunda métrica de desempenho refere-se à diferença entre os ordenamentos exatos
e estimados, e é dada por:
Ez =‖ z− zˆ ‖κ, (4.2)
onde ‖ z− zˆ ‖κ corresponde à distância normalizada de Kendall tau [26] entre z e zˆ, onde
é realizada uma comparação par a par para os conjuntos ordenados, definida da seguinte
maneira:
‖ z− zˆ ‖κ= 2n(n−1) | {(i, j) : i < j, (z(i) < z(j) ∧ zˆ(i) > zˆ(j))∨
(z(i) > z(j) ∧ zˆ(i) < zˆ(j)} |, (4.3)
onde z(i) e zˆ(i) denotam as posições dos i-ésimos elementos das listas ordenadas z e zˆ,
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respectivamente e n o comprimento dessas listas. Essa distância satisfaz as seguintes
propriedades:
1. 0 ≤‖ z− zˆ ‖κ≤ 1;
2. ‖ z − zˆ ‖κ= 0 se e somente se dois elementos i e j possuem posições idênticas nos
vetores τ1 e τ2;
3. ‖ z − zˆ ‖κ= 1 se e somente se dois elementos i e j possuem posições opostas nos
vetores τ1 e τ2. Por exemplo, ao considerar z = [1, 2, 3] e zˆ = [3, 2, 1], o valor de Ez
é igual a 1. Afinal, através da comparação par a par de z e zˆ com n = 3, três pares
com valores em ordens opostas dentro das três possíveis combinações de pares.
As duas métricas foram utilizadas neste trabalho pois, na prática, podem ser utilizadas
tanto para uma análise em conjunto como de forma separada. O cálculo da eficiência de
DMUs é útil em um cenário em que se deseja realizar benchmarking das unidades. Por
outro lado, ao realizar o ordenamento das DMUs, torna-se fácil, por exemplo, selecionar
a melhor DMU perante as demais. Portanto, as duas métricas são importantes, sendo
utilizadas em diferentes cenários ou para um análise mais completa de forma conjunta.
Além disso, para efeito de comparação, foram avaliadas quatro diferentes estratégias
para lidar com dados faltantes na DEA: 1) substituição de um valor em falta pela média
de determinada variável; 2) substituição de um valor em falta pelo valor mínimo de deter-
minada variável, 3) uso do modelo DEA-Intervalar proposto em [42] e 4) uso do modelo
DEA-Intervalar proposto em [4]. Essas estratégias serão referenciadas nas figuras como
completamento via média, completamento via mínimo, Smirlis et al. - DEA-Intervalar
(inferior e superior) e Azizi - DEA-Intervalar (inferior e superior), respectivamente.
Um fator importante a ser destacado refere-se à forma da exclusão de dados utilizada
para simular os dados em falta ao longo dos experimentos, a qual segue uma distribuição
uniforme nos índices da matriz. Esta é uma hipótese crucial para a aplicação, com su-
cesso, do método de completamento de matrizes de posto reduzido. Porém, se os dados
ausentes seguirem uma distribuição muito particular (por exemplo, os valores ausentes
estão concentrados principalmente em uma coluna ou linha), pode ser mais apropriado o
uso de um método personalizado para manipular os dados.
Todos os experimentos foram realizados com uma máquina Intel Core i7-4500U, 1,8
GHz, 16 GB RAM, através do software MATLAB 2015a. O tempo computacional médio
para preenchimento de matrizes, com dimensões dadas nos experimentos a seguir (desde
matrizes de dimensão 5 × 27 até 12 × 40), por meio da metodologia de posto reduzido
é menor que 1 segundo, enquanto que para os demais métodos o tempo computacional
é de no máximo 0, 1 segundo. Foi observado que essa diferença não é significante para
aplicações práticas, já que a recuperação de dados geralmente é realizada na fase de
planejamento. Sendo assim, trata-se de um tempo razoável para a maioria das aplicações
em nível operacional.
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4.2 Análise considerando o modelo DEA CCR
Conforme a metodologia adotada, para o primeiro cenário (dados sintéticos) aplicado
ao DEA CCR, a matriz de entrada X é gerada de acordo com o seguinte modelo:
X = G1G2 +N+ 2, (4.4)
em que G1 ∈ Rm×l e G2 ∈ Rl×n são matrizes aleatórias cujos elementos são gerados
a partir de uma distribuição uniforme no intervalo [0, 1] e N uma matriz aleatória de
distribuição Gaussiana com média zero e desvio padrão igual a 0, 01. Nesse modelo,
o termo G1G2 representa um termo de posto reduzido de X, por meio do ajuste do
parâmetro l que corresponde ao posto de G1G2. O termo N representa um termo de
posto completo nos dados de entrada. Por fim, é adicionado um valor de deslocamento a
cada elemento para evitar dados negativos. Para os experimentos com dados sintéticos,
serão considerados 40 DMUs (n = 40) e 10 variáveis de entrada (m = 10).
Neste primeiro cenário será considerada a situação de apenas uma única saída (s = 1),
a qual, para a j-ésima DMU, é obtida por meio da função utilidade Cobb-Douglas, da
seguinte maneira:
y1j = exp(−τj)
m∏
i=1
xαij, j = 1, ..., n, (4.5)
em que α é uma constante fixada em 0, 3 e τj modela a ineficiência da j-ésima DMU. A
função Cobb-Douglas é muito utilizada na área da economia e representa a relação entre
dois, ou mais, fatores. Em cada experimento, τj é dado por um valor absoluto de uma
amostra obtida de uma distribuição Gaussiana de média zero e desvio padrão unitário.
Por possuir apenas uma saída, é considerado um conhecimento total dos dados de saída,
portanto a matriz a ser considerada para os experimentos é dada por D = [X].
Visando a avaliação do método de preenchimento de posto reduzido na DEA CCR
por meio de comparação com outras técnicas existentes na literatura, são realizados ex-
perimentos considerando diferentes valores p de dados faltantes em X e diferentes valores
para l no Modelo (4.4). Para cada situação, são realizadas 100 simulações Monte Carlo
e os resultados são dados pela média das simulações. Em cada iteração, a mesma matriz
com dados em falta é submetida a diferentes métodos de recuperação a fim de obter uma
análise comparativa entre os métodos.
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Figura 4.2: Valores de erro relativo Eh para diferentes valores de l - DEA CCR.
Os valores Eh obtidos são apresentados, na Figura 4.2, para diferentes proporções
de dados faltantes. Importante destacar que o erro relativo médio Eh obtido através do
completamento de matrizes de posto reduzido é bastante baixo para valores de p menores
que 40% quando o termo G1G2 possui posto l = 1. Além disso, mesmo quando G1G2
tem posto completo (l = 10), o completamento de matrizes de posto reduzido superou as
outras técnicas para proporções de dados em falta menor que p = 80%.
Com o objetivo de mostrar o quanto os valores de eficiência obtidos por diferentes
métodos influenciam nos valores de Eh da Figura 4.2, apresentamos a Tabela 4.1 em que
os valores de eficiência obtidos por meio de dados reais, completamento via posto reduzido
e completamento via Azizi - DEA-Intervalar (Superior) para 10 DMUs são comparados.
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Eficiência/DMU 1 2 3 4 5 6 7 8 9 10
Dado real 0,878 0,527 1 0,827 1 0,845 0,942 0,607 0,631 0,482
Posto reduzido 0,877 0,516 1 0,838 1 0,845 0,961 0,583 0,647 0,496
Azizi (Superior) 0,906 0,432 1 0,809 1 0,670 0,850 0,465 0,579 0,410
Tabela 4.1: Valores de eficiência obtidos via dados reais (ou seja, calculado com conheci-
mento de todos os dados), via posto reduzido e via Azizi - DEA-Intervalar (Superior).
Analisamos também a influência da etapa de preenchimento na ordenação gerada por
cada método para o vetor de eficiência h. Tal análise, baseada no índice de desempenho
Ez, é apresentada na Figura 4.3. Observa-se que a abordagem de completamento via posto
reduzido gera valores de Ez muito baixos para proporções de dados faltantes menores que
p = 30% e l = 1. Tais resultados sugerem que, mesmo tendo disponível uma pequena
parcela de dados, torna-se possível a aplicação à DEA CCR.
Proporção de dados faltantes (p)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
E
z
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Proporção de dados faltantes (p)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
E
z
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
(a) l = 1. (b) l = 5.
Proporção de dados faltantes (p)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
E
z
0
0,01
0,02
0,03
0,04
0,05
0,06
0,07
0,08
0,09
0,1
Completamento via posto reduzido
Completamento via média
Completamento via mínimo
Smirlis et al. - DEA-Intervalar (inferior)
Smirlis et al. - DEA-Intervalar (Superior)
Azizi - DEA-Intervalar (Inferior)
Azizi - DEA-Intervalar (Superior)
(c) l = 10.
Figura 4.3: Valores de erro de ordenamento Ez para diferentes valores de l - DEA CCR.
Apesar dos valores de Eh, para os métodos de completamento via média e mínimo,
serem relativamente baixos em todos valores de l e p, observou-se uma divergência elevada
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nos ordenamentos Ez, principalmente para o preenchimento via mínimo. Além disso, o
completamento via posto reduzido superou, em termos de ordenamento, as outras abor-
dagens para todos os valores de l, com p menor que 70%.
Para o segundo cenário estudado, experimentos numéricos foram realizados para inves-
tigar a aplicação da abordagem de preenchimento de matrizes de posto reduzido em dados
reais. Foi considerado o conjunto de dados disponível em [19], cujo objetivo é avaliar o
desempenho de operações online de um conjunto de n = 32 bancos (conjunto de DMUs
em análise). O número de entradas e saídas é dado por m = 4 e s = 2, respectivamente.
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Figura 4.4: Perfil dos valores singulares da matriz D - DEA CCR/BCC.
O número de saídas utilizado para esse cenário é maior do que aquele considerado nos
experimentos com dados sintéticos. Com isso, torna-se possível realizar o completamento
considerando a matriz D = [X | Y] ∈ R(m+s)×n. São duas as razões para trabalhar com a
concatenação das matrizes de entrada e saída. Primeiramente, o fato de contarmos com
entradas e saídas aumenta a dimensão dos dados a serem completados, o que é importante
no contexto da modelagem de posto reduzido. Além disso, espera-se que as variáveis
de entrada e saída sejam, de alguma forma, correlacionadas e, como consequência, os
dados em D podem ser aproximados por uma matriz de posto baixo. De fato, conforme
apresentado na Figura 4.4, os valores singulares de D não são uniformemente distribuídos
e decaem rapidamente quando colocados em ordem decrescente. Em outras palavras, a
maior parte da informação contida em D está concentrada em um subespaço de menor
dimensão quando comparado à dimensão dos dados observados.
Após executar 100 simulações Monte Carlo para diferentes proporções de dados em
falta p (incluindo ambas variáveis de entrada e saída), os valores médios de desempenho
Eh e Ez são apresentados na Figura 4.5.
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Figura 4.5: Valores de desempenho Eh e Ez para os experimentos DEA CCR com dados
reais.
O modelo DEA-Intervalar Azizi [4] apresenta valores de Eh elevados quando compa-
rado aos outros métodos de preenchimento, porém é observado que esse alto índice não
impactou diretamente no ordenamento Ez para as eficiências superiores dos intervalos
de tal modelo. Observa-se um limite de 40% de dados faltantes, pois com p > 0, 4, as
chances de gerar uma linha ou coluna totalmente nula, na fase de apagamento aleatório
de dados, são altas, já que a matriz D possui pequena dimensão. Novamente, o modelo
de completamento baseado em posto reduzido supera as outras metodologias para todos
os valores de p.
4.3 Análise considerando o modelo DEA BCC
Para essa seção são conduzidos experimentos aplicados à DEA BCC visando a avali-
ação da aplicação do método de preenchimento de matrizes de posto reduzido, em dois
cenários, sob a mesma metodologia e parâmetros apresentados na Seção 4.2.
Os dados de entrada são obtidos através do Modelo (4.4) com o número de DMUs dado
por n = 40 e o número de variáveis de entrada por m = 10. Será considerada apenas uma
variável de saída s = 1, a qual é totalmente conhecida e obtida pela Função Cobb-Douglas
(4.5). A matriz completa para os experimentos é representado por D = [X] e após 100
realizações Monte Carlo para diferentes valores de p e l, são obtidos os valores médios
para as métricas de desempenho, a fim de avaliar o comportamento de diferentes métodos
de preenchimento de matriz quando aplicados na DEA BCC.
Para o primeiro cenário, valores da métrica de desempenho Eh são apresentados na Fi-
gura 4.6. Com o posto l = 1, os valores de Eh com aplicação do método de preenchimento
de posto reduzido são relativamente mais baixos para todos os valores de p, observa-se
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também um valor relativamente para Eh perante aplicação do método de preenchimento
DEA-Intervalar Smirlis et al. (superior).
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Figura 4.6: Valores de erro relativo Eh para diferentes valores de l - DEA BCC.
Observa-se também, quando l = 5 e l = 10, valores de Eh muito próximos em p = 80%
para os métodos de completamento via posto reduzido, média e DEA-Intervalar Azizi
(inferior).
Ao analisar os ordenamentos gerados pelos vetores de eficiência, obtêm-se os dados para
a métrica de desempenho Ez, apresentados na Figura 4.7. O método de preenchimento
DEA-Intervalar Smirlis et al. (superior), assim como nos valores de erro relativo, destaca-
se negativamente por possuir valores altos de erro de ordenamento quando comparado aos
demais, principalmente quando p é maior que 20%. Já o método de completamento via
posto reduzido apresenta valores relativos baixos para todos os valores de p e l. Os valores
de Ez para todos os métodos analisados no âmbito da DEA BCC, com exceção de DEA-
Intervalar Smirlis et al. (superior), convergem para valores muito próximos conforme o
aumento de p em todos os valores de l analisados.
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Figura 4.7: Valores de erro de ordenamento Ez para diferentes valores de l - DEA BCC.
Em um segundo cenário estudado, são considerados dados reais do trabalho de [19]
com a matriz D = [X | Y] ∈ R(m+s)×n, conforme apresentado na Seção 4.2. O perfil de
valores singulares de D é apresentado na Figura 4.4. Valores médios de Eh e Ez, obtidos
após as 100 simulações Monte Carlo, são apresentados na Figura 4.8.
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Figura 4.8: Valores de desempenho Eh e Ez para os experimentos DEA BCC com dados
reais.
Nota-se uma superioridade do método de preenchimento via posto reduzido tanto para
Eh como Ez para todos os valores de p analisados. Já o método de preenchimento via
DEA-Intervalar Azizi apresentou um destaque negativo com valores elevados nas duas
métricas de desempenho. Para os demais métodos estudados não é observado grande
diferença para os valores de Eh e Ez em todos os valores de p.
4.4 Análise considerando modelos DEA com saídas in-
desejáveis
Nessa seção, com o objetivo de analisar o comportamento do método de preenchi-
mento de matrizes de posto reduzido aplicado em modelos DEA que consideram saídas
indesejáveis no obtenção da eficiência das DMUs em análise, experimentos são conduzidos
em ambos cenários de dados sintéticos e reais. Mais especificamente, métodos de preen-
chimento de matrizes são aplicados aos modelos DEA três etapas [27, 49] e programação
de metas [34] discutidos na Seção 2.1.3.
Em todos os casos, seguimos a metodologia apresentada na Figura 4.1 para realização
dos experimentos. No primeiro cenário, é considerado conhecimento total das matrizes de
saída desejável Y com s = 1 e saída indesejável W com p = 1, geradas a partir de (4.5)
com os mesmos parâmetros apresentados na Seção 4.2. Com isso, a matriz utilizada para
os experimentos é representada por D = [X], sendo X obtido por (4.4), com o número de
DMUs n = 40 e entradas m = 10.
No segundo cenário estudado, foram considerados os dados disponíveis em [44], os
quais serviram para avaliar a sustentabilidade nas redes da cadeia de suprimentos do
setor bancário. Ao todo, temos n = 27 DMUs, m = 3 variáveis de entrada, s = 2 saídas
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desejáveis e p = 1 saída indesejável.
Tanto para o cenário com dados sintéticos quanto para aquele com dados reais, são
realizadas 100 simulações Monte Carlo para diferentes valores de p e l, sendo considerada
a média como resultado das métricas de desempenho. Também, para efeito de compa-
ração dos métodos de preenchimento, são considerados apenas os completamentos via
mínimo, média e posto reduzido, pois a modelagem DEA-Intervalar apresentada nos Mo-
delos (2.12), (2.13) e (2.14), (2.15) não leva em conta as variáveis de saída indesejável
para o cálculo de eficiências de DMUs.
4.4.1 Modelo três etapas
Ao conduzir os experimentos com o modelo DEA três etapas, o vetor eficiência h é
obtido através da Equação (2.7). Os valores de erro relativo médio Eh para os experi-
mentos com dados sintéticos são apresentados, para diferentes valores de p e l, na Figura
4.9. Podemos observar que a abordagem baseada no preenchimento via posto reduzido
foi capaz de atingir um valor bastante baixo de Eh para valores de p menores que 30%
e l = 1. Além disso, assim como ocorreu nos cenários anteriores, a curva de valores de
Eh apresenta um perfil crescente à medida que aumentamos a porcentagem de dados fal-
tantes, para todos os valores de l considerados. Observa-se que a curva obtida através do
preenchimento via mínimo apresenta valores relativamente maiores e não possui um com-
portamento definido. Em outras palavras, ao passo que é observado um comportamento
no qual ocorre um aumento do erro à medida que p aumenta para os outros métodos,
para o completamento via mínimo isso não ocorre.
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Figura 4.9: Valores de erro relativo Eh para diferentes valores de l - DEA três etapas.
A análise dos vetores de ordenamento é feita através da métrica de desempenho Ez,
apresentada na Figura 4.10. Valores muito baixos são observados para o método de
preenchimento de posto reduzido quando l = 1 e proporção de dados faltantes p ≤ 30%.
A metodologia de preenchimento via mínimo apresenta valores relativamente altos quando
p = 10%, porém em p = 80% acaba se aproximando dos valores de Ez dos outros métodos
de preenchimento analisados.
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Figura 4.10: Valores de erro de ordenamento Ez para diferentes valores de l - DEA três
etapas.
O comportamento das curvas Eh e Ez, Figuras 4.9 e 4.10, para os três métodos de
completamento analisados são semelhantes. É pertinente mencionar que apenas a curva
de completamento via média que possui valores de Ez menores do que o completamento
via posto reduzido para os valores de p = 80% quando l = 5 e l = 10.
Em um segundo cenário, baseado em dados reais do trabalho de [44], o completamento
é feito considerando a matriz D = [X | Y |W] ∈ R(m+s+p)×n. O perfil de valores singula-
res da matriz D completa é dado de acordo com a Figura 4.11. Verifica-se que seus valores
singulares decaem rapidamente quando colocados em ordem decrescente, indicando uma
certa relação entre os dados das variáveis de entrada, saída e saída indesejável.
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Figura 4.11: Perfil dos valores singulares da matriz D - DEA saídas indesejáveis.
Após 100 simulações Monte Carlo para os experimentos com dados reais, os valores
de erro relativo Eh e erro de ordenamento Ez dos diferentes métodos de preenchimento
aplicado à DEA três etapas são apresentados na Figura 4.12.
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Figura 4.12: Valores de desempenho Eh e Ez para os experimentos DEA três etapas com
dados reais.
Nota-se um destaque positivo para o método de preenchimento de posto reduzido, por
apresentar menor valor de Eh e Ez para todas proporções p de dados em falta analisadas.
Os valores de Eh para os métodos de preenchimento via mínimo e média são muito próxi-
mos, porém quando se trata de diferença de ordenamento Ez, o método de preenchimento
via mínimo possui valores relativamente elevados.
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4.4.2 Modelo programação de metas
Nessa seção são conduzidos experimentos aplicados ao modelos DEA programação de
metas, a fim de avaliar o uso da técnica de preenchimento de matrizes de posto reduzido.
O vetor eficiência h é obtido através da Equação (2.11) e os valores de erro relativo Eh,
após 100 simulações Monte Carlo, para os métodos de preenchimento via posto reduzido,
mínimo e média, em um primeiro cenário com dados sintéticos gerados conforme descrito
na Seção 4.4, são apresentados na Figura 4.13 para diferentes valores de p e l.
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Figura 4.13: Valores de erro relativo Eh para diferentes valores de l - DEA programação
de metas.
Verifica-se que o erro relativo Eh do método de completamento via mínimo, para todos
os valores de l e p = 10%, são altos quando comparado às outras metodologias. Porém
essa grande diferença diminui conforme o aumento de p. Em contrapartida, observamos
valores muito baixos do erro relativo obtidos pelo método de completamento via posto
reduzido quando l = 1 e p menor que 30%. Um destaque positivo para a curva de
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completamento via posto reduzido (em vermelho), com Eh menor para todos os valores
de p e l analisados.
Ainda no primeiro cenário, os erros de ordenamento dos vetores h, representados por
Ez, são exibidos na Figura 4.14. Quando l = 1, a técnica de preenchimento via posto
reduzido é superior aos outros modelos, apresentando valores muito baixos para p menor
que 30% assim como os valores de Eh na Figura 4.13. Para valores de l = 5 e l = 10,
constata-se superioridade da curva destacada em vermelho para pmenor que 75%, também
é notado que quando p = 80%, o método de preenchimento via média apresenta valores
de Ez menores. Para todos os valores de p e l, o método de completamento via mínimo
apresentou valores de erro de ordenamento relativamente maiores.
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Figura 4.14: Valores de erro de ordenamento Ez para diferentes valores de l - DEA
programação de metas.
Em um segundo momento, são realizados experimentos numéricos com dados reais.
Os dados considerados estão apresentados em [44], conforme citado no início da Seção
4.4. O perfil de valores singulares da matriz de dados D = [X | Y |W] ∈ R(m+s+p)×n é
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apresentado na Figura 4.11, e após 100 simulações Monte Carlo, os valores obtidos das
métricas de desempenho Eh e Ez são apresentadas na Figura 4.15.
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Figura 4.15: Valores de desempenho Eh e Ez para os experimentos DEA programação de
metas com dados reais.
Constata-se, para os experimentos do segundo cenário, uma superioridade (tanto para
Eh como Ez) do método de preenchimento via posto reduzido para todos os valores de
p. Para os métodos de preenchimento via mínimo e média, nota-se valores Eh e Ez
muito próximos, enquanto que o método via posto reduzido apresenta valores de erro de
ordenamento superiores aos erros relativos das eficiências.
Ao comparar os resultados obtidos através dos dois cenários propostos, observam-se
valores maiores para as métricas de desempenho para o cenário com dados reais. Em geral,
ao aplicar diferentes métodos de preenchimento de matrizes no modelo DEA programação
de metas, o preenchimento via posto reduzido apresenta uma superioridade perante os
outros métodos analisados.
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Capítulo 5
Conclusões
Esse trabalho teve como objetivo analisar o uso da técnica de completamento de ma-
trizes de posto reduzido como um método de pré-processamento para lidar com dados
faltantes na DEA. Para isso, experimentos numéricos com dados sintéticos e reais foram
executados, com aplicação em diferentes métodos DEA, considerando diferentes propor-
ções de dados faltantes nos valores de entrada/saída e comparados a outras técnicas
clássicas de completamento de matrizes.
Os resultados dos experimentos foram avaliados por meio de duas métricas de desem-
penho: a primeira baseou-se no erro relativo entre as eficiências exatas e estimadas; a
segunda, por sua vez, considerou a diferença entre os ordenamentos reais e estimados das
DMUs (através da distância normalizada de Kendall tau). De forma geral, pode-se obser-
var que a estratégia de completamento via posto reduzido superou as demais, ainda que
as diferenças não sejam tão expressivas em alguns casos específicos. Em relação ao tempo
de processamento dos métodos de completamento, a diferença observada não inviabiliza
a utilização prática dos mesmos.
Uma das características mais relevantes do método de preenchimento via posto redu-
zido é a eliminação da necessidade de estudo prévio por parte do usuário, na etapa de
pré-processamento de dados, quando comparado às demais abordagens empregadas no
cenário de dados faltantes com DEA. O modelo de completamento via posto reduzido
tem sua aplicação validada em cenários reais dada a existência de correlação entre as
variáveis inerentes à análise. Considerando os resultados obtidos, o esforço empregado na
etapa de coleta de dados poderia ser reduzido, uma vez que o método obteve desempenho
satisfatório quanto às métricas de desempenho.
Em trabalhos futuros, metodologias de completamento de matrizes podem ser inves-
tigadas quando a distribuição das posições dos dados faltantes não segue um padrão
uniforme, uma condição importante para o método de completamento via posto reduzido.
Além disso, algoritmos propostos na literatura para estimar os valores faltantes em uma
matriz de posto reduzido, como, por exemplo, algoritmos da programação semidefinida
[7] ou técnicas de redução facial semidefinida [28], poderiam ser estudados.
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