A quantitative analysis of continuity of the quantum mutual information and of the Holevo quantity is presented.
Introduction
A quantitative analysis of continuity of basis characteristics of quantum systems is a necessary technical tool in study of information properties of these systems. It suffices to mention that the famous Fannes continuity bound for the von Neumann entropy and the Alicki-Fannes continuity bound for the conditional entropy are essentially used in the proofs of several important results of quantum information theory [9, 15, 22] . During the last decade many papers devoting to finding continuity bounds (estimates for variation) for different quantities have been appeared (see [2, 4, 11, 17, 23] and the references therein).
Although in many applications a structure of a continuity bound of a given quantity is more important than concrete values of its coefficients, a task of finding optimal values of these coefficients seems interesting from the both mathematical and physical points of view. This task can be formulated as a problem of finding so called "tight" continuity bound, i.e. ε-achievable estimates for variations of a given quantity. The most known decision of this problem is the sharpest continuity bound for the von Neumann entropy obtained by Audenaert [2] (it specifies the Fannes continuity bound mentioned above). Other result in this direction is a tight bound for the relative entropy difference via the entropy difference obtained by Reeb and Wolf [17] . Recently Winter presented tight continuity bound for the conditional entropy (specifying the Alicki-Fannes continuity bound) and asymptotically tight continuity bounds for the entropy and for the conditional entropy in infinite-dimensional systems under energy constraint [23] . By using Winter's technique an asymptotically tight continuity bound for conditional mutual information in infinite-dimensional tripartite systems under energy constraint on one subsystem is obtained in [20, the Appendix] .
In this note we apply the technical tricks from [23] to obtain Fannes type and Winter type tight continuity bounds for the quantum mutual information and for the Holevo quantity. In fact, the both continuity bounds for the Holevo quantity directly follow from the qc-state specifications of the corresponding continuity bounds for the quantum mutual information.
We analyse general continuity properties of the Holevo quantity (considered as a function of an ensemble). In particular, we show that local continuity the Holevo quantity is preserved by quantum channels (Proposition 5) and that the Holevo quantity is stable with respect to any perturbations of states provided their distribution has finite Shannon entropy (Corollary 1).
Preliminaries
Let H be a finite-dimensional or separable infinite-dimensional Hilbert space, B(H) the algebra of all bounded operators with the operator norm · and T(H) the Banach space of all trace-class operators in H with the trace norm · 1 . Let S(H) be the set of quantum states (positive operators in T(H) with unit trace) [9, 15, 22] .
Denote by I H the identity operator in a Hilbert space H and by Id H the identity transformation of the Banach space T(H).
A finite or countable collection {ρ i } of states with a probability distribution {p i } is conventionally called ensemble and denoted {p i , ρ i }. The statē ρ . 
where
is an ensemble of m ≤ +∞ quantum states in S(H A ) and {|i } m i=1 is an orthonormal basis in H B . We will say that ω AB is a qc-state determined by the ensemble {p i , ρ i } m i=1 . The von Neumann entropy H(ρ) = Trη(ρ) of a state ρ ∈ S(H), where η(x) = −x log x, is a concave nonnegative lower semicontinuous function on S(H), it is continuous if and only if dim H < +∞ [14, 21] .
The concavity of the von Neumann entropy is supplemented by the inequality
where h 2 (λ) = η(λ) + η(1 − λ) is a binary entropy, valid for any states ρ and σ [15] .
Audenaert obtained in [2] the sharpest continuity bound for the von Neumann entropy:
for any ρ, σ ∈ S(H) such that ε =
This continuity bound is a specification of the well known Fannes continuity bound [7] .
The quantum conditional entropy
is a concave function on the set of all states ω AB with finite marginal entropies. It is continuous if and only if dim H A < +∞.
1
Winter proved in [23] the following specification of the Alicki-Fannes continuity bound for the conditional entropy (obtained in [1] ):
for any states ρ, σ ∈ S(H) such that ε =
He showed that this continuity bound is tight and that the factor 2 in (5) can be removed if ρ and σ are qc-states, i.e. states having form (1).
Winter also obtained asymptotically tight continuity bounds for the entropy and for the conditional entropy for infinite-dimensional quantum states with bounded energy (see details in [23] ).
The quantum relative entropy for two states ρ and σ in S(H) is defined as follows (cf. [14] )
where {|i } is the orthonormal basis of eigenvectors of the state ρ and it is assumed that H(ρ σ) = +∞ if suppρ is not contained in suppσ. Several continuity bounds for the relative entropy are proved by Audenaert and Eisert [3, 4] . Tight bound for the relative entropy difference via the entropy difference is obtained by Reeb and Wolf [17] .
3 Tight continuity bounds for the quantum mutual information
Quantum mutual information of a state ω AB of a bipartite quantum system AB is defined as follows (cf. [13] )
where the second expression is valid if H(ω AB ) is finite. Basic properties of the relative entropy show that ω → I(A : B) ω is a lower semicontinuous function on the set S(H AB ) taking values in [0, +∞]. It is well known that
any state ω AB and that
for any separable state ω AB [12] . The quantum mutual information is not concave or convex but the following relation
holds for λ ∈ (0, 1) and any states ρ AB , σ AB with finite I(A : B) ρ , I(A : B) σ . If ρ AB , σ AB are states with finite marginal entropies then (8) can be easily proved by noting that
and by using inequality (2) and concavity of the von Neumann entropy and of the conditional entropy. Validity of inequality (8) for any states ρ AB , σ AB with finite quantum mutual information can be proved by approximation (using Corollary 2 in [19] ). Continuity bound for I(A : B) can be obtained by using representation (9) and the tight continuity bounds (3) and (5) for the von Neumann entropy and for the conditional entropy (see Remark 1 below). But to obtain tight continuity bound for I(A : B) it is necessary to directly apply Winter's modification of the Alicki-Fannes technic (cf. [1, 23] ) by using property (8) .
ω is a continuous bounded function on the set S(H AB ) and
for any ρ AB , σ AB , where ε = If ρ AB and σ AB are qc-states (1) then (10) can be specified as follows
If ρ AB and σ AB are qc-states determined by ensembles {p i , ρ i } and (11) can be removed. The both continuity bounds (10) and (11) are tight.
Remark 1. By using Audenaert's continuity bound (3), Winter's continuity bound (5) and its specification for qc-states one can obtain via representation (9) the following continuity bounds
, these continuity bounds are slightly better than (10) and (11) 
Proof. Following [23] introduce the state ω
. By applying (8) to the above convex decompositions of ω * we obtain
These inequalities, nonnegativity of I(A : B) and upper bound (6) imply (10) . Continuity bounds (11) follows from the above proof and upper bound (7), since in this caseρ AB andσ AB are qc-states as well (this was mentioned by Winter in [23] ).
If ρ AB and σ AB are qc-states determined by ensembles with equal sets of states then (8) and the concavity of I(A : B) for such states (see [22, Th.13 
Since in this case all the states ρ AB , σ AB ,ρ AB ,σ AB are qc-states determined by ensembles with the same set of states, inequality (12) holds for any pair of these states. If ρ AB and σ AB are qc-states determined by ensembles with equal probability distributions then (8) and the convexity of I(A : B) for such states (see [22, Th.13 
Since in this case all the states ρ AB , σ AB ,ρ AB ,σ AB are qc-states determined by ensembles with the same probability distribution, inequality (13) holds for any pair of these states. Using (12) and (13) instead of (8) in the above proof makes possible to remove the factor 2 from (11) .
To show the tightness of continuity bound (10) 
Then it is easy to see that 1 2 ρ AB − σ AB 1 = ε and that
The tightness of continuity bound (11) follows from the tightness of the continuity bound for the Holevo quantity in the next section (see Remark 3 and the proof of Proposition 3).
Consider now the case when the both systems A and B are infinite-dimensional. In this case the function I(A : B) ω is not continuous on S(H AB ) (only lower semicontinuous) and takes infinite values. Several conditions of local continuity of this function are presented in Theorem 1A in [19] , which implies, in particular, that the function I(A : B) ω is continuous on the subsets of bipartite states ω AB with bounded energy of ω A , i.e. subsets of the form
where H A is the Hamiltonian of system A and E > 0, provided
This condition implies that H A has discrete spectrum of finite multiplicity, i.e.
is an orthonormal basis of eigenvectors of H A corresponding to the nondecreasing sequence {E n } +∞ n=1 of eigenvalues (energy levels of H A ) such that +∞ n=1 e −βEn is finite for all β > 0. We will assume that E 1 = 0 for simplicity.
By condition (15) for any E > 0 the von Neumann entropy H(ρ) attains its unique maximum under the constraint TrρH A ≤ E at the Gibbs state 
If ρ AB and σ AB are qc-states (i.e. states having form (1)) then
The both continuity bounds are asymptotically tight (for large E). Hence, Proposition 2 shows that the function ω AB → I(A : B) ω is uniformly continuous on the set S E for any E > 0.
Proof. Following the proofs of Lemmas 15,16 in [23] define the projector
in B(H A ) and consider the states
In the proof of Lemma 15 in [23] it is shown that
where ω AB = ρ AB , σ AB , and that log TrP δ ≤ H(γ(E/δ)) ,
By using (16) and (17) it is easy to derive from Lemma 1 below that
By using (18) and applying Proposition 1 we obtain
Since
the first (general) continuity bound follows from (19) and (20) . If ρ AB and σ AB are qc-states then the above states ρ δ AB and σ δ AB are qc-states as well. So, the corresponding continuity bound is proved by the same way using the second assertions of Proposition 1 and of Lemma 1.
To show the asymptotical tightness of the continuity bound for general states one can exploit the arguments and the example from Remark 18 in [23] . If we take τ B = γ(E) B in this example then we obtain
The asymptotical tightness of the continuity bound for qc-states follows from the asymptotical tightness of the continuity bound for the Holevo quantity under energy constraint on the average state of ensembles presented in the next section (see Remark 5 and the proof of Proposition 5). Lemma 1. Let P A be a projector in B(H A ) and ω AB be a state with finite H(ω A ). Then
If ω AB is a qc-state (1) then the both factors 2 in (21) can be removed.
Proof. The both inequalities in (21) are easily derived from Lemma 3 in [20] by using nonnegativity of I(A : B) and upper bound (6) . The last assertion can be proved similarly by using (7) instead of (6) and by noting that for any qc-state ω AB the factor 2 in Lemma 3 in [20] can be removed (this follows from the proof of this lemma, since any qc-state ω AB has a purification ω ABC such that I(A : B) ω = I(A : C) ω and I(A : B)ω = I(A : C)ω). 
Tight continuity bounds for the Holevo quantity
The Holevo quantity of an ensemble
where the second formula is valid if H(ρ) < +∞. This quantity gives the upper bound for classical information which can be obtained by applying quantum measurements to an ensemble [8] . It plays important role in analysis of information properties of quantum systems and channels [9, 15, 22] .
Denote by E m (H A ) the set of all ensembles consisting of m ≤ +∞ states in S(H A ). We will say that a sequence {{p
We explore continuity of the function E m (H A ) ∋ {p i , ρ i } → χ({p i , ρ i }) with respect to this convergence and obtain continuity bounds in two cases: A) either m or dim H A is finite; B) dim H A = m = +∞.
Case A
This is exactly the case of global continuity of the Holevo quantity. 
Let H B be a m-dimensional Hilbert space and {|i } m i=1 an orthonormal basis in H B . Since
the continuity bound (23) follows from the second part of Proposition 1. 
Since in this case dim H A = m = d, we see that the main term in (23) is optimal. This example with d = 3 also shows that the second term in (23) can not be less than ε log 3/3 ≈ 0.53ε.
In fact, Proposition 3 contains two estimates: the continuity bounds with the main term ε log dim H A depending only on the dimension of underlying Hilbert space H A and the continuity bound with the main term ε log m depending only on the size m of ensembles. Continuity bounds of the last type are sometimes called dimension-independent. Recently Audenaert obtained the following dimension-independent continuity bound for the Holevo quantity in the case
where t = 1 2 max i ρ i − σ i 1 is the maximal distance between corresponding states of ensembles. Proposition 3 in this case gives
where ε = 1 2 i p i ρ i − σ i 1 is the average distance between corresponding states of ensembles. Since ε ≤ t and h 2 (x) is an increasing function on [0, 1 2 ], we may replace ε by t in (25). The following continuity bound for the Holevo quantity not depending on the size m of an ensemble is obtained by Oreshkov and Calsamiglia in [16] : (22) . Then
provided one of the following conditions is valid:
where S is the Shannon entropy.
B) If (26) holds then
lim n→∞ χ({p n i , Φ(ρ n i )}) = χ({p 0 i , Φ(ρ 0 i )}) < +∞ for arbitrary quantum channel Φ : S(H A ) → S(H A ′ ).
Proof.
A) The both conditions follow from Theorem 1A in [19] and representation (24), since (22) implies convergence of the corresponding sequence {ω n AB } to the stateω 0 AB (this can be shown by proving the convergence in the weak operator topology and by using the result from [6] ).
B) This assertion follows from Theorem 1B in [19] and (24) . Condition b) in Proposition 4A implies the following observation which can be interpreted as stability of the Holevo quantity with respect to perturbation of states of a given ensemble. Corollary 1. Let {p i } be a probability distribution with finite Shannon entropy. Then
for any sequences {ρ Hence, Proposition 5 shows that the Holevo quantity is uniformly continuous on the set of all ensembles {p i , ρ i } having bounded energy of the average state with respect to the distance
By using Proposition 5 and the estimates from [23] one can obtain a continuity bound for the Holevo quantity of ensembles of states of the system composed of ℓ quantum oscillators under the energy constraint on the average state of ensembles. The Hamiltonian of such system has the form
where a i and a + i are the annihilation and creation operators and ω i is a frequency of the i-th oscillator [9] . To be consistent with our assumption E 0 = 0 we will consider "shifted" Hamiltonian H
Now we can repeat all the arguments from the proof of Lemma 17 in [23] by using Proposition 5 instead of Meta-Lemmas 15,16 and obtain the following Corollary 2. Let {p i , ρ i } and {q i , σ i } be countable ensembles of states of the quantum system composed of ℓ oscillators with the average statesρ 5 One can take into account in Corollary 2 below that the real energy of ρ is equal to E(ρ) + ),h 2 (x) = h 2 (x) for x ≤ 1/2 andh 2 (x) = 1 for x ≥ 1/2, g(x) = (x + 1) log(x + 1) − x log x.
Note that the main term in this continuity bound coincides with the main term in the continuity bound for the von Neumann entropy of states of the system of ℓ oscillators with the energy not exceeding E presented in Lemma 15 in [23] .
Parameter α in the continuity bound in Corollary 2 is a free parameter which can be used to optimize the continuity bound for given value of energy E. It is easy to see that for large energy E the optimal value of α is close to zero, so the main term in this continuity bound is approximately equal to
Remark 5. To show the asymptotical tightness of the continuity bound in Proposition 5 for large E it suffices to show this property for the continuity bound in Corollary 2. By the above note this can be done by finding for given ε > 0 and E > 0 two ensembles {p i , ρ i } and {q i , σ i } satisfying the condition of Corollary 2 such that |χ({p i , ρ i }) − χ({q i , σ i })| ≥ εH(γ(E))
Let {p i , ρ i } be any pure state ensemble with the average state γ(E) and q i = p i , σ i = (1 − ε)ρ i + εγ(E) for all i. Then (28) follows from concavity of the entropy and
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