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With the rapid adoption of social media, people are more habituated to utilize the images and video for ex-
pressing themselves. Future communication will replace the conventional means of social interaction with
the video or images. This, in turn, requires huge data storage and processing power. This paper reports
a compression/decompression module for image and video sequences for the cloud computing environ-
ment. The reported mechanism acts as a submodule of IaaS layer of the cloud. The compression of the
images is achieved using redundancy removal using block matching algorithm. The proposed module had
been evaluated with three different video compression algorithms and variable macroblock size. The ex-
perimentations has been carried out on a cloud host environment by using VMWarework station platform.
Apart from being simple in execution, the proposed module does not incur an additional monetary burden,
hardware or manpower to achieve the desired compression of the image data. Experimental analysis has
shown a considerable reduction in data storage requirement as well as the processing time.
Povzetek: Predstavljena je izvirna metoda za ucˇinkovito shranjevanje multimedijskih vsebin v oblak.
1 Introduction
With the advent of the concept of cloud computing, the
problem of data storage has been solved for a while. The
distributed nature of the cloud allowed storage of huge data
without any hassle. The cloud computing is an amalgama-
tion of different technologies such as networking infras-
tructure, service-oriented architecture (SOA), Web 2.0 and
virtualization.
The advent of Cloud computing has brought the com-
plexities of underlying networks due to a variety of appli-
cations and data formats to generality. A time and location
independent services are available for the users in the cloud
due to the generalization. Considering these facts, efforts
had been initiated to implement an own private cloud for
research and analysis purpose [1, 2].
From the last decade or more, the web has emerged as
a powerful tool for social interaction. The possibility of
use of multimedia content in the communication has rev-
olutionized the social interaction. This had given rise to
the intense growth in usage of multimedia enabled mobile
appliances. In consequence, a huge volume of data is pro-
duced and processed on a daily basis in the forms of content
(multimedia), structure (links) and usage (logs) [3].
The demand of information exchange, in particular, in
the form of video/pictures had increased in many folds.
Recently ‘Microsoft’ claimed that nearly 11 billion images
had been hosted by its cloud storage service [4]. ‘Face-
book’ has also announced a suppression of 220 billion of
photos with an increase of 300 million images per day [5].
Categorization of such a huge chunk of data is very costly
affair owing to the storage (hard disk) cost. The scenario
may become worst when the overheads on the account of
power consumption, cooling system and more significantly
the skilled manpower recruitment were added up in the
storage cost.
In future, although processed via cloud setup, process-
ing of user generated image data may be abstracted by its
volume. Hence, an efficient mechanism to compress the
image data along with an overall reduction in the storage
cost over the cloud is the need of the hour. The compres-
sion mechanism also must observe the quality of the re-
constructed image without the requirement of an additional
hardware setup. A proper compression technique may re-
duce the burden not only on cloud storage but also on the
application devices for processing the image data.
In general, the images are stored in the joint photo-
graphic expert group (JPEG)/bitmap (BMP) file format.
However, the individual compression achieved with these
file formats may not be sufficient when a sequence of im-
ages (video) is to be stored. This is because the redundancy
between the images is ignored while compressing them.
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Fig. 1 depicts an image sequence indicating the interrela-
tion with each other (the motion) and the huge redundancy
between them.
A variety of approaches are reported in the literature
to achieve the image data compression by redundancy
removal approach. Some popular approaches are block
matching (BMA), multiple to one prediction methodol-
ogy, pseudo sequence, and content-based image retrieval
(CBIR) [6–8]. In BMA, the redundancy is searched in the
immediate next incoming frame. This method may be ap-
plied for similar or dissimilar images. Moreover, the search
area is restricted to the incoming frame rather than the en-
tire database. The multiple to one compression method-
ology is based on the hypothesis that for the similar im-
ages, the values of their low-frequency components are
very close to that of their neighboring pixel in the spatial
domain. A low-frequency template is created and used as
a prediction for each image to compute its residue. The
accuracy of this method is proportional to the similarity of
the image data.
Pseudorandom-based image compression exploits the
statistical randomness between the subsequent images.
This method requires an addition mechanism to extract the
statistical characteristics of the image. The similar im-
ages are arranged into a tree structure. The compression
methodology needs to be applied to each branch. In the
context of cloud, this method seems to be very complex as
the cloud may have a variety of images rather than sim-
ilar one. CBIR is used to search digital images in large
databases using the image attributes like colors, shapes,
textures, or any other information that may be derived from
the image itself. In this way, to achieve comprehensive
compression of image data in the cloud paradigm, this
method needs to search the entire database over the cloud.
Considering the factors like the complex environment of
the cloud, ease of searching process and speed of opera-
tion, a compression and decompression module for image
and video data in the cloud computing environment have
been proposed in this paper. Simple BMA is used in the
proposed module to achieve the desired compression.
The novelty of the present work lies in the verification
of the proposed module with different block size and some
fast BMA with an aim to study the quality of the recon-
structed images. The simulations are also carried out in a
cloud environment to validate the proposed concept. The
rest of the paper is organized as: Section 2 presents the
state-of-the-art multimedia usage over cloud environment.
Further, the proposed approach is described in Section 3,
whereas the results are discussed in Section 4. The article
is concluded with further scope in Section 5.
2 Related work
2.1 Image compression
It is believed that images and video will be the most pre-
ferred mode of communication in the next generation com-
Figure 1: Video Stream.
munication. This requires huge data storage. Hence, to
cope with the data storage issue, the existing networks must
be highly scalable. However, this option is very costly and
complex to implement. Video/image compression provides
an efficient way to eliminate the redundant information
within images, which may lead to the less storage require-
ment and quick transmission of the images. An in-depth
focus on the current and future technologies for video com-
pression had been reported in [9]. JPEG, HEVC and H.264
are the prominent image compression standards available
to minimize the superfluous information [10–12].
The pseudo sequence compression method suffers from
two main drawbacks. Firstly, it requires highly correlated
images for compression and secondly it does not compress
beyond the limits of the sequence definition [7]. Hence,
the inter-image redundancies may be a problem when used
in a cloud scenario. Local feature description approach
sounds good regarding quality of reproduced image [13].
It decides the reconstruction of the image by searching the
similarity pattern over the entire available data sets. In the
cloud scenario, it may encounter a huge database search.
Searching and retrieving of the image over the internet may
also be carried out by using the description of the images
such as outline, semantic contents, segmentation of mov-
ing targets, sub-band coding and multiple hypergraph rank-
ing [14–18].
However, all these methods suffer from one or more
drawbacks such as large search area/database, the speed of
search, quality of reproduced image and the method of re-
moving the redundancies. Intra prediction and transform is
another popular approach for image compression [19, 20].
However, this approach suffered by the requirement of a
highly correlated encoder and decoder. Hence, there is a
need for a new mechanism to deal with the big data arises
from future multimedia communication.
BMA is a tool used for the judgment of matching blocks
in video frames or images for motion estimation. This
finds a matching block from a reference frame i and in
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some other incoming (reference) frame j. BMA provides
increased efficiency in interframe compression by identify-
ing the temporal redundancy in the video sequence. This
approach utilizes different cost functions to decide whether
a given block in frame j matches the search block in frame
i or else. Unlike its counterparts, BMA does not require
a huge database search to reconstruct the image. It only
searches the resemblance in the next immediate frame. The
reconstruction quality of the image is also fair enough as
it is based on the motion estimation in the successive im-
ages/frames.
Hence, BMA is preferred in the proposed compression
module. Table 1 provides a brief summary of the various
approaches to the image compression.
2.2 Cloud-based multimedia data storage
In the recent years, multimedia data processing over the
cloud had become prominent due to the increasing use of
image/video in social media platforms. Significant efforts
were reported describing the progress of multimedia data
processing over the cloud-based environment. A cloud-
based multimedia platform for image and video processing
is discussed by Gadea et al. [21]. However, this approach
does not emphasize the reduction of storage requirement
of multimedia data and its dependence upon the capacity
of cloud environment for data storage. An SOA module for
medical image processing using cloud computing was pro-
posed by Chiang et al. [22]. However, this effort was also
dependent on the ability of the cloud to store and process
the multimedia data and never considered the cost incurred
towards the data storage.
Zhu et al. [23] had discussed the multimedia cloud com-
puting in detail. They concentrated on the storage and
processing of multimedia data and proposed a multimedia
cloud. This approach was stuck up by the need of a sepa-
rate arrangement for storing and processing the multimedia
data in the cloud environment. In a server-based multime-
dia computing, a set of server deals with multimedia com-
puting and the clients are controlled by the servers [24].
However, this method was suffered from the deployment
cost. In peer to peer (P2P) multimedia computing, com-
puting task was carried out in a piecewise manner between
the peers [25]. This had improved the scalability at the
cost the quality of service (QoS). Content delivery network
(CDN) reduced the communication overhead. However,
this approach was stuck up by the scalability challenge due
to limited server capabilities [26, 27].A data middleware
is proposed in [28] to overcome the I/O bottleneck issues
of big data legacy applications. However, this approach
was developed to support the requirements of the document
stores.
A dedicated media cloud concept is proposed in [29],
wherein the cloud is only meant to process the multime-
dia data. A scale invariant feature transform was reported
in [30] for image compression over the cloud. This ap-
proach was based on searching the similarity from all the
images stored in the cloud, as the search accuracy was en-
tirely dependent on the number of images available for the
search. Recently a framework for multimedia data process-
ing over the heterogeneous network was proposed [33].
All these methodologies never considered the huge stor-
age memory requirement and allied overheads for the on-
demand video/image access by the users.
3 Proposed approach
Cloud computing is the best alternative to cope with the
huge data storage requirement. The cloud computing may
solve the data storage requirements at the cost of a huge
monetary and infrastructure overhead. As the cloud ser-
vices were based on the ’pay-per-use’ concept, end users
have to pay these overheads. The data storage cost may be
minimized by compressing the image data before storage
and decompressing it as and when required. This approach
may minimize the monetary overheads by a great deal.
A cloud-based compression and decompression mecha-
nism (CDM) will solve this purpose. Hence, in this paper, a
CDM has been reported to cater the need of video data stor-
age over the cloud infrastructure. It utilizes the interframe
coding to compress the incoming images with minimal bur-
den on cloud resources. In general, a cloud had structured
with three main layers of operation such as infrastructure
as a service (IaaS); Platform as a service (PaaS) and Soft-
ware as a service (SaaS). Each of them is meant for provid-
ing some specialized services to the cloud users. The IaaS
layer deals with the storage of data on cloud mechanism.
Hence, we suggest a CDM module at each virtual machine
(VM) as a software abstraction in IaaS layer of the cloud to
store the video data in the compressed form. Table 2 pro-
vides a brief comparison of the proposed method with ex-
isting approaches for processing multimedia data over the
cloud.
In this analysis, an H.264 based interframe predictive cod-
ing is used for eliminating the temporal and spatial redun-
dancy in video sequences for effective compression. In
typical prophetic coding approach, the distinction between
the present frame and the anticipated frame had coded and
transmitted. The anticipated frame had been dependent on
the previous frame. The transmission bit rate is directly
proportional to the prediction of the video frame.
This approach was accurate for a still picture. However,
for video sequences with a large motion, a better prediction
is possible only with the proper information of the moving
objects. Motion compensation (MC) is the phenomenon,
which utilizes information of the displacement of an object
in consecutive frames for reconstruction of a frame.
The proposed CDM module consists of an encoder and
decoder as shown in Fig. 2. At the encoder side the first
frame of the image/video sequence is initially considered
as the reference frame. The next frame is considered as the
incoming frame. The individual image is divided into mac-
roblocks of desired dimensions (i.e.16×16, 8×8, 4×4). In
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Figure 2: Conceptual diagram of the proposed CDM.
this study, the block-matching algorithm (BMA) is used as
an MC tool for interframe predictive coding. BMA works
on a block-by-block basis. It finds a suitable match for each
block in the current frame from the reference frame.
The comparison eliminates the similar part from the par-
ticular block of the current frame and provides a pixel (pel)
position from which the motion (difference) appears. This
pixel position is called as a motion vector (MV) corre-
sponding a particular block of the image. This is a two-
bit parameter (x, y) which is searched in either direction
of a particular pixel with a search range parameter d. The
search procedure is repeated for all pixel of a block, and
a single motion vector is achieved. Hence, an image con-
sists of MVs proportional to its block size. Thus, an ef-
fective compression may be achieved by transmitting only
MVs rather than the entire frame along with the reference
frame. Computationally lightweight search criteria’s (cost
functions) such as Peak signal to noise ratio (PSNR), Mean
square error (MSE) and Mean absolute error (MAE) is used
for the evaluation of a suitable match. Fig. 2 shows the ar-
chitecture of the proposed concept. At the decoder side, the
reference image and the MV information of the compressed
image are required for the reconstruction of the image. The
corresponding matching block is predicted based on the in-
formation of MVs and search range parameter d. Thus, the
image is reconstructed by computing a block for each MV.
The quality of the reconstructed image is validated by its
PSNR value. The proposed mechanism may run as a soft-
ware part with each VM in the cloud. Whenever, image/
video data is to be processed, this module will perform the
compression or decompression as per the use requirement.
This module will not incur any monitory or tactical bur-
den on the existing mechanism, as no additional hardware
is required. In this way, it may be the best alternative for
reduction of data storage size and cost for the image/video
data.
Figure 3: Concept of macroblock matching [34].
4 Result and discussions
Fig. 3 shows the basic concept of BMA. It consists of a
macroblock of M ×N size, which is to be searched within
a search window of size d in all directions of the macro
block. The typical block size is of the order of 16 × 16
pixels. The output of a cost function influences the mac-
roblock matching with each other. A macroblock with the
least cost is the most excellent equivalent to current block
under search.
Eq. 1 to 3 provides the computationally efficient, cost func-
tions such MAE; MSE; and PSNR. ‘CPU TIME’, an in-
build function of MatLab, is used to estimate the compu-
tational time for the proposed method. In block matching
approach, the CDM divides the incoming frame into a ma-
trix of macroblocks. This macroblock are compared with
the equivalent block and its neighboring blocks in the ref-
erence (previous) frame.
The process forms a two-dimensional vector, which in-
dicates the motion of a macroblock from one position to
another in the reference frame. The motion in the incom-
ing frame is anticipated based on the movement of all the
macroblocks in a frame. To have an accurate macroblock
match, the search range is confined to d pels in all four
directions of the equivalent macroblock in the reference
frame. d is the search range restriction and is proportional
to the nature of motion.
MAE(dx, dy) =
1
MxN
M−1∑
i=0
N−1∑
j=0
|C(x, y)−R(x, y)|
(1)
MSE(dx, dy) =
1
MxN
M−1∑
i=0
N−1∑
j=0
|C(x, y)−R(x, y)|2
(2)
PSNR(dB) = 10log10
[
255√
MSE
]
(3)
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Here, C(x,y) = the pels in the current macroblock and
R(x,y) = the pels in the reference block. M and N= the
size of the macroblock.
A motion compensated image is formed with the knowl-
edge of motion vectors and macroblocks from the refer-
ence frame. The cost functions like PSNR and MSE are
used to determine the quality of the prediction while CPU
TIME was used to estimate the computational complexity.
The full search (FS) algorithm involves large computations
for block matching purpose since the cost functions were
calculated at each possible position in the search range.
Hence, BMA provides an excellent match with highest
PSNR but at the cost of enormous computation. Fast BMAs
like the 3-step search (TSS) and 4-step search (FSS) [35]
provide a compatible PSNR with that of FS method with re-
duced computation. Hence, in the proposed work, the fast
BMAs had been evaluated in the cloud environment along
with FS method. The different macroblock size is also
used to predict the performance of the proposed module.
The performance of the cloud setup under these conditions
is also evaluated. Fig. 4 shows the software abstraction
used for the experimentation of the proposed method. Here
the virtualization has been achieved by using the VMware
workstation with Windows 7 as the host OS. Two VMs
were also created on the host OS with Windows 7 as the
guest OS. The performance was analyzed by executing the
algorithms on the host OS.
Figure 4: CDM deployment in cloud environment.
The performance of the FS, TSS and FSS was verified with
a standard block size of 16×16 pels. Further, the evaluation
was carried out with a block size of 8× 8 and 4× 4 pels to
decide the accuracy of the image reconstruction. Two gray
scale images were captured and stored in BMP format with
a width of 320 pels, the height of 240 pels and a depth of
8 bits. Table 3 summarizes the results of BMA algorithms
along with different block size. From Table 3, it is evi-
denced that lower the macroblock size higher is the detec-
tion accuracy. The results obtained from choosing 16× 16
or 8× 8 macroblock size were also compatible with that of
4 × 4 macroblock size. Hence depending on the need of
the application a particular block size may be chosen. The
PSNR, in all cases, is well above 30dB. This is required for
the proper reconstruction of the image/video at the receiver
side [36]. The CPU time indicates the total time required
by the CDM module to complete the encoding as well as
decoding operation. By observing the ’CPU time’ reading
for all the algorithms with different block size, it may be
inferred that the proposed module is competent enough to
be used in the real-time applications also. The fair PSNR
value and the ’CPU time’ parameters indicate a competitive
QoS regarding the reconstructed images.
The proposed method may be easily adapted for the con-
tinuous video streams. In this case, the reference image
frame will be exchanged with a particular incoming frame,
if its PSNR degrades below 30dB after reconstruction. The
principle advantage of the CDM module is the reduction in
the storage size (memory) for the video data. The storage
size of a gray scale image is estimated by using Eq. 4.
FS(bytes) =
[
HP × VP ×BD
8
]
(4)
Where FS=File size; HP= Horizontal pels; VP= Vertical
pels; BD= Bit depth.
In traditional data storage, aM ×N size video frame re-
quires MxN bits of memory. However, in the case of CDM
approach, the video frame had been divided into n equal
sized macroblocks, and each macroblock is represented by
its motion vector(x,y). Each motion vector requires only
two bits for its storage. Hence, a video frame with n mac-
roblocks requires only 2n bits for its storage. Thus, the
storage requirement has been reduced significantly. Table
4 summarizes the storage requirement with the proposed
approach for an image/frame size of 320× 240 pels with a
8-bit depth.
The approach proposed in [17] depends on the hypothe-
sis that large-scale images in the cloud were always avail-
able for the similarity search. This methodology was tested
on the commercially available database ‘ZubBud’. The
highest PSNR of 33.57dB for the reconstructed image was
obtained by using this method. The approach proposed
in [23], [29] and [31] never commented on the reconstruc-
tion quality of the image/video. The approach proposed
in [30] used a separate encoder/decoder mechanism for the
image data compression and decompression in the cloud.
The methodology was verified by using INRIA Holiday
data set. This methodology provided the highest PSNR of
29.65dB for the reconstructed image.
In the present analysis, an indigenously captured im-
age sequence is used for analysis. The proposed method-
ology provides a highest PSNR of 39.50dB with a TSS.
However, for FS and FSS methodology, the resulted PSNR
value is higher than the highest value of methods in [17]
and [30]. Moreover, the existing methodologies suffer from
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Algorithm Block Size CPU Time PSNR(dB) MSE MAE
(M ×N ) (s)
Full Search(FS)
16× 16 18.04 33.75 10.90 3.30
8× 8 22.50 36.42 14.81 3.84
4× 4 39.03 37.20 18.48 4.29
Three Step Search(TSS)
16× 16 6.67 33.50 33.81 5.38
8× 8 21.93 37.50 11.55 3.34
4× 4 80.40 39.50 7.28 2.69
Four Step Search(FSS)
16× 16 8.85 33.41 29.64 5.44
8× 8 28.06 37.81 10.74 3.32
4× 4 105.70 38.90 8.37 2.90
Table 3: BMA analysis with different macroblock.
Approach Block size No.of Memory
(pels) Macroblock Requirement(bytes)
Traditional – – 76800
FS/TSS/FSS
16× 16 300 75
8× 8 1200 300
4× 4 4800 600
Table 4: Analysis of storage requirements.
Contribution Cloud specific disadvantages
Shi et al. [17] Similarity search image for compression is carried
out by searching database over the entire cloud.
Zhu et al. [23] Separate Cloudlet servers are required.
Similarity search for image compression is carried out by
searching database over the entire Cloud.
Hui et al. [29] Independent media Cloud is required
to process multimedia data.
Yue et al. [30] Separate encoder and decoder mechanism
is required.
Table 5: Cloud specific limitations of the existing methodologies.
Contribution Data set used PSNR (dB)∗
Shi et al. [17] ZubBud [37] 33.57
Zhu et al. [23] – –
Hui et al. [29] – –
Yue et al. [30] INRIA Holiday [38] 29.65
Proposed Approach Original image sequence 39.50
Table 6: QoS analysis of the proposed methodology.
∗ Highest PSNR Value
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(a) (b)
(c) (d) (e)
(f) (g) (h)
(i) (j) (k)
Figure 5: (a) Reference frame,(b) Current frame, (c) FS 16 × 16 block,(d) FS 8 × 8 block,(e) FS 4 × 4 block,(f) TSS
16 × 16 block, (g) TSS 8 × 8 block,(h) TSS 4 × 4 block,(i) FSS 16 × 16 block, (j) FSS 8 × 8 block and (k) FSS 4 × 4
block.
Algorithm Macroblock size CPU Usage (%) Memory Usage (%)
FS
16 ×16 block 7 36
8 ×8 block 4 36
4 ×4 block 2 36
TSS
16 ×16 block 5 36
8 ×8 block 3 35
4 ×4 block 1 35
FSS
16 ×16 block 4 35
8 ×8 block 2 36
4 ×4 block 1 36
Table 7: CDM performance in cloud environment.
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the drawback of the vast search area in the cloud or a sep-
arate and dedicated cloud arrangement for the multimedia
data processing.
However, the proposed module only depends upon the
information of the incoming and previous frame for its op-
eration. Hence, the storage requirements and search oper-
ation are reduced to a great deal. This module does not
require any separate hardware arrangement and will work
as a software abstraction in the cloud infrastructure. This is
the catch line advantage of the proposed approach over the
other reported methods.
Fig. 5 depicts the motion compensated video frames,
and it may be concluded that the fast BMA overrules the
computational burden with FS BMA, without consider-
able compromise with the quality of the reconstructed im-
age. The different block size is also an added advantage to
achieve a fair quality of the reconstructed image.
Fig. 6 shows the cloud performance for the proposed
CDM module with the help of ‘resource manager’. The
performance has been analyzed regarding CPU and mem-
ory usage. Table 7 gives the performance analysis of the
proposed setup under cloud environment. It is evident from
Table 7 that the proposed module never accessed the net-
work resources to perform its operation.
The physical memory usage is also constant around 35-
36% throughout the analysis for different BMA. The CPU
usage is varied according to the macroblock size. In all
cases, the CPU usage never increased beyond 10% of its
maximum capacity. This indicates that the proposed mod-
ule works without causing an additional burden on the
available resources.
Figure 6: CPU and memory performance for the proposed
module for FS (16× 16 block).
5 Conclusions
The paper reports CDM, a compression and decompression
module for cloud-based video data processing and storage.
This module may be placed in each VM as a software ab-
straction at IaaS (SasIaas) layer of the cloud architecture.
The novelty of the present work is the analysis of BMA
with different block size in a cloud environment. With the
proposed module, the requirement of a dedicated cloud for
data processing and storage has been overruled. With the
deployment of the proposed module, the multimedia data
storage requirement is reduced with minimal overheads.
The proposed module demonstrated a fair QoS regarding
the reconstructed images. Hence, this approach may be the
best candidate for the future generation information pro-
cessing technology. In future, efforts may be initiated to
design an adaptive CDM module to minimize the trade-off
between a selection of a precise BMA algorithm along with
a suitable block size for a specific application.
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