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Abstract
The recovery of images from the observations that are degraded by a linear operator and fur-
ther corrupted by Poisson noise is an important task in modern imaging applications such as
astronomical and biomedical ones. Gradient-based regularizers involve the popular total varia-
tion semi-norm have become standard techniques for Poisson image restoration due to its edge-
preserving ability. Various efficient algorithms have been developed for solving the correspond-
ing minimization problem with non-smooth regularization terms. In this paper, motivated by the
idea of the alternating direction minimization algorithm and the Newton’s method with upper
convergent rate, we further propose inexact alternating direction methods utilizing the proximal
Hessian matrix information of the objective function, in a way reminiscent of Newton descent
methods. Besides, we also investigate the global convergence of the proposed algorithms under
certain conditions. Finally, we illustrate that the proposed algorithms outperform the current
state-of-the-art algorithms through numerical experiments on Poisson image deblurring.
Key words:
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1. Introduction
Image deblurring is a classical ill-conditioned problem in many fields of applied sciences,
including astronomy imaging and biomedical imaging. During the recording of a digital image,
blurring artifacts always arise due to some unavoidable causes, e.g., the optical imaging system
in a camera lens may be out of focus, in astronomy imaging the incoming light in the telescope
may be slightly bent by turbulence in the atmosphere, and the same problem appears due to the
diffraction of light in the fluorescence microscopy.
Mathematically, image blurring process in such applications can often be described as fol-
lows. For simplification we denote the m × n image as a one-dimensional vector in RN(N = mn)
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by concatenating their columns. Let u ∈ RN be the original image. The degradation model is
described by
g = Ku (1.1)
where g ∈ RN is the observed image and K ∈ RN×N is a linear blurring operator. Since the
linear operator K cannot be inverted, and g is also possibly contaminated by random noises,
the recovery of u from the noisy version f of the blurred observation g is a ill-posed problem.
Variational image restoration methods based on the regularization technique are the most popular
approach for solving this problem. Typically, the variational model corresponds to solving the
following minimization problem
min
u
D f (u) + J(u) (1.2)
where D f (u) is a data fidelity term which is derived from the the noise distribution, and J(u) is a
regularization term for imposing the prior on the unknown image u.
Generally, the data fidelity term controls the closeness between the original image u and the
observed image f . It takes different forms depending on the type of noise being added. For
example, it is well known that the l2-norm fidelity
D f (u) = ‖Ku − f ‖22 (1.3)
is used for the additive white Gaussian noise. Such fidelity term is mostly considered in literature
for its good characterization of noise of a optical imaging system. However, non-Gaussian noises
are also presented in the real imaging, e.g., Poisson noise is generally observed in photon-limited
images such as electronic microscopy [1], positron emission tomography [2] and single photon
emission computerized tomography [3]. Due to its important applications in medical imaging,
linear inverse problems in presence of Poisson noise have received much interest in literature
[8, 14, 15]. The likelihood probability of the Poisson noisy data f is given by
p( f |Ku) =
N∏
i=1
((Ku)i) fi
fi! e
−(Ku)i . (1.4)
Based on the statistics of Poisson noise and maximum a posterior (MAP) likelihood estima-
tion approach, a generalized Kullback-Leibler (KL)-divergence [4] arises as the fidelity term for
Poisson deconvolution variational model, i.e.,
D f (u) = 〈1, Ku〉 − 〈 f , log(Ku)〉. (1.5)
Besides the fidelity term, a regularization term is also needed to restrain the noise amplifica-
tion and avoid other artifacts in the recovered image. A simple but efficient idea is to use sparse
representation in some transform domain of the unknown image u. The choice of transform do-
main is crucial to obtain a suitable solution, and one popular choice is the total variation (TV)
[5] due to the strong edge-preserving ability. In this case, we obtain the classical TV-KL model
for Poisson image deblurring:
min
u≥0
〈1, Ku〉 − 〈 f , log(Ku)〉 + λ‖∇u‖1 (1.6)
where λ > 0 is a regularization parameter, and ‖∇u‖1 =
∑N
i=1 ‖(∇u)i‖2 with (∇u)i = ((∇u)1i , (∇u)2i )
is the total variation regularization. Since the pixel values of images represent the number of
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discrete photons incident over a given time interval in this application, we demand that u ≥ 0 in
model (1.6). Another selection for the regularizer term is the wavelet tight framelets [6, 7, 8],
which have also been proved to be efficient but may need more computational cost associated
with the wavelet transform and inverse transform. In the last several years, the relationship
between the total variation and wavelet framelet has also been revealed [9, 10].
In this paper, we focus our attention on the TV-KL model (1.6). Due to the complex form of
the fidelity term (1.5), the ill-posed inverse problem in presence of Poisson noise has attracted
less interest in literature than their Gaussian counterpart. Recently, Sawatzky et al. [11] proposed
an EM-TV algorithm for Poisson image deblurring which has been shown to be more efficient
than earlier methods, such as TV penalized Richardson-Lucy algorithm [17]. S. Bonettini et
al. [12, 13] also developed gradient projection methods for TV-based image restoration. Later
on, the augmented Lagrangian framework [14, 15, 16], which has been successfully applied to
various image processing tasks, has been used for solving the TV-KL model. In particular, in
[15] a very effective alternating direction method of multipliers (ADMM) called PIDAL was
proposed for image deblurring in presence of Poisson noise, where a TV denoising problem is
solved by Chambolle’s algorithm in each iteration. It has been proved to be more efficient than
the ADMM algorithm proposed in [14]. The relation between the two ADMMs with and without
nested iteration has been analyzed in [8].
Although the augmented Lagrangian methods have been shown to be very useful, inner iter-
ations or inverse operators involving the linear operator K and Laplacian operator are required
in each iteration. Besides, at least three auxiliary variables, which may reduce the convergence
speed of the iterative algorithm, need to be introduced in the augmented Lagrangian method
due to the fidelity term is non-quadratic. In order to further improve the efficiency of the aug-
mented Lagrangian method, alternating direction minimization methods based on the linearized
technique have been widely investigated [18, 19, 20, 21] very recently. The key idea of these
methods is to use the proximal linearized term instead of the whole or part of the augmented
Lagrangian function. As a result, sub-minimization problems which have closed solutions are
obtained in the iteration process. In literature [18], an efficient optimization algorithm using
the linearized alternating direction method was proposed, and further applied to solve the TV
minimization problem for multiplicative Gamma noise removal. Numerical examples demon-
strate that it is more efficient than the augmented Lagrangian algorithms in this application. The
primal-dual hybrid gradient (PDHG) method proposed by Zhu et al. [22] is another efficient
iterative algorithm. The core idea is to alternately update the primal and dual variables by the
gradient descent scheme and the gradient ascend scheme. The recent study on variants of the
original PDHG algorithm, and on the connection with the linearized version of ADMM reveals
the equivalence relation between the two algorithms framework. For more details refer to [19, 24]
and the references cited therein.
However, in the previous linearized alternating direction methods, the second-order deriva-
tive (or the Hessian matrix) of the objective function of the sub-minimization problem is just
approximated by an identity matrix multiplied by some constant. This approximation is obvi-
ously not exact in most cases, and therefore may reduce the convergence speed of the iterative
algorithms. In fact, from the numerical comparison shown in section 4 we find that the conver-
gence rate of the linearized alternating direction method proposed in [18] is obviously influenced
by the inexact linearized approximation while applying it to solve the TV-KL model for Poisson
image deblurring. It is observed that the computational efficiency of the linearized alternating
direction is even lower than the previous augmented Lagrangian algorithms such as the PIDAL
algorithm. Refer to the experiments below for details.
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The main contribution of this work is to propose a novel inexact alternating direction method
utilizing the second-order information of the objective function. Specifically, in one sub-minimization
problem of the proposed algorithm, the solution is obtained by a one-step iteration, in a way rem-
iniscent of Newton descent methods. In other words, the second-order derivative of the corre-
sponding objective function in the sub-minimization problem is just approximated by a proximal
Hessian matrix which can be computed easily, rather than a constant multiplied by the identity
matrix. The improved iterative algorithm is proved to be more efficient than the current state-of-
the-art methods with application to Poisson image deblurring, including the PIDAL algorithm
and the linearized alternating direction methods.
The rest of this paper is organized as follows. In section 2 we briefly review the recently
proposed proximal linearized alternating direction (PLAD) method [18]. In section 3, in order to
overcome the drawback of the previous linearized alternating direction method, we develop an
inexact alternating direction method based on the Newton descent algorithm. The updating strat-
egy of the proximal Hessian matrix in the Newton descent algorithm is also discussed, and then
the convergence of the proposed algorithms is further investigated under certain conditions. In
section 4 the numerical examples on Poisson image deblurring problem are reported to compare
the proposed algorithms with the recent state-of-the-art algorithms.
2. Existing algorithms
In this section, we briefly review the PLAD method proposed in [18], and through further
investigation we find that the PLAD method can be regarded as a linearized version of another
widely used iterative algorithm—-primal-dual hybrid gradient algorithm (PDHG), which was
firstly proposed by Zhu et.al [22].
Fist of all, we consider the following TV regularized minimization problem
min
u∈U
D f (u) + λ‖∇u‖1 (2.1)
where U = [umin, umax]N . Note that (2.1) can also be reformulated as a constrained optimization
problem as follows
min
u∈U,d
{
D f (u) + λ‖d‖1 | ∇u = d
}
. (2.2)
The augmented Lagrangian function for (2.2) is given by
Lα(u, d, p) = D f (u) + λ‖d‖1 + 〈p, d − ∇u〉 + α2 ‖d − ∇u‖
2
2. (2.3)
Therefore, the well-known ADMM for solving (2.2) can be formulated as

uk+1 = arg min
u∈U
{
D f (u) + 〈pk, dk − ∇u〉 + α2 ‖dk − ∇u‖22
}
,
dk+1 = arg min
d
{
λ‖d‖1 + 〈pk, d − ∇uk+1〉 + α2 ‖d − ∇u
k+1‖22
}
,
pk+1 = pk + α(dk+1 − ∇uk+1).
(2.4)
The solution uk+1 of the first subproblem in (2.4) satisfies the first-order optimality condition,
i.e., it is the solution of the following nonlinear system of equations:
∇D f (u) − α∆u + div(pk + αdk) = 0
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which has no closed solution. Note that we have div = −∇T .
Therefore, the linearization of the convex function D f (u) + α2 ‖dk − ∇u‖22 is adopted and the
first subproblem of (2.4) is simplified as
uk+1 = arg min
u∈U
{
〈∇D f (uk) + αdiv(dk − ∇uk), u − uk〉 + 〈pk, dk − ∇u〉 + 12δ‖u − u
k‖22
}
. (2.5)
Substituting the first subproblem in (2.4) with (2.5), we obtain the PLAD algorithm proposed in
[18], which is given by

uk+1 = arg min
u∈U
{
〈∇D f (uk) + αdiv(dk − ∇uk), u − uk〉 + 〈pk, dk − ∇u〉 + 12δ ‖u − uk‖22
}
,
dk+1 = arg min
d
{
λ‖d‖1 + 〈pk, d − ∇uk+1〉 + α2 ‖d − ∇u
k+1‖22
}
,
pk+1 = pk + α(dk+1 − ∇uk+1).
(2.6)
Note that the second-order information of the objective function is just approximated by 1
δ
I,
which is obviously inexact.
Choose D f (u) = 〈1, Ku〉 − 〈 f , log(Ku)〉 in (2.1). Then we obtain the PLAD algorithm for
solving the TV-KL model as follows:

uk+1 = PU
(
uk − δ
(
KT
(
1 − fKuk
)
+ αdiv(dk − ∇uk) + divpk
))
,
dk+1 = shrink
(
∇uk+1 − p
k
α
, λ
α
)
,
pk+1 = pk + α(dk+1 − ∇uk+1)
(2.7)
where PU denotes the projection onto the set U. In order to avoid the special case of Kuk = 0 in
the u-iteration step, we choose umin = 1 in the following experiments, which is also adopted for
the proposed algorithms. The shrinkage operator is componentwise, i.e., it is defined by
shrink(s, c)i = max (‖si‖2 − c, 0) si
‖si‖2
where si ∈ R2.
The PLAD algorithm can also be regarded as a linearized version of the state-of-the-art
PDHG proposed in [22, 23, 24]. Consider the minimization problem
min
u∈U
D f (u) + J(Bu)
where both D f and J are convex and lower-semicontinuous (l.s.c.) functions, and B is a linear
operator. The original PDHGMp in [23, 24] can be expressed as follows

uk+1 = arg min
u∈U
D f (u) + 12τ ‖u − (uk − τBT ¯bk)‖22,
bk+1 = arg min
b
J∗(b) + 12σ ‖b − (bk + σBuk+1)‖22,
¯bk+1 = bk+1 + θ(bk+1 − bk).
(2.8)
where J∗ is the convex conjugate of J. Let B = ∇, J(Bu) = λ‖∇u‖1, τ = δ and σ = α. Then
utilizing the celebrated Moreau’s identity [25]
u = (1 + σF)−1(u) + σ(1 + σ−1F∗)−1(σ−1u),
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equations (2.8) can be reformulated as

uk+1 = arg min
u∈U
D f (u) + 12δ ‖u − (uk − δ∇T ¯bk)‖22,
dk+1 = arg min
d
λ‖d‖1 + α2 ‖d − (∇uk+1 + α−1bk)‖22,
bk+1 = bk + α(∇uk+1 − dk+1),
¯bk+1 = bk+1 + θ(bk+1 − bk).
(2.9)
Choose θ = 1, bk = −pk, ¯bk = −p¯k, and replace D f (u) by its linearized version D f (uk) +
〈∇D f (uk), u − uk〉. Then we can easily deduce the PLAD algorithm shown in (2.6).
3. Proposed inexact alternating direction method based on the Newton descent algorithm
3.1. Algorithm description
Consider the u-subproblem in (2.4). Let
G(u) = D f (u) + 〈pk, dk − ∇u〉 + α2 ‖d
k − ∇u‖22.
It is easy to observe from the first formulas of (2.6) and (2.7) that the solution uk+1 in the PLAD
algorithm is obtained by
uk+1 = PU(uk − δ∇G(uk)) (3.1)
which implies that an approximate solution of the u-subproblem in (2.4) is obtained by the pro-
jection gradient descent algorithm, which only utilizes the first-order information of the objective
function, typically have a sub-linear convergence rate. It is well-known that Newton or quasi-
Newton methods, which further utilize the Hessian matrix of the objective function, have been
presented with a super-linear convergence rate. This fact motivates us to design a more efficient
algorithm based on the Newton methods to obtain an approximate solution of the u-subproblem.
Here we adopt the expression of the Newton descent algorithm, i.e., the solution uk+1 is obtained
by an one-step projection Newton descent algorithm as follows.
uk+1 = PU(uk − ωk(∇2G(uk))−1∇G(uk)) (3.2)
where ωk ∈ [0, 1] is the relaxed parameter. The iterative formula (3.2) can be reformulated as
uk+1 = PU
(
uk − ωk(∇2D f (uk) + α∇T∇)−1
(
∇D f (uk) + αdiv(dk − ∇uk) + divpk
))
(3.3)
Here we assume that the Hessian matrix ∇2D f (uk) + α∇T∇ is inverse.
In what follows, we consider the special case of TV-KL model for Poisson image deblurring.
In this case, we have D f (u) = 〈1, Ku〉 − 〈 f , log(Ku)〉, and (3.3) can be reformulated as
uk+1 = PU
uk − ωk
(
KT
( f
(Kuk)2
)
K + α∇T∇
)−1 (
KT
(
1 − f
Kuk
)
+ αdiv(dk − ∇uk) + divpk
) .
(3.4)
However, the computation of the inverse of the operator Lk = KT
( f
(Kuk)2
)
K +α∇T∇ is difficult in
the update formula (3.4). One simple strategy is to use a proximal Hessian matrix ˜L = δkKT K +
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α∇T∇, which is a block-circulant matrix with periodic boundary conditions and hence can be
easily computed by fast Fourier transforms (FFTs), instead of the original operator Lk. In this
situation, we obtain the following inexact alternating direction method based on the Newton
descent algorithm with adaptive parameters (IADMNDA):

uk+1 = PU
(
uk − ωk(δkKT K + α∇T∇)−1
(
KT
(
1 − fKuk
)
+ αdiv(dk − ∇uk) + divpk
))
,
dk+1 = shrink
(
∇uk+1 − p
k
α
, λ
α
)
,
pk+1 = pk + α(dk+1 − ∇uk+1).
(3.5)
In the proposed IADMNDA algorithm (3.5), a parameter δk is used to approximate the term f(Kuk)2
in the operator Lk, and therefore Lk is replaced by a simple block-circulant matrix ˜L.
In what follows, we further discuss the selection of the parameters δk and ωk in the IADM-
NDA algorithm. For the relaxed parameter ωk, we choose it to satisfy that
uk − ωkrk ∈ U (3.6)
for guaranteeing the convergence of the proposed algorithm. Here
rk = (δkKT K + α∇T∇)−1
(
KT
(
1 − f
Kuk
)
+ αdiv(dk − ∇uk) + divpk
)
.
In the Poisson image deblurring problem, we always choose umax = +∞, and hence the condition
(3.6) comes into existence while choosing ωk monotone non-increasing and small enough. In
this setting, the projection operator PU can be removed from the first formula of (3.5).
For the parameter δk, one strategy is to update its value in the iterative step according to
the widely used Barzilai-Borwein (BB) spectral approach [26]. Let v = Ku, vk = Kuk, and
H(v) = 〈1, v〉 − 〈 f , log v〉. The parameter δk is chosen such that δkI mimics the Hessian matrix
∇2H(v) over the most recent step. Specifically, we require that
δk = arg min
δ
‖∇H(vk) − ∇H(vk−1) − δ(vk − vk−1)‖2, (3.7)
and immediately get
δk =
〈(
1 − fKuk
)
−
(
1 − fKuk−1
)
, Kuk − Kuk−1
〉
‖Kuk − Kuk−1‖22
. (3.8)
The whole process of the proposed algorithm is summarized as Algorithm 1. It is observed that
the update of δk introduces the extra convolution operation including in Kuk. Therefore, one
simple strategy is to use a unchanged value for δk during the iteration, i.e., δk ≡ δ, where δ is a
constant. In this setting, we abbreviate the proposed algorithm as IADMND.
3.2. Convergence analysis
In this subsection, we further investigate the global convergence of the proposed IADMND(A)
algorithms for Poisson image deblurring under certain conditions. The bound constrained TV
regularized minimization problem (2.2) can be reformulated as
min
u,d
{
D f (u) + ιU(u) + λ‖d‖1 | ∇u = d
}
(3.9)
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Algorithm 1 Proximal Hessian matrix based inexact alternating direction method with adaptive
parameter (IADMNDA) for Poisson image deblurring
Input: observation f ; regularization parameter λ; parameters δ0 and α; inner iteration num-
ber m.
Initialization: k = 0; u0 = f ; d0 = ∇ f ; p0 = 0; δ0 = δ0; ω−1 = 1.
Iteration:
(i) update u:
rk = (δkKT K + α∇T∇)−1
(
KT
(
1 − fKuk
)
+ αdiv(dk − ∇uk) + divpk
)
;
update ωk according to (3.6);
uk+1 = uk − ωkrk;
(ii) update d:
dk+1 = shrink
(
∇uk+1 −
pk
α
, λ
α
)
;
(iii) update p:
pk+1 = pk + α(dk+1 − ∇uk+1);
update δk+1 according to (3.8);
(iv) k = k + 1;
until some stopping criterion is satisfied.
Output the recovered image u = uk+1.
where ιU denotes the indicator function of set U, i.e., ιU(x) = 0 if x ∈ U and ιU(x) = +∞
otherwise.
Assume that (u∗, d∗) is one solution of the above bound constrained optimization problem
corresponding to TV-KL model with D f (u) = 〈1, Ku〉− 〈 f , log(Ku)〉, and p∗ is the corresponding
Lagrangian multiplier. Then the point (u∗, d∗, p∗) is a Karush-Kuhn-Tucker (KKT) [27] point of
problem (3.9), i.e., it satisfies the following conditions:
∇D f (u∗) − ∇T p∗ + ∂ιU(u∗) ∋ 0,
λ∂‖d∗‖1 + p∗ ∋ 0, (3.10)
d∗ = ∇u∗
where ∂ιU(u∗) denotes the set of the subdifferential of ιU at u∗, and ∂‖d∗‖1 denotes the set of the
subdifferential of ‖·‖1 at d∗. From literature [28] we know that ∂ιU(u∗) is also equal to the normal
cone NU(u∗) at u∗. Besides, assume that the convex function D f (u) satisfies:
γD‖K(u1 − u2)‖22 ≤ (u1 − u2)T∇2D f (u)(u1 − u2) ≤ γD‖K(u1 − u2)‖22 (3.11)
for any u, u1, u2 ∈ U, where γD and γD are two positive constants (the estimation of γD and γD is
discussed at the end of this section).
Theorem 3.1. (The convergence of the proposed IADMNDA algorithm) Let {uk, dk, pk} be the
sequence generated by the IADMNDA algorithm with δmin = min
k
δk ≥ γD, δmax = max
k
δk < +∞,
max
k
(δk+1 − δk) ≤ γD and ‖KT K‖2 > 0. Then {uk} converges to a solution of the minimization
problem (2.1).
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Proof: Denote Lk = (ωk)−1
(
δkKT K + α∇T∇
)
. According to the iterative formula with respect
to u we know that uk+1 is the solution of the minimization problem
min
u∈U
{
〈∇D f (uk) + αdiv(dk − ∇uk) + divpk, u − uk〉 + 12(u − u
k)T Lk(u − uk)
}
. (3.12)
Therefore, the sequence {uk, dk, pk} generated by the IADMNDA algorithm satisfies

∇D f (uk) + Lk(uk+1 − uk) + α∇T (∇uk − dk − α−1 pk) + ∂ιU(uk+1) ∋ 0,
λ∂‖dk+1‖1 + α(dk+1 − ∇uk+1 + α−1 pk) ∋ 0,
pk+1 = pk + α(dk+1 − ∇uk+1)
(3.13)
where ∂‖dk+1‖1 denotes the set of the subdifferential of ‖ · ‖1 at dk+1. Due to (u∗, d∗, p∗) is one
solution of (3.9), it is also the KKT point that satisfies:

∇D f (u∗) − ∇T pk + ∂ιU(u∗) ∋ 0,
λ∂‖d∗‖1 + pk ∋ 0,
p∗ = p∗ + α(d∗ − ∇u∗).
(3.14)
Denote the errors by uke = uk − u∗, dke = dk − d∗, and pke = pk − p∗. Subtracting (3.14) from
(3.13), and taking the inner product with uk+1e , dk+1e and pke on both sides of the three equations,
we obtain that

〈∇D f (uk) − ∇D f (u∗), uk+1e 〉 + 〈uk+1e − uke, uk+1e 〉Lk+
α〈∇uke − dke − α−1 pke,∇uk+1e 〉 + 〈rk+1 − r∗, uk+1e 〉 = 0,
λ〈sk+1 − s∗, dk+1e 〉 + α〈dk+1e − ∇uk+1e + α−1 pke, dk+1e 〉 = 0,
−〈pke − pk+1e , pke〉 + α〈∇uk+1e − dk+1e , pke〉 = 0.
(3.15)
where rk+1 ∈ ∂ιU(uk+1), r∗ ∈ ∂ιU(u∗), sk+1 ∈ ∂‖dk+1‖1, and s∗ ∈ ∂‖d∗‖1.
Utilizing 〈x − y, x〉Q = 12
(
‖x‖2Q + ‖x − y‖
2
Q − ‖y‖
2
Q
) (
‖x‖2Q = x
T Qx
)
, and pk+1 = pk + α(dk+1 −
∇uk+1), we can reformulate the third equation of (3.15) as
1
2α
(
‖pk+1e ‖
2
2 − ‖p
k
e‖
2
2
)
−
α
2
‖dk+1 − ∇uk+1‖22 − 〈pke, dk+1e − ∇uk+1e 〉 = 0. (3.16)
Therefore, summing three formulas in (3.15) we can obtain that
〈∇D f (uk) − ∇D f (u∗), uk+1e 〉 + 〈rk+1 − r∗, uk+1e 〉 + λ〈sk+1 − s∗, dk+1e 〉
+
1
2
(
‖uk+1e ‖
2
Lk − ‖u
k
e‖
2
Lk + ‖u
k+1 − uk‖2Lk
)
+
1
2α
(
‖pk+1e ‖
2
2 − ‖p
k
e‖
2
2
)
−
α
2
‖dk+1 − ∇uk+1‖22 + α〈∇uke − dke ,∇uk+1e 〉 + α〈dk+1e − ∇uk+1e , dk+1e 〉 = 0.
(3.17)
Due to ∇D f (uk) − ∇D f (u∗) = ∇2D f (ζk)uke (ζk ∈ [u∗, uk], with [u∗, uk] denoting the line segment
between u∗ and uk), we have
〈∇D f (uk) − ∇D f (u∗), uk+1e 〉 = (uke)T∇2D f (ζk)uk+1e
=
1
2
(
‖uke‖
2
∇2D f (ζk) + ‖u
k+1
e ‖
2
∇2D f (ζk) − ‖u
k+1 − uk‖2
∇2D f (ζk)
)
.
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Besides, we also have dk+1 − ∇uk+1 = dk+1e − dke + dke − ∇uk+1e , and
〈∇uke − dke ,∇uk+1e 〉 = 〈∇uke − ∇uk+1e ,∇uk+1e 〉 + 〈∇uk+1e − dke ,∇uk+1e 〉.
Based on the above three relations, expression (3.17) can be reformulated as
2〈rk+1 − r∗, uk+1e 〉 + 2λ〈sk+1 − s∗, dk+1e 〉 +
1
α
‖pk+1e ‖
2
2 + α‖dk+1e ‖22
+
(
‖uk+1e ‖
2
Lk + ‖u
k+1
e ‖
2
∇2D f (ζk) + ‖u
k
e‖
2
∇2D f (ζk) − α‖∇u
k+1
e ‖
2
2
)
+ α‖dk − ∇uk+1‖22
+
(
‖uk+1 − uk‖2Lk − ‖u
k+1 − uk‖2
∇2D f (ζk) − α‖∇(u
k+1 − uk)‖22
)
≤
1
α
‖pke‖
2
2 + α‖dke‖22 + ‖uke‖2Lk − α‖∇u
k
e‖
2
2.
(3.18)
Due to uk+1, u∗ ∈ U, by the convexity of ιU and the definition of the subdifferential we
conclude that 〈rk+1 − r∗, uk+1e 〉 ≥ 0. Similarly, by the convexity of the function ‖ · ‖1 we also have
that 〈sk+1 − s∗, dk+1e 〉 ≥ 0. Due to δmin ≥ γD, we get
‖uk+1 − uk‖2Lk − ‖u
k+1 − uk‖2
∇2D f (ζk) − α‖∇(u
k+1 − uk)‖22 ≥ (δmin − γD) ‖K(uk+1 − uk)‖22 ≥ 0. (3.19)
Therefore, removing the first two non-negative terms in (3.18), and utilizing the inequalities
(3.19) we obtain that
1
α
‖pk+1e ‖
2
2 + α‖d
k+1
e ‖
2
2 +
(
‖uk+1e ‖
2
Lk + ‖u
k+1
e ‖
2
∇2D f (ζk) + ‖u
k
e‖
2
∇2D f (ζk) − α‖∇u
k+1
e ‖
2
2
)
+α‖∇uk+1 − dk‖22 + (δmin − γD) ‖K(uk+1 − uk)‖22 ≤
1
α
‖pke‖
2
2 + α‖d
k
e‖
2
2 +
(
‖uke‖
2
Lk − α‖∇u
k
e‖
2
2
)
.
(3.20)
According to the definition of ωk in Algorithm 1, we know thatωk is monotone non-increasing,
and hence there exists ω∗ such that lim
k→+∞
ωk = ω∗. Denote ˜Lk = (ω∗)−1
(
δkKT K + α∇T∇
)
. By the
boundedness of δk and lim
k→+∞
ωk = ω∗ we have that
lim
k→+∞
˜Lk − Lk = 0. (3.21)
Since δk+1 − δk ≤ γD, we know that δkKT K + ∇2D f (ζk)  δk+1KT K according to the condition
(3.11). Therefore, by the definition of ˜Lk we further have
‖uk+1e ‖
2
˜Lk
+ ‖uk+1e ‖
2
∇2D f (ζk) − α‖∇u
k+1
e ‖
2
2 ≥ ‖u
k+1
e ‖
2
˜Lk+1
− α‖∇uk+1e ‖
2
2 ≥ 0. (3.22)
Based on (3.20) and (3.22) we immediately get
1
α
‖pk+1e ‖
2
2 + α‖dk+1e ‖22 +
(
‖uk+1e ‖
2
˜Lk+1
− α‖∇uk+1e ‖
2
2
)
+
(
‖uke‖
2
∇2D f (ζk) + ‖u
k+1
e ‖
2
Lk− ˜Lk
− ‖uke‖
2
Lk− ˜Lk
)
+α‖∇uk+1 − dk‖22 + (δmin − γD) ‖K(uk+1 − uk)‖22 ≤
1
α
‖pke‖
2
2 + α‖d
k
e‖
2
2 +
(
‖uke‖
2
˜Lk
− α‖∇uke‖
2
2
)
.
(3.23)
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According to (3.21) we can easily conclude that, there exists some k0 such that
+∞∑
k=k0
(
‖uke‖
2
1
2∇
2D f (ζk) + ‖u
k+1
e ‖
2
Lk− ˜Lk
− ‖uke‖
2
Lk− ˜Lk
)
> 0.
In the next, summing (3.20) from some k0 to +∞ we obtain that
+∞∑
k=k0
‖uke‖
2
1
2∇
2D f (ζk) + α
+∞∑
k=k0
‖∇uk+1 − dk‖22 + (δmin − γD)
+∞∑
k=k0
‖K(uk+1 − uk)‖22
≤
1
α
‖pk0e ‖
2
2 + α‖dk0e ‖22 +
(
‖uk0e ‖
2
Lk0
− α‖∇uk0e ‖
2
2
) (3.24)
which implies that
lim
k→+∞
‖uk − u∗‖21
2∇
2D f (ζk) = 0, limk→+∞ ‖∇u
k+1 − dk‖2 = 0. (3.25)
Due to ‖uk − u∗‖21
2∇
2D f (ζk) ≥
1
2γD‖Ku
k − Ku∗‖22, we get
lim
k→+∞
‖Kuk − Ku∗‖2 = 0.
Due to ‖KT K‖2 > 0, we further have lim
k→+∞
‖uk − u∗‖2 = 0, which implies that {uk} converges to a
solution of the minimization problem (2.1)
Theorem 3.2. (The convergence of the proposed IADMND algorithm) Let {uk, dk, pk} be the
sequence generated by the IADMND algorithm with δ ≥ γD, and ‖KT K‖2 > 0. Then {uk}
converges to a solution of the minimization problem (2.1).
Proof: The proof is analogous to that presented in Theorem 3.1, and the only difference lies in
that δk is replaced by a constant δ. Here we neglect the proof due to limited space.
In the above proof, we observe that the constants γD and γD in (3.11) are crucial for the
convergence of the proposed algorithms, since they decide the range of the parameters δk in
IADMNDA algorithm and δ in IADMND algorithm respectively. For the Poisson image deblur-
ring problem, we have D f (u) = 〈1, Ku〉 − 〈 f , log(Ku)〉. Then we can obtain that
min
i
 fi(Kζ)2i
 ‖K(u1 − u2)‖22 ≤ (u1 − u2)T∇2D f (ζ)(u1 − u2)
= (K(u1 − u2))T diag
( f
(Kζ)2
)
(K(u1 − u2)) ≤ max
i
 fi(Kζ)2i
 ‖K(u1 − u2)‖22
(3.26)
where diag(u) denotes a diagonal matrix with diagonal elements of the components of u. Due to
fmax
(Ku)2
min
and fmin(Ku)2max are upper and lower bounds of
(
fi
(Kζ)2i
)
, they are also some estimation of γD and
γD. In this extreme case, the value of γD is too large and the value of γD is too small, and thus
the parameter δk can be too large, and the “step size” (δkKT K + α∆)−1 can be too small. This
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may cause the proposed algorithms converge very slowly. Therefore, similarly to [18], we use
the average of the second derivative f(Ku)2 instead of the worst estimation of γD and γD, which
implies that a smaller δk can be selected during the implementation of the proposed algorithms.
Assume that Ω j is a collection of the image region with u = u j. When ζ is sufficiently close
to the unknown image u,
E
( f
(Kζ)2
)
≈ E
( f
(Ku)2
)
≈
∑
j
∑
i∈Ω j
fi
(Ku j)2 ≈
∑
j
|Ω j|
(Ku j) ≈ E
(
1
Ku
)
≈
1
E(Ku)
(
1 + Var(Ku)
E2(Ku)
)
(3.27)
where the third approximation equation uses the relation of ∑i∈Ω j fi ≈ |Ω j|E( f ) ≈ |Ω j|(Ku j), and
the last approximation is obtained by the second-order Taylor expansion of the function 1/Ku.
The rough estimation of γD and γD shown in (3.27) depends on the mean and variance of the
unknown blurring image Ku. However, in general, we have Var(Ku) ≪ E2(Ku). Therefore, γD
and γD can be simply approximated by
1/E( f ) or 1/E( f )(1 + Var( f )/E2( f ))
due to E( f ) = E(Ku), which implies that larger δ is demanded for images with smaller image
intensity (corresponding to images with higher noise level).
Besides, in the proof of the convergence of the proposed IADMNDA algorithm, we demand
that max
k
(δk+1−δk) ≤ γD and δk ≥ γD for any k ∈ N. This condition can be satisfied by modifying
the update formula of δk as follows:
δk = min
{
δk−1 + γD,max{˜δ
k, γD}, M
}
(3.28)
where ˜δk is computed by the formula (3.8) in the k-th iteration, and M is a large positive number.
However, in our experiments we observe that the IADMNDA algorithm still converges without
the monotone decreasing condition max
k
(δk+1−δk) ≤ γD. In fact, the IADMNDA algorithm using
the new update strategy in (3.28) cannot obviously improve the convergence speed compared
with the counterpart using the original update strategy in (3.8).
4. Numerical examples
In this section, we evaluate the performance of the proposed algorithms by numerical ex-
periments on Poissonian image deblurring problem. First, the convergence of the proposed al-
gorithms, which has been investigated in section 3 under certain conditions, is further verified
through several experiment examples, and meanwhile the influence of the parameter δk on the
rate of convergence is also investigated. Second, the proposed algorithms are compared with the
widely used augmented Lagrangian methods for Poisson image restoration [15] and the recently
proposed PLAD algorithm [18], which can also be understood from the view of the linearized
PDHG algorithm.
The codes of proposed algorithms and methods used for comparison are written entirely in
Matlab, and all the numerical examples are implemented under Windows XP and MATLAB 2009
running on a laptop with an Intel Core i5 CPU (2.8 GHz) and 8 GB Memory. In the following
experiments, six standard nature images (see Figure 1), which consist of complex components
in different scales and with different patterns, are used for our test. Among them, the size of the
Boat image is 512 × 512, and the size of other images is 256 × 256.
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(a) (b) (c)
(d) (e) (f)
Figure 1: Original images. (a) Cameraman (256 × 256), (b) Barbara (256 × 256), (c) Bridge (256 × 256), (d) Pepper
(256 × 256), (e) Lenna (256 × 256), (f) Boat (512 × 512).
4.1. The evaluation of the performance of the proposed algorithms
In the proposed IADMNDA algorithm, there are two parameters needed to be manually ad-
justed. One is the regularization parameter λ, the other is the penalty parameter α. It is well-
known that λ is decided by the noise level, and the value of α does influence the convergence
speed of the proposed algorithm. Here we use the strategy similarly to that adopted in [15] to
choose α, i.e., we set α = 20λ/Imax, where Imax denotes the maximum intensity of the original
image. Moreover, for the step parameter ωk, we choose it to be the largest value to satisfy the
condition (3.6).
In what follows, we further investigate influence of the parameter δ on the rate of conver-
gence of proposed IADMND algorithm. Two images named “Cameraman” and “Barbara” (see
Figure 1) are used for the test. Here we consider two types of blur effects with different levels of
Poisson noise: the Cameraman image is scaled to a maximum value of 200 and 400 respectively,
and blurred with a 7 × 7 uniform blur kernel; the Barbara image is scaled to the same range and
convoluted by a 9 × 9 Gaussian kernel of unit variance. Then the blurred images are contami-
nated by Poisson noise. Figure 2 depicts the evolution curves of the relative error ‖u
k−uk−1‖2
‖uk−1‖2
with
different δ values. It is observed that the value of the parameter δ does influence the convergence
speed. Generally speaking, the proposed algorithm with a small δ converges faster. However, if δ
is too small, the convergence cannot be guaranteed. In our experiments, we observe that δ = 0.1
is not suitable for images with Imax ≤ 100, and in this case the IADMND algorithm become
unstable. This is also consistent with the analysis in section 3.2. Besides, the plots in Figure 2
implicitly verify that the convergence of the proposed IADMND algorithm is really guaranteed
with suitable values of δ.
In the proposed IADMNDA algorithm, we use the formula (3.8) to update the parameter δk
in each iteration, and hence we further discuss the selection of the initial value δ = δ0. Two
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Figure 2: The evolution curves of the relative error ‖u
k−uk−1‖2
‖uk−1‖2
for images with different blur kernels and noise levels. (a)
Cameraman image with Imax = 200: 7 × 7 uniform blur kernel; (b) Cameraman image with Imax = 400: 7 × 7 uniform
blur kernel; (c) Barbara image with Imax = 200: 9 × 9 Gaussian blur kernel with standard deviation 1; (d) Barbara image
with Imax = 400: 9 × 9 Gaussian blur kernel with standard deviation 1.
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Figure 3: The evolution curves of SNR (dB) for images with different blur kernels and noise levels. (a) Cameraman
image with Imax = 200: 9 × 9 Gaussian blur kernel with standard deviation 1; (b) Cameraman image with Imax = 400:
9 × 9 Gaussian blur kernel with standard deviation 1; (c) Bridge image with Imax = 200: 7 × 7 uniform blur kernel; (d)
Bridge image with Imax = 400: 7 × 7 uniform blur kernel.
images called “Cameraman” and “Bridge” (see Figure 1) are adopted here. Figure 3 shows the
evolution curves of SNR (signal-to-noise ratio) values with different δ0. Note that there is almost
no difference between the results with different values of δ0, except the SNR values in the first
several iteration steps. Therefore, we set δ0 to be a fixed constant in the following experiments.
Finally, we compare the performance of the IADMNDA algorithms which use the update
formulas (3.8) and (3.28) for δk respectively. In the formula (3.28), the values of γD and γD are
estimated by
1
E( f )
(
1 + Var( f )
E2( f )
)
.
Table 1 lists the SNR values and the iteration number of the IADMNDA algorithms with differ-
ent update formulas for δk. Here we use the parameters setting in Table 2 for the IADMNDA
algorithms, and the stopping criterion is defined such that the relative error is below some small
constant, i.e.,
‖uk+1 − uk‖2 ≤ ǫ‖u
k‖2. (4.1)
15
Here we choose ǫ = 2 × 10−4. In this table, the serial numbers “1” and “2” denote the results
of the IADMNDA algorithms with the update formulas (3.8) and (3.28) respectively, and (·, ·)
denotes the SNR values, iteration numbers in sequence. It is observed that the performances of
algorithms with both update formulas are almost the same. Therefore, in the following compared
experiments, we use the update formulas (3.8) for the IADMNDA algorithm.
Table 1: The SNR (dB) and iteration number with different update formulas for δk.
9 × 9 Gaussian kernel
Image Barbara Bridge Boat
Imax 100 200 500 100 200 500 100 200 500
1 (9.92, 38) (10.54, 33) (12.22, 31) (10.51, 45) (11.26, 41) (12.08,35) (12.75,40) (13.50, 37) (14.44, 33)
2 (9.92, 37) (10.54, 32) (12.22, 32) (10.51, 45) (11.26, 40) (12.08,35) (12.75,40) (13.49, 38) (14.45, 32)
7 × 7 uniform blur
Image Barbara Bridge Boat
Imax 100 200 500 100 200 500 100 200 500
1 (9.02, 45) (9.17, 38) (9.55, 35) (8.43, 51) (8.99, 46) (9.64,42) (10.42,46) (10.90, 43) (11.74, 38)
2 (9.02, 44) (9.17, 38) (9.55, 36) (8.42, 53) (8.99, 47) (9.64,42) (10.42,45) (10.91, 41) (11.74, 40)
4.2. Comparison with the current state-of-art methods
In this subsection, we further compare the proposed algorithms with the current state-of-
the-art algorithms, including the PIDAL algorithm proposed in [15], and the recently proposed
PLAD algorithm [18]. Note that several parameters are required to be manually adjusted in
the compared algorithms: the regularization parameter λ, the penalty parameter α for all these
algorithms; the step parameter δ (see (2.7)) for the PLAD algorithm, and the parameter δ for
the proposed IADMND algorithm. Through many trials we use the rules of thumb: α in the
PIDAL algorithm is set to 60λ/Imax, while in other algorithms it is chosen to be 20λ/Imax; the
initial value δ0 in the proposed IADMNDA algorithm is fixed as 0.1; the other parameters setting
is summarized in Table 2, found to guarantee the convergence and achieve satisfactory results.
Moreover, a Rudin-Osher-Fatemi (ROF) denoising problem is included in each iteration of the
PIDAL algorithm, and it is solved by using a small and fixed number of iterations (just 5) of
Chambolle’s algorithm. For more details refer to [15].
Table 2: The parameter setting for the numerical experiment
9 × 9 Gaussian kernel 7 × 7 uniform blur
Imax 100 200 500 100 200 500
λ 0.04 0.02 0.008 0.03 0.01 0.005
δPLAD 0.15 0.15 0.03 0.15 0.05 0.02
δIADMND 0.3 0.1 0.1 0.3 0.1 0.1
In the following numerical experiments, the stopping criterion in (4.1) is used for all the
algorithms here. Table 3 lists the SNR values, the number of iterations and CPU time of different
algorithms for images with different blur kernels and noise levels. In this table, “Gaussian”
and “Uniform” denote a 9 × 9 Gaussian kernel of unit variance and a 7 × 7 uniform blur kernel
respectively. The two cases can be seen as examples of mild blur and strong blur. Besides, “·/ ·/·”
denotes the SNR values, iteration numbers and CPU time in sequence. Note that the iteration
numbers of the PIDAL algorithm represent the outer iteration numbers.
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(d) (e) (f)
Figure 4: (a) The original Cameraman image, (b) the blurry and noisy image: Gaussian blur with Imax = 100, (c) the
image restored by PIDAL, (d) the image restored by PLAD, (e) the image restored by IADMND, (f) the image restored
by IADMNDA.
From the results in Table 3 we observe that the proposed algorithms are much faster than the
PIDAL and PLAD algorithms, and meanwhile the SNR values of the recovered images achieved
with the proposed algorithms are comparable to those achieved with the PIDAL and PLAD algo-
rithms. Therefore, it is verified that the strategy of using the proximal Hessian matrix to approx-
imate the second-order derivatives is more efficient than the simple approximation of an identity
matrix multiplied by some constant in the PLAD algorithm. It is also noted that the iteration
numbers of the IADMNDA algorithm are the least in most cases. However, the update of δk gen-
erates extra computational cost in the IADMNDA algorithm, which makes its implementation
time longer than the IADMND algorithm in some cases.
Figures 4–6 show the recovery results of the PIDAL methods, the PLAD algorithm and the
proposed IADMND and IADMNDA algorithms with respect to the Cameraman, Bridge and
Boat images respectively. It is observed that the visual qualities of images generated by these
algorithms are more or less the same.
Finally, we consider two MRI images called “rkknee” and “chest”. Table 4 lists the SNR
values, the number of iterations and CPU time of different algorithms for images with different
blur kernels and noise levels. The regularization parameter λ is set to 0.06 and 0.04 for images
with Imax = 50 and convoluted by Gaussian and uniform blur kernels respectively. Similarly,
we notice that the proposed algorithms are the most efficient in the computational time. Some
recovery results are shown in Figures 7. We find that the quality of recovery images by these
algorithms is very similar.
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Table 3: The comparison of the performance of different algorithms under mild blur condition: the given numbers are
SNR (dB)/Iteration number/CPU time(second)
Image blur kernel Imax PIDAL [15] PLAD [18] IADMND IADMNDA
Cameraman
100 13.55/56/2.76 13.57/91/2.57 13.53/56/1.51 13.55/53/1.74
Gaussian 200 14.36/50/2.26 14.23/132/3.57 14.35/46/1.19 14.36/47/1.47
500 15.44/56/2.64 15.21/109/3.18 15.34/64/1.84 15.42/42/1.36
100 11.31/83/3.88 11.17/139/3.65 11.32/63/1.75 11.32/58/1.78
Uniform 200 11.83/85/4.04 11.74/199/5.58 11.83/54/1.56 11.82/67/2.32
500 12.68/99/5.02 12.31/199/5.55 12.62/76/2.11 12.66/56/1.92
Barbara
100 9.93/45/2.03 9.95/80/2.26 9.92/49/1.28 9.92/38/1.43
Gaussian 200 10.55/39/1.89 10.72/120/2.94 10.54/39/1.00 10.54/33/1.15
500 12.23/39/1.78 12.10/107/2.48 12.15/56/1.44 12.22/31/1.01
100 9.04/67/3.23 9.09/116/3.10 9.02/54/1.39 9.02/45/1.67
Uniform 200 9.19/58/2.92 9.29/126/3.34 9.18/46/1.17 9.17/38/1.12
500 9.56/59/2.76 9.63/124/3.28 9.56/68/1.73 9.55/35/1.04
Bridge
100 10.51/54/2.70 10.53/93/2.56 10.50/52/1.42 10.51/45/1.56
Gaussian 200 11.26/48/2.32 11.27/129/3.46 11.25/45/1.32 11.26/41/1.48
500 12.08/43/2.12 12.15/110/2.96 12.05/63/1.62 12.08/35/1.06
100 8.43/81/3.96 8.43/137/3.62 8.42/61/1.70 8.43/51/1.64
Uniform 200 9.00/72/3.37 9.03/161/4.37 8.99/54/1.39 8.99/46/1.50
500 9.64/69/3.32 9.59/171/4.62 9.63/81/2.11 9.64/42/1.39
Pepper
100 11.60/51/2.65 11.65/88/2.17 11.58/52/1.25 11.58/47/1.65
Gaussian 200 12.30/45/2.15 12.32/125/3.47 12.29/44/1.37 12.29/39/1.32
500 13.11/45/2.75 13.09/100/2.66 13.14/59/1.74 13.14/38/1.22
100 9.97/84/4.01 9.99/141/3.81 9.95/62/1.62 9.95/53/1.78
Uniform 200 10.45/75/3.90 10.48/157/4.26 10.44/55/1.53 10.44/50/1.81
500 11.67/74/3.70 11.21/163/4.27 11.59/81/2.18 11.65/49/1.64
Lenna
100 13.41/56/2.96 13.43/88/2.24 13.39/57/1.73 13.41/48/1.79
Gaussian 200 14.29/49/2.45 14.19/126/3.67 14.27/48/1.22 14.28/43/1.62
500 15.16/44/1.83 15.21/99/2.79 15.14/62/1.76 15.15/39/1.34
100 11.04/86/4.40 11.00/140/3.67 11.02/66/1.68 11.02/56/2.02
Uniform 200 11.29/75/3.71 11.34/151/3.93 11.28/58/1.58 11.28/51/1.45
500 12.07/69/3.40 11.89/148/3.95 12.08/80/2.15 12.07/45/1.56
Boat
100 12.77/46/8.46 12.82/80/9.20 12.73/49/5.57 12.75/40/5.19
Gaussian 200 13.51/39/7.35 13.54/121/13.35 13.49/39/4.85 13.50/37/5.21
500 14.44/39/7.53 14.59/94/9.81 14.44/53/6.32 14.44/33/4.48
100 10.41/64/12.48 10.40/111/12.26 10.41/53/5.83 10.42/46/5.85
Uniform 200 10.91/65/13.04 10.96/199/22.28 10.90/47/5.15 10.90/43/5.53
500 11.74/68/13.10 11.69/199/22.70 11.73/69/7.71 11.74/38/4.01
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(a) (b) (c)
(d) (e) (f)
Figure 5: (a) The original Bridge image, (b) the blurry and noisy image: Gaussian blur with Imax = 200, (c) the image
restored by PIDAL, (d) the image restored by PLAD, (e) the image restored by IADMND, (f) the image restored by
IADMNDA.
Table 4: The comparison of the performance of different algorithms under mild blur condition: the given numbers are
SNR (dB)/Iteration number/CPU time(second)
Image blur kernel Imax PIDAL [15] PLAD [18] IADMND IADMNDA
rkknee
50 12.99/59/2.97 13.04/142/3.72 12.97/58/1.46 12.98/52/1.84
Gaussian 100 14.14/51/2.21 14.25/190/5.05 14.12/62/1.52 14.12/53/1.73
200 14.82/53/2.53 14.72/198/5.24 14.79/71/2.05 14.80/56/1.70
50 11.63/86/3.92 11.75/158/4.41 11.60/61/1.75 11.60/60/2.09
Uniform 100 12.39/83/4.07 12.57/192/5.51 12.37/69/1.92 12.37/63/2.27
200 12.66/108/5.38 12.53/199/5.37 12.67/98/2.58 12.64/99/3.40
chest
50 11.83/72/2.17 11.93/156/2.93 11.83/63/1.14 11.83/63/1.37
Gaussian 100 13.17/63/2.03 13.35/155/2.79 13.13/67/1.36 13.14/63/1.48
200 14.25/59/1.81 14.59/187/3.35 14.15/88/1.64 14.22/64/1.20
50 9.03/94/2.70 9.05/152/3.03 9.03/66/1.10 9.03/70/1.49
Uniform 100 9.73/91/2.45 9.70/198/3.74 9.72/75/1.37 9.72/83/2.04
200 10.38/94/2.70 10.43/199/3.65 10.34/111/2.28 10.36/99/2.28
19
(a) (b) (c)
(d) (e) (f)
Figure 6: (a) The original Boat image, (b) the blurry and noisy image: uniform blur with Imax = 500, (c) the image
restored by PIDAL, (d) the image restored by PLAD, (e) the image restored by IADMND, (f) the image restored by
IADMNDA.
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(a) (b) (c)
(d) (e) (f)
Figure 7: (a) The original rkknee image, (b) the blurry and noisy image: Gaussian blur with Imax = 50, (c) the image
restored by PIDAL, (d) the image restored by PLAD, (e) the image restored by IADMND, (f) the image restored by
IADMNDA.
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5. Conclusion
In this article, through further analyze the drawback of the recently proposed linearization
techniques for image restoration, we develop an inexact alternating direction method based on
the proximal Hessian matrix. Compared with the existing algorithms, the main difference is that
the second-order derivative of the objective function is just approximated by a proximal Hessian
matrix in the proposed algorithm, rather than a identity matrix multiplied by a constant. Besides,
we also propose a strategy for updating the proximal Hessian matrix. The convergence of the
proposed algorithms is further investigated under certain conditions, and numerical experiments
demonstrate that the proposed algorithms outperform the widely used linearized augmented La-
grangian methods in the computational time.
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