Abstract The continuous time random walk model plays an important role in modeling of so called anomalous diffusion behaviour. One of the specific property of such model are constant time periods visible in trajectory. In the continuous time random walk approach they are realizations of the sequence called waiting times. The main attention of the paper is paid on the analysis of waiting times distribution. We introduce here novel methods of estimation and statistical investigation of such distribution. The methods are based on the modified cumulative distribution function. In this paper we consider three special cases of waiting time distributions, namely α-stable, tempered stable and gamma. However the proposed methodology can be applied to broad set of distributions -in general it may serve as a method of fitting any distribution function if the observations are rounded. The new statistical techniques we apply to the simulated data as well as to the real data describing CO 2 concentration in indoor air.
Introduction
In the real data analysis the selection of appropriate model suitable to examined vector of observations is the most important issue. The proper model should take under consideration the important properties of examined data. The one of the simplest models is based on the assumption that the vector of observations constitute a sample of independent identically distributed random variables. However, for most time series the theoretical model is much more complicated. Therefore there is a need to analyse more sophisticated systems in order to cover all properties of the examined signal.
For some analysed data very often we observe specific behaviour, namely there are visible constant time periods. This special property may indicate that the theoretical model behind the time series is based on the so called continuous time random walk. This model in the classical version is constructed as a sum of independent random variables (called later jumps) from the same distribution however the number of jumps in the mentioned sum is a realization of the process based on the so called waiting time sequence. Therefore the continuous time random walk model is defined through the jumps as well as waiting time distributions.
In the continuous time random walk scheme, originally introduced in [1] , the waiting times between the jumps are not constant, as in the standard random walk, but are random variables governed by some probability law. As a consequence, the continuous time random walk model is a natural description of transport in crowded environments and complex systems. It is worth to mention, the limit distribution of the continuous time random walk scheme can be also formulated within the framework of the fractional Fokker-Planck equation [2] . At the same time, the limit of the scaled continuous time random walk is a process (called subordinated process) which is a superposition of two systems: one described by Langevin type equations and the second one, called inverse subordinator [3, 4] . In the recent years the subordinated processes more and more often appear in the literature [5, 6, 7] .
The continuous time random walk model as well as its limit (subordinated processes) is one of the most important system that exhibits anomalous diffusion property. Anomalous diffusion models have found many practical applications. They were used in variety of physical systems, including charge carrier transport in amorphous semiconductors [8, 9, 10] , transport in micelles [11] , intracellular transport [12] or motion of mRNA molecules inside E. coli cells [13] . The behaviour corresponding to continuous time random walk scenario can be also observed in stock prices or interest rates data [14, 15] as well as in the time series related to indoor air quality parameters [16, 17, 18] .
One of the most important issues that arises in the analysis of the continuous time random walk model is the description of waiting times that correspond to the periods of constant values visible in the data. Finding a proper waiting times distribution allows to conclude on the properties of the whole process. The most popular distribution of the constant time periods is the α-stable [15, 5] , but recent developments indicate that another non-negative infinitely divisible distributions can be also used to model the observed waiting times, [19, 20, 21, 22, 3] .
There are known successful attempts of applying waiting time analysis in many areas of research and practice. In this work we demonstrate its usefulness in the domain of measurements. A continuous monitoring of various quantities is used in many applications as preferred to other type of measurements [23, 24] . Usually, it provides a great number of discrete data. They have to be transmitted, verified and analysed [25] . These operations consume significant amounts of time and energy. Therefore, they pose a serious problem in many monitoring systems, especially in wireless networks [26] . Additionally, continuous monitoring may be a source of useless data. It results from the measurement characteristics of sensors e.g. inappropriate accuracy and sensitivity [27] . These disadvantages can be reduced by the application of a suitable sampling procedure [28] . Sampling indicates how much data to collect and how often it should be collected in order to gain access to the requested information. In this work, it is demonstrated that the statistical analysis of waiting time for an essential change of CO 2 concentration inside room may be applied to specify the most appropriate time interval between consecutive measurements. In this way, the sampling rate (frequency of sampling) is determined. It was assumed that the sampling procedure could reduce the amount of data. However, the information content cannot be significantly reduced.
The main goal of the paper is to introduce a new method of estimation and statistical investigation of waiting times distribution in the continuous time random walk scenario. The most commonly used method to identify the correct distribution of constant time periods is visualization of empirical cumulative distribution function and comparison with fitted parametric distribution [29] . However, testing procedures which would allow to identify the correct class of distribution for observations corresponding to waiting times are very rarely considered in the literature. The difficulty arises from the discretization of the time intervals which is a natural consequence of time-discretization of measuring devices. Moreover, standard estimation procedures might lead to under-or overestimation of parameters. The proposed methods of estimation and statistical testing of proper distribution of waiting times in continuous time random walk scenario are based on the modified cumulative distribution function. Here we propose a novel techniques that can be applied to broad set of distributions -in general it may serve as a method of fitting any distribution function if the observations are rounded. In our analysis we consider three waiting times distributions, namely α-stable, tempered stable and gamma, as the most commonly used to constant time periods description.
The rest of the paper is organized as follows: in Section 2 we introduce the continuous time random walk model with three possible waiting time distributions, namely α−stable, tempered stable and gamma and indicate the main properties of the considered models. Next, in Section 3 we introduce the modified cumulative distribution function which is a base for estimation and testing of proper distribution for constant time periods. In Section 4 we present how the introduced methods work for simulated data from continuous time random walk while in Section 5 we analyse the real time series that describe the CO 2 concentration in the indoor air in the context of presented methodology. Last section concludes the paper.
Model
Here we present continuous time random walk (CTRW) methodology [1] first introduced for description of the motion of a particle which arrives at a position, waits random time and then next jumps randomly to the new position. Thus such a motion is determined by the waiting time and jump distributions. CTRWs models are nowadays well established and popular mathematical objects particularly attractive in the description of the so called anomalous diffusion phenomenon [2, 30] . It is an interesting observation that many CTRWs converge under suitable assumptions to the so called subordinated processes i.e. processes where physical time is replaced by some another stochastic process [31, 32] . For instance CTRW model with power law heavy-tailed stable waiting times and finite second moment jump distribution converges to the subordinated Brownian motion [33] B(S −1 α (t)). Here B(·) is a Brownian motion and S −1 α (·) is the so called inverse α-stable subordinator defined in (6) . However one can name many more examples of subordinated processes and their different applications, both regarding the outer and inner processes. To name only few we mention subordinated fractional Brownian motion [34] , subordinated α−stable Lévy process where as a time change authors considered tempered stable subordinator, [35] and inverse gamma subordinated Brownian motion [22] . In this paper we consider real data set of discrete observations for both time and scale hence it is reasonable to consider as a proper model the system based on continuous time random walk methodology. In such classical CTRW setting one considers the following stochastic process
where N (t) is a a counting process defined as
Here T i i = 1, 2, ... form a sequence of positive independent, identically distributed (IID) random variables which can be seen as a waiting times between consecutive jumps X i . We assume that the sequences
form independent sequences. In this paper we consider three particular distributions of waiting times for process defined in (1), namely α-stable, tempered stable and gamma. We denote such random variables as T 
where σ > 0 is a scale parameter and α ∈ (0, 1). In case of tempered stable waiting times, the T
T i
random variable has the following Laplace transform [19, 37] E e −zT
for some parameters c, λ > 0 and α ∈ (0, 1). One observes that taking λ = 0 tempered law reduces to stable one. Tempered stable distributions are particularly important in applications due to the fact that they can be in the same time close to α-stable distributions and posses finite moments of all orders. From the above Laplace transform one can infer relation between probability density functions (PDFs) of pure α-stable (g T S ) and tempered stable (g T T ) distributions, namely [17] 
Third class of distribution of waiting times is the positive gamma distribution for which Laplace transform has the form [22] E e −zT
In this paper we assume that jumps possess finite second moment thus applying classical Donsker theorem [38] one can prove their convergence to Brownian motion. The same argument applies also when waiting times have finite second moment. Thus this holds in case of tempered stable and gamma waiting times in CTRW scenario. However, when the sequence T S i belongs to the domain of attraction of one sided Lévy stable distribution (defined via Laplace transform (3)) then [33] 
as n → ∞ for fixed t. Here S α (t) is the α-stable subordinator with the Laplace transform [22] E e −sSα(t) = e −ts α .
The above notation " 
Then one can formulate the following simple fact for heavy-tailed CTRWs.
Proposition 1 Let Y (t) be the CTRW process defined in (1) . Assume that random variables X i are IID with finite mean 0 and second moment equal to 1. Moreover, the jump times T S i belong to the domain of attraction of one sided α−stable distribution (3) with some α ∈ (0, 1). Then
where B(·) is a standard Brownian motion and S −1 α (t) is inverse α-stable subordinator defined in (6). Proof of this statement is an consequence of the Theorem 1 in [39] .
Estimation Procedure
The estimation procedure of the parameters corresponding to the considered CTRW model defined in (1) is divided into few steps. One of the specific behaviour of the CTRW process (and corresponding processes driven by inverse subordinator) is the fact that they exhibit so called "trapping events" behaviour, i.e. visible constant time periods (the time-intervals for which the process stays on the same level). Here we will use this property. Therefore in the first step in the estimation scheme we divide the analysed vector of observations into two vectors. The first one is related to the lengths of "trapping events" while the second one represents the vector of observations that arises after removing the "trapping events". This standard procedure of analysis of CTRW models was used in various applications, see for example [16, 40, 41] . The parameters corresponding to the waiting times distribution we estimate on the basis of lengths of "trapping events". The whole procedure of testing and estimation of the waiting times distribution is presented in the further part of this section. After estimation of the waiting times distribution we analyse the process after removing the "trapping events", i.e jumps in the CTRW scenario. The details we present in the next subsections. 
Waiting times analysis
One of the main questions that arise during estimation procedure of the waiting times is identification of their correct distribution. In the literature most often it is assumed that the observations related to waiting times follow infinitely divisible distribution e.g. α−stable, tempered stable or gamma [22] . The most commonly used method to identify the correct distribution is visualization of empirical cumulative distribution function (CDF) on a plot with log-log scale and comparison with fitted parametric distribution [29] . However, a testing procedures which would allow to identify the correct class of distribution for observations corresponding to waiting times are very rarely considered in the literature. The difficulty arises from the discretization of the time intervals which is a natural consequence of time-discretization of measuring devices. Furthermore, standard estimation procedures like method of moments in case of gamma and tempered stable distribution [34] and McCulloch or regression method in case of α−stable distribution [42] might lead to under-or overestimation of parameters. The other methods, such as fitting of linear and exponential functions in a log-log scale, respectively for α−stable and tempered stable distributions, require setting arbitrary thresholds which usually depend on the set of parameters [14] .
In this paper we propose a new estimation procedure which can be applied for fitting distribution function when the observations are rounded or discretized, e.g. waiting times until a characteristic of a process changes. In addition, we show that the procedure can be used to identify the class of distribution which best fits to the data among certain classes. As an example we perform a comparison between α−stable, tempered stable and gamma distribution, as the most commonly used for description of waiting times distribution.
The main issue during estimation of constant time periods comes from the fact that the exact waiting time is unknown and usually comes from continuous distribution. For example, if we observe that a character of the process has changed after 3 units of time, it is not known at which point of time the change actually happened, the correct value lies in the interval (2, 4) which can be seen in Fig. 1 . In other words, a constant time period equal to 2.5 might be classified as 2 or 3 with equal probability.
Due to these facts we introduce a modified version of cumulative distribution function. Let X be a non-negative continuous random variable with cumulative distribution function F and probability distribution function f . We define mass functionf with a support on natural numbers in the following wayf
The modified cumulative distribution function is defined asF (x) = i≤xf (i). At the points of discontinuity the function can be expressed as
where n ∈ N. Since for waiting times we limit the classes of distribution functions only to the ones with non-negative support and assume that the observations are done in equal time intervals, it is sufficient to defineF on the set of natural numbers. However, it is straightforward to extend the definition of the function to a countable set. The graphical interpretation of differences between cumulative and introduced modified cumulative distribution functions is illustrated in Fig. 2 . Furthermore, it is easy to show that
Proposition 2 The modified cumulative distribution functionF can be considered as cumulative distribution function.
Proof It is easy to show that modified cumulative distribution functionF is bounded between 0 and 1, namely
since the upper boundary is equal to 1, we conclude that lim n→∞F (n) = 1. Since the support of mass function are natural numbers, it is obvious that lim n→−∞F (n) = 0. Moreover, we can show the modified cumulative distribution function is non-decreasing
At the end we mention, the modified cumulative distribution functionF is right-continuous which stems from its definition.
One of the main goal of this paper is to introduce a new method of estimation of waiting times distribution parameters under the assumption that they are continuously distributed. Moreover, we propose also the procedure of waiting times distribution recognition among chosen distributions. Due to the fact that between consecutive measurements only a single change in the process can be observed, a further modification of the functionF defined in (8) is needed. We define G as rescaled modified cumulative distribution function (RMCDF) in the following way
It is obvious that G still has properties of cumulative distribution function. The comparison between both types of cumulative distribution functions can be seen in Fig. 3 . The distance between empirical CDF of waiting times can be easily observed: on the left panel the theoretical CDF of α−stable distribution underestimates the empirical one whereas on the right panel the theoretical CDF of tempered stable distribution overestimates the empirical one. In both cases the rescaled modified CDF provides reasonable fit to the data. The proposed methodology of fitting the distribution parameters corresponding to waiting times is based on the minimum distance estimation applied to a certain type of distribution. Let K and L denote two functions with a common support on R, the considered distances are In our estimation procedure we consider the distance between the rescaled modified cumulative distribution function introduced in (9) and empirical distribution function of waiting times defined bŷ
where 1 A is the indicator of the set A. For each class of cumulative distribution functions we can find parameters which minimize the distance to the empirical distribution function, i.e. G θ0 which satisfies the following condition
where D is one of the introduced distances: KS, CvM and AD,F is empirical CDF introduced in (10), G is a rescaled cumulative distribution function defined in (9) and Θ is the set of parameters of a certain class of distribution functions. As it was mentioned, in this paper we consider three classes of distributions, namely α−stable, tempered stable and gamma and for the selected distributions the estimation was done for the following parameter spaces
Due to discretization of the input data the uniqueness of the solution cannot always be guaranteed. However, by using standard estimation procedures as an initial guess and by applying reasonable boundary conditions, we have shown in our simulation study that in almost all cases the convergence to the true parameters was fulfilled. For finding the minimum distance we have used the Nelder-Mead simplex algorithm described in [43] .
It is worth mentioning that the proposed methodology can be applied to broad set of distributionsin general it may serve as a method of fitting any distribution function if the observations are rounded. However, as it was mentioned, in this paper we have limited the classes of waiting times distributions to α−stable, tempered stable and gamma distributions.
Jumps analysis
The main focus of this paper is the estimation of waiting times in CTRW scenario, however for the sake of completeness we mention as well estimation procedure of jumps parameters. The problem has been widely discussed in multiple articles. In particular, in [22] it was proposed to make the probabilities of jumps dependent on a deterministic periodic function. In case of carbon dioxide concentration (see section 5) the periodicity is not observed. Due to specific properties of the real data analyzed in the next section we have proposed a simplified estimation of probabilities of jumps which follow the process X t = a with probability p t −a with probability 1 − p t .
The procedure of estimation the p t function is as follows: owing to the fact that to the analysis we took the data corresponding to one day of the week (Monday) and we consider all taken time series as realization of the same process, then p t is just a number of upside jumps divided by the number of considered trajectories for given time point t. The value of a corresponds to the resolution of the sensor and in our case is equal to 50. The similar procedure was proposed in [22] also for indoor air quality data.
Simulation Study
In the simulation study we have used 100 samples, each consisting of 3000 observations. Simulation schema of CTRW model (and corresponding subordinated process) can be found for example in [5] . The decision regarding length of samples was driven by initial analysis of the data, see section 5. We assume the jumps X i in the considered model (1) are independent identically distributed random variables equal 50 or −50 with probabilities 0.5. Moreover we consider three waiting times distributions, namely α−stable, tempered stable and gamma.
At first we test our algorithm to identify correct distribution class corresponding to waiting times. After extraction of the waiting times from the considered trajectory we ran the algorithm to find the values of the parameters which minimize the distance in each of the distribution classes. The values of the estimators with the smallest distance indicate the distribution of the best fitting to considered data set. The distribution from which the parametric estimator has been chosen is then marked as the most appropriate for data description.
The results presented in Table 1 indicate that out of the three distances the most accurate in selecting proper distribution were CvM and AD. Lower efficiency of the algorithm in the α-stable distribution is due to low number of observations.
In the next step we have examined the robustness of our estimators with respect to various combinations of distribution parameters. The dispersion from the real parameter has been measured using mean square error, for a sample consisting of n observations the error is calculated in the following way
In addition, we have compared our estimation procedure with the most commonly used estimators McCulloch in case of α-stable distribution and method of moments in case of tempered stable and gamma distributions. It is worth mentioning that in case of α-stable distribution we have tested as well the regression method. However, the results were worse than in case of McCulloch method therefore for the final analysis only results of the latter method are shown. First, we examine the correctness of proposed estimator for α-stable distribution. For various configurations of parameters we estimate α and σ. It is easy to see that the mean squared error compared to McCulloch method is significantly smaller. The performance of the method increases with higher α and smaller values of σ. It is obvious and stems from the fact that more observations are used for estimation procedure, e.g. for α = 0.6, σ = 2 on average for a single trajectory there were only 57 waiting times while respectively for α = 0.9, σ = 0.5 there were 407 waiting times.
Out of the three proposed distances Cramer-von Mises and Anderson-Darling have comparable results and in almost all cases are more efficient than Kolmogorov-Smirnov.
In case of tempered stable distribution we have examined changes with respect to α, λ and σ. Since the changes with respect to σ resemble the ones for α-stable distribution we present only the changes in terms of α and λ.
At the end we examine changes with respect to shape and scale parameters for gamma distribution. In Table 4 we have compared estimation of shape and scale parameters for proposed estimators and the method of moments. In most of the cases minimum distance estimators outperform standard method of methods. Out of the three proposed estimation methods the one based on Kolmogorov-Smirnov distance gives the best results, i.e. the lowest mean squared error and relatively low bias for most of the simulated waiting times. It is obvious that the estimation worsens when the number of observations decreases. For example, in case of gamma distribution with k = 5, θ = 10 in a simulated trajectory of length 3000, on average only ca. 60 observations are used for estimation.
Carbon dioxide data analysis
In the following section we will perform analysis of carbon dioxide data. In subsection 5.1 we describe the data and introduce the data cleansing procedure. In subsection 5.2 we describe the data using CTRW model with the main emphasis on waiting times analysis. 
Data Description
Measurements of carbon dioxide concentration were performed in a lecture room with an amphitheatric layout. Room dimensions are 19 x 8 m x (4 -2.9 m). It has only one external wall, which is fitted with huge, openable 6 windows. Despite availability of mechanical ventilation, air exchange is realized predominantly via the natural ventilation. Teaching hours extend from 9:00 to 21:00. Classes are held during all working days and on majority of weekends (part time studies). Teaching blocks are typically 1.5 h long with the brakes of 15 min in-between. Although designed for 90 students, the lecture room is hardly ever occupied to that extent. In the examined period, the number of listeners changed considerably within a single day as well as from day to day. CO 2 measurements were performed on the central part of the room at the height of about 1 m. The measuring device was separated from the direct influence of the emission sources (students and the teacher). The monitoring was realized with the instrument dedicated to continuous measurements and data logging. It is based on the NDIR sensor and it offers the measuring range 0-5000 ppm; accuracy 50 ppm +3 % of measured value and the measurement data resolution 1 ppm. This level of performance may be currently considered as a standard in indoor air quality studies.
The measurement results were recorded with time resolution of 15 s. The data was collected during 9 consecutive weeks, between 20th February and 22nd April 2013. Since the lecture hours are different for each day, in this paper we focus only on Mondays -the analysis can be easily replicated for other weekdays. The trajectories of eight consecutive Mondays is displayed in Fig. 4 .
By looking at the chart it is easy to notice that during lecture hours the carbon dioxide concentration rises significantly and decreases during the breaks. However, in contrast to the analysis of temperature data presented in [17] , no particular trend can be observed in the data. Additionally, due to to irregular student attendance at lectures, estimation and prediction of CO 2 concentration based on the number of students subscribed to the lectures might be inaccurate.
Taking into account teaching hours and the measurement device accuracy we have performed 'cleansing' of the data in order to reveal only significant changes in the data:
-The lectures are held only till 20:00. Around 21:00 the process stabilized around certain level and only small fluctuation can be observed till the next day lectures. We have called the time from 21:00 till 09:00 stale period and removed it from core analysis. As estimation of stale period is out of interest and the average value fluctuates around 400 ppm, we assume that during stale period the carbon dioxide concentration is equal to 400 ppm. -The device accuracy is 50 ppm ± 3 % of the measured value. Such a difference between measured values indicates the change in the state of indoor air, with respect to CO 2 concentration, which is greater than the measurement error. Hence, it should be respected. For this reason we have rounded the observed values to the closest multiple of 50. -Furthermore, we have removed periods where the value has changed for short period -less than 30 seconds -and then came back to previous level.
Data Analysis
After applying the cleansing procedure described in subsection 5.1, we considered CTRW as a stochastic system that allows modelling this type of time series. In general the cleansing procedure is not obligatory. In addition, the behaviour of raw data suggests that it might be modelled using CTRW as well.
At the first stage we have divided the analysed data into two vectors: first corresponding to waiting times and second consisting of jump sizes. In Fig. 5 we present the vectors representing the waiting times while in Fig. 6 -the corresponding jumps. We have assumed that the data constitutes of 8 realizations of the same stochastic process. Each sample has been analysed independently in the context of waiting times and probability of upward-downward movement.
In order to make use of CTRW to model the data, it needs to be validated if the vector {T i } of waiting times forms an independent, identically distributed sample. For each of 8 samples we test the independence with a visual check of the autocorrelation function of the series and squared series as described in [29] . In Fig. 7 we present the obtained autocorrelation functions for the first sample (25th Feb) together with the confidence intervals for a white noise. As can be observed, the calculated values are close to 0 and most of them lie within the white noise confidence intervals. The procedure has been applied to all 8 samples and the results resemble the one in Fig. 7 . Hence, we may conclude that the waiting times are independent. The identity of distributions can be checked for example by testing the behaviour of the empirical second moment of the time series as described in [44] . The estimation of parameters has been performed using the method described in section 3. As shown in our simulation study in section 4 the best fit was obtained using Anderson-Darling distance, hence this criteria was used for parameter estimation. In Fig. 8 we present fit of rescaled modified cumulative distribution function for all 3 distributions: α-stable, tempered stable and gamma to empirical distribution function on 25th Feb. As shown in the plot, gamma distribution provides relatively good fit to the data and outperforms the other distributions.
Out of 8 samples in 12.5% cases the best fit was obtained using α-stable distribution, in 25% cases tempered stable was chosen and in 62.5% cases gamma. Furthermore, the differences between gamma distribution and the other ones in the remaining 37.5% of cases was negligible. This indicated that gamma distribution is the most adequate for waiting times estimation. The results of fitting of gamma distribution are shown in Table 5 : the estimated values of shape parameter are similar for each sample, there is more variability in the estimated values of scale parameter. For further processing and simulation we have used the median of both parameters. Potentially a more robust estimation procedure would involve minimizing the distances of a particular distribution function with respect to all samples. On the other hand, such a method might be biased for example if one of the samples is not consistent with the others.
The probability of upward and downward movements is highly dependent on several factors, in particular whether lectures are held at that time and how many students have attended the lecture. Due to variability of these factors, fitting of any trend function is problematic and the results might be unreliable. Taking it into account, we have decided to model the probability based on the hour of the day, the procedure has been described in subsection 3.2. The result of the fit is presented in Fig. 9 .
Taking into account the above mentioned facts we have used the estimated waiting times and probability of upward and downward movement to simulate the process. In the period marked as stale -from 09:00 till 21:00 -the process stays at the same level 400 ppm. During the lecture hours the process follows CTRW with waiting times from gamma distribution with shape equal to 0.4188 and scale equal to 21.5421. The probability of the jumps depends on the hour and has been shown in Fig.  9 . In addition we have applied constraints such that after 21:00 the process tends to the stale valueonce it is reached it stays on this level. We have simulated 10000 trajectories and matched it with our data samples: exemplary comparison of sample from 25th March with quantile lines on levels 0.1, 0.5 and 0.9 is shown in Fig. 10 . Overall we conclude that the simulated process is fitted relatively good to the data and could be used as a predictor of future values.
However, major practical implications of the proposed approach may be demonstrated in the domain of continuous measurements. It consists in the precise estimation of waiting times. Such estimation allows to determine the distribution of time until the process changes significantly. From the measurement point of view it is the guideline how frequently the state of the measured parameter should be checked without losing relevant information about its temporal variation. More specific, the distribution mean may be considered as the indication of optimum sampling frequency.
In Table 5 we present the parameters of best waiting times distributions fitted to the CO 2 concentration data collected during 8 consecutive Mondays in lecture room. As shown, the mean values of the distribution were from 1 min 45 s to 2 min 30 s. Taking example of the day with a minimum mean, we see that most frequently, meaningful changes of CO 2 concentration occurred every 1 min 45 s. Consequently, if the measurement of the parameter is performed less frequently, significant information may be lost. The inverse of the quoted time interval could be considered as the suggested sampling frequency. Smaller frequency would not be recommended. Considering that the data analyzed in this work was collected every 15 s, the obtained result of 1 min 45 s indicates the possibility of saving a considerable data storage space. By adjusting sampling frequency, the amount of data collected is 7 times smaller. Hence, the duration of continuous measurements between consequent data download may be extended 7 times. This result is of high practical value. However, we must emphasize that it does not have a status of general recommendation. It is valid for the CO 2 concentration measurements performed with the defined accuracy of 50 ppm in the particular indoor environment. More studies would have to be performed in order to obtain more generic results applicable in measurement practice in different circumstances. Because the methodology can be applied to other parameters e.g. temperature or relative humidity the approach presented in this paper bares considerable consequences for planning indoor air quality monitoring networks, in particular using of portable devices.
Conclusions
In this paper we have considered a stochastic system that allows for modeling the carbon dioxide concentration, one of the main parameters of indoor air quality. The applied model is based on the continuous time random walk, the process which exhibits anomalous diffusion behavior. In the CTRW model here we have mainly concentrated on the waiting times and proposed a new techniques for estimation and statistical investigation of their distribution. The methods are based on the modified cumulative distribution function, an extended version of classical cumulative distribution function, which is more appropriate to distribution description in case the real data are rounded. This appears also in case of waiting times visible in CTRW trajectories. By using simulated data we have proved the efficiency of proposed techniques. As examples we have considered three waiting times distributions, commonly used in practice, namely α−stable, tempered stable and gamma. Moreover we have supported theoretical and simulated results with the real data analysis.
The approach was applied to analyze time series of CO 2 concentration monitoring data recorded in indoor environment. It was demonstrated that the method leads to valuable conclusions concerning sampling frequency. This is one of crucial factors which has to be chosen while planning continuous measurements although most frequently, its best value is not known. As the presented approach is general enough to be applied to virtually any measured parameter, the method may be useful in determining sampling frequency in continuous measurements in general.
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