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For p = 2, 3, we have the identities Here we will seek to determine, for each p > 0, the best constants A p , B p such that
Also, when b/a is small, (a + b) p is approximated by a p + pa p−1 b. These facts suggest that it is a natural idea to look for estimates of F p (a, b) in terms of
. 
for x > 0, where
This quantity will play an important part in our considerations: we denote it by C p . So certainly we have
, and similarly for g p . Lemma 2. We have
Proof.
Before dealing with the general case, we show that there is a quick solution to our problem for integer values of p: Proposition 1. For integers p ≥ 3, the best constants in (1) and (2) are:
Proof. By Lemma 1, it is sufficient to consider (2) with 0 ≤ x ≤ 1. By adding together two copies of the binomial expansion, we have
For 2 ≤ r ≤ p − 2 and 0 ≤ x ≤ 1, we have
As we have seen, equality occurs when x = 1. It is also clear from the binomial expansion that f p (x) ≥ p(x + x p−1 ) = pg p (x), and Lemma 2 shows that p is the best constant in this inequality.
We now reveal the full solution to our problem. It is rather more interesting than one might have expected in the light of the previous result.
Theorem 1. The best constants A p , B p in (1) and (2) are as follows:
Before giving the proof, we record some comments on the result.
(1) The reversals at 1, 2 and 3 are not altogether surprising, given that h p (x) is constant for these values of p. Proof. Assume that f is convex. Let 0 < x < y and write λ = x/y.
x for p ≥ 1 and p ≤ 0, and the reverse inequality holds for 0 ≤ p ≤ 1.
f is concave, so the reverse inequality holds.
With a term discarded on each side, Lemma 4 implies that 
these two values are reversed.
Proof. Apply Lemma 3 to f p (x). For p ≥ 2 and x > 0, 
We return to the proof of Theorem 1. For p > 2, p (0) = 0. We proceed to the second derivative and reason similarly:
we clearly have a + b
