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ABSTRAK 
Data panel adalah data hasil pengamatan pada beberapa individu (unit cross-
sectional) yang masing – masing diamati dalam beberapa periode waktu yang 
berurutan (unit waktu). Pada penelitian ini digunakan data panel dengan variabel 
jumlah kecelakaan lalu lintas, jumlah pelanggaran lalu lintas dan kondisi lingkungan. 
Untuk menentukan hubungan fungsional antar variabel tersebut maka akan digunakan 
analisis regresi dalam hal ini regresi Poisson tergeneralisasi terbatas. Model regresi 
data panel yang digunakan dalam penelitian ini adalah Model Efek Tetap (MET) 
dengan menggunakan data hitung (count data) yang banyak ditemukan pada kejadian 
yang jarang terjadi yaitu Kecelakaan Lalu Lintas. Kemudian, dalam MET akan 
ditambahkan variabel boneka untuk mengizinkan terjadinya perbedaan nilai parameter 
yang ada. Setelah itu, akan ditentukan model regresi data panel berdistribusi Poisson 
tergeneralisasi terbatas dimana parameter-parameter regresi diestimasi dengan 
menggunakan Metode Maximum Likelihood Estimation (MLE) dan Newton Raphson. 
Hasil model regresi tiap individu yang ditemukan pada penelitian ini memiliki 
perbedaan nilai error yang signifikan. 
 
Kata Kunci : Data Hitung, Kecelakaan Lalu Lintas, Maximum Likelihood Estimation (MLE), Model Efek 
Tetap (MET), Model Data Panel, Newton Raphson, Regresi Poisson Tergeneralisasi Terbatas, LSDV. 
1. Pendahuluan 
Pada suatu penelitian, variabel diamati dalam waktu atau periode tertentu. 
Namun terkadang variabel yang digunakan dalam penelitian perlu untuk diamati lebih 
dari satu kali pada waktu  atau periode yang berbeda selama masa penelitian atau 
pengamatan. Pengamatan terhadap variabel penelitian yang digunakan pada suatu unit 
pengamatan di waktu yang sama disebut data cross section, sedangkan pengamatan 
terhadap variabel dependen dan variabel independen pada suatu unit pengamatan di 
waktu yang berbeda disebut data time series. Dan data panel merupakan gabungan 
antara data time series dan cross-sectional. Analisis regresi yang sering digunakan pada 
data panel disebut dengan analisis regresi data panel. 
Terdapat 3 pendekatan dalam mengestimasi model data panel, yaitu Model 
Efek Umum (MEU), Model Efek Tetap (MET) dan Model Efek Acak (MEA). Pada 
penelitian ini akan dibahas model data panel dengan metode efek tetap (MET) 
menggunakan Ordinary Least Square (OLS) dengan menambahkan variabel 
boneka/semu. Selanjutnya pada analisis model tersebut akan digunakan data kuantitatif 
dalam hal ini data hitung (count). Analisis regresi yang digunakan pada data hitung 
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(count) adalah regresi Poisson. Pada regresi Poisson digunakan data yang mengalami 
equisdispersi. Akan tetapi pada data panel, cenderung ditemukan terjadinya 
overdispersi. Pada data yang mengalami overdispersi apabila dianalisis dengan regresi 
Poisson maka standar error penduga koefisien regresi akan lebih kecil dari nilai 
sebenarnya atau underestimate. Untuk mengatasi masalah tersebut, salah satu metode 
yang dapat digunakan adalah analisis regresi Poisson tergeneralisasi terbatas 
Pada  regresi Poisson tergeneralisasi terbatas terdapat persamaan regresi yang 
tergantung pada  parameter-parameter. Parameter diartikan sebagai hasil pengukuran 
yang menggambarkan  karakteristik  dari  suatu  populasi. Parameter biasanya tidak 
diketahui nilainya, sehingga dilakukan penaksiran atau estimasi. Dalam  tulisan  ini,  
penulis  menggunakan maksimum  likelihood yang merupakan  salah  satu  metode  
dari  penaksir  titik. Ide  dasar  metode  maksimum likelihood adalah menentukan 
parameter yang memaksimalkan kemungkinan dari data sampelnya. 
 
2. Tinjauan Pustaka 
2.1. Konsep Data Panel 
Data panel adalah data yang merupakan hasil dari pengamatan pada beberapa 
individu (unit cross-sectional) yang masing-masing diamati dalam beberapa periode 
waktu yang berurutan (unit waktu). Model regresi data panel secara umum dapat 
dinyatakan pada persamaan berikut : 
𝑦𝑖𝑡 = 𝛽0 +  𝜷𝑿𝑖𝑡 + 𝜀𝑖𝑡                 𝑖 = 1,… ,𝑁           𝑡 = 1, … , 𝑇    (1) 
dengan: 
𝑦𝑖𝑡 = Variabel dependen untuk unit cross section ke-i dan  
periode waktu ke-t, 
𝛽0   = Konstanta intercept, 
𝑋𝑖𝑡 = Vektor Variabel independen untuk unit cross section ke-i dan  
periode waktu ke-t, 
𝛽  = Vektor Koefisien slope, 
𝜀𝑖𝑡 = Error regresi untuk unit cross section ke-i dan periode waktu ke t, 
 
2.2. Regresi Poisson 
Pada model regresi Poisson, fungsi penghubung yang digunakan adalah fungsi 
penghubung log karena fungsi log menjamin bahwa nilai variabel yang diharapkan dari 
variabel responnya akan bernilai non-negatif. Berikut ini adalah fungsi penghubung 
yang digunakan untuk model regresi Poisson. 
ln 𝐸(𝑦|𝑥) = ln(𝜇𝑖𝑡) = 𝛽0 + 𝛽1𝑥1𝑖𝑡 + 𝛽2𝑥2𝑖𝑡 + … + 𝛽𝑘𝑥𝑘𝑖𝑡 
𝜇𝑖𝑡 = exp(𝛽0 + ∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 ) = exp( 𝛽0 + 𝛽1𝑥1𝑖𝑡 + 𝛽2𝑥2𝑖𝑡 + … + 𝛽𝑘𝑥𝑘𝑖𝑡          (2) 
2.3. Model Efek Tetap 
Secara umum bentuk regresi data panel pada MET ialah  
𝑦𝑖𝑡 = 𝛽0𝑖 + 𝛽𝑗𝑥𝑗𝑖𝑡 + 𝜀𝑖𝑡      𝑖 = 1,2,3, … ,𝑁          𝑡 =  1,2,3, … , 𝑇                 (3) 
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Hal ini juga memberikan asumsi bahwa slope (β) dianggap konstan baik antar unit 
cross section maupun antar unit time series sedangkan intercept dari model berbeda 
antar unit cross section. Salah satu cara untuk memperhatikan unit cross section atau 
unit time series adalah dengan memasukkan variabel boneka/semu (dummy variabel) 
untuk mengizinkan terjadinya perbedaan nilai parameter, baik lintas unit cross section 
maupun antar unit time series. bentuk umum model regresi efek tetap dengan 
penambahan variabel dummy yaitu: 
𝑦𝑖𝑡 = 𝛽01 + 𝛽02𝐷2𝑖 + 𝛽03𝐷3𝑖 + 𝛽1𝑥1𝑖𝑡 + 𝛽2𝑥2𝑖𝑡 + 𝜀𝑖𝑡                   (4) 
dimana jika 𝐷2𝑖 = 1 maka yang lainnya bernilai 0. 
Dalam menggunakan Model Efek Tetap (MET) dengan penambahan variabel 
dummy, model regresi Poisson dapat dibentuk dengan mengasumsikan. 
𝑦𝑖𝑡 ~ Poisson (𝜆𝑖𝑡)  , 
𝜆𝑖𝑡 = 𝜇𝑖𝑡 = exp(𝛽01 + ∑𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2
+ ∑𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1
)            (5) 
   Pr[𝑌𝑖𝑡 = 𝑦𝑖𝑡] =  
𝜆
𝑖𝑡
𝑦𝑖𝑡𝑒−𝜆𝑖𝑡
𝑦𝑖𝑡!
                                      (6) 
2.4. Distribusi Poisson Tergeneralisasi Terbatas 
Distribusi Poisson tergeneralisasi digunakan untuk data integer non-negatif 
dengan parameter 𝜃 dan 𝜆, dimana 0 ≤ 𝜆 < 1 dan 𝜃 > 0. Misalkan parameter 𝜆 = 𝛼𝜃 
membuat 𝜆 berbanding lurus dengan 𝜃 sehingga parameter kedua 𝜆 dibatasi dan 
menyebabkan model distribusi Poisson tergeneralisasi terbatas sebagai berikut: 
𝑃(𝑋; 𝜃, 𝛼) = {
𝜃𝑥(1 + 𝛼𝑥)𝑥−1
𝑒−𝜃(1+𝛼𝑥)
𝑥!
          ; 𝑥 = 0,1,2,…
0 𝑙𝑎𝑖𝑛𝑛𝑦𝑎
                (7) 
dimana max {−𝜃−1, −
1
4
} ≤ 𝛼 ≤ 𝜃−1. Dikatakan bahwa mean dan variansi distribusi 
Poisson  tergeneralisasi terbatas pada pers. (7) yaitu 𝜇 =
𝜃
(1−𝛼𝜃)
 dan 𝜎2 =
𝜃
(1−𝛼𝜃)3
 
sehingga model regresi Poisson tergeneralisasi terbatas menjadi: 
𝑃(𝑌 = 𝑦|𝑥𝑖) = {
(
𝜇
1+𝛼𝜇
)
𝑦
(1 + 𝛼𝑦)𝑦−1
exp(−
𝜇(1+𝛼𝑦)
1+𝛼𝜇
)
𝑦!
          ; 𝑦 = 0,1,2, …
0 𝑙𝑎𝑖𝑛𝑛𝑦𝑎
   (8) 
2.5. Uji Chi-Square 
Uji ini digunakan untuk menentukan apakah data yang diteliti berdistribusi 
Poisson atau tidak 
2.6. Uji Pearson Chi-Square 
Uji ini digunakan untuk menentukan apakah data mengalami overdispersi atau 
tidak. 
2.7. Uji Hausman 
Uji ini dilakukan untuk mengetahui apakah model taksiran yang akan dipakai 
adalah model efek tetap atau model efek acak dengan langkah-langkah sebagai berikut: 
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1. Rumuskan hipotesis statistiknya, yaitu : 
H0 ∶  Random Effect  
H1 ∶  Fixed Effect  
2. Buat kriteria uji, yaitu : 
Tolak H0 jika nilai statistik Hausman ?̂? ≥ 𝜒𝛼,𝑑𝑓
2  atau p-value < 0,05. Statistik 
uji Hausman ini mengikuti distribusi statistik chi-kuadrat dengan derajat bebas 
k, dengan k adalah banyak variabel independen. 
2.8. Maksimum Likelihood Estimation 
Misalkan terdapat n pengamatan 𝑦1, 𝑦2, … , 𝑦𝑛 yang masing-masing mempunyai 
suatu pdf 𝑓(𝑦𝑖, 𝜃), 𝑖 = 1,2, … , 𝑛. Fungsi likelihood adalah suatu fungsi dari 𝜃 yaitu 
𝑙(𝜃) = 𝑓(𝑦1, 𝜃)…  𝑓(𝑦𝑛, 𝜃) = ∏ 𝑓(𝑦𝑖 , 𝜃)
𝑛
𝑖=1  .                                 (10) 
Jika 𝜃 adalah anggota suatu selang terbuka dan 𝑙(𝜃) terdiferensial dan mempunyai 
suatu nilai maksimum pada selang tersebut, maka MLE adalah suatu penyelesaian dari 
persamaan maksimum likelihood. 
𝑑
𝑑𝜃
𝑙(𝜃) = 0                                                                    (11) 
2.9. Newton Raphson 
Metode newton raphson adalah metode pendekatan yang menggunakan satu 
titik awal dan mendekatinya dengan memperhatikan slope atau gradient pada titik 
tersebut. Titik pendekatan ke n+1 dituliskan dengan : 
𝑋𝑛+1 = 𝑋𝑛 − 
𝑓(𝑥)
𝑓′(𝑥)
     (12) 
3. Hasil dan Pembahasan 
3.1 Fkp Model Regresi Poisson Tergeneralisasi Terbatas 
Pada regresi Poisson tergeneralisasi terbatas, variabel Y memiliki distribusi 
Poisson dimana: 
𝑃(𝑌 = 𝑦) = 𝑓(𝜃, 𝜆) 
𝑓(𝜃, 𝜆)didefenisikan pada persamaan (2.12) yaitu: 
𝑃(𝑦; 𝜃, 𝜆) = 𝜃(𝜃 + 𝑦𝜆)𝑦−1
𝑒−(𝜃+𝑦𝜆)
𝑦!
          ; 𝑦 = 0,1,2,… 
Jika parameter 𝜆 dimisalkan menjadi 𝜆 = 𝛼𝜃 maka fungsi kepadatan peluang distribusi 
poisson tergeneralisasi terbatas menjadi: 
𝑃(𝑦; 𝜃, 𝜆) = 𝜃(𝜃 + 𝛼𝜃𝑦)𝑦−1
𝑒−(𝜃+𝛼𝜃𝑦)
𝑦!
           ; 𝑦 = 0,1,2,… 
𝑃(𝑋; 𝜃, 𝜆) = 𝜃𝜃𝑦−1(1 + 𝛼𝑦)𝑦−1
𝑒−(𝜃+𝛼𝑦)
𝑦!
      ; 𝑦 = 0,1,2,… 
𝑃(𝑋; 𝜃, 𝜆) = 𝜃𝑦(1 + 𝛼𝑦)𝑦−1
𝑒−(𝜃+𝛼𝑦)
𝑦!
             ; 𝑦 = 0,1,2,… 
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Model regresi Poisson tergeneralisasi terbatas adalah sebagai berikut: 
𝑃(𝑌 = 𝑦) = (
𝜇
1 + 𝛼𝜇
)
𝑦
(1 + 𝛼𝑦)𝑦−1
exp (−
𝜇(1 + 𝛼𝑦)
1 + 𝛼𝜇 )
𝑦!
          ; 𝑦 = 0,1,2,… 
dengan mean dan variansi adalah 𝜇 =
𝜃
1−𝜆
, 𝜎2 =
𝜃
(1−𝜆)3
. 
3.2 Maximum Likelihood Estimation 
Fungsi Likelihood regresi Poisson tergeneralisasi terbatas sebagai berikut: 
𝑙(𝜇𝑖 , 𝑦𝑖) = ∏ {(
𝜇𝑖
1+𝛼𝜇𝑖
)
𝑦𝑖
(1 + 𝛼𝑦𝑖)
𝑦𝑖−1}𝑛𝑖=1
exp{−∑ (
𝜇𝑖(1+𝛼𝑦𝑖)
1+𝛼𝜇𝑖
)𝑛𝑖=1 }
𝑦𝑖!
   ; 𝑦 = 0,1,2,…(4.1) 
dengan 𝜇𝑖 = exp(𝛽01 + ∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 + ∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 ) dan 𝛽 = (𝛽01 + ∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +
∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 ). Logaritma natural dari fungsi likelihood (4.1) yaitu: 
ln 𝐿(𝛼, 𝛽) = ∑(𝑦𝑖ln(
e𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1
1 + 𝛼. e𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1
)) + (𝑦𝑖 − 1)ln(1 + 𝛼𝑦𝑖)
𝑛
𝑖=1
− (
(e𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 ) (1 + 𝛼𝑦𝑖)
1 + 𝛼. e𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1
) − ln𝑦𝑖!                 (13) 
Untuk menaksir setiap parameter 𝛼, 𝛽01, 𝛽𝑗 , 𝛽0𝑙 maka persamaan (13) 
diturunkan secara parsial terhadap parameter – parameter yang bersesuaian dan 
disamakan dengan nol. 
1. Penaksir untuk parameter 𝛼 
𝜕 ln 𝐿(𝛼, 𝛽)
𝜕𝛼
= 0 
∑
(
 
 
(−
(𝑦𝑖 . e
𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 )
1 + 𝛼. e𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1
) + (𝑦𝑖 − 1) (
𝑦𝑖
1 + 𝛼𝑦𝑖
)
𝑛
𝑖=1
− (e𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 )
(𝑦𝑖 − e
𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 )
(1 + 𝛼. e𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 )
2
)
 
 
= 0      (14) 
2. Penaksir untuk parameter 𝛽01 
𝜕 ln 𝐿(𝛼, 𝛽)
𝜕𝛽
01
= 0 
∑(
𝑦𝑖
1 + 𝛼. e𝛽01+
∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1
−
(e𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 ) (1 + 𝛼𝑦𝑖)
(1 + 𝛼. e𝛽01+
∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 )
2 )
𝑛
𝑖=1
= 0              (15) 
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3. Penaksir untuk parameter 𝛽0𝑙 
𝜕 ln 𝐿(𝛼, 𝛽)
𝜕𝛽
0𝑙
= 0 
∑(
𝑦𝑖𝐷𝑙𝑖
1 + 𝛼. e𝛽01+
∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1
−
(𝐷𝑙𝑖e
𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 ) (1 + 𝛼𝑦𝑖)
(1 + 𝛼. e𝛽01+
∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 )
2 )
𝑛
𝑖=1
= 0         (16) 
4. Penaksir untuk parameter 𝛽𝑗 
𝜕 ln 𝐿(𝛼, 𝛽)
𝜕𝛽
𝑗
= 0 
∑(
𝑦𝑖𝑥𝑗𝑖𝑡
1 + 𝛼. e𝛽01+
∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1
−
(𝑥𝑗𝑖𝑡e
𝛽01+∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 ) (1 + 𝛼𝑦𝑖)
(1 + 𝛼. e𝛽01+
∑ 𝛽0𝑙𝐷𝑙𝑖
𝑚
𝑙=2 +∑ 𝛽𝑗𝑥𝑗𝑖𝑡
𝑘
𝑗=1 )
2 )
𝑛
𝑖=1
= 0        (17) 
Turunan – turunan parsial dari fungsi log likelihood pada halaman sebelumnya jika dinyatakan 
dalam bentuk matriks maka menjadi: 
𝐴 =
[
 
 
 
 
 
 
 
 
 
 
 
 
 
𝜕 ln 𝑙 (𝛼, 𝛽)
𝜕𝛼
𝜕 ln 𝑙 (𝛼, 𝛽)
𝜕𝛽01
𝜕 ln 𝑙 (𝛼, 𝛽)
𝜕𝛽02
𝜕 ln 𝑙 (𝛼, 𝛽)
𝜕𝛽03
𝜕 ln 𝑙 (𝛼, 𝛽)
𝜕𝛽1
𝜕 ln 𝑙 (𝛼, 𝛽)
𝜕𝛽2 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
dari persamaan (14), (15),... ,(17) menghasilkan estimator yang berbentuk  implisit 
sehingga dalam pengaplikasian pada data dibutuhkan solusi numerik. Sesuai dengan 
pembahasan pada BAB II maka akan dilakukan metode Newton Raphson. 
3.1 Newton Raphson 
Dalam metode ini akan ditentukan matriks Hessian dimana elemen – 
elemennya merupakan turunan kedua dari fungsi log likelihood terhadap setiap 
parameternya. Bentuk matriks Hessian sebagai berikut : 
𝐻 =
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛼2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽01𝜕𝛼
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽02𝜕𝛼
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽03𝜕𝛼
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽1𝜕𝛼
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽2𝜕𝛼
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛼𝜕𝛽01
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽01
2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽02𝛽01
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽03𝛽01
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽1𝛽01
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽2𝛽01
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛼𝜕𝛽02
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛼𝜕𝛽03
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛼𝜕𝛽1
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛼𝜕𝛽2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽01𝜕𝛽02
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽01𝜕𝛽03
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽01𝜕𝛽1
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽01𝜕𝛽2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽02
2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽03𝛽02
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽1𝛽02
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽2𝛽02
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽02𝜕𝛽03
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽02𝜕𝛽1
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽02𝜕𝛽2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽03
2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽1𝛽03
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽2𝛽03
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽03𝜕𝛽1
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽1
2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽2𝜕𝛽1
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽03𝜕𝛽2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽1𝜕𝛽2
𝜕2 ln 𝐿(𝛼, 𝛽)
𝜕𝛽2
2 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Langkah – langkah dalam mengestimasi setiap parameter dengan metode newton 
raphson adalah sebagai berikut: 
1. Tentukan nilai awal untuk 𝛼, 𝛽01, 𝛽02, 𝛽03, 𝛽1 dan 𝛽2  
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2. Tentukan taksiran  𝛼, 𝛽01, 𝛽02, 𝛽03, 𝛽1 dan 𝛽2 dengan rumus; 
[
 
 
 
 
 
 
𝛼
𝛽
01
𝛽
02
𝛽
03
𝛽
1
𝛽
2 ]
 
 
 
 
 
 
𝑟+1
=
[
 
 
 
 
 
 
𝛼
𝛽
01
𝛽
02
𝛽
03
𝛽
1
𝛽
2 ]
 
 
 
 
 
 
𝑟
− 𝐻−1𝐴                                  (18) 
3.2 Aplikasi pada Data 
Pada penelitian ini akan digunakan data jumlah kecelakaan (Y), jumlah 
pelanggaran lalu lintas (X1), dan kondisi lingkungan / jumlah hari hujan (X2) yang 
diobservasi melalui tiga daerah yaitu Kota Makassar, Kota Palopo, dan Kabupaten 
Sinjai selama 12 bulan pada tahun 2010. Dalam pengaplikasian MET pada data 
kecelakaan akan ditambahkan variabel dummy yang disesuaikan dengan jumlah 
individu atau unit cross section yang diamati. Hal ini dilakukan untuk menghindari 
terjadinya jebakan dummy yaitu multikolineartas sempurna. Dalam data kecelakaan 
yang diamati terdapat tiga unit individu sehingga jumlah variabel dummy yang akan 
ditambahkan dalam data adalah sebanyak dua. 
Pada penelitian ini akan ditambahan variabel dummy untuk daerah Kota 
Makassar, dan Kabupaten Sinjai. Sedangkan Kota palopo akan menjadi base. Untuk 
lebih jelasnya lihat tabel 1.  
 
Tabel 1 Data Jumlah Kecelakaan, Pelanggaran Lalu Lintas, dan Kondisi 
Lingkungan / Hari HujanSetiap Bulan pada Tahun 2010 dengan Penambahan 
Variabel Dummy 
NO DAERAH BULAN  Y X1 X2 D2 D3 
1 
PALOPO 
Januari 2 80 16 0 0 
2 Februari 3 146 15 0 0 
3 Maret 1 104 24 0 0 
4 April 4 165 19 0 0 
5 Mei 1 102 23 0 0 
6 Juni 7 186 20 0 0 
7 Juli 0 200 20 0 0 
8 Agustus 1 290 24 0 0 
9 September 3 96 19 0 0 
10 Oktober 2 168 22 0 0 
11 November 3 164 18 0 0 
12 Desember 1 285 19 0 0 
13 
MAKASSAR 
Januari 108 735 27 1 0 
14 Februari 99 1475 19 1 0 
15 Maret 135 2069 17 1 0 
16 April 108 2437 16 1 0 
17 Mei 119 2691 18 1 0 
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18 Juni 94 1527 17 1 0 
19 Juli 75 2289 14 1 0 
20 Agustus 113 6432 17 1 0 
21 September 194 2888 24 1 0 
22 Oktober 206 4203 25 1 0 
23 November 228 4098 21 1 0 
24 Desember 201 3660 28 1 0 
25 
 
SINJAI 
Januari 3 21 17 0 1 
26 Februari 1 7 10 0 1 
27 Maret 1 6 8 0 1 
28 April 4 16 12 0 1 
29 Mei 2 8 13 0 1 
30 Juni 3 13 21 0 1 
31 Juli 5 22 19 0 1 
32 Agustus 2 13 9 0 1 
33 September 4 19 8 0 1 
34 Oktober 0 2 13 0 1 
35 November 3 18 8 0 1 
36 Desember 4 24 3 0 1 
Sumber : Hasil Olahan 
Untuk memperoleh taksiran likelihood dari setiap parameter maka akan 
digunakan rumus (19). Pada penelitian kali ini batas iterasi yang dipakai adalah 100 
kali iterasi. Adapun nilai awal untuk setiap parameter 𝛼, dan 𝛽 adalah sebagai berikut. 
[
 
 
 
 
 
 
𝛼
𝛽
01
𝛽
02
𝛽
03
𝛽
1
𝛽
2 ]
 
 
 
 
 
 
𝑟
=
[
 
 
 
 
 
1,968
7
−6
0
0,025
−0,6 ]
 
 
 
 
 
 
Dari proes iterasi hingga ke seratus didapatkan nilai taksiran untuk masing – 
masing parameter regresi sebagai berikut: 
[
 
 
 
 
 
 
𝛼
𝛽
01
𝛽
02
𝛽
03
𝛽
1
𝛽
2 ]
 
 
 
 
 
 
𝑟+1
=
[
 
 
 
 
 
1,381
13,022
92,546
1,591
0,023
−0,668]
 
 
 
 
 
 
3.3 Model Ragresi Poisson 
Model regresi Poisson untuk masing – masing daerah adalah sebagai berikut : 
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 Kota Palopo 
𝜇𝑃𝑎𝑙𝑜𝑝𝑜 𝑡 = exp(13,022 + 0,023 𝑥1𝑃𝑎𝑙𝑜𝑝𝑜𝑡 − 0,668 𝑥2𝑃𝑎𝑙𝑜𝑝𝑜𝑡)                             
 Kota Makassar 
𝜇𝑀𝐾𝑆 𝑡 = exp(13,022 + 92,546𝐷𝑀𝑘𝑠 + 0,023 𝑥1 𝑀𝑘𝑠 𝑡 − 0,668 𝑥2 𝑀𝑘𝑠 𝑡  )     
 Kabupaten Sinjai 
𝜇𝑆𝑖𝑛𝑗𝑎𝑖 𝑡 = exp(13,022 + 1,591𝐷𝑆𝑖𝑛𝑗𝑎𝑖 + 0,023 𝑥1𝑆𝑖𝑛𝑗𝑎𝑖 𝑡 − 0,668 𝑥2𝑆𝑖𝑛𝑗𝑎𝑖𝑡)  
 
Tabel 2. Nilai error untuk Kota Palopo, Kota Makassar, dan Kabupaten Sinjai 
NO PALOPO MAKASSAR SINJAI 
1 2.174 0.563 0.74 
2 3.36 30.801 7.094 
3 1.618 9.799 8.407 
4 0.125 45.931 2.965 
5 0.996 39.437 4.113 
6 3.06 38.333 2.116 
7 4.262 76.863 2.573 
8 2.66 132.148 6.9 
9 0.462 35.04 5.706 
10 0.19 17.463 5.975 
11 1.77 39.206 6.683 
12 5.885 26.956 9.161 
Jumlah 26.562 492.54 62.433 
 
Dilihat dari distribusi nilai error untuk setiap model regresi ketiga daerah maka dapat 
diinterpretasikan bahwa model regresi yang memiliki nilai error terendah adalah Kota 
Palopo. 
4. Kesimpulan dan Saran 
4.1 Kesimpulan 
Berdasarkan hasil analisis sebelumnya, disimpulkan bahwa model terbaik 
regresi data panel menggunakan MLE pada angka kecelakaan di tiga daerah di 
Sulawesi Selatan pada tahun 2010 adalah model Kota Palopo : 
𝜇𝑃𝑎𝑙𝑜𝑝𝑜 𝑡 = exp(13,022 + 0,023 𝑥1𝑃𝑎𝑙𝑜𝑝𝑜𝑡 − 0,668 𝑥2𝑃𝑎𝑙𝑜𝑝𝑜𝑡) 
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dimana jumlah pelanggaran lalu lintas bepengaruh positif dengan angka kecelakaan, sedangkan 
jumlah hari hujan/pengaruh lingkungan berpengaruh negatif dengan angka kecelakaan, serta 
kedua variabelnya signifikan. 
4.2 Saran 
Dalam penelitian ini model regresi yang dihasilkan pada daerah tertentu dari 
MLE memiliki jumlah error yang besar. Oleh karena itu disarankan untuk penelitian 
selanjutnya menggunakan metode / model efek yang berbeda atau dengan 
menambahkan jumlah individu dan waktu pengamatan dalam data panel yang 
digunakan. 
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