A new approach to group classification problems and more general investigations on transformational properties of classes of differential equations are proposed. It is based on mappings between classes of differential equations, generated by families of point transformations. A class of variable coefficient (1+1)-dimensional semilinear reaction-diffusion equations of
Introduction
Investigation of diffusion equations (with reaction or convection terms or without them) is important since they are often used as mathematical models of various processes in nature and society. For example, in biology [31] one can consider cells, bacteria, chemicals, animals and so on as particles each of which usually moves around in a random way. Then, a regular motion of their group are assumed as a diffusion process and often it is not a simple diffusion since there may be an interaction between particles. For simplicity, biologists often use a (1+1)-dimensional continuum model equation for the description of global behaviour in terms of a particle density or concentration. Exact solutions of the model equations allow one to study particle concentration distribution and character of diffusing. Such solutions can be constructed in a regular way by the reduction method using Lie symmetry operators. It is one of reasons to choose model equations with nontrivial symmetry properties, i.e. equations admitting Lie symmetry algebra of maximally possible dimension. Group classification of a class of reactiondiffusion equations helps to make appropriate choice of model equations and then to obtain their exact solutions.
In the present paper we investigate, from the symmetry point of view, the class of variable coefficient (1+1)-dimensional semilinear reaction-diffusion equations of the general form
where f = f (x), g = g(x) and h = h(x) are arbitrary smooth functions of their variables, f (x)g(x)h(x) = 0, m is an arbitrary constant. The linear case is excluded from consideration as well-investigated. One more reason for this exclusion is that the linear case is singular from the symmetry pint of view and are not connected with the nonlinear case via point transformations.
That is why we assume through the paper that m = 0, 1. Lie symmetries of equations from class (1) with constant arbitrary elements f , g and h were found in [13, 14, 35] within the group classification of the class of equations having the form u t = (k(u)u x ) x + q(u). Class (1) is included in the wider class of quasilinear reaction-diffusion equations with power nonlinearities f (x)u t = (g(x)u n u x ) x + h(x)u m , investigated for n = 0 in [48] . A number of special equations from this class were successfully used to model phenomenon in physics, chemistry and biology [12, 24, 31, 32, 38, 47] . The semilinear class (1) is singular with respect to symmetry properties. This is why it was excluded from consideration in [48] . Extended group analysis of class (1) is carried out in this paper. Equivalence groups of different kinds are found for the classes, its subclasses and some related classes. All the point transformations between cases of Lie symmetry extensions, which are additional to the transformations form the equivalence groups, are constructed. That is why two group classification problems are really solved for each from the above classes-with respect to the corresponding extended equivalence group and up to general point-transformation equivalence. The set of admissible transformations in the case m = 0, 1, 2 is exhaustively described. Wide families of exact solutions for the equations under consideration are obtained by the classical Lie reduction method or generated from known solutions by additional equivalence transformations or via mappings between classes. Some nonclassical symmetries of equations from class (1) are constructed.
In fact, the ultimate goal of the paper is to present a new approach to group classification problems and more general investigations on transformational properties of classes of differential equations; and the group analysis of equations from class (1) is only an illustrative example on application of different techniques within the framework of the approach proposed. Mappings between classes of differential equations, generated by families of point transformations, are involved in the consideration. The above approach is based on the simple fact, that symmetry, transformational and other related properties of differential equations are changed in a predictable way under such mappings. A particular case of the mappings between classes of differential equations is given by mappings of a class into itself, generated by transformations from the corresponding equivalence group or admissible transformations of the class.
The structure of the paper is as follows. In section 2 we construct both the usual and the generalized extended equivalence groups for class (1) as well as for related classes arising later under the implementation of the proposed approach to group classification. The first related class is a subclass of class (1) obtained with the gauge g = f . It is the gauge that allows us to perform the further gauging via mapping to other classes in the simplest way. Since all results on symmetries and exact solutions of class (1) can be obtained from the analogous results of its subclass with g = f we restrict ourselves by investigation of this subclass and call it the initial class. The second related class is the image of the initial class with respect to a family of nondegenerate point transformations parameterized by arbitrary elements. So, it is called the imaged class. It appears that Lie symmetries of the imaged class are capable to be directly classified only for values of m = 2. That is why an additional gauge via mapping is needed for m = 2. Such gauge is found and the imaged class with m = 2 is transformed to the double-imaged one which is the third related class arising in our consideration.
Necessary theoretical background on mappings between classes of differential equations is developed in section 3. Obtained results are applied to justify the techniques used in the investigation of class (1) .
In section 4 we carry out, at first, the group classifications of the imaged and double-imaged classes (subsections 4.1 and 4.2, respectively) and then use the obtained results in subsection 4.3 to classify Lie symmetries of the initial class. The technique of usage of equivalence transformations under group classification is illustrated by examples.
Note that the method applied in this paper for classification of the imaged classes is based on the investigation of compatibility and the direct integration of determining equations. This method is not very efficient for classes of equations which involves arbitrary elements depending on several variables. For classification of more general classes of two-dimensional PDEs, the approach involving study of realizations of Lie algebras is usually applied. The corresponding theoretical background is described in [6, 52] in detail. Group classification problems for wide classes of (1 + 1)-dimensional evolution equations were solved within the framework of the above approach, e.g., in [2, 6, 28, 29, [52] [53] [54] .
In section 5 additional equivalence transformations between equations, having extensions of Lie symmetries, are found and used for performing the group classifications for the initial class as well as for the imaged classes with respect to all point transformations.
The form-preserving (admissible) transformations of the imaged class for the case m = 0, 1, 2 are studied in section 6. As a result, the structure of the sets of admissible transformations of the image class, the initial class and class s (1) is described exhaustively.
Both Lie and non-Lie exact solutions for equations from the initial class and related ones are constructed in section 7. In more details, Lie solutions obtained by reductions with respect to corresponding Lie symmetry operators are adduced in subsection 7.1. It is shown in subsection 7.2 how to use gauging transformations for construction of non-Lie exact solutions for equations from the initial class. Namely, the known solutions of the Kolmgorov-PetrovskiiPiskunov equation and its subclasses, which belong to the considered imaged class, are used to generate solution for the equations from class (1) with g = f . The similar procedure is applied in subsection 7.3, where additional equivalence transformations are used to derive exact solutions of variable coefficient equations from the imaged class, using known solutions of constant coefficient equations from this class. Possible application of additional equivalence transformations for generation of non-Lie solutions for the equations from the initial class is also shown.
In Section 8 the approach based on gauging is extended to investigation of nonclassical symmetries. The properties of equivalence relations on sets on reduction operators and mappings between such sets are investigated for general classes of differential equations. A procedure of nonclassical symmetry classification of equations from class (1) are discussed. We also single out some their subclasses for which reduction operators are derived from known ones for constant coefficient equations from other classes. The main idea of the classification procedure is to look for nonclassical symmetries using the same gauges as for the classification of Lie symmetries, i.e., to find them for the imaged classes and then to reconstruct the corresponding operators for the equations from the initial class.
In Conclusion the problem of group classification of more general class of variable coefficient reaction-diffusion equations is discussed.
Equivalence transformations and choice of class for investigation
It is essential for group classification problems to derive the transformations which preserve the general form of equations from a class under investigation and transform only arbitrary elements. Such transformations are called equivalence ones and form a group [36] .
The usual equivalence group G ∼ of class (1) is formed by the nondegenerate point transformations in the space of (t, x, u, f, g, h, m), which are projectible on the space of (t, x, u), i.e. they have the form
and transform any equation from class (1) for the function u = u(t, x) with the arbitrary elements (f, g, h, m) to an equation from the same class for the functionũ =ũ(t,x) with the new arbitrary elements (f ,g,h,m).
Theorem 1. G ∼ consists of the transformations
where δ j (j = 0, 1, 2, 3) are arbitrary constants, δ 0 δ 1 δ 3 = 0, ϕ is an arbitrary smooth function of x, ϕ x = 0.
It appears that class (1) admits other equivalence transformations which do not belong to G ∼ and form, together with usual equivalence transformations, a generalized extended equivalence group. Restrictions on transformations can be weakened in two directions. We admit the transformations of the variables t, x and u can depend on arbitrary elements (the prefix "generalized" [30] ), and this dependence are not point necessarily and have to become point with respect to (t, x, u) after fixing values of arbitrary elements. The explicit form of the new arbitrary elements (f ,g,h,m) is determined via (t, x, u, f, g, h, m) in some non-fixed (possibly, nonlocal) way (the prefix "extended"). We construct the complete (in this sense) generalized extended equivalence groupĜ ∼ of class (1), using the direct method [26] .
Theorem 2. The generalized extended equivalence groupĜ ∼ of class (1) is formed by the transformations
where ϕ is an arbitrary smooth function of x, ϕ x = 0 and ψ is determined by the formula
From theorems 1 and 2 it follows that arbitrary element m is invariant of the transformations from G ∼ andĜ ∼ . It allows us to present class (1) as union of disjoint subclasses, where each of the subclasses corresponds to a fixed value of m. Each of the subclasses has its own equivalence group which is conditional equivalence group for the whole class (1) . Almost for all values of m the equivalence group of corresponding subclass coincides with the equivalence group of class (1) but for some value of m, namely m = 2, the equivalence group of the corresponding subclass is wider thanĜ ∼ .
Theorem 3. The class of equations
admits the generalized extended equivalence groupĜ ∼ m=2 consisting of the transformations
where δ j (j = 0, 1, 2) are arbitrary constants, δ 0 δ 1 = 0. ψ(x) is a smooth solution of the fourthorder nonlinear ODE
The groupĜ ∼ m=2 is a conditional (generalized extended) equivalence group of class (1). It's easy to see thatĜ
−1 which appears in the equivalence transformations fromĜ ∼ is a particular solution of equation (3) . Note that
e., the condition m = 2 does not lead to extension of the usual equivalence group.
The presence of the arbitrary function ϕ(x) in the equivalence transformations from G ∼ and G ∼ allows us to simplify the problem of group classification of class (1) reducing the number of arbitrary functions.
For example, the transformation from group
,ũ = u maps (1) to the classf (x)ũt =ũxx +h(x)ũ m with new arbitrary elementsf (
In other words, we make the gauge g = 1 of arbitrary elements of class (1) . Generally speaking, every arbitrary function of class (1) can be gauged to the unity by transformations from G ∼ . Despite the fact that the gauge g = 1 seems most successful, the problem of group classification of the class f (x)u t = u xx +h(x)u m remains complicated. The appropriate way out is to transform class (1) by some nondegenerate variable transformation, that does not belong to the equivalence groups G ∼ andĜ ∼ , to a class for which the problem of group classification is easier to solve. For this purpose, at first, let's gauge the arbitrary elements of the class (1) in such a way that new arbitrary elementsf andg will coincide. It follows from theorem 1 that this gauge can be done with the transformatioñ
This transformation connects equation (1) with the equationf (x)ũt = (f (x)ũx)x +h(x)ũ m ,
Without loss of generality, we can restrict ourselves to investigation of the class
since all results on symmetries and solutions for this class can be extended to class (1) with transformation (4). It's easy to deduce the generalized extended equivalence group for class (5) from theorem 2 and conditional one for the value of m = 2 from theorem 3 by settingf =g and f = g. The results are summarized in the following theorems. 
Theorem 5. The class of equations
admits the generalized extended equivalence groupĜ ∼ f =g,m=2 consisting of the transformations
is a smooth solution of the forth-order nonlinear ODE
and χ = − ψ 2 2h
Similarly to the case of class (1) the conditional equivalence groupĜ ∼ f =g,m=2 of class (5) is wider thanĜ ∼ f =g | m=2 . The usage of equivalence transformations from theorems 2 and 3 allows us to simplify essentially the solving of group classification problem for class (5) . Note that the usual equivalence groups of classes (5) and (6) are obtained by means of putting ψ = const in G ∼ f =g andĜ ∼ f =g,m=2 , respectively. It is easy to see that G ∼ f =g | m=2 and G ∼ f =g,m=2 coincide. Next step is to make the following change of the dependent variable in class (5)
As a result, the class
is obtained, where new arbitrary elements F and H are expressed by the formulas
Since class (9) is image of class (5) with respect to (8) we will call them imaged class and initial class, respectively. Transformations (8) generates the peculiar gauge of the arbitrary elements, namely, every fixed pair (F, H) of arbitrary elements from class (9) corresponds to some set of pairs (f, h) from class (5) . All results on symmetries and solutions of class (9) can be extended to class (5) with transformation (8).
Transformation (8) induces homomorphism of the equivalence groups of class (5) to the equivalence groups of class (9) . At the same time the complicated transformations fromĜ ∼ f =g andĜ ∼ f =g,m=2 connected with the function ψ are in the kernel of this homomorphism. In the case of m = 2 this kernel is wider than for other values of m and transformations fromĜ ∼ f =g,m=2 connected with ψ become simpler whereas in the other cases of m these complexities completely vanish. It's proved by the following statements.
Theorem 6. The equivalence group G ∼ F H of class (9) is formed by the transformations
where δ j (j = 1, ..., 4) are arbitrary constants, δ 1 δ 4 = 0.
Theorem 7. The class of equations
admits the generalized extended equivalence groupĜ ∼ F H,m=2 consisting of the transformations
is a smooth solution of the secondorder nonlinear ODE
Thus, the sequential applying the gauge f = g and transformation (8) to class (1) resulted in class (9) leads to the complete solving of the group classification problem for class (5) and consequently for class (1) with m = 2.
In the case m = 2 additional peculiar gauge is needed. This gauge has to be chosen so that the residuary complexities connected with function ψ will map to the kernel of the equivalence groups homomorphism induced by this gauge. Such gauge can be made with transformation
which maps class (11) to the class
where
We will call class (13) double-imaged class.
Theorem 8. The equivalence group G ∼ HG of class (13) is formed by the transformations
Thus, class (13) admits only usual equivalence group. The exhaustive group classifications for classes (9) and (13) and then for class (5) are performed in section 4. Note 1. Due to physical sense of equation (1), the function u should satisfy the condition u ≥ 0. In this case we have to demand for the multipliers of u to be positive in all transformations. If we avoid positiveness of u then we have to use the modular of u as base of powers which are not determined for negative values of base. The same statement is true for similar expressions in transformations and other places. The necessary changes in formulas are obvious.
Theoretical Background On Class Mappings
Following [40, 43] , we discuss mappings between classes of systems of differential equations, generated by point transformations. The behavior of transformational properties of classes under such mappings are studied. These results form a foundation of our approach to group classification of class (1) .
Let L θ be a system L(x, u (p) , θ(x, u (p) )) = 0 of l differential equations for m unknown functions u = (u 1 , . . . , u m ) of n independent variables x = (x 1 , . . . , x n ). Here u (p) denotes the set of all the derivatives of u with respect to x of order no greater than p, including u as the derivatives of order zero. L = (L 1 , . . . , L l ) is a tuple of l fixed functions depending on x, u (p) and θ. θ denotes the tuple of arbitrary (parametric) functions θ(x, u (n) ) = (θ 1 (x, u (p) ), . . . , θ k (x, u (p) )) called arbitrary elements and running the set S of solutions of the auxiliary system
This system consists of differential equations and inequalities with respect to θ, where x and u (p) play the role of independent variables and θ (q) stands for the set of all the partial derivatives of θ of order no greater than q with respect to the variables x and u (p) . (This inequality means that no components of Σ vanish. For simplicity the tuple Σ can be replaced by a single differential function coinciding with the product of their components.) The tuples S or Σ may be empty. We denote the class of systems L θ with the arbitrary elements θ running through S as L| S .
Let L i θ denote the set of all algebraically independent differential consequences of L θ , which have, as differential equations, orders no greater than i. We identify L i θ with the manifold determined by L i θ in the jet space J (i) . In particular, L θ is identified with the manifold determined by L p θ in J (p) . Then L| S can be interpreted as a family of manifolds in J (p) , parametrized with the arbitrary elements θ ∈ S.
Subclasses are singled out in the class L| S with additional auxiliary systems of equations and/or non-vanish conditions which are attached to the main auxiliary system.
The above definition of a class of differential equations are not really complete. Gauge equivalence and other nuances have to be taken into account. See [40, 43] for details.
For θ,θ ∈ S we call the set of point transformations which map the system L θ into the system Lθ the set of admissible transformations from L θ into Lθ and denote it by T(θ,θ). The maximal point symmetry group G θ of the system L θ coincides with T(θ, θ). If the systems L θ and Lθ are equivalent with respect to point transformations then T(θ,θ) = ϕ 0 • G θ = Gθ • ϕ 0 , where ϕ 0 is a fixed transformation from T(θ,θ). Otherwise, T(θ,θ) = ∅. Analogously, the set T(θ, L| S ) = { (θ, ϕ) |θ ∈ S, ϕ ∈ T(θ,θ) } is called the set of admissible transformations of the system L θ into the class L| S .
Definition 1. T(L|
Note 2. The set of admissible transformations was first described by Kingston and Sophocleous for a class of generalized Burgers equations [25] . These authors call transformations of such type form-preserving [25] [26] [27] . The notion of admissible transformations can be considered as a formalization of their approach.
Let us introduce notations and notions necessary for presentation of the classical formulation of group classification problems. A θ denotes the maximal Lie invariance (or principal) algebra of infinitesimal symmetry operators of L θ for a fixed θ ∈ S. The common part A ∩ = A ∩ (L| S ) = θ∈S A θ of all A θ , θ ∈ S, is called the kernel of the maximal Lie invariance algebras of systems from the class L| S . The equivalence group of the class L| S is denoted by G ∼ = G ∼ (L| S ) Roughly speaking, G ∼ is the set of admissible transformations which can be applied to any θ ∈ S.
In the framework of the infinitesimal approach, the problem of group classification is reformulated as finding all possible inequivalent cases of extensions for A θ , i.e., as listing all G ∼ -inequivalent values of the arbitrary parameters θ together with A θ satisfying the condition A θ = A ∩ [3, 36] . More precisely, the solution of the group classification problem is a list of pairs (S γ , {A θ , θ ∈ S γ }), γ ∈ Γ. Here {S γ , γ ∈ Γ} is a family of subsets of S, γ∈Γ S γ contains only G ∼ -inequivalent values of θ with A θ = A ∩ , and for any θ ∈ S with A θ = A ∩ there exists γ ∈ Γ such that θ ∈ S γ mod G ∼ . The structures of the A θ are similar for different values of θ ∈ S γ under fixed γ. In particular, all A θ , θ ∈ S γ , have the same dimension or display the same arbitrariness of algebra parameters in the infinite-dimensional case.
The notion of similar differential equations [36] can be extended to classes of (systems of) differential equations in a number of ways. The most direct and evident generalization are given by the following definition.
which is projectable on the space of (x, u (q) ) for any 0 ≤ q ≤ p, and Ψ| (x,u (q) ) being the q-th order prolongation of Ψ| (x,u) , ΨS = S ′ and Ψ| ( 
Here and in what follows the action of such a point transformation Ψ in the space of (x, u (p) , θ) on arbitrary elements from S as pth-order differential functions is given by the formula:
where Θ = (pr p Ψ| (x,u) ) −1 and pr p denotes the operation of standard prolongation of a point transformations to the derivatives of orders not greater than p. Roughly speaking, similar classes consist of similar equations with the same similarity transformation. 
Similar classes of systems of differential equations also have similar equivalence groups. More precisely, if classes are similar with respect to a transformation of a certain kind (e.g., a point transformation of the independent variables, the dependent variables, their derivatives and the arbitrary elements) then equivalence groups formed by the equivalence transformations of the same kind are similar with respect to this transformation.
It is obvious that for similar classes lists of Lie symmetries under group classification with respect to any of the above equivalence relations are similar. Namely, if Ψ is a transformation realizing the similarity of the class L ′ | S ′ to the class L| S (see definition 2) and
is a classification list for the class L ′ | S ′ . Here (Ψ| (x,u) ) * is the mapping induced by the transformation Ψ in the set of vector fields on the space (x, u) (push-forward of vector fields). A θ is the maximal Lie invariance (or principal) algebra of infinitesimal symmetry operators of L θ . The set of transformations used in definition 2 can be extended via admitting different kinds of dependence on arbitrary elements as in the case of equivalence groups below. As a rule, similar classes of systems have similar properties from the group analysis point of view. In the case of point similarity transformations, the properties really are the same up to similarity. If Ψ is a point transformation in the space of (x, u (p) , θ) then these classes practically have the same transformational properties.
If the transformation Ψ is identical with respect to x and u then L ′ Ψθ = L θ for any θ ∈ S, i.e., in fact the classes L| S and L ′ | S ′ coincide as sets of manifolds in a jet space. We will say that the class L ′ | S ′ is a re-parametrization of the class L| S , associated with the re-parametrizing transformation Ψ. in the most general approach, Ψ can be assumed an arbitrary one-to-one mapping from S to S ′ , satisfying the condition L ′ Ψθ = L θ for any θ ∈ S. Note that the number of arbitrary elements in S ′ might not coincide with the one in S. Transformational properties may be broken under generalized re-parametrizations.
An example of non-point re-parametrization often applied in group analysis is given by the classes {I = θ(J )} and {J =θ(I)}, where I and J are k-tuples of fixed functionally independent expressions of x and u (p) , θ andθ are arbitrary k-ary k-vector functions with nonzero Jacobians. The corresponding mapping between the sets of arbitrary elements is to take the inverse function to each set element. Fortunately, such re-parametrization preserve transformational properties of classes well.
Similarity of classes implies a one-to-one correspondence between the associated sets of arbitrary elements. If this feature is neglected, we result to the more general and complicated notion of mapping between classes of differential equations.
parametrized by θ ∈ S and satisfying the following conditions. For any θ ∈ S there exists θ ′ ∈ S ′ and, conversely, for any θ ′ ∈ S ′ there exists θ ∈ S such that pr p ϕ θ L θ = L ′ θ ′ . We will say that the familyφ realizes the point-transformation mapping of the class L| S onto the class L ′ | S ′ , and will identify the family with the mapping of classes and with the associated mapping of the arbitrary element sets. Thus, the formula pr
In the case of similar classes the family realizing the corresponding point-transformation mapping in fact consists of a unique element, i.e., the transformation does not depend on the arbitrary elements.
A point-transformation image inherits certain transformational properties from its classpreimage. There is also a converse connection. For example, equations from the class-preimage are point-transformation equivalent iff their images are.
Proposition 2. A point-transformation mapping between classes of differential equations induces a mapping between the corresponding sets of admissible transformations. Namely, if the class L ′ | S ′ is the point-transformation image of the class L| S under the family of point transformations ϕ
Moreover, the similar statement in the opposite direction is also true.
Proposition 3. The set of admissible transformations of the initial class L| S is reconstructed from the one of its point-transformation image
Proof. Indeed, suppose that the family of point transformations If the class L ′ | S ′ is only a point-transformation image of the class L| S in the sense of definition 3 without the similarity in the sense of definition 2 then the similarity of their classifications may be broken. Only in the case of classifications with respect to the entire sets of admissible transformations there always exists a one-to-one correspondence to hold between the classification lists for the class-image and the class-preimage. For such a correspondence to hold in the case of classifications with respect to the equivalence groups, we need additionally to require that that the image of each orbit of
These facts can be applied for the simplification of solving group classification problems. If one of the classes is classified in a simpler way, possessing, e.g., a set of arbitrary elements (resp. equivalence group, resp. set of admissible transformations, etc.) of a simpler structure then its group classification can be carried out first and can subsequently be used to derive the classification of the other class. It is an approach that is applied is the present paper for the group classification of class (1) .
A specific kind of mappings between classes of differential equations is given by mappings of classes to their subclasses. If the class L| S is mapped onto its subclass L| S ′ by the transformation familyφ = {ϕ θ , θ ∈ S} then the tuple (θ,φθ, ϕ θ ) is an admissible transformation in the class L| S . A particular case is that the mappingφ is associated with a subgroup H of the equivalence group G ∼ (L| S ). Namely, the mapping is constructed in the following way. We choose a subclass L| S ′ of L| S in such a way that each orbit of the action of H in S intersects S ′ in one element sharp. Then we putφθ = θ ′ , where {θ ′ } = S ′ ∩ Hθ, i.e., any element of an orbit is mapped to the element of the intersection of the orbit and S ′ . As a realization of the transformation ϕ θ we choose h| θ (x,u) , where h is an element of H mapping θ to θ ′ . It is useful to identify ϕ θ and h. The system of additional auxiliary conditions S ′ = 0, Σ ′ = 0 singled out the subclass L| S ′ from the class L| S is called a gauge of arbitrary elements, generated by the subgroup H. It is obvious that the preimages of each arbitrary element from S ′ with respect to the mappingφ associated with H are G ∼ (L| S )-equivalent. The mappingφ also establishes a stronger connection between the generalized extended equivalence groups of the initial and imaged classes under certain conditions on H. Proof. Let us recall that if the mappingφ is associated with H then the transformation ϕ θ for each θ ∈ S is interpreted as the element of H realizing the projection of θ to S ′ .
For arbitrary θ ∈ S and each Φ ∈ G ∼ (L| S ) there exists
for each θ ′ ∈ S ′ . The transformation Φ ′ is a point transformation with respect to (x, u) for each θ ′ ∈ S ′ as a composition of point transformations ϕ Φθ ′ | Φθ ′ (x,u) and Φ| θ ′ (x,u) . Since H is a normal subgroup of G ∼ (L| S ), any transformation from G ∼ (L| S ) maps each orbit of H onto an orbit of H. So, if θ ′ ,θ ′ ∈ S ′ and θ ′ =θ ′ then Φθ ′ and Φθ ′ belong to different orbits of H.
, Φ ′ generates a one-to-one mapping on S ′ . This means that Φ ′ ∈ G ∼ (L| S ′ ). In other words, we have proved that images of G ∼ (L| S )-equivalent equations with respect to the mappingφ are This means that the group classification in class L| S up to G ∼ (L| S )-equivalence is reduced to the group classification in the subclass L| S ′ with respect to its equivalence group G ∼ (L| S ′ ).
We interpret the results of section 2 on the general class (1) with m = 0, 1 in the above framework. The interpretation for the subclass (2) corresponding the singular value m = 2 is analogous but more complicated.
At first we take the discrete subgroup of the generalized extended equivalence groupĜ ∼ , formed by the equivalence transformations with
Using the alternating of the sign of t, we always can reduce each equation from class (1) to an equation from the same class, in which the arbitrary elements f and g (locally) have equal signs. The corresponding mapping is given by the formulã
The subclass of equations satisfying the gauge sign f = sign g will be marked by (1 ′ ). Its generalized extended equivalence groupǦ ∼ consists of the transformations fromĜ ∼ with δ 1 > 0. It is obvious that equations from class (1) areĜ ∼ -equivalent iff their images in class ( 
Consider the subgroup H of the groupǦ ∼ , which is formed by the equivalence transformations, where δ 0 = δ 1 = δ 4 = 1, δ 2 = δ 3 = 0 and ϕ runs through the set of smooth functions having positive derivatives and the same fixed point x 0 . H is a normal subgroup ofǦ ∼ . This fact is not trivial in view of that transformations become point only after fixation of arbitrary elements. To prove it, we take an arbitrary equivalence transformation Φ of the form adduced in theorem 2 and an arbitrary transformation Ω:
from H. Note at first that the transformation Φ −1 inverse to the transformation Φ has the same forms with the value
and the integration constant is assumed determined in such a way that −δ 3 ψ 2 /g dx = ψ if δ 3 = 0. Let us show that Φ −1 ΩΦ ∈ H. We mark the values transformed by Φ, ΩΦ and Φ −1 ΩΦ with the signs of tilde, hat and check, respectively.
The function ϕ −1 • ω • ϕ has the same fixed point x 0 . Hence, the above formulas means that Φ −1 ΩΦ ∈ H. For each equation from class (1 ′ ) there exists a unique transformation from the group H, which transform this equation to an equation from class (5), i.e., with arbitrary elements constrained by the gaugef =g. The transformation corresponds to
dx, where the integration constant is chosen in such a way that ω(x 0 ) = x 0 . Therefore, each orbit of H in the sets of arbitrary elements of class (1 ′ ) intersects the sets of arbitrary elements of class (5) in one element sharp. This implies in view of proposition 4 that equations from class (1 ′ ) areǦ ∼ -equivalent iff their images in class (5) areĜ ∼ f =g -equivalent. The last statement also can be checked directly. Moreover, due to features of the classes under consideration the factor-groupǦ ∼ /H is isomorphic to the generalized extended equivalence groupĜ ∼ f =g of class (5). In section 3 class (5) is further mapped onto class (9) by means of the transformation defined by formulas (8) and (10) . The set of preimages of each equation from class (9) coincides with an orbit of the subgroup H ′ of the groupĜ ∼ f =g in class (5), where the subgroup H ′ is formed by the transformation fromĜ ∼ f =g (see theorem 4) with δ 0 = δ 1 = 1 and δ 2 = δ 3 = 0. Indeed, the conditions
implies thatf = ζ 2 f andh = ζ m+1 h, where ζ = δ 4 dx f (x) + δ 5 for some constants δ 4 and δ 5 . Moreover, two equations from class (5) are connected by a transformation fromĜ ∼ f =g iff their images in class (9) are connected by a transformation from G ∼ F H . Note that the generalized extended equivalence group of class (9) coincides with its usual equivalence group G ∼ F H . As a result, we construct a chain of mappings
Each element of the chain is a surjection and possesses the property that equations from the corresponding initial class are equivalent with respect to its generalized extended equivalence group iff their images are are equivalent with respect to the generalized extended equivalence group of the corresponding imaged class. Then the resulting mapping from class (1) onto class (9) possesses the same property as a composition of mappings having it.
Summarizing the above interpretation of the results of section 2, we formulate the following statement. 
Lie symmetries
It is shown in sections 2 and 3 that the problem of group classification for class (5) has been reduced to the similar but simpler problems for class (9) if m = 2 and for class (13) if m = 2. In the next two subsections we carry out the group classifications of classes (9) and (13) respectively. In subsection 4.3 the obtained results are used to derive group classification of class (5).
Group classification of the imaged class
The group classification of class (9) will be carried out within the framework of the classical Lie approach [34, 36] up to the equivalence generated by the equivalence group G ∼ F H of this class. We search for operators of the form Γ = τ (t, x, v)∂ t + ξ(t, x, v)∂ x + η(t, x, v)∂ v which generate one-parameter groups of point symmetry transformations of equations from class (9) . These operators satisfy the infinitesimal invariance criterion, i.e. action of the r-th prolongation Γ (r) of Γ to the (r-th order) differential equation under consideration results in identically zero, modulo this differential equation. Here we require that
identically, modulo equation (9) . After elimination of v t due to (9), equation (15) becomes an identity in five variables: t, x, v, v x and v xx . In fact, equation (15) is a multivariable polynomial in the variables v x and v xx . The coefficients of the different powers of these variables must be zero, giving the determining equations on the coefficients τ , ξ and η. Since equation (9) has a specific form (it is a quasilinear evolution equation, the right hand side of (9) is a polynomial in the pure derivatives of v with respect to x etc), the forms of the coefficients can be simplified. That is, τ = τ (t), ξ = ξ(t, x) [26] . Then the determining equations which contain only coefficients of the operator Γ are η vv = 0, τ t = 2ξ x , ξ t = ξ xx − 2η xv . Integration of them gives the expressions for ξ and η:
where σ and ζ are arbitrary functions of the variable t. We have only one more determining equation 
Since mH = 0, the third equation is equivalent to the condition η 0 = 0 under which the fourth equation becomes an identity. Finally we have two equations including both the residuary uncertainties in coefficients of the operator and the arbitrary elements of the class under consideration. We will call them the classifying equations since they enable us to derive the forms of τ , σ and ζ depending on values of F and H. The split of the classifying equations with respect to the functions F and H in case of their arbitrariness gives the conditions τ t = 0, σ = ζ = 0. Hence, the kernel of Lie invariance groups of class (5) is associated with the Lie algebra A ker = ∂ t .
In table 1 we list values of the parameter-functions F and H and bases of the corresponding Lie invariance algebras in all possible G ∼ F H -inequivalent cases of Lie symmetry extension. 
Here α, β, δ, k, p, q, a1, a2, a3 are constants satisfying the conditions: 
Below we list the transformations from the Lie groups corresponding to the Lie algebras with basis operators adduced in table 1.
Group classification of the double-imaged class
In the case m = 2 the group classification will be performed for the double-imaged class (13) up to its equivalence group G ∼ HG and then ported for classes (9) and (1). Let operators of the general form Γ = τ (t, x, w)∂ t + ξ(t, x, w)∂ x + η(t, x, w)∂ w generate oneparameter groups of point symmetry transformations of equations from class (13) .
Analogously to the previous subsection, we obtain the expressions for the coefficients of Γ
and the classifying equations
The kernel of the maximal Lie invariance algebras of equations from class (13) coincides with the one-dimensional algebra ∂ t . All possible G ∼ HG -inequivalent cases of extension of the maximal Lie invariance algebras are exhausted by ones adduced in table 2. 
Transformation (12) links equations (11) and (13) . So, to obtain the group classification of class (11) one should find the preimages with respect to this transformation of each equation from class (13) with arbitrary elements H and G adduced in table 2 and then construct for them Lie symmetry operators. Every function G is an image of function F which is two-parametric general solution of equation (14) . Then, each two equations from class (11) with arbitrary elements F 1 and F 2 which are particular solutions of (14) are equivalent with respect to some transformation from groupĜ ∼ F H,m=2 . To take one example, we consider the equation from class (13) with arbitrary elements adduced in case 6 of table 2, namely
For such values of the functions G and H we found two particular solutions of ODE (14), these are F 1 = −2p(2px 2 + 3) and F 2 = −2p(2px 2 − 5). It means that equations
are equivalent with respect to transformation from groupĜ ∼ F H,m=2 . Explicit form of this transformation can be found from theorem 7, it ist = t,x = x,ṽ = v− 8p δe px 2 . The corresponding Lie invariance algebras of these equations are
The obtained particular solutions of ODE (14) give us the following pairs of functions (F, H)
, where a 3 = −3, 5.
In cases 3 and 4
. Therefore, we obtain that group classification of class (11) with respect to its equivalence groupĜ ∼ F H,m=2 is presented by the cases of table 1 (after substitution of m = 2, where it is necessary).
Group classification of the initial class
We have chosen (8) to be nondegenerate point transformation of class (5) to (9) . Thus, basis elements of Lie invariance algebras of equations from (5) can be found from basis elements of Lie invariance algebras of corresponding equations from (9) by the formulã
Here τ , ξ and η are coefficients of the operators from table 1 near ∂ t , ∂ x and ∂ v .
Transformation (8) is not one-to-one since preimage of each equation from class (9) is twoparametric family of equations from class (5). Every such family consists of equations which are equivalent with respect to transformations adduced in theorem 4. To solve the problem of group classification for class (5) with respect to transformations from groupĜ ∼ f =g it is enough to find one representative from that families of equations which map by transformation (8) to the equations from class (9) with coefficients F and H presented by cases 1-6 in table 1. That is, for each pair (F, H) from table 1 it is necessary to find any pair of functions (f, h) which satisfies conditions (10) .
The problem of finding pairs of functions (f, h) can be solved in two steps. At first, the second-order nonlinear ODE
should be solved for each value of function F from table 1. Then all corresponding h can be easy found from the second condition of (10). Below we list two-parametric families of functions (f, h) which are connected with six pairs of functions (F, H) presented by cases 1-6 of table 1 through formulas (10) . In all cases c 2 1 + c 2 2 = 0. 1.
. In the last case q = ±(1 − m).
2.
where s = 5.
where κ = . The simplest representative of the family of equations
isxũt = (xũx)x + δx lũm . The transformationt = t,x = x,ũ = (c 1 + c 2 ln |x|)u reducing equations (18) to the simplest form can be found with theorem 4. Hence, knowing the maximal Lie invariance algebra or exact solutions of the simplest representative, we can derive the similar results for equations from family (18) with more complicated coefficients.
Example 2 (table1, case 1, a 1 < 0). Negative a 1 can be gauged to −1 by a transformation from G ∼ F H (see note 4). The pairs of f and g giving equations from class (5) mapped to this case have the form
where q = ±(1 − m). There are only three pairs of this form which are inequivalent with respect to translations and scaling transformations: e 2x , δe (q+m+1)x , cosh 2 x, δe qx cosh m+1 x and sinh 2 x, δe qx sinh m+1 x . The equations from (5) with such arbitrary elements are equivalent with respect to other transformations fromĜ ∼ f =g , which can be easily found by theorem 4. Indeed, the equation corresponding to the first pair is is mapped to the equation corresponding to the second pair by the transformatioñ
The equations associated with the third and second pairs are connected by the transformatioñ t = t,x = x,ũ = utanh x. For the presentation in table 3 we choose equation corresponding to the first pair from three equivalent ones and further simplify it by equivalence transformatioñ t = 4t,x = 2x,ũ = 4 by r, we obtain case 1.3 of table 3.
Example 3 (table1, case 2, q = 0). The equation from class (9) with coefficients adduced in case 2 of table 1, where q = 0, is the image of the family of equations from class (5) with arbitrary elements of the form
The simplest representative of such pairs is (f, h) = e 2|α|x , δe (q+(m+1)|α|)x . The equivalence transformationt = 4α 2 t,x = 2|α|x,ũ = (2|α|) 2 1−m u additionally constrains α with the condition |α| = 1. Therefore, (f, h) = (e 2x , δe 2x ) if α = 1 and (f, h) = (e 2x , δe 2mx ) if α = −1. The transformationt = t,x = −x,ũ = e x u fromĜ ∼ f =g reduces the second pair to the first one. That is why only the first pair is adduced in table 3 (see case 2.2). According to formula (16), the Lie invariance algebras of the corresponding equation is ∂ t , ∂ x , 2t∂ t + (x − t)∂ x + Thus, to complete the group classification of class (5) with respect to its equivalence groupsĜ ∼ f =g (resp.Ĝ ∼ f =g,m=2 for m = 2) we should choose the simplest pairs from all found pairs of families (f, h) and construct for equations from (5) with such arbitrary elements corresponding Lie algebras using (16 Note 5. Equation from class (5) with the power coefficients (f, h) = (x λ 1 , δx γ 1 ) is equivalent to one with (f ,h) = (x λ 2 , δx γ 2 ) with respect to transformationt = t,x = x,ũ = x 1) . For the value m = 2 equivalence relation between equations with power coefficients holds iff
Using these formulas it is easy to check that equations having (f, h) = (x λ , δx γ ) (case 3.1), where (λ, γ) = (2, m + 1) for m = 2 and (λ, γ) = {(−6, −9), (2, 3), (8, 12)} for m = 2, are equivalent to the equation with the values (λ, γ) = (0, 0), i.e., to the equation with the coefficients appearing in case 2.1 of table 3.
This fact explains the presence of restrictions on values of λ and γ listed below table 3.
Note 6. Whittaker functions are expressed for some values of their parameters via elementary functions. See, e.g., [50] . In particular, using the formula M κ,−κ− and, therefore,
we have in terms of κ 1 that
In the case 5 with a 3 = −3 and, therefore, m = 2 we obtain 
In the case 6 with m = 2 we have
Additional equivalence transformations
Taking advantage of generalized extended equivalence groups, we have carried out the group classification of equations from classes (5), (9) and, therefore, from class (1). It happens that there exist point transformations between inequivalent, with respect to corresponding equivalence group, cases of symmetry extension. Such transformations are called additional equivalence transformations (see [48] for details). They simplify further application of the group classification results. The pairs of point-equivalent extension cases from table 1 and corresponding transformations are exhausted by the following:
4 →3 :
6 →2|q =0 :
Note that transformation (21) maps the equation from class (9) with the coefficients F = −β 2 x 2 + βa 3 and H = δe « , 2 →2|q =0 :t = t,x = x − 2q t,w = e qx w + The problem of finding additional equivalence transformations for class (5) and, moreover, the problem of description of all admissible transformations in this class are much more complicated than the similar problems for the imaged classes. The optimal way for construction of additional equivalence transformations in the initial class (5) is to take "preimages" of additional equivalence transformations of the imaged classes.
In all cases below α = 1.3| |α|>1 →1.2|q =0 :t =ζ 2 t,x =ζ(x + αt),ũ =ζ 
2.2 →2.1 :
→3.1| (λ,γ)=(1,l) :
where l = →3.1| (λ,γ)=(1+2ρ, l+(m+1)ρ) :
→3.2 :
, s = 2k−m−1 2 ; 6 →2.1 :
where κ = . We can reduce the classification list adduced in table 3 with the above additional equivalence transformations. As a result, we obtain the classification of Lie symmetry extensions in class (1) up to point transformations. An easier way to derive this classification is to take a single simplest preimage for each case from the similar classifications for class (9) and (13). It does not mean that the additional equivalence transformations are unnecessary at all to be calculated since they form an important component of classifications up to point transformation. 
Theorem 10. Up to point transformations, a complete list of extensions of the maximal Lie invariance group of equations from class (1) is exhausted by cases adduced in table 4.
In case 4 (λ, γ) = {(0, 0), (2, m + 1)} if m = 2 and (λ, γ) = {(−6, −9), (0, 0), (2, 3), (8, 12) } if m = 2.
In case 6 f3(x) = Mκ,µ(βx
, µ = 
Corollary 1. Any equation from class (1) which is invariant with respect to three-dimensional Lie algebra is reduced by a point transformation to a constant coefficient equation from the same class.
Note that the description of admissible transformations is much more complicated problem than the classification of Lie symmetries and, in certain sense, covers this classification. It is one of the first implementations of such description in the case of a non-normalized class. That is why we present the solution of the problem in detail.
Since class (1) can be gauged with transformations from its usual equivalence group G ∼ to class (5) and then mapped to class (9) , it is enough for us to solve the similar problem in class (9) . To do this, we consider a pair of equations from the class under consideration, i.e., equations (9) and vt =ṽxx +H(x)ṽm +F (x)ṽ,m = 0, 1,H = 0, (24) and assume that these equations are connected via a point transformation T of the general form
where |∂(T, X, V )/∂(t, x, v)| = 0. We have to derive determining equations in functions T , X and V and to solve them depending on values of arbitrary elements in (9) and (24). After substitution of expressions for the tilde-variables into (24), we obtain an equation in the tildeless variables. It should be an identity on the manifold determined by (9) in the second-order jet space over the space (t, x | v), where (t, x) and v are assumed independent and dependent variables, respectively. Splitting of this identity with respect to derivatives v x , v tt , v tx , v xx results at first in the equations
that agrees with results on more general classes of evolution equations [26, 42, 45] . Taking into account the above equations, we deduce the following relations:
and T t X x V 1 = 0. Solving equations (25), we find that
where ζ = 0, ε = ±1. Equation (26) and the linearity of V with respect to v implỹ
Further we restrict ourself with the values m = 2. It is possible since m is invariant of admissible transformations in the class under consideration and can be assumed fixed. The case m = 2 is singular and demands separate study with usage of one more mapping like the investigation of Lie symmetries. It will be a subject of a forthcoming paper. It follows from (26) under m = 2 that V 0 (t, x) = 0. After subsequent split (26) with respect to v, we obtain the expression forF :
The equations presenting the expressions forH andF form, in fact, the system of classifying equations which has to be simultaneously solved with respect to T , σ, ζ, H and F .
Lemma 1. Admissible transformations which are not generated by the associated equivalence group G ∼ F H exist only between equations with the arbitrary elements of the general form
where k, κ, δ, ν, p, q, s 2 , s 1 and s 0 are constants. The subclass E of such equations is closed under admissible transformations in the whole class (9) .
Proof. We substitute the expressions for X and V 1 into the classifying equations:
The differentiation of the last equations with respect to the variable t gives the following system:
This system does not contains F and H. The variable x is excluded from it by the substitution x = (x − σ)/ √ T t . This results to an uncoupled system of two ordinary differential equations for the functionsF andH depending only on the variablex. The variable t can be assumed as a parameter for splitting. Note that the coefficients ofHx andFx in the system coincide.
If an equation of the system is an identity with respect to the corresponding unknown function then the common value of the coefficients equals 0 that implies T tt = 0, σ t = 0 and hence ζ t = 0 sinceH = 0. After integration of the derived equations and necessary substitutions, we obtain exactly formulas for transformations from the associated equivalence group G ∼ F H (see theorem 6). Therefore, nontrivial admissible transformations (i.e., transformations which are not generated by transformations from G ∼ F H ) exist only in the case when the classifying equations imply a system of nonidentical equations with respect to bothF andH. This system necessarily have the form
where the coefficients a, b, c i and d i , i = 0, 1, 2, are constants, and (a, b) = (0, 0). Moreover, c 2 = d 2 = 0 if a = 0. After integrating the system, we obtain that the functionsF andH have form (27) . Any transformation satisfying the conditions already derived does not change the general form (27) of F and H, influencing only the values of constant parameters. That is why F and H have the same form and, therefore, the subclass E of equations with F and H of such form is closed under admissible transformations in the whole class (9) .
In view of lemma 1, the admissible transformations of class (9) with m = 2 is exhausted by the admissible transformations generated by transformations from G ∼ F H and the admissible transformations in the subclass E. To complete the investigation, we have to describe the set T(E) of admissible transformations in the subclass E. Note that any admissible transformation with T tt = 0 and σ t = 0 is trivial. Hence, it is sufficient to find all elements from T(E) with (T tt , σ t ) = (0, 0).
The constants k, κ, ν, p, q, δ, s 2 , s 1 and s 0 can be assumed as the arbitrary elements of the class E. Splitting the classifying equations (i.e., the transformation formulas for F and H) with respect to x, we obtain the classifying equations (or the transformation formulas) in terms of the new arbitrary elements:
K 2 ,K 1 andK 0 are expressed via the corresponding tilde constants in the same way. Below each above classifying equation will be denoted by the value transformations of which are described by it, i.e., (k), (κ), (ν), (p), (q), (δ), (K 2 ), (K 1 ) and (K 0 ), respectively. Since k and κ are preserved by all admissible transformations, we can partition the class E into the family {E kκ } of subclasses parameterized by k and κ and consider each subclass separately. Although the values K 2 , K 1 and K 0 are changed under admissible transformations, the systems K 2 = 0, K 2 = K 1 = 0 and K 2 = K 1 = K 0 = 0 as well as their negations are invariant with respect to all them. These conditions are convenient to single out different cases and subclasses with nontrivial admissible transformations.
If K 2 = 0 (resp. K 2 = 0 and K 1 = 0) then equation (K 2 ) (resp. (K 1 )) implies thatK 2 = 0 (resp.K 1 = 0) and T t = const. Then σ = const in view of equation (K 1 ) (resp. (K 0 )). Therefore, the subclass singled out in class E by the condition (K 1 , K 2 ) = (0, 0) is normalized and closed with respect to point transformations in the whole class (9) . Its equivalence group is induced by G ∼ F H . Further we assume that K 2 = K 1 = 0. Consider possible cases. Let K 0 = 0. Under this supposition, equation (K 0 ) impliesK 0 = 0 and T t = K 0 /K 0 = const. If additionally (k, κ) = (0, 0) then σ = const in view of equation (ν), i.e., the corresponding subclass is also normalized, possessing an equivalence group induced by G ∼ F H , and closed with respect to point transformations in the whole class (9) . Therefore, the condition k = κ = 0 is necessary for existence of nontrivial admissible transformations in this case. it is necessary to consider the two different cases p =p = 0 and pp = 0 for integration of equation (q). Note that the conditions p = 0 andp = 0 (or p = 0 andp = 0) have to be satisfied simultaneously because of constraint (p).
In the first case we have σ t = const, i.e., finally
where δ i , i = 1, . . . , 5, are arbitrary constants, δ 1 δ 4 = 0. After all necessary substitutions, we obtain transformations for pairs of equations from the subclass E 1 of the class E with arbitrary elements constrained by the conditions
Since the transformations are applicable to any equation from the subclass E 1 and the expression forṽ in them depends on arbitrary element q then these transformations form the generalized equivalence group G ∼ (E 1 ) of the subclass E 1 . This also implies that the subclass E 1 is normalized in the generalized sense and closed with respect to point transformations in the class (9) . The transformations from G ∼ (E 1 ) with δ 5 = 0 are not induced by transformations from G ∼ F H . Therefore, G ∼ (E 1 ) is a nontrivial conditional generalized equivalence group of the whole class (9) .
The case pp = 0 is studied in similar way. The complete set of the constraints imposed on the arbitrary elements is
The subclass singled out by these constraints will be denoted by E 2 . We obtain
where δ i , i = 1, . . . , 5, are arbitrary constants, δ 1 δ 4 = 0. The corresponding transformations are applicable to any equation from the subclass E 2 , essentially depend on its arbitrary elements and, therefore, form the generalized equivalence group G ∼ (E 2 ) of the subclass E 2 . G ∼ (E 2 ) is a nontrivial conditional generalized equivalence group of the class (9) since the transformations from G ∼ (E 2 ) with δ 5 = 0 are not induced by transformations from G ∼ F H . The subclass E 2 is normalized in the generalized sense and closed with respect to point transformations in the whole class (9) . Moreover, the transformations of arbitrary elements
do not depend on the parameters δ 2 and δ 5 , i.e., for any fixed values of the arbitrary elements the admissible transformations with δ 1 = 1 and δ 3 = 0 form the point symmetry group of the corresponding equation (compare with case 5 of table 1 ). This implies that the subclass E 2 is semi-normalized in the usual sense, and its usual equivalence group is induced by G ∼ F H . In fact, the generalized equivalence group G ∼ (E 2 ) is generated by the transformations from G ∼ F H and point symmetry transformations of equations from the subclass E 2 .
Suppose that K 0 = 0. Then alsoK 0 = 0 due to equation (K 0 ). Equation (p) can be rewritten in the form
We integrate this equation and present the general solution in such form that continuous dependence of it on the parameters p andp is obvious:
The derivative T t can be presented in the uniform way as T t = δ 1 2 e p ′ t−p ′ T . The expression for ζ can be easily found from equation (δ) if T and σ are known. We will not adduced it in account of it is quite cumbersome.
In contrast to the case K 0 = 0, here nontrivial admissible transformations exist for both the zero and nonzero values of (k, κ).
If (k, κ) = (0, 0) then σ = ε √ T t ν −ν due to equation (ν). Imposing the condition T tt for nontrivial admissible transformations to exist, we split equation (q) with respect to t and obtain q − 2pν =q − 2pν = 0. There are no other constraints to be imposed for arbitrary elements. The subclass singled out from class E by the conditions K 2 = K 1 = K 0 = 0, (k, κ) = (0, 0) and q = 2pν will be denoted by E 3 . The constructed transformations are applicable to any equation from the subclass E 3 , essentially depend on its arbitrary elements and, therefore, form the five-parametric generalized equivalence group G ∼ (E 3 ) of the subclass E 3 . As parameters, we can take δ 1 , δ 2 ,p,ν andδ. The subclass E 3 is normalized in the generalized sense and closed with respect to point transformations in the whole class (9) . Puttingp = p,ν = ν andδ = δ, we construct the point symmetry transformation of the corresponding equation. Therefore, any equation from E 3 has a two-parametric group of point symmetries and can be reduced by point transformations to the equation from the same subclass with p = ν = q = 0, δ = ±1 and the same values of k and κ. Admissible transformations are not generated by transformations from G ∼ F H and point symmetry transformations of single equations only if p = 0 andp = 0 or, conversely, p = 0 andp = 0. The subclasses of E 3 associated with the additional constraints p = 0 or p = 0 is semi-normalized in the usual sense, and their usual equivalence group are induced by G ∼ F H . Let now k = κ = 0. We denote the corresponding subclass of E by E 4 . The integration of equation (q) with respect to σ implies that
Analogously to the above cases, the constructed transformations are applicable to any equation from the subclass E 4 , essentially depend on its arbitrary elements and, therefore, form the generalized equivalence group G ∼ (E 4 ) of the subclass E 4 , parameterizable by six parameters (i.e., δ 1 , δ 2 , δ 3 ,p,q andδ). So, the subclass E 4 is normalized in the generalized sense and closed with respect to point transformations in the whole class (9) . Puttingp = p,q = q andδ = δ, we construct the point symmetry transformation of the corresponding equation. Therefore, any equation from E 3 possesses a three-parametric group of point symmetries and, moreover, can be reduced by point transformations to the constant-coefficient equation u t = u xx ± u m . Admissible transformations which are not generated by transformations from G ∼ F H and point symmetry transformations of single equations exist only if p = 0 andp = 0 or, conversely, p = 0 andp = 0. The subclasses of E 4 associated with the additional constraints p = 0 or p = 0 is semi-normalized in the usual sense, and their usual equivalence group are induced by G ∼ F H . Note that the subclass E 4,p=0 can be united with the class E 1 having the same equivalence group which is formed by the transformations with T tt = σ tt = 0. The resulted class E ′ 1 is singled out by the constraints k = κ = p = s 2 = s 1 = 0. Only after the association with the class E ′ 1 , the above conditional equivalence group becomes maximal.
Let us shortly summarize results of this section along with theorem 6 in form of the following statement.
Theorem 11. The equivalence group G ∼ F H of class (9) , where m = 0, 1, 2, is formed by the transformations 
where k, κ, δ, ν, p, q, s 2 , s 1 and s 0 are constants satisfying the conditions
The set of equations possessing nontrivial admissible transformations are partitioned into four subclasses normalized in the generalized sense and closed under point transformations in the whole class (9) (for each subclass we indicate the additional constraints for arbitrary elements):
The subclass E 2 is semi-normalized in the usual sense, and its usual equivalence group is induced by G ∼ F H . The set of admissible transformations of class (9) is generated by the equivalence group G ∼ F H and the nontrivial conditional generalized equivalence groups G ∼ (E j ), j = 1, . . . , 4.
Exact solutions
In this section both Lie and non-Lie solutions for the equations from the initial class as well as for ones from the related to it classes are constructed.
Similarity solutions
Enhanced group analysis of some class of equations often includes finding of similarity solutions by the reduction method for all equations admitted extension of the Lie symmetry algebra. For this purpose, at first, the optimal sets of subalgebras should be found for each algebra arising as case of Lie symmetry extension, and then the reductions with respect to obtained subalgebras should be done. Knowledge of the additional equivalence transformations allows us to simplify this problem reducing the number of cases to be considered. For example, if we would like to construct the similarity solutions for equations from class (9) it easier to do the reductions only for inequivalent with respect to point transformations cases, i.e., for cases 0, 1| q=0 , 2| q=0 , 3, and 5 of table 1, and then use obtained exact solutions and additional equivalence transformations (19) - (21) to generate exact solutions for equations from class (9) with arbitrary elements presented by cases 1| q =0 , 2| q =0 , 4, and 6 of table 1.
Let us begin with the case 2| q=0 of table 1, i.e. with the equation v t = v xx + δv m , which admits three-dimensional Lie symmetry algebra with the following basis operators
This tuple of operators satisfy the commutations relations
An optimal system of subalgebras of this algebra can be easily constructed with application of a standard technique [34, 36] . Another way is to take the set from [37] , where optimal sets of subalgebras are listed for all three-and four-dimensional algebras. The desired optimal system consists of such one-dimensional subalgebras
This list can be reduced if we use the discrete symmetry (t, x, v) → (t, −x, v), which maps X 2 + X 1 to X 2 − X 1 , thereby reducing the number of inequivalent subalgebras to four. Two-dimensional subalgebras of the optimal system are exhausted by the following three ones X 3 , X 1 , X 3 , X 2 , and X 1 , X 2 . Lie reduction to algebraic equations with the latter two-dimensional subalgebra leads only to the trivial zero solution. Below we list all the other subalgebras from the optimal system as well as the corresponding ansätze and reduced equations. Solutions of some reduced equations are adduced. Below we list only solutions obtained via reduction method and corresponding equations without used ansätze and reduced equations.
Applying transformations (19)- (21) we generate exact solutions for the rest of equations from class (9) with arbitrary elements presented in table 1.
The similarity solutions of equations from the double-imaged class can be found directly using the reduction method with respect of corresponding subalgebras of Lie symmetry algebras or using the obtained solutions for equations from class (11) via gauging transformation (12) . For this case we use the reduction method and construct the following exact solutions.
2δe qx , where θ = 1 2 q 4 − 4δb 1 .
2δe qx .
Here
. To obtain similarity solutions of equations from the initial class (5) we also have two possibilities, namely, the direct reduction with respect to adduced in table 3 Lie symmetry operators or the generation of solutions from the similarity solutions of equations from the imaged classes using the gauging transformations (8) or (12) , respectively. It is easy to see that the imaged class (9) (and (13)) has more simple structure of equations and corresponding Lie symmetry operators. So, the optimal way is applying of gauging transformations to similarity solutions of the imaged classes adduced above. As a result, the following solutions are obtained.
For m = 2 we derive such additional similarity solutions of equations from class (5)
cos 2 x u t = (cos 2 x u x ) x + δe qx cos 3 x u 2 : u = − θ(1 + tanh(θ t)) δe qx cos x , u = − θ(1 + coth(θ t)) δe qx cos x ,
2 .
where θ =
8 . Let us note that the obtained solutions can be transformed by equivalence transformations to similarity solutions of equations from classes (5), (9), (13) with more complicated coefficients.
Exact solutions and gauging transformations
It is widely known that the constant coefficient reaction-diffusion equations are more studied than the variable coefficients ones. Collection of known exact solutions for them can be found in [21, 39] . Using gauging transformations and known exact solutions of constant coefficient equations from imaged or double-image classes one can obtain new exact solutions for variable coefficient equations from class (5) .
Constant coefficient nonlinear equations from class (9) have the form
.e., they are the Kolmogorov-PetrovskiiPiskunov equations arising in heat and mass transfer, combustion theory, biology, and ecology. For (28) the following exact solutions are known [39] :
where C is an arbitrary constant and the parameters λ, µ, and β are given by
Equations (28) are the images, with respect to transformation (8) , of the equations from class (5) with the following coefficients f and h:
Let, for example, δ = 1, ε = −1, then preimage equation of (28) has the form
The corresponding transformation (8) is v = (c 1 sinh x + c 2 cosh x)u. Applying this transformation to (29) we obtain the following solutions of the latter equation:
where C is an arbitrary constant, λ =
. This solutions will be real ones if m < −1.
The class of the Kolmogorov-Petrovskii-Piskunov equations depending on values of constants δ, ε, m contains some interesting subclasses which were investigated by many researchers from different points of view. As a result, exact solutions differing from (29) were constructed for some of these equations. Below we consider several important subclasses of (28) and use their exact solutions for generation of new non-Lie exact solutions for equations from class (5) with coefficients given by (30) .
For the values δ = −ε = −1 , equation (28) takes the form
and becomes a generalization of the well-known Fisher equation (m = 1). It describes the mass transfer in a twocomponent medium at rest with a volume chemical reaction of quasi-first order. The kinetic function f (v) = v(1 − v) models also an autocatalytic chain reaction in combustion theory.
The authors of [20, 49] found the following solitary wave solution of (31)
In the casem = 1, it is the classical traveling wave solution of the Fisher equation found by Ablowitz and Zeppetella as early as in 1979 [1] . Note that the traveling wave solutions exhausts the set of known exact solutions of generalized Fisher equation (31) for the most of values ofm includingm = 1. Thus, applying correspondent transformation (8) to solution (32) we obtain non-Lie exact solution of the equation
This solution is the following one: (31) is the real Newell-Whitehead equation, which exact solution was found by Cariello and Tabor in 1989 [8] . This equation is a partial case of the FitzhughNagumo equation v t = v xx − v(1 − v)(a − v) with a = −1, which arises in population genetics and models the transmission of nerve impulses. A catalogue of exact solution of the FitzhughNagumo equation can be found, e.g., in [39] . These solutions can be used for generation of non-Lie solutions of equation (33) with m = 3.
Equations (28) with m = 3 are interesting also with nonclassical symmetry point of view (see section 8 for more details). A number of exact solutions of equation (28) with m = 3 and of other constant coefficient quasilinear diffusion equations with cubic source terms where constructed in [5] and [11] (and in implicit form in [15] ) by the reduction method with nonclassical symmetry operators. Here we use the catalogues of exact solutions given in [11] and [5] . Thus, the real exact solutions of equation (28) with m = 3 and ε = 0 are the following:
On nonclassical symmetries
The notion of nonclassical symmetry (called also conditional or Q-conditional symmetry) was introduced by Bluman and Cole in 1969 [7] . A precise and rigorous definition of this notion was suggested noticeably later [17] (see also [55] ). Since then there is an explosion of research activity in the area of investigation of nonclassical symmetries. There are a number of papers where the reduction method with respect to nonclassical symmetry operators was successfully applied to obtain new non-Lie exact solutions of PDEs arising as models in different fields of physics, biology and chemistry. Some of these works concern with diffusion equations (with reaction or convection terms or without them). See, for example, [4, 5, 9-11, 15, 46] . Note that nonclassical symmetry operators are called also reduction operators [44] . Below we adduce necessary definitions and statements on nonclassical symmetries, adopting them for the case considered in this paper, i.e., for the case of one second-order PDE with two independent variables. Theoretical background on nonclassical symmetries in the general case of PDEs is presented, e.g., in [18, 44, 55] .
Consider a second order differential equation L of the form L(t, x, u (2) ) = 0 for the unknown function u of two independent variables t and x. Here u (2) denotes the tuple of all the derivatives of the function u with respect to t and x of order not greater than 2, including u as the derivative of order zero, i.e., u (2) = (u, u t , u x , u tt , u tx , u xx ). Let Q be the set of first-order differential operators of the general form In definition 4 the symbol Q (2) stands for the standard second prolongation of the operator Q [34, 36] . Q (2) denotes the manifold defined in jet space J (2) by the set of the differential consequences of the characteristic equation η(t, x, u) − τ (t, x, u)u t − ξ(t, x, u)u x = 0 of the first order, i.e., of such consequences which have, as differential equations, orders no greater than 2.
We denote the set of nonclassical symmetry operators of the equation L as Q(L). Any Lie symmetries operator of the equation L belongs to Q(L), i.e., is is a nonclassical symmetry operator of the same equation since its coefficients satisfy the conditional invariance criterion (37) . Sometimes Q(L) is exhausted by the operators equivalent to Lie symmetry operators in the sense of the following definition.
Definition 5. Two differential operators Q and Q are called equivalent if they differ by a multiplier being a non-vanishing function of t, x and u: Q = λQ, where λ = λ(t, x, u), λ = 0. Notation: Q ∼ Q.
Denote also the result of factorization of Q with respect to this equivalence relation by Q f . Elements of Q f will be identified with their representatives in Q. If the equation L is conditionally invariant with respect to the operator Q, then it is conditionally invariant with respect to any operator equivalent to Q [18, 55] . Therefore, the equivalence relation on Q induces a well-defined equivalence relation on Q(L); and the factorization of Q with respect to this equivalence relation can be naturally restricted on Q(L) that results in the subset Q f (L) of Q f . As in the whole set Q f , we identify elements of Q f (L) with their representatives in Q(L). In fact, nonclassical symmetries should be studied up to the above equivalence relation.
For any (1 + 1)-dimensional evolution equation, there are two principally different cases of neoclassical symmetries depending on vanishing or non-vanishing the coefficient of ∂ t , i.e., τ = 0 or τ = 0, respectively. In the case τ = 0 we have ξ = 0, and up to the usual equivalence of reduction operators we can assume ξ = 1 that implies Q = ∂ x + η∂ u . The conditional invariance criterion results in only a single determining equation on the coefficient η, which is reduced with a non-point transformation to the equation under consideration, where η becomes a parameter. That is why the case τ = 0 is called the "no-go" one; and it should be excluded from consideration under the classification of nonclassical symmetries. First the "no-go" case was completely investigated for the one-dimensional linear heat equation in [16] . In [51] the proof was extended to the entire class of (1 + 1)-dimensional evolution equations. Though it is possible to find some reduction operators of the form Q = ∂ x + η∂ u using ansätze for the coefficient η [11, 16, 19] . For example, η can be assumed polynomial in u.
We can essentially simplify and order classification of reduction operators, additionally taking into account Lie symmetry transformations of an equation.
Lemma 2. Any point transformation of t, x and u induces a one-to-one mapping of Q into itself. Namely, the transformation g:t = T (t, x, u),x = X(t, x, u),ũ = U (t, x, u) generates the mapping g * : Q → Q such that the operator Q is mapped to the operator g * Q =τ ∂t +ξ∂x +η∂ũ,
Therefore, the corresponding factorized mapping g f : Q f → Q f also is well-defined and one-to-one.
This statement results in appearing of equivalence relation of another kind then usual one described in definition 5. The problem of finding nonclassical symmetry operators is known to be more complicated than the similar problem for classical symmetry because the first problem is reduced to the integration of an overdetermined system of nonlinear PDEs, whereas in the case of Lie symmetries one deals with a more overdetermined system of linear PDEs. The question occurs: could we use the equivalence and gauging transformations in investigation of nonclassical symmetries as we do for finding Lie symmetries? The following statements give the positive answer. Let G ∼ = G ∼ (L| S ) be the equivalence group of a class L| S of differential equations and P = P (L| S ) denote the set of the pairs each of which consists of an equation L θ from the class L| S and an operator Q from Q(L θ ). We will call P (L| S ) the set of nonclassical symmetries (or the set of reduction operators) of the class L| S . Classification of reduction operators with respect to G ∼ will be understood as classification in P with respect to the above equivalence relation. This problem can be investigated in the way that is similar to usual group classification in classes of differential equations. Namely, we construct firstly the reduction operators that are defined for all values of the arbitrary elements. Then we classify, with respect to the equivalence group, the values of arbitrary elements for each of that the equation L θ admits additional reduction operators.
In an analogues way we also can introduce equivalence relations on P , which are generated by either generalizations of usual equivalence groups or all admissible point transformations in pairs of equations from L| S . Proof. Suppose that the family of point transformations ϕ θ : (x, u) → (x ′ , u ′ ), θ ∈ S, maps the class L| S onto the class L ′ | S ′ . Let (θ ′ , Q ′ ) ∈ P (L ′ | S ′ ) and let L θ be some equation mapped to L ′ θ ′ . Then (θ, Q) ∈ P (L| S ), where Q = ((ϕ θ ) −1 ) * Q. Each nonclassical symmetry of an equation from the class L| S is obtainable in the way described.
Thus, equivalence and gauging transformations can essentially simplify the problem of finding of nonclassical symmetry operators. Moreover, their application can appear a crucial point in solving the problem. For example, the group classifications problem for class(1) becomes tame only after gauging of arbitrary elements by equivalence transformations and mappings to other classes. Each Lie symmetry operator is a reduction operator, i.e., satisfy the conditional invariance criterion. That is why under the classification of nonclassical symmetries we need to surmount, at least, obstacles similar to that under the group classification. In fact, the obstacles will be much more essential since the system of determining equations for nonclassical symmetries is nonlinear and lees overdetermined.
Below we sketch the procedure of usage of equivalence transformations, gauging of arbitrary elements and mappings between classes of equations in classification of nonclassical symmetries. This will be given by an example of class (1).
1. Similarly to the group classification, at first we gauge class (1) to class (5) constrained by the condition f = g. Further the cases m = 2 and m = 2 should be considered separately. If m = 2, class (5) is mapped to the imaged class (9) by transformation (8) . If m = 2, class (11) is mapped to the double-imaged class (13) by the transformation w = |f |u − |f | 2h |f | xx which is the composition of transformations (8) and (12) . 2. Since nonclassical symmetries of constant coefficient equations from the imaged classes are well investigated (see below for more details), they should be excluded from the consideration. In view of lemma 3, this also concerns variable coefficient equations from classes (9) and (13) which are equivalent with respect to point transformations to constant coefficient ones, namely equations associated with cases 1| q =0 , 2| q =0 , 4 and 6 of tables 1 and 2 and equations reduced to them by transformations from corresponding equivalence groups. As a result, only equations from classes (9) and (13) which are inequivalent with respect to all point transformations to constant coefficient ones should be studied.
3. Nonclassical symmetry operators should be classified up to the equivalence relations generated by the equivalence groups or even by the whole sets of admissible transformations. Only operators being out of the "no-go" case should be considered, i.e., it is assumed in the conditional invariance criterion (4) that τ = 1. All obtained operators equivalent to Lie symmetry ones should be neglected.
4. Preimages of the obtained nonclassical symmetry operators and of equations which admit them should be found using backward gauging transformations and mappings induced by these transformations on the sets of operators.
Let us show how to derive some nonclassical symmetries for equations from class (5) using known results for constant coefficient equations from the imaged class (9) .
Constant coefficient equations from the imaged and double imaged classes belong to the wider class of a quasilinear heat equations with a source
whose Lie symmetries were classified in [13] . Nonclassical symmetries of equations from this class were investigated in [5, 11, 15, 46] . The corresponding non-Lie exact solutions were constructed in explicit form by the reduction method in [5, 11] . It appeared that nonlinear equations (38) possess nonclassical symmetries with the nonvanishing coefficient of ∂ t iff q is a cubic polynomial in v. Thus, in the case q = δv 3 + εv, where δ = 0, inequivalent pure nonclassical symmetry operators with the nonvanishing coefficient of ∂ t are exhausted by the following: Finding the preimages of equations with such values of q with respect to transformation (8) and the preimages of the corresponding reduction operators according to formula (16) , we obtain cases presented in table 5.
Note 7.
There exist two ways to use mappings between classes of equations in the investigation of nonclassical symmetries. Suppose that nonclassical symmetries of equations from the imaged class are known. The first way is to take the preimages of both the constructed operators and the equations possessing them. Then we can reduce the preimaged equations with respect to the corresponding preimaged operators to find non-Lie solutions of equations from the initial class. The above way seems nonoptimal since the ultimate goal of the investigation of nonclassical symmetries is the construction of exact solutions. This observation is confirmed by the fact that the equations from the imaged class and the associated nonclassical symmetry operators have, as a rule, a simpler form and therefore, are more suitable than their preimages. Reduced equations of the imaged class are also simpler to be integrated. Moreover, it happens that preimages of uniformly parameterized similar equations do not have similar forms and belong to different parameterized families. As a result, making reductions in the initial class, we have to deal with a number of different ansätze and reduced equations although this is equivalent to the consideration of a single ansätze and reduced equations within the imaged classes. That is why the second way based on the implementation of reductions in the imaged classes and preimaging of the obtained exact solutions instead of preimaging the corresponding reduction operators is preferable. Table 5 . Nonclassical symmetries of equations of the form f (x)ut = (f (x)ux)x + δf (x) 2 u 3 , f (x) = ζ(x) 2 .
N ζ(x) Nonclassical operators
The natural continuation of the presented study is to perform extended group analysis of the wider class of variable coefficient reaction-diffusion equations of the general form f (x)u t = (g(x)A(u)u x ) x + h(x)B(u),
where f ghAB = 0. The case of A and B being power functions is investigated successfully in [48] and in the present paper. Our practice shows that the case of power nonlinearities similar to A and B usually is most complicated (see, e.g., [22, 23, 42] ). The group classification for the case of exponential nonlinearities can be derived from the corresponding results for power nonlinearities by meas of using the singular limiting processes called equation contractions [23] . Thus, one going to classify Lie symmetries of equations from class (39) has every prospect of success.
