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a b s t r a c t
We study the shrinking and separation properties (two notions well-known in descriptive
set theory) for NP and coNP and show that under reasonable complexity-theoretic
assumptions, both properties do not hold for NP and the shrinking property does not hold
for coNP. In particular we obtain the following results.
1. NP and coNP do not have the shrinking property unless PH is finite. In general,ΣPn and
ΠPn do not have the shrinking property unless PH is finite. This solves an open question
posed by Selivanov (1994) [33].
2. The separation property does not hold for NP unless UP ⊆ coNP.
3. The shrinking property does not hold forNPunless there exist NP-hard disjoint NP-pairs
(existence of such pairs would contradict a conjecture of Even et al. (1984) [6]).
4. The shrinking property does not hold for NP unless there exist complete disjoint NP-
pairs.
Moreover, we prove that the assumption NP ≠ coNP is too weak to refute the shrinking
property for NP in a relativizable way. For this we construct an oracle relative to which
P = NP ∩ coNP, NP ≠ coNP, and NP has the shrinking property. This solves an open
question posed by Blass and Gurevich (1984) [3] who explicitly ask for such an oracle.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The shrinking property and the separation property are well-known notions from descriptive set theory. In this paper
we study these notions with respect to complexity classes like NP.
Definition 1.1. 1. A class C has the shrinking property if for all A, B ∈ C there exist disjoint sets A′, B′ ∈ C such that A′ ⊆ A,
B′ ⊆ B, and A′ ∪ B′ = A ∪ B.
2. A class C has the separation property if for all disjoint A, B ∈ C there exists an S ∈ C ∩ coC that separates A and B.
Both properties were introduced long ago in descriptive set theory (see e.g. [20]) where they play an important role (in
particular, in the study of ω-Boolean operations and the Wadge hierarchy [24,42]). A simple result states that the class O of
open subsets of the Baire space has the shrinking property but does not have the separation property.
Later the properties were studied in recursion theory (see e.g. [31]) and again it turned out that they are very important,
in particular due to their close relation to undecidability of first-order theories. In particular, for many natural theories T the
set of the sentences provable in T and the set of the sentences false in a finite model of T are recursively (even effectively)
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inseparable (see e.g. the survey [5] for additional details). Recall that disjoint sets A, B are recursively (resp. effectively)
inseparable (see [31], Section 7.7) if there is no recursive set R such that A ⊆ R and R ∩ B = ∅ (resp. there is a recursive
function f such that f (a, b) ∉ Wa ∪Wb whenever the recursively enumerable setsWa,Wb are disjoint and satisfy A ⊆ Wa,
B ⊆ Wb).
Another simple result states that the class RE of recursively enumerable sets has the shrinking property, but does not
have the separation property. It turned out (see e.g. [25]) that there is a deep and fruitful analogy between O (and more
general classes, e.g. levels of the Borel hierarchy) and RE (andmore general classes, e.g. levels of the arithmetical hierarchy).
More recently it was shown [37,39,40] that the shrinking and separation properties are also interesting for the theory of
finite automata on infinite words.
Note that the shrinking property is better known under the name ‘‘reduction property’’ (see e.g. [25,31]). We follow Blass
and Gurevich [3] and use the first name in this paper, because the word ‘‘reduction’’ also has a quite different meaning.
Since there is an analogy between NP and RE, complexity theorists started to study the separation and shrinking
properties for NP and coNP. While the separation property was investigated rather comprehensively (see e.g. [14,13]), the
shrinking property has not been considered systematically so far. In this respect, Blass andGurevich [3] and Selivanov [33,38]
show some first results and identify open questions. As one might expect, the status of both properties in the context of
complexity theory is not as clear as in computability theory or descriptive set theory: they turn out to be closely related to
some well-known conjectures.
In this paperwe continue the study of the separation and shrinking properties in complexity theory, andwe give evidence
that NP does not have these properties. We show that under reasonable complexity-theoretic assumptions (like an infinite
PH and UP ⊈ coNP) both properties do not hold for NP and the shrinking property does not hold for coNP. Moreover,ΣPn and
ΠPn do not have the shrinking property unless the PH is finite. This solves an open question from [33,38]. We also relate the
shrinking and separation properties for NP to other well-known notions. For example, we show that the shrinking property
does not hold unless there exist NP-hard disjoint NP-pairs. The existence of such pairs contradicts a conjecture that is related
to security aspects of public-key cryptosystems [6,12]. Moreover, the shrinking property does not hold for NP unless there
exist complete disjoint NP-pairs (cf. Theorem 3.7). Such complete pairs are studied because of their relations to the theory of
propositional proof systems [30,29]. Finally, the shrinking property for NP is closely related to selectivity, nondeterministic
function classes and inverting polynomial-time computable functions (cf. Theorem 2.9) [17,18,3].
Along with the above-mentioned oracle-independent results, we establish some oracle separations for the notions
discussed. In particular, we prove that the assumption NP ≠ coNP is too weak to refute the shrinking property for NP in a
relativizableway. For thiswe construct an oracle relative towhichNP has the shrinking property and (NP∩coNP) = P ≠ NP.
It follows that relative to this oracle, NP ⊆ NPSV-sel and NP ≠ coNP. Moreover, with our construction we solve an open
problem posed by Blass and Gurevich [3] who explicitly ask for the existence of such an oracle.
In Section 2 we give the background on disjoint NP-pairs and function classes that is needed for our investigations.
In Section 3 we establish implication relationships between the notions discussed, while in Section 4 we discuss oracle
separations for some of these notions. We conclude in Section 5 by mentioning the remaining open questions.
2. Preliminaries
It is well-known and easy to see that the shrinking property for a classC implies the separation property for the class coC
of complements, but not vice versa. It is obvious that if C = coC and C is closed under intersection, then the shrinking and
separation properties hold for both C and coC. It is also clear that if C is closed under intersection, then the shrinking
property for C implies that for any k ≥ 2 any k-tuple (A1, . . . , Ak) of C-sets may be ‘‘shrunk", i.e., there is a k-tuple
(A′1, . . . , A
′
k) of pairwise disjoint C-sets such that A
′
i ⊆ Ai for each i ∈ {1, . . . , k} and A′1 ∪ · · · ∪ A′k = A1 ∪ · · · ∪ Ak.
2.1. Disjoint NP-pairs
Even et al. [7,6] showed that the security of public-key cryptosystems depends on the computational complexity of
certain promise problems. Such problems can be written as pairs of disjoint sets, and it turned out that pairs of disjoint
NP-sets are crucially important for the analysis of the cracking problem for public-key cryptosystems.
A disjoint NP-pair is a pair of nonempty sets A and B such that A, B ∈ NP and A ∩ B = ∅. Let DisjNP denote the class of all
disjoint NP-pairs. Given a disjoint NP-pair (A, B), a separator is a set S such that A ⊆ S and B ⊆ S (we say that S separates
(A, B)). Let Sep(A, B) denote the class of all separators of (A, B).
Fortnow and Rogers [10,11] investigated the existence of disjoint sets in NP (resp., coNP) that are P-inseparable.
Grollmann and Selman [12] showed that certain one-way functions exist if and only if there exists a disjoint NP-pair (A, B)
that is P-inseparable (i.e., Sep(A, B) ∩ P = ∅). The same paper demonstrates that natural reducibility notions for promise
problems are easily inherited to disjoint NP-pairs. We summarize these notions of reducibilities as follows:
Definition 2.1 ([12,30,21]). Let (A, B) and (C,D) be disjoint pairs.
1. (A, B) is many–one reducible in polynomial time to (C,D), (A, B) ≤ppm (C,D), if for every separator T ∈ Sep(C,D), there
exists a separator S ∈ Sep(A, B) such that S ≤pm T .
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2. (A, B) is strongly many–one reducible in polynomial time to (C,D), (A, B) ≤ppsm (C,D), if there is a polynomial-time
computable total function f such that f (A) ⊆ C , f (B) ⊆ D, and f (A ∪ B) ⊆ C ∪ D.
3. (A, B) is Turing reducible in polynomial time to (C,D), (A, B) ≤ppT (C,D), if for every separator T ∈ Sep(C,D), there exists
a separator S ∈ Sep(A, B) such that S ≤pT T .
4. (A, B) is uniformly many–one reducible in polynomial time to (C,D), (A, B) ≤ppum (C,D), if there exists a polynomial-time
computable function f such that for every separator T ∈ Sep(C,D)we have f −1(T ) ∈ Sep(A, B).
5. (A, B) is uniformly Turing reducible in polynomial time to (C,D), (A, B) ≤ppuT (C,D), if there exists a polynomial-time oracle
Turing machine M such that for every separator T ∈ Sep(C,D), there exists a separator S ∈ Sep(A, B) such that S ≤pT T
viaM .
If f and M are as above, then we say that (A, B) ≤ppum (C,D) via f and (A, B) ≤ppuT (C,D) via M . The next result shows
nontrivial relationships between the uniform and non-uniform notions above.
Theorem 2.2 ([12,30,14]). For all disjoint pairs (A, B) and (C,D),
(A, B) ≤ppT (C,D) ⇔ (A, B) ≤ppuT (C,D)
(A, B) ≤ppm (C,D) ⇔ (A, B) ≤ppum (C,D)
⇔ there is a polynomial-time computable total function f such that f (A) ⊆ C and f (B) ⊆ D.
Razborov [30] and Pudlák [29] showed that disjoint NP-pairs are closely related to the theory of propositional proof
systems. For example, if optimal propositional proof systems exist, then there exist complete disjoint NP-pairs.
A disjoint pair (A, B) is ≤ppm -complete (resp., ≤ppsm-complete, ≤ppT -complete) for the class DisjNP if (A, B) ∈ DisjNP and for
every disjoint pair (C,D) ∈ DisjNP, (C,D) ≤ppm (A, B) (resp., (C,D) ≤ppsm (A, B), (C,D) ≤ppT (A, B)).
Note that if any disjoint NP-pair is P-separable then any pair of nonempty sets in DisjNP is ≤ppm -complete (and hence
there is a≤ppm -complete pair in DisjNP).
Theorem 2.3 ([13]). The following statements are equivalent.
1. There exists a≤ppm -complete disjoint NP-pair.
2. There exists a≤ppsm-complete disjoint NP-pair.
Next we recall some notions of hardness for disjoint NP-pairs.
Definition 2.4. Let (A, B) be a disjoint NP-pair and let≤r be one of≤ppm ,≤ppsm,≤ppT ,≤ppum,≤ppuT .
1. X ≤r (A, B) df⇐⇒ (X, X) ≤r (A, B).
2. (A, B) is≤ppm -hard for NP df⇐⇒ SAT ≤ppm (A, B).
3. (A, B) is≤ppT -hard for NP (NP-hard for short) df⇐⇒ SAT ≤ppT (A, B).
So a disjoint pair is NP-hard if and only if all its separators are ≤pT-hard for NP. The following conjecture is due to Even,
Selman, and Yacobi.
Conjecture 2.5 ([6]). There is no NP-hard disjoint NP-pair.
If this conjecture is true, then no public-key cryptosystem is NP-hard to crack [6] (see Theorem 2.8 for more
consequences). Homer and Selman [19] construct a relativizedworldwhere P ≠ NP, but all disjoint NP-pairs are P-separable.
In particular, Conjecture 2.5 holds in this world.
2.2. Function classes
The study of NP search problems and the difficulty of inverting polynomial-time computable functions led to the notion
of partial, multivalued functions that are computable by NP-machines (any NP-machine computes a multivalued function
by outputting values exactly on its accepting paths). Such functions are partial, because NP-machines do not necessarily
accept all inputs, and multivalued, because NP-machines can output different values on different accepting paths.
For each partial, multivalued function f , set-f (x) denotes the set of values of f on input x. If f (x) is undefined, then
set-f (x) = ∅.
Definition 2.6 ([4]). We define some function classes:
1. NPMV is the class of partial, multivalued functions f for which there is a nondeterministic polynomial-time machine N
such that for every x, it holds that
set-f (x) = {y  there is an accepting computation path of N(x) that outputs y}.
2. NPkV df= {f ∈ NPMV ∀x, |set-f (x)| ≤ k}where k ≥ 1.
3. NPSV df= NP1V (the class of partial, single-valued NPMV-functions).
856 C. Glaßer et al. / Theoretical Computer Science 412 (2011) 853–864
4. NPbV df= {f ∈ NP2V ∀x, set-f (x) ⊆ {0, 1}}.
5. PF is the class of partial (single-valued) functions computable in (deterministic) polynomial time.
6. For any class of functions F , let Ft
df= {f ∈ F  f is total}.
For partial, multivalued functions f and g , we say that g is a refinement of f , if for all x,
1. g(x) is defined if and only if f (x) is defined, and
2. set-g(x) ⊆ set-f (x).
For function classes F and Gwe write F ⊆c G if for every f ∈ F there exists a g ∈ G such that g is a refinement of f .
Selman [34] gives a systematic comparison of classes of functions that are computed by nondeterministic polynomial-
time transducers. Moreover, this paper identifies relations between these function classes and disjoint NP-pairs. A
comprehensive overview of function classes can be found in [36].
Fenner et al. [8,9] introduced and studied the class NPbV. In particular, the paper investigates and gives several equivalent
formulations of the hypotheses NPMVt ⊆c PF and NPbVt ⊆c PF. For example, the latter is equivalent to the hypothesis that
all disjoint coNP-pairs are P-separable.
Definition 2.7 ([32,15,16,18]). Let F be any class of functions (possibly multivalued and/or partial). A set A is F -selective if
there is a function f ∈ F such that for every x and y it holds that set-f (x, y) ⊆ {x, y} and
{x, y} ∩ A ≠ ∅⇒∅ ≠ set-f (x, y) ⊆ A.
By F -sel we denote the class of sets that are F -selective.
The following theorem summarizes known consequences of Conjecture 2.5.
Theorem 2.8 ([6,34]). If Conjecture 2.5 is true, then the following holds.
1. NP ≠ coNP, NP ≠ UP, and no public-key cryptosystem is NP-hard to crack [6].
2. NPMV ⊈cNPSV [34].
A polynomial-time computable function f is honest if there is a polynomial q such that for every y in the range of f there
exists an x in the domain of f such that f (x) = y and |x| ≤ q(|y|).
There are several equivalent formulations of the hypothesis NPMV ⊆c NPSV.
Theorem 2.9 ([3,34,18]). The following statements are equivalent to the statement that NPMV ⊆c NPSV.
1. NP has the shrinking property [3].
2. The inverse of every honest, polynomial-time computable function has a refinement in NPSV [34].
3. NP2V ⊆c NPSV [18].
4. SAT ∈ NPSV-sel [18].
5. NP ⊆ NPSV-sel [18].
Hemaspaandra et al. [17,18] show with a relativizable proof that NP ⊆ NPSV-sel implies NP ⊆ (NP ∩ coNP)/poly and
hence ΣP2 = PH. Naik et al. [27] improve this result and show that the output-multiplicity hierarchy {NPkV}k≥1 is infinite
unless the polynomial-time hierarchy collapses. Köbler and Watanabe [22,23] proved that NP ⊆ (NP∩ coNP)/poly implies
ZPPNP = PH.
Theorem 2.10 ([18,23]). If NP ⊆ NPSV-sel then ZPPNP = PH.
We are going to study the relationships between the following assertions.
Definition 2.11. Define the following assertions.
A1 : DisjNP does not have a≤ppT -complete disjoint pair.
A2 : DisjNP does not have a≤ppm -complete disjoint pair.
A3 : DisjNP does not have an NP-hard disjoint pair.
A4 : The separation property does not hold for coNP.
A4′ : NPbVt ⊈c NPSV.
A5 : UP ⊈ coNP.
A6 : The PH is infinite.
A7 : The separation property does not hold for NP.
A8 : The shrinking property does not hold for NP.
A8′ : NPMV ⊈c NPSV.
A9 : The shrinking property does not hold for coNP.
A9′ : There is no disjoint NP-pair that is≤ppm -hard for NP.
A9′′ : NP ≠ coNP.
A10 : There is a P-inseparable, disjoint NP-pair.
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Fig. 1. Summary of the relations of the assertions A1–A10. Normal arrows denote relativizable implications; crossed-out arrows denote implications that
do not hold relative to some oracle. Assertions that share a box are equivalent.
The next proposition follows immediately from the remark before Theorem 2.3 and the remarks at the beginning of this
section.
Proposition 2.12. A2⇒A10, A4⇒A8, A7⇒A9, ¬A9′′⇒(¬A4 ∧ ¬A7 ∧ ¬A8 ∧ ¬A9).
Theorem 2.13 ([14]). The following hold.
1. A1⇒A2⇒A9′.
2. A1⇒A3⇒A9′.
3. A9′⇔A9′′.
In the following we establish new relationships between the assertions given in Definition 2.11. Fig. 1 gives a summary
of the relationships and their relativizability. In particular, we will answer the following open questions:
Open problem 1 ([3, Problem 3]). Find an oracle relative to which the shrinking property holds for NP but NP ≠ coNP. Better
yet, find an oracle relative to which the shrinking property holds for NP and (NP ∩ coNP) = P ≠ NP.
Open problem 2 ([33]). Is there an oracle relative to which the polynomial-time hierarchy does not collapse and for all n ≥ 1,
ΣPn (orΠ
P
n ) has the shrinking property?
In Theorem 4.1 we construct the oracle that is asked for in the first problem. The ΣPn part of the second open problem
can already be answered in the negative combining previously known results [3,17,18]; we completely answer the second
problem by solving theΠPn case in the negative in Theorem 3.1 and Corollary 3.6. Thus, the oracles mentioned in the second
problem do not exist.
3. Connections to reasonable assumptions
In this section we establish several relationships between the assertions introduced. These results imply that, under
reasonable complexity-theoretic assumptions like an infinite PH and UP ⊈ coNP, the shrinking and separation properties
do not hold for NP and the shrinking property does not hold for coNP. In particular, this relates the shrinking and separation
properties to well-known notions like the classes ΣPn and Π
P
n of the PH, the function classes NPMV and NPSV, NP-hard
disjoint NP-pairs, and complete disjoint NP-pairs. Moreover, Theorem 3.1 and Corollary 3.6 answer the open problem in
[33] that was mentioned at the end of Section 2.
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From the results of Blass and Gurevich [3] and Hemaspaandra et al. [17,18] we immediately obtain a collapse of the PH
if NP has the shrinking property. This solves the ΣPn part of the open problem in [33] (the second open problem that was
mentioned at the end of Section 2). Later we will see that this evidence is optimal in the sense that relativizable techniques
cannot strengthen the collapse to the first level.
Theorem 3.1. For any n ≥ 1, the shrinking property for ΣPn implies ZPPΣPn = PH (and hence PH = ΣPn+1). In particular, the
shrinking property for NP implies ZPPNP = PH (A6⇒ A8).
Proof. Theorems 2.9 and 2.10 are relativizable. Let n ≥ 1 and assume thatΣPn = NPΣ
P
n−1 has the shrinking property. From
Theorem 2.9 it follows that NPΣ
P
n−1 ⊆ NPSVΣPn−1-sel. From Theorem 2.10 we obtain ZPPNPΣ
P
n−1 = ZPPΣPn = PH. 
The following theorem relates the shrinking property for NP to Conjecture 2.5. It follows immediately from Theorems 2.8
and 2.9.
Theorem 3.2. If NP has the shrinking property, then NP-hard disjoint NP-pairs exist. (A3⇒A8.)
Remark 3.3. Interestingly, the analog of the last theorem in recursion theory is false, i.e., RE has the shrinking property and
the analog of Conjecture 2.5 holds: there exists an m-complete disjoint pair (equivalently, an effectively inseparable pair)
(A, B) of computably enumerable sets (see e.g. [31]), but every disjoint pair of computably enumerable sets can be separated
by some set whose degree is strictly less than 0′ [41].
In contrast to the case for NP, the shrinking property for coNP relativizably implies a collapse of the PH to the first level,
i.e., NP = coNP.
Theorem 3.4. coNP has the shrinking property if and only if NP = coNP. (A9⇔A9′′.)
Proof. ⇐ Proposition 2.12.
⇒ Assume that coNP has the shrinking property.We denote the arity of a Boolean formula F = F(x1, . . . , xn) by |F | = n.
Ifm ≤ n and a1, . . . , am ∈ {0, 1}, then F(a1 · · · am) denotes the formula F ′(xm+1, . . . , xn) df= F(a1, . . . , am, xm+1, . . . , xn).
A df= {(F , a)  F is a Boolean formula and a ∈ {0, 1}∗ such that |a| < |F | and F(a0) /∈ SAT}
B df= {(F , a)  F is a Boolean formula and a ∈ {0, 1}∗ such that |a| < |F | and F(a1) /∈ SAT}.
Note that A, B ∈ coNP. By assumption there exist disjoint sets A′, B′ ∈ coNP such that A′ ⊆ A, B′ ⊆ B, and A′ ∪ B′ = A ∪ B.
LetMA′ andMB′ be nondeterministic Turing machines such that L(MA′) = A′ and L(MB′) = B′.
We describe a nondeterministic algorithmM on input (F , a).
1 if |F| < |a| then reject
2 if |F| = |a| then
3 if F(a) = 0 then accept else reject
4 endif
5 do the following nondeterministically
6 simulate MA′(F, a) such that accepting paths call M(F, a0)
7 simulate MB′(F, a) such that accepting paths call M(F, a1)
Observe thatM is a nondeterministic polynomial-time algorithm.
Claim 3.5. For every Boolean formula F it holds that F ∈ SAT⇔(F , ε) ∈ L(M).
Proof. Assume F ∈ SAT. From A′ ∩ B′ = ∅ it follows that for all a ∈ {0, 1}∗, (F , a) /∈ A′ or (F , a) /∈ B′. Hence, if M
on input (F , a) reaches step 5, then one of the simulations MA′(F , a) and MB′(F , a) has accepting paths. These accepting
paths cause a continuation of the computation by calling M(F , a0) or M(F , a1). This shows that M on input M(F , ε) leads
to consecutive calls M(F , a1), M(F , a1a2), . . ., M(F , a1a2 · · · a|F |). The latter computation accepts in step 3, since F ∈ SAT.
Therefore, (F , ε) ∈ L(M)which proves the direction from left to right.
Assume now that (F , ε) ∈ L(M). Let n df= |F | and let p be an accepting path ofM on (F , ε). Observe that along p there are
callsM(F , a1),M(F , a1a2), . . .,M(F , a1a2 · · · an)where the ai are from {0, 1}. F(a1 · · · an) = 0, since p accepts. For i ∈ [1, n]
we show
F(a1 · · · ai) ∈ SAT⇒ F(a1 · · · ai−1) ∈ SAT. (1)
Assume that (1) does not hold for some i ∈ [1, n], i.e., F(a1 · · · ai) ∈ SAT and F(a1 · · · ai−1) ∈ SAT. Assume also that ai = 0;
the case ai = 1 is proved completely analogously.
Observe that (F , a1 · · · ai−1) ∈ A − B. From A − A′ ⊆ B it follows that (F , a1 · · · ai−1) ∈ A′ − B ⊆ A′ − B′. Hence
MA′(F , a1 · · · ai−1) has no accepting paths and MB′(F , a1 · · · ai−1) has accepting paths. So the computation M(F , a1 · · · ai−1)
only continues in step 7 with the call of M(F , a1 · · · ai−11). This means that ai = 1 which contradicts our assumption. This
proves (1).
We have already seen that F(a1 · · · an) = 0, i.e., F(a1 · · · an) ∈ SAT. The repeated application of (1) yields F(ε) ∈ SAT, i.e.,
F ∈ SAT. This shows the direction from right to left and finishes the proof of Claim 3.5. 
Claim 3.5 immediately implies SAT ∈ NP and hence NP = coNP. This proves Theorem 3.4. 
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Since the proof of Theorem 3.4 is relativizable, we can solve the ΠPn part of the open problem in [33]. Together with
Theorem 3.1 this completely solves that open problem.
Corollary 3.6. For any n ≥ 1,ΠPn has the shrinking property if and only ifΣPn = ΠPn .
Now let us relate the shrinking property for NP to complete disjoint NP-pairs, a notion that has been studied because of
its connections to the theory of propositional proof systems [30].
Theorem 3.7. If the shrinking property holds for NP, then DisjNP has≤ppm -complete pairs. (A2⇒A8)
Proof. Let A = {⟨a, b⟩ | a ∈ C} and B = {⟨a, b⟩ | b ∈ C}where C is an NP-complete subset of {0, 1}∗ and ⟨, ⟩ is a polynomial-
time computable bijection between {0, 1}∗ × {0, 1}∗ and {0, 1}∗. Then (A, B) is a polynomial-time ≤ppsm-complete pair of
NP-sets, i.e., for any pair (E, F) of (not necessarily disjoint) NP-subsets of {0, 1}∗ there is a polynomial-time computable
function f : {0, 1}∗ → {0, 1}∗ such that E = f −1(A) and F = f −1(B). Indeed, it suffices to set f (x) = ⟨g(x), h(x)⟩ where g
(resp., h) is a polynomial-time computable function on {0, 1}∗ satisfying E = g−1(C) (resp., F = h−1(C)).
By the shrinking property for NP, there exist disjoint NP-sets A′, B′ such that A′ ⊆ A, B′ ⊆ B, and A′ ∪ B′ = A ∪ B. Then
(A′, B′) is a desired≤ppm -complete pair in DisjNP. To see this, it suffices to note that if E ∩ F = ∅, then (E, F) ≤ppm (A′, B′) via
the function f from the preceding paragraph. 
Remark 3.8. A similar argument shows that if NP has the shrinking property then for each k ≥ 2 there is an sm-complete
k-tuple (A1, . . . , Ak) of pairwise disjoint NP-sets (i.e., for any k-tuple (B1, . . . , Bk) of pairwise disjoint NP-sets there is a
polynomial-time computable function f such that Bi = f −1(Ai) for all i ∈ {1, . . . , k}).
We can relate the separation property for NP to another reasonable conjecture.
Theorem 3.9. If UP ⊈ coNP, then the separation property does not hold for NP (A5⇒ A7).
Proof. Let L ∈ UP− coNP and letM be a nondeterministic polynomial-time machine that accepts L in time p. Define a pair
(A, B) ∈ DisjNP as follows.
A df= {(x, v)  |v| = p(|x|) and ∃w ∈ Σ |v|, w ≤ v,M(x) accepts along pathw}
B df= {(x, v)  |v| = p(|x|) and ∃w ∈ Σ |v|, w > v,M(x) accepts along pathw}.
If x ∈ L, thenM(x) has exactly one accepting pathwhichwe can determine by a binary search that queries (A, B). This shows
L ≤ppT (A, B).
Assume that NP has the separation property. So there exists an S ∈ NP ∩ coNP such that A ⊆ S and B ⊆ S. In particular,
L ≤pT S which shows L ∈ PNP∩coNP = NP ∩ coNP ⊆ coNP. This contradicts our assumption on L. 
Finally, we also show that the separation property for coNP can be equivalently expressed in terms of function classes.
Theorem 3.10. coNP has the separation property if and only if NPbVt ⊆c NPSV. (A4⇔A4′.)
Proof. ⇐ Let A, B be disjoint sets from coNP and let Ma,Mb be nondeterministic polynomial-time machines such that
A = L(Ma) and B = L(Mb). Let M be the nondeterministic, polynomial-time machine that on input x, simulates the
computations Ma(x) and Mb(x) in parallel, where accepting paths output 0 and 1, respectively. Let f be the multivalued
function computed byM and observe that f ∈ NPbVt . By our assumption, there exists a g ∈ NPSV such that g is a refinement
of f . Let A′ df= {x  g(x) = 0} and B′ df= {x  g(x) = 1}. Note that g is a total, single-valued function with values in {0, 1}.
Therefore, A′ and B′ are disjoint NP-sets such that A′ ∪ B′ = Σ∗. So A′ ∈ NP ∩ coNP. Moreover, since g is a refinement of f ,
A′ ⊆ A and B′ ⊆ B. Hence B ⊆ B′ = A′ ⊆ Awhich shows that A′ separates A and B.
⇒ Let f ∈ NPbVt be computed by the nondeterministic, polynomial-time machine M . Let A df= {x
 0 ∈ set-f (x)} and
B df= {x  1 ∈ set-f (x)}. Note that A and B are disjoint sets in coNP. So (A, B) is separated by some S ∈ NP ∩ coNP, i.e.,
A ⊆ S ⊆ B. Let g(x) df= cS(x) and observe that g ∈ NPSV and that g is a refinement of f . 
We remark that all proofs in this section are relativizable.
4. Oracle separations
We now concentrate on those implications between the assertions A1–A10 that were left open in Section 3. For most of
themwe can find oracle constructions showing that the implication in question cannot be established by relativizable proof
techniques. Note that an unconditional separation of any two of the assertions A1–A10 immediately implies P ≠ NP (since
if P = NP, then all our assertions are false and hence pairwise equivalent).
The main result in this section is the construction of an oracle relative to which NP has the shrinking property and
(NP ∩ coNP) = P ≠ NP. This oracle has three applications. First, it provides a relativized world in which some of the open
implications do not hold. Second, it shows that the assumption NP ≠ coNP is too weak to refute the shrinking property for
NP with relativizable techniques. Third, with this oracle we solve an open problem of Blass and Gurevich [3] who explicitly
ask for the existence of such an oracle.
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Theorem 4.1. There exists an oracle O relative to which the following hold:
1. NP has the shrinking property. (¬A8.)
2. P = NP ∩ coNP.
3. UP ⊈ coNP. (A5.)
Proof. Overview:We achieve the first part by coding, the second part is reached by diagonalization and coding and the third
part is done by diagonalization (which includes a tentative coding).
Fix the alphabet Σ = {0, 1} and let M1,M2,M3, . . . be an enumeration of all NP-machines such that the machine Mi
runs in time ti and ti(n) ≤ ni + i.
Coding for 1: For i, j ∈ N and x ∈ Σ∗ define the injective coding function code1(i, j, x) df= 0i10j10t1x, where
t = ti(|x|)+ tj(|x|) and
AOi,j
df= {x | ∃y ∈ 0Σ∗, |y| = |code1(i, j, x)|, code1(i, j, x)y ∈ O}
BOi,j
df= {x | ∃y ∈ 1Σ∗, |y| = |code1(i, j, x)|, code1(i, j, x)y ∈ O}.
We build the oracle O such that the following holds:
P1: ∀i, j ∈ N : AOi,j ∩ BOi,j = ∅, AOi,j ⊆ L(MOi ), BOi,j ⊆ L(MOj ),
AOi,j ∪ BOi,j = L(MOi ) ∪ L(MOj ).
Observe that AOi,j, B
O
i,j ∈ NPO and these sets witness the shrinking property for the sets L(MOi ) and L(MOj ).
Coding for 2: For k, i, j ∈ N and x ∈ Σ∗ define the injective coding function code2(k, i, j, x) df= 0k10i10j10t1x0l, where
t = ti(|x|) + tj(|x|) and l is the smallest l ∈ N that fulfills l ≥ 12 |code2(k, i, j, x)| and |code2(k, i, j, x)| ≡ 1 (mod 4). We
build the oracle O such that the following holds:
P2: ∀i, j ∈ N : L(MOi ) = L(MOj ) =⇒ ∃k ∈ N : L(MOi ) = {x | code2(k, i, j, x) ∈ O}.
Note that if P2 holds for O, then the aforementioned language L(MOi ) can be decided in polynomial time relative to O.
We call an oracle O valid if it satisfies P1 and P2 and for every n ≡ 3 (mod 4), |O ∩Σn| ≤ 1. For n ∈ Nwe call an oracle
O ⊆ Σ∗ an extension of O ∩Σ≤n. An oracle On ⊆ Σ≤n is valid up to stage n if there is a valid extension of On.
Diagonalization for 2: At the time of coding we do not know whether the machines will violate L(MOi ) = L(MOj ) with
a further constructed oracle. So we have to do the coding. If we did this coding for arbitrary pairs of NP-machines, whose
languages are not necessarily complementary, this would result in PO = NPO, which is not what we want. So we try to
construct the oracle in such a way that for as many (i, j) as possible, L(MOi ) ≠ L(MOj ). This diagonalization is not done by
encoding certain strings into the oracle, but rather by choosing suitable finite extensions of the current oracle that are valid
up to some further stage.
Diagonalization for 3: The witness language for UPO ⊈ coNPO is
WO df= {0n | n ≡ 3 (mod 4) and ∃y ∈ Σn ∩ O}.
We will make sure that there is at most one such y in O and thusWO ∈ UPO. We construct the oracle such that for all i ∈ N
there exists a stage n ≡ 3 (mod 4) such that 0n ∈ WO ⇐⇒ MOi (0n) accepts. This ensures that WO /∈ coNPO and hence
UPO ⊈ coNPO.
The difficult task now is to combine the codings with the diagonalizations.
We start with an empty oracle and extend it stage by stage. Because the codeword is longer than the running time of
the machines that need to be simulated, the coding for 1 can always be done easily. For the coding for 2, we maintain a list
L ⊆ N3 that is finite at every stage. Elements are never removed from L but, once in a while, elements are added to L.
(k, i, j) ∈ Lmeans that for every valid extension O of the current oracle it holds that L(MOi ) = L(MOj ). Thus in order to fulfill
P2, we have to code L(MOi ) into the oracle once we reach large enough stages (depending on k, which is the parameter from
P2).
We now do the main construction.
(1) We start with L = ∅ and O = ∅. In each stage, we will fulfill one requirement from N ∪ (N × N). The requirement
i ∈ N means L(MOi ) ≠ WO. For the requirement (i, j) ∈ N2 we first try to make sure that L(MOi ) ≠ L(MOj ). If this is not
possible, we enforce L(MOi ) ∈ PO. This is done by adding (k, i, j) toL for some sufficiently large k ∈ Nwhich means that the
coding will ensure that L(MOi ) = {x | code2(k, i, j, x) ∈ O}.
(2) We do the coding for P1 and P2 until we reach a stage that is large enough that changes do not affect diagonalizations
in earlier stages. Let On−1 be the oracle constructed so far.
(3) Suppose (i, j) is the next requirement.
Case 1: There exists a valid extension O of On−1 such that L(MOi ) ≠ L(MOj ). Then we choose a witnessing x ∈ L(MOi )⊕ L(MOj ).
Let now n′ df= max(n, ti(|x|)+ tj(|x|)) and On′ df= O ∩Σ≤n′ . Note that On′ is valid up to stage n′ and for all valid extensions O
of On′ it holds that L(MOi ) ≠ L(MOj ).
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Case 2: For all valid extensions O of On−1 it holds that L(MOi ) = L(MOj ). Here, append (n, i, j) toL.
(4) Suppose i is the next requirement.
Leave stage n empty and continue with a tentative construction (coding only) up to stage n′ df= ti(n). Denote the oracle
obtained by O′.
Case 1:MO
′
i (0
n) rejects. With On′
df= O′ it holds that 0n ∈ L(MOn′i ) and 0n /∈ WOn′ .
Case 2:MO
′
i (0
n) accepts. Let p be an accepting path. For a computation path like p, let Q+p (resp. Q−p ) be the queries asked
on p that were answered positively (resp. negatively).
We want to add somew ∈ Σn to the oracle such that p remains accepting. However, adding such a word can require us
to change the codings in the stages n, . . . , n′ and hence can result in the rejection of p. So we have to find somew such that
the necessary changes in the codings will not affect p. This is done with the help of the following sets.
Claim 4.2. There exist sets Q+ and Q− with the following properties:
1. Q+p ⊆ Q+ ⊆ O′.
2. Q−p ⊆ Q− ⊆ O′.
3.
∑
x∈Q+∪Q− |x| ≤ 2ti(n).
4. For every w ∈ Σn \ Q−, there exists an oracle On′ ⊆ Σ≤n′ that is valid up to stage n′ such that On′ ∩ Σ≤n = On−1 ∪ {w},
Q+ ⊆ On′ and Q− ⊆ On′ .
Proof. Q+ and Q− are defined by the following procedure.
1 Q+ := ∅, Q− := ∅, ToFix := Q+p ∪ Q−p
2 while ToFix ≠ ∅ do begin
3 q := max(ToFix), ToFix := ToFix \ {q}
4 if q ∈ O′ then Q+ := Q+ ∪ {q} else Q− := Q− ∪ {q} endif
5 if q ∈ O′ and |q| ≥ n and q is a codeword for P1 then
// Here q = code1(i′, j′, x′)y′ for some i′, j′, x′, y′ . q ∈ O′ means that if y′ ∈ 0Σ∗ then MO′i′ (x′) accepts, and if y′ ∈ 1Σ∗ then MO
′
j′ (x
′)
accepts. We can leave q in the oracle once we make sure thatMi′ (x′) resp.Mj′ (x′) remains accepting.
6 p′ := an accepting path of MO′i′(x′) resp. MO
′
j′(x
′), ToFix := ToFix ∪ Q+p′ ∪ Q−p′
7 endif
8 if |q| ≥ n and q is a codeword for P2 then
// Here q = code2(k, i′, j′, x′) for some x′ and (k, i′, j′) ∈ L. This means that if q ∈ O′ thenMO′i′ (x′) accepts, and if q /∈ O′ thenMO
′
j′ (x
′)
accepts.
9 p′ := an accepting path of MO′i′(x′) resp. MO
′
j′(x
′), ToFix := ToFix ∪ Q+p′ ∪ Q−p′
10 endif
11 end
By the definition of the coding functions code1 and code2, the running time of the simulatedmachine is encoded into the
oracle query in unary. Hence in the steps 6 and 9 it holds that−
x∈Q+
p′ ∪Q
−
p′
|x| ≤ 1
2
|q|.
Therefore, the value max(ToFix) strictly decreases, which shows that the procedure terminates after finitely many steps.
Moreover, the sum of the lengths of words that are added to Q+ ∪ Q− because of q is at most
|q| + 1
2
|q| + 1
4
|q| + · · · ≤ 2|q|.
This shows statement 3 of the claim. The statements 1 and 2 are easy observations.
Let w ∈ Σn \ Q−. Now we start with On df= On−1 ∪ {w} and redo the coding until stage n′ in such a way that words in
Q+ (resp. Q−) are put inside (resp. outside) the oracle. For all q ∈ Q+ ∪Q− we fixed the reason why qwas inside or outside
the oracle. Moreover, |Q+ ∪ Q−| ≤ 2ti(n), i.e., the number of fixed words is polynomially bounded. Therefore, the coding is
possible and it yields an oracle On′ that is valid up to stage n′ such that Q+ ⊆ On′ and Q− ⊆ On′ . 
Choose somew ∈ Σn\Q−, which is possible by Claim 4.2. 3. LetOn′ be the oracle asserted by Claim 4.2.4. HenceQ+p ⊆ On′
and Q−p ⊆ On′ . Therefore,MOn′i (0n) still accepts along p, i.e., 0n /∈ L(MOn′i ). So we reachedWO ≠ L(MOi ).
(5) Continue with step (2).
This completes the construction of O. 
Corollary 4.3. Relative to the oracle O constructed in Theorem 4.1, all of the following hold.
• ¬A1 (i.e., DisjNP has≤ppT -complete disjoint pairs).• ¬A2 (i.e., DisjNP has≤ppm -complete disjoint pairs).
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• ¬A3 (i.e., DisjNP has NP-hard disjoint pairs).
• ¬A4 (i.e., the separation property holds for coNP).
• A5 (i.e., UP ⊈ coNP).
• ¬A6 (i.e., PH is finite).
• A7 (i.e., the separation property does not hold for NP).
• ¬A8 (i.e., the shrinking property holds for NP).
• A9, A9′, A9′′ (i.e., the shrinking property does not hold for coNP).
• A10 (i.e., P-inseparable, disjoint NP-pairs exist).
• ZPPNP = PH.
Proof. From Theorem 4.1 it immediately follows that A5, ¬A8 and A9′′ hold relative to O. All implications shown in Fig. 1
are relativizable. So we obtain ¬A1, ¬A2, ¬A3, ¬A4, A9, A9′, A9′′. From the relativizable Theorems 2.9 and 2.10 we obtain
ZPPNP = PH and thus¬A6. Since A10 trivially follows from A7 in a relativizable way, it remains to show A7.
Assume that A7 does not hold, i.e., NP has the separation property. We already know that ¬A3 relative to O, i.e., there
exists a pair (A, B) ∈ DisjNP all of whose separators are ≤pT-hard for NP. By the separation property, (A, B) has a separator
S ∈ NP ∩ coNP = P (relative to O). So S ∈ P and S is ≤pT-hard for NP. Therefore, relative to O it holds that P = NP. This
contradicts the fact that NP ≠ coNP relative to O. This shows A7. 
Recall that by Hemaspaandra et al. [18] and Köbler and Watanabe [23] it holds that NP ⊆ NPSV-sel implies a collapse
of the polynomial hierarchy to ZPPNP. Our oracle constructed in Theorem 4.1 shows that relativizable techniques cannot
strengthen this collapse to NP.
Corollary 4.4. There exists an oracle relative to which NP ⊆ NPSV-sel and NP ≠ coNP.
Proof. Follows from Theorems 4.1 and 2.9. 
Conversely, Theorem 3.1 shows that there is no oracle relative to which NP has the shrinking property andΣP2 ≠ ΠP2 . In this
sense the oracle constructed in Theorem 4.1 is nearly optimal.
Theorem 4.5 ([19]). There exists an oracle O relative to which all of the following hold.
• ¬A1 (i.e., DisjNP has≤ppT -complete disjoint pairs).• ¬A2 (i.e., DisjNP has≤ppm -complete disjoint pairs).
• A3 (i.e., DisjNP does not have NP-hard disjoint pairs).
• ¬A5 (i.e., UP ⊆ coNP).
• ¬A6 (i.e., PH is finite).
• ¬A7 (i.e., separation property holds for NP).
• A8 (i.e., the shrinking property does not hold for NP).
• A9, A9′, A9′′ (i.e., the shrinking property does not hold for coNP).
• ¬A10 (i.e., P-inseparable, disjoint NP-pairs do not exist).
• ΣP2 = EXP.
Proof. Homer and Selman [19] construct an oracle O relative to which P ≠ NP, ΣP2 = EXP and all disjoint NP-pairs are
P-separable (¬A10) and hence (NP ∩ coNP)-separable. So relative to O, it holds that A3 and ¬A7. Grollmann and Selman
[12] showed (in a relativizable way) that P ≠ UP implies the existence of P-inseparable disjoint NP-pairs. Hence, relative to
O, it holds that P = UP and so¬A5.
Moreover, relative to Owe have ¬A2 which can be seen as follows. Let (A, B) be an arbitrary disjoint NP-pair. We argue
that (A, B) is ≤ppm -complete. For every (C,D) ∈ DisjNP, since (C,D) is P-separable, there is a separator S of (C,D) that is in
P. Therefore, for any separator L of (A, B), S trivially≤pm-reduces to L. So (C,D) ≤ppm (A, B) and hence (A, B) is≤ppm -complete
which shows ¬A2.
The remaining conditions follow, since all implications shown in Fig. 1 relativize. 
We conclude with a summary of other relevant oracle constructions.
Theorem 4.6. The following oracles are known.
1. There exists an oracle relative to which all NP-pairs are P-separable, but coNP does not have the separation property (A4 ⇏
A10 and hence also A4 ⇏ A7) [10,11, Theorem 3.3].
2. There exists an oracle relative to which coNP has the separation property, but NP does not have the separation property
(A7 ⇏ A4) [10,11, Theorem 3.5].
3. There exists an oracle relative to which NP and coNP do not have the separation property and UP ⊆ coNP (A7 ∧ A4 ⇏ A5)
[10,11, Theorem 3.4].
4. There exists an oracle relative to which there are no NP-hard disjoint NP-pairs, but there exist≤ppm -complete disjoint NP-pairs
(A3 ⇏ A2) [14, Theorem 6.1].
5. There exists an oracle relative to which NP2V ⊈c NPSV, but NP2Vt ⊆c PF ⊆ NPSV. In particular, NPMV ⊈c NPSV and
NPbVt ⊆c NPSV (A8′ ⇏ A4′) [27, Corollary 6].
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6. There exists an oracle relative to which NP2V ⊈c NPSV and PH = ∆P2. In particular, NPMV ⊈c NPSV and PH is finite
(A8′ ⇏ A6) [27, Theorem 5].
7. There exists an oracle relative to which UP ≠ NP = PSPACE. In particular, P ≠ NP ∩ coNP and hence P-inseparable disjoint
NP-pairs exist (A10 ⇏ A9′′) [28, Lemma 4.7].
8. There exists an oracle relative to which P = NP ∩ coNP ≠ UP, NPMVt ⊆c NPSVt , and PH is infinite. In particular, coNP has
the separation property and UP ⊈ coNP (A5 ∧ A6 ⇏ A4) [1].
9. Relative to a random oracle,NP ≠ coNP,NP ≠ UP, andNPMV ⊈c NPSV. In particular, neitherNP nor coNP has the shrinking
property [2,26,27].
Fig. 1 gives a summary of the oracle results in this section.
5. Conclusions and open questions
The results of this paper show that, like for descriptive set theory and computability theory, the separation and shrinking
properties are important also for complexity theory, because they are closely related tomany other fundamental notions. In
contrast to the case for descriptive set theory and computability theory, these properties are probably false for complexity
classes like NP or coNP, because they contradict widely believed conjectures. The negative solution to the problem in [33]
gives clear evidence that the refinements of the PH studied in [33] behave probably much less well than the analogous
refinements of the Borel hierarchy in descriptive set theory and of the arithmetical hierarchy in computability theory (see
[35] for additional details).
Our summary in Fig. 1 motivates several open problems. In particular, we would like to know answers for the following
questions:
1. Does an infinite PH imply that the separation property does not hold for NP (or coNP)?
2. Is there an oracle relative to which A8 ⇏ A3? By Theorems 2.8 and 3.1 it suffices to construct an oracle relative to which
UP = NP andΣP2 ≠ ΠP2 . However, it is a known open question whether such a relativized world exists. An even stronger
result would be an oracle relative to which A2 ⇏ A3.
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