Cyber-physical systems are often misunderstood to be just any embedded systems. The real cyber-physical system should have both physical and digital (computational-communication-control) parts inter-connected in each part and process, and the system itself should have the capacity to change its own behaviour to adapt to changing requirements. This paper presents an architecture of an intelligent cyber-physical system where a reconfigurable manufacturing system is supported by a machine learning algorithm to provide enhanced decision-making to the manufacturing control system. Experiment results are presented showing the machine learning module can help the control system adjust itself with changing requirements provided externally (by a user) in the form of training examples. The result is an architecture of an intelligent cyber-physical system, with physical and digital parts always working in synchronization, enabling change in the system's behaviour in terms of manufacturing process-flow in order to adapt to any change in the production planning.
INTRODUCTION
Traditional manufacturing systems have evolved a long way in the past few decades, from static standalone lathe machines, to highly reconfigurable interconnected ubiquitous manufacturing systems [1] . With the technological revolution envisaged in the Industry 4.0 [2] , and high demand both in terms of the quantity and personalised products, reconfigurable manufacturing systems have become almost a fundamental requirement for sustainable growth. There are many approaches for reconfigurable manufacturing systems, as described in a recent systematic review [3] . However, as a basic requirement, the reconfigurable manufacturing systems must have adjustable structure on the hardware and software levels [4] , [5] . This implies there needs to be a control system to enforce and 'validate' these adjustments or reconfigurations. The manufacturing systems, irrespective of their type or domain, do have a control system. However, in order to have a more dynamic and highly reconfigurable manufacturing system, an enhanced control system with intelligent decision making is needed.
On the other hand, cyber-physical systems (CPSs) are essential manifestations of Industry 4.0 and, at the same time, one of its essential instruments as well. Another essential component of advanced CPS is artificial intelligence (AI) which, when embedded in CPS, enables intelligent CPS, i.e. I-CPS. A cyberphysical system, as defined by the author who first coined the term, is not just an embedded system with hardware and software systems communicating. A true cyber-physical system must have a cyber (computing, communication and control) component included in every physical component [6] . The inherent characteristic of the cyber-physical systems is such that they do not preserve the determinism in the logical and control structure of the system [7] . Hence, the system should have in-built capacity to allow and manage the change in the operational structure dynamically.
In order to include both the above features in a single system, i.e. to create a manufacturing system with the ability to reconfiguration with intelligent decision making, as well as integration of computing and communication system at every level and in every part of the system, an intelligent cyber-physical system is proposed. As stated in the European Commission's Horizon 2020 funding programme [8] , there is a strong requirement for smart cyber-physical systems. An intelligent cyber-physical system should have, as defined in the Industry 4.0 mission, besides the existence of computing element, an intelligent control system, capable of changing not only the system's behaviour but also the functional architecture and operational structure. In the context of a cyber-physical system incorporating a manufacturing system, this may mean, as per the change in the user's requirements the system may change the process flow, change which machine will be used and which will be bypassed, all through an intelligent decision making system. Such a functionality and system architecture would bring a new dimension to the cyber-physical systems. It would increase the scalability and reusability of a system, bringing in agility and fast adaptability with decreased cost and time -critical factors in today's highly competitive markets and fast changing requirements. While there are examples of manufacturing systems integrated with digital and networked layers for remote operations [9] , the functionality of fast adaptability requires an intelligent control system. This intelligent control system is achieved through a machine learning algorithm embedded in the system, with the ability to be trained and retrained at any point in time, hence the ability to change the process flow and system behaviour with little efforts in terms of physically changing the configuration, and utilizing the maximum potential of computational capacities and sophisticated techniques. This new paradigm of intelligent cyber-physical systems is emerging fast and is expected to transform the industry and infrastructure faster than the IT revolution in the past decades [10] .
This paper presents an architecture for an intelligent cyber-physical system with the aforementioned capabilities, i.e. a cyber-physical system, with manufacturing system as part of its physical structure/system and a control system with empowered by machine learning algorithm for training the system and for real-time decision making to operate the manufacturing system. The machine learning algorithm used for the proposed system is a supervised learning algorithm for grammatical inference, which is an inductive inference based learning algorithm.
The rest of the paper is organised in the following sections. Section 2 presents the proposed cyber-physical system's architecture. In this section, first in subsection 2.1 a manufacturing system is explained with its main components and the corresponding process flow, to highlight the control system and its function. Then in subsection 2.2 the proposed system's architecture is presented with the integrated machine learning module. In section 3, the applied grammatical inference based machine learning algorithm is explained, along with the data preparation process, to map the manufacturing processes into grammar symbols. In section 4, the grammar synthesis process, for the presented case, is explained along with the learning module's ability of relearning and re-training the control system. The section 4 also presents experimental results as validation of the approach and proves the feasibility of the proposed I-CPS architecture with functionality of reconfiguration of manufacturing system and intelligent decision making support to the control unit. The concluding remarks are presented in Section 5.
MANUFACTURING SYSTEM CONTROL AND CYBER-PHYSICAL SYSTEM ARCHITECTURE
For the presented work, we have considered a manufacturing system presented in the previous work [11] as the model test case scenario. In the present work a different machine learning algorithm is applied. Also, in the presented work, the previous manufacturing system is presented as part of the larger multi-layered cyber-physical system architecture. The objective is to present an intelligent cyber-physical system architecture that has a production/manufacturing system as well as an intelligence generator module, enabled with decision making ability using machine learning algorithm, embedded in the design itself.
Manufacturing system components
Representing different types of manufacturing systems from various industries and contexts is difficult as they are so diversified in terms of configurations and components, but they must be designed considering their steady state and dynamic performance [12] . A manufacturing system could be thought of as a set of production machines, but as explained in [13] a truly integrated manufacturing system cannot be considered complete without some form of co-ordination and control systems. As defined more recently in [14] , a manufacturing system is "a collection of integrated equipment and human resources, whose function is to perform one or more processing and/or assembly operations on a starting raw material, part, or set of parts". Summarising these and other works in the area [15, 16] , a typical modern day computerised manufacturing system includes the following types of components: production line machines, transportation systems and one or more types of control systems. The production line machines could be either CNC (computer numerical control) machines, welding machines, a robotic arm or an assembly line system, or a combination of these. The transportation systems could be human based, robotic arm, a conveyer belt or an AGV (automated guided vehicle). The control system could be one or a combination of the following: human resources (operators etc.), PLC (programmable logic controller), a hybrid system of sensors or some other form of more sophisticated system. The Figure 1 shows a process flow diagram (PFD) of an example manufacturing system with production line, involving various processes, such as machining and transportation. The Figure 1 (a) shows a process flow diagram of a manufacturing cell. This system has milling machines (A and B), with a conveyer belt (C) between them, transporting the pieces from one machine to the other, i.e. in the given diagram from A to B. A smooth running of a manufacturing system is taken care by buffering mechanism. Buffering makes sure that the production process continues despite unforeseen factors and change in the rate of supply and demand. Especially in the case of a cellular manufacturing system (CMS), such as the one in consideration here, buffer handling is critical [17] . The presented case is an example of serial production where 'buffer' is processed by FIFO -first in first out, order, i.e. the process that starts first, ends first, the piece that passed through the first job goes on to the next job. The second piece is considered for the current job only after the first piece is processed for the current job. Now, consider that each of the machines in Figure  1 (a) have further sub-processes, represented by P 1 , P 2 and P 3 . Thus, each machine has an input from the buffer from the previous machine or from the buffer of the manufacturing cell, followed by the local sub-processes followed by the exit buffer. Such a process flow, on a single machine, is represented in the process flow diagram in Figure 1(b) .
In the Figure 1(b) , the entry buffer and exit buffer are denoted by B, while the three serial processes are P 1 , P 2 , and P3. Thus, a state sequence for jobs on a piece on a given machine would be Buffer > Process P 1 > Process P 2 > Process P 3 > Buffer. These sequences are presented in the Figure 2 . Figure 2 shows the entry and exit buffers as well as sub-processes on each of the machines in this manufacturing cell configuration. Here, it is important to note that the process flow sequence is managed by the 'control' unit of the cell. In the traditional manufacturing cell, this control unit is a simple computer controller or a human-based controller. However, the presented work proposes a machine learning based system that interacts with the cell through its control system.
Figure 2. Process flow diagram with machine processes
The supposed process flow of the system in Figure 2 is such that the system interacts with the buffer to receive and supply pieces. Once a piece enters into the system through the buffer (B), it may go to either machine 1, or machine 2 or machine 3 (denoted by M 1 , M 2 and M 3 , respectively), or it may go through multiple machines, but in that order/direction only, before moving on to buffer B outside the system. Thus, for example if a piece is passed from B to M 2 , it may go back to B after finishing the processes, or go to M 3 for further processes and then go to B. But it may not go from M 2 to M 1 . Hence, the valid process flows examples are as given in Figure 3 .
In the examples in Figure 3 , the symbol '→' implies a transition from the left to right. The process must start and end with the buffer. It only goes in forwarding direction. A machine may or may not become a part of a given execution. This flow is the basic nature of our case, and the user may want to allow only some of these paths to be executed in the system, while restricting the system of other paths. In the sections 3 and 4 the grammar synthesis process, to support the desired system behaviour, is described. 
Intelligent cyber-physical system architecture
After presenting our manufacturing cell, we now present the architecture of the proposed intelligent cyber-physical system, as shown in Figure 4 . This architecture is adapted from the architecture presented in [18] . This subsection gives a brief description of the proposed system architecture. In the adapted architecture, the cyber-physical system is represented in the form of layers. As mentioned earlier, a CPS has the software/digital part, i.e. computational, communicational and controlling part(s) present in every physical part. Hence, instead of showing hardware (physical) and software (digital) as two distinct parts of the system, they are presented as two layers of the system and these two layers are present in each part of the system. Thus, there is a 'physical pro-cesses layer' and a 'digital processes layer' as seen in Figure 4 . The previously described manufacturing cell is denoted as 'Object Manufacturing System' (OMS) in the Figure 4 . The OMS includes the manufacturing processes as well as the control system(s) unit, assembled and configured to manufacture the object (the product). The first entry to and final exit from the control systems are handled by the buffering system as discussed earlier. The control systems work in a feedback loop wherein the output from one cycle of manufacturing processes is passed on as the input for the next cycle of the manufacturing processes. Between two consecutive cycles, the control systems verify and decide the next machine(s) to include in the process flow and send the commands to. After each execution of the OMS, the sensorial data is gathered. This data is a report of which machines and processes were part of the actual processes that occurred, as well as data from their sensors. This data is compiled and passed on to 'Object System Model Generator' (OSMG) which functions on the digital processes layer. The data from the OMS may help in determining whether the machines functioned as planned or whether there were any anomalies in terms of processing time or other parameters of machines. This data, along with other external inputs, such as change in production planning, eliminating some processes or introducing new processes, are compiled to run the simulator in the OSMG, and new examples are generated to train the learning module. As a result, a model is generated, which provided to the decision making module. This block, existing on the digital processes layer, is the intelligent module that creates the model of the system and provides assistance to the OMS. Here, the manufacturing system itself becomes the object whose model is generated through machine learning enabled intelligent module. Hence, it is called the object system model generator.
During the learning phase a human oracle is involved to decide which routines should be sent as examples for the next product planning. Although this process can be automatized as well, the purpose is not to eliminate the human role.
MANUFACTURING SYSTEM MODEL SYNTHESIS
For the presented case, we have found the inductive inference learning approach to be more appropriate, due to its ability to quickly synthesise a generalized model based on codified examples of the process. The objective is to generate a formal grammar as a model of the production line process in the given context. Below, the formal grammar is described as a 4-tuple:
Grammar G = (V, N, S, P). where, V is a finite set of terminal symbols, N is a finite set of non-terminal symbols (states), S is the start symbol (also called the sentence symbol), and P is a finite set of production rules. These rules define the transitions from one state to another for any input, from the set V.
In the following sub-sections, the algorithm outline, tools for performing the training and testing tasks as well as the model (grammar) synthesis for the presented case, i.e. how the learning algorithm is applied in this case run and how to interpret its output are described.
Model synthesis algorithm
The regular grammar was considered as suitable representation model due to the linear nature of the sequence. Successor Method algorithm was selected for the grammar inference task, i.e. to synthesise manufacturing system model synthesis. This learning algorithm was originally developed by two different teams [19] , [20] and subsequently also presented in [21] . The Successor Method algorithm only takes positive examples into account. Based on these examples, a Regular Grammar is generated which can easily distinguish between 'positive' and 'negative' examples. In our case, a 'positive example' is a sequence of symbols that represents the manufacturing system's process flow correctly, as defined by the user. A wrong or invalid sequence of operations is clearly a 'negative example.' The outline of the learning algorithm is provided in Figure 5 . The learning algorithm takes one positive example at a time, provided in the form of strings of symbols, called terminal symbols, and starts processing the strings from left to right, symbol by symbol. At the beginning of each input example (string), the system is believed to be at the Start state, and from there on, for each successor symbol, a transition rule is generated, considering the preceding symbol as input to the current state and succeeding symbol as the output, along with a non-terminal symbol (a state). In other words, the first symbol of the string implies the system moves from the Start state with that input. Similarly, the last symbol implies that the system stops when that symbol is received as input.
The inductive inference from positive examples means deriving general rules by learning from examples that correctly represent a system. The inferred rules represent the model of the system, and this model should be able to identify and generate positive examples that were not used during the training, i.e. the ability to learn a model that can actually generate new information. Furthermore, these rules should not satisfy a negative example while presented in the testing mode.
Data preparation for grammatical inference
In this sub-section it is explained how the data is prepared to send to the machine learning module in order to generate a grammar (model) of the manufacturing system. The input data is prepared from the elements of the manufacturing system presented in Figures 1 and 2 . As explained in section 3.1, the algorithm accepts strings of symbols and derives grammar rules. Hence, the first step is to represent the manufacturing system in terms of symbols. By the accepted norms of grammatical inference, these symbols are lowercase symbols, called the terminal symbols (as they form the final strings generated by the grammar) [22] . Consider the process flow diagram in the Figure 2 , again. As seen in the diagram, there are always three step sub-processes for each machine that happen in the same order. For example, on machine M 1 the processes P 1 , P 2 and P 3 always happen in that order, hence the whole of machine M 1 's processes can be represented by a single symbol, say 'a'. Similarly, the processes of machines M 2 and M 3 can be described by symbols 'b' and 'c' respectively. Finally, the buffer is always handled by the same block, hence it can be denoted by a single symbol, let's call it 'z'. With this new symbolism, the process flow diagram in the Figure 2 can be redrawn as shown in Figure 6 .
Thus, if a product manufacturing routine is to start from machine M 1 , bypass machine M 2 and move to M 3 before exiting the cycle, the whole process can simply be denoted, by this new system as 'zacz' only. Thus, the processes in the Figure 3 can be rewritten as strings shown in Table 1 .
In the next section, the grammar synthesis process and the model regeneration process for system reconfiguration are described. 
Processes
String equivalent
MODEL GENERATION THROUGH INDUCTIVE INFERENCE
For the grammar synthesis through inductive inference, a selected set of training examples is passed to the algorithm. The algorithm is implemented as a software tool which has been presented in a previous work [shah] . The examples are selected in order to generate a grammar that allows certain production routines (process flows) while prohibits others. In the sub-section 4.1, first the grammar synthesis process is shown using a set of examples, and in sub-section 4.2 a new grammar is generated by changing the training set. The grammar is the model of manufacturing system which is sent to the control system ( Figure 4) . By changing the training examples set, the system model is changed, and this changes the behaviour and outcome of the manufacturing system.
Grammar synthesis
For the first experiment, the training set I 1 was defined as follows: I 1 = {zz, zaz, zabz, zabcz} As can been seen in the training set, all the examples used show the process flows that start at 'a' immediately after the buffer. Hence, this is the desired behaviour by the user, for the first production setup.
The grammar synthesis process, from a training set, using the successor method, has been explained in [23] , hence for the purpose of the current work, the result of the synthesis process is directly presented. Applying the successor method algorithm to the above training set, using the grammar synthesis tool, the regular grammar G 1 was synthesised as shown in Figure 7 .
The grammar G 1 can be represented as 4-tuple, The grammar G 1 was trained using 4 positive examples. However, the grammar can actually parse many more positive examples that were not used for the training. At the same time, it rejects negative examples. Here, parsing means approving an input string when validated through the grammar. The Figure 8 and Table 2 show actual parser screen and detailed parsing results, respectively. Here the terms positive and negative examples refer to the production routines that are desired and not desired, respectively, by the user or the system designer and controller. Although the actual experiments were done using many more examples, for the sake of results analysis, only a selected number of example are presented. Consider the two examples 'zazzazzabz' and 'zazzabz' that were not used in the training, but show the desired behaviour, i.e. the control must send the process from buffer to 'a' only, and from there it may go to other machines or back to buffer 'z'. Now, suppose, the user wants to change the system's behaviour and wants that the process may start from either of 'a' or 'b' or 'c' and continue further in that direction.
System reconfiguration
To reconfigure the system, in the proposed architecture, the user does not need to change the physical layout of the manufacturing cell, nor does the user need to change the physical configuration of the CPS. The proposed I-CPS can be reconfigured by supplying a different set of training examples.
Consider the new training set I 2 . I 2 = {zz, zaz, zbz, zcz, zacz, zabcz} The revised training set has 3 new examples, 'zbz', 'zcz' and 'zacz' while the example 'zabz' has been removed because it became redundant, meaning its existence did not change the output grammar.
The grammar synthesised from the training set I 2 is G 2 as following. For the sake of comparison, the same set of examples were parsed again through this grammar. In this case, several of the previously invalid process routines were now valid. The Figure 9 shows the actual parser output screen, while the Table 3 shows the results of all the test examples. It is worth noticing that the results are again 100% accurate, which means the control system will only allow the desired behaviour in the manufacturing system. 
