New Johnson-Cousins U BV RI photometry of giants in globular clusters is combined with JHK photometry on the CIT system to produce color sequences for giants from the globular clusters M3, M5, M13, and M92. U BV RI data are also presented for giants in the metal-rich open cluster NGC 6791. These data fill a gap in the literature, especially for the R & I bands. We provide the empirical relations between broad band colors for various [Fe/H] 
Introduction
Population synthesis models and stellar evolutionary isochrones are the tools which give age estimates for galaxies and star clusters, thus providing a constraint on the age of the universe. The models, however, are dependent upon the transformations from effective temperature (T eff ), surface gravity, and abundance to observed colors and magnitudes. In the case of metal-poor giants, these transformations remain inconclusive, despite considerable efforts in the past.
In 1966, Johnson
1 produced a remarkable set of tables that gives color-color sequences in U BV RIJKLM N passbands for local dwarfs, giants, and supergiants (of nearly solar metallicity, since metal-poor stars are rare in the disk), based on his and his collaborators' extensive photometry efforts. He calculated the absolute flux in each passband to obtain bolometric corrections and effective temperatures. For giants, this temperature scale has been subsequently revised (Dyck et al. 1996; DiBenedetto 1993; Ridgway et al. 1980 ) but the color-color sequences are still used in many contexts, including assigning colors to theoretical isochrones and computing colors for integrated light population models. Since 1966, new passbands have become standard for broadband photometry. These are the Cousins (1980a,b) R and I filters at roughly 0.68µm and 0.79µm, and the CIT (Elias et al. 1982 ; "CIT" stands for California Institute of Technology) H filter at 1.6µm. With these new filters, it is clear that more comprehensive color-color tables are necessary.
One powerful way to generate a complete color-color table is to compute theoretical line-blanketed stellar spectra and convolve them with filter response functions to synthesize colors (e.g. Buser & Kurucz 1979; Bell & Gustafsson 1978 Kurucz 1992) . The only major detriment to this approach is that, owing to the complexity of the problems of opacity and convection, the theoretical fluxes match imperfectly with real stellar fluxes. Systematic color drifts can be seen when theoretical results are compared to an empirical color-color table (cf. Worthey 1994) .
Empirical tables are therefore of primary interest, for use by themselves or for use as a check of the theoretical color calibrations. The most complete empirical calibration attempted to date was done by Green (1988) for use in the Revised Yale Isochrones (Green et al. 1987) . For Green's work, solar neighborhood U BV RI photometry was assembled, and a temperature scale was attached via the R − I color. The extension to different metallicities was accomplished by using theoretical color results. The Green calibration is imperfect; while problems with fitting isochrones (Corbally 1996) may be due to the temperature of the evolutionary tracks rather than the color calibration, the Green colors differ from other literature calibrations (Worthey 1994) . A problem with bolometric corrections (Tiede, Frogel, & Terndrup 1995; Mould 1992 ) has also been noticed, but the color calibration has not yet been redone.
As part of an effort to redo this color calibration, a literature search conducted by Worthey and Fisher (1996) discovered a paucity of observations in the R and I passbands for metal-poor giants. New observations at the Michigan-Dartmouth-MIT (MDM) Observatory were proposed to help fill this RI gap and to provide empirical relations between the various colors for different metallicities. We selected globular clusters of known metallicity, with previous BV (and sometimes U ) photometry, and specifically stars observed in JHK by Frogel et al. (1983) and Cohen et al. (1978) . In order to extend the metallicity range of our data to higher [Fe/H] values, NGC 6791 was added to the list. Unreduced JHK photometry exists and, we expect, will soon be available to complete the color sequence for this cluster. The approach in this paper is to concentrate only on the Frogel et al. (1983) and Cohen et al. (1978) stars in the globular clusters and on NGC 6791 giants previously studied by Garnavich et al. (1994) . In this way, we reduce a daunting array of data to a manageable size while retaining full ability to construct U BV RIJHK color sequences from the results.
We describe the observations and data reduction in the next section. In section 3.1, we give our photometry results and, in section 3.2, compare them with data found in the literature. Section 3.3 contains a discussion of the empirical color-color relations for the metal-poor giants. Section 4 contains concluding remarks.
Observations and Data Reduction
The observations were obtained during the nights of April 11, 12, and 13, 1997, at the MDM Observatory McGraw-Hill 1.3m telescope. A Schott glass U BV RI filter set fabricated to match the Johnson-Cousins system was used with a UV-coated Tek 1024 CCD. Landolt (1992) standard stars were regularly observed along with fields that were chosen to overlap previous Frogel et al. (1983) and Cohen et al. (1978) JHK target stars in globular clusters, and Garnavich et al. (1994) red giants in open cluster NGC 6791.
The initial processing of the raw CCD images was done with the routines in the IRAF 2 CCDPROC 2 IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of Universities package. For each of the three nights, 10 biases were combined for the bias subtraction. The flats were produced by combining between 3 and 6 twilight flat images per night per filter.
The processed data were reduced using DoPHOT (Schechter et al. 1993) . Because the point spread function (PSF) of the stars varied with position on the CCD, we adjusted the values of some of the input parameters of DoPHOT to obtain accurate photometry results. In particular, we used the variable PSF feature of DoPHOT and, in some cases, lowered DoPHOT's sensitivity with respect to detecting nearby neighbors of stars. The latter was done in order to avoid false multiple detections of individual, slightly elongated stellar images.
DoPHOT's photometry output contains a list of aperture corrections for stars with small photometric errors and without nearby neighbors. In order to apply the correct aperture correction for each of our target stars, we selected from this list the stars far away from the cluster, so as to avoid aperture corrections influenced by the higher sky value in the immediate vicinity of the cluster. With the fairly large field of view of the CCD, this method left us with between roughly 10 and 240 isolated stars with high S/N ratios for the various images. Using these stars, the dependence (if any) of the aperture correction upon position on the CCD was determined, using a linear fit in x and y. The F-test (cf. Press et al. 1992 ) was used to determine if fits which included x-and y-terms were statistically different from a constant value for the aperture correction applied over the whole chip.
During our three photometric nights, we observed a total of 10 Landolt (1992) fields, at airmass values ranging from ∼ 1.15 to ∼ 1.55. Using the IRAF PHOTCAL package, we applied standard star solutions for all three nights of the form
(1)
where the a j , b j , and c j are the fitted constants, X f ilter is the airmass of the exposure taken with the respective filter, the lowercase magnitudes are instrumental, and the uppercase ones are the final calibrated magnitudes.
The RMS errors for the fits for the three nights are given in Table 1 , and the residuals between the calculated magnitudes and the ones given by Landolt (1992) are plotted in Fig. 1 .
Roughly two-thirds of the program stars were observed only on one night (usually 3 CCD frames per filter, 2 frames for the U filter), but about one-third of the stars were observed on two nights. For all the stars, the V magnitudes and colors were averaged arithmetically.
The photometric scatter between nights 2 and 3, based on 8 stars in NGC 6791, is around 0.01 mag for V RI and about 0.015 mag for U BV colors. With only 8 stars, the estimated error of our photometry for these nights is the photometric scatter divided by √ 8, which is around 0.004 mag and 0.005 mag for V RI for Research in Astronomy, Inc., under cooperative agreement with the NSF.
and U BV colors, respectively. These values are consistent with the RMS of the standard star solutions (Table 1) .
However, for 7 globular cluster stars in common between nights 1 and 2, the colors matched to a photometric scatter of 0.03 mag for all colors, significantly larger than what the standard star solutions imply. The B − V colors for these stars were also systematically different by 0.05 mag. For these reasons, night 1 data were dropped whenever possible. Only two stars were observed in night 1 alone, and these are marked in Table 2 .
Results and Discussion

Photometry Results
Reduced magnitudes and errors for our program giants (luminosity class 3) are given in Table 2 . The "Err1" column gives a magnitude error estimate based on the number of observations and the scatter between individual measurements. The error is quantized in 0.005-mag steps. Colors involving the U filter should be assumed to have 50% larger errors than the "Err1" entry would suggest. The "Err2" column contains an entry if one or more filters had few observations or if there was extra scatter between measurements. For instance, an entry of ".03ui" means that any color involving U or I should be considered to have an error of 0.03 mag. Harris (1996) . Infrared photometry is from Cohen et al. (1978) and Frogel et al. (1983) . Their raw photometry results were used, also dereddened using Cardelli et al. (1989) . This allows full U BV RIJHK color sequences to be constructed.
Literature Comparison
We conducted a literature search to compare our photometry to previous studies whenever possible. For U − B, we found 20 globular cluster stars in common with pre-1975 photometry (no more recent data were discovered). The median δ(U − B) = (U − B) this work − (U − B) literature is −0.08. By contrast, three NGC 6791 stars in common with Harris & Canterna (1981) compare with δ(U − B) = +0.14. It thus seemed that δ(U − B) increased with increasing [Fe/H] values, and we considered various filter defects that could generate this metallicity trend. However, the behavior is counter to that expected from a red leak, and the UV coating on the CCD should make the overall U filter response fairly similar to the original, so we believe that we have approximated the Landolt standard system very well, as implied by the standard star solutions.
The other colors did not display such a trend. Literature B − V values were found for 42 program stars (Cathey (1974) ; Arp (1955) ; Arp (1962) ; Kaluzny (1993, private communication); Cudworth (1995, private communication) ; Harris & Canterna (1981) ; Kinman (1965) ; Kaluzny & Rucinski (1995) ), and the overall average δ(B − V ) = −0.03. Concentrating on the most recent data, the three NGC 6791 stars in common with Harris & Canterna (1981) give δ(B − V ) = +0.007, and the three stars in common with Kaluzny & Rucinski (1995) give δ(B − V ) = +0.015. V I photometry of 13 NGC 6791 stars in common with Garnavich et al. (1994) yields an average δ(V − I) = −0.15 mag, but we are less concerned with this offset because of the relatively low accuracy of 0.05 mag claimed by these authors.
Discussion
The major goal of this study is to explicitly reveal the metallicity dependence of broad-band colors. For instance, (U − B) 0 has long been used to estimate the metallicity of faint stars (e.g. van den Bergh 1962). Figures 2, 3, 4 , 5, 6, and 7 show the various dereddened colors versus (V − K) 0 for giants of widely differing metal abundances, including the globular cluster giants from this work. (V − K) 0 is chosen because it is an excellent temperature indicator for GKM giants, with a large color range compared to its observational uncertainty. In addition, the best model fluxes show no metallicity sensitivity. That is, one temperature -(V − K) 0 conversion is applicable to stars of all abundances, at least in the 4000K to 5000K range (e.g. Bessell et al. 1989 Bessell et al. , 1991 Kurucz 1992; Bell & Gustafsson 1989) .
A fit to the effective temperature -(V − K) 0 relation of Ridgway et al. (1980) is
where T is T eff in degrees Kelvin. The range is valid over 1.5 < (V − K) 0 < 4, or 3800 < T eff < 5600 K. This approximate formula is given as a convenience for readers, but they should be aware that the cubic curve can deviate from the Ridgway et al. calibration by as much as about 0.08 mag in (V − K) 0 , which corresponds to about 60 K in effective temperature. Serious users may want to refer to the original temperature calibration table.
Our photometry plus the Worthey & Fisher (1996) literature photometry, all dereddened, produced relations summarized here as six formulae giving colors as a function of (V − K) 0 and [Fe/H]. Much of the literature photometry comes from the machine readable version of Morel & Magnenat (1978) and is on the Johnson system. The RI data were transformed using the relations given by M. S. Bessell (1979) .
[Fe/H] values were obtained from McWilliam (1990) and Cayrel de Strobel et al. (1992) . The fits below are non-linear least-squares regressions as described by Press et al. (1992) . Some data were rejected in a 2.5-σ rejection loop, but never more than a few percent were discarded. Most of the literature data are photographic with quoted error of ∼ 5%, whereas the data of this work have errors more on the order of ∼ 2%. Consequently, we included a weighting factor of ∼ 2.8 to our data. This value is derived from the conservative estimate that our errors are up to 60% of the literature errors. Theoretical colors from Worthey (1994) were included at low statistical weight ( 1 4 of the literature datapoints) to provide guidance in regions with no stars. These 48 "stars" are included in the total N (number of datapoints) below, except for the (V − I) 0 equation (theory data produce a large range in V-I for a given V-K which is not reflected in observational data). Different combinations of coefficients were compared using the F-test and only statistically significant terms were retained. The fits are good only in the regime 1.6 < (V − K) 0 < 3.6, but cover the range of Galactic [Fe/H] values for giants. Note that, although we omit stars with −1 < [Fe/H] < 0 in the plots for the sake of clarity, all metallicities are included in the derivation of the fits.
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(N = 446, RM S = 0.020)
The (V − R) 0 fit contains an [Fe/H] term that is statistically significant, but only at the 50% level. The real behavior of (V − R) 0 is probably more subtle than the simple fit can reproduce. The (J − K) 0 color equation contains a very significant (V − K) 0 [Fe/H] term. This indicates a metallicity dependence of the (J − K) 0 color, which is usually assumed to be a pure temperature indicator. Fitting the (V − I) 0 data produced a somewhat surprising result. At first glance, one might assume that the data may be well represented by a metallicity-independent, linear fit in (V − K) 0 (see Fig. 5 ). We find, however, a more complex behavior with respect to both metallicity and (V − K) 0 . The functional dependence of (V − I) 0 upon [Fe/H] is weak, but significant.
There is a possibility that an error in the assumed E(B − V ) values of the various clusters could affect the fitting results. We investigated the effect an E(B − V ) error of ±0.02 would have on datapoints but found that the resulting shifts in color are small compared to the spread due to different metallicities. In order to demonstrate the magnitude and direction of the shift of the datapoints in the color-color diagrams due to a reddening error, we provide the reddening vectors for E(B − V ) = 0.10 (see Figures 2 through 7) . This value is, of course, far beyond a reasonable error in E(B − V ), but lower values produced vectors which were too small to be visible in the figures. The vectors were created using the reddening curve by Cardelli et al. (1989) . . This illustrates the metallicity sensitivity of (U − B) 0 and also confirms our optimistic assessment of our photometric accuracy. Our M92 data are significantly bluer in (U − B) 0 than literature data of similar [Fe/H] in the range 2.1 < (V − K) 0 < 2.7. Stars in this region have higher T eff and are thus fainter since they lie further toward the subgiant branch. It is likely that the discrepancy is due to the fact that the literature data are photographic, but more CCD data are needed to verify this. Included in the figure are the (U − B) 0 fits for several [Fe/H] There is a hint that the (V − R) 0 sequence shows a divergence for different metallicity ranges around 2 < (V − K) 0 < 3, but more data are needed to make sure.
The interesting behavior of (V − I) 0 is displayed in Figure 5 . Giants with solar [Fe/H] fall toward numerically lower (V − I) 0 values than the ones with [Fe/H] < 2 for (V − K) 0 < 2.4. At (V − K) 0 > 2.8, however, the solar metallicity curve lies above the ones representing the lower metallicity ranges. Furthermore, stars with [Fe/H] = −1 fall toward lower (V − I) 0 than solar [Fe/H] stars throughout the range of (V − K) 0 . Another noteworthy result is the non-linear dependence of (V − I) 0 on (V − K) 0 . It is apparent from the plot that the fits approximate the datapoints very well. Since this (V − I) 0 behavior was unexpected, we examined the possibility of single datasets overly influencing the fit, but when the function was refit without the Walker (1994) and the da Costa & Armandroff (1990) M15 data, as well as the theoretical points, it remained unchanged. It is worth mentioning that the dependence of (V − I) 0 on metallicity is a significantly lower-amplitude effect than the one on (V − K) 0 . (V − I) 0 therefore remains a useful color index for temperature determination. Figure 7 shows the opposite case: (H − K) 0 displays no sensitivity to metal abundance. In this plot, stars of all abundances overlie the same locus. It is most likely that both colors, (H − K) 0 and (V − K) 0 , have negligible metallicity sensitivity (rather than the alternative that both have measureable sensitivities, but the sensitivities conspire to look similar in the color-color plot). The (H − K) 0 plot has a very small range compared to its observational error.
Concluding Remarks
We have presented color sequences and analytical color-color fits for giants as a function of [Fe/H]. The well-known metallicity sensitivity of (U − B) 0 is clearly visible in Fig. 2 . Our data underscore this high sensitivity, especially in the higher T eff regime. A somewhat weaker dependence upon [Fe/H] was found for (B − V ) 0 . This color shows an interesting metallicity degeneracy at (B − V ) 0 ∼ 1.3. The colors (V − R) 0 , (V − I) 0 , and (J − K) 0 are much less influenced by metallicity, while (H − K) 0 is solely a function of (V − K) 0 (and thus T eff ). The dependence of (J − K) 0 and (V − I) 0 on [Fe/H] was a surprising result; more data would certainly be useful to confirm our findings. The extremely weak metallicity dependences of (V − R) 0 and (V − I) 0 make these viable temperature indicators, with the advantage of only requiring an optical detector as opposed to an optical/IR combination.
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b The star IDs follow the numbering scheme used by Garnavich et al. (1994) .
c These stars were only observed during night 1.
Note. -All values in this table are rounded to the nearest 0.005. (7)). The reddening vector indicates the direction along which reddening increases in this color-color plot. The length of the vector corresponds to E(B − V ) = 0.10. The strong separation between giants of differing abundances is clearly visible. For the program stars, targets in M92, the metal-poorest cluster in this figure, lie on a sequence toward bluer (U − B) 0 . This trend is less obvious but present in the literature collection. Sequences of all metallicities converge at the coolest temperatures. There are very few metal-poor stars available from the literature for this color plane. Only little evidence is visible for a metallicity trend even though stars with more than a factor of 100 difference in abundance are plotted. Note, however, the subtle divergence of the (V − R) 0 sequence for 2 < (V − K) 0 < 3. For the analytical form of the fits seen in this figure, see equation (9). Fig. 2 . Note that the (H − K) 0 range is small compared to its observational error. We supply the metallicity independent fit for the data (cf. equation (12)).
