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New measures of UK private sector software investment
This article updates previous work undertaken by the Office for National Statistics to improve estimates of software investment in the UK. The methodology recommended by the 2002 OECD Software Taskforce has been applied to produce new measures of own-account software investment. These results are presently being considered as part of the revisions process for Blue Book 2007. New work on measuring purchased software investment from firm-level microdata sources generates estimates closer to those published in the National Accounts.
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Office for National Statistics I n February 2006, the Office for National Statistics (ONS) published work outlining new methodologies for measuring own-account and purchased software investment in the UK along with some preliminary estimates (see Chamberlin, Chesson, Clayton and Farooqui (2006) ). Since then these new approaches and their application have been subject to review and the estimates quality assured. The purpose of this article is simply to provide an update on this previous work and indicate how the new measures relate to the National Accounts.
For own-account software the main updates are: n a refinement of the methodology including an update of some of the assumptions and a wider consideration of labour market sources n the new methodology is to be applied only to the private sector n new estimates are to be incorporated into the National Accounts in the reduced Blue Book 2007 (see Beadle (2007)) Work on measuring purchased software investment has concluded that the alternative methodology now generates estimates closer to those already published in the National Accounts. This was aided by upward revisions to software investment in Blue Book 2006.
ONS has been criticised in recent years by external sources including the Bank of England (Oulton (2001) ) and the OECD (Ahmed (2003) ) for under-recording software investment in the National Accounts. The advances outlined in this article have improved the ability to correctly capture both the own-account and purchased components of software investment.
New measures of own-account software investment
Own-account software refers to software that firms produce in-house and is not destined for final sale. Importantly, it also includes the creation of software originals intended for subsequent reproduction. Because own-account software is not sold, it does not have a market price, so is difficult to value explicitly. Furthermore, experience suggests that firms have struggled to identify and capitalise it in their survey returns. Rizki (1995) reports the results from a telephone survey of Capex (Capital Expenditure) respondents which discovered firms were only capitalising around 20 per cent of their own-account software expenditures.
The low rate of capitalisation might reflect the different treatment of software expenditure in company financial accounts and the National Accounts. The tax system gives companies an incentive to treat software expenditures as intermediate inputs. Conversely, the latest System of National Accounts (SNA93) recognises software as having asset properties and states that it should be treated as investment.
Failure to accurately measure ownaccount software expenditures creates an inconsistency in the National Accounts. Firm expenditures on software and associated consultancy from specialist firms in the software industry constitute investment and are more likely to be capitalised in firm survey returns. However, if the firm were to achieve the same ends, but through in-house means, it is likely that this would be treated as intermediate consumption.
This inconsistency has become more acute in recent years as the trend towards ownaccount production has gathered pace. Evidence from labour market surveys indicates that more software professionals are being employed outside the software industry. As the adoption of Information and Communication Technology (ICT) becomes widespread throughout the UK, firms have increasingly moved to develop their own in-house capabilities.
Recognising the growing importance of own-account software and the difficulty in measuring it, the 2002 OECD and Eurostat Software Taskforces were established with the aim of devising a common methodology to be implemented across National Statistics Institutions. Ahmed (2003) gives an overview of the issues motivating this work and outlines the agreed methodology. Due to the deficiencies in collecting the relevant information from surveys, the recommended approach was to estimate own-account software investment using supply-side data. Specifically, own-account creation is valued according to its costs of production as:
Wage costs of labour creating own-account software production + Non-wage labour compensation + Non labour costs -Adjustment for time spent on other activities -Adjustment for own-account software subsequently sold = Value of own-account software There is a strong economic argument supporting this approach. Most in-house software is a 'one-off ' and specific to the company that created it. Hence production is unlikely to benefit from scale economies, implying a close relationship between output and input costs.
The previous article ) described how ONS had applied the OECD's recommended methodology. The purpose of this article is to refine the approach and present updated figures that are to be incorporated into the National Accounts in the reduced Blue Book 2007.
In applying the methodology, ONS consulted representatives of the software industry through its trade association Intellect UK and sought the advice of other National Statistics Institutions. According to HM Treasury, own-account expenditures are already recorded in public sector figures; proposed revisions are therefore only to apply to the private sector.
Wage costs of labour working on own-account software production The first step is to identify which occupations are typically involved in developing own-account software. The OECD methodology suggests these should cover Standard Occupational Classification (SOC) 2000 groups 2131 (IT strategy and planning professionals) and 2132 (software professionals). Following consultation with Intellect UK and a number of major companies from the software industry, it was concluded that the OECD approach was too narrow in its focus and a wider array of occupation groups should be considered. These occupations, and descriptions of each, are represented in Table 1 . The wider classification was also supported by Statistics Canada.
There are a number of reasons that justify a broader interpretation of the OECD methodology.
First, the creation of own-account software should be viewed as a package. Although occupation classes 2131 and 2132 may represent the main software writing components, the expenditure on supporting and managing these employees is also part of that package. As such it should be included in the cost of creating software.
Second, although routine maintenance work is regarded as an intermediate input, any work that leads to an improvement should be capitalised. Other occupations are likely to undertake lower level work such as writing patches or updating databases.
Finally, Ahmed (2003) shows that the distribution of software-related workers across the occupational classes differs internationally. This could reflect different industrial structures or skill levels, but might also reflect differences in classifications. A broader definition is therefore more likely to produce internationally-consistent results. Office for National Statistics double counting of some social security payments, but also because of the inclusion of redundancy and severance payments. Table 3 shows that the corresponding whole economy ratios are generally smaller than for industry 72.2. This implies that the average employee in industry 72.2 is higher paid, and of a higher professional status, than the average worker in the economy as a whole. As a result, these workers will probably have greater access to company pension schemes, and also a larger proportion of them will earn over the threshold where employer National Insurance contributions at 12.2 per cent become liable.
Non-labour costs
When capitalising own-account software expenditure, the intermediate consumption of goods and services should also be included. The basic approach to calculating the ratio of non-labour to labour costs is also based on ABI data, using industry 72.2 as representative of software-writers throughout the economy. Chamberlin et al (2006) , ASHE remains the preferred data source. It has two distinct advantages over the LFS. As a source of wage data it is superior and, because it is an employer-based survey, the distribution of workers across occupations and industry is deemed to be more reliable. As a workerbased survey, the LFS may be subject to self-reporting biases and proxy responses.
ASHE is not designed as an employment survey and LFS is regarded as a better measure of total employment counts. Quality assurance of the preliminary data suggested that, relative to gross value added (GVA) and other industries, own-account software investment in the manufacturing and distribution sectors was too high. A downward adjustment to these industries would be supported by LFS employment data. Appendix A compares employment data for the software-related classifications identified in Table 1 in the ASHE and LFS surveys.
A time series for own-account software investment will largely reflect movements in the employment and wage compensation of the software-related occupations. Appendix B gives further details on these trends.
Non-wage labour compensation
The two main non-wage elements to labour compensation are employers' National Insurance contributions and employers' pension fund contributions. The methodology here, in line with the OECD-recommended approach, is to use the ratio prevailing in the software supply industry (SIC 72.2) as representative of all software writers regardless of the industry in which they work. Table 2 displays data from the Annual Business Inquiry (ABI) breaking down total employment costs into its constituent parts.
Employers' National Insurance contributions have generally been a fairly stable proportion of wages and salaries. There was a slight peak in 2000 when fringe benefits or 'payments in kind' became liable for National Insurance, but this was partly offset the following year by a 0.5 per cent fall in the contribution rate.
Employers' pension contributions have been less stable in recent years, with a clear upward trend emerging as firms make larger payments to try and fund existing pension schemes and fill deficits. As this practice becomes more prevalent, the 2005 and 2006 ABI results are likely to see this ratio rise further. It is not clear how these increased contributions should impact on the costs of own-account software investment. Is it the case that the last two years represent a unique period in dealing with pension fund finances, or were contributions in earlier years too low and the new levels are more representative of the actual long-term costs of funding pension liabilities?
In line with the generally conservative approach taken, the increased payments to pension funds in recent years are excluded from the cost of writing own-account software. The average ratio of non-wage to wage costs between 1998 and 2002 is 16.2 per cent, close to the ratio applied in other National Statistics Institutions. Previously this ratio was calculated at 35 per cent, mainly due to an error in the to assume that all contribute to the same extent. Time will also be spent on other tasks such as maintenance, administration and management. Consultation with Intellect UK and representatives from the software industry advised that software professionals would spend the majority of their time creating software, while managerial and administrative occupations would contribute indirectly and to a lesser extent. The results of the consultation on appropriate time adjustments for each occupation are shown in Table 6 .
A number of deductions are made from total purchases of goods and services. Goods and services for resale without internal processing are simply goods and services that pass through the company so will not be consumed in developing own-account software. Road transport and advertising and marketing costs are excluded on the basis that these are unlikely to be inputs into the creation of software produced in-house.
A little more contentious is the removal of computer-related services. There is a strong argument that these should be capitalised as inputs into the creation of own-account software. The reason for exclusion is simply caution, that is to avoid the possibility of double-counting if firms capitalise these expenditures elsewhere.
Adding taxes, levies and relevant depreciation costs is in line with the OECD taskforce recommendations. An estimate of the rate of return on capital should also be included, but this is something that is very difficult to measure and, like most National Statistics Institutions, it is something that is excluded. Table 5 summarises the calculations for the non-labour to labour cost ratio both including and excluding the purchases of computer-related services. Table 5 highlights that the ratio of nonlabour to labour costs has been unstable over time but there is no discernable trend in the series. Taking an average of the ratio for the sample 1998 to 2004 gives an estimate of 84 per cent.
There is little international consensus on the appropriate size of this ratio or which non-labour costs should be treated as intermediate inputs. Neither does the OECD Software Taskforce provide much guidance on this issue. A ratio of 84 per cent sits close to the middle of the range. Statistics Canada were an outlier towards the bottom of the range, but have recently raised their ratio from 46 per cent to 68 per cent.
Adjustment for time spent on other activities Despite taking a broader view of the occupations involved in writing ownaccount software, it would be incorrect (1) calculated as above but including purchases of computer services (2) calculated as above (3) equal to total wages and salaries * 1.162 (4) equals (1)/(3) (5) equals (2)/(3)
Office for National Statistics These estimates have been accepted with one exception. Software professionals (2132) were reported to spend around 70 per cent of their time on software development work. While this may be a true reflection for software professionals in the software industry, it might be an overestimate for those employed in other industries. Therefore, a more conservative figure of 50 per cent, the ratio generally used by other National Statistics Institutions, was applied in this case.
Sales adjustment
The definition of own-account software makes clear that it is developed in-house for in-house use. Purchased software, either packaged or custom-made, is categorised separately. Double-counting might arise if software classified as own-account is subsequently sold and then picked up in surveys of software purchases. The issue of possible double-counting has proved to be one of the trickiest areas in devising ownaccount software measures.
A conventional approach is to apply a sales adjustment to industries if the proportion of software writers in total employment is above a certain threshold. The 2 per cent threshold previously used in the US was based on examination of the share of labour income attributable to computer programmers and systems analysts in industries that were deemed neither to produce software for sale nor embed it in their products. This ad-hoc procedure produces a number of problems when applied to the UK.
First, a large sales adjustment is generally applied to the financial sector which exhibits a strong concentration of software writers in total employment. Consultation with Intellect UK advised this as highly dubious, noting that IT systems and software contributes to product differentiation in the financial services sector. Therefore, firms are likely to be very proprietary about their in-house software development and unlikely to sell it commercially.
Second, the mechanical nature of the adjustment can lead to conceptual issues as to where the implied sales from certain industries actually go. For example, there are a number of industries such as tobacco manufacture (SIC 16), and the manufacture of coke, refined petroleum products and nuclear fuel (SIC 23) which have a surprisingly high concentration of software writers in their UK labour force. It is likely that, for certain industries, the UK is an administrative hub for multinational firms whereas the bulk of actual production is carried out overseas. Raising the threshold above 2 per cent would effectively deal with these problem industries, but is not supported by ASHE data on the proportion of computer programmers and systems analysts outside the software and softwareembedding industries.
In refining the methodology, the intuitive approach suggested by Statistics Canada has been adopted. Here, a sales adjustment is also based on the proportion of software writers in total employment, but it is only applied to industries where there is some justification for own-account being sold. There are two broad categories of industries where the sales adjustment will apply. First, and obviously, is the software industry itself.
The second is what is known as 'embedded' industries, where it is likely that ownaccount software will be embedded in the output of the industry. Although this means that own-account may not be capitalised as such, it will at least prevent the doublecounting of some expenditure. Compared with the previous methodology, the overall impact of these changes would be to raise the economywide sales ratio from 0.60 to 0.66, meaning that the amount of own-account software excluded falls from 40 to 34 per cent. Overall, Statistics Canada excludes 42.6 per cent of the wage bill connected to own-account, implying a whole economy sales ratio of 0.574.
Estimates of own-account software investment for the private sector
Using the updated methodology, new estimates of own-account software have been produced for the UK private sector. These are available on an industry and sector basis and are set to be incorporated into the National Accounts with the Blue Book 2007 revisions.
ONS is currently engaged in a major programme of modernising its statistical systems. The aim is to produce the UK National Accounts Blue Book in September 2008 using the modernised systems and methods (Beadle (2007) ). Therefore, Blue Book 2007 will be 'transitional' , and reduced in scope, with supply and use balancing and benchmarking to annual surveys postponed until 2008. A simplified approach to implementing the own-account software revisions will be adopted, assuming a rise in profits and gross fixed capital formation (GFCF) equal to the change in own-account software investment. As a result, revisions to the household and non-profit sector (which are relatively small) will be delayed until 2008. This is more fully described by Beadle (2007) in Box 1. A breakdown is also available for the three components of the private sector: private non-financial corporations (PNFC), financial corporations (FC) and nonprofit institutions serving households (NPISH). This is presented in Figure 2 . Note that the financial corporations sector (FC) corresponds to the financial services industry (J). Private sector own-account software investment has been steadily rising as a proportion of private sector GVA, from 0.7 per cent in 1989 to 1.1 per cent in 2004. As Figure 3 shows, own-account software expenditures are relatively more important for the UK's financial sector than for the other parts of the private sector. GVA in the financial services sector has tended to exhibit greater volatility than in the rest of the economy. The recent falls in the proportion of own-account investment as a percentage of GVA for this sector reflect the strong rise in GVA since 2002.
Own-account software investment has also grown relative to GFCF. In Figure 4 , as a proportion of current GFCF, ownaccount estimates have risen from 1.7 per cent in 1986 to 4.1 per cent in 2005. However, the private sector average hides sectoral differences in the importance of own-account software investment. While it remains fairly unimportant for NPISHs, as a share of current GFCF it has risen from 2.8 per cent in 1986 to 7.3 per cent in 2005 for private non-financial corporations. The corresponding figures for financial corporations are shown in Figure 5 . The investment share of own-account software is rather volatile, but this almost entirely reflects the large volatility in the other components of GFCF for this sector.
Recent work jointly undertaken by HM Treasury and ONS has investigated the growing importance of intangible investment in the UK (see Giorgio Marrano and Haskel (2006) ). These newly revised figures for own-account software confirm this view. Figure 6 suggests that these revisions will more than double the share of intangibles in total private sector GFCF.
Deflation of own-account software investment
The deflator for own-account software is based on the average wage index of software-related employees. This index has been weighted according to the time and sales adjustments made previously, and adjusted to take account of productivity improvements in the service sector (see Daffin et al (2002) for recent work on measuring service sector productivity). Failing to productivity-adjust the data would simply imply real measures that move in line with the effective labour input into own-account software creation. Nominal and real measures are presented in 
Possible revisions to GDP and economic growth
The data presented in this article reflect the final own-account software estimates that, for the PNFC and FC sectors, are due to be incorporated into the National Accounts in Blue Book 2007 revisions. The increase in nominal GDP over the period 1970 to 2005 is expected to be around 0.7 per cent, with a similar cumulative effect on real growth. On average, the new method increases the annual real growth in GDP by less than 0.05 percentage points a year, although the effect on growth is not smooth, with increased growth during the late 1990s followed by more variable effects on growth since 2000.
Estimating purchased software investment from firm-level data
National accountants have, over the years, used a combination of business survey returns, historical proportions and time series trends to measure purchased software investment in the UK. Chamberlin et al (2006) presented a new methodology based on combining returns from three different surveys at the firm level, with the results suggesting that purchased software investment was being under-recorded in the National Accounts.
Since then, significant upward revisions to the official data have come some way in bridging the gap between these estimates. The National Accounts have improved estimates of purchased software investment by identifying the proportion of software investment previously attributed to office machinery and computer equipment, due to software bundling, and changing the proportions of hardware and software investment to total investment accordingly.
The large gap between official estimates and those in Chamberlin et al (2006) also led to the data being revisited. A better understanding of the survey designs has allowed the methodology used to estimate purchased software from business returns to be significantly improved. The new results suggest a much smaller discrepancy between aggregate purchased software from business returns and the implied purchased software component of aggregate software in the National Accounts. Table 9 compares purchased software estimates for the private sector published in the National Accounts (Blue Book 2006) along with the figures resulting from the methodology defined in Chamberlin et al (2006) and this article (Chamberlin et al (2007) ). The National Accounts row is arrived at by netting out public and financial sector investment as these are not covered by business surveys, and an estimate for all own-account expenditure.
The following sections describe the new methodology applied in this article for the interested reader.
Table 9
Estimates of purchased software investment -private sector excluding the financial sector . 5,182 5,328 4,173 5,383 Chamberlin et al (2006) . 7,497 7,043 6,338 .
An updated methodology for estimating purchased software investment from firm-level data
The OECD Software Taskforce, recognising that many National Statistics Institutions have limited or inadequate survey data, proposed measuring purchased software investment using supply-side data as a proxy. However, survey-based measures were identified as the preferred long-term approach. ONS does well by international standards in the current availability of these sources. Presently there are three data sources from which information on purchased software investment can be drawn: Business Spending on Capitalised Items (BSCI), the Capital Expenditure survey (Capex) and the Annual Business Inquiry (ABI). The aim has been to combine all the available information contained in these surveys to mitigate any occurrences of under-reporting in any individual survey to arrive at a well-informed software investment total. The methodology described in Chamberlin et al (2006) was based on the combined returns from the three different surveys at firm level, that were treated as originating from a single survey source and then weighted up to a population total. However, this procedure did not fully take into account the varying sampling structures of the different surveys, that is, the intricacies of different regional and employment sampling frames. The impact of this was to overestimate the weight attached to the big spenders and underestimate the weights for smaller spenders. Consequently, purchased software estimates were overestimated. The updated methodology presented here aims to correct for this overestimation.
The first stage is to clean individual survey returns, at firm level, using all the information available from the three surveys. In order to fully account for differences in survey design, each cleaned survey is then individually weighted up to the industry level using its own weights embedded in the survey design.
For every industry there is therefore a value for total investment in purchased software and its variance, from at least one source and at most all three. Finally, the three industry totals are combined together to obtain one overall industry total using a weighted average that makes use of the estimated variances of the survey estimates. For a particular industry, a survey with a lower associated variance is given a higher weight to reflect the precision of estimates. Each of these stages is described in more detail in the following sections.
Cleaning the firm-level data
The cleaning process comprises two steps. The first is to net out own-account software. The second step involves cross-tabulating returns across surveys for those firms that have been sampled by more than one survey and establishing the best return.
Own-account software All three surveys ask for both purchased and own-account software expenditures. Whereas the ABI splits the two categories out into separate questions, the BSCI and Capex do not. The most tractable way available for splitting out own-account software from total software expenditure in the BSCI and Capex surveys is to use proportions in the ABI returns. Table 10 presents BSCI and Capex totals before and after estimates of own-account have been deducted. The figures show that, on average, over 90 per cent of firm returns are made up of purchased software, so the impact of deducting own-account software from firm returns is small.
Survey cross-tabulations Work done on firm-level ICT capital stocks, using the three surveys, has highlighted that, when available, BSCI data is more reliable than Capex data, which in turn is more reliable than the ABI software data. This is because of: n survey structure -the BSCI and Capex surveys specialise on investment data, whereas the ABI is the primary vehicle for collecting data on firm characteristics and productivity measures n survey coverage -the BSCI and Capex have a smaller respondent base and therefore validation of returns is easier n survey timing and nature of respondents -the BSCI and ABI are annual surveys sent out to coincide with end of year financial accounts. Capex on the other hand is a quarterly survey, and responses are based on guesstimates and forecasts. 1986 1988 1990 1992 1994 1996 1998 1970 1984 1972 1974 1976 1978 1980 1982 Office for National Statistics
Respondents for the BSCI and Capex are likely to be investment managers with access to investment expenditure accounts, whereas ABI respondents are likely to be general managers n data coding and imputed values -respondents do not always fill out a return for every item in a survey. Each survey has its own method of dealing with such missing returns. The BSCI does not impute for missing returns but identifies on an item-by-item basis whether the return is missing or not. The ABI and Capex impute values for the largest respondents, but for smaller responders the fields are left blank. Capex, however, does not distinguish between an item non-response and an actual return of zero. Although the ABI has markers in place to distinguish between such returns, it suffers from the problem of form length. In order to reduce respondent burden, the majority of forms sent out are short and only inquire about category totals. Long forms that are sent out ask for complete breakdowns and are only sent to the largest firms. Item breakdowns for the short forms are calculated using proportions derived from long form returns. The incidence of short returns is very high and influences the reliability of the data set Cleaning is done for ABI and BSCI returns for firms that are sampled by both surveys. For the reasons above, when the same business responds to the software question in both the BSCI and ABI surveys, the BSCI return supplants the ABI return in the ABI data set. However, if there is a return from the ABI and an item non-response in the BSCI for the same firm, then the ABI return supplants the BSCI return in the BSCI data set. Up to 69 per cent of the BSCI sample is also sampled by the ABI. Using information from the ABI, information can be updated for up to 62 per cent of BSCI non-responders.
As mentioned, Capex is a quarterly survey, and firms are rotated out of the sample every year so they may not appear in all four quarters of a given year. Secondly, investment is inherently lumpy and firms may concentrate all their annual investment in one or two quarters. It is then not clear whether zero returns in the remaining quarters are real returns or not. Using Capex returns to clean other surveys, and vice versa, is likely to exacerbate measurement error. For these reasons, Capex returns are stand alone and aggregated without cleaning. Table 11 shows the impact of cleaning on the aggregates. The cleaning leads to higher estimates from both the ABI and BSCI; the impact of the cleaning on the BSCI is, however, much larger than for the ABI. Cleaning leads to an increase in estimates by up to 17 per cent for the ABI and up to 34 per cent for the BSCI.
Weighting firm-level data to obtain industry-level totals
Weights are used to gross up a sample of firm-level returns to aggregate industry totals. The weights adjust each firm-level return to account for all the firms that were not in the survey. Summing across all adjusted returns gives the aggregate industry estimate. This can be generally expressed as:
where Ŷ is the estimated industry total, y i is the returned value for sampled business i, and w i is the weight for each sampled business i in industry s. The weight w i can be split into three parts, referred to as aweight (a i ), g-weight (g i ) and o-weight (o i ), so that:
The adjustment, in its simplest form, inflates the business return by multiplying it with the inverse of its sampling fraction, that is, the probability that the business was selected. This adjustment is known as the design or a-weight and for a particular stratum h is given by a h = N h for all n h respondents where N h and n h are the population and sample totals for stratum h. A firm that appears in all three surveys will have a different sampling fraction for each.
The g-weight helps to correct for any bias that may arise from the simple application of an a-weight to gross up individual survey returns to population totals. This is achieved by using employment as an auxiliary variable, as this is found to be strongly correlated with levels of IT investment.
The final part of the weighting is an outlier weight. Outliers are business returns deemed non-representative of general firm characteristics within the industry, for example, the Capex survey forces firms that are forecast to have large expenditure on investment, such as start-ups, into its sample. These firms, however, are not representative of general investment behaviour so would distort population totals if weighted as such. Outliers are added onto the total estimate but are not adjusted. Therefore, o-weights are calculated to nullify the impact of a-weights and g-weights.
Of course, for strata that are completely sampled, all the information pertaining to aggregate investment is available. No firm has been left out of the sample and so no adjustment has to be made. For these special strata, all three weights are set equal to 1.
Combining industry-level estimates
The best way to account for differences in strata definition, sampling frames and outlier identification across surveys is to aggregate the surveys individually using their respective underlying weights. Each survey will provide its own industry-level aggregate and an associated measure of precision of the estimate. The measure of precision of interest is the sampling variance of the estimate.
The level of precision, or variance, of the industry-level estimates will depend on the survey design. For example, the most precise industry-level estimate available is when all firms in a stratum are sampled, when the variance will be zero. It will also depend on how the strata are combined to define g-weights and on the relationship between the auxiliary variable and the variable of interest.
The three industry-level estimates are then combined into one estimate, by applying a weighted average that makes use of the individual survey variances. A survey with a higher industry variance is given a lower weight in the combined total as it is less precise. Since there is some small overlap between surveys, the covariance terms between surveys are non-zero, but in practice they are very small and, because their impact is second order, they can be ignored. Effectively, the three estimates are treated as if they were independent. Figure A1 gives the most recent data for total employment in the softwarerelated categories in each survey. It is evident that the levels are generally similar. The main difference occurs in 2000, when the LFS adopted the new SOC 2000 whereas ASHE adopted the new classification system in 2001.
Conclusions and further work
The distribution by occupation is shown in Figure A2 . Again, there are fairly similar trends, although the LFS data are slightly more skewed towards the managerial and strategy classes. Obviously this tendency might reflect self-classification, whereas in ASHE, classification is denoted by employers.
The industry distribution plotted in Figure A3 marks some important differences. The ASHE proportions are relatively greater in the manufacturing (D) and distribution (G) categories but correspondingly lower in the business services sector (K). The business services sector includes the computer-related activities industry (SIC 72) which Figure  A4 demonstrates that LFS-measured employment is skewed towards. This might also be an indication of the type of self-reporting bias implicit in the LFS, with software professionals incorrectly classifying themselves as working in the software industry. Average earnings and employment of software-related employees
The estimates of own-account software based on the OECD methodology will strongly reflect wage and employment movements of the seven software-related occupations described in Table 1 . Figures B1 and B2 taken together describe trends in the total compensation of these seven occupational categories relative to the rest of the economy. Note that due to occupational reclassifications and changing sources, these historical numbers have been estimated and can only be considered as indicative of the actual trends.
Average earnings have risen ahead of the whole economy average earnings index (AEI), reflecting the relative skill level and scarcity of this labour. This evidence suggests that pay differentials widened during the 1990s, perhaps reflecting the dot-com boom and fears concerning the millennium bug. Recent pay growth, though, has been more subdued.
As a proportion of total employment, these seven occupations have been rising over the last three decades. Significant increases in employment were seen in the late 1980s, but growth was more subdued during the early 1990s reflecting general employment and investment trends in the rest of the economy. However, from the mid 1990s, software-related employment as a proportion of the total has been rising further, although it appears to have flattened out in recent years. In 2005, estimated employment in these seven categories was just under 1 million.
Figure B1 Average earnings
Indices (1970=100)
Figure B2
Own-account employment as a percentage of total (LFS) employment
