We investigate the relative complexity of two free-variable labelled modal tableaux (KEM and Single Step Tableaux, SST). We discuss the reasons why p-simulation is not a proper measure of the relative complexity of tableaux-like proof systems, and we propose an improved comparison scale
Introduction
In the last few years several comparisons (competitions) of theorem provers for modal logic have been held (cf. [2, 16, 18] ) and experimental research has been carried out (cf. [13, 12] ). Despite the potential interest for eventual applications, we believe that this kind of research provided little or no insight on better theoretical architectures for modal theorem provers. Very often the overall performance is heavily influenced by external factors such as, for example, language specific optimisations of the implementation.
In this paper we perform a theoretical comparison of two labelled tableaux for modal logic. This means that we do not consider implementation issues, but only logical ones; in particular, we are not interested in the propositional features and in the interaction of modal operators and propositional connectives, but only in the modal characteristics.
To prove that a proof system A is essentially better than a proof system B we have to exhibit at least one formula (or a class of formulas) for which A is better than B, and for all formulas A is not essentially worse than B.
1
There are many distinct modal logics, and it is possible that the result in one logic does not apply to a different logic. Moreover A may cover some modal logics which are not covered by B and the other way around. However, any general purpose modal theorem prover should cover the basic fifteen normal modal logics. Among them, some offer too simple modal structures while other lend themselves to specialised optimisation procedures (in particular the logics with a finite number of distinct modalities). In both cases, these logics do not provide the better scenario to really test the theoretical architecture behind a modal theorem prover. Therefore we have to identify a modal logic with the following properties:
(i) it is one of the basic fifteen normal modal logics;
(ii) the proof procedures are modular for both systems, that is, they are the combination of the proof procedures of the single components of the logic; and (iii) there are no specialised proof procedures.
As we shall see the basic normal modal logic DB satisfies the criteria listed above to be a representative candidate to test the capability of a theorem prover for modal logic. In the rest of the paper we shall concentrate on this logic. Briefly, DB is the normal modal logic obtained from the basic modal logic K by adding the axiom D (2A → 3A), which characterises the class of serial frames, and the axiom B (A → 23A), which characterises the class of symmetric frames. Thus DB is semantically characterised by the class of serial and symmetric frames. 2 Moreover, due to some well-known difficulties [7] , symmetric logics lie outside most of the current modal theorem prover methods (e.g., Wallen's matrix proof method [23] ), though they play an important role in non-monotonic reasoning [14] , knowledge representation [20] , and information systems [21] .
The paper is organised as follows: in Section 2 we briefly describe the basic ideas of labelled tableaux and we introduce the systems at hand (Section 2.2 and Section 2.3). Then, in Section 3, we investigate the complexity of KEM unification mechanisms; this will enable us to compare theoretically the relative computational complexity of the two systems (Section 4).
Labelled Modal Tableaux
Since the seminal work by Fitch [6] labels have been widely used in modal logic to simulate possible world semantics in the proof theory to improve, simplify and speed up proofs. Usually the main function of labels is to import semantic structures in the object language. Accordingly, in semantic based proof methods (cf., among others, [19] ), labels represent possible worlds and accessibility relations (using sequences of atomic labels) in Kripke models.
Semantic tableaux (cf., [22] ) is one of the most common form of semantic based proof procedures and, we believe, it offers the best format for the use of labels. The basic idea is to supplement the object language with a label language and a label algebra. The basic entities of labelled deductions are labelled formulas, i.e., expressions of the form A : x, where x is a label drawn form the label language, and A (the declarative unit) is a well-formed formula of the logic at hand (cf., [8] ). Intuitively the meaning of a labelled formula such as A : x is that the declarative unit (A) is true at the world(s) denoted be the label x.
In most systems (new) labelled formulas are generated from previous formulas using inference rules that closely resemble the semantic evaluation of the premises. Given the semantic conditions, it is indeed possible that the conclusion of a premise holds in a set of possible worlds instead of a single worlds; for example, just consider the semantic clause for 2A which requires A to be true in all worlds accessible from the world where 2A is evaluated. We have two alternative ways for representing such conclusions using labels:
(i) we can use ground labels and generate all possible/relevant instances of such worlds;
(ii) we can use a label with a free-variable.
In what follows we shall compare two labelled tableaux systems (KEM and SST) using labels with free-variables. Before presenting the two systems we give some common notions. As is well known semantic tableaux calculus is a refutation proof method. Therefore a proof of A is a failed attempt to provide a model for ¬A. A tableaux for a formula A is a (binary) tree whose root is A : i 0 where i 0 is the initial label, and the nodes are derived from previous nodes according to the inference rules of the system. A branch is closed iff it contains a pair of complementary formulas (the notion of complementary formulas may vary from system to system), otherwise it is open; a tree is closed iff every branch in it is closed. Finally a proof of A is a closed tree with root ¬A : i 0 . A tree is complete iff every rule that can be applied has been applied.
Label Formalism
In this section we present the KEM label formalism, which will be also used for SST. In fact most of the differences between the formalisms of the two systems are just notational ones, and the differences that are not notational are not relevant for the present investigation.
KEM has two basic kinds of atomic labels: variables and constants. Formally, let Φ C = {w 1 , w 2 , . . . } and Φ V = {W 1 , W 2 , . . . } be two arbitrary sets of atomic labels: the set of constant world-symbols (or simply constants) and the set of variable world-symbols (or simply variables). A label is then an element of the set of labels defined as follows:
Definition 2.1 = 1≤p p where p is:
Thus, a label i is either a variable or a constant or a "structured" sequence of atomic labels. For a structured label i = (k , k) we have the following cases: (i) k is an atomic world-symbol and (ii) k ∈ Φ C or k = (m , m) where (m , m) is a label. As we have alluded to in the previous section, we may think of constant and variable world-symbols as denoting respectively worlds and sets of worlds in a standard Kripke setting. A label of the form (k , k) is called a "world-path". For instance, the label (W 1 , w 1 ) represents a path from w 1 to the set W 1 of worlds accessible from w 1 ; (w 2 , (W 1 , w 1 )) represents a path which takes us to a world w 2 accessible by any world accessible from w 1 (i.e., accessible by the sub-path (W 1 , w 1 )) according to the appropriate accessibility relation. Thus a label of the form (k , k) is "structurally" designed to record information about the accessibility relation when we move from a label (a world or a set of worlds) to another label. We define the length of a label i, (i), as the number of atomic labels in i. From now on we shall use i, j, k, . . . to denote arbitrary labels.
Definition 2.2
For a label i = (j, k), we shall call j the head and k the body of i, and denote them by h(i) and b(i) respectively.
The notions of body and head are obviously recursive (they can be defined as projection functions), and allow us to identify any sub-label of a given label; thus, if b(i) denotes the body of i, then b(b(i)) will denote the body of b(i), b(b(b(i))) will denote the body of b(b(i)), and so on. We call each of b(i), b(b(i)), etc., a segment of i. Let s(i) denote any segment of i (obviously, by definition every segment s(i) of a label i is a label); h(s(i)) will denote the head of s(i). With s n (i) we will denote the segment of i of length n, i.e., s n (i) = s(i) such that (s(i)) = n. We shall use h n (i) as an abbreviation for h(s n (i)).
Definition 2.3
For any label i, (i) ≥ n, we define the countersegment-n of i, as follows:
where w 0 is a dummy label, i.e., a label not appearing in i (the context in which such a notion is applied will tell us what w 0 stands for).
If n = (i) we have that c n (i) = w 0 , and s n (i) = i.
, and its countersegment-3 is c
, is what remains of i after deleting s n (i). To clarify the notion of countersegment, which will be used frequently in this work, we present, in the following table the list of the segments of i in the left-hand column and the relative countersegments in the right-hand column.
The dummy label w 0 is considered as an atomic label, and it is used to encapsulated complex labels into an atomic one.
KEM
KEM (see [1, 10, 9] ) is a labelled analytic proof system based on a combination of tableau and natural deduction inference rules which allows for a suitably restricted ("analytic") application of the cut rule and a specialised, yet modular, unification mechanism for the labels.
Unifications
In the course of proofs labels are manipulated in a way closely related to the semantics of the logic under analysis. Labels are compared and matched using a specialised logic dependent unification mechanism. The notion of two labels i and j being unifiable means that the intersection of their denotations is not empty and that we can "move" to such a set of worlds through the path corresponding to the result of the unification of the two labels. The definition of the unification appropriate for the logic DB (or logic unification) is carried out in several steps with the help of several auxiliary notions of unification.
First we have to provide the foundation of our unification (σ-unification). The basic unification is defined, as usual, in terms of a substitution, then we use the basic unification to define the unifications corresponding to the various modal axioms (axiom unifications); in the same way a modal logic is obtained by combining several axioms we combine the axiom unifications in combined unification. Finally we apply, in a recursive way, the combined unification to define the unification for the logic (logic unification).
Before presenting the formal machinery for the various unifications we have to give the notation used for them. Let L be a modal logic, and A 1 , . . . , A n be the axioms of L. With σ A i we denote the unification for the axiom A i ; with σ A 1 ...An the unification obtained from the combination of the σ A i -unifications; and with σ L the unification for the logic L. Given two labels i and j and a unification σ * we shall use [i, j]σ * to denote both the results of the σ * -unification of i and j, and the fact that i and j σ * -unify. We are now ready to introduce the unifications for DB. For each unification we will provide the formal definition as well as a procedure to compute it. We begin with the notion of substitution. Definition 2.5 A substitution is a mapping ρ : 1 → 1 such that
Accordingly we have that two atomic ("world") labels i and j σ-unify iff there is a substitution ρ such that ρ(i) = ρ(j). The notion of σ-unification (or label unification) is extended to the case of composite labels (path labels) as follows:
Moreover this definition offers a flexible and powerful mechanism: in [11] we have shown that different classes of modal logics (in particular classes of non-normal modal logics such as regular and monotonic modal logics) are determined by conditions on the underlying substitution but the axiom unifications can be left unchanged. At the same time it allows for an independent computation of the elements of the result of the unification, and variables can be freely renamed without affecting the result of a unification, namely: Proposition 2.7 Let i and i be two labels such that i = i(W n /W m ) (i.e., i has been obtained from i by replacing a variable by a different variable).
Proof. Tedious and mundane by case inspection.
The above proposition justifies the following simple algorithms to compute the unification of two world symbols and the unification of two labels.
We extend the algorithm to cover the case of arbitrary labels.
It is worth noting that the procedure described in Algorithm 2 characterises the unification for the axiom D, and thus it is also part of DB.
The next step involves the definition of the unification corresponding to the axiom B or σ B -unification.
The key idea of σ B -unification is to match world symbols laying an even number of steps apart. The number of steps is given by the number of consecutive variables occurring in the head of the labels. If the head of a label is a variable we can go back by two steps. In general we are allowed to go back two steps for each variable. Accordingly labels like
provide a simple instance of this unification. Intuitively W 1 denotes the set of worlds accessible from w 2 , but, since w 2 is accessible from w 1 , so, by symmetry, w 1 is one of the world accessible from w 2 .
Example 2.10 Let us consider the labels
The labels i and j σ B -unify since i has two variables, so we have two options for going back: one steps from b(i), or two steps from b(b(i)). In the first case we have to see whether (w 2 , (W 1 , w 1 )) = s (i)−2n (i) for n = 1 and j σ-unify. In the second case the label that have to σ-unify with j is w 1 = s (i)−2n (i) for n = 2. But in this case the unification fails.
Algorithm 3 b-axiom-unification(i, j)
begin if (i) > (j) and h(i) ∈ Φ V then m := i and k := j else if (j) > (i) and h(j) ∈ Φ V then m := j and k := i else fail endif endif if ( (m) − (k)) mod 2 = 0 and
Before introducing the main unification, the unification for the logic DB we introduce the combined unification (or σ DB -unification) and the corresponding procedure, meant to verify whether two labels either σ-or σ B -unify.
Finally we are ready to give the main unification for DB (or σ DB ), the unification which will be used with the inference rules.
Notice that σ BD has a recursive definition and it can be computed using the following algorithm.
Algorithm 5 db-unification(i, j)
begin db-axioms-unification(i, j) or for n = 1 upto
Example 2.13 Let us consider the labels
It is easy to see that the above labels σ DB -unify, with a recursive application of the unification. In fact we have that [c
Proposition 2.14
Proof. Immediate, modulo renaming of variables, from the definitions of the unifications and the corresponding algorithms.
Inference Rules
For the presentation of the inference rules of KEM, and subsequently of SST we shall assume familiarity with Smullyan-Fitting α, β, ν, π unifying notation [7] . For the propositional part we exemplify only the rules for conjunction.
The α-rules are just the familiar linear branch-expansion rules of the tableau method.
The β-rules are nothing but natural inference patterns such as Modus Ponens, Modus Tollens and Disjunctive syllogism generalised to the modal case. In order to apply such rules it is required that the labels of the premises unify and the label of the conclusion is the result of their unification.
where w n is new, that is, it does not occur in the tree.
where W n is new. ν-and π-rules allow us to expand labels according to the intended semantics, where, with "new" we mean that the label does not occur previously in the tree.
PB (the "Principle of Bivalence") represents the semantic counterpart of the cut rule of the sequent calculus (intuitive meaning: a formula A is either true or false in any given world). PB is a zero-premise inference rule, so in its unrestricted version can be applied whenever we like. However, we impose a restriction on its application. Then PB can be only applied w.r.t. immediate sub-formulas of unanalysed β-formulas, that is β formulas for which we have no immediate sub-formulas with the appropriate labels in the branch (tree).
The rule PNC (Principle of Non-Contradiction) states that two labelled formulas are σ DB -complementary when the two formulas are complementary and their labels σ DB -unify.
With KEM(DB) A we mean that there is a close KEM-tree for ¬A : w 1 ; or, in other words, that KEM proves that A is a theorem of DB.
Proof. For the proof and for detailed accounts of KEM see [1, 10, 9] .
Single
Step Tableaux (SST)
Step Tableaux [15] originate from and add modularity to Fitting's prefix tableaux [7] . The free-variable version we shall focus on here has been proposed by Beckert and Goré [3] .
The basic idea of SST is that (modal) formulas are used to move the evaluation point to the "neighbourhood" of the labels they are associated with, that is, each time we are allowed to move only to one step apart. In other words the information that can be extracted from a formula is propagated only to the labels that the current label extends immediately or an are an immediate extension of the current label.
SST has the following inference rules. For the propositional part we give only the rules for ∧.
where · is an arbitrary but fixed bijection from the set of formulas to N
The α-, π-, and ν D -rules are common to KEM and SST and the β-rules are the usual branching rules of tableau methods. The ν B -rules are the specific rules for symmetric logics. The intuition behind the latter is that symmetry allows us to travel backward in the accessibility relation. The main consequence of two sets of ν-rule is that every time we have a formula of type ν we have to introduce two new labelled formulas. We say that two labelled formulas A : i and B : j are complementary in SST when B = ¬A and there exists a substitution ρ which is a unifier of i and j.
With SST(DB) A we mean that there is a close SST-tree for ¬A : w 1 ; or, in other words, that SST proves that A is a theorem of DB.
Theorem 2.16 SST(DB)
Proof. For the proof and for detailed accounts of SST see [3, 17] .
The Complexity of KEM Unifications
To provide a comparison of the two methods at hand first we have to study the complexity of the KEM unification procedure. We start by showing that the unification of two world symbols can be computed in constant time.
Lemma 3.1 The σ-unification of two world symbols w and w can be computed in constant time.
Proof. It is immediate to see that the unification of two world symbols requires at most three steps, and thus it has constant complexity.
As we have seen the unification of two world symbols is just the first basic step of the unification. The next step is the σ-unification of two labels; in this case, we can prove that its complexity is linear in the length of the two labels.
Lemma 3.2
The σ-unification of two labels i and j can be computed in linear time.
Proof. All we have to do is to see whether the word symbols in the two labels stepwise unify.
Thus at the end we have to verify n unifications of world symbols, but from Lemma 3.1, we know that the unification of world symbols can be computed in constant time. Therefore the σ-unification of two labels can be computed in linear time.
The next unification we have to examine is the unification for the axiom B.
Lemma 3.3
The σ B -unification of two labels i and j can be computed in linear time.
Proof. Here we have to count the number of consecutive variables in the head of the longest of the two labels; if such a number is appropriate (see Definition 2.9 and Algorithm 3), then we have to σ-unify the shortest label and a given segment of the longest; by Lemma 3.2, the σ-unification of two labels has linear complexity. Therefore the complexity of σ B is linear.
Unfortunately we cannot prove such good complexity results for σ DB ; however, for special labels we can prove the following result.
Lemma 3.4
The σ DB -unification of two labels i and j such that (i) = 1 can be computed in quadratic time.
Proof. For a label j of length n there are n distinct segments and n distinct countersegments, namely
. . . Now we have to see whether i either σ B -or σ-unifies with the countersegments and whether i σ DB -unifies with the segments. Thus we have to compute 2n linear unifications and n σ DB -unifications. Let us examine the first of these, i.e., [s n−1 (j), i]σ DB . This time the length of s n−1 (j) is n − 1, and thus we have n − 1 ways to split it in segments and countersegments. That is:
A close inspection shows that only the countersegments are different from the previous step. Therefore we can repeat this process for all the segments of j, and each time we can replace the σ DB unification for the appropriate segment of length m, with 2m linear unifications. Hence, at the end, the number of linear unifications we have to compute is
which shows that the σ DB -unification for the case at hand is quadratic.
KEM vs SST
So far the standard way to compare the relative complexity of two proof systems was given by the notion of p-simulation.
Definition 4.1 A proof system A p-simulates a proof system B iff there is a function g, computable in polynomial time, which maps derivations in B for any given formula φ, to derivations in A for φ (cf. [4] ).
The main problem with p-simulation is that it considers only proofs, i.e., closed trees in tableaux terminology, and it says nothing about open trees. While this notion is fully appropriate for semi-decidable logics and non deterministic proof systems, it does not offer a good measure to compare tableauxlike proof-systems for decidable modal propositional logics. The main point is that this notion does not contemplate proof-procedures. Modal tableaux proof-procedures, in effect, are systematic searches for models that make the initial formula true with respect to the initial world. In this perspective modal tableaux can show that a formula is not a theorem by showing that the negation of the formula is satisfiable. However, to show that a formula is satisfiable we have to complete its tree. In general, to complete a tree we have to explore the whole search space generated by the formula. Therefore, to obviate the above problem, we propose a stepwise simulation. Here the main idea is that a proof system A stepwise simulates a proof system B iff A does not perform any inference steps for which no corresponding inference steps exist in B.
Definition 4.2 A proof system A p-search-simulates a proof system B iff there is a polynomial function g such that for any formula φ, g maps derivations (trees) from φ in A to derivations (trees) from φ in B (cf. [5] ).
Note that a stepwise simulation is independent of whether the considered derivations are proofs or not.
We are now ready to present the main result of the paper. To prove it we have to identify a formula (or a class of formulas) whose complete KEM-tree is polynomial while the complete SST-tree is exponential. Surprisingly the formula is extremely simple, namely:
formula determining the number of steps is It is true that there are shorter proofs for (3) in SST. However, if we consider the formula p → (23) n q (4) which is not a theorem of DB, then the search space for it is O(2 n+1 ), since (4) has the same modal structure as (3) . This is the reason why when we compare proof systems using p-search-simulation we have to consider exhaustive proofsearch procedures and worst-case scenarios. Let us now examine the question whether KEM p-search-simulates SST or whether the two systems cannot p-search-simulate each other. To show that a system A p-search-simulates a system B we have to define a polynomial procedure that transforms a tree for φ in A in a tree for φ in B.
Lemma 4.6 The rule ν B is a derived rule in KEM, and it can be derived in polynomial time. 
×
We apply PB with respect to ν 0 , and with label b(i); in the right branch we apply the ν rule and we obtain ν 0 : (w n , i), but [b(i), (W n , i)]σ DB , and thus the branch is closed. In particular it is possible to show that the labels involved σ Bunify, and we have seen (Lemma 3.3) that the σ B -unification can be computed in linear time. Therefore the derivation of ν B has linear complexity. Lemma 4.6 allows us to define a proof-search in KEM where we use both the new derived ν-rule and the original ν-rules of KEM, and the unification is restricted to σ. It is immediate to see that this proof procedure corresponds to SST, and the components involved have linear complexity, we have thus proved the following theorem.
Theorem 4.7 KEM p-search-simulates SST.
Conclusions
In this paper we have compared two modal tableaux systems from a theoretical perspective, and we have investigated their relative complexity. We have shown that label unification algorithms could lead to theoretical speed-ups, therefore we believe that the study of relative complexity of modal proof systems is beneficial to the design of better modal theorem provers and better implementations.
