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Abstract
The motivation of this thesis was the study of magnetic systems away from equilib-
rium. For convenience we have chosen to study properties of steady states and also
one-dimensional magnets. The main focus has been on some variations of the Trans-
verse Field Ising Model which has served as a fundamental paradigm in condensed matter
physics. In particular, firstly we have chosen to drive an energy current through the
system and characterize the different phases, reproducing with a novel method available
results obtained by other methods, The study was done for both the ferromagnetic and
the anti-ferromagnetic case. There is a new phase that emerges upon the application of
an energy current, characterized by long-range power law correlations and a finite expec-
tation value of the energy current operator, which we have examined in more detail. We
have obtained a better fitting of the correlations while discussing the limits of the method.
As a next step we investigated the problem of periodic bond defects in the system and
how these affect the phase diagram. The strength of the bond (interaction) was varied
as well as the distance between the defected interactions in order to investigate their
effect on the phase diagram and the correlations. At the end of this thesis, we derived
the energy current operator of a model (called Gu-Wen model) that admits a topological
phase (Haldane phase), with the view to continue the study of non-equilibrium physics of
richer models.
The employed method is a novel one, derived from the Density Matrix Renormalization
Group technique. It is known as Time Evolving Block Decimation, using Matrix Product
States, and is especially suitable for problems out of equilibrium because it tracks the
time dependence. Although it works extremely well for systems with an energy gap in
their spectrum, it produces correct results for critical systems as well.
Chapter 1
Introduction
1.1 Phase transitions
A fundamental area of research in physics is concerned with the study of different phases
that a physical system can take under certain conditions. A phase transition is defined
as the transformation from one phase to a measurably different phase. These transitions
have different classification as we will see below.
The physical quantities that can trigger a phase transition are known as tuning param-
eters which can be internal or external. By changing these parameters a phase transition
will occur when certain values are reached. The properties of a system that has under-
gone a phase transition can be wildly different from the state that preceded it, so it is
interesting to study not only the distinct states, but also the properties of the transition
itself.
A class of phase transitions are the classical ones. For them the tuning parameter is
usually temperature, the transition will occur at a certain T = Tc. There is also another
class of phase transitions, the quantum ones which can occur at T = 0. These have some
other tuning parameters, R, specific to the system, which cause a transition at some value
R = Rc, where R can be, for example pressure, an external field, a change in chemical
composition [1].
Classically critical regions can exist in the phase space, where the properties of a
phase transition can dramatically change, an example of this is in the phase transitions
of water due to temperature and pressure. There is a certain combination of temperature
and pressure where the phase transition from liquid to a gas becomes a second order
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transition instead of a first order transition. As an example, to illustrate the critical
points, we use the pressure vs temperature graph of CO2 where a rich phase diagram
exists with many different phases and critical points.
Figure 1.1: Temperature pressure graph of CO2 [2]
First there is the critical point at the triple point, where CO2 can exist in all three
phases at the same time. There is then a second critical point denoting the lowest tem-
perature and pressure required for CO2 to enter a supercritical state.
The Ehrenfest classification of phase transitions examines the thermodynamic free
energy of the system and how this changes as the transformation from one phase to
another occurs. According to this, there are different classes of phase transitions, termed
as first-order, or second-order and so on, even infinite ones. The order depends on the
lowest discontinuous derivative of the free energy at the transition point, with respect to
other thermodynamic variables.
A first-order transition involves a system with some form of latent heat, such that at
a critical point some energy driving the transition is instead absorbed into the system
for another purpose, such as breaking bonds. This absorption typically requires a fixed
amount of energy, and once sated the system will undergo a rapid transition into another
phase. This gives the impression that as the tuning parameter is increased the phase tran-
sition is instantaneous, while in practice the transition requires a finite time to complete,
however it will not allow the tuning parameter to increase until the phase transition has
fully occurred.
A second-order transition also known as a continuous phase transition occurs gradu-
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ally. Examples of a second-order transition are the superconducting transition for type-II
superconductors or the classical ferromagnetic transition. In these transitions the tuning
parameter is free to increase and as this parameter gets closer to a critical value the tran-
sition begins to gradually occur. While the first derivative of the free energy in these cases
is continuous, the second derivative is discontinuous, meaning that there is a point where
the tuning parameter will trigger the phase transition. Second order phase transitions
generally have a vanishing energy scale, is given schematically by an equation of the form
∆ ≈ J |R−Rc|γ (1.1)
Where ∆ is the change in the order parameter (defined in the next paragraph), J is
a coupling in the system (assigning some energy to specific properties in the system) and
γ would be a critical exponent. Usually the exponent is universal, so it is independent of
the small scale interactions present in the Hamiltonian[3]. In addition to this vanishing
energy scale close to the phase transition it will also have a diverging characteristic length
scale, which could be the length scale of correlations in the ground state or some other
characteristic length scale of the system. Traditionally second order phase transitions are
much easier to study due to the absence of latent heat, or other such hidden phenomena.
Because of the huge variance in properties that can change during a phase transition
it is easier to think of a transition in terms of an order parameter, which is a measure of
order in a certain property of the system. As these order parameters exist in all phases
(whether finite or zero) the existence of a phase transition becomes obvious, typically the
chosen order parameter is zero in one phase and non-zero in the other, for example net
magnetization for measuring a ferromagnetic phase transition, staggered magnetization
for an antiferromagnet.
From a condensed matter perspective an important idea of a phase transition is sym-
metry breaking. A simple example of symmetry breaking would be in the case of mag-
netization, above the Curie temperature the magnetic order parameter is zero, which is
invariant with respect to rotations in the physical dimensions. In this state the system
is symmetrical as no rotation or transformation of it makes it different from the original
system, however as the system is lowered below the Curie temperature we find an overall
magnetization in a certain direction, this immediately breaks some of the symmetries as
rotating or transforming the system in some way will alter it in general.
3
Figure 1.2: Explanatory diagram showing how symmetry breaking works. At a high
enough energy level, a ball settles in the centre (lowest point) and the result has symmetry.
At lower energy levels the centre becomes unstable and the ball rolls to a lower point, a
local minimum, but in doing so it settles on an (arbitrary) position and the result is that
symmetry is broken - the resulting position is not symmetrical.
1.2 Quantum criticality
Quantum phase transitions differ from their classical counterparts because of the influ-
ence of the quantum dynamics on the zero temperature (T=0) static critical behaviour[4].
Unusual electronic and magnetic behaviour can also arise at non zero temperatures, for
example in properties of high Tc superconducting cuprates and behaviour of highly cor-
related f -electron compounds. These have been ascribed to the proximity of a T = 0
quantum critical point [5].
Quantum critical phenomena can occur when the energy scales involved in the pro-
cess are much higher than the energy scale dictated by temperature kB T, where kB is
the Boltzmann constant. The critical temperature (the temperature at which the phase
transformation occurs) can be practically taken to be zero then resulting phenomena will
be highly non-classical. These systems produce much different dynamical properties than
the classical cases.
As in the classical case shown in figure 1.1 similar critical points can be found in
systems that have a quantum critical point, where temperature is zero and a different set
of tuning parameters are used. The key point for finding these critical states is that during
a second order phase transition we get an infinite correlation length ξ as the transition
progresses.
In general the first step to analyse the phenomenon of phase transitions is to identify
the associated order parameter. We can concentrate on the simple case of a magnetic
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systems, given that many physical systems also behave in a similar way and can be
treated similarly, following the notion of ”universality class”.
In order to organise systems showing similar critical behaviour, the idea of universality
was introduced. This idea says that all phase transition problems can be divided into a
small number of classes which only depend on the dimensionality d of the system and
the order of symmetries n of the ordered state of the system. The idea being that for
any system with identical d and n the phase transition will behave identically even if the
systems have very different microscopic behaviour.
Figure 1.2 highlights the idea of spontaneous symmetry breaking, while the system at
some energy has symmetry, when the energy of the system changes it is forced to choose a
lower energy state that is no longer symmetrical. This is highlighted in the ferromagnetic
transverse field Ising model later, as the spins can align as up or down arbitrarily as the
transverse field strength is decreased.
1.3 Generalities of non equilibrium systems
Non equilibrium systems are systems with some kind of time dependence, in that they are
constantly exposed to e.g. a flux of energy or temperature gradients, which the system
tries to equalise with current flows.
To better understand both the physics and the calculational method to be described
below, the starting point will be one-dimensional (1d) magnetic systems. Many studies
into non equilibrium systems start out with the construction of a steady state model of
the system then adding in a noise variable and studying the fluctuations caused. However
these techniques are only successful for low energy fluctuations and even then are not very
helpful in producing general descriptions of the system [7].
We will consider systems which are not in equilibrium but are still time invariant, i.e.
a steady state non equilibrium system. Even the most simple of non equilibrium systems
need to be treated with care, as the field is less well understood than the equilibrium
cases.
Quantum critical points can be preserved in non equilibrium systems, but the method
used to force the system out of equilibrium is important, as some variables such as tem-
perature can destroy the quantum criticality of the system. [8] While more algebraic
5
methods of taking the system out of equilibrium such as 1/f noise can preserve the de-
cay of correlations, acting as a perturbation on the system and thus can be more closely
studied.
Non equilibrium systems have typically been a difficult field to study due to their
complex nature. Recent experiments [9] have renewed interest in the field of non equi-
librium quantum dynamics. In this particular experiment Blanter et. al. were focusing
on shot noise in small electric conductors and they managed to get an accurate measure-
ment of the current flow when the system was driven out of equilibrium by a macroscopic
parameter e.g. a voltage gradient.
1D systems in the present case can be used as an approximation for 3D systems with
large anisotropies. In certain systems it is possible to achieve a low energy description of
the system using integrable field theories [10]. In these cases it is crucial to understand
how universal these properties are and in what way the properties introduced affect the
phase of the system they are introduced to.
In a paper by Luca et. al. [11] the non equilibrium system was obtained by creating
two separate Ising chains at different temperatures, then at time t = 0 coupling them, this
allows observation of the heat flow from one side of the chain to the other. Unfortunately
the coupling between quantum mechanical models such as the Ising chain with a transverse
field with classical heat baths is not well understood, so this method limits us in our choices
of system to use.
In another paper by Raˆcz et. al. [7] the non equilibrium system was created by applying
an energy current to the standard transverse field Ising model. The main benefit of this
approach is that other methods of driving the system out of equilibrium rely strongly
on the dynamics. This means that even the presence or absence of a phase transition is
dependent on the transition probabilities in the system. Therefore a simple way to force
this model out of equilibrium is to add an arbitrary current to the system, and as the
only conserved quantity is the energy [7] it makes sense to add an energy current to avoid
any unanticipated complications.
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1.4 Haldane Phase and symmetry protected topolog-
ical order
Topological order is described by the non-locality of the order and generally has a robust
ground state degeneracy. Because of this, it is defined more by the long range order in
the phase rather than the present short range interactions. A topological phase cannot
be characterized by a local order parameter [12]. Topological phases are normally char-
acterized by the gap between a ground state and an excited state. In cases of topological
order symmetries are important, these are used to define different phases of the system,
so normally in order to say that a phase transition has occurred the symmetries between
the two phases should be different. There are cases where the two phases do not have
different symmetries, but in these cases the two phases are usually connected without a
phase transition.
If there is a phase transition between two phases without any symmetry to distinguish
them, they are generally first order and terminate at a critical point[13]. In these cases,
where a phase transition does occur and the phases have no symmetry to distinguish
them, the phases are not defined by the transition.
For instance - for the Ising model the more important symmetry is the Z2 symmetry,
or spin reversal symmetry, this symmetry shows the difference between the paramagnetic
and the magnetic states, as reversing the spins in the ordered phase changes the system,
however in the disordered phase it makes no difference. In special cases there are no
local order parameters or global symmetry breaking, but there is still a distinct quantum
phase, separated by a transition. These are known as topological phases. These have
been characterized in many ways, but a general description is still lacking.
A simple example of a topological phase is the Haldane phase, predicted by Haldane
in 1983 [14]. The Heisenberg anti-ferromagnet with integer spin.
H = J
∑
i
~Si · ~Si+1 (1.2)
For J > 0 this has a non zero excitation gap and exponentially decaying spin correla-
tions, while the half integer case has zero gap and power-law correlations [13].
From this prediction Afflek, Kennedy, Lieb, and Tasaki [15] devised a model Hamilto-
nian (AKLT) where not only was Haldane’s prediction testable, but also the exact ground
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state energy was trivially obtainable.
The AKLT Hamiltonian is:
H =
∑
j
~Sj · ~Sj+1 + 1
3
(~Sj · ~Sj+1)2 (1.3)
This Hamiltonian was then modified slightly by Gu and Wen [16], to include a single ion
anisotropy, more details on this will be given in chapter 6.
In the example of the Haldane phase, a small distortion to the Hamiltonian can destroy
the, so-called, string order parameter[17], yet the distortions do not break the Haldane
phase, as it is still separable from other trivial phases. It has been proposed that topo-
logical phases can be characterized by their entanglement spectrum [18]. From this it can
be shown that inversion symmetry alone is enough to preserve the Hamiltonian through
these that a similar method will allow non-equilibrium systems to be modelled and still
be able to show the proper phase transitions. deformations [12] until a phase boundary
is crossed.
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Chapter 2
Ising model
The Ising model describes a lattice of points, where on each of them a spin variable
lives that can take two possible values. These spins can be considered to be either up
spins or down spins. The Hamiltonian for a general Ising model with nearest neighbour
interactions is:
H(σ) =
∑
i
Jiσiσi+1 −
∑
i
Γiσi (2.1)
where J is the strength of the effect neighbouring pairs have on each other and Γ is the
strength of the field applied to the system. The σ used in this expression is a simple
operator such that it can only take one of two values, either +1 or −1. Assuming J and Γ
are positive the energy is minimised when all σ are −1. If we make this a one dimensional
Ising model then any site can only have two neighbours. As the spins in the lattice can
have some effect on other lattice points, for example if there is an up spin, its neighbour
will favour either up or down depending on the Hamiltonian used, the neighbouring spins
can favour a similar spin causing it to be a ferromagnetic system, this is dependent
on the sign of the J in the first term. At zero temperature the model only depends
on the interactions between neighbouring spins so will become perfectly ferromagnetic
or anti-ferromagnetic. A transition occurs to a disordered state when the temperature
of the system becomes high enough, such that the energy from thermal fluctuations is
higher than the interactions between nearest neighbours. A very similar effect can be
achieved by means of an external field, known as a transverse field. This causes the
order from interactions of neighbouring pairs to be broken, however this disorder can be
caused while the temperature is effectively zero, meaning quantum interactions become
dominant. Because the nature of temperature and the transverse field are fundamentally
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different, we can find a model to describe the transverse field case exactly, which is shown
later.
The Ising model can be expanded into multiple dimensions, by allowing each site to
branch into many neighbours, the one dimensional case where each site can only have two
neighbours was solved exactly by Ernst Ising [19], this however was a classical problem, by
adding dynamics to the problem, through extra fields we can create a quantum problem
with many interesting properties. In theory the Ising model can be used for any number of
dimensions, but only the one dimension case and certain 2D lattices [20] have been solved
exactly, unique lattices or higher dimensions are currently solved using approximations
such as local mean field or block theory and then processed numerically.
Minimizing the energy over the entire lattice will provide the ground state, which can
be totally different depending on the lattice geometry, e.g. a hexagonal lattice will have
a different ground state to a square lattice. Similarly one can find other properties of
the system by applying operators to one of the spins and finding expectation values from
the result. This allows properties such as net magnetisation to be found and monitored
through phase transitions giving insight into the type of phase transition that is occurring
i.e. first or second order phase transition. If the lattice cannot be solved analytically,
several numerical methods can be used to help simplify the problem. These simplifications
will reduce the work done in numerical cases and can still yield results that are very close
to observed phenomena. There are several toy models that allow programs to be tested
for accuracy, where exact analytical solutions are available.
The Ising model is in essence an equilibrium model and as such it is well understood.
However it can be made non equilibrium by use of an external variable, such as adding a
heat bath to one end to induce a thermal current[7]. This involves coupling a quantum
system to a classical system and is not very well understood since there are open issues
on how to treat each system separately. A different choice would be to apply a current
through the Ising chain. In order to keep the system in a steady state we need the
current to be a conserved quantity, thus an energy current derived such that to obey
some conservation laws, is the best choice. Where the current applied is done through a
spin current operator affecting the Hamiltonian, such that
Jˆi =
Γ
4
∑
i
(
σxi σ
y
i+1 − σyi σxi+1
)
(2.2)
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Where Jˆi is the energy current in terms of spin operators at different sites around i,
the derivation of this will be given in section 2.5
The basic idea of the Ising model is that each site has an effect on the properties of
other nearby spins, either up to some number of sites away or the entire system. Most
models limit this interacton to the nearest neighbour. For the rest of this thesis I will be
considering the Ising model with interactions between nearest neighbours unless otherwise
stated.
H = −
∑
<i,j>
Jσiσj (2.3)
The properties of this system are controlled by the strength of the interaction J . This
means that every site has a robust long range order which is protected against small
perturbations, because of this it becomes a good tool for physical systems. A similar
interaction can be added to the Hamiltonian to transport almost any property through
the system, so it is a very powerful technique for analysing magnetic systems.
Some other important models relating to magnetic systems, briefly described in section
1.2 are the Heisenberg model where the spins are now vectors interacting in space, the
XY model which is a highly anisotropic version of the Heisenberg mode with the spins
lying in the X-Y plane. These systems exhibit phase transition in different universality
classes than the Ising model.
The simplest possible geometry of the Ising model is one dimensional and infinite in
length, this allows us to disregard edge states as there is no real ”edge” to the system.
This simplifies the problem as there is an apparent translational invariance where any
point in the system can be treated in exactly the same way as any other.
Given that the variables in the Ising model take only two values, each point in the
spin 1
2
Ising model is described by the Pauli spin matrices:
Sxi =
 0 1/2
1/2 0
 (2.4)
Syi =
 0 −i/2
i/2 0
 (2.5)
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Szi =
 1/2 0
0 −1/2
 (2.6)
These matrices represent the spins defined in the previous Hamiltonians, allowing us
to manipulate the spins more easily using numerical methods when analytical treatment is
not possible. It also allows us to apply operators to these spin states in order to determine
properties of the system, which is important for looking into long range correlations.
As an example, to illustrate some analytical methods, let us take a particular anisotropic
version of the XY model which can be transformed to the Ising model by an appropriate
choice of the value of a parameter. The Hamiltonian for this model is as follows:
Hγ =
∑
i
[
(1 + γ)Sxi S
x
i+1 + (1− γ)Syi Syi+1
]
(2.7)
The ends of this chain can be treated by creating a cyclic chain of length N , such that
σxN+1 ≡ σx1 and σyN+1 ≡ σy1 , this leaves us with a range of 1 ≤ i ≤ N .
The alternative to this is allowing terms in the Hamiltonians that describe edge states
of the system. We have a fixed edge based on the properties defined at the starting point
of the system. When the edge states are fixed and chosen this will have some effect on
the overall ground state of the system, although if the system is large enough these can
be mostly ignored. Otherwise the system can be dramatically changed by the properties
of the edge states and these states must be treated very carefully.
In order to deal with the edge states we assume that our spin chain is infinite or near
infinite in size, therefore the edge states will have an infinitesimal effect on the overall
state of the system.
This model is solvable for all values of γ but it is simpler to consider only the range
−1 ≤ γ ≤ 1, which can be done without loss of generality of the system, as increasing the
magnitude of γ increases the likelihood of the system aligning in a certain direction, by
actively discouraging spins from other states, which can be achieved with the less extreme
states of γ = 1 or γ = −1. This allows for a range of intuitive results, such as when γ = 1
the system will order the x components of the spin, while at γ = −1 the system will
be ordered in the y spin-direction, in both of these cases the other spin directions are
completely disordered.
To solve this model we must introduce operators known as the raising and lowering
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operators, or collectively as ladder operators. These are defined as:
a†i = σ
x
i + iσ
y
i (2.8)
and
ai = σ
x
i − iσyi (2.9)
Then we can rewrite the Pauli spin operators in these terms
Sxi =
a†i + ai
2
(2.10)
Syi =
a†i − ai
2i
(2.11)
Szi = a
†
iai −
1
2
(2.12)
Replacing the original terms in the Hamiltonian in (2.7) we get:
Hγ =
1
2
∑
i
[(
a†iai+1 + γa
†
ia
†
i+1
)
+ h.c.
]
(2.13)
Where h.c. is the Hermitian conjugate.
It is possible to transform this form of Hamiltonian into a set of variables that are
strictly Fermi operators, this allows us to diagonalize while preserving the rules defined
in the original Hamiltonian.
This transformation from a set of Pauli spin operators to a set of fermion operators
comes from the work on second quantization by Jordan and Wigner[21].
If we set variables such that:
ci ≡ exp
[
pii
i−1∑
1
a†jaj
]
ai (2.14)
and
c†i ≡ a†iexp
[
−pii
i−1∑
1
a†jaj
]
(2.15)
then we can say
c†ici = a
†
iai (2.16)
This allows us to use ci and c
†
i as Fermi operators, such that{
ci, c
†
j
}
= δij (2.17)
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and
{ci, cj} =
{
c†i , c
†
j
}
= 0 (2.18)
The Hamiltonian can then takes the form
Hγ =
1
2
N−1∑
1
[(
c†ici+1 + γc
†
ic
†
i+1
)
+ h.c.
]
(2.19)
This Hamiltonian is only entirely valid for the case of the chain with free ends, for the
case of a cyclic chain we need to add the additional terms[22]:
a†Na1 = −c†Nc1eipi 6= c†Nc1 (2.20)
a†Na
†
1 = −c†Nc†1eipi 6= c†Nc†1 (2.21)
where
 =
N∑
1
c†jcj =
N∑
1
(
Szj +
1
2
)
(2.22)
The new form of the Hamiltonian reads
Hγ =
1
2
N−1∑
1
[(
c†ici+1 + γc
†
ic
†
i+1
)
+ h.c.
] (
eipi + 1
)
(2.23)
In both of these cases the Hamiltonian can be exactly diagonalised, as the spins can be
arranged in a definite order, and the z-dependence of spins do not enter into consideration.
For any very large or infinite systems these two differing Hamiltonians tend towards
each other, as there are no real edge states, and the variance introduced by the corrections
in the cyclic case become very small. For this reason using an infinite system makes the
most sense for numerical analysis.
To diagonalize this quadratic form we must first make the linear transformation
ηk =
∑
i
φki + ψki
2
ci +
φki − ψki
2
c†i (2.24)
and
η†k =
∑
i
φki + ψki
2
c†i +
φki − ψki
2
ci (2.25)
where ψk and φk are real solutions to certain matrix equations[23]. This gives us an
equation:
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φk(A−B)(A + B) = Λ2kφk (2.26)
Where:
A =
1
2

0 1 ... 1
1 0 1 0 ...
1 0 1
... ...
... 0 ... ... 0 1
1 ... 0 1 0

(2.27)
and
B =
γ
2

0 1 ... 1
−1 0 1 0 ...
−1 0 1
... ...
... 0 ... ... 0 1
1 ... 0 −1 0

(2.28)
This, in turn, allows us to get a complete set of solutions:
φkj =
(
2
N
) 1
2
sinkj (2.29)
φkj =
(
2
N
) 1
2
coskj (2.30)
with eigenvalues
Λ2k = 1− (1− γ2)sin2k (2.31)
where
k = 2pim/N and m = 1/2N, ..., 0, 1, ...(1/2N)− 1
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for solutions where Λk 6= 0 we get
ψjk = Λ
−1 (coskψkj + γsinkψ−kj) (2.32)
and when Λk = 0
ψjk = ±φjk (2.33)
From this we can find that the ground state ψ0 is the state with no elementary exci-
tations such that
ηkψ0 = 0 (2.34)
This then provides the ground state energy of
E0 =
1
2
∑
k
Λk (2.35)
E0
N
=
∫ pi
−pi
dk[1− (1− γ2)sin2k] 12
=
(
1
pi
)
(1− γ2)
(2.36)
It then allows E0
N
a smooth transition between the two cases of γ = 0 being the isotropic
Hamiltonian and γ = 1 being the Ising Hamiltonian.
In the case of the anti-ferromagnetic Ising model a method of two sublattices is gen-
erally used (one lattice of all even sites and one lattice of all odd sites), if the lattice is
bipartite in general, as in the case of 1D. The order parameter then is the ’staggered’
magnetization, in contrast to the ferromagnetic case.
2.1 Transverse field Ising model (TFIM)
If we take the classical 1D Ising model and apply a transverse field to the system, this
causes the ordinary and classical system to behave very differently. Basically the appli-
cation of the transverse field introduces quantum dynamics into the system as a result
of the non-commutativity of the spin operators. Altering the strength of the transverse
field allows us to look at different phases in the same system and causes quantum effects
to occur. This tunable input is interesting because of the two very distinct phases it can
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inhabit, by changing the strength of the transverse field we can study very closely the
phase transition and work out the nature of the transition. This model (quantum Ising)
is the most well studied paradigm in phase transitions of magnetic systems, due to its
similarity to phase transitions in several systems[25][26]. It has also wide applications in
various branch of physics (material physics, quantum information, mathematical physics
etc.).
Our strategy will be to use a new computational method known as time evolving
block decimation (TEBD) for the out-of-equilibrium 1D TFIM. This method was first
introduced very recently by Vidal[24] and it is very versatile when it is applied to dy-
namically updating the wavefunction of the system. As a basic test we derive the known
results using the new method.
In the Hamiltonian that defines the 1D TFIM (2.1), we consider the chain to be a 1D
cyclic chain, such that 1 ≤ i ≤ N and SzN+1 = Szi+1 using the transformations[23] from
before in chapter 2
We get a new Hamiltonian:
H = −Γ
N∑
i=1
(
c†ici −
1
2
)
−J
4
N∑
i=1
(
c†i − ci
)(
c†i+1 + ci+1
)
+
J
4
(
c†N − cN
)(
c†1 + c1
) (
eipiL + 1
)
(2.37)
Where
L =
N∑
j=1
c†jcj (2.38)
The final term of (2.37) can be ignored for large systems, as the edge states will not
affect the bulk[25].
In order to diagonalize this Hamiltonian a transformation into Fourier space is re-
quired. For this, we use the relation
cj =
∫
ei(ja)kckdk (2.39)
We can split this into parts such that
cj =
a0
2
+
∑
k
akcos(kj) +
∑
k
bksin(kj) (2.40)
The first term of (2.37) transforms directly into:
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N∑
i=1
c†ici =
N∑
k=1
c†kck (2.41)
The second term transforms such that
N∑
i=1
c†ic
†
i+1 =
N∑
k=1
c†−kc
†
ke
−ika (2.42)
N∑
i=1
c†ici+1 =
N∑
k=1
c†kcke
ika (2.43)
N∑
i=1
cic
†
i+1 =
N∑
k=1
ckc
†
ke
−ika (2.44)
N∑
i=1
cici+1 =
N∑
k=1
c−kckeika (2.45)
Gathering all terms, it can be written as
N∑
k=1
(
c†−kc
†
ke
−ika + c†kcke
ika − ckc†ke−ika − c−kckeika
)
(2.46)
where a is a single lattice spacing.
The next step is to use a Bogolubov transformation[27], to diagonalize the above
Hamiltonian. The new operators to be used are defined by a unitary transformation:
ck = ukγk + ivkγ
†
−k (2.47)
where uk and vk are real numbers which satisfy the relations: u
2
k + v
2
k = 1, u−k = uk,
v−k = −vk.
Then using the above transformed expression for the c operators into the Hamilto-
nian (2.37) and demanding that the terms that violate conservation of γ fermions should
vanish, we can deduce an expression for uk and vk that follows these rules, so if we choose
uk = cos(θk/2) and vk = sin(θk/2) such that they satisfy the above relations and look for
an expression for the new unknown function θk, we obtain:
tan(θk) =
J sin(ka)
J cos(ka)− Γ (2.48)
This shows us the Hamiltonian and the dispersion relation take the form [28]:
H =
∑
k
Ek(γ
†
kγk − 1/2) (2.49)
Ek = (J
2 + Γ2 − JΓ cos(ka))1/2 (2.50)
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2.2 Phase transitions of the TFIM.
As stated above, our first goal will be to investigate the phase diagram of the one dimen-
sional TFIM and compare the analytically known results with the computational ones in
order to become familiar with the method. Phase transitions occur as the transverse field
is varied, and compare it to the values given by our numerical method, this will give a
good idea of the accuracy of the method for the simpler systems. Thus first we will look
more at the analytical results.
To find the ground state energy of the system we must use (2.49), this is expressed in
an elliptic integral of the second kind. [29]
−E0
ΓN
=
2
pi
(1 + λ)E
(pi
2
, θ
)
(2.51)
Figure 2.1: Ground state energy as a function of Γ/J [29]
Figure 2.1 shows the ground state energy of the system for different transverse field
strengths. However we are interested in the phase transitions of this system so a better
metric to measure would be the magnetisation of the system with respect to the transverse
field strength.
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Figure 2.2: Mz as a function of Γ/J [29]
Figure 2.2 shows the overall magnetization of the system in the direction of the trans-
verse field. The initial Hamiltonian would prefer the spins to point in either the x direction
or the −x direction. It seems somewhat intuitive that the stronger the field the more spins
are aligned to the fields direction, however it shows a second order transition that was
not expected initially [29].
It is interesting to note that even in a standard model like this it is possible to find
critical points in the phase diagram [30]. We can choose a special case of variable such
that the properties of h and J are interchanged, thus when the distribution of these two
values are identical we can expect to be at a critical point in the system [30][31].
Using:
Po(x, y) ≡
〈
Oˆ(x)Oˆ(y)
〉
−
〈
Oˆ(x)
〉〈
Oˆ(y)
〉
(2.52)
This shows the correlations are defined by the effect two sites have on each other, if we
ignore any initial conditions from those sites used in the system. This is the general form
for finding correlations, however in this thesis I will be using the spin-spin correlations,
with the spins in the z direction unless otherwise stated.
2.3 Correlations
While the problem of the infinite chain TFIM has been solved in principle by Bethe [32]
and the ground state found later by Hulthn [33] the solution did not seem to be applicable
to higher dimensions, it has generally been favourable to find approximations of the system
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that agree with exact results, but can also be scaled in more ways and geometries [34].
The problem for approximate methods has been how well the method describes the long
range interactions of the system.
We can look at the correlations of the system. For the non critical points in the system
the average spin-spin correlation decays exponentially with distance, such that[35]:
−lnCo(x, y) ≈ |x− y|
ξ
(2.53)
This can be shown using the renormalization group method which will be explained
in the next section.
Figure 2.3: Showing decay of correlations as the distance between sites increases
This shows the correlations of the TFIM, where the separation is measured in number
of sites. It is quite clear that there is a decay as a function of distance from the initial
site, as it is described by Fisher [35].
Without using the renormalization group method, finding more information about
the correlations of this system is quite difficult [30]. This is because of the non local
relationship between the spins that makes the correlations between two individual sites
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challenging to detect. Especially if the system under study is not a uniform one, this fact
increases the complexity of the analysis significantly.
On the other hand, using transfer matrices in a system like this is difficult as it is hard
to allow for all of the anomalous regions of the system, which could be very important
for any low energy or critical region. Because of this, results obtained previously used
a concept similar to a central limit theorem, thus neglecting a fraction of cases in the
system. While these cases might not be significant they could also reveal interesting new
physics. The central limit theorem states that for any statistically large body of data
the results will be normally distributed, with low numbers of ”extreme” values and high
numbers of ”normal” values. However using this to determine how the system should
behave in the normal state discounts some of the interesting physics that occur in the
extreme cases. The extremes are especially important at critical points, as the normal
states will be working against each other and the more extreme states will be able to more
easily influence the system as a whole [36].
The general case for the correlations between two sites is of the form[37]
ρlm =
〈
ψ0
∣∣∣∣∣(c†l + cl)exp
(
pii
m−1∑
l
c†ici
)
(c†m + cm)
∣∣∣∣∣ψ0
〉
=
〈
ψ0
∣∣∣∣∣(c†l − cl)exp
(
pii
m−1∑
l+1
c†ici
)
(c†m + cm)
∣∣∣∣∣ψ0
〉 (2.54)
noting that
exp(piic†ici)) = (c
†
i + ci)(c
†
i − ci) (2.55)
We can define A and B such that:
Ai = c
†
i + ci (2.56)
and
Bi = c
†
i − ci (2.57)
We can take a new form of the equation (2.54)
ρlm = 〈ψ0 |BlAl+1Bl+1Al+2 · · · Am−1Bm−1Am|ψ0〉 (2.58)
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This allows us to explore long range order for the z component of spins by permuting
As with Bs, and getting a commutation relation from them. This is important when
dealing with long range order or any property that depends on two sites separated from
each other[38].
When looking at systems near a critical point it is possible to split the system into
two groups, one that behaves ”normally”, and another that are the ”rare events” that are
ordered at the critical point[26].
2.4 Non equilibrium steady state systems
Non equilibrium systems described by the 1D Ising model have attracted much attention.
Recent experiments have allowed us to accurately measure the current in a system of two
leads driven out of equilibrium using macroscopic control parameters [11].
The 1D systems in this case represent an approximation of three dimensional systems
with a very strong anisotropy, however there are complications associated with the sim-
plification of the system because of the role of purely elastic scattering [11]. This is due
to elastic scattering working very differently in 1D than in 3D, however as the problem is
well documented the simplification can still be made with some care being taken.
To make the out of equilibrium system more easily solvable we should allow the system
to reach a steady state, such that while there is a current flowing, there is no net change
in the system at each site. In order to characterise these out of equilibrium systems we
need to allow their unitary evolution, with an evolution time such that the time it takes
an elementary excitation in the bulk to reach the edge states is longer than this evolution
time.
Using this we can assume that any point in the bulk of the system is coupled to the
edge states in some way, and therefore the physics for the entire system should be more
easily characterised. The alternative to this is to assume that the system is infinitely long,
and therefore there is no point in the bulk that can interact with edge states, which also
allows for the physics of the system to be easily characterised. In this case the simpler
form is that of the infinitely long chain, so this is the form we will use. By discarding the
edge states of the system we simplify it dramatically.
The methods for driving the systems out of equilibrium include adding noise terms
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to the Hamiltonian and studying the changes in long range order, or the method that
is more microscopic such as having the spins driven by external fields. We could also
have the system in contact with heat baths at varying temperatures, in order to add a
temperature gradient, and explore the effects.
The method we will be using to start with, is a more simple way of forcing the system
out of equilibrium, by adding an energy current, this current is equivalent throughout the
system so it is a steady state problem, and because of the universal nature of the problem
it can be described in the initial Hamiltonian with a relatively simple sum over all sites.
The local energy current Jˆl is calculated by taking a time derivative of the energy
density and using the quantum mechanical equation of motion to represent a divergence
of the energy current [7].
The macroscopic current can by found via summation such that Jˆ =
∑
l Jˆl. This is
added to the initial Hamiltonian.
We can then add the term in the Hamiltonian that allows the current that passes
through the system. This energy current has a gap involved that means the current can
not actually flow until the amplitude of the current reaches a critical value, at which
point interesting effects can occur, these have been previously explored [7] using different
methods. We seek to confirm these results and explore further effects of this system.
2.5 Energy current
Adding an energy current to the TFIM makes it a very interesting subject of study for
new physics, as it allows us to explore new states and phase transitions that might occur.
One of the more interesting parts of this is a new phase that has no overall magnetization,
but still has long range correlations along the spin chain. This phenomenon was shown
by Racz et. al. [7]. It allows the natural steady state quantum system of the 1D TFIM
to become a non-equilibrium system. This is natural as for any kind of non-equilibrium
system we can see that there is some kind of current. As the system is already quite
simple, the ground state only implies the minimization of energy.
The new properties of this system are effectively characterized by the long range
correlations. We can compute them by applying an operator at an arbitrary site and
applying identity matrices to subsequent sites until we get to the desired distance, at
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which point we can apply the same operator and obtain the average. If we do this
at different distances we can see any possible patterns that emerge due to long range
correlations. The full explanation of the method will be given in the next section.
First we tested the correlation function for the trivial case of the ferromagnetic TFIM
but with zero transverse field and zero energy current, this showed what would be ex-
pected, which is that every site depends entirely on the previous sites for the direction of
magnetization, as there are no external fields applied to it the minimised energy is in this
form.
The energy current is defined by the commutator of the site Hamiltonian at two
neighbouring sites.
jEi = −i [hi−1,i, hi,i+1] (2.59)
Where hi is the site Hamiltonian. Expanding this gives us:
jEi = −i
[(
Jσxi−1 · σxi
)
,
(
Jσxi · σxi+1
)]
(2.60)
Remembering that there is a term ΓSzi for every site that must be included.
By evaluating these commutation relations we can find an overall energy current to
add to the original Hamiltonian through a Langrange multiplier.
The relevant commutators from this are:
[Jσxi−1 · σxi ,Γσzi ] (2.61)
and
[Γσzi , Jσ
x
i · σxi+1] (2.62)
These lead to
JΓ
4
σxi−1σ
y
i (2.63)
and
−JΓ
4
σxi+1σ
y
i (2.64)
taking J = 1 and h = Γ
J
we obtain:
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Jl =
∑
l
jEl =
h
4
σyl (σ
x
l−1 − σxl+1) (2.65)
As this was incompatible with the current implementation of the code, due to the code
only recognizing the nearest neighbours, through a small manipulation we obtained an
equivalent form where only nearest neighbours are considered. This is done trivially when
we remember that we are dealing with an infinite chain, and the energy current is a sum
over all sites.
Jl =
h
4
(σyl σ
x
l−1 − σyl σxl+1) (2.66)
the next term would be
Jl+1 =
h
4
(σyl+1σ
x
l − σyl+1σxl+2) (2.67)
From these we can take the terms such that only l and l+ 1 sites are considered, these
terms also commute freely as they are acting on different sites.
Jl =
h
4
(σxl σ
y
l+1 − σyl σxl+1) (2.68)
In this form the current is carried through the bonds between sites. When added to
the initial Hamiltonian we obtain:
H = −Γ
∑
i
Sxi − J
∑
i
Szi S
z
i+1 +
λΓ
2
∑
i
(
Sxi S
y
i+1 − Syi Sxi+1
)
(2.69)
Where λ is a Lagrange multiplier and Γ is the applied transverse field. It is important
to note that the new term is completely separable from the standard TFIM. This means
that the terms have the same dimensionality and are still only dependent on nearest
neighbours for information. This makes the previous code used on the standard transverse
field Ising model an ideal candidate for exploring this system.
Following the standard procedure as before, we obtain the dispersion relation: k =
|Λk| with
Λq =
(√
J2 + Γ2 − JΓ cos(qa) + ζ sin(qa)
)
(2.70)
For this we have introduced ζ = λΓ
2
which seems to be the natural variable. From
this we can see that the q → −q symmetry is broken when ζ is not zero, however when ζ
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remains small the symmetry breaking field caused by it does not alter the ground state,
showing us that the model derived here has an energy gap. This gap would prevent any
current flowing for small values of ζ and therefore preserve any state until ζ is large enough
to overcome the gap, allowing symmetry in the system to be broken without affecting the
ground state [7].
Figure 2.4: Figure highlighting the symmetry breaking effects of ζ. The qualitative picture
is the same at all transverse fields h except at h=1 where the gap disappears [6]
This shows us that until a critical value of ζ is reached we cannot have an energy
current flow, which should translate to an area of stability in the phase space where there
is no change in the phase diagram due to an applied energy current.
We can find the critical values for this ζ by applying the conditions of
Λq = 0,
δΛq
δq
= 0 (2.71)
Such that the energy current has overcome the gap, and it is the minimum of this
function that has overcome it. The conditions provide the solutions of
ζc =
λcγ
2
= ζ+c = Γ (2.72)
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for Γ > J and
ζc =
λcΓ
2
= ζ−c = 1 (2.73)
for Γ < J .
Since the ground state is independent of ζ for ζ < ζc the phase transition is expected
at the same point, which is a second order transition around the region J = h
Figure 2.5: Phase diagram showing relevant phase transitions, the dashed line represents
the 2nd order transition around J = h and k is the wavenumber, which is only affected
by ζ [7]
In order to test the numerical method effectively we verified all these results using
the code. To do this the method was used by changing ζ in the initial Hamiltonian,
such that ζ is never higher than ζc. In this diagram 2.5 the wavenumber k is defined as
k = arccos
(
1
L
)
which gives a frequency of oscillations dependent on the energy current.
It is expected from previous results that the phase transition point should not change
between these different conditions, as no current will flow and therefore the ground state
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will not change.
Figure 2.6: Phase transition with zero energy current
Figure 2.7: Phase transition with energy current ζ = 0.7J
As is shown in figures 2.6 and 2.7 the phase transitions of the system are unaffected by
the increase in energy current as the gap has prevented any current from flowing, therefore
not altering the ground state of the system.
If we move into another known phase, such as the paramagnetic (disordered) state, we
can see that the spin correlations between the sites at a given distance are very different
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as expected. As can be seen the dependence of the magnetization on nearby sites decays
exponentially with distance from the original site.
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Figure 2.8: Figure showing the periodic power law relationship between correlations and
site distance, highlighting the agreement between figure 2.5 [7] and our method in the
region ζ=2, an equivalent area on the phase diagram is shown in figure 2.9
However the interesting part of this system occurs when an energy current is intro-
duced. This allows the development of a new critical phase in the system, this is shown
in figure 2.8. We can argue this is a new phase as the energy current is non zero, because
there is enough energy in the current to allow the current to flow, without any magnetic
order in this phase and the correlations show oscillations with a long range correlation
between sites which falls off as a power law with the distance. [25]
This was shown in the paper by Antal et. al. from a different numerical analysis of
the system. We reproduced the same results with our method. The details of the method
used are described in chapter 3. To note are the ways in which the oscillations shift
towards the normal as Γ tends towards ζ, this is similar in both figures 2.9 and 2.8.
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Figure 2.9: Figure from the paper by Racz et. al. in the region of L=2 with various
transverse field strengths. [7]
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Chapter 3
Method
In order to find ground states for more complicated systems often an analytical approach
is not feasible. In these cases a numerical approach can be used to approximate the ground
state instead. While the numerical approach will not give exact ground state energies of
the system, steps can be made to ensure that the errors introduced by the numerical
approach are minimized.
Simulation of systems becomes more important when we have strongly interacting
systems, where perturbation theory fails. Previously pioneering numerical renormalization
group methods has been developed by Wilson [39] and White [40]. These methods have
had great success in certain systems, with some limitations [41]. These methods are
limited to cases where the original Hamiltonian can be mapped onto a local Hamiltonian,
while other techniques involving the Monte Carlo methods suffer from the known sign
problem [42]. This occurs when in the case of Fermions the minus sign associated with
their commutation relations, causes us to sample the wrong allowed distribution of the
system e.g. we simulate a ferromagnet and expect to learn about a frustrated ferromagnet.
The method we have decided to use for our case is a form of Density Matrix Renor-
malization, known as Time Evolving Block Decimation, the main difference between these
two methods is instead of splitting the system into blocks and updating them as needed,
we update the blocks in groups ordered such that properties can propagate through the
system as though time were passing. This method involves splitting the system into
sections, with all of the information of these sections stored.
We then choose the states within the system that most closely match our goal. Natu-
rally, by disregarding some of the original states we lose some information of the system,
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but with careful selection of the remaining states we can have almost non-existent errors
resulting from the lost information. It is interesting to note how many states can be
removed from the system while still keeping a very good approximation, e.g. with just 15
states being kept we can already see the important characteristics of simple systems and
with 30 we have errors of less than 10−6 in the case of the spin 1 Heisenberg chain. This
is explored in more detail in the next section.
3.1 Matrix product states
Matrix product states help in the parametrisation of the reduced Hilbert space provided
by the aforementioned DMRG. Matrix product states make use of a tool from linear al-
gebra known as singular value decomposition or SVD.
SVD states that for any matrix of dimensions m × n there is a decomposition of the
form
M = USV † (3.1)
Where:
U is a unitary matrix with dimensions depending on the initial matrix, in this case as
M is an m×n matrix, U will be an m×m square matrix which has orthonormal columns
i.e. U †U = I where I is the identity matrix, also if m ≤ n it is unitary and UU † = I[44]
S is a rectangular matrix of dimension m × n with diagonal, non-negative entries.
These are the so-called singular values. The number of non-zero values is known as the
Schmidt rank. Each individual value is a Schmidt state[44].
V † is a dimension n× n unitary matrix and has orthonormal rows[44].
For an example matrix M
M =

1 0 0 0 2
0 0 3 0 0
0 0 0 0 0
0 4 0 0 0
 (3.2)
We can obtain the S U and V † for it following the previously stated rules.
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U =

0 0 1 0
0 1 0 0
0 0 0 −1
1 0 0 0
 (3.3)
S =

4 0 0 0 0
0 3 0 0 0
0 0
√
5 0 0
0 0 0 0 0
 (3.4)
V† =

0 1 0 0 0
0 0 1 0 0
√
0.2 0 0 0
√
0.8
0 0 0 1 0
−√0.8 0 0 0 √0.2

(3.5)
This highlights that although the S matrix is a rectangular diagonal matrix, the values
along the diagonal can still be zero. Also of note is the U and V † matrices are unitary,
which means multiplying by their conjugate transpose will yield the identity matrix.
The importance of this form is in the property of being able to find the optimal
approximation of the initial matrix M with some other M ′ where M ′ is a lower rank
matrix than M and thus contains less information. In theory we can change the rank of
M ′ by taking the SVD of M = USV †, and set all except the first r′ (the rank of M ′)
sites to zero. However in practice we can be more selective, and select the first r′ most
important sites.
This is assumed to also apply to any quantum state. The rank of the S matrix can
determine if quantum systems described by the matrix are entangled systems or not. Such
a decomposition is known as a Schmidt decomposition. Meaning that any pure state |ψ〉
can be written as:
|ψ〉 =
∑
ij
Ψij |i〉A |j〉B (3.6)
Where i and j are the orthonormal basis of the blocks with dimensions NA and NB
respectively .
If SVD is carried out on the matrix Ψ (3.6) it can be shown that a Schmidt decom-
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position can be obtained such that [44]:
|ψ〉 =
r∑
a=1
sa |a〉A |a〉B (3.7)
Where r is a restriction on the sum during the SVD of the equation (3.6). It can also be
shown that r = 1 corresponds to the classical problem, while r > 1 points to entangled
states.
Because of equation (3.7) we can show that the reduced density matrices ρˆA and ρˆB
are:
ρˆA =
r∑
a=1
s2a |a〉A 〈a|A ρˆB =
r∑
a=1
s2a |a〉B 〈a|B (3.8)
The eigenvalues are wa = s
2
a and the eigenvectors are from the left and right vectors
from the singular value decomposition in (3.7).
Unfortunately these matrices can become exponentially large, so we are faced with
the problem of how to bound their size for actual computations. If we consider the mixed
canonical representation [44] we see that for the exponentially decaying eigenvalue spectra
of the density operators and hence exponentially decaying singular values, it is possible to
cut the spectrum at the D largest singular values without an appreciable loss of precision.
In general the largest error incurred by a single truncation is of the form [45]
|||ψ > −|ψtrunc > ||2 ≤ 2
L∑
i=1
i(D) (3.9)
where i(D) is the truncation error at bond i caused by truncating down to the leading
D values. This means the problem of errors is tied directly to the eigenvalue spectra of
the density operators.
In order to use this in more conventional concepts we set up an iterative growth of
the spin chain, that lets us progress from l to l + 1 as mentioned before. However we
should have an upper bound of the number of sites contained in this otherwise we will
suffer from the computational strain caused by this number of states. In order to do
this organically and in such a way that we get the errors defined by (3.9) we will allow
the system to grow beyond the size D and then truncate back down to D by taking the
system with the lowest singular value. By iterating this process we get a system that is
never (much) larger than D while maintaining around the same errors as we would by
taking the infinite system and truncating it down to D.
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If we want to define a left block using this language we get something like:
|al >A=
∑
al−1σl
< al−1σl|al >A |al−1 >A |σl > (3.10)
Where A < al−1σl|al >A is an unspecified value and σl is the local state for site l. If
we then introduce a matrix at site l for each possible individual site σl, we can rewrite
equation 3.10 as
|al >A=
∑
al−1σl
A[l]σlal−1al |al−1 >A |σl > (3.11)
In this equation the elements of the matrix are given by
A[l]σlal−1al =A< al−1σl|al >A (3.12)
where [l] defines which particular set of A matrices are used, and σl which matrix in
particular. At this point the local state σl is taken from the site that the matrices were
introduced, so the extra notation is not needed, however we can encounter situations
where the matrix A is not selected based on the local states at l and thus this notation is
required.
From this we can form a simple recursion such that:
|al >A=
∑
al−1
∑
σl
A[l]σlal−1,al |al−1 >A |σl > (3.13)
|al >A=
∑
al−1,al−2
∑
σl−1σl
A[l]σl−1al−2,al−1A
[l]σl
al−1,al |al−2 >A |σl−1 > |σl > (3.14)
|al >A=
∑
a1,a2...al−1
∑
σ1σ2...σl
A
[l]σ1
1,a1
A[l]σ2a1,a2 ...A
[l]σl
al−1,al |σ1 > |σ2 > ...|σl > (3.15)
|al >A=
∑
σ,∈A
(Aσ1Aσ2 ...Aσl)1,al |σ1 > |σ2 > ...|σl > (3.16)
A similar set of matrices can be ”grown” this way from the right extreme L to meet
at point l
|al >B=
∑
al+1σl+1
< al+1σl+1|al >B |al+1 >B |σl+1 > (3.17)
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B[l+1]σl+1alal+1 =B< al+1σl+1|al >B (3.18)
|al >B=
∑
σ,∈B
(Bσl+1Bσl+2 ...BσL)al+1,1 |σl+1 > |σl+2 > ...|σL > (3.19)
The asymmetry in the notation is because we note which bond the block terminates
at. This is so that when both the A and B matrices are matched we get the whole picture
of the system, from the first site to site L.
From this we can insert a site at any point, based on the eigenvalues of the system.
Figure 3.1: Graph showing the effect of additional Schmidt states on errors in the
system[46]
The graph in figure 3.1 shows the effect of Schmidt states on errors for a standard
spin 1 Heisenberg chain. This shows the information contained in each successive Schmidt
state on the y axis against the number of Schmidt states kept to describe the system on
the x axis. As shown with this figure you can see a very good approximation of the system
with errors only around 10−6 after only 15 states are kept. It is important to note that
this shows the spin 1 Heisenberg chain system, which has many symmetries allows a very
good approximation of the ground state to be obtained with very few Schmidt states. As
the system becomes more complicated then more states will need to be kept.
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To use this method effectively we need to find the matrix form of the Hamiltonian
defined in equation (2.69)
The four possible spin configurations for neighbouring spins are ↑↑, ↑↓, ↓↑, ↓↓, ap-
plying the spin operators to these will give a different spin configuration, which gives a
matrix coordinate for the code to work with, e.g. ↑↑ becomes ↑↓ with a multiplier used
in the matrix.
This gives us a matrix that looks like this:

J −Γ
2
+ iλ −Γ
2
− iλ 0
−Γ
2
− iλ −J 0 −Γ
2
+ iλ
−Γ
2
+ iλ 0 −J −Γ
2
− iλ
0 −Γ
2
− iλ −Γ
2
+ iλ J

3.2 Density Matrix Renormalization group
Strongly correlated quantum systems have traditionally been very hard to study, yet
encompass some of the more interesting physical phenomena[43], such as quantum spin
chains and ladders, frustrated magnetic systems in one and two dimensions, and also high
temperature superconductivity[44]
These systems are extremely hard to study because of their microscopic nature and
the usually small range and very strong interactions involved on a very local scale causing
large macroscopic changes through correlations. Only in a few cases such as in one-
dimensional systems where the Bethe ansatz or bosonization techniques can be used are
exact analytical solutions possible. Perturbation theory usually fails due to all of the
main interactions in the system being strong, so there is no focus for the method to iter-
ate around, although sometimes perturbation theory can give correct qualitative results.
Some other field-theoretic approaches have revealed properties such as the Haldane gap
physics in 1D chains with integer spins[14]. These are limited by large approximations
made which have to be controlled by numerical methods such as quantum Monte Carlo,
or exact diagonalization[44].
Since its invention the Density Matrix Renormalization Group technique (DMRG from
now on) has established itself as one of the most powerful numerical methods for one
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dimensional systems[47]. This success in dealing with one dimensions lead to the search
for an extension of its applications to the case of dynamic systems or to two dimensional
systems. Unfortunately the method does not work well in two dimensional systems as the
resources required increases exponentially with the system size, making any large lattice
very time consuming to process. This is somewhat mitigated by creating pseudo two
dimensional systems known as spin ladders, which have a limited number of rows with
respect to the chain length allowing a few interacting chains to be calculated, however
adding more rungs onto the ladder again increases the resources required exponentially.
The problem in 2D stems from the way DMRG works i.e. taking a chain of sufficient length
to model the system and discarding enough states to keep the Hilbert space manageable.
In 1D the model works first by splitting the chain into left and right blocks[48], then
introducing spin pairs between the blocks, such that there are two pairs of spins between
the left and right blocks. These blocks can start from a total length of two spins. The
method then introduces more spins between the two blocks, while absorbing the previous
spin states into the left and right blocks iteratively, such that there is always a block-site-
site-block structure to the model. This is essentially a renormalization group method. In
this way the model is iteratively updated to any certain length l . The step after construct-
ing the model is retrieving information from this reduced Hilbert space. Any state within
this model can be described by |ψ〉 = ∑(aABBaB) ψaABBaB |a >A |σ >A |σ >B |a >B =∑
iAjB
ψiAjB |i >A |j >B By diagonalizing |ψ〉 we can find the minimized energy
E =
〈ψ| HˆAB |ψ〉
〈ψ|ψ〉 (3.20)
As this is a short range interaction the matrix is sparse, which means the ground
state can be solved relatively easily. In order to truncate the basis we need to truncate
using the reduced density matrix, ρˆA = TrB |ψ〉 〈ψ| and ρˆB = TrA |ψ〉 〈ψ|. As DMRG is
a variational method, there is no problem in dealing with fermions[49]. This makes the
method equally useful for both fermionic and bosonic systems.
Using this formalization we can also find the expectation of any operator A using the
form A¯ = 〈ψ|A|ψ〉 [50]
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3.3 Time evolving block decimation
Time evolving block decimation works in a similar way to Density matrix renormalization.
It is important to note that in an infinite length chain Ising model the elementary exci-
tation (from a ferromagnet) is having every spin right of a certain point flipped, instead
of the intuitive case of having only one spin flipped. Because of this to have an operation
affect only one spin we need to use two elementary excitations in order to act on every
spin on the right, and then move one lattice spacing to the right and using the inverse of
that elementary excitation in order to correct the change on every spin but one. It works
first by splitting the matrix into Schmidt states using the Schmidt decomposition.
|ψ〉 =
r∑
a=1
sa |a〉A |a〉B (3.21)
This allows any point on the spin chain to be represented by three values, i.e. the inter-
action on the point from the left λ[0] the effect of the transverse field on the lattice point
itself, Γ[1] and the combined effect of λ[0] and Γ[1] on the remaining points to the right λ[1].
Using this convention we can add in a separate lattice point with just two more factors,
Γ[2] and λ[2] This is shown diagrammatically in 3.2 as follows
Figure 3.2: Showing how Chi is constructed [46]
By taking a number of these χ constructions we can form an approximation of the
ground state of the system. The more of these states we retain in the process of renor-
malising the more likely the wave function generated will fit the Hamiltonian, and be an
accurate representation of the exact wave function.
This allows the spin chain to be written in a matrix product state form [51]∑
α1,α2...αN
Γ[1]α1λ
[1]
α1Γ
[2]
α1α2
λ
[2]
α2...λ
[N−1]
αN−1Γ
[N ]
αN
(3.22)
This formation can be immediately decomposed to
|ψ〉 =
χ∑
αl=1
λ[l]αl
∣∣φ[1...l]αl 〉 ∣∣ψ(l+1)...Nαl 〉 (3.23)
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Where χ is a measurement of the entanglement of the system. Generally χ grows expo-
nentially with N .
In order to allow this algorithm to evolve in time, we need to separate the chain into
pairs, where one pair (F) would be
λ
[0]
α0Γ
[1]
α0α1
λ
[1]
α1 (3.24)
for all subsequent even λ, while the second pair denoted by (G) would be
λ
[1]
α1Γ
[2]
α1α2
λ
[2]
α2 (3.25)
for all subsequent odd λ.
From this we can apply a Suzuki-Trotter decomposition [52][53][54][55] , such that
e(−i(F+G)∂t) ≈ fp[e−f∂t, e−G∂t] (3.26)
where f1(x, y) = xy and f2(x, y) = x
1
2yx
1
2 , etc.
This allows you to split the chain into two groups such that
UF =
∏
evenr
e−iF
R∂t (3.27)
and
UG =
∏
oddr
e−iG
R∂t (3.28)
This, in turn, allows each section to be updated separately and iteratively [56].
Figure 3.3: Showing how different sites are updated separately [46]
Because of this splitting, repeated application of the algorithm applies a time evolu-
tion to the model. This allows any local fluctuations to ‘travel’ along the spin chain, so
excitations can be modelled. Using this method on a toy model, the TFIM with an in-
creasing transverse field strength, we can detect the phase transition from ferromagnetism
to a disordered state.
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The magnetization can be retrieved from this by applying a magnetization operator
defined as 1 0
0 −1

to the site we are interested in. This operator effectively flips a spin state in the
system. This is done by taking the site we are interested in and isolating it from the
surrounding system, such that there is a left side of the system, then the interesting site
and the remaining right side of the system, by adding in the magnetization operator on
the isolated site, then inserting it back into the system, we can see the magnetization of
the site after being affected by the rest of the system.
The long range correlations of the system can also be obtained, while it is more
complicated than finding local order parameters, such as the magnetization it is still a
relatively simple process. In order to get the correlation function for two neighbouring
sites we can isolate both sites, and take the left and right sections of the system again.
By applying an operator to both sites we can compare the sites to see any correlations.
However in order to find correlations for any sites that are separated further than its
neighbours we need to add each site that separates them. We do this by applying a
transfer matrix between the sites of interest, we can then compare any two sites with
arbitrary separation. This allows us to construct a figure showing how the correlations of
the system change as the separation of the sites is increased.
In order to form the transfer matrix required to explore the spin-spin correlations we
first create the matrix associated with the initial state, from which we will measure the
correlations. In order to construct a transfer matrix a function is required, in this case we
are taking the spin-spin correlations, we have a matrix T that will apply this. In order to
evaluate the function of this matrix we need to decompose it in the form
f(T ) = Wf(E)W−1 (3.29)
Where E is the eigenvalue matrix of T and W is the eigenvector matrix of T . In this
form the E matrix is a diagonal matrix which makes it very easy to evaluate, such that
each function must only be applied once for each of the diagonal elements. As the transfer
matrix is defined as the function to transform site i into i + 1, we can express it in the
form:
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Si+1 = Ti · Si (3.30)
From the conditions within the initial χ shown in figure 3.2 we have a matrix which
represents the bond (λ), which can act as a boundary condition. We can rearrange this
to the form
Ti = W
−1
i+1Wie
λiΓi+i (3.31)
This is then applied to the initial state a number of times, such that a certain number
of sites can be evaluated. In an ideal case the transfer matrix would contain all of the
information of the system no errors are involved, however as this system has truncation
errors involved some information of the system is lost, which can cause errors in the
transfer matrix operation. Because every site is generated from the previous site, every
site generated will increase the errors for that site, i.e. the 20th site will have a much
higher error than the 5th.
As this method has been successfully tested in the properties of the toy model it will
be modified to apply to non-equilibrium conditions of the system. The non-equilibrium
effects can be very interesting to study as many symmetries are broken, so it is difficult
to detect the phase transition. Because of this we will be looking at topological phases
as in theory [12] they can show a phase transition while also surviving non-equilibrium
effects.
It is important to remember that the number of sites retained in the re-normalization
is very important in categorizing more complex Hamiltonians, so for the proposed sys-
tem with an added energy current much care must be taken when deciding between the
efficiency of the simulation (reducing the number of sites retained) and the accuracy of
the simulation (keeping as many sites as possible). For very simple systems a very small
value can give very accurate ground states, however adding complexity to the system
can destroy some of these symmetries, making the ground state more complicated, which
means more sites are needed to contain the information of the ground state. In order to
try and categorize the number of sites that should be kept in the simulation a variation
of finite size scaling was used, named finite point scaling. This method works by checking
known attributes of the system such as the position of phase transitions on the phase
diagram [7], and comparing the values for different numbers of sites, this can be done for
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any arbitrary phase diagram however it is useful to check with known results. With this
method we would compare the phase transition position against the inverse of the number
of sites, this should allow us to trace a line of best fit through a value of zero, which for
1
n
, where n is the number of sites, should show an approximate position of the transition
for an infinite number of sites. Most tests of this method have shown a relatively flat
line, with a small deviation towards the small number of sites retained. This is consistent
with what we know about the method being used, in that a very accurate picture of the
system can be obtained with relatively few retained sites.
This method can work using predefined starting conditions, the sites can be set to a
ferromagnetic starting point or anti-ferromagnetic, this process will minimize the energy,
however it is important to note that the small perturbations that the re-normalization
causes can be insufficient to move the system from a local minimum, therefore it is better
to start the system in either a semi randomized or randomized state. It is ideal to use
the method repeatedly using the randomized starting conditions to check for consistency,
especially if used on a complicated system. If the process is repeated this way it is very
unlikely that the method will return a state that is far away from the ground state of the
Hamiltonian provided.
3.4 Using this method
In the previous sections we have described how the methods work, however in order
to facilitate the repetition of these results examples of using the method will be shown
here. Functions used with this method are written in python, with additional libraries
”Numpy”, ”Scipy”, ”Math” and ”Pickle”. These functions are shown in the appendix.
In order to generate results for a scenario first we must choose appropriate variables
for the script shown in the appendix .1. The initial variables are easy to understand, such
as "h" the strength of the transverse field, and "L" the strength of the energy current.
The other variables to take note of are "runs", which allows a variable to be changed
within the functions while stitching together the results, for example slowly changing the
energy current or transverse field, and being given a set of results from which more data
can be extracted. The best example of an important use of ”runs” is when looking for
the phase transition caused by the transverse field with the derivative of magnetization,
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the more ”runs” are done the more continuous the data set, which allows a much more
accurate measure of when the phase transition occurs.
The next unintuitive variable is the "error_bound". This is used to check that the
"update" function .2.2 is converging correctly, and will only allow the program to go onto
the next step when the differences between two sets of runs are below the "error_bound".
Finally there is "limit", this limits the number of iterations the code will run through
with a hard cap, as soon as this limit is reached the code will move on to the next step.
It is unusual for this "limit" to be reached, however there are occasional cases where it
is reached, this is normally when the "error_bound" is set too low, and the errors found
within the program have difficulty getting low enough to meet the condition for moving
to the next step. If the "error_bound" is set very low and the "limit" is very high the
program can take an extremely long time to run without any appreciable decrease in the
errors.
The program then defines a ”dictionary” called "data", which will store all the in-
formation obtained during the simulation, to be processed later. The variables defined
initially are fed into the function
fn.loop(N,curr,initfield,highfield,chi_max,mult,runs,Filename,limit,error_bound)
This function then builds the necessary variables from the initial inputs, including
defining tensors that will contain the information from the simulation and pass it on to
"data". The Hamiltonian is also defined within the "loop" function .2.1. The "loop"
function also contains the varying condition, in this case the transverse field strength
varies such that it changes from an initial value to a maximum value, depending on the
initial conditions defined in the script .1. These are then passed on to the "ground_state"
function .2.3.
The "ground_state" function .2.3 concentrates on the differences between the
"Bond_expectation_value" after a number of runs using the "Update" function. The
idea of this is that after a certain number of updates, there will be a change in the
"Bond_expectation_value". This change is measured, and when the change is smaller
than the "error_bound" defined earlier the program decides that this state is the ground
state. This is repeated for decreasing δ, in order to decrease the errors as much as possible.
When the program is finished updating for all of the different δ, it passes the result back
45
to be recorded as a reasonable approximation of the ground state for the values it was
given.
The "update" function deals with all of the truncations and matrix manipulation
described earlier in the method. In this function the θ matrix is constructed and decom-
posed using a Schmidt decomposition, using the values from this we can decide which
states are important within the θ and truncate accordingly. If the maximum number of
χ has not yet reached the maximum allowed, defined by "chi_max", then no truncation
will occur. This function also deals with the Suzuki Trotter decomposition described in
section 3.3, by splitting the process up into several stages, which are updated separately
a time evolution is allowed.
3.5 Errors from method
As this method is a numerical approach to the problem, it can never give an exact solution
to the more complicated problems, however it can approach exact solutions very closely.
When considering a 1D quantum array of sites n ∈ (1...l) described by a site Hamiltonian
Hn. Given a pure state
|ψ >∈ H⊗ld (3.32)
of all the systems, the entanglement between two block of this system can be charac-
terized by the rank χA of the reduced density matrix ρA.[24]
χA ≡ rank(ρA) (3.33)
where ρA ≡ trB (|ψ >< ψ|)
In order for this simulation to be effective, the entanglement should be small. This
can be done by having a reasonable Hamiltonian, such that it only contains short range
interactions and the elementary excitations of the Hamiltonian are small. As the Hamil-
tonian used in the following thesis only have nearest neighbour interactions, or impurities
that further weaken the interactions the condition for weak interactions is met.
A state |ψ >∈ H⊗ld can be described by a matrix of size O(ndχ2)[24]. We get this by
first expanding |ψ >∈ H⊗ld into products, such that
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|ψ >=
d∑
i1=1
...
d∑
in=1
ci1...in|i1 > ⊗...⊗ |in > (3.34)
We then write out the terms for all the coefficients ci1 ...in
ci1 ...in =
∑
α1,...,αn−1
Γ[1]i1α1 λ
[1]
α1
Γ[2]i2α1α2λ
[2]
α2
Γ[3]i3α2α3 ...Γ
[n]in
αn−1 (3.35)
This allows us to build a model of this quantum system in terms of dimensions of a
tensor, with manipulations of this system being done with tensor multiplications.
The errors with this method occur in two places. The first source of error is truncating
the χ where the number of χ kept is much smaller than the generic case. We can do
this because we can obtain a very good approximation by using χc  χ. Of course by
truncating in this fashion we get an error of the order of
1 =
χ∑
α=χc+1
(
λ[l]α
)2
(3.36)
The error incurred in this truncation is reduced by taking the highest rank values of
χ shown in equation (3.33).
The second error occurs during the Trotter expansion, with an order p Trotter expan-
sion we get errors in the order of:
2 ≈ δ2pT 2 (3.37)
This error can become significant, as a certain amount of time is needed for the system
to evolve into a steady state. We achieved this by allowing δ to remain high for a number
of runs, and then reduce δ to mitigate possible errors from taking large time steps. This
allows us to go through an appreciable amount of time for the system to reach a steady
state, with a relatively minor computing cost while still minimizing δ in order to get a
low error from (3.37).
When building the correlations with the transfer matrix, it is more important to check
for the differences between calculated correlations to check for convergence. In order to do
this we take the correlations before a set of runs and check them against the correlations
after a set, and looking at the difference by taking the root mean square of each site, to
check the errors. By minimizing this error checking value it can be found that increasing
the number of χ states kept can dramatically reduce the errors found in the correlations,
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so this should be the computationally efficient variable for checking correlations at ranges
longer than 20 or 25 sites.
Looking at the errors from the correlations instead of the site expectation values is
much more intuitive when dealing with results that require analysis of the correlations,
as it is a direct measure of the differences between correlations for each run. While the
site expectation is a more direct measure of the errors occurring in the magnetizations,
and is also computationally less taxing.
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Chapter 4
Results and analysis
4.1 Analysis of the energy current phase
In the paper by Antal et. al. [7] they note a phase caused by the energy current that is
separate from the others because of the presence of long range correlations. This phase is
driven by the energy current, so only occurs when the current overcomes the gap, intrinsic
in the system.
An interesting part of this region is the way the energy current effects the periodic
function. According to the analysis in [7], the function approximates
Q(L, h)cos(kn)√
n
(4.1)
Where L is the energy current, h is the strength of the transverse field (in units of
J), k is the wavenumber, defined as k = cos−1(L−1) and n is the site distance from the
original site.
The first step to verify this picture, was to obtain original results for this region. To do
this I obtained the first 20 correlations for n with appropriate energy current, then took
the approximation from (4.1) as an idealised function with Q = 1. As Q is dependent
on more than one variable in order to get an accurate picture of the value of Q a linear
regression was performed between the idealised function and the numerical data that was
obtained, this gives a gradient of a regression line which will tell us the value of Q. To
check that this new value of Q is accurate, we can reinsert it into the idealised function
(4.1) and check the residual differences between the two data sets. These residual terms
presented as a decaying sinusoidal of the form:
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Q2sin(kn)
n
3
2
(4.2)
As these residuals are our of phase of the original idealised function, we can say that
there is a new fitting function with some additional periodic term:
Q(L, h)cos(kn)√
n
+
Q2sin(kn)
n
3
2
(4.3)
While Q2 is still dependent on the strength of the transverse field and the energy
current it is a second order term, with a small effect on the overall correlations, so we can
approximate it as 0.08 for these values of the energy current and transverse field. This
will allow us to more accurately find the value of Q.
By using this technique to look at more refined values for the correlations it became
apparent that lower values of χ were not enough to model the correlations accurately.
The first 20 correlations for n using a χ of 20 did not show an idealised sinusoidal wave in
the initial residuals. As the accuracy of the obtained results are dependent on χ it follows
that changing χ will change the results, in order to see the effect χ has on these results χ
was increased.
Chi n=1 n=2 n=3 n=4 n=5 n=6
20 0.33329 -0.19273 -0.35811 -0.16551 0.13314 0.25589
30 0.33287 -0.19295 -0.35834 -0.16538 0.13377 0.25643
40 0.33290 -0.19293 -0.35838 -0.16544 0.13379 0.25656
80 0.33289 -0.19295 -0.35841 -0.16544 0.13390 0.25673
From this table we can see the differences in the values due to the change in χ. From
this table we can see that increasing χ from 20 to 30 causes a change of about 0.12%,
while changing from 30 to 40 the change is much smaller (around 0.01%). The change
from 40 to 80 is insignificant enough that it can be attributed to a statistical anomaly
rather than a change due to the value of χ.
Although the higher values of χ give seemingly more accurate results, the processing
time for the numerical data at higher χ rapidly increases, changing χ from 40 to 80 caused
the processing time to increase tenfold, which means that the benefits from increasing χ
would be rapidly outweighed by the extra time taken.
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Once the correlations had been obtained for each pair of h and ζ an initial value of
Q was calculated be taking the gradient of the linear regression line obtained from the
correlations paired with the first order correlation function with Q=1.
n= 1.00000 2.00000 3.00000 4.00000 5.00000 6.00000
correlations 0.33290 -0.19293 -0.35838 -0.16544 0.13379 0.25656
cos(kn)√
(n)
0.50000 -0.35355 -0.57735 -0.25000 0.22361 0.40825
Calculating the linear regression for this set of correlations gave:
y = 0.62729x+ 0.00211 (4.4)
Where x = cos(kn)√
(n)
and y is the set of correlations obtained, while n goes to 20.
By using the gradient of this regression line as the initial value of Q the correlations
obtained match much more closely.
N 1.00000 2.00000 3.00000 4.00000 5.00000 6.00000
correlations 0.33290 -0.19293 -0.35838 -0.16544 0.13379 0.25656
Qcos(kn)√
(n)
0.31364 -0.22178 -0.36217 -0.15682 0.14027 0.25609
Residual 0.01925 0.02885 0.00379 -0.00862 -0.00647 0.00047
Residual*n1.5 0.01925 0.08159 0.01969 -0.06895 -0.07238 0.00692
By multiplying the residual terms by a factor of N1.5 we can see a sinusoidal pattern,
this appears as an extra term in the idealised function. The amplitude appears to be
around Q1 = 0.08
This is shown in figure 4.1
This allows us to confidently add the new term to the fitting function in equation
(4.3), which in the case of h=0 L=2 we have an initial Q = 0.62729 and a first order
correction Q2 = 0.08.
The new second order idealised function can again be compared to the numerical data
obtained and more residual terms can be found. During this process however it is im-
portant to select the areas of focus carefully, as low values of n should be disregarded as
additional terms in the second order function would dominate. High values of n should be
disregarded as they involve very small values of correlations and are, therefore, dominated
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Figure 4.1: Sinusoidal residuals of correlations for 20 sites after being multiplied by N1.5
by errors in the code, due to the limitations caused by a finite number of χ. For this rea-
son, when comparing the new residuals mid-range values of n should be chosen, such as
the range from n = 6 to n = 15. As the residuals in this range have the same sign as the
correlation it implies an adjustment should be made to the main term in the correlation
function, i.e. to the value of Q. By averaging these values a new approximation to Q can
be obtain to further refine the model.
N 6.00000 7.00000 8.00000 9.00000 10.00000
Correlation 0.25656 0.12273 -0.10804 -0.20993 -0.10187
Q(L,h)cos(kn)√
n
+ Q2sin(kn)
n
3
2
0.25609 0.12229 -0.10783 -0.20910 -0.10137
Residual 0.00047 0.00044 -0.00021 -0.00083 -0.00049
Residual/Correlation 0.00183 0.00357 0.00196 0.00395 0.00484
By making a small adjustment to the initial value of Q we get a new value of Q =
0.62983, for h = 0 and L = 2. This process is repeated for different values of h and L in
order to find the dependence of Q on these two parameters. It should be noted that for
each different value of h and L are checked to make sure the sinusoidal residual is present,
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as if it is being added to the idealised function it should be consistent, although Q2 could
have a separate dependence on h and L than Q.
4.2 Antiferromagnetic bulk transverse field Ising model
with energy current
As all previous tests were done using a ferromagnetic bulk, we decided to test the phase
diagram of the antiferromagnetic bulk to see if the phase transitions were preserved.
In order to check the phase transitions fully we employ the corresponding order param-
eter for the antiferromagnets, namely the staggered magnetization function. Therefore
each site’s magnetization is multiplied by the factor (−1)s where s is the site number,
since without this factor the overall calculated magnetization would be zero. This allows
us to check for differences from the standard ferromagnetic model in both the correlations
and the magnetizations of the system through different transverse field and energy current
strengths.
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Figure 4.2: Anti-Ferromagnetic Bulk phase transition zero energy current, the magneti-
zation here is modified by the step function
As shown in Figure 4.2, when the factor is applied to the system the zero energy
current looks identical to the standard ferromagnetic TFIM. As has been shown before
this is the expected behaviour of the system.
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Figure 4.3: Anti-Ferromagnetic Bulk phase transition L=0.5 demonstrating errors occur-
ing at low χ
Figure 4.3 shows that while the system retains its overall shape there are discrepancies
resulting from some elementary excitations in the system, this occurs especially around
the area h = λ and h = λ
2
, where the transverse field is equal to the energy current. This
is likely an error occurring due to the number χ of states retained in the code, however
as the error is localised the number of states used still seems sufficient to describe this
particular state. If any more refined detail is required in the specific area of h = λ then
an increased number of states would be required.
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Figure 4.4: Antiferromagnetic Bulk highlighting errors around λ = 0.3
Looking closely at 4.4 with a large number of samples taken around the site, it
appears that it is a single error at the point of h = λ. In order to check that it is
not a systematic error in the code and rather just a point that requires many states to
describe, an increase in the number of states used to describe the system is used. This is
coupled with an increase in the number of iterations the code uses to find the correct wave
form, however as doing this throughout the system would be expensive computationally
we instead focus on mitigating errors. This is done by checking the difference between
results after one run, to the previous run. If the change is small enough we can assume
that the system has reached a steady state. As the system has a small chance of reaching
this conclusion early, we set in a minimum number of iterations before the method is
allowed to halt and produce results.
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Figure 4.5: Antiferromagnetic Bulk Correlations at λ = 0.5
Shown here is the same system with proper error checking included. As can be seen it
behaves exactly as in the ferromagnetic case. This shows that with suitable numbers of
loops and some error checking the individual errors occurring at h = λ can be mitigated.
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Figure 4.6: Antiferromagnetic Bulk Correlations λ = 0.5
The correlations from Figure 4.6 show a set of different transverse field strengths
against a distance separation measured in number of sites. As this is an average, for
many different sites with many different distances it shows that there is no systematic
error. This show that there are no significant changes even through the critical area, this
gives the idea that it is a very local phenomenon or a single site within the code that is
causing errors.
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Figure 4.7: Antiferromagnetic Bulk phase transition λ = 1.3
Shown here in Figure 4.7 the transition into a disordered state still occurs at higher
values of λ, the same discrepancy can be found around the area of h = λ. However again
the overall properties of the system are very visible. The transition into the paramagnetic
phase still occurs at the expected point of around λ = 1 however the region around λ = h
is still difficult to plot accurately.
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Figure 4.8: Antiferromagnetic Bulk phase transition errors
Figure 4.8 shows the system very close to the transition, as this point requires many
states to describe, and each point is very close to the phase transition it is difficult for
the code to represent it accurately. This causes many errors in the display of the code, as
evidenced by the dip near the h=0.2 region. Even with these errors displaying the method
still provides an overall shape of the transition caused by the transverse field strength.
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Figure 4.9: Anti-Ferromagnetic Bulk phase transition errors
Again this figure 4.9 shows the system at the other side of the critical point, but still
very close. The fluctuations in the results are still present due to the lower χ, for this
reason any results that are expected to cross a critical region will have an increased χ to
try and combat the errors appearing. In order to see whether these anomalous regions
are due to the χ or not we will repeat with the same parameters but with a much greater
χ.
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Chapter 5
Ferromagnetic bulk with periodic
impurity
In order to explore an interesting new variation of the TFIM with potential applications,
we considered the problem of a periodic impurity to the system. This impurity acts in
the form of a J ′ where J ′ 6= J . This change is within the bond between sites so affects
the strength of interactions between neighbouring sites, this impurity would be applied
periodically, such that every e.g. 4th site in the chain had a weak interaction with its
next neighbour. The exact strength and nature of the impurity is varied throughout
the section. The idea of the weak impurity is it will somehow isolate small subsystems
within the Ising chain and cause interesting effects, with the impurity acting as some
kind of boundary condition. It can also have the effect of changing the area of the phase
diagram, so phase transitions occur at unexpected points.
In order to introduce the strength of the impurity into the code the basic state that
was kept for each χ has to be increased, such that there are enough spin sites to accom-
modate the impurity in every state. If this is not done then we run the risk of the code
truncating the states that contain the impurity. This becomes even more important with
an antiferromagnetic impurity. We consider a ferromagnetic bulk and an antiferromag-
netic impurity, so we should increase the size of this state again to take into account both
the first and second elementary excitation in the system. However increasing the size of
each χ can significantly increase the computational time, so care should be taken in the
systems with these increased sizes.
The idea behind the antiferromagnetic impurity it to see if the different interactions
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of the spins near to impurities and along the chain can cause a transition at a different
point than usually expected.
5.1 Strong antiferromagnetic impurity
This system shows the effects of an anti-ferromagnetic impurity at different regions in the
phase diagram. In this section unless otherwise stated the impurity is J ′ = −J .
Figure 5.1: Periodic antiferromagnetic impurity with impurity occurring every 10 sites
transverse field strength h = 1 and energy current strength of λ = 1.1, in units of J
Figure 5.1 shows that with this J ′ we get a similar set of correlations to the standard
form [35], however at the impurity site the spins are flipped. The spins flipping in this way
shows similarities with the anti-ferromagnetic model, so very locally the system behaves
as an anti-ferromagnetic system.
This scenario seems to behave like the AFM case, but with correlations that only flip
after the impurity rather than every site. The main differences are the number of spins
that align, before they anti-align, but as the AFM case behaves very similarly to the FM
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case, it stands to reason that the number of spins in alignment does not drastically affect
the physics of the system.
5.2 Weak ferromagnetic impurity
This system explores the effect of weak bonds on the system. In this case we will be using
an impurity that is a small fraction of the strength of the standard interaction between
spins e.g. J ′ = J
10
. This is done to explore which effects can survive through an impurity
damping the long range correlations in the system. The fractional interaction could also
account for when the impurity allows no interaction with its nearest neighbour, but there
is some small interaction between next nearest neighbours, while this is not explicitly
modelled here it can be understood using a very small but non zero interaction at the
impurity.
Figure 5.2: Periodic weak ferromagnetic J ′ = 0.01 with period 4 impurities
When an impurity is introduced to the system we found that it has a very small effect
on the overall correlations of the system, unless the impurity itself was extremely small.
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The extreme case of these impurities would be in the case of J ′ = 0 which would be
in effect having a system of small ”strings” of spins with a size equal to the period of
the impurity, that have zero effect on neighbouring strings. That in effect cuts off all
correlations from propagating any further than 4 sites, and therefore was an uninteresting
case, bearing in mind previously in the paper we are discarding edge states assuming that
the chain would be a long one. The J ′ = 0 case gave us several small, but non-physical
systems, that aligned themselves as ferromagnetic Ising chains, choosing either −z or z
as the direction of spin arbitrarily.
Figure 5.3: Periodic weak ferromagnetic J ′ = 0.0005 with zero energy current, showing a
slightly more dramatic drop off in correlations than the previous figure
With a slightly higher impurity multiplier we have a better idea of what is happening
in the system. Shown here is the effect a very small J ′ has on the system, however
even after 10 impurities the system still has significant correlations. This shows that the
decrease in correlations is around the same factor for every impurity, so the difference
caused by the impurity seems independent of the number of impurities crossed.
Figure 5.3 shows a very strong drop off after 4 sites, this is the period of the impurity in
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this system so a strong drop off in the correlations is expected at this point. The impurity
in figure 5.3 weakens the bond enough that there are practically zero correlations, in effect
creating a system with isolated ”groups” of spins.
Figure 5.4: Showing the effect of a very weak energy current on the system with impurities
of J ′ = 0.01
This shows the effect of the energy current state while in the disordered area, where
h > 1. Without an impurity this should lie in the disordered state, however it seems
that with a weak enough impurity there is some periodic form arising, while the impurity
does seem to affect this region in the phase diagram it is a very weak effect. As this is
a system of strongly correlated groups of spins and weak bonding between these groups,
coupled with a transverse field we can treat the system with a perturbation theory, such
that we look at the strong bonding between the sites in the group being perturbed by the
weak transverse field and weak bonding between the groups. Initially it looks as though
the transverse field is weak enough that the energy current can have a significant effect,
however as the transverse field strength increases the energy current becomes dominated
by the transverse field and the effects it has on the correlations fall off.
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Figure 5.5: Showing the effect of a very weak energy current on the system with impurities
of J ′ = 0.0005
Same as previous figure, but much smaller interaction strength of the impurity. There
seems to be no effect on the phase diagram caused by the presence of the impurity,
other than the amplitude of the periodic wave. This is due to the impurity having a
stronger effect on the energy current than the transverse field, so we should expect a
higher amplitude closer to the transition point, but the amplitude should decay much
faster. The initial effect is observed due to the weakening of the correlations between the
spin groups, however as the impurities have no effect on the strength of the transverse
field it can quickly dominate the interaction. From this we can see that the impurity
is weakening the long range correlations that propagate the energy current, causing the
amplitude of the periodic terms to be much reduced.
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Figure 5.6: Showing the effect an increasing transverse field on the system with impurities
of J ′ = 0.0005, highlighting the periodic nature of the correlations
Figure 5.6 shows a new periodic relation in the z direction in a state that would other-
wise have spins pointing in the x direction, the correlations are very weak, suggesting this
is just a small perturbation from the transverse field dominated phase. This is corrobo-
rated by the fact that increasing the transverse field rapidly diminishes the amplitude of
these oscillations.
Due to the weak impurity the system is effectively a group of four spins that are
very strongly correlated, with a very weak correlation between the groups. If we treat
this ”group” of spins as a single site, we can say that the transverse field dominates the
system, as the bond between these ”groups” is very weak. We are then applying a weak
energy current to this system, such that the resulting interactions can be evaluated using
perturbation theory.
In this example we have an energy current of strength 0.2J , the full energy current
must pass through this bond in order to conserve energy, this allows the current to transfer
long range interactions through the weakened bond. Though in this case the transverse
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field dominates, the strong interactions within the ”group” that prefer to point in the z
direction, coupled with the small perturbation caused by the energy current is enough to
force the spins away from the x direction preferred by the transverse field. This shows
itself in the form of oscillations in the z direction.
Figure 5.7: Showing the effect of a very weak energy current on the system with impurities
of J ′ = 0.5
This figure 5.7 shows the effects of the impurity in the presence of a small current
of strength (0.2J). As previously (figure 5.6 the current applied here would prefer os-
cillating correlations, however the impurity allows a much stronger correlation between
the ”groups”, which forces them to point in the same direction, however it should be
noted that towards the edge of these groups the spins are less strongly forced, due to the
impurity, which allows the current to perturb them more than usually allowed, causing
small, but noticeable dips in the correlations.
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5.3 Phase transition vs J’
In this section I will investigate the effect a periodic impurity on the magnetic phase
transition observed when increasing the transverse field. In order to compare when phase
transitions have occurred in different systems we define the phase transition point as the
highest peak in the derivative of magnetization, unfortunately defining it this way causes
significant errors depending on the resolution of the sweep, for example when we take
a sweep of 100 points through differing magnetizations, we will have 4 or 5 points on
the steepest part of the transition, from these we need to find the highest peak. This is
exacerbated by the method of finding the derivative, as it is not a continuous function the
derivative is in essence the difference between the points, which increases the uncertainty
further. In order to combat this an initial sweep of the transverse field strengths will
be done to find the approximate point of the transition, with a second sweep over a
much smaller range of transverse field strengths. This has the effect of magnifying the
resolution in the interesting part of the phase transition, thus allowing a more accurate
representation of the phase transition point.
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Figure 5.8: Showing the effect an increasing transverse field on the system with impurities
of J ′ = 0.001
Comparing these two graphs the higher impurity shows a steeper transition, this is
expected behaviour. The phase transition is definitely much faster than with no impurity,
this is expected as the weak impurity will not allow such long range correlations to oc-
cur, therefore the ordering is not protected as strongly as with a standard ferromagnetic
system.
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Figure 5.9: Showing the effect an increasing transverse field on the system with impurities
of J ′ = 0.2
This shows how the phase transition point changes with the impurity, shown here is a
system with stronger long range correlations, with the ordered phase protected for longer,
however the transition still occurs much sooner than a zero impurity system.
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Figure 5.10: Showing the derivatives of the magnetization for impurities of J ′ = 0.001
The derivative of the magnetization shows where the inflection point in the graph
occurs, as we can see at an impurity of 0.001 causes the phase transition to occur when
the transverse field is around h = 0.321. This is found by taking the value of the transverse
field when the derivative hits the highest peak, this is considered the inflection point and
is where we will define the transition as having occurred. This is unfortunately not an
extremely accurate representation of when the transition has occurred as it depends on the
resolution of the magnetization ”points”. As the data set is discontinuous, the derivative
is found by taking the absolute differences between two sites, the corresponding transverse
field strength is then said to be the half way point between these two data points.
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Figure 5.11: Showing the derivatives of the magnetization for impurities of J ′ = 0.2
As seen here when the impurity allows a stronger bonding the phase transition occurs
later, at around 0.7J , this is consistent with the idea that the stronger the impurity the
less able the transverse field is to overwhelm the ordered state. The peak of this run
occurs at h = 0.689
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Figure 5.12: Critical field for different impurity strengths, with impurity period of 4
This shows an overall trend of different impurity strengths on the critical field, showing
a relationship similar to J
′
J
=
(
h
J
)4
. This is likely to be related to the periodicity of the
impurity in some form, so a new relationship can be found with a different impurity
spacing. We can assume another form of this graph lies along the J
′
J
=
(
h
J
)
line for an
impurity spacing of 1 i.e. the standard zero impurity model. This leads to the idea that
the impurity spacing has some power law relationship on the critical field for different
impurity strengths.
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Figure 5.13: Critical field for different impurity strengths, with impurity period of 2
To test the previous hypothesis, a test with a period of 2 was performed. As shown
here the results very strongly agree with a form of J
′
J
=
(
h
J
)2
. In order to verify this
postulate several runs were done with the period of the impurity ranging from 2 to 6, and
compare those to a fitting function of the form J
′
J
=
(
h
J
)period
. It is important to note that
due to the errors involved with finding an accurate phase transition point, a very high
resolution is required, and significant differences will start to disappear when the period
gets too large. For this reason the highest period we will use is 6, this gives us a good
range of values to compare to the fitting function, while still keeping all sets of critical J ′
visually separable, this also solves the problem of the errors in these results causing the
critical J ′ lines to overlap.
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In order to confirm the hypothesis that the critical field is of the order J
′
J
=
(
h
J
)period
several simulations with varying periods were run.
Figure 5.14: Critical field for different impurity strengths, with a varying period
The data points were as follows:
Impurity strength Period 2 Period 3 Period 4 Period 5 Period 6
0.025 0.1775 0.3175 0.4325 0.5075 0.6625
0.0333333333 0.2025 0.3525 0.4575 0.5425 0.6125
0.05 0.2425 0.3875 0.4975 0.5825 0.6375
0.1 0.3325 0.4775 0.5775 0.6475 0.7025
0.12 0.345 0.5140 0.5875 0.6625 0.7040
0.15 0.385 0.535 0.625 0.685 0.7305
0.2 0.445 0.585 0.705 0.745 0.756
0.3 0.545 0.665 0.745 0.785 0.815
0.6 0.775 0.845 0.885 0.905 0.915
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This was compared to the fitting function in the form of a table of differences:
Impurity strength Period 2 Period 3 Period 4 Period 5 Period 6
0.025 -0.01939 -0.025098 -0.034865 -0.029324 -0.121758
0.0333333333 -0.019926 -0.030670 -0.030213 -0.036004 -0.045200
0.05 -0.018893 -0.019097 -0.024629 -0.033220 -0.030538
0.1 -0.01627 -0.013341 -0.015159 -0.016543 -0.021208
0.12 0.001410 -0.020800 0.001066 -0.008000 -0.001600
0.15 0.002298 -0.003671 -0.002667 -0.000745 -0.001577
0.2 0.002213 -0.000196 -0.03626 -0.020220 0.008724
0.3 0.002722 0.004433 -0.004917 0.001003 0.003189
0.6 -0.000403 -0.001567 -0.004888 -0.002120 0.003386
With Root mean squared values of:
Period 2 Period 3 Period 4 Period 5 Period 6
RMS 0.01254 0.01694 0.02195 0.02111 0.04516
This shows with a reasonable degree of confidence that the results obtained follow the
pattern of J
′
J
=
(
h
J
)period
. In order to evaluate the errors in the obtained results we must
know how varied the obtained magnetizations can be, as this can affect the derivatives of
the results quite dramatically, especially when higher resolutions are used. Note that the
higher error values in the period of 6 is likely due to the very fast transitions.
Magnetizations with the fixed energy current impurity multiplier. Shows a very stable
transition. This is expected with a relatively strong impurity. As the impurity is half as
strong as the usual bond the overall coherence of the system is relatively strong, if any
significant change in the transition point is to occur it should be when the impurity is
smaller.
The resolution for calculating the phase transition points is important, as this is the
main source of error for the calculations. As only 200 points were taken from a transverse
field strength of 0 to 1, the possible errors are ±0.05. If we take the results for the period
3 impurities and impose them upon fitting functions with maximum predicted errors we
see that the resolution used here is not sufficient to properly assert that the critical field
fits with J
′
J
=
(
h
J
)period
.
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Figure 5.15: Critical field for period 3 impurities, with expected errors shown
Because of the large errors between the functions that are possible due to the reso-
lution, the results were repeated with a much higher resolution scan, designed to sweep
between expected values rather than from 0 to 1. This will improve the resolution by a
factor of 10 and therefore drastically reduce the error bounds seen in figure 5.15.
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Chapter 6
Gu-Wen model
The Gu-Wen model is an interesting variation of the AKLT Hamiltonian that was dis-
cussed in the introduction. As an extension to my thesis I would apply similar methods
to this Hamiltonian to probe any interesting critical states associated with the Haldane
phase. In order to add energy current to the Gu-Wen Hamiltonian I took the following
steps.
The Gu-Wen Hamiltonian is defined as [16]
H = J
∑
j
Sj · Sj+1 +Bx
∑
j
Sxj + Uzz
∑
j
(szj)
2 (6.1)
It was first noticed by Berg et al. that the Haldane phase was distinct in the presence
of the inversion symmetry [57]. Gu and Wen then showed that the phase is protected by
the combination of translation, complex conjugation and inversion symmetry [16] [58].
First we take the basic Gu-Wen Hamiltonian, defined as:
H =
∑
i
[
J ~Si · ~Si+1 + U(Szi )2 +BSxi
]
(6.2)
or the site Hamiltonian
hi = J ~Si · ~Si+1 + U(Szi )2 +BSxi (6.3)
Where the energy current is defined by the commutator of the site Hamiltonian at two
neighbouring sites.
jEi = −i [hi−1,i, hi,i+1] (6.4)
Expanding this gives us:
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Figure 6.1: Predicted area of Haldane phase in Gu-Wen model
jEi = −i
[(
J ~Si−1 · ~Si + U(Szi−1)2 +BSxi−1
)
,
(
J ~Si · ~Si+1 + U(Szi )2 +BSxi
)]
(6.5)
As several of these terms are acting on different sites they commute with no left over
term, so in order to simplify this is split into several parts.
[
J ~Si−1 · ~Si, J ~Si · ~Si+1
]
(6.6)
[
J ~Si−1 · ~Si, U(Szi )2
]
(6.7)
[
J ~Si−1 · ~Si, BSxi
]
(6.8)
[
U(Szi−1)
2, J ~Si · ~Si+1
]
(6.9)
[
U(Szi−1)
2, U(Szi )
2
]
(6.10)
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[
U(Szi−1)
2, BSxi
]
(6.11)
[
BSxi−1, J ~Si · ~Si+1
]
(6.12)
[
BSxi−1, U(S
z
i )
2
]
(6.13)
[
BSxi−1, BS
x
i
]
(6.14)
It can be seen immediately that any of these without a ~Si~Si+1 or ~Si−1~Si must commute,
as they are acting on separate sites.
As the direction of the spin becomes important during these commutations we must
split the spins into their component directions and deal with each possible pair.
Taking the first of these, equation (6.6), this can be split into parts and as stated
before, operators acting on different sites must commute.
[
JSxi−1 · Sxi , JSxi · Sxi+1
]
+
[
JSxi−1 · Sxi , JSyi · Syi+1
]
+
[
JSxi−1 · Sxi , JSzi · Szi+1
]
+
[
JSyi−1 · Syi , JSxi · Sxi+1
]
+
[
JSyi−1 · Syi , JSyi · Syi+1
]
+
[
JSyi−1 · Syi , JSzi · Szi+1
]
+
[
JSzi−1 · Szi , JSxi · Sxi+1
]
+
[
JSzi−1 · Szi , JSyi · Syi+1
]
+
[
JSzi−1 · Szi , JSzi · Szi+1
] (6.15)
Taking all terms with JSxi−1 in, we get:
[
JSxi−1 · Sxi , JSxi · Sxi+1
]
+
[
JSxi−1 · Sxi , JSyi · Syi+1
]
+
[
JSxi−1 · Sxi , JSzi · Szi+1
]
(6.16)
The first commutator in the equation will equal zero, because of the way the spin
operators are defined and as it is the same operator acting on the same site. Simplifying
the remaining two terms, remembering operators on different sites must commute gives:
Sxi−1 · Syi+1 [JSxi , JSyi ] + Sxi−1 · Szi+1 [JSxi , JSzi ] (6.17)
Evaluating the remaining commutators gives:
J2Sxi−1 · Syi+1 [h¯iSzi ] + J2Sxi−1 · Szi+1 [−h¯iSyi ] (6.18)
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Similarly the commutators from (6.15) can be evaluated.
[
JSyi−1 · Syi , JSxi · Sxi+1
]
+
[
JSyi−1 · Syi , JSyi · Syi+1
]
+
[
JSyi−1 · Syi , JSzi · Szi+1
]
(6.19)
equals
J2
(
Syi−1 · Sxi+1 [h¯iSzi ]− Szi−1 · Syi+1 [h¯iSxi ]
)
(6.20)
and
[
JSzi−1 · Szi , JSxi · Sxi+1
]
+
[
JSzi−1 · Szi , JSyi · Syi+1
]
+
[
JSzi−1 · Szi , JSzi · Szi+1
]
(6.21)
equals
J2
(
Szi−1 · Sxi+1 [h¯iSyi ]− Szi−1 · Syi+1 [h¯iSxi ]
)
(6.22)
To give the total commutator of
[
J ~Si−1 · ~Si, J ~Si · ~Si+1
]
J2[Sxi−1 · Syi+1 [h¯iSzi ]− Sxi−1 · Szi+1 [h¯iSyi ] + Syi−1 · Sxi+1 [h¯iSzi ]
− Szi−1 · Syi+1 [h¯iSxi ] + Szi−1 · Sxi+1 [h¯iSyi ]− Szi−1 · Syi+1 [h¯iSxi ]]
(6.23)
Remember that only operators acting on the same site will have a commutation rela-
tion, this means that all remaining terms must commute, and the JSi · Si+1 term will be
the only one to have a commutation relation, as it is the only term to involve neighbours
in the original Hamiltonian and therefore is the only term that can share a site with the
neighbouring site Hamiltonian.
Next comes the equation (6.8) commutator:
[
J ~Si−1 · ~Si, BSxi
]
(6.24)
Expanding gives:
JB
[
Sxi−1 · Sxi + Sxi−1 · Syi + Szi−1 · Szi , Sxi
]
(6.25)
As before Sxi will commute with itself so we are left with:
JB
[
Syi−1 · Syi , Sxi
]
+
[
Szi−1 · Szi , Sxi
]
(6.26)
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as terms on different sites commute with no leftover term, we can take those out of
the commutator. Doing this then evaluating the commutators left over we get:
JBSyi−1 [−h¯iSzi ] + JBSzi−1 [h¯iSyi ] (6.27)
the final commutator left to evaluate is equation 6.7:
[
J ~Si−1 · ~Si, U (Szi )2
]
(6.28)
when multiplying these brackets care must be taken with the (Sz)2 term.
JU
(
Szi
[
~Si−1 · ~Si, Szi
]
+
[
~Si−1 · ~Si, Szi
]
Szi
)
(6.29)
Again the direction of the spins are important, so we must split the ~S into it’s direc-
tional components. Doing this gives:
JU
(
Szi
[
Sxi−1 · Sxi + Syi−1 · Syi + Szi−1 · Szi , Szi
]
+
[
Sxi−1 · Sxi + Syi−1 · Syi + Szi−1 · Szi , Szi
]
Szi
)
(6.30)
splitting the commutators into their relevant parts:
JU
(
Szi
[[
Sxi−1 · Sxi , Szi
]
+
[
Syi−1 · Syi , Szi
]]
+
[[
Sxi−1 · Sxi , Szi
]
+
[
Syi−1 · Syi , Szi
]]
Szi
)
(6.31)
and remembering that the commutators should be on the same site i.
JU
(
Szi
[
Sxi−1 [S
x
i , S
z
i ] + S
y
i−1 [S
y
i , S
z
i ]
]
+
[
Sxi−1 [S
x
i , S
z
i ] + S
y
i−1 [S
y
i , S
z
i ]
]
Szi
)
(6.32)
Evaluating the commutators gives:
JU
(
Szi
[
Sxi−1 [−ih¯Syi ] + Syi−1 [ih¯Sxi ]
]
+
[
Sxi−1 [−ih¯Syi ] + Syi−1 [ih¯Sxi ]
]
Szi
)
(6.33)
Finally cleaning up the equation and factorising:
h¯JU
(
Szi ·
(
Syi−1 · Sxi − Sxi−1 · Syi
)
+
(
Syi−1 · Sxi − Sxi−1 · Syi
) · Szi ) (6.34)
This gives us a total energy current of:
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jEi =h¯J
2[Sxi−1 · Syi+1 · Szi − Sxi−1 · Szi+1 · Syi + Syi−1 · Sxi+1 · Szi − Szi−1 · Syi+1 · Sxi
+ Szi−1 · Sxi+1 · Syi − Szi−1 · Syi+1 · Sxi ]− h¯JB[Syi−1 · Szi − Szi−1 · Syi ]+
h¯JUSzi ·
(
Syi−1 · Sxi − Sxi−1 · Syi
)
+ h¯JU
(
Syi−1 · Sxi − Sxi−1 · Syi
) · Szi
(6.35)
JE =
∑
i
jEi (6.36)
So the Gu-Wen Hamiltonian including the energy current would be:
H =J
∑
i
~Si · ~Si+1 +B
∑
i
Sxi + U
∑
i
(Szi )
2+
λh¯J(J
∑
i
(Sxi−1 · Syi+1 · Szi − Sxi−1 · Szi+1 · Syi + Syi−1 · Sxi+1 · Szi − Szi−1 · Syi+1 · Sxi
+ Szi−1 · Sxi+1 · Syi − Szi−1 · Syi+1 · Sxi )−B
∑
i
(Syi−1 · Szi − Szi−1 · Syi )+
U
∑
i
Szi ·
(
Syi−1 · Sxi − Sxi−1 · Syi
)
+ U
∑
i
(
Syi−1 · Sxi − Sxi−1 · Syi
) · Szi )
(6.37)
where λ is a Lagrange multiplier that controls the energy current flowing into the system.
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Chapter 7
Summary
The aim of this thesis was to find interesting new properties of non-equilibrium steady
state systems. In this study I investigated the effect of energy current on both the ferro-
magnetic and anti-ferromagnetic transverse field Ising models, then moving on to adding
a periodic bond impurity to the system and investigating the changes the impurity caused
to the phase transitions known. I also investigated in more detail the energy current phase
shown in the paper by Antal et. al. [7]. The limits of the method used as well as errors
occurring in the process were also investigated.
In chapter 4.1 I investigated in more detail the properties of the correlations in the
energy current dominated phase. This was done using the transverse field Ising model
with an energy current added. It was originally postulated that the correlations followed
some form of
Qcos(kn)
n
1
2
(7.1)
however by analysing results obtained additional secondary terms were found. These
terms decayed much more quickly with number of sites, but for short range interactions
they have a large effect. This allowed me to modify the above fitting function
Q(L, h)cos(kn)√
n
+
Q2sin(kn)
n
3
2
(7.2)
Additional tertiary terms were still present, however due to the accuracy of the correlations
obtained using the code it was difficult to analyse the terms in depth.
Next I investigated the transverse field Ising model with antiferromagnetic bulk, ex-
ploring the phases that could change with this. It was found that changing from FM to
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an AFM model didn’t change the phase transitions, or the properties of that transition.
Finally a periodic bond impurity was added to the chain. This impurity was changed
in strength to investigate its effect on the phases present in the zero impurity model, the
periodicity of the impurity was also varied to investigate the effects.
The first case of impurity that was investigated was the strong antiferromagnetic
impurity i.e. multiplying the bond strength by −1. It was found that this impurity
behaved very similarly to the AFM model, the main differences being that the correlations
only flipped when the impurity was hit.
Finally a weak impurity was used, such that the impurity bond was some small frac-
tion of the original bond strength. This can drastically weaken the bond between two
sites and cause long range correlations to decay much more quickly, however short range
correlations are still relatively strong. This causes the system to act as though there is
some perturbation on it, where the short range interactions are the strongest and the
bond impurity causes the weak perturbations.
It was found that both the strength and the periodicity of the impurity had an effect
on the transition to the disordered phase. This effect was investigated and found to be
very close to a function of the form J
′
J
=
(
h
J
)period
. The accuracy of these results were
also explored and found to be correct to 4 significant figures.
7.1 Continuation
The effect of external noise on a system is largely unknown. It should be expected that the
noise should destroy the correlations between different points in the system, and therefore
prevent any phase transitions from occurring. The noise applied to the system is expected
to have a similar effect to finite temperature on the system, but surprisingly the noise
preserves the correlations that propagate through the bulk of the system. This causes
interesting properties, involving both the intrinsic quantum critical fluctuations coupled
with some noise driven fluctuations [8].
In certain cases 1/f noise can be shown to act as an effective temperature, where 1/f
noise is a signal with a magnitude with a strength proportional to 1/f. A large signal
applied over any existing wave function, which can destroy quantum critical states [59],
however it has been shown that the 1/f noise only perturbs the system slightly and the
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phase transition can still occur. Using 1/f noise in the system could drastically change
the phase diagram, and could be an area to investigate in the future.
The effect of the weak bond impurity on the energy current phase could be investigated,
this will give a much better idea of how the impurity affects the energy current, while also
giving more detail on the behaviour of the energy current in this region in general. In
addition, an analytical approach to the change in the phase diagram caused by the bond
impurity could be considered, as what was covered in this thesis is purely a numerical
analysis of this system.
Finally, the different phases of the Gu-Wen model with the energy current (or equiv-
alently the AKLT model), which possesses a topological phase would be very interesting
to investigate in detail.
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Appendices
I
Shown below is a list of functions used in the numerical calculations shown in the
thesis. The description of how to use these functions is found in the method section 3.4.
.1 Initial script
import numpy as np
import pickle
#import gzip #when the file size gets unmangeable use gzip to zip the files
import sys
import os.path
sys.path.append(os.path.join(os.path.dirname(__file__), "C:\"))
import N_sites as fn
import model
import Mag_corr_weak_bond_N_sites as graphing
import matplotlib.pyplot as plt
J=-1.0;
#mult=float(raw_input(’Impurity multiplier: ’))
#Keep as 1 for no impurities
mult=1
runs=100
#initfield=float(raw_input(’Initial transverse field: ’))
initfield=0
highfield=1
#highfield=float(raw_input(’Maximum transverse field: ’))
#initcurr=float(raw_input(’Initial current: ’))
#highcurr=float(raw_input(’Maximum Energy current: ’))
#curr=float(raw_input(’Energy current: ’))
N=int(raw_input(’Period of impurity: ’))
#N=4
II
#Variable values, use raw_input or this
#initfield=0
#highfield=0
curr=0
##fixing number types
initfield=float(initfield);highfield=float(highfield);curr=float(curr);mult=float(mult)
##Max number of runs before the loop breaks
limit = int(50)
##Error to look for
error_bound = float(0.00000003)
chi_max=int(15);
#Filnames, change to what you want, the impurity and current will be recorded regardless
print "mult=",mult, "period=",N ,"initial field=", initfield
print "highfield=", highfield, "current=", curr
print "max error=", error_bound, "chi=", chi_max, "break point=", limit
for steps in range(0,5):
mult= 0.6/(steps+1)
Filename= ’Varying_impurity={0}_h={1}_L={2}_chi={3}_period={4}’.format(mult,initfield,curr,chi_max,N)
data= fn.loop(N,curr,initfield,highfield,chi_max,mult,runs,Filename,limit,error_bound)
graphing.mag_corr(N,data,Filename,highfield, curr,mult)
III
.2 Code functions
.2.1 Initialization
def loop(N,L,initfield,highfield,chi_max,mult,MAX,file_,limit,error_bound):
data={}
d=2;
tau = []
J=-1.0;
J_=J*mult
### Random ground state ###
#B = np.random.rand(N,d,chi_max,chi_max)+1j*np.random.rand(N,d,chi_max,chi_max)
#s = np.random.rand(N,chi_max)
#chi = np.array([chi_max,chi_max])
##### FM ground state ###
B = np.zeros((N,d,chi_max,chi_max))+0j
s = np.zeros((N,chi_max))
s[:,0] = 1
B[:,0,0,0] = 1
chi = np.ones(N)
B_list=np.zeros((MAX+1,N,d,chi_max,chi_max))+0j;s_list=np.zeros((MAX+1,N,chi_max))
E0_num=[]
h=0.0
IV
H=np.zeros((N,4,4))+0j;
for T in range(0,MAX+1):
h=initfield+((highfield-initfield)/MAX)*T
run=(100*T/MAX)
tau.append(h)
A = J*np.ones(N,dtype=complex)
A[N-1]=J_
H=Hamiltonian_map(model.Ising_wc,A,h,L)
#print tau[-1]
E0_num.append(ground_state3(B,s,H,chi,chi_max,A,limit,error_bound))
B_list[T]=B;s_list[T]=s # stores the state for each bond strength
print run , "%"
data[’info’]=str(’h=%s’)%h,str(’chi_max=%s’)%chi_max,str(’J=%s’)%J,str(’N=%s’)%N
data[’B_list’]=B_list
data[’s_list’]=s_list
data[’tau’]=tau
data[’MAX’]=MAX
data[’d’]=d
data[’E0_num’]=E0_num
print "Impurity = ", mult
print "L = ", L
V
print "h_max = ", highfield
print "period = ", N
pickle.dump(data,open("{0}.p".format(file_),"wb"))
return data
.2.2 Update function
def update(B,s,H_,chi,chi_max,delta):
try:
" Updates the B and s matrices using U_bond and the TEBD protocol "
N = B.shape[0]
for ibond in np.concatenate((range(0,N,2),range(1,N,2))):
U=H_[ibond]
ia = np.mod(ibond,N); ib = np.mod(ibond+1,N)
d1 = B[ia].shape[0];d2=B[ib].shape[0]
# Construct theta matrix #
C = np.tensordot(B[ia][:,:chi[ib],:chi[ia]]
,B[ib][:,:chi[ia],:chi[ib]],axes=(2,1))
C = np.tensordot(C,np.conj(U).T,axes=([0,2],[0,1]))
theta = np.reshape(np.transpose(np.transpose(C)*s[ib][:chi[ib]]
,(1,3,0,2)),(d1*chi[ib],d2*chi[ib]))
C = np.reshape(np.transpose(C,(2,0,3,1)),(d1*chi[ib],d2*chi[ib]))
# Schmidt deomposition #
X, Y, Z = np.linalg.svd(theta,full_matrices=0)
Z=Z.T
VI
W = np.dot(C,Z.conj())
chi[ia] = np.min([np.sum(Y>10.**(-10)), chi_max]) # -8 changed to -20
# Obtain the new values for B and l #
invsq = np.sqrt(sum(Y[:chi[ia]]**2))
s[ia][:chi[ia]] = Y[0:chi[ia]]/invsq
B[ia][:,:chi[ib],:chi[ia]] =
np.reshape(W[:,:chi[ia]],(d1,chi[ib],chi[ia]))/invsq
B[ib][:,:chi[ia],:chi[ib]] =
np.transpose(np.reshape(Z[:,:chi[ia]],(d2,chi[ib],chi[ia])),(0,2,1))
check=0
return B,s,check
except np.linalg.linalg.LinAlgError:
print ’linalg error’
N = B.shape[0]
B = np.random.rand(N,2,chi_max,chi_max)
+1j*np.random.rand(N,2,chi_max,chi_max)
s = np.random.rand(N,chi_max)
#B = np.zeros((N,2,chi_max,chi_max))+0j
#s = np.zeros((N,chi_max))
#s[:,0] = 1
#B[:,0,0,0] = 1
check=1
return B,s,check
.2.3 Ground state function
def ground_state(B,s,H,chi,chi_max,A,limit,error_bound):
E1_list = [];E2_list = [];error=[];H_=[]
N = B.shape[0]
check=0
VII
E1=bond_expectation_value(B,s,H)
E1=np.real(np.mean((np.abs(E1))))
delta = 0.0001
while delta >=10**(-8):
error.append(1)
error[-1]=1
for ibond in range(N):
d1 = B[ibond].shape[0];d2=B[(ibond+1)%N].shape[0]
if ibond==np.median(range(0,N)):
D=np.array([d1,d2,d2,d1])
elif ibond==np.median(range(0,N))+1:
D=np.array([d2,d1,d2,d1])
else:
D=np.array([d1,d1,d2,d2])
H_.append(np.reshape(linalg.expm(-delta*H[ibond]),D))
t=0
while error[-1] >= error_bound:
t=t+1
for step in range(0,1000):
B,s,check=update(B,s,H_,chi,chi_max,delta)
E2=bond_expectation_value(B,s,H)
E2_list.append(np.real(np.mean((E2))))
error.append(np.abs(E2_list[-1]-E1))
E1 = E2_list[-1]
E1_list.append(np.abs(E1))
VIII
if t==limit:break
print t, ’%.0e’ % delta, chi_max, abs(E1), error[-1]
delta=delta/10
return E1_list[-1]
.2.4 Site expectation
def site_expectation_value(B,s,O):
" Expectation value for a site operator "
E=[]
N=B.shape[0]
for isite in range(0,N):
sB = np.tensordot(np.diag(s[np.mod(isite-1,N)]),B[isite],axes=(1,1))
C = np.tensordot(sB,O[isite],axes=(1,0))
sB=sB.conj()
E.append(np.squeeze(np.tensordot(sB,C,axes=([0,1,2],[0,2,1]))).item())
return(E)
.2.5 Bond expectation
def bond_expectation_value(B,s,O):
" Expectation value for a bond operator "
E=[];
N=B.shape[0];
for ibond in range(N):
d1 = B[ibond].shape[0];d2=B[(ibond+1)%N].shape[0]
if ibond==np.median(range(0,N)):
D=np.array([d1,d2,d1,d2])
elif ibond==np.median(range(0,N))+1:
D=np.array([d1,d2,d1,d2])
IX
else:
D=np.array([d1,d1,d2,d2])
BB = np.tensordot(B[ibond],B[np.mod(ibond+1,N)],axes=(2,1))
sBB = np.tensordot(np.diag(s[np.mod(ibond-1,N)]),BB,axes=(1,1))
C = np.tensordot(sBB,np.reshape(np.conj(O[ibond]).T,D),axes=([1,2],[2,3]))
sBB=np.conj(sBB)
E.append(np.squeeze(np.tensordot(sBB,C,axes=([0,3,1,2],[0,1,2,3]))).item())
return E
.2.6 Correlation function
def correlation_function(B,s,O_L,O_R,x):
" Correlation function for two points "
N = B.shape[0]
C=[]
C.append(site_expectation_value(B,s,np.square(O_R))[0])
sB = np.tensordot(np.diag(s[-1]),B[0],axes=(1,1))
x_L = np.tensordot(sB,O_L,axes=(1,1))
x_L = np.tensordot(x_L,np.conj(sB),axes=([2,0],[1,0]))
x_R_list = []
for i_site in range(N):
x_R = np.tensordot(B[i_site],O_R[i_site],axes=(0,1))
x_R = np.tensordot(x_R,np.conj(B[i_site]),axes=([2,1],[0,2]))
x_R_list.append(x_R)
for r in range(1,x+1):
C.append(np.sum(x_L*x_R_list[np.mod(r,N)]))
x_L=np.tensordot(x_L,B[np.mod(r,N)],axes=(0,1))
x_L=np.tensordot(x_L,np.conj(B[np.mod(r,N)]),axes=([0,1],[1,0]))
return C
X
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