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Abstract This paper addresses issues concerned with
design and managing of mobile ad hoc networks. We focus
on self-organizing, cooperative and coherent networks that
enable a continuous communication with a central deci-
sion unit and adopt to changes in an unknown environment
to achieve a given goal. In general, it is very difficult to
model a motion of nodes of a real-life ad hoc network. How-
ever, mobility modeling is a critical element that has great
influence on the performance characteristics of a coopera-
tive system. In this paper we investigate a novel approach
to cooperative and fully connected networks design. We
present an algorithm for efficient calculating of motion
trajectories of wireless devices. Our computing scheme
adopts two techniques, the concept of an artificial poten-
tial field and the concept of a particle-based mobility. The
utility and efficiency of the proposed approach has been
justified through simulation experiments. The results of pre-
sented case studies show a wide range of applications of
our method starting from simple to more complex ad hoc
networks.
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1 Introduction
A mobile ad hoc network (MANET) comprises a group of
self-organizing wireless devices that can play the roles of
routers and terminals [4, 16]. Each device can run applica-
tions and participate in transferring data to recipients within
its radio range. The devices can dynamically change their
geographical locations in a workspce. Due to limited power
of the transceiver direct communication between each pair
of devices is not usually possible. In ad hoc networks no
fixed network infrastructure components are required for
communication, no device has a specific location assigned,
and there is no central network management unit. The
dynamic changes in network infrastructure allow creating
unique topologies and enable the dynamic adjustment of
individual nodes to the current network structure. Specific
configurations are usually instantaneous and operate for a
short time in order to meet the current requirements.
The objectives of many network systems are: (i) a com-
prehensive monitoring of a workspace, (ii) a tracking of
moving objects, (iii) a providing network infrastructure
to tackle emergency incidents and support evacuation and
emergency systems, etc. To meet these requirements a per-
manent connection between data sources (network nodes)
and data sink (base station) is required.
The main aim of this paper is to present a novel approach
to motion planning of a set of wireless devices that form
a cooperative and coherent network. Our mobility model
can be implemented in indoor and outdoor scenarios. The
described algorithm for motion patterns calculation is based
on a concept of a potential field and a definition of an
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artificial potential function commonly used in robots navi-
gation [5], and a particle-based mobility scheme [14, 16].
The paper is organized as follows. In Section 2 we inves-
tigate and discuss the directions to mobility modeling for ad
hoc networks and selected mobility models. In Section 3 we
provide a formal statement of our model and in Section 4
we describe an algorithm of the motion patterns calculation.
In Section 5 we focus on the design and development of a
cooperative and well connected network using our mobility
model. In Section 6, we describe potential applications of
our algorithm. We conclude this paper in Section 7.
2 Introduction to mobility models
Mobility models describe the movement of actors in a
workspace, i.e., how their location, velocity and accelera-
tion change over time. The main problem addressed in many
recent publications on MANETs is a high impact of the
mobility of network devices on the overall network perfor-
mance and connectivity [2, 4, 6–10]. Therefore, the mobility
models should resemble the real life movements of actors.
Moreover, they should be appropriately reflected in simula-
tions, which can be used to support design and management
of an ad hoc network. A number of less and more detailed
and accuracy mobility models have been introduced, and
adopted in the design and development of mobile ad hoc
systems. The survey and discussion of the taxonomies of
mobility models and main directions to mobility model-
ing are provided in [3] and [16]. Generally, the existing
mobility models can be classified into two following cate-
gories, namely syntactic models: analytical random-motion
model - a discrete implementation of Brownian-like motion
with randomly generated destination point and velocity, and
motion traces models that require the accurate information
about mobility patters (i.e., positions of nodes in time).
Bai et al. [3] classify the mobility models based on their
basic mobility characteristics into: random models, models
with temporal dependency, models with spatial dependency
and models with geographical restrictions. The alternative
classification is proposed by Roy in [16]. He distinguishes
the following groups of models: individual mobility mod-
els, group mobility models, autoregressive mobility models,
non-recurrent mobility models, virtual game-driven mobil-
ity models, flocking and swarm mobility models and social-
based mobility models.
Many types of models are criticized by many researchers
due to lack of realism regarding simplify assumptions in
the mobility patterns calculation. In many solutions each
device (node) in a network is modeled by a single point in
a workspace, and an obstacle free movement is considered.
Recently, a hot research topic in mobility modeling, mainly
in robotics [5, 19], is to apply a concept of an artificial
potential field that can be viewed as a landscape where the
mobile devices move from a high-value state to a low-value
state. The artificial potential function V is a differentiable
real valued function, which value can be viewed as energy.
The gradient of V results in a force F , which points in the
direction that locally maximally increases V . The potential
function can be constructed as a sum of repulsive V− and
attractive V+ potentials, i.e.
V (d) = V−(d) + V+(d), (1)
where d denotes an Euclidean distance between each pair
of network devices (nodes) or these devices and obstacles.
The obstacle repels the mobile device while the goal attracts
it. The sum of V− and V+ draws a device to the goal while
deflecting it from obstacles.
The concept of a potential function is used in particle-
based mobility schemes, where network node considered as
a self-driven moving particle is characterized by a sum of
forces, describing its desire to move to the target and avoid-
ing collisions with other nodes and obstacles. The details
concerned with mobility of particles modeling are described
in [1, 18].
Various forms of potential functions are introduced in lit-
erature, [5, 16]. The inspiration comes from classical and
quantum mechanics. Many of these functions can be com-
puted on-line but they still suffer from one shortcoming, i.e.,
they often introduce oscillations into the motion patterns,
and these oscillations are hard to eliminate.
3 Group mobility model for coherent and cooperative
network
We have developed a group mobility model that resembles
a collision-free movement of a group of mobile wireless
devices. The preliminary version of this technique was
described in [11]. In this section we present the formulation
of our model. We start from the description of the workspace
and all objects operating in this workspace.
3.1 Network system and workspace definition
In this section we construct a wireless network to sense or
monitor a three-dimensional space and intermittently trans-
mit data to the base station (central unit). Let us assume
that the network is a physical system modeled as a set SD
of N mobile wireless devices (network nodes) Di , i =
1, . . . , N that can move with the maximum speed vmax and
organize themselves. All these devices are forced to move
in advisable direction with adequate speed while forming
a coherent multi-hop network that enables the continuous
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communication with the base station. We formulate the
workspace W of our mobile network
W = {(o, q) : o ∈ 3, q ∈ Q,
o = [x, y, z],
q = [q1, q2, q3, q4]}, (2)
where o describes positions of all objects in the workspace,
and q their orientations. We define the system S consisting
of a set SD of devices operating in the workspace W and a
set SO of obstacles Oi , i = 1, . . . ,M that can move as well.
We assume in our model that also each Di can be an obstacle
for another network node Dj , thus M ≥ N . Hence, in case
of free space the number of obstacles is equal the number of
network nodes (M = N ). In case of space with additional
K static or mobile obstacles M = N + K . Moreover, for
each network node Di we provide a set SiG of Ji goals G
i
g ,
g = 1, . . . , Ji that point target positions of network devices.
The definitions of S, SO , SD and SiG are as follows
S = {SD, SO, SG} ⊂ W, (3)
SO =
{









Di : Di =
{

















, g = 1, . . . , Ji
}
. (6)
Both network nodes and obstacles are solid bodies with any
shape. In order to simplify the description of the system we
model each network node Di and obstacle Oi by a poly-







of the object type Di (network node) we define one addi-
tional point reference point ci . The detailed description of
the objects operating in W is provided in the next section.
We assume that a behavior of i-th network node Di
is defined by its goals Gig , g = 1, . . . , Ji . In general, a
set of different goals may attracts each network node (see
Fig. 1). The sample goals are: reaching the target point in a
workspace, keeping continuous connection with other nodes
of a network, etc. In our approach each goal for i-th net-









– the target location (reference point of
the goal). We assume that the target location can change
over time. Moreover, we define the weighting factor deter-
mining importance of the g-th goal ig and the minimal
distance d¯ ig between ci and cig. The value of d¯ ig depends on
the application scenario. In case of static goals (target points
in the workspace W ) d¯ ig denotes a small (safe) distance from
the target point, in which the mobile device should stop.
While forming a network which should provide permanent
monitoring of the large area and transmit data to the base
station the value of d¯ ig should encourage creation of a well
connected network with good coverage and be as large as
possible for current radio range of the i-th node. Note, that
the network topology and goals should dynamically change
with respect to changes in the workspace. Managing the
mobility has to adopt to environmental and signal propaga-
tion conditions. Therefore, both cig and d¯ ig can change over
time.
3.2 Network system objects definition
Every network node Di and each obstacle Oi are defined





. Both mobile node and
obstacle can rotate, and its orientation is defined by the
following equation, [5]
Qi = qi0 + qi1i + qi2j + qi3k. (7)
where Qi denotes a quaternion.
Fig. 1 A network node (mobile
device) attracted by three goals
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Fig. 2 A model of the mobile device
The model of the irregular shaped object is presented in
Fig. 2.
As previously mentioned we model Di and Oi by a poly-




, (pi = [xi, yi, zi]) in Fig. 2 denote the vertices
of the polyhedron. The number of these points is arbitrary
determined by the modeler. The point ci = [xi, yi, zi]
denotes the reference point – the location of an antena or the
GPS unit. This point is defined only for network nodes.
Due to assumption that each node and obstacle is a solid
body the distances between different points from the set P i
and the point ci remain constant (see Fig. 2)
∀Di,i=1,...,N∀pia ,pib∈{P i ,ci},a =b r¯
i
a,b = const, (8)
∀Oj ,j=1,...,M∀pja ,pjb∈{P i },a =b r¯
j
a,b = const, (9)
where r¯ ia,b denotes the distance between any two differ-
ent points from P i or the distance between any point from
P i and ci , and r¯ ja,b the distance between any two different
points from P j .
Our model implements a rotation of each mobile object
based on a quaternion definition (7). Therefore, in case of
network nodes with irregular shape it is easy to rotate a node
and push through the narrow passage, Fig. 3.
We assume that mobile nodes Di of our network are
forced to their goals avoiding obstacles Oj . Therefore, in
any time we have to guarantee that
∀Di,Oj ,i=1,...,N,j=1,...,M V ol(P i) ∩ V ol(P j ) = ∅, (10)
where V ol(P i) denotes the volume of the polyhedron,
which vertices are given by points from the set P i .
3.3 Group mobility model formulation
Given the presented notation and definitions of the
workspace and network objects, we want to calculate a
collision-free traversing pattern for the cooperative and
full connected network from one configuration to another,
which satisfies all requirements described in the previous
subsections. We developed a new algorithm for calculat-
ing the motion patterns for a group of wireless devices
that combines two following techniques: potential-based
and particle-based motion modeling. We defined and con-
structed a simple artificial potential function. Our function
captures all the requirements for calculated motion pattern,
and eliminates disadvantages of other forms of potential
function such as the existence of local minima not cor-
responding to the goal [5]. The inspiration came from
classical mechanics and liquid crystals where it is common
to model the interactions between a pair of neutral atoms
or molecules using the Lennard-Jones potential function
(LJPF) [18]. We adopted LJPF to our purposes, and defined
the simple form of a potential function (11) with similar










Fig. 3 Pushing the device
through the narrow passage
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Fig. 4 The artificial potential
function dˆig = 20, ig = 1
with the gradient (force), Fig 5











where V ig denotes the potential between a pair of points ci ∈
Di and cig ∈ Gig , dig the real Euclidean distance between
points ci and cig after a network transformation, dˆ ig the ref-
erence distance between ci and cig (calculated due to current
measurements), ig > 0 a weighting factor determining the
importance of the goal g.
In the reference position of the i-th node dig = dˆ ig we
have an unstable equilibrium (V ig ≈ 0). Such configuration
is the optimal one with respect to all network goals.
In a system formed by only one mobile device moving in
the workspace without obstacles we can explicitly calculate
the optimal position with respect to its goal Gg , assuming
Vg ≈ 0. However, in case of a network consisting of many
nodes deployed in an unknown workspace with obstacles
each node can be affected by all other nodes. Therefore, it
is usually impossible to move a given node to its optimal
position. We can calculate expected position [xi, yi, zi] of
the device Di with respect to all its goals from the set SiG



















under the following constraints for solid body (8), maxi-
mal speed, and constraints involved with avoiding obstacles
(10):
∀pia ,pib∈{P i ,ci},a =b r¯
i
a,b = const, (14)
vi ∈< 0, vimax > i = 1, . . . , N, (15)
∀Oj ,j=1,...,M V ol(P i) ∩ V ol(P j ) = ∅, (16)
where dig = ||ci − cig|| and r¯ ia,b = ||pia − pib||.
The problem defined by the Eqs. (13)–(16) has to be
solved for all devices Di , i = 1, . . . , N .
Fig. 5 The gradient of the
artificial potential function,
dˆig = 20, ig = 1
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4 Algorithm for motion trajectory calculation
The mobility model described in Section 3 was used to
develop an algorithm for the motion trajectory calculation
for every node in a network formed by devices that are
forced to move in advisable direction with adequate speed.
The proposed algorithm for the i-th node is composed of
two main steps executed repetitively:
1. Reference distance estimation: Estimation of the refer-
ence distances dˆ ig, g = 1, . . . , Ji between the node Di
and all its goals from the set SiG.
2. Displacement calculation: Calculation of a new posi-
tion of the device Di solving the optimization problem
(13)–(16).
4.1 Reference distance estimation
An estimate of the reference distance dˆ ig at each time stamp
can depend on the application scenario. In same cases dˆ ig can
be provided by the central unit and distributed among nodes.
The value of dˆ ig can be fixed or can dynamically change
due to changes in the workspace. However, in many systems
which could use our mobility model the distributed scheme
for dˆ ig computing has to be applied. In such scheme the esti-
mate of dˆ ig is calculated by the i-th node based on current
measurements [13], and with regard to the current com-
munication conditions. The measurements can be given by
various sensing components of the node, e.g., cameras, force
sensors, etc. In case of nodes and target objects equipped
with the radio transceivers a signal strength measurement
using the RSSI (Received Signal Strength Indicator) can
be successfully used to dˆ ig estimation. The commonly used
radio signal propagation models indicate that received sig-
nal power decreases with a distance, both in outdoor and
indoor workspaces. Therefore, the power of the signal
received by the receiver P r at a distance d between a sender
and a receiver can be defined as follows:
P r(d)[dBm] = P t [dBm] − PL(d)[dB], (17)
where P t is a power used to transmit the signal and PL(d)
(path loss) the average degradation of a signal with a dis-
tance d . PL(d) in (17) is modeled as a function of d raised
to an attenuation constant n, which indicates the rate, at
which the path loss increases with a distance:





+ Xσ , (18)
where d0 denotes a reference distance (d0=1m for IEEE
802.15.4) and Xσ a zero-mean Gaussian distributed random
variable with standard deviation σ (all in dB).
Our objective is to develop a wireless network that
enables the continuous communication with the base sta-
tion. In such application the goal for each network node is
to keep continuous connection with the neighboring nodes.
Hence, the targets (goals defined in our model) for each
node are neighboring nodes. We assume that all network
nodes are equipped with the radio transceivers, and the RSSI
can be used to estimate inter-node distances. To enable the
communication with the base station the signal strength
received by neighboring nodes should exceed a receiver sen-
sitivity P s . The well known in statistics Q-function may be
used to determine the probability that the received signal








)dx, Q(z) = 1 − Q(−z).
(19)
The probability that the received signal level P r in dis-
tance d will exceed a value P s can be calculated from the
cumulative density function as
P [P r(d) > P s ] = Q
(




A tabulation of the Q-function for various values of the argu-
ment of Q is given by Rapaport in [15]. The received signal
exceeds the receiver sensitivity with probability of 99% for
Ps − P r(d)
σ
= −2.3, P r(d) = P t − PL(d), (21)
and after transformation we obtain
PL(d) = −2.3σ − P s + P t . (22)
Using (22) and definition of PL, (18) we can estimate the
reference distance dˆ ig between i-th mobile node and its g-th
goal:
dˆ ig = d010
−2.3σ−Psg+P ti −PL(d0)
10n , (23)
where P ti denotes a transmission power of a node i and P sg
a sensitivity of a goal g.
The value of Xσ and n in (23) depend on the workspace
conditions, and can be calculated using linear regression
such that the difference between the measured and esti-
mated path losses PL is minimized over a wide range of
measurement locations. The values of n calculated for vari-
ous environments are presented in [15]. Sample values are:
free space: n = 2, urban area cellular radio: n = 2.7 −
3.5, shadowed urban cellular radio: n = 3 − 5, in build-
ing line-of-sight: n = 1.6 − 1.8, obstructed in building:
n = 4 − 6.
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4.2 Displacement calculation
The next step is to compute in the time steps tk =
t1, t2, . . . , TK , tk+1 = tk + t new positions for each node
i. It is calculated solving the optimization problem (13)–
(16) for the reference distances to all goals expected in the
next time step (tk+1), dˆ ig,(k+1), g = 1, . . . , Ji , and estimated
based on RSSI measurements from the time tk . Let us trans-









































∀Oj ,j=1,...,M V ol(P i) ∩ V ol(P j ) = ∅, (25)
t · vimax ≥
∥∥∥ci(k+1) − ci(k)
∥∥∥ (26)
where ci(k+1) and P
i
(k+1) denote the optimal position of Di
and dg,(k+1) the distance to the goal for this position, all in
the time step tk+1. The constraint (26) guarantees that the
node i reaches its new position in the time step tk+1.
Note that the problem (24)–(26) is a complex optimiza-
tion task, and can appear to be difficult to be solved in
real time. It is necessary to reduce its complexity. This can
be done by problem relaxation and employing heuristics to
solve it. We developed a heuristic optimization scheme com-
posed of three steps. Thus, we formulate three simpler tasks
for calculating respectively:
1. Displacement of the reference point ci (step 1).
2. Displacement of all points from the set P i (step 2).
3. Permitted position of the point ci arising from the
restriction on a solid body (step 3).
All above steps of calculations are sequentially described
and illustrated. Figure 6 presents the workspace W and a
part of a system S consisting of one rectangular mobile
device Di , its goal Gig and a static obstacle Oj .
Step 1: Calculate in the time step tk the new position of
the reference point ci
(k+1), solving the optimiza-
tion problem for the estimated value of the refer-
ence distance dˆ ig,(k+1), and under the assumption




































t · vimax ≥
∥∥∥ci(k+1) − ci(k)
∥∥∥ . (29)
The results of calculations are presented in Fig. 7.
Step 2: Calculate in the time step tk the displacement for
all points from the set P i(k), solving the optimiza-
tion problem for the estimated value of the refer-
ence distance dˆ ig,(k+1), and under the assumption



























Fig. 6 The initial positions of
the network node, its goal and
an obstacle; time step tk
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Fig. 7 The calculated position
of the reference point ci(k+1) for
the time step tk+1
The results of calculations are presented in Fig. 8.
Step 3: Recalculate the position of ci(k+1) to satisfy the
constraint on a solid body, and under the assump-
tion that all points from the set P i(k+1) calculated






















The results of calculations are presented in Fig. 9.
The method of steepest descent is used to solve all above
optimization problems. Finally, the device Di is moved to
the designated location, which is recalculated again after the
time interval t .
5 Motion pattern computing for coherent network
To managing the mobility of a whole network and meet the
requirements for providing continuous connectivity with a
base station we propose two-level scheme for motion trajec-
tories computing for all network nodes. Hence, calculations
are carried out by two types of units, i.e., a base station
(central unit in the system) and network nodes. The base
station initiates the calculation process using the algorithm
COHERENT NET.
Fig. 8 The calculated positions of points P i for the time step tk+1
Algorithm COHERENT NET: The coherent network
design.
L1 The central station determines the initial position of
each node in a network system based on the mea-
surements from GPS or other localization systems
described in [13]. Next, the messages with initial goals
are distributed among nodes. Due to dynamic changes
in a workspace the goals can change over time. In case
of any changes new target points are transmitted to
given nodes of a network.
L2 In the time step tk every mobile device (network node)
computes its new position in the workspace using
algorithm NETWORK NODE, and next move to the
designated location. The calculations are repeated
every time interval t due to changes in communica-
tion conditions and a workspace.
Algorithm NETWORK NODE: Computing of the new
position of a node Di expected in the time step tk+1 based
on data measurements from the time tk .
step 1: Read the data from the base station (current posi-
tion and current goals).
step 2: Calculate dˆ ig,(k+1), g = 1, . . . , Ji – the distances
between a node i and each its goal Gig expected
after network transformation (in tk+1 = tk + t)
due to the formula (23).
step 3: Calculate the displacements for points ci , and pil ,
l = 1, . . . , Li solving in sequence three optimiza-
tion problems: (27)–(29), (30)–(31) and (32)–(33).
Fig. 9 The final position of the reference point ci(k+1) in the time
step tk+1
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Fig. 10 The simple coherent
network formation (initial,
temporal and final topologies)
step 4: Move points ci and pil , l = 1, . . . , Li to the new
positions using results of step 3.
step 5: Broadcast the new position of Di , update the time
step (tk = tk + t), and return to step 1.
The formation process of a simple network consisting
of three nodes within transmission range is presented
in Fig. 10.
6 Case study results
We evaluated our mobility model through simulations. All
experiments were performed using the software system for
ad hoc network simulation on multiprocessor machines,
described in [12, 17]. In this paper we present and discuss
the usage of our mobility model to design three ad hoc
systems, starting from simple synthetic networks to more
complex and realistic ones.
6.1 The design of coherent network
The first experiment presents the process of forming a coop-
erative and coherent network that enables the continuous
communication with the base station. Let us assume the sit-
uation when the wireless mobile devices are grouped into
three overlapping clusters. The communication between
every pair of devices in a given cluster is assured. More-
over, the communication between all neighboring clusters
is guaranteed. We can apply our mobility model to create a
network with required characteristics. The network forma-
tion process – temporal and final results of our algorithm
COHERENT NET application is presented in Fig. 11.
6.2 Re-establishing the communication infrastructure
Let us consider a following emergency situation – an explo-
sion at a petrol station has caused environmental damage
and initiated a fire at a nearby factory (Fig. 12). More-
over, the fixed communication infrastructure in a disaster
scene has been damaged. The goal is to support the rescue
teams that are working in this area. It is obvious that the
management of emergency activities such as guiding peo-
ple out of dangerous areas and coordinating rescue teams
requires permanent communication with the central opera-
tor. To establish the new communication channels a wire-
less mobile network can be used. In presented case study
Fig. 11 Initial, temporal and
final network topologies
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we consider the possibility of application of the COHER-
ENT NET algorithm to design a cooperative and coherent
network supporting the coordination of the rescue mission.
The goal is to create a wireless network with minimal num-
ber of nodes that ensue the connection between all rescue
teams and the central station. The network composed of
four rescue teams and seven mobile devices was used for
establishing the communication in outdoor workspace. The
result of the application of our algorithm for motion pat-
tern calculation – the final network topology – is presented
in Fig. 12.
6.3 Emergency situation awareness
A wireless network formed by the mobile devices can
reduce lack of situation awareness in areas prone to emer-
gencies, and support the management of emergency activi-
ties. The network nodes that are free to move and organize
themselves can gather data from many sources and trans-
mit them to the central dispatcher. In presented case study
we focus on emergency situation at the airport. Let us con-
sider the following scenario – the monitoring system at the
arrival hall was destroyed, and there is a suspicion of ter-
rorist attack. In order to ensure the safety of people their
activity should be monitored. We can create a wireless
self-organizing network formed by mobile robots equipped
with radio transceivers (IEEE 802.15.4) infrared cameras or
motion sensors for on-line monitoring. These devices can
identify people in their range and distribute sensing data to
the crisis center. The attention should be focused on doors
Fig. 12 The cooperative and coherent network for supporting a rescue
mission
Fig. 13 The plan of the workspace (the arrival hall at the airport)
and popular transitions to other parts of the airport. More-
over, the devices should not be placed in the areas where
they could hamper the normal traffic at the airport (green
circles in Fig. 13).
We performed a simulation experiment. The goal was to
create the coherent IEEE 802.15.4 based wireless network
for on-line monitoring of the arrival hall (90m×90m). The
Fig. 14 The initial network topology
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Fig. 15 The final network topology
plan of the arrival hall is presented in Fig. 13. The network
was composed of 22 mobile devices calculating their motion
patterns due to the COHERENT NET algorithm. Fig. 14
presents the initial topology of the network. The results of
the simulation of 200 seconds of network formation pro-
cess are presented in Fig. 15 and in Table 1. From these
results we can see that the final topology of the network is
close to the expected one (most nodes reached their targets).
However, the number of nodes assumed in this experiment
was too small to create the optimal topology and satisfy all
constraints.
Table 1 Simulation results
Time Average node Average inter-node Sum of energy
degree distance
0 21.0 9.45 5936.73
20 16.0 17.71 799.14
40 12.0 19.13 398.37
60 8.64 19.66 189.07
80 7.55 20.46 133.55
100 7.09 20.44 131.64
120 6.73 21.23 119.97
140 5.55 20.65 106.94
160 6.0 20.86 113.98
180 5.55 20.83 111.57
200 5.27 21.16 96.83
7 Conclusion
In this paper, we focused on mobility modeling in indor
and outdoor scenarios and proposed a novel approach to
cooperative mobile network design. Our approach combines
techniques based on the potential field and the particle-
based scheme for the motion paths computation. We defined
the artificial potential function that is used in calculation
of the optimal inter-node distances in a cooperative net-
work. The main result of our research is the algorithm for
designing and managing the mobility of ad hoc networks.
The algorithm was implemented in our simulation platform
and verified in many tests. In our opinion the presented
mobility model is a good compromise between accuracy of
the mobility modeling and computational burden. The pre-
sented case studies show that the COHERENT NET algo-
rithm can be successfully applied to design self-configuring,
cooperative and coherent real life networks. In the future
work, we plan to evaluate the performance of the COHER-
ENT NET algorithm in the testbed of middle-size ad hoc
network in our laboratory.
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