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Abstract
In the framework of Clifford analysis, a chain of harmonic and monogenic potentials in the
upper half of Euclidean space Rm+1 was recently constructed, including a higher dimensional
analogue of the logarithmic function in the complex plane. In this construction the distribu-
tional limits of these potentials at the boundary Rm are crucial. The remarkable relationship
between these distributional boundary values and four basic pseudodifferential operators linked
with the Dirac and Laplace operators is studied.
1 Introduction
In a recent paper [2] a generalization to Euclidean upper half–space Rm+1+ was constructed of
the logarithmic function ln z which is holomorphic in the upper half of the complex plane. This
construction was carried out in the framework of Clifford analysis, where the functions under con-
sideration take their values in the universal Clifford algebra R0,m+1 constructed over the Euclidean
space Rm+1, equipped with a quadratic form of signature (0,m+ 1). The concept of a higher di-
mensional holomorphic function, mostly called monogenic function, is expressed by means of a
generalized Cauchy–Riemann operator, which is a combination of the derivative with respect to
one of the real variables, say x0, and the so–called Dirac operator ∂ in the remaining real variables
(x1, x2, . . . , xm). The generalized Cauchy–Riemann operator D and its Clifford algebra conjugate
D linearize the Laplace operator, whence Clifford analysis may be seen as a refinement of harmonic
analysis.
The starting point of the construction of a higher dimensional monogenic logarithmic function,
was the fundamental solution of the generalized Cauchy–Riemann operator D, also called Cauchy
kernel, and its relation to the Poisson kernel and its harmonic conjugate in Rm+1+ . We then pro-
ceeded by induction in two directions, downstream by differentiation and upstream by primitivation,
yielding a doubly infinite chain of monogenic, and thus harmonic, potentials. This chain mimics
the well–known sequence of holomorphic potentials in C+ (see e.g. [13]):
1
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→ . . .→ z(ln z−1)→ ln z
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dz−→ 1
z
→ − 1
z2
→ . . .→ (−1)k−1 (k − 1)!
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Identifying the boundary of upper half–space with Rm ∼= {(x0, x) ∈ Rm+1 : x0 = 0}, the distri-
butional limits for x0 → 0+ of those potentials were computed. They split up into two classes of
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distributions, which are linked by the Hilbert transform, one scalar–valued, the second one Clifford
vector–valued. They form two of the four families of Clifford distributions which were thoroughly
studied in a series of papers, see [6, 7, 3] and the references therein.
These distributional boundary values are really fundamental, since not only they are used in the
definition of the harmonic and monogenic potentials, but also uniquely determine the conjugate
harmonic potentials obtained by primitivation, thanks to the simple, but crucial, fact that a mono-
genic function in Rm+1+ vanishing at the boundary Rm indeed is zero. Whence the need to predict
the distributional boundary values when constructing the, at that moment unknown, upstream
potentials. To that end the distributional boundary values have to be identified in some way ab
initio, which is the aim of the present paper. It is shown that half of them may be recovered as
fundamental solutions of specific powers of the Dirac operator, and also half of them, but not the
missing ones, as fundamental solutions of specific powers of the Laplace operator. By introduc-
ing two new pseudodifferential operators, next to and related to the complex powers of the Dirac
and Laplace operators, the whole double infinite set of distributional boundary values may now
be identified as fundamental solutions of the four operators. As a remarkable demonstration of
symmetry, the distributional boundary values also can serve as convolution kernels for the corre-
sponding pseudodifferential operators of the same kind but with opposite exponent.
The organization of the paper is as follows. To make the paper self–contained we recall in
Section 2 the basics of Clifford algebra and Clifford analysis and in Section 3 the main results
of [2] on the conjugate harmonic and monogenic potentials in upper half–space Rm+1+ . The four
pseudodifferential operators needed for recovering all the distributional boundary values of these
harmonic potentials as fundamental solutions, are studied in four consecutive sections. Sections 4
and 6 are devoted to the complex powers of the Dirac and Laplace operator respectively and their
fundamental solutions. In Sections 5 and 7 the two new operators, also depending on a complex
parameter, and their fundamental solutions are studied. Section 8 contains some conclusions.
2 Basics of Clifford analysis
Clifford analysis (see e.g. [4]) is a function theory which offers a natural and elegant generalization
to higher dimension of holomorphic functions in the complex plane and refines harmonic analysis.
Let (e0, e1, . . . , em) be the canonical orthonormal basis of Euclidean space Rm+1 equipped with a
quadratic form of signature (0,m+ 1). Then the non–commutative multiplication in the universal
real Clifford algebra R0,m+1 is governed by the rule
eαeβ + eβeα = −2δαβ , α, β = 0, 1, . . . ,m
whence R0,m+1 is generated additively by the elements eA = ej1 . . . ejh , where A = {j1, . . . , jh} ⊂
{0, . . . ,m}, with 0 ≤ j1 < j2 < · · · < jh ≤ m, and e∅ = 1. For an account on Clifford algebra we
refer to e.g. [14].
We identify the point (x0, x1, . . . , xm) ∈ Rm+1 with the Clifford–vector variable
x = x0e0 + x1e1 + · · ·xmem = x0e0 + x
and the point (x1, . . . , xm) ∈ Rm with the Clifford–vector variable x. The introduction of spherical
co–ordinates x = rω, r = |x|, ω ∈ Sm−1, gives rise to the Clifford–vector valued locally integrable
function ω, which is to be seen as the higher dimensional analogue of the signum–distribution on
the real line; we will encounter ω as one of the distributions discussed below.
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At the heart of Clifford analysis lies the so–called Dirac operator
∂ = ∂x0e0 + ∂x1e1 + · · · ∂xmem = ∂x0e0 + ∂
which squares to the negative Laplace operator: ∂2 = −∆m+1, while also ∂2 = −∆m. The
fundamental solution of the Dirac operator ∂ is given by
Em+1(x) = − 1
σm+1
x
|x|m+1
where σm+1 =
2pi
m+1
2
Γ(m+12 )
stands for the area of the unit sphere Sm in Rm+1. We also introduce the
generalized Cauchy–Riemann operator
D =
1
2
e0∂ =
1
2
(∂x0 + e0∂)
which, together with its Clifford algebra conjugate D = 12 (∂x0 −e0∂), also decomposes the Laplace
operator: DD = DD = 14∆m+1.
A continuously differentiable function F (x), defined in an open region Ω ⊂ Rm+1 and taking
values in the Clifford algebra R0,m+1, is called (left–)monogenic if it satisfies in Ω the equation
DF = 0, which is equivalent with ∂F = 0.
Singling out the basis vector e0, we can decompose the real Clifford algebra R0,m+1 in terms
of the Clifford algebra R0,m as R0,m+1 = R0,m ⊕ e0R0,m. Similarly we decompose the considered
functions as
F (x0, x) = F1(x0, x) + e0F2(x0, x)
where F1 and F2 take their values in the Clifford algebra R0,m; mimicking functions of a complex
variable, we will call F1 the real part and F2 the imaginary part of the function F .
We will extensively use two families of distributions in Rm, which have been thoroughly studied
in [6, 7, 3]. The first family T = {Tλ : λ ∈ C} is very classical. It consists of the radial distributions
Tλ = Fp r
λ = Fp (x21 + . . .+ x
2
m)
λ
2
their action on a test function φ ∈ S(Rm) being given by
〈Tλ, φ〉 = σm〈Fp rµ+,Σ(0)[φ]〉
with µ = λ+m−1. In the above expressions Fp rµ+ stands for the classical ”finite part” distribution
on the real r-axis and Σ(0) is the scalar valued generalized spherical mean, defined on scalar valued
test functions φ(x) by
Σ(0)[φ] =
1
σm
∫
Sm−1
φ(x) dS(ω)
This family T contains a.o. the fundamental solutions of the natural powers of the Laplace operator.
As convolution operators they give rise to the traditional Riesz potentials (see e.g. [12]). The
second family U = {Uλ : λ ∈ C} of distributions arises in a natural way by the action of the
Dirac operator ∂ on T . The Uλ–distributions thus are typical Clifford analysis constructs: they
are Clifford–vector valued, and they also arise as products of Tλ–distributions with the distribution
ω = x|x| , mentioned above. The action of Uλ on a test function φ ∈ S(Rm) is given by
〈Uλ, φ〉 = σm〈Fp rµ+,Σ(1)[φ]〉
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with µ = λ+m−1, and where the Clifford–vector valued generalized spherical mean Σ(1) is defined
on scalar valued test functions φ(x) by
Σ(1)[φ] =
1
σm
∫
Sm−1
ω φ(x) dS(ω)
Typical examples in the U–family are the fundamental solutions of the Dirac operator and of its
odd natural powers.
The normalized distributions T ∗λ and U
∗
λ arise when removing the singularities of Tλ and Uλ
by dividing them by an appropriate Gamma-function showing the same simple poles. The scalar
T ∗λ–distributions are defined by
T ∗λ = pi
λ+m
2
Tλ
Γ
(
λ+m
2
) , λ 6= −m− 2l
T ∗−m−2l =
pi
m
2 −l
22lΓ
(
m
2 + l
) (−∆m)lδ(x), l ∈ N0 (2.1)
while the Clifford–vector valued distributions U∗λ are defined by
U∗λ = pi
λ+m+1
2
Uλ
Γ
(
λ+m+1
2
) , λ 6= −m− 2l − 1
U∗−m−2l−1 = −
pi
m
2 −l
22l+1 Γ
(
m
2 + l + 1
) ∂2l+1δ(x), l ∈ N0 (2.2)
The normalized distributions T ∗λ and U
∗
λ are holomorphic mappings from λ ∈ C to the space
S ′(Rm) of tempered distributions. As already mentioned they are intertwined by the action of the
Dirac operator; more generally they enjoy the following properties: for all λ ∈ C one has
(i) x T ∗λ =
λ+m
2pi U
∗
λ+1; x U
∗
λ = U
∗
λ x = −T ∗λ+1
(ii) ∂ T ∗λ = λ U
∗
λ−1; ∂ U
∗
λ = U
∗
λ ∂ = −2pi T ∗λ−1
(iii) ∆mT
∗
λ = 2piλT
∗
λ−2 ; ∆mU
∗
λ = 2pi(λ− 1)U∗λ−2
(iv) r2T ∗λ =
λ+m
2pi T
∗
λ+2; r
2U∗λ =
λ+m+1
2pi U
∗
λ+2
Of particular importance for the sequel are the convolution formulae for the T ∗λ– and U
∗
λ–
distributions; we list them in the following proposition and refer the reader to [3] for more de-
tails. Let us mention that the convolution of the distributions from both families is commutative
notwithstanding the Clifford vector character of the U∗λ–distributions.
Proposition 2.1.
(i) For all (α, β) ∈ C× C such that α 6= 2j, j ∈ N0, β 6= 2k, k ∈ N0 and α + β +m 6= 2l, l ∈ N0
the convolution T ∗α ∗ T ∗β is the tempered distribution given by
T ∗α ∗ T ∗β = pi
m
2
Γ
(
−α+β+m2
)
Γ
(−α2 )Γ(−β2) T ∗α+β+m
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(ii) For (α, β) ∈ C×C such that α 6= 2j + 1, β 6= 2k, α+ β 6= −m+ 2l+ 1, j, k, l ∈ N0 one has
U∗α ∗ T ∗β = T ∗β ∗ U∗α = pi
m
2
Γ
(
−α+β+m−12
)
Γ
(−α−12 )Γ(−β2) U∗α+β+m
(iii) For (α, β) ∈ C×C such that α 6= 2j + 1, β 6= 2k + 1, α+ β 6= −m+ 2l, j, k, l ∈ N0 one has
U∗α ∗ U∗β = U∗β ∗ U∗α = pi
m
2 +1
Γ(−α+β+m2 )
Γ(−α+12 )Γ(
−β+1
2 )
T ∗α+β+m
3 Harmonic and monogenic potentials in Rm+1+
In this section we gather the most important results on harmonic and monogenic potentials in
upper half–space Rm+1, which were established in [2].
The starting point is the Cauchy kernel of Clifford analysis, i.e. the fundamental solution of the
generalized Cauchy–Riemann operator D:
C−1(x0, x) =
1
σm+1
xe0
|x|m+1 =
1
σm+1
x0 − e0x
|x|m+1
which may be decomposed in terms of the traditional Poisson kernels in Rm+1+ :
C−1(x0, x) =
1
2
A−1(x0, x) +
1
2
e0B−1(x0, x)
where, also mentioning the usual notations, for x0 > 0,
A−1(x0, x) = P (x0, x) =
2
σm+1
x0
|x|m+1
B−1(x0, x) = Q(x0, x) = − 2
σm+1
x
|x|m+1
Their distributional limits for x0 → 0+ are given by
a−1(x) = lim
x0→0+
A−1(x0, x) = δ(x) =
2
σm
T ∗−m
b−1(x) = lim
x0→0+
B−1(x0, x) = H(x) = − 2
σm+1
U∗−m
where the distribution
H(x) = − 2
σm+1
U∗−m = −
2
σm+1
Pv
x
|x|m+1
with Pv standing for the ”principal value” distribution in Rm, is the convolution kernel of the
Hilbert transform H in Rm (see e.g. [10]). Note also that both distributional boundary values are
linked by this Hilbert transform:
H [a−1] = H [δ] = H ∗ δ = H = b−1
H [b−1] = H [H] = H ∗H = δ = a−1
since H2 = 1.
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The first in the sequence of so–called downstream potentials is the function C−2 defined by
DC−1 = C−2 =
1
2
A−2 +
1
2
e0B−2
Clearly it is monogenic in Rm+1+ , since DC−2 = DDC−1 = 14∆m+1C−1 = 0. The definition itself
of C−2(x0, x) implies that it shows the monogenic potential (or primitive) C−1(x0, x) and the
conjugate harmonic potentials A−2(x0, x) and e0B−2(x0, x). The distributional limits for x0 → 0+
of these harmonic potentials are given by
a−2(x) = limx0→0+A−2(x0, x) =
2
σm+1
Fp
1
|x|m+1 = −
4pi
σm+1
T ∗−m−1
b−2(x) = limx0→0+B−2(x0, x) = −∂δ =
2m
σm
U∗−m−1
Proceeding in the same manner, the sequence of downstream monogenic potentials in Rm+1+ is
defined by
C−k−1 = DC−k = D
2
C−k+1 = . . . = D
k
C−1, k = 1, 2, . . .
where each monogenic potential decomposes into two conjugate harmonic potentials:
C−k−1 =
1
2
A−k−1 +
1
2
e0B−k−1, k = 1, 2, . . .
with, for k odd, say k = 2`− 1,{
A−2` = ∂2`−1x0 A−1 = −∂2`−2x0 ∂B−1 = . . . = −∂2`−1B−1
B−2` = ∂2`−1x0 B−1 = −∂2`−2x0 ∂A−1 = . . . = −∂2`−1A−1
while for k even, say k = 2`,{
A−2`−1 = ∂2`x0A−1 = −∂2`−1x0 ∂B−1 = . . . = ∂2`A−1
B−2`−1 = ∂2`x0B−1 = −∂2`−1x0 ∂A−1 = . . . = ∂2`B−1
Their distributional limits for x0 → 0+ are given by
a−2` = (−∂)2`−1H = −22`−1
Γ
(
m+2`−1
2
)
pi
m−2`+1
2
T ∗−m−2`+1
= (−1)`−12`−1(2`− 1)!!Γ
(
m+2`−1
2
)
pi
m+1
2
Fp
1
rm+2`−1
b−2` = (−∂)2`−1δ = 22`−1
Γ
(
m+2`
2
)
pi
m−2`+2
2
U∗−m−2`+1
and 
a−2`−1 = ∂2`δ = 22`
Γ
(
m+2`
2
)
pi
m−2`
2
T ∗−m−2`
b−2`−1 = ∂2`H = −22`
Γ
(
m+2`+1
2
)
pi
m−2`+1
2
U∗−m−2`
= (−1)`−12`(2`− 1)!!Γ
(
m+2`+1
2
)
pi
m+1
2
Fp
1
rm+2`
ω
They show the following properties.
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Lemma 3.1. One has for j, k = 1, 2, . . .
(i) a−k
−∂−−−→ b−k−1 −∂−−−→ a−k−2
(ii) H [a−k] = b−k, H [b−k] = a−k
(iii) a−j ∗ a−k = a−j−k+1
a−j ∗ b−k = b−j ∗ a−k = b−j−k+1
b−j ∗ b−k = a−j−k+1.
Let us have a look at the so–called upstream potentials. To start with the fundamental solution
of the Laplace operator ∆m+1 in Rm+1, sometimes called Green’s function, and here denoted by
1
2A0(x0, x), is given by
1
2
A0(x0, x) = − 1
m− 1
1
σm+1
1
|x|m−1
Its conjugate harmonic in Rm+1+ , in the sense of [4], is
B0(x0, x) =
2
σm+1
x
|x|m Fm
( |x|
x0
)
(3.1)
where
Fm(v) =
∫ v
0
ηm−1
(1 + η2)
m+1
2
dη =
vm
m
2F1
(
m
2
,
m+ 1
2
;
m
2
+ 1;−v2
)
with 2F1 a standard hypergeometric function (see e.g. [11]). Taking into account that
Fm(+∞) =
∫ +∞
0
ηm−1
(1 + η2)
m+1
2
dη =
√
pi
2
Γ
(
m
2
)
Γ
(
m+1
2
)
expression (3.1) leads to the following distributional limit
b0(x) = lim
x0→0+
B0(x0, x) =
1
σm
x
|x|m =
1
pi
1
σm
U∗−m+1
while A0(x0, x) itself shows the distributional limit
a0(x) = lim
x0→0+
A0(x0, x) = − 2
m− 1
1
σm+1
Fp
1
|x|m−1 = −
2
m− 1
1
σm+1
T ∗−m+1
It is readily seen that DA0 = De0B0 = C−1. So A0(x0, x) and e0B0(x0, x) are conjugate harmonic
potentials (or primitives), with respect to the operator D, of the Cauchy kernel C−1(x0, x) in Rm+1+ .
Putting C0(x0, x) =
1
2A0(x0, x)+
1
2e0B0(x0, x), it follows that also DC0(x0, x) = C−1(x0, x), which
implies that C0(x0, x) is a monogenic potential (or primitive) of the Cauchy kernel C−1(x0, x) in
Rm+1+ . Their distributional boundary values are intimately related, as shown in the following
lemma.
Lemma 3.2. One has
(i) −∂a0 = b−1 = H; −∂b0 = a−1 = δ
(ii) H [a0] = b0; H [b0] = a0
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Remark 3.1. In the upper half of the complex plane the function ln(z) is a holomorphic potential
(or primitive) of the Cauchy kernel 1z and its real and imaginary components are the fundamental
solution ln |z| of the Laplace operator, and its conjugate harmonic i arg(z) respectively. By sim-
ilarity we could say that C0(x0, x) =
1
2A0(x0, x) +
1
2e0B0(x0, x), being a monogenic potential of
the Cauchy kernel C−1(x0, x) and the sum of the fundamental solution A0(x0, x) of the Laplace
operator and its conjugate harmonic e0B0(x0, x), is a monogenic logarithmic function in the upper
half–space Rm+1+ .
Inspired by the above mentioned properties, the construction of the sequence of upstream har-
monic and monogenic potentials in Rm+1+ is continued as follows. Putting{
A1(x0, x) = a0(·) ∗A0(x0, ·)(x) = b0(·) ∗B0(x0, ·)
B1(x0, x) = a0(·) ∗B0(x0, ·)(x) = b0(·) ∗A0(x0, ·)
it is verified that DA−1 = De0B−1 = C0, whence A1(x0, x) and B1(x0, x) are conjugate harmonic
potentials in Rm+1+ of the function C0(x0, x). It then follows at once that
C1(x0, x) =
1
2
A1(x0, x) +
1
2
e0B1(x0, x)
is a monogenic potential in Rm+1+ of C0. The distributional limits for x0 → 0+ of the conjugate
harmonic potentials A1 and B1 are given by{
a1(x) = limx0→0+A1(x0, x) = a0(·) ∗ a0(·)(x) = b0(·) ∗ b0(·)(x)
b1(x) = limx0→0+B1(x0, x) = a0(·) ∗ b0(·)(x) = b0(·) ∗ a0(·)(x)
Making use of the calculation rules for the convolution of the T ∗– and U∗–distributions (see Section
2, Proposition 2.1), these distributional boundary values are explicitly given by
a1(x) =
1
pi
1
σm
1
m− 2 T
∗
−m+2 =
1
σm
1
m− 2
1
|x|m−2
b1(x) = − 1
pi
1
σm+1
1
m− 1 U
∗
−m+2 = −
1
σm+1
2
m− 1
x
|x|m−1
They show the following properties.
Lemma 3.3.
(i) −∂a1 = b0, −∂b1 = a0
(ii) H [a1] = b1, H [b1] = a1
The conjugate harmonic potentials A1(x0, x) and B1(x0, x) have been determined explicitly:
A1(x0, x) =
2
m− 1
1
σm+1
1
|x|m−2 Fm−2
(
x
x0
)
B1(x0, x) =
2
σm+1
x0x
|x|m Fm
( |x|
x0
)
− 2
σm+1
1
m− 1
x
|x|m−1
Proceeding in a similar way, it is verified that the functions A2(x0, x) and B2(x0, x) defined by{
A2(x0, x) = a0(·) ∗A1(x0, ·)(x) = b0(·) ∗B1(x0, ·)(x)
B2(x0, x) = a0(·) ∗B1(x0, ·)(x) = b0(·) ∗A1(x0, ·)(x)
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are conjugate harmonic potentials in Rm+1+ of the function C1(x0, x). It follows that
C2(x0, x) =
1
2
A2(x0, x) +
1
2
e0B2(x0, x)
is a monogenic potential in Rm+1+ of C1.The distributional limits for x0 → 0+ are given by{
a2(x) = limx0→0+A2(x0, x) = a0 ∗ a1(x) = b0 ∗ b1(x)
b2(x) = limx0→0+B2(x0, x) = a0 ∗ b1(x) = b0 ∗ a1(x)
which may be calculated explicitly to be
a2(x) = − 1
pi
1
(m− 1)(m− 3)
1
σm+1
T ∗−m+3
and
b2(x) =
1
2pi2
1
σm
1
m− 2U
∗
−m+3
They show the following properties.
Lemma 3.4.
(i) −∂a2 = b1, −∂b2 = a1
(ii) H [a2] = b2, H [b2] = a2
The conjugate harmonic potentials A2(x0, x) and B2(x0, x) were also explicitly determined:
A2(x0, x) =
2
m− 1
1
σm+1
x0
|x|m−2 Fm−2
( |x|
x0
)
− 2
m− 1
1
m− 3
1
σm+1
1
|x|m−3
B2(x0, x) =
1
σm+1
x|x|2
|x|m Fm
( |x|
x0
)
− m− 3
m− 1
1
σm+1
x
|x|m−2 Fm−2
( |x|
x0
)
For general k = 1, 2, 3, . . . , the following functions in Rm+1+ are defined recursively, the convolu-
tions being taken in the variable x ∈ Rm:
Ak(x0, x) = a0 ∗Ak−1 = a1 ∗Ak−2 = . . . = ak−1 ∗A0
= b0 ∗Bk−1 = b1 ∗Bk−2 = . . . = bk−1 ∗B0
Bk(x0, x) = a0 ∗Bk−1 = a1 ∗Bk−2 = . . . = ak−1 ∗B0
= b0 ∗Ak−1 = b1 ∗Ak−2 = . . . = bk−1 ∗A0
and
Ck(x0, x) =
1
2
Ak(x0, x) +
1
2
e0Bk(x0, x)
It may be verified that Ak(x0, x) and Bk(x0, x) are conjugate harmonic potentials of Ck−1(x0, x)
in Rm+1+ , while Ck(x0, x) is a monogenic potential of the same Ck−1(x0, x) in R
m+1
+ . Their distri-
butional boundary values for x0 → 0+ are given by the recurrence relations
ak(x) = a0 ∗ ak−1 = a1 ∗ ak−2 = . . . = ak−1 ∗ a0
= b0 ∗ bk−1 = b1 ∗ bk−2 = . . . = bk−1 ∗ b0
bk(x) = a0 ∗ bk−1 = a1 ∗ bk−2 = . . . = ak−1 ∗ b0
= b0 ∗ ak−1 = b1 ∗ ak−2 = . . . = bk−1 ∗ a0
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for which the following explicit formulae my be deduced:
a2k = − 1
22k+1
Γ(m−2k−12 )
pi
m+2k+1
2
T ∗−m+2k+1
a2k−1 =
1
22k
Γ(m−2k2 )
pi
m+2k
2
T ∗−m+2k
b2k =
1
22k+1
Γ(m−2k2 )
pi
m+2k+2
2
U∗−m+2k+1
b2k−1 = − 1
22k
Γ(m−2k+12 )
pi
m+2k+1
2
U∗−m+2k
These distributional limits show the following properties.
Lemma 3.5. One has for k = 1, 2, . . .:
(i) −∂ak = bk−1; −∂bk = ak−1
(ii) H [ak] = b−1 ∗ ak = bk; H [bk] = b−1 ∗ bk = ak
4 Powers of the Dirac operator
The complex power of the Dirac operator ∂ was already introduced in [9] and further studied in
[3]. It is a convolution operator defined by
∂µ[ . ] = ∂µδ ∗ [ . ] =
[
1 + eipiµ
2
2µΓ
(
m+µ
2
)
pi
m−µ
2
T ∗−m−µ −
1− eipiµ
2
2µΓ
(
m+µ+1
2
)
pi
m−µ+1
2
U∗−m−µ
]
∗ [ . ]
=
2µ
pi
m
2
Fp
1
|x|µ+m
[
1 + eipiµ
2
Γ
(
m+µ
2
)
Γ
(−µ2 ) − 1− e
ipiµ
2
Γ
(
m+µ+1
2
)
Γ
(−µ−12 ) ω
]
∗ [ . ] (4.1)
In particular for integer values of the parameter µ, the convolution kernel ∂µδ is given by
∂2kδ =
22kΓ
(
m+2k
2
)
pi
m−2k
2
T ∗−m−2k
∂2k+1δ = −2
2k+1Γ
(
m+2k+2
2
)
pi
m−2k
2
U∗−m−2k−1
(4.2)
Note that for k ∈ N0 the above expressions (4.2) are in accordance with the definitions (2.1) and
(2.2). Moreover, if the dimension m is odd, also all negative integer powers of the Dirac operator
are defined by (4.2). However, if the dimension m is even, the expressions (4.2) are no longer valid
for k = −m2 − n, with n = 0, 1, 2, . . . in the case of ∂2kδ and n = 1, 2, . . . in the case of ∂2k+1δ.
Summarizing, ∂µ is defined for all µ ∈ C, except for µ = −m,−m− 1,−m− 2, . . . when m is even.
We will define ∂µ for those exceptional parameter values further on. First we prove the following
fundamental property.
Proposition 4.1. For µ, ν ∈ C when m is odd or for µ, ν ∈ C such that µ, ν and µ + ν are
different from −m,−m− 1,−m− 2, . . . when m is even, one has
∂µδ ∗ ∂νδ = ∂µ+νδ
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Proof
Using definition (4.1) for ∂µδ and ∂νδ, the convolution at the left–hand side decomposes into four
terms. They are respectively given by
1 + eipiµ
2
1 + eipiν
2
2µ+ν pi
m
2
Γ
(
m+µ+ν
2
)
pi
m−µ
2 pi
m−ν
2
T ∗−m−µ−ν
for the first one,
−1 + e
ipiµ
2
1− eipiν
2
2µ+ν pi
m
2
Γ
(
m+µ+ν+1
2
)
pi
m−µ
2 pi
m−ν+1
2
U∗−m−µ−ν
for the second,
−1− e
ipiµ
2
1 + eipiν
2
2µ+ν pi
m
2
Γ
(
m+µ+ν+1
2
)
pi
m−µ+1
2 pi
m−ν
2
U∗−m−µ−ν
for the third, and
1− eipiµ
2
1− eipiν
2
2µ+ν pi
m
2
Γ
(
m+µ+ν
2
)
pi
m−µ
2 pi
m−ν
2
T ∗−m−µ−ν
for the fourth. The sum of the first and the fourth term thus equals
1 + eipi(µ+ν)
2
2µ+ν
Γ
(
m+µ+ν
2
)
pi
m−µ−ν
2
T ∗−m−µ−ν
while the sum of the second and the third term equals
−1− e
ipi(µ+ν)
2
2µ+ν
Γ
(
m+µ+ν+1
2
)
pi
m−µ−ν+1
2
U∗−m−µ−ν
The sum of the latter two expressions is exactly ∂µ+νδ. 
Corollary 4.1. For µ ∈ C when m is odd or for µ ∈ C\{±m,±m ± 1,±m ± 2, . . .} when m is
even, one has
∂µδ ∗ ∂−µδ = δ
Now we put for µ ∈ C when m is odd or for µ ∈ C\{m,m+ 1,m+ 2, . . .} when m is even
Eµ = ∂
−µδ =
1 + e−ipiµ
2
2−µΓ
(
m−µ
2
)
pi
m+µ
2
T ∗−m+µ −
1− e−ipiµ
2
2−µΓ
(
m−µ+1
2
)
pi
m+µ+1
2
U∗−m+µ
and in particular for k ∈ Z when m is odd or for k ∈ Z\{m2 + n, n = 0, 1, 2, . . .} when m is even
E2k =
1
22k
Γ
(
m−2k
2
)
pi
m+2k
2
T ∗−m+2k
E2k+1 = − 1
22k+1
Γ
(
m−2k
2
)
pi
m+2k+2
2
U∗−m+2k+1
Then Corollary 4.1 implies that, for µ ∈ C when m is odd or for µ ∈ C\{±m,±m± 1,±m± 2, . . .}
when m is even, Eµ = ∂
−µδ is the fundamental solution of the operator ∂µ:
∂µEµ = ∂
µδ ∗ Eµ = δ
This is in accordance with a result in [3].
It is also clear that, in the case where the dimension m is even, once the fundamental solutions
Em+n of ∂
m+n, n = 0, 1, 2, . . . are known, we can use these expressions for defining the operators
∂−m−n, n = 0, 1, 2, . . .. To that end we recall a result of [3].
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Proposition 4.2. If the dimension m is even, for n = 0, 1, 2, . . ., the fundamental solution Em+n
of the operator ∂m+n is given by{
Em+2j = (p2j ln r + q2j) T
∗
2j
Em+2j+1 = (p2j+1 ln r + q2j+1) U
∗
2j+1
j = 0, 1, 2, . . .
where the constants pn and qn satisfy the recurrence relations
p2j+2 =
1
2j + 2
p2j+1
q2j+2 =
1
2j + 2
(q2j+1 − 1
2j + 2
p2j+1)
j = 0, 1, 2, . . .
and 
p2j+1 = − 1
2pi
p2j
q2j+1 = − 1
2pi
(q2j − 1
m+ 2j
p2j)
j = 0, 1, 2, . . .
with starting values p0 = − 1
2m−1pim
and q0 = 0.
Now putting, for m even and n = 0, 1, 2, . . ., ∂−m−nδ = Em+n, and hence
∂−m−n[ . ] = ∂−m−nδ ∗ [ . ] = Em+n ∗ [ . ]
we indeed have
∂−m−nE−m−n = ∂−m−nδ ∗ ∂m+nδ = Em+n ∗ ∂m+nδ = δ
So the operator ∂µ[ . ] eventually is defined for all µ ∈ C, and there holds in distributional sense
∂µ[Eµ] = ∂
µ[∂−µδ] = δ, µ ∈ C
or, at the level of the operators: ∂µ∂−µ = 1.
5 A new operator
Recalling the following distributional boundary values of the conjugate harmonic potentials studied
in [2] 
a2k−1 =
1
22k
Γ(m−2k2 )
pi
m+2k
2
T ∗−m+2k, k ∈ Z, 2k < m
b2k =
1
22k+1
Γ(m−2k2 )
pi
m+2k+2
2
U∗−m+2k+1, k ∈ Z, 2k < m
it becomes clear, in view of the results in Section 4, that these distributional boundary values are
nothing but fundamental solutions of appropriate integer powers of the Dirac operator. We have
indeed, for integer k such that 2k < m, that{
a2k−1 = E2k = ∂−2kδ
b2k = −E2k+1 = −∂−2k−1δ
showing that at the same time they are also distributions resulting from the action of the opposite
integer powers of the Dirac operator on the delta distribution.
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It also becomes clear that the other distributional boundary values a2k and b2k−1 cannot be
expressed in a similar way as fundamental solutions of integer powers of the Dirac operator. Whence
the need for a new operator, depending upon a complex parameter µ, the fundamental solutions
of which correspond to those distributional boundary values a2k and b2k−1. Taking into account
the Hilbert pair relationship between the distributional boundary values, we define to that end the
operator µH by
µH[ . ] = ∂µH ∗ [ . ]
where the convolution kernel ∂µH is given by
∂µH =
1− eipiµ
2
2µΓ
(
m+µ
2
)
pi
m−µ
2
T ∗−m−µ −
1 + eipiµ
2
2µΓ
(
m+µ+1
2
)
pi
m−µ+1
2
U∗−m−µ
The notation for this new kernel is motivated by the fact that, as shown by a straightforward
calculation, it may indeed be obtained as ∂µH = ∂µδ ∗H. In particular for integer values of the
parameter µ, the convolution kernel ∂µH reduces to
∂2kH = −22kΓ(
m+2k+1
2 )
pi
m−2k+1
2
U∗−m−2k
∂2k+1H = 22k+1
Γ(m+2k+12 )
pi
m−2k−1
2
T ∗−m−2k−1
(5.1)
with 2k 6= −m − 1,−m − 3, . . . when m is odd. Note that for µ = 0 the operator 0H reduces to
the Hilbert transform, while for µ = 1 the so–called Hilbert–Dirac operator (see [8]) is obtained:
1H[ . ] = (−∆m) 12 [ . ] = ∂H ∗ [ . ] = 2
Γ(m+12 )
pi
m−1
2
T ∗−m−1 ∗ [ . ]
More generally, we also have for integer k such that 2k 6= −m− 1,−m− 3, . . . when m is odd,
2k+1H[ . ] = ∂2k+1H ∗ [ . ] = (−∆m)k+ 12 [ . ]
Summarizing, the operator µH is defined for all complex values of the parameter µ except for
µ = −m,−m − 1,−m − 2, . . . when m is odd. We will use the same method as above, via the
fundamental solutions, to define µH for those exceptional values.
Proposition 5.1. For µ, ν ∈ C when m is even or for µ, ν ∈ C such that µ, ν and µ + ν are
different from −m,−m− 1,−m− 2, . . . when m is odd, one has
∂µH ∗ ∂νH = ∂µ+νH
Proof
The proof is similar to that of Proposition 4.1. 
Corollary 5.1. For µ ∈ C when m is even or for µ ∈ C\{±m,±m ± 1,±m ± 2, . . .} when m is
odd, one has
∂µH ∗ ∂−µH = δ
Now we put for µ ∈ C when m is even or for µ ∈ C\{m,m+ 1,m+ 2, . . .} when m is odd
Fµ = ∂
−µH =
1− e−ipiµ
2
2−µΓ
(
m−µ
2
)
pi
m+µ
2
T ∗−m+µ −
1 + e−ipiµ
2
2−µΓ
(
m−µ+1
2
)
pi
m+µ+1
2
U∗−m+µ
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and in particular for integer values of the parameter µ
F2k = − 1
22k
Γ
(
m−2k+1
2
)
pi
m+2k+1
2
U∗−m+2k, k 6=
m+ 1
2
+ n, n = 0, 1, . . .when m is odd
F2k+1 =
1
22k+1
Γ
(
m−2k−1
2
)
pi
m+2k+1
2
T ∗−m+2k+1, k 6=
m− 1
2
+ n, n = 0, 1, . . .when m is odd
Then Corollary 5.1 implies that for µ ∈ C when m is even or for µ ∈ C\{±m,±m±1,±m±2, . . .}
when m is odd
µH[Fµ] = ∂µH ∗ Fµ = δ
expressing the fact that Fµ = ∂
−µH is the fundamental solution of the operator ∂µH for the allowed
values of µ. So it becomes clear that, in the case where the dimension m is odd, if we succeed in
establishing the fundamental solutions Fm+n, n = 0, 1, 2, . . . of the corresponding operators
m+nH,
we can use these expressions for defining the operators −m−nH. We first prove that Eµ and Fµ
form a Hilbert pair.
Proposition 5.2. For µ ∈ C\{m,m+ 1,m+ 2, . . .} one has
H[Eµ] = Fµ
Proof
For the allowed values of µ we consecutively have
H[Eµ] =0 H[Eµ] = H ∗ Eµ = H ∗ ∂−µδ = ∂−µδ ∗H = ∂−µH = Fµ

Now we determine the fundamental solutions Fm+n, n = 0, 1, 2, . . . when the dimension m is odd.
The general expression for ∂−µ being no longer valid in that case, this needs a specific approach,
which is similar to the one used for determining the fundamental solutions Em+n of ∂
−m−n when
m was even.
Proposition 5.3. If the dimension m is odd, then, for n = 0, 1, 2, . . ., the fundamental solution
of m+nH is given by{
Fm+2j = (p2j ln r + q2j) T
∗
2j
Fm+2j+1 = (p2j+1 ln r + q2j+1) U
∗
2j+1
j = 0, 1, 2, . . .
with the same constants (pn, qn) as in Proposition 4.2
Proof
We have to prove that m+nH[Fm+n] = δ or ∂m+nH ∗Fm+n = δ, or still ∂m+n ∗Fm+n = H, which
will be satisfied if ∂Fm+n = Fm+n−1. If n is even, say n = 2j, we have
∂Fm+2j = p2j
x
r2
T ∗2j + (p2j ln r + q2j) ∂T
∗
2j = p2jU
∗
2j−1 + 2j(p2j ln r + q2j) U
∗
2j−1
from which it follows that the following recurrence relations should hold
{
p2j + 2jq2j = q2j−1
2jp2j = p2j−1
or

p2j =
1
2j
p2j−1
q2j =
1
2j
(q2j−1 − 1
2j
p2j−1)
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If n is odd, say n = 2j + 1, we have
∂Fm+2j+1 = p2j+1
x
r2
U∗2j+1 + (p2j+1 ln r + q2j+1) ∂U
∗
2j+1
= −p2j+1 2pi
m+ 2j
T ∗2j − 2pi(p2j+1 ln r + q2j+1) T ∗2j
leading to the recurrence relations −
2pi
m+ 2j
p2j+1 − 2piq2j+1 = q2j
−2pip2j+1 = p2j
or

p2j+1 = − 1
2pi
p2j
q2j+1 = − 1
2pi
(q2j − 1
m+ 2j
p2j)

So putting for m odd and n = 0, 1, 2, . . ., ∂−m−nH = Fm+n, and hence
−m−nH[ . ] = ∂−m−nH ∗ [ . ] = Fm+n ∗ [ . ]
we indeed have
−m−nH[F−m−n] = ∂−m−nH ∗ ∂m+nH = δ
Eventually the operator µH is defined for all µ ∈ C, and there holds in distributional sense
µH[Fµ] = µH[−µH] = δ
or, at the level of operators: µH−µH = 1.
Now we expect the distributional boundary values
a2k = − 1
22k+1
Γ(m−2k−12 )
pi
m+2k+1
2
T ∗−m+2k+1, k ∈ Z, 2k + 1 < m
b2k−1 = − 1
22k
Γ(m−2k+12 )
pi
m+2k+1
2
U∗−m+2k, k ∈ Z, 2k − 1 < m
to be fundamental solutions of µH for specific values of µ. This is indeed the case since{
a2k = −F2k+1 = −∂−2k−1H, k ∈ Z, 2k + 1 < m
b2k−1 = F2k = ∂−2kH, k ∈ Z, 2k − 1 < m
We conclude that all distributional boundary values of the sequence of conjugate harmonic poten-
tials of Section 3 are fundamental solutions of ∂µ and µH for specific integer values of µ.
6 Powers of the Laplace operator
For complex powers of the Laplace operator the standard definition (see [12]) reads (−∆m)β [ . ] =
(−∆m)βδ ∗ [ . ], where the convolution kernel (−∆m)βδ is given by
(−∆m)βδ = 22β
Γ
(
m+2β
2
)
pi
m−2β
2
T ∗−m−2β
Whence apparently (−∆m)β is defined for all complex values of the parameter β, except for
β = −m2 ,−m2 − 1,−m2 − 2, . . ..
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In particular for integer values k of the parameter β, except for k = −m2 ,−m+22 ,−m+42 , . . . in
case the dimension m is even, we have, also in view of 4.2,
(−∆m)kδ = 22k
Γ
(
m+2k
2
)
pi
m−2k
2
T ∗−m−2k = ∂
2kδ (6.1)
which is in accordance with the factorization of the Laplace operator by the Dirac operator. In
case the dimension m is odd, we have, also in view of 5.1,
(−∆m)k+ 12 δ = 22k+1
Γ
(
m+2k+1
2
)
pi
m−2k−1
2
T ∗−m−2k−1 = ∂
2k+1H (6.2)
for integer k, except for −m+12 ,−m+32 ,−m+52 , . . ..
By a straightforward calculation, similar to the one in the proof of Proposition 4.1, the following
fundamental property is proven.
Proposition 6.1. For α, β ∈ C such that α, β and α+β are different from −m2 −n, n = 0, 1, 2, . . .
one has
(−∆m)αδ ∗ (−∆m)βδ = (−∆m)α+βδ
Corollary 6.1. For β ∈ C\{±m2 ,±m+22 ,±m+42 , . . .} one has
(−∆m)βδ ∗ (−∆m)−βδ = δ
Now putting for β ∈ C\{m2 , m+22 , m+42 , . . .}
Kβ = (−∆m)−βδ = 2−β
Γ
(
m−2β
2
)
pi
m+2β
2
T ∗−m+2β
and in particular for integer k
Kk = (−∆m)−kδ = 1
22k
Γ
(
m−2k
2
)
pi
m+2k
2
T ∗−m+2k, 2k < m when m is even
Kk+ 12 = (−∆m)−k−
1
2 δ =
1
22k+1
Γ
(
m−2k−1
2
)
pi
m+2k+1
2
T ∗−m+2k+1, 2k < m− 1 when m is odd
(6.3)
the above Corollary 6.1 implies that
(−∆m)β [Kβ ] = δ, β ∈ C\{±m
2
,±m+ 2
2
,±m+ 4
2
, . . .}
which expresses the fact that Kβ = (−∆m)−βδ is the fundamental solution of the operator (−∆m)β
for β ∈ C\{±m2 ,±m+22 ,±m+42 , . . .}.
We still need to define the operator (−∆m)β for β = −m2 ,−m+22 ,−m+42 , . . . and the fundamental
solution Kβ for β =
m
2 ,
m+2
2 ,
m+4
2 , . . .. Keeping in mind the formulae (6.1) and (6.2), which we
still want to remain valid, we put, for n = 0, 1, 2, . . .
(i) when m is odd:
(−∆m)−m2 −nδ = ∂−m−2nH = Fm+2n = (p2n ln r + q2n)T ∗2n
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and Km
2 +n
= Fm+2n;
(ii) when m is even:
(−∆m)−m2 −nδ = ∂−m−2nδ = Em+2n = (p2n ln r + q2n)T ∗2n
and Km
2 +n
= Em+2n.
We then indeed have
(i) for m odd
(−∆m)m2 +n
[
Km
2 +n
]
= ∂m+2nH ∗Km
2 +n
= ∂m+2nH ∗ Fm+2n = δ
(ii) for m even
(−∆m)m2 +n
[
Km
2 +n
]
= ∂m+2nδ ∗Km
2 +n
= ∂m+2nδ ∗ Em+2n = δ
which eventually leads to
(−∆m)m2 +n(−∆m)−m2 −n = 1
Note that for natural powers of the Laplace operator, the above fundamental solutions are in
accordance with the results of [1], where also the closed form of the coefficients p2n and q2n, n =
0, 1, 2, . . . can be found.
7 A second new operator
The conclusion of Sections 4 and 5 was that all distributional boundary values of the sequence of
conjugate harmonic potentials studied in [2], and recalled in Section 3, are fundamental solutions of
the operators ∂µ and µH for specific integer values of the parameter µ. Wondering if they are also
fundamental solutions of the operator (−∆m)β for some specific values of the complex parameter
β, we indeed find that, in view of (6.3),
a2k = − 1
22k+1
Γ(m−2k−12 )
pi
m+2k+1
2
T ∗−m+2k+1 = −Kk+ 12 = −(−∆m)−k−
1
2 δ, 2k + 1 < m
a2k−1 =
1
22k
Γ(m−2k2 )
pi
m+2k
2
U∗−m+2k = Kk = (−∆m)−kδ, 2k < m
To recover the distributional boundary values b2k and b2k−1 as fundamental solutions of powers
of the Laplace operator, apparently a new operator has to come into play again. Bearing in mind
that the distributional boundary values are forming Hilbert pairs , we define the operator βL by
βL[ . ] = (−∆m)βH ∗ [ . ]
where the convolution kernel (−∆m)βH is given by
(−∆m)βH = −2β
Γ
(
m+2β+1
2
)
pi
m−2β+1
2
U∗−m−2β
The notation for this second new kernel is motivated by the fact that, as shown by a straight-
forward calculation, it may indeed be obtained as the convolution (−∆m)βH = (−∆m)βδ ∗ H.
Apparently the operator βL is defined for all complex values of the parameter β except for
β = −m+12 − n, n = 0, 1, 2, . . ..
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Note the particular cases for integer k:
(−∆m)kH = −22k
Γ(m+2k+12 )
pi
m−2k+1
2
U∗−m−2k, k 6= −m+12 ,−m+32 , . . . (m odd)
(−∆m)k+ 12H = −22k+1
Γ(m+2k+22 )
pi
m−2k
2
U∗−m−2k−1, k 6= −m+22 ,−m+42 , . . . (m even)
It follows that{
(−∆m)kH = ∂2kH, k ∈ Z, k 6= −m+12 ,−m+32 , . . . (m odd)
(−∆m)k+ 12H = ∂2k+1δ, k ∈ Z, k 6= −m+22 ,−m+42 , . . . (m even)
(7.1)
or, at the level of the operators: kL = 2kH and k+ 12L = ∂2k+1.
Proposition 7.1. For α, β ∈ C such that α, β and α + β are different from −m+12 − n, n =
0, 1, 2, . . ., one has
(−∆m)αH ∗ (−∆m)βH = (−∆m)α+βδ
Proof
The proof is similar to the one of Proposition 4.1. 
Corollary 7.1. For β ∈ C\{±m+12 ± n, n = 0, 1, 2, . . .} one has (−∆m)βH ∗ (−∆m)−βH = δ.
Putting, for β ∈ C\{m+12 + n, n = 0, 1, 2, . . .},
Lβ = (−∆m)−βH = −2−β
Γ
(
m−2β+1
2
)
pi
m+2β+1
2
U∗−m+2β
and in particular for integer k
Lk = −2−2k
Γ
(
m−2k+1
2
)
pi
m+2k+1
2
U∗−m+2k, 2k < m+ 1
Lk+ 12 = −2−2k+1
Γ
(
m−2k
2
)
pi
m+2k+2
2
U∗−m+2k+1, 2k < m
Corollary 7.1 implies that
βL[Lβ ] = δ, β ∈ C\{±m+ 1
2
± n, n = 0, 1, 2, . . .}
expressing the fact that Lβ = (−∆m)−βH is the fundamental solution of the operator βL for
β ∈ C\{±m+12 ± n, n = 0, 1, 2, , . . .}.
Proposition 7.2. For β ∈ C\{m+n2 , n = 0, 1, 2, . . .} one has H[Kβ ] = Lβ.
Proof
For the allowed values of β we consecutively have
H[Kβ ] =0 H[Kβ ] = H ∗Kβ = H ∗ (−∆m)−βδ = (−∆m)−βH = Lβ

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Now we define the operator βL for β = −m+12 − n, n = 0, 1, 2, . . . and the fundamental solution
Lβ for β =
m+1
2 + n, n = 0, 1, 2, . . .:
(i) if m is odd, we put
(−∆m)−
m+1
2 −nH = ∂−m−2n−1H = Fm+2n+1 = (p2n+1 ln r + q2n+1) U∗2n+1
and Lm+1
2 +n
= Fm+2n+1;
(ii) if m is even, we put
(−∆m)−
m+1
2 −nH = ∂−m−2n−1δ = Em+2n+1 = (p2n+1 ln r + q2n+1) U∗2n+1
and Lm+1
2 +n
= Em+2n+1.
In this way the properties (7.1) are preserved for the exceptional values of β, and moreover
m+1
2 +nL[Lm+1
2 +n
] =
m+1
2 +nL[(−∆m)−
m+1
2 −nH] = δ
or (
m+1
2 +nL
)(
−m+12 −nL
)
= 1
As expected the distributional boundary values b` are indeed recovered from the fundamental
solutions of the operator βL, since{
b2k = −E2k+1 = −Lk+ 12 , 2k < m
b2k−1 = F2k = Lk, 2k < m+ 1
8 Conclusion
In this paper we have shown that the distributional boundary values for x0 → 0+ of the sequence
of conjugate harmonic potentials in upper half–space Rm+1+ = {x0e0 + x : x ∈ Rm, x0 > 0}, can be
expressed as fundamental solutions of specific powers of four operators: the standard operators ∂µ
and (−∆m)β and the two newly introduced operators µH and βL. The extension of the definition
of those four operators to the exceptional values of the complex parameters µ and β for which the
operators were not defined initially, was crucial for this purpose. The unifying character of the
families of Clifford distributions T ∗ and U∗ in this is remarkable.
For specific values of the complex parameters µ and β, the four operators studied are intercon-
nected. Since these relationships are fundamental we recall them here. For integer k one has for
the corresponding convolution kernels
(−∆m)kδ = ∂2kδ (−∆m)kH = ∂2kH
(−∆m)k+ 12 δ = ∂2k+1H (−∆m)k+ 12H = ∂2k+1δ
The apparent symmetries in these formulae strengthen the idea that, like the Dirac or delta–
distribution δ, also the Hilbert kernel H really is a fundamental distribution, more or less a coun-
terpart to the pointly supported δ.
The above formulae also generalize the well–known fact that the composition of the two Clifford
vector operators ∂ and H equals the scalar operator square root of the Laplacian (−∆m) 12 :
(−∆m) 12 δ = ∂H
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This also leads to the well–known scalar factorization of the Laplace operator in terms of pseudo-
differential operators: −∆m = (−∆m) 12 (−∆m) 12 , next to its vector factorization, used by P.A.M.
Dirac under matrix disguise: −∆m = ∂ ∂. The fact that the Laplace operator may be factorized
in two completely different ways is explained by the fact that both the convolution of two T ∗–
distributions — to which family (−∆m) 12 belongs — and the convolution of two U∗–distributions
— to which family ∂ belongs — result into a T ∗–distribution. On the contrary, vector valued oper-
ators, such as ∂ and H, only have one factorization based on the convolution of a T ∗–distribution
with a U∗–distribution, as shown in the following remarkable formulae:
∂δ = (−∆m) 12H H = (−∆m) 12 δ
Finally note that each of the fundamental solutions of the four operators studied in this paper, or,
in other words, each of the distributional boundary values of the conjugate harmonic potentials
studied in [2], may be used as a convolution kernel to define an operator of the same kind but with
opposite parameter value:
∂µEµ = δ and Eµ ∗ [ . ] = ∂−µ[ . ]
∂µHFµ = δ and Fµ ∗ [ . ] = −µH[ . ]
(−∆m)βKβ = δ and Kβ ∗ [ . ] = (−∆m)−β [ . ]
(−∆m)βHLβ = δ and Lβ ∗ [ . ] = −βL[ . ]
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