Clinical text structuring is a critical and fundamental task for clinical research. Traditional methods such as taskspecific end-to-end models and pipeline models usually suffer from the lack of dataset and error propagation. In this paper, we present a question answering based clinical text structuring (QA-CTS) task to unify different specific CTS tasks and make dataset shareable. A novel model that aims to introduce domainspecific features (e.g., clinical named entity information) into pre-trained language model is also proposed for QA-CTS task. Experimental results on Chinese pathology reports collected from Ruijing Hospital demonstrate our presented QA-CTS task is very effective to improve the performance on specific tasks. Our proposed model also competes favorably with strong baseline models in specific tasks.
I. INTRODUCTION
Clinical text structuring (CTS) is a critical task for fetching medical research data from electronic health records (EHRs), where structural patient medical data, such as whether the patient has specific symptoms, diseases, or what the tumor size is are obtained. It is important to extract structured data from clinical text because bio-medical systems or bio-medical researches greatly rely on structured data but they cannot obtain them directly. In addition, clinical text often contains abundant healthcare information. CTS is able to provide largescale extracted structured data for enormous down-stream clinical researches.
However, end-to-end CTS is a very challenging task. Different CTS tasks often have non-uniform output formats, such as specific-class classifications (e.g. tumor stage), strings in the original text (e.g. result for a laboratory test) and inferred values from part of the original text (e.g. calculated tumor size). Researchers have to construct different models for it, which is already costly, and hence it calls for a lot of labeled data for each model. Moreover, labeling necessary amount of data for training neural network requires expensive labor cost. To handle it, researchers turn to some rule-based structuring methods which often have lower labor cost.
Traditionally, CTS tasks can be addressed by rule and dictionary based methods [1] - [3] , task-specific end-to-end methods [4] - [6] and pipeline methods [7] - [9] . Rule and dictionary based methods suffer from costly human-designed extraction rules, while task-specific end-to-end methods have non-uniform output formats and require task-specific training dataset. Pipeline methods break down the entire process into several pieces which improves the performance and generality. However, when the pipeline depth grows, error propagation will have a greater impact on the performance. To reduce the pipeline depth and break the barrier of nonuniform output formats, we present a question answering based clinical text structuring (QA-CTS) task (see Fig. 1 ). Unlike the traditional CTS task, our QA-CTS task aims to discover the most related text from original paragraph text. For some cases, it is already the final answer in deed (e.g., extracting substring). While for other cases, it needs several steps to obtain the final answer, such as entity names conversion and negative words recognition. Our presented QA-CTS task unifies the output format of the traditional CTS task and make the training data shareable, thus enriching the training data. The main contributions of this work can be summarized as follows.
• We first present a question answering based clinical text structuring (QA-CTS) task, which unifies different specific tasks and make dataset shareable. We also propose an effective model to integrate clinical named entity information into pre-trained language model. • Experimental results show that QA-CTS task leads to significant improvement due to shared dataset. Our proposed model also achieves significantly better performance than the strong baseline methods. In addition, we also show that two-stage training mechanism has a great improvement on QA-CTS task.
II. RELATED WORK A. Clinical Text Structuring
Clinical text structuring is an important problem which is highly related to practical applications. Considerable efforts have been made on CTS task. These studies can be roughly divided into three categories, namely rule and dictionary based methods, task-specific end-to-end methods and pipeline methods. Rule and dictionary based methods [1] - [3] rely extremely on heuristics and handcrafted extraction rules which is more of an art than a science and incurring extensive trial-and-error experiments. Task-specific end-to-end methods [4] , [5] use large amount of data to automatically model the specific task. However, none of their models could be used to another task due to output format difference. This makes building a new model for a new task a costly job. Pipeline methods [7] - [9] break down the entire task into several basic natural language processing tasks. This kind of method focus on language itself, so it can handle tasks more general. However, as the depth of pipeline grows, it is obvious that error propagation will be more and more serious. In contrary, using less components to decrease the pipeline depth will lead to a poor performance. So the upper limit of this method depends mainly on the worst component.
B. Pre-trained Language Model
Recently, some studies focused on using pre-trained language representation models to capture language information from text and then utilizing the information to improve the performance of specific natural language processing (NLP) tasks [10] - [13] which makes language model a shared model to all NLP tasks. The main motivation of introducing pretrained language model is to solve the shortage of labeled data and polysemy problem. Although polysemy problem is not a common phenomenon in biomedical domain, shortage of labeled data is always a non-trivial problem. Lee et al. [14] applied BERT on large-scale biomedical unannotated data and achieved improvement on biomedical named entity recognition, relation extraction and question answering. Kim et al. [15] adapted BioBERT into multi-type named entity recognition and discovered new entities. Both of them demonstrates the usefulness of introducing pre-trained language model into biomedical domain.
III. QUESTION ANSWERING BASED CLINICAL TEXT STRUCTURING
Given a sequence of paragraph text X =< x 1 , x 2 , ..., x n >, clinical text structuring (CTS) can be regarded to extract a key-value pair where key Q is typically a query term such as proximal resection margin and value V is a result of query term Q according to the paragraph text X. In some cases, some transformation may be applied to the extracted keys or values.
Generally, researchers solve CTS problem in two steps. Firstly, the answer-related text is pick out. And then several steps such as entity names conversion and negative words recognition are deployed to generate the desired final answer. While final answer varies from task to task, which truly causes non-uniform output formats, finding the answer-related text is a common action among all tasks. Traditional methods regard both the steps as a whole. In this paper, we focus on finding the 
Since BERT [12] has already demonstrated the usefulness of shared model, we suppose extracting commonality of this problem and unifying the output format will make the model more powerful than dedicated model and meanwhile, for a specific clinical task, use the data for other tasks to supplement the training data.
IV. THE PROPOSED MODEL FOR QA-CTS TASK
In this section, we present an effective model for the question answering based clinical text structuring (QA-CTS). As shown in Fig. 2 , paragraph text X is first passed to a clinical named entity recognition (CNER) model [16] , [17] to capture named entity information and obtain one-hot CNER output tagging sequence for query text I nq and paragraph text I nt with BIEOS (Begin, Inside, End, Outside, Single) tag scheme. I nq and I nt are then integrated together into I n . Meanwhile, the paragraph text X and query text Q are organized and passed to contextualized representation model which is pre-trained language model BERT [12] here to obtain the contextualized representation vector V s of both text and query. Afterwards, V s and I n are integrated together and fed into a feed forward network to calculate the start and end index of answer-related text. Here we define this calculation problem as a classification for each word to be the start or end word.
A. Contextualized Representation of Sentence Text and Query Text
For any clinical free-text paragraph X and query Q, contextualized representation is to generate the encoded vector of both of them. Here we use pre-trained language model BERT-base [12] model to capture contextual information. The text input is constructed as '[CLS] Q [SEP] X [SEP]'. For Chinese sentence, each word in this input will be mapped to a pre-trained embedding e i . To tell the model Q and X is two different sentence, a sentence type input is generated which is a binary label sequence to denote what sentence each character in the input belongs to. Positional encoding and mask matrix is also constructed automatically to bring in absolute position information and eliminate the impact of zero padding respectively. Then a hidden vector V s which contains both query and text information is generated through BERT-base model.
B. Clinical Named Entity Information
Our model integrates clinical named entity information. The clinical named entity recognition (CNER) task aims to identify and classify important clinical terms such as diseases, symptoms, treatments, exams, and body parts from Chinese EHRs. It can be regarded as a sequence labeling task. A CNER model typically outputs a sequence of tags. Each character of the original sentence will be tagged a label following a tag scheme. In this paper we recognize the entities by the model of our previous work [16] but trained on another corpus which has 44 entity types including operations, numbers, unit words, examinations, symptoms, negative words, etc. We denote the sequence for clinical sentence and query term as I nt and I nq , respectively.
C. Final Prediction
The final step is to use integrated representation H i to predict the start and end index of answer-related text. Here we define this calculation problem as a classification for each word to be the start or end word. We use a feed forward network (FFN) to compress and calculate the score of each word H f which makes the dimension to l s , 2 where l s denotes the length of sequence.
Then we permute the two dimensions for softmax calculation. The calculation process of loss function can be defined as followed.
where O s = sof tmax(permute(H f ) 0 ) denotes the probability score of each word to be the start word and similarly O e = sof tmax(permute(H f ) 1 ) denotes the end. y s and y e denotes the true answer of the output for start word and end word respectively.
D. Two-Stage Training Mechanism
Two-stage training mechanism is previously applied on bilinear model in fine-grained visual recognition [18] - [20] . Two CNNs are deployed in the model. One is trained at first for coarse-graind features while freezing the parameter of the other. Then unfreeze the other one and train the entire model in a low learning rate for fetching fine-grained features.
Inspired by this and due to the large amount of parameters in BERT model, to speed up the training process, we fine tune the BERT model with new prediction layer first to achieve a better contextualized representation performance. Then we deploy the proposed model and load the fine tuned BERT weights, attach named entity information layers and retrain the model.
V. EXPERIMENTAL STUDIES
In this section, we devote to experimentally evaluating our proposed task and approach. The best results in tables are in bold.
A. Dataset and Evaluation Metrics
Our dataset is annotated based on Chinese pathology reports provided by the Department of Gastrointestinal Surgery, Ruijin Hospital. It contains 17,833 sentences, 826,987 characters and 2,714 question-answer pairs. All question-answer pairs are annotated and reviewed by four clinicians with three types of questions, namely tumor size, proximal resection margin and distal resection margin. These annotated instances have been partitioned into 1,899 training instances (12,412 sentences) and 815 test instances (5,421 sentences) . Each instance has one or several sentences. Detailed statistics of different types of entities are listed in Table I . In the following experiments, two widely-used performance measures (i.e., EM-score [21] and (macro-averaged) F 1 -score [22] , [23] ) are used to evaluate the methods.
B. Experimental Settings
To implement deep neural network models, we utilize the Keras library [24] with TensorFlow [25] backend. Each model is run on a single NVIDIA GeForce GTX 1080 Ti GPU. The models are trained by the well-known Adam algorithm whose parameters are the same as the default settings except for learning rate set to 5 × 10 −5 . Batch size is set to 3 or 4 due to the lack of graphical memory. We select BERT-base as the pre-trained language model in this paper. Due to the high cost of pre-training BERT language model, we directly adopt parameters pre-trained by Google in Chinese general corpus. The named entity recognition is applied to both pathology report texts and query texts.
C. Comparison with State-of-the-art Methods
In this section, we experimentally compare our proposed model with state-of-the-art question answering models (i.e. QANet [26] ) and BERT-Base [12] . Although BERT has two versions (i.e., BERT-Base and BERT-Large), we only compare our model with the BERT-Base model due to the lack of computational resource. Prediction layer is attached at the end of the original BERT-Base model, and we fine tune it based on our dataset. The named entity integration method is chosen to pure concatenation (Concatenate the named entity information on pathology report text and query text first and then concatenate contextualized representation and concatenated named entity information). Comparative results are summarized in Table IV . Table IV indicates that our proposed model achieved the best performance both in EM-score and F 1 -score with EMscore of 91.84% and F 1 -score of 93.75%. QANet outperformed BERT-Base with 3.56% score in F 1 -score but underperformed it with 0.75% score in EM-score. Compared with BERT-Base, our model led to a 5.64% performance improvement in EM-score and 3.69% in F 1 -score. Although our model didn't outperform much with QANet in F 1 -score (only 0.13%), our model significantly outperformed it with 6.39% score in EM-score.
D. Data Integration Analysis
To investigate how shared task and shared model can benefit, we split our dataset by query types, train our proposed model with different datasets and demonstrate their performance on different datasets.
As indicated in Table II and Table III , using mixed-data pre-trained parameters can significantly improve the model performance than task-specific data trained model. In this case, model trained by mixed data does not have any difference between two table. Except pure tumor size data, the result was improved by 0.52% score in EM-score, 1.39% score in F 1 -score for pure proximal resection margin and 2.6% score in EM-score, 2.96% score in F 1 -score for pure distal resection margin. This proves mixed-data pre-trained parameters can lead to a great benefit for specific task. Meanwhile, the model performance on other tasks which are not trained in the final stage was also improved from around 0 to 60 or 70 percent. This proves that there is commonality between different tasks and our proposed QA-CTS task make this learnable. In conclusion, to achieve the best performance for a specific dataset, pre-training the model in multiple datasets and then fine tuning the model on the specific dataset is the best way.
VI. CONCLUSION
In this paper, we present a question answering based clinical text structuring (QA-CTS) task, which unifies different clinical text structuring tasks and utilize different datasets. A novel model is also proposed to integrate named entity information into a pre-trained language model and adapt it to QA-CTS task. Experimental results on real-world dataset demonstrate that our proposed model competes favorably with strong baseline models in all three specific tasks. The shared task and shared model introduced by QA-CTS task has also been proved to be useful for improving the performance on most of the task-specific datasets.
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