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Abstract
We present novel understandings of the Gamma-
Poisson (GaP) model, a probabilistic matrix fac-
torization model for count data. We show that
GaP can be rewritten free of the score/activation
matrix. This gives us new insights about the es-
timation of the topic/dictionary matrix by maxi-
mum marginal likelihood estimation. In partic-
ular, this explains the robustness of this estima-
tor to over-specified values of the factorization
rank, especially its ability to automatically prune
irrelevant dictionary columns, as empirically ob-
served in previous work. The marginalization of
the activation matrix leads in turn to a new Monte
Carlo Expectation-Maximization algorithm with
favorable properties.
1. Introduction
The Gamma-Poisson (GaP) model is a probabilistic matrix
factorization model which was introduced in the field of
text information retrieval (Canny, 2004; Buntine & Jakulin,
2006). In this field, a corpus of text documents is typically
represented by an integer-valued matrix V of size F × N ,
where each column vn represents a document as a so-called
“bag of words”. Given a vocabulary of F words (or in prac-
tice semantic stems), the matrix entry vfn is the number of
occurrences of word f in the document n. GaP is a gener-
ative model described by a dictionary of “topics” or “pat-
terns” W (a non-negative matrix of size F ×K) and a non-
negative “activation” or “score” matrix H (of size K×N ),
as follows:
H ∼
∏
k,n
Gamma(hkn|αk, βk), (1)
V|H ∼
∏
f,n
Poisson (vfn|[WH]fn) , (2)
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where we use the shape and rate parametrization
of the Gamma distribution, i.e., Gamma(x|α, β) =
βα
Γ(α)x
α−1e−βx. The dictionary W is treated as a free de-
terministic variable.
Though this generative model takes its origins in text in-
formation retrieval, it has found applications (with vari-
ants) in other areas such as image reconstruction (Cemgil,
2009), collaborative filtering (Ma et al., 2011; Gopalan
et al., 2015) or audio signal processing (Virtanen et al.,
2008).
Denoting α = [α1, . . . , αK ]T , β = [β1, . . . , βK ]T , and
treating the shape parameters αk as fixed hyperparame-
ters, maximum joint likelihood estimation (MJLE) in GaP
amounts to the minimization of
CJL(W,H,β)
def
= − log p(V,H|W,β) (3)
= DKL(V|WH) +Rα(H,β) + cst (4)
where DKL(·|·) is the generalized Kullback-Leibler (KL)
divergence defined by
DKL(V|Vˆ) =
∑
f,n
(
vfn log
(
vfn
vˆfn
)
− vfn + vˆfn
)
(5)
and
Rα(H,β) =∑
k,n
[(1− αk) log(hkn) + βkhkn]−N
∑
k
αk log βk.
(6)
Equation (4) shows that MJLE is tantamount to penal-
ized KL non-negative matrix factorization (NMF) (Lee
& Seung, 2000) and may be addressed using alternating
majorization-minimization (Canny, 2004; Fe´votte & Idier,
2011; Dikmen & Fe´votte, 2012).
As explained in Dikmen & Fe´votte (2012), MJLE can be
criticized from a statistical point of view. Indeed, the num-
ber of estimated parameters grows with the number of sam-
ples N (this is because H has as many columns as V).
To overcome this issue, they have instead proposed to con-
sider maximum marginal likelihood estimation (MMLE),
in which H is treated as a latent variable over which the
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joint likelihood is integrated. In other words, MMLE relies
on the minimization of
CML(W,β)
def
= − log p(V|W,β) (7)
= − log
∫
H
p(V|H,W,β)p(H|β)dH. (8)
We emphasize that MMLE treats the dictionary W as a
free deterministic variable. This is in contrast with fully
Bayesian approaches where W is given a prior, and where
estimation revolves around the posterior p(W,H|V). For
instance, Buntine & Jakulin (2006) place a Dirichlet prior
on the columns of W, while Cemgil (2009) considers inde-
pendent Gamma priors. Zhou et al. (2012), Zhou & Carin
(2015) set a Dirichlet prior on the columns of W and a
Gamma-based non-parametric Bayesian prior on H, which
allows for possible rank estimation.
Dikmen & Fe´votte (2012) assumed that a closed-form ex-
pression of CML was not available. Besides, they proposed
variational and Monte Carlo Expectation-Maximization
(MCEM) algorithms based on a complete set formed by
H and a set of other latent components C that will later
be defined. In their experiments, they found MMLE to be
robust to over-specified values of K, while MJLE clearly
overfit. This intriguing (and advantageous) behavior was
left unexplained. In this paper, we provide the following
contributions:
• We provide a computable closed-form expression of
CML. The expression is tedious to compute for large
F and K, as it involves combinatorial operations, but
is workable for reasonably dimensioned problems.
• We show that the proposed closed-form expression re-
veals a penalization term on the columns of W that
explains the “self-regularization” effect observed in
Dikmen & Fe´votte (2012).
• We show that the marginalization of H allows to de-
rive a new MCEM algorithm with favorable proper-
ties.
The rest of the paper is organized as follows. Section 2
introduces preliminary material (composite form of GaP,
useful probability distributions). In Section 3, we propose
two new parameterizations of the GaP model in which H
has been marginalized. This yields a closed-form expres-
sion of CML which is discussed in Section 4. Finally, a
new MCEM algorithm is introduced in Section 5 and is
compared to the MCEM algorithms proposed in Dikmen &
Fe´votte (2012) on synthetic and real data.
2. Preliminaries
2.1. Composite structure of GaP
GaP can be written as a composite model, thanks to the
superposition property of the Poisson distribution (Fe´votte
& Cemgil, 2009):
hkn ∼ Gamma(αk, βk) (9)
ckn|hkn ∼
∏
f
Poisson(cfkn|wfkhkn) (10)
vn =
∑
k
ckn (11)
The vectors ckn = [c1kn, . . . , cFkn]T of size F and which
sum up to vn are referred to as components. In the remain-
der, C will denote the F ×K ×N tensor with coefficients
cfkn.
2.2. Negative Binomial and Negative Multinomial
distributions
In this section, we introduce two probability distributions
that will be used later in the article.
2.2.1. NEGATIVE BINOMIAL DISTRIBUTION
A discrete random variable X is said to have a negative
binomial (NB) distribution with parameters α > 0 (called
the dispersion or shape parameter) and p ∈ [0, 1] if, for all
c ∈ N, the probability mass function (p.m.f.) of X is given
by:
P(X = c) =
Γ(α+ c)
Γ(α) c!
(1− p)αpc. (12)
Its variance is αp(1−p)2 , which is larger than its mean,
αp
1−p . It
is therefore a suitable distribution to model over-dispersed
count data. Indeed, it offers more flexibility than the Pois-
son distribution where the variance and the mean are equal.
The NB distribution can be obtained via a Gamma-Poisson
mixture, that is:
P(X = c) =
∫
R+
Poisson(c|λ)Gamma(λ|α, β)dλ (13)
= NB
(
α,
1
β + 1
)
. (14)
2.2.2. NEGATIVE MULTINOMIAL DISTRIBUTION
The negative multinomial (NM) distribution (Sibuya et al.,
1964) is the multivariate generalization of the NB distribu-
tion. It is parametrized by a dispersion parameter α > 0
and a vector of event probabilities p = [p1, . . . , pF ]T ,
where 0 ≤ pf ≤ 1 and
∑
f pf ≤ 1. Denoting p0 =
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1−∑f pf , and for all (c1, . . . , cF ) ∈ NF , the p.m.f. of the
NM distribution is given by
P(X1 = c1, . . . , XF = cF ) =
Γ(α+
∑
f cf )
Γ(α)
∏
f cf !
pα0
∏
f
p
cf
f ,
(15)
with expectation given by
E(X) = α
[
p1
p0
, . . . ,
pF
p0
]T
. (16)
In particular, the NM distribution arises in the following
Gamma-Poisson mixture, as detailed in the next proposi-
tion.
Proposition 1. Let X = [X1, . . . , XF ]T be a random vec-
tor whose entries are independent Poisson random vari-
ables. Assume that each variable Xf is governed by the
parameterwfλ, where λ is itself a Gamma random variable
with parameters (α, β). Then the joint probability distribu-
tion of X is a NM distribution with dispersion parameter α
and event probabilities
p =
[
w1∑
f wf + β
, . . . ,
wF∑
f wf + β
]T
. (17)
Proof. P(X = [c1, . . . , cF ]T )
=
∫
R+
P(X1 = c1, . . . , XF = cF |λ)p(λ)dλ
=
∫
R+
∏
f
(wfλ)
cf e−wfλ
cf !
 βα
Γ(α)
λα−1e−βλdλ
=
∏
f
w
cf
f
cf !
 βα
Γ(α)
Γ(α+
∑
f cf )(∑
f wf + β
)α+∑f cf
=
Γ(α+
∑
f cf )
Γ(α)
∏
f cf !
(
β∑
f wf + β
)α∏
f
(
wf∑
f wf + β
)cf
The NM distribution can also be obtained with an alterna-
tive generative process, as shown in the following proposi-
tion.
Proposition 2. Let Y = [Y1, . . . , YF ]T be a random vector
following a multinomial distribution with number of trials
L and event probabilities p = [ w1∑
f wf
, . . . , wF∑
f wf
]T . As-
sume that L is a NB random variable with dispersion pa-
rameter α and probability p =
∑
f wf∑
f wf+β
. Then the ran-
dom vectors Y and X (as defined in Proposition 1) have
the same distribution.
Proof. P(Y = [c1, . . . , cF ]T )
= P(Y = [c1, . . . , cF ]T |L)× P(L)
=
L!∏
f cf !
∏
f
(
wf∑
f wf
)cf
× Γ(α+ L)
Γ(α)L!
(
β∑
f wf + β
)α( ∑
f wf∑
f wf + β
)L
Noting that L =
∑
f cf completes the proof.
3. New formulations of GaP
We now show how GaP can be rewritten free of the latent
variables H in two different ways.
3.1. GaP as a composite NM model
Theorem 1. GaP can be rewritten as follows:
ckn ∼ NM
αk,[ w1k∑
f wfk + βk
, . . . ,
wFk∑
f wfk + βk
]T
(18)
vn =
∑
k
ckn (19)
Proof. Combining Equations (9)-(11) with Proposition 1
completes the proof.
GaP may thus be interpreted as a composite model in which
the kth component has a NM distribution with parameters
governed by wk (the kth column of W), αk and βk. Using
straightforward computations, the data expectation can be
expressed as
E(vn) =
∑
k
E(ckn) (20)
=
∑
k
αk
βk
wk. (21)
3.2. GaP as a composite multinomial model
Theorem 2. GaP can be rewritten as follows:
Lkn ∼ NB
(
αk,
∑
f wfk∑
f wfk + βk
)
(22)
ckn ∼ Mult
Lkn,[ w1k∑
f wfk
, . . . ,
wFk∑
f wfk
]T (23)
vn =
∑
k
ckn (24)
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where “Mult” refers to the multinomial distribution.
Proof. Combining Equations (9)-(11) with Proposition 2
completes the proof.
Theorem 2 states that another interpretation of GaP consists
in modeling the data as a sum of k independent multino-
mial distributions, governed individually by wk and whose
number of trials is random, following a NB distribution
governed by wk, αk and βk.
A special case of the reformulation of GaP offered by The-
orem 2 is given by Buntine & Jakulin (2006) using a dif-
ferent reasoning, when it is assumed that
∑
f wfk = 1
(a common assumption in the field of text information re-
trieval, where the columns of W are interpreted as discrete
probability distributions). Theorem 2 provides a more gen-
eral result as it applies to any non-negative matrix W.
4. Closed-form marginal likelihood
4.1. Analytical expression
Until now, it was assumed that the marginal likelihood in
the GaP model was not available analytically. However,
the new parametrization offered by Theorem 1 allows to
obtain a computable analytical expression of the marginal
likelihood CML. Denote by C the set of all “admissible”
components, i.e.,
C = {C ∈ NF×K×N | ∀(f, n),
∑
k
cfkn = vfn}. (25)
By marginalization of C, we may write
p(V|W,β) =
∑
C∈C
p(C|W,β) (26)
=
∑
C∈C
∏
k,n
p(ckn|W,β). (27)
Using Equation (18) we obtain
p(V|W,β) =∑
C∈C
∏
k,n
[
Γ(
∑
f cfkn + αk)
Γ(αk)
∏
f cfkn!
(
βk∑
f wfk + βk
)αk
×
∏
f
(
wfk∑
f wfk + βk
)cfkn . (28)
Introducing the notations
Ωα(C) =
∏
k,n
Γ(
∑
f cfkn + αk)
Γ(αk)
∏
f cfkn!
(29)
and
pfk =
wfk∑
f wfk + βk
(30)
we may rewrite Eq. (28) as
p(V|W,β) =
∏
k
(1−
∑
f
pfk)
Nαk

×
∑
C∈C
Ωα(C)∏
f,k
p
∑
n cfkn
fk
 . (31)
Equation (31) is a computable closed-form expression of
the marginal likelihood. It is free of H and in particular of
the integral that appears in Equation (8). However the ex-
pression (31) is still semi-explicit because it involves a sum
over the set of all admissible components C. C is countable
set with cardinality #C = ∏f,n (vfn+K−1K−1 ). It is straight-
forward to construct but challenging to compute in large
dimension, and for large values of vfn.
The sum over all the matrices in the set C expresses the
convolution of the (discrete) probability distributions of the
K components. Unfortunately, the distribution of the sum
of independent negative multinomial variables of different
event probabilities is not available in closed form.
As already known from Dikmen & Fe´votte (2012), the
value of the marginal likelihood is unchanged when the
scales of the columns of W and the rates β are changed
accordingly. Let Λ be a non-negative diagonal matrix of
size K, it can easily be derived from Equation (31) that
p(V|WΛ,βΛ) = p(V|W,β). (32)
We therefore have a scaling invariance between W and β,
and as such, we may fix β to arbitrary values and leave W
free. Thus, we will treat β as a constant in the following
and drop it from the arguments of CML.
4.2. Self-regularization
Dikmen & Fe´votte (2012) empirically studied the proper-
ties of MMLE. In particular, they observed the self-ability
of the estimator to regularize the number of columns of W.
For example, one experiment consisted in generating syn-
thetic data according to the GaP model, with a ground-truth
number of componentsK?. MMLE was run withK > K?
and they noticed that the estimated W contained K −K?
empty columns. As such, the estimator was able to recover
the ground-truth dimensionality. In contrast, MJLE used
all K dimensions and overfit the data. They were unable to
give a theoretical justification of the observed phenomenon,
but provided a first insight thanks to a Laplace approxima-
tion of p(V|W). The closed-form expression (31) offers
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a deeper understanding of this phenomenon, as explained
next.
Using Equations (31) and (30) and treating β as a constant,
the negative log-likelihood can be expressed as
1
N
CML(W) =
− 1
N
log
∑
C∈C
Ωα(C)
∏
f,k
p
∑
n cfkn
fk
 (33)
+
∑
k
αk log(||wk||1 + βk) + cst, (34)
where cst = −∑k αk log βk.
The negative log-likelihood reveals two terms. The first
term, Equation (33), captures the interaction between data
V (through C) and the parameter W (through the event
probabilities pfk = wfk/(‖wk‖1 +βk)). The second term,
Equation (34), only depends on the parameter W and can
be interpreted as a group-regularization term. The non-
convex and sharply peaked function f(x) =
∑
k log(xk +
b) is known to be sparsity-inducing (Cande`s et al., 2008).
As such, the term (34) will promote sparsity of the norms
of the columns of W. When a norm ||wk||1 is set to zero
for some k, the whole column wk is set to zero because
of the non-negativity constraint. This gives a formal ex-
planation of the ability of MMLE to automatically prune
columns of W, without any explicit sparsity-inducing prior
at the modeling stage (recall that W is a deterministic pa-
rameter without a prior).
5. MCEM algorithms form MMLE
5.1. Expectation-Maximization
We now turn to the problem of optimizing Equation (8)
by leveraging on the results of Section 4. Despite ob-
taining a closed-form expression, the direct optimization
of the marginal likelihood remains difficult. However, the
structure of GaP makes Expectation-Maximization (EM)
a natural option (Dempster et al., 1977). Indeed, GaP in-
volves observed variables V and latent variables C and H.
As such, we can derive several EM algorithms based on
various choices of the complete set. More precisely, we
consider three possible choices that each define a different
algorithm, as follows.
EM-CH. The complete set is {C,H} and EM consists in
the iterative minimization w.r.t W of the functional defined
by
QCH(W|W˜) = −
∫
C,H
log p(C,H|W)p(C,H|V, W˜)dCdH,
(35)
where W˜ is the current estimate. Note that V does not
need to be included in the complete set because we have
V =
∑
k Ck. This corresponds to the general formulation
of EM in which the relation between the complete set and
the data is a many-to-one mapping and slightly differs from
the more usual one where the complete set is formed by
the union of data and a hidden set (Dempster et al., 1977;
Fe´votte et al., 2011).
EM-H. The complete set is {V,H} and EM consists in the
iterative minimization of
QH(W|W˜) = −
∫
H
log p(V,H|W)p(H|V, W˜)dH. (36)
EM-C. The complete set is merely {C} and EM consists in
the iterative minimization of
QC(W|W˜) = −
∫
C
log p(C|W)p(C|V, W˜)dC. (37)
EM-CH and EM-H have been considered in Dikmen &
Fe´votte (2012). EM-C is a new proposal that exploits the
results of Section 4. In all three cases, the posteriors of the
latent variables involved – p(C,H|V, W˜), p(H|V, W˜) and
p(C|V, W˜) – are untractable and neither are the integrals
involved in Equations (35), (36) and (37). To overcome
this problem, we resort to Monte Carlo EM (MCEM) (Wei
& Tanner, 1990) as described in the next section.
5.2. Monte Carlo E-step
MCEM consists in using a Monte Carlo (MC) approxi-
mation of the integrals in Equations (35), (36) and (37)
based on samples drawn from the posterior distribu-
tions p(C,H|V, W˜), p(H|V, W˜) and p(C|V, W˜). These
can be obtained by Gibbs sampling of the joint poste-
rior p(C,H|V, W˜), which also returns samples from the
marginals p(H|V, W˜) and p(C|V, W˜) at convergence. The
Gibbs sampler can easily be derived because the con-
ditional distributions p(H|C,V, W˜) = p(H|C, W˜) and
p(C|H,V, W˜) are available in closed form.
At iteration j + 1, Gibbs sampling writes
h
(j+1)
kn ∼ Gamma(αk +
∑
f
c
(j)
fkn, βk +
∑
f
w˜fk) (38)
c(j+1)fn ∼ Mult
(
vfn,
[
ρ
(j+1)
f1 , . . . , ρ
(j+1)
fK
]T)
(39)
where cfn denotes the vector [cf1n, . . . , cfKn]T of size K
and
ρ
(j+1)
fk =
w˜fkh
(j+1)
kn∑
k w˜fkh
(j+1)
kn
. (40)
Note that c(j+1)fn only needs to be sampled when vfn 6= 0,
since c(j+1)fn = [0, . . . , 0]
T when vfn = 0.
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5.3. M-step
Given a set of J samples {H(j),C(j)} drawn from
p(C,H|V, W˜) (after burn-in), minimization of the MC ap-
proximation of QCH in Equation (35) yields
wMCEM-CHfk =
∑
j,n c
(j)
fkn∑
j,n h
(j)
kn
, (41)
as shown by Dikmen & Fe´votte (2012). They also show
that the following multiplicative update decreases the MC
approximation of QH in Equation (36) at every iteration
wMCEM-Hfk = w˜fk
∑
j,n h
(j)
knvfn[W˜H
(j)]−1fn∑
j,n h
(j)
kn
. (42)
We now derive the new update for EM-C. The MC approx-
imation of QC in Equation (37) is given by:
QˆC(W|W˜) def= − 1
J
J∑
j=1
log p(C(j)|W). (43)
Replacing p(C(j)|W) by its expression given by Equa-
tion (18), we obtain:
QˆC(W|W˜) = 1
J
∑
j,k,n
αk log
∑
f
wfk + βk

+
∑
f
c
(j)
fkn
(
log
(∑
f
wfk + βk
)
− log (wfk)
)
+ cst
 .
(44)
The minimization of QˆC w.r.t. W leads toK linear systems
of equations that we need to solve for each column wk:
Akwk = bk. (45)
The matrix Ak ∈ RF×F is defined by:
afg =
JNαk + ∑
j,f,n
c
(j)
fkn
 δfg −∑
j,n
c
(j)
fkn, (46)
where δfg is the Kronecker symbol, i.e. δfg = 1 if and
only if f = g, and zero otherwise. The vector bk ∈ RF×1
is defined by:
bfk = βk
∑
j,n
c
(j)
fkn. (47)
The matrix Ak appears to be the sum of a diagonal matrix
with a rank-1 matrix and can be inverted analytically thanks
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Figure 1. Illustrative example with F = 1 and K = 2. A dataset
of N = 300 (scalar) samples is generated from GaP. The contour
plot displaysCML(W) (thanks to its closed-form expression). We
set αk = 1 and βk = 1. The red, green and blue lines display the
iterates ofW = [w1, w2] for the last 80 iterations (out of 500) of
MCEM-C, MCEM-H and MCEM-CH, respectively. The iterates
generated by MCEM-C satisfy the constraint w1 + w2 = v¯, as
described by Equation (49).
to the Sherman-Morrison formula (Sherman & Morrison,
1950). This results in the new closed-form update
wMCEM-Cfk =
1
JN
βk
αk
∑
j,n
c
(j)
fkn. (48)
In the common case where βkαk is equal to a constant γ for
all k, we can write:
∑
k
wMCEM-Cfk =
∑
k
βk
αk
∑
j,n c
(j)
fkn
JN
= γ
∑
j,n vfn
JN
= γvf
(49)
where vf = N−1
∑
n vfn is the empirical mean of the data
for the feature f . Equation (49) implies that the rows of
the estimate WMCEM-C at every iteration sum to a constant.
This behavior is illustrated on Figure 1.
6. Experimental results
We now compare the three MCEM algorithms proposed for
MMLE in the GaP model, first using synthetic toy datasets,
then real-world data. Python implementations of the three
algorithms are available from the first author website.
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Figure 2. CML(W) with respect to CPU time in seconds for the
three MCEM algorithms (dataset V1).
6.1. Experiments with synthetic data
We generate a dataset of N = 100 samples according to
the GaP model, with the following parameters:
W?1 =

0.638 0.075
0.009 0.568
0.044 0.126
0.309 0.231
 , α? = β? = 1. (50)
The columns of W?1 have been generated from a Dirichlet
distribution (with parameters 1). The generated dataset (of
size 4× 100) is denoted by V1.
We proceed to estimate the dictionary W using hyper-
paremeters K = K? + 1 = 3, αk = βk = 1 with
MCEM-C, MCEM-H and MCEM-CH. The algorithms are
run for 500 iterations. 300 Gibbs samples are generated at
each iteration, with the first 150 samples being discarded
for burn-in (this proves to be enough in practice), leading
to J = 150. The Gibbs sampler at EM iteration i + 1
is initialized with the last sample obtained at EM iteration
i (warm restart). The algorithms are initialized from the
same deterministic starting point given by
wfk =
1
K
βk
αk
vf , (51)
as suggested by Equation (49).
Figure 2 displays the negative log-likelihood CML(W),
computed thanks to the derivations of Section 4, and Fig-
ure 3-(a) displays the norm of the three columns of the iter-
ates, both w.r.t. CPU time in seconds. The three algorithms
have almost identical computation times, most of the com-
putational burden residing in the Gibbs sampling procedure
that is common to the three algorithms. Moreover, the three
algorithms converge to the same point, with MCEM-C con-
verging marginally faster than the other two in this case.
Then we proceed to generate a second dataset V2 accord-
ing to the GaP model, with now W?2 = 100 ×W?1. The
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Figure 3. Evolution of the norm of each of the K = 3 columns
wk of the dictionaries w.r.t. CPU time for the three MCEM algo-
rithms. Top : dataset V1, generated according to the GaP model
withW?1 . Bottom : dataset V2, generated according to the GaP
model withW?2 .
expectation of V2 is thus a hundred times the expectation
of V1. We apply the exact same experimental protocol to
V2 as we did for V1, except that the algorithms are now
run for a larger number of 2000 iterations. In this case,
because of the combinatorial nature of #C, it is impos-
sible to compute the likelihood in reasonable time. The
norms of the columns of the iterates are displayed on Fig-
ure 3-(b). As we can see, MCEM-C clearly outperforms
the other two algorithms in this scenario. This behavior has
been consistently found when estimating dictionaries from
datasets with sufficiently large values. This drastic differ-
ence in convergence is unexplained at this stage. However,
we conjecture that this is linked to the over-dispersion of
the data (i.e. when the variance is greater than the mean),
which increases with the scale of W. This will be studied
in future work.
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6.2. Experiments with the NIPS dataset
Finally, we consider the NIPS dataset which contains word
counts from a collection of articles published at the NIPS
conference.1 The number of articles is N = 1, 500 and
the number of unique terms (appearing at least 10 times af-
ter tokenization and removing stop-words) is F = 12, 419.
The matrix V is quite sparse as 96% of its coefficients are
zeros. This saves a large amount of computational effort,
because we only need to sample cfn for pairs (f, n) such
that vfn is non-zero. Moreover, the count values range
from 0 to 132.
We applied MCEM-C and MCEM-CH with K = 10 and
αk = βk = 1. The algorithms are run for 1, 000 iterations.
250 Gibbs samples are generated in each iteration with the
first half being discarded for burn-in (i.e. J = 125). The
Gibbs sampler at iteration i + 1 is again initialized with
warm restart. The algorithms are initialized using Equa-
tion (51). MCEM-H results in similar performance than
MCEM-CH and is not reported here.
Figure 4 shows that the column norms of the iterates w.r.t.
CPU time in seconds. The difference in convergence speed
between the two algorithms is again striking. MCEM-C
efficiently explores the parameter space in the first itera-
tions and converges dramatically faster than MCEM-CH.
The algorithms here converge to different solutions, which
confirms the non-convexity of CML(W). Other runs con-
firmed that MCEM-C is consistently faster, and also that
the two algorithms do not always converge to the same so-
lution.
MCEM-C still takes a few hours to converge. We imple-
mented stochastic variants of the EM algorithm such as
SAEM (Kuhn & Lavielle, 2004), however this did not re-
sult in significant improvements in our case. Finally, note
that large-scale implementations are possible using for ex-
ample on-line EM (Cappe´ & Moulines, 2009).
7. Conclusion
In this paper, we have shown how the Gamma-Poisson
model can be rewritten free of the latent variables H. This
new parametrization enabled us to come up with a closed-
form expression of the marginal likelihood, which revealed
a penalization term explaining the “self-regularization” ef-
fect described in Dikmen & Fe´votte (2012). We then pro-
ceeded to compare three MCEM algorithms for the task of
maximizing the likelihood, and the algorithm taking advan-
tage of the marginalization H has been empirically proven
to have better convergence properties.
In this work, we treated α as a fixed hyperparameter. Fu-
1https://archive.ics.uci.edu/ml/datasets/
bag+of+words
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Figure 4. Evolution of the norm of each of the K = 10 columns
of the dictionaries w.r.t. CPU time for MCEM-C and MCEM-CH
(NIPS dataset).
ture work will focus on lifting this hypothesis, and on de-
signing algorithms to estimate both W and α. We will
also look into carrying a similar analysis in other proba-
bilistic matrix factorization models, such as the Gamma-
Exponential model (Dikmen & Fe´votte, 2011).
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