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We explore the calculation of unimolecular bound states and resonances for deep-well species at
large angular momentum using a Chebychev filter diagonalization scheme incorporating doubling of
the autocorrelation function as presented recently by Neumaier and Mandelshtam Phys. Rev. Lett.
86, 5031 2001. The method has been employed to compute the challenging J=20 bound and
resonance states for the HO2 system. The methodology has firstly been tested for J=2 in comparison
with previous calculations, and then extended to J=20 using a parallel computing strategy. The
quantum J-specific unimolecular dissociation rates for HO2→H+O2 in the energy range from
2.114 to 2.596 eV have been reported for the first time, and comparisons with the results of Troe
and co-workers J. Chem. Phys. 113, 11019 2000 Phys. Chem. Chem. Phys. 2, 631 2000 from
statistical adiabatic channel method/classical trajectory calculations have been made. For most of
the energies, the reported statistical adiabatic channel method/classical trajectory rate constants
agree well with the average of the fluctuating quantum-mechanical rates. Near the dissociation
threshold, quantum rates fluctuate more severely, but their average is still in agreement with the
statistical adiabatic channel method/classical trajectory results. © 2005 American Institute of
Physics. DOI: 10.1063/1.1949609
I. INTRODUCTION
In recent years quantum-mechanical calculations based
on iterative methods have become increasingly common.
These methods are useful especially for large molecular sys-
tems since they do not require explicit storage of the Hamil-
tonian matrix, rather only the multiplication of the Hamil-
tonian by a vector. When combined with a sparse
representation of the Hamiltonian such as a discrete variable
representation DVR,1 both memory and CPU time can be
reduced dramatically. Among them Lanczos and Chebyshev
iterative methods have been widely applied in both bound
and continuum problems.
Lanczos methods exploit the advantages of the tridiago-
nal structure of the Lanczos subspace Hamiltonian which is
generated by the iterative Lanczos algorithm.2 While the
Lanczos algorithm has commonly been used for matrix
diagonalization3 and short-time propagations,4 recent work
in the Brisbane laboratory has focused on exploring more
general applications of the Lanczos representation, including
spectral densities,5 filter diagonalization for high-lying bound
states and resonances,6–8 partial resonance widths in unimo-
lecular decay,9 and state-to-state reactive scattering.10,11 An
important feature of these newer Lanczos implementations is
that all physically relevant information is extracted from
within the Lanczos representation. This allows a single Lanc-
zos iteration of arbitrary length to be utilized for the propa-
gation rather than a sequence of short iterations. We note that
for scattering or resonance applications the absorbing bound-
ary conditions are imposed within the Lanczos algorithm by
incorporation of a complex absorbing potential CAP into
the Hamiltonian. This has the consequence that the Lanczos
iterations are complex and yield a complex-symmetric tridi-
agonal representation of the Hamiltonian. Significant
progress has also been made recently in the search for a real
Lanczos subspace method capable of computing state-to-
state reactive scattering probabilities.12
Another powerful iterative method is the real Chebyshev
method, which is attractive from both computational time
and computer memory points of view. Its origin lies with the
early work of Tal-Ezer and Kosloff,13 in which the evolution
operator exp−iHˆ t / is expanded in terms of Chebyshev
polynomials. Subsequently, very important developments
were made by several research groups. Kouri and
co-workers14 derived a new time-independent TI wave-
packet Lippmann–Schwinger equation and presented Cheby-
shev expansion expressions for both Green operator and
Dirac delta function. Mandelshtam and Taylor15 introduced a
real damping scheme into the Chebyshev recursion which
made the real wave-packet method possible for dissipative
systems. The real Chebychev propagation method can be
viewed in an alternative way as a modification of the time-
dependent Schrödinger equation. In this respect, two related
discrete/continuous time forms of the modified equations
have been proposed by Chen and Guo16 and more generally
by Gray and Balint-Kurti.17 These various real wave-packet
approaches have been successfully applied to different fields
such as bound- or resonance-state calculations,18–20 reactive
scattering,21,22 and surface scattering.23 For bound-state cal-
culations, it is possible to exploit the doubling scheme to
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compute autocorrelation functions, which will double the ef-
ficiency of the real Chebyshev iteration. For resonance com-
putations, Li and Guo intuitively proposed that the scheme of
doubling Chebyshev correlation functions should still be
valid,24 even if the damped Chebyshev recursion is adopted,
with numerical validation of their proposal for several mo-
lecular systems.24,25 Recently, Neumaier and Mandelshtam
derived a pseudotime Schrödinger equation and provided a
rigorous proof that an exact doubling formula exists for
damped Chebyshev propagation.26 It is Neumaier and Man-
delshtam’s newest doubling scheme, in combination with
their low storage filter diagonalization strategy20 DS/LSFD,
that we will employ to calculate the challenging J=20 bound
and resonance states of the HO2 system in this paper.
Due to its importance in combustion chemistry and in
atmospheric chemistry,27 the HO2 system is among the most
extensively studied, both from theoretical and experimental
perspectives. However, even this seemingly simple system
involving only three atoms turns out to be very difficult to
model quantum mechanically. Unlike the H3 or H2F or their
isotopes systems, see e.g.,28 the agreement between theory
and experiment, and even among different theories and dif-
ferent experiments, has not yet reached a quantitative level
for HO2. The reader is referred to Wolfrum for some detailed
comparisons.29 On the theoretical side, calculations per-
formed on three levels, namely, statistical theory ST, clas-
sical trajectory CT, and quantum mechanics QMs, have
been reported11,21,30–37 not all the references have been listed
here. The potential-energy surfaces PESs used are those by
Melius and Blint,38 Pastrana et al.,39 Kendrick and T Pack,40
and Troe and co-workers.30,31 At the CT and ST levels, for
example, the energy and total angular momentum specific
rate constants kE ,J, have been reported by Troe and co-
workers for several nonzero J values.30,31 At the quantum-
mechanical level, most of the calculations have focused on
J=0 due to computational constraints. Notable amongst the
earliest of these was the work of Dobbun et al.,37 which
extracted the resonance properties including partial widths
from a coupled-channel scattering approach. J0 calcula-
tions have begun to appear in recent years. Among them,
Goldfield and co-workers21,34,35 have performed exact calcu-
lations for several J values for the bimolecular reaction H
+O2→OH+O, detailing calculations of the initial-state-
resolved reaction probability. These J0 calculations focus
mainly on the total angular momentum dependence of the
global shape of the reaction probabilities and of the mecha-
nisms governing the reaction. Details of the individual reso-
nances are not converged or considered. For the unimolecu-
lar case, HO2→H+O2, we have recently utilized a Lanczos
homogeneous filter diagonalization7 LHFD method to com-
pute bound states for J=1–6 and J=10 as well as the reso-
nance eigenvalues, which yield the quantum specific rate
constants, kE ,J.41,42 Some results therein are also com-
pared with Chebychev LSFD calculations. The only other J
0 calculations that have been reported are of the low-lying
bound states by Wu and Hayes.36 Part of the motivation for
this work is to compare the quantum dissociation rates,
kE ,J, for higher J values with CT and ST results.
Exact J0 calculations are essential in fully understand-
ing quantum reaction dynamics. For example, in unimolecu-
lar dissociation, to understand the temperature variation of
rate constants, it is important to implement many J0 cal-
culations as accurately as possible. In bimolecular reactions,
the detailed cross sections can only be obtained after sum-
ming over many manifolds of scattering matrix elements as-
sociated with nonzero J. However, these J0 calculations
are still very challenging even for triatomic reactions, espe-
cially when dealing with complex forming systems. The ma-
jor reason for this situation is the so-called “angular momen-
tum catastrophe:”43 many J0 calculations have to be
performed, and the size of the Hamiltonian matrix increases
linearly with J. For these nonzero J calculations, it is appar-
ently impractical to employ conventional direct diagonaliza-
tion methods due to the requirement of a significant com-
puter core memory. Several sophisticated basis set
contraction schemes44 do exist, but due to their unfavorable
scaling they are limited to basis sets of N10 000. On the
other hand, iterative methods such as real Chebyshev itera-
tive method19,20,45 are well suited to solve this large-scale
eigenvalue problem. The most important advantage associ-
ated with this approach is that one can employ a real algo-
rithm with a single, extended Chebyshev vector recursion.
The doubling scheme26,24 of calculating Chebyshev correla-
tion functions leads to further efficiency in comparison with
other propagation of a complex wave packet. Of course, the
computational tasks are still too heavy using a conventional
single-processor calculation for the J=20 case studied in this
work—in particular—for the purpose of rigorously resolving
the fine resonance structures. Thus we adopt a parallel com-
puting model herein.
The reasons for employing parallel computing are two-
fold. On one hand, the CPU time required to resolve the
resonance fine structures for this system is substantial, partly
due to the deep potential well, which can support hundreds
of bound and resonance states for the J=0 case, correspond-
ing to the HO2 complex. As J increases, the number of
bound and resonance states will increase linearly with J,
which makes the convergence of them more difficult. For
example, for the J=20 case, one can estimate that approxi-
mately at least 42 weeks corresponding to a 1.9-GHz Pen-
tium 4 processor are needed to converge the resonance en-
ergies and widths from a single CPU calculation, based upon
the J=0 calculations. On the other hand, the storage require-
ment of the potential matrix and overlapping integrals also
increases linearly with J. Thus, with typical memory avail-
able on current cluster machines i.e., a few gigabytes per
node, the employment of parallel computing strategies be-
comes unavoidable for higher J values. Recently, several
groups have begun to exploit the power of parallel comput-
ing in performing the rigorous, J0 quantum dynamics cal-
culations in time-dependent TD wave-packet methods and
in sequential diagonalization and truncation methods.46,47 In
this paper, we show how such parallel computations make it
possible to compute long-time and large amplitude motions
with computational times and storage requirements compa-
rable to the J=0 case. Our specific implementation involves
a message-passing interface MPI,48 inserted in our local
FORTRAN programs from the real Chebyshev method.
014308-2 H. Zhang and S. C. Smith J. Chem. Phys. 123, 014308 2005
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  130.102.82.69 On: Fri, 07 Oct 2016
05:11:27
The rest of this article is organized as follows. In Sec. II
we describe the theoretical methods needed to characterize
both bound and resonance states for nonzero total angular
momentum, together with a parallel computing model in
brief. In Sec. III we shall give some computational details,
perform test calculations for the J=2 case, and then present
the results of the J=20 bound and resonance calculations
performed on the HO2 system. We note that the computa-
tional testing of Neumaier and Mandelshtam’s Chebychev
doubling scheme26 has not previously been reported for a
challenging system such as HO2. Detailed comparisons for
the specific rate constants from both QM and statistical adia-
batic channel method SACM/CT methods for the J=20
case will also be given in Sec. III. Section IV concludes.
II. METHODOLOGY
A. Representation
In general, we treat the three internal Jacobi coordinates
R, r, and  in DVR, while the three Eulerian angles , ,
and  are described in a basis set.49 This procedure is very
efficient because the potential part of the Hamiltonian matrix
is diagonal, which can reduce the memory requirement sub-
stantially. The triatomic Hamiltonian in Jacobi coordinates in
a body-fixed frame is given by
Hˆ = −
2
2
1
R
2
R2
R −
2
2
1
r
2
r2
r +
lˆ2
2R2
+
jˆ2
2r2
+ VR,r, , 1
where orbital angular momentum, lˆ2= Jˆ − jˆ2=Jˆ2+ jˆ2−2Jˆ · jˆ.
Expressing the angular momentum parts of the Hamiltonian
explicitly,
Jˆ2 = − 2 2
2
+ cot 


+
1
sin2  
2
2
+
2
2

−
2 cos 
sin2 
2

 , 2
jˆ2 = − 2 2
2
+ cot 


+
1
sin2 
2
2
 , 3
Jˆ · jˆ = − 2− sin  cot  2

+ cos 
2

+ 1 − cos  cot  cot 
2
2
+
cos  cot 
sin 
2

+
sin 
sin 
2

− sin  cot 
2

 , 4
and using symmetry-adapted symmetric-top eigenfunctions
to expand the total wave function, one can get the coupled
equations:
Hˆ 	,	 = −
2
2
1
R
2
R2
R −
2
2
1
r
2
r2
r + VR,r,
+  12R2 + 12r2− 
2
sin 


sin 


+
2	2
sinh2 
+
2
2R2
JJ + 1 − 2	2 5
and
Hˆ 	,	±1 = 1 + 
	,m1/2
2
2R2
	JJ + 1 −		 ± 1
± 

+ 	 ± 1cot  , 6
with m=0 for Hˆ 	,	+1 and m=1 for Hˆ 	,	−1. Such coupled
equations can be represented in DVR:
H	
	
= −
2
2
1
R
2
R2
R

		 −
2
2
1
r
2
r2
r

		 + VR,r,
	
		 +  12R2 + 12r2
j Tj	 jj + 12Tj	 
		
+
2
2R2
JJ + 1 − 2	2

		 + 
j Tj
	 t	,	+1
Jj Tj
	+1
		+1 + 
j Tj
	 t	,	−1
Jj Tj
	−1
		−1, 7
with
t	,	±1
Jj
= − 1 + 
	,m1/2
2
2R2
	JJ + 1 −		 ± 1
	jj + 1 −		 ± 1 .
In Eq. 7, we have used 	-dependent DVR for the  coor-
dinate, which is obtained by either diagonalizing the coordi-
nate operator x=cos  matrix 	, j ji =−1
1  j
	x j
	dx
or by a Gauss–Jacobi quadrature scheme 	, j j
=
−1
1 Wx˜ j
	x˜ j
	dx. Here  j
	 is the associated
Legendre polynomial, Wx= 1−x2	 is the weight function,
and ˜ j
	= j
	 /	1−x2	. In the Gauss–Jacobi quadra-
ture scheme, the transformation matrix is set up according to
Tj
	
=	˜ j	x. Here  is used to label the DVR in the 
coordinate, and x and  are the quadrature points and
weights, respectively, which can be obtained from standard
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methods.50 In the direct diagonalization scheme, the DVR
points and the transformation matrix are simply the eigenval-
ues and the eigenvector matrix of the coordinate operator
matrix. We have compared the two DVR schemes, and the
DVR points as well as the transformation matrix T from the
two methods are nearly the same. For R and r coordinates,
we have used the potential-optimized DVR.51 The details of
the DVRs will be given in Sec. III.
B. Propagation
In the iterative Chebyshev method, the basic propagation
is a three-term recursion. In their modified version of Cheby-
shev propagation, Mandelshtam and Taylor15 proposed a real
damped Chebyshev polynomial recursion to impose the out-
going boundary conditions:
k+1
ˆ
= e−ˆ2Hˆ normk
ˆ
− e−ˆk−1
ˆ  . 8
Here 0
ˆ
=0 is the initial real random wave packet, ˆ is a
damping operator, and 1ˆ=e−ˆHˆ norm0ˆ. Hˆ norm= Hˆ −H¯  /H
with H¯ =0.5Hmax+Hmin and H=0.5Hmax−Hmin. Since
the damping operator is introduced in the recursion, the dou-
bling property of the original Chebyshev recursion to com-
pute the autocorrelation functions seems to be broken down.
However, as pointed out by Li and Guo,24 the original dou-
bling scheme can still be adapted to calculate narrow reso-
nances, albeit in an approximate way. Neumaier and
Mandelshtam26 provided a rigorous proof that an exact dou-
bling scheme exists for damped Chebyshev propagation. The
new damped Chebyshev propagation then becomes
k+1
Wˆ
= DWˆ −12Hˆ normk
Wˆ
− k−1
Wˆ  . 9
Here 0
Wˆ
=0 is again the initial real random wave packet,
and 1W
ˆ
=0. Dˆ Wˆ =1+2Wˆ , and Wˆ is the absorbing potential.
The new doubling formula is as follows:
c2k = k
Wˆ k
Wˆ  − k+1
Wˆ DWˆ k+1
Wˆ  , 10a
c2k−1 = k
Wˆ k−1
Wˆ  − k+1
Wˆ DWˆ k
Wˆ  , 10b
where the ·· denotes the complex nonconjugate inner prod-
uct. Such a doubling scheme can allow us to save the number
of Chebyshev iterations by a factor of 2, which is especially
useful for the heavy computational tasks such as the high J
value cases in this paper. We note that the damping schemes
used in the two versions are not completely equivalent, thus
the final results are not expected to be identical see below
for the test J=2 case. Also, the autocorrelation functions
need to be stored in the Chebyshev propagation for later FD
analysis.
Though conceptionally simple, the propagation is the
most time-consuming part of the calculation, and Hamil-
tonian matrix-vector multiplications will be repeated for
many times. We use MPI to perform parallel computation for
the matrix-vector multiplications. For even spectroscopic
symmetry, the four-dimensional 4D matrix-vector multipli-
cation looks like

H00 H01 0 0
H10 H11 H12 0
0 H21 H22 
0 0   
	=0
	=1
	=2
]  =
	=0
	=1
	=2
]  , 11
with 	=H	,	−1	−1+H	,		+H	,	+1	+1. For odd spec-
troscopic symmetry, the Hamiltonian matrix is the same ex-
cept, 	=1,2 , . . . ,J. The spectroscopic symmetry parity is
defined as −1J+p, with p being the parity of the wave func-
tion under inversion of the space-fixed nuclear coordinates.
We adopt a natural way to distribute the problem with re-
spect to 	 block, which will make the calculations of auto-
correlations much easier and the modifications of the code as
less as possible for parallel computing. We assign one pro-
cessor as the master processor ID=0, which is used to
write autocorrelation functions, and assign all other proces-
sors as working processors ID=1,2 , . . . ,4*n, which are
used to perform the matrix-vector multiplications for differ-
ent 	 components. We cannot associate each processor di-
rectly with 	 value as Goldfield and Gray46 did due to the
4*n limitation in the AlphaServer supercomputer in Austra-
lian Partnership for Advanced Computing National Facility.
This has caused some complications for the coding. Accord-
ing to the Coriolis coupling rules, only two nearest-
neighboring 	 components need to communicate and we use
the MPI–SEND and MPI–RECEIVE commands to carry
out such communications. In this way the data transfer be-
tween processors is not too heavy. We distribute the work
load as equally as possible over processors. However, since
jmin is different for each 	 component, but jmax is the same,
i.e., the DVR size for  is different for each 	 component,
the load for each processor is still not well balanced. Also,
for the highest or the lowest 	 components, only one Cori-
olis coupling term is required, thus some processors might
need to wait for the others. Indeed, in distributed computing,
there is always a trade-off between load balance and the
complications in coding. Our principle is that strict balance
is not required, but works well generally.
In our model, there is no need to explicitly construct the
matrix, H	,	, with 	=	 ,	±1. We calculate at the outset
and then store the neighboring Coriolis coupling matrices for
each 	 component. The memory requirement for the cou-
pling matrices is not large, and whenever they are needed in
the iterations, we directly use them to perform the Hamil-
tonian matrix-vector multiplications within the DVR. Al-
though it is implemented as a single-matrix multiply, the
Coriolis coupling matrix multiplication onto the coupling
wave packet, 	±1, can be interpreted as firstly transforming
the DVR wave packets, 	±1, into the finite basis represen-
tation FBR, then acting with the Coriolis operator in the
FBR, and finally transforming back into the 	-dependent
DVR. Because the size of the other kinetic transformation
matrix is relatively small, the main storage in each processor
is for the potential matrix for each 	 component. Through
parallel computing, for each processor, the storage require-
ment is still similar to the J=0 case. If only one processor is
used in traditional architecture, the storage requirement will
increase linearly with J. We note that other parallel models
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have been used to calculate rovibrational states. For ex-
ample, Wu and Hayes36 defined a conceptional three-
dimensional 3D mesh where 	 is used as one of the indi-
ces, Mussa and Tennyson47 have employed a two-step
procedure, and Egeerta et al.52 described a fine granularity
parallel Lanczos calculation in which a pseudospectral split
Hamiltonian scheme has been employed to implement the
acting of the Hamiltonian on the wave function. Here differ-
ent parallel strategies are employed to suit for the different
methods, and also for the different machines.
C. Extraction of energies and widths
Given the discrete correlation function Ck, one can em-
ploy evolution operator, Uˆ , to set up a small-sized general-
ized eigenequation:20
UpB = U0B , 12
with diagonal elements,
Ujj
p
= 

l=0
2M
M − M − l + 1Cl+pzj
−1
, 13
and off-diagonal elements,
Ujj
p
= zj − zj
−1zj

l=0
M
Cl+pzj
−l
− zj

l=0
M
Cl+pzj
−1
− zj
−M 

l=M+1
2M
Cl+pzj
M−l+1
+ zj
−M 

l=M+1
2M
Cl+pzj
M−l+1 ,
14
where zj =e−ij. The reader is referred to Mandelshtam and
Taylor for more details.19,20
III. RESULTS
A. Computational details for the HO2 system
The triatomic HO2 Hamiltonian matrix was set up in
terms of reactant Jacobi coordinates, and the HO2 double
many-body expansion DMBE IV PES Ref. 39 was em-
ployed as we did for previous J=0–6, and 10 bound and
resonance calculations.7,9,41,42 For the two radial coordinates,
a potential-optimized DVR Ref. 51 PODVR was utilized
to reduce the size of the Hamiltonian matrix. For the R co-
ordinate, we have used NR=110 PODVR points, which were
contracted from 315 evenly spaced primitive since DVR
points53 spanning the range from 0.5a0 to 11.0a0 with the
one-dimensional reference potential, VR ,re ,e. Similarly,
for the r coordinate, Nr=50 PODVR points were obtained
from 150 primary DVR points spanning the range from 1.3a0
to 5.0a0 using the reference potential, VRe ,r ,e. For the 
variable, 	-dependent symmetry-adapted DVR functions,
defined by correspondingly associated Gauss–Jacobi quadra-
ture points, were employed to take account of the odd O–O
exchange parity. Another kind of symmetry originated from
the Wigner D functions, i.e., spectroscopic symmetry, has
also been considered. The resulting direct product basis set
was further contracted by discarding those points whose
potential energies were higher than the cutoff energy,
Vcutoff=2.0 eV, resulting in the final basis size of approxi-
mately 110 700J+1 for even spectroscopic symmetry and
approximately 110 700J for odd spectroscopic symmetry.
The damping or absorbing potential in the dissociation
channel of H+O2 takes the following same form:
Vˆ absR =
V0
cosh2Rmax − R/
, 15
where Rmax=11.0a0, and V0 and  are two adjusting param-
eters. For our purposes we take V0=2.0 eV and =0.5a0. No
stabilization procedure54 has been attempted due to the huge
computational resources required, and this will have some
effects on the resonance widths see below.
We need to mention that the Chebyshev propagations
and FD analysis are completely separated in our calculations.
While parallel computations are employed only in the propa-
gation step, the FD analyses are performed using conven-
tional nonparallel architectures. Due to the communications
and loading balance issues mentioned above, the parallel
computing model does not scale ideally with J+1 for even
spectroscopic symmetry or J for odd spectroscopic symme-
try. However, one can achieve wall clock times e.g., for
even symmetry J=20 HO2 case that are within about a fac-
tor of 3.5 of J=0 calculations for the same iteration num-
bers. For nonparallel computing, the wall clock times will
approximately be a factor of 21 of J=0 calculations. In our
calculations eight CPUS have been used for both even and
odd spectroscopic symmetries for the J=20 case.
B. Bound and resonance energies „rates…
Firstly, as a test case we have employed both versions
i.e., doubled and nondoubled of the real Chebyshev LFSD
method described in detail above to compute the bound-state
energies as well as the resonance energies and widths for two
chosen energy windows at J=2 even spectroscopic symme-
try only. The first energy window is for the lowest bound-
state energies from −0.08 to 0.92 eV. Here the zero-energy
point is referred to as the ground-state energy of HO2 for
J=0, which is −2.015 861 eV relative to the H+O2 dissocia-
tion limit. In Table I we have listed the selected lowest ten
bound-state energies from both doubled and nondoubled
TABLE I. Selected ten lowest-lying bound-state energies for J=2 and even
spectroscopic symmetry from DS/LSFD, LSFD, LHFD see Ref. 41, and
Ref. 36. The rovibrational ground-state energy was calculated at
−2.015 861 eV relative to the dissociation limit of H+O2, which is referred
to as the zero-energy point. All energy units are in eV.
n DS/LSFD LSFD LHFD Ref. 36
1 0.000 811 0.000 811 0.000 811 0.000 811
2 0.003 200 0.003 200 0.003 200 0.003 201
3 0.010 409 0.010 409 0.010 408 0.010 410
4 0.132 880 0.132 880 0.132 881 0.132 897
5 0.135 240 0.135 240 0.135 241 0.135 257
6 0.142 361 0.142 361 0.142 362 0.142 379
7 0.161 541 0.161 541 0.161 540 0.161 547
8 0.164 026 0.164 026 0.164 025 0.164 031
9 0.171 521 0.171 521 0.171 520 0.171 528
10 0.260 009 0.260 009 0.260 012 0.260 043
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LSFD calculations for comparison see the first and second
columns. The inspection of the energies shows that the
agreement between them is quite satisfactory and six digits
of relative accuracy have been achieved for all of the ener-
gies. For the low-lying bound states of the J=2 case, we can
also compare our calculations with Wu and Hayes’s results36
and with our previous LHFD calculations.41 From Table I we
can clearly see that the agreements among the four sets of
calculations are very good. The second energy window we
have chosen is close to and above the dissociation threshold,
namely, the highest-lying bound-state energies and low part
of resonance energies and widths from 2.10 to 2.18 eV. In
Table II we have listed ten lowest resonances from three
methods, namely, DS/LSFD, LSFD, and LHFD Ref. 41 for
comparison. From this table one can see that the resonance
energies from the three methods are in agreement, but for
resonance widths the differences are relatively large. The
reason is that different damping or absorbing potentials have
been exploited in different methods, which do have some
effect on resonances, in particular, resonance widths. As we
know, unlike bound states, resonances are not localized ex-
tending to infinity and their wave functions overlap with
damping function or absorbing potential in the asymptotic
region. Unless the absorbing boundary conditions are perfect
and identical from different methods, one can expect that
some inaccuracies will be introduced for resonance calcula-
tions. As previous investigations33,34 pointed out, for the HO2
system the resonances, especially the widths, are highly de-
pendent on nearly every detail of the calculations e.g., basis
set size, grid size, and cutoff energy. In principle, one
should perform the stabilization procedure54 for each reso-
nance to accurately localize it, but this is too expensive to be
realized for challenging problems. Fortunately, the general
variation trend of the resonance widths versus energies is
still similar for different methods. To see this clearly, we
have plotted the logarithmic widths versus energies for the
J=2 case in Fig. 1. This gives us the confidence to compute
approximately the quantum unimolecular rates for high J
=20 value.
For the J=20 case, one energy window for bound states
from −0.08 to 0.92 eV and eight energy windows for reso-
nances from 2.114 to 2.596 eV have been chosen to perform
DS/LSFD calculations. In Tables III and IV, we have listed
the selected low-lying bound-state energies for even and odd
spectroscopic symmetries, respectively. This energy window
is relatively easy to converge, and 60 000 Chebyshev itera-
tions are enough to converge all of the states. For resonance
calculations, the computational demands are progressively
greater as one moves up into denser regions of the spectrum.
In the calculations reported in this paper we have used the
largest Chebyshev iterations of 920 000 for both symmetries
to extract all the resonances in the energy range interested to
us. We believe that the iteration number used in this paper is
one of the largest, and interestingly the damped Chebyshev
recursion proves to be very stable. For the J=20 case, thou-
sands of resonances have been calculated since we want to
compare the quantum results with the reported statistical and
classical results in a larger energy range. The resonances
calculated are relatively narrow ones and broader resonances
cannot be extracted from the spectrum, simply because they
are hidden in the background see, e.g., Ref. 55. The reso-
TABLE II. Selected ten lowest resonance energies and widths from DS/LSFD, LSFD, LHFD see Ref. 41 from
J=2, and even spectroscopic symmetry calculations. Other symbols are the same as in Table I.
n EnDS/LSFD nDS/LSFD EnLSFD nLSFD EnLHFD nLHFD
1 2.115 063 0.28E−04 2.115 100 0.47E−05 2.115 111 0.65E−05
2 2.115 430 0.28E−05 2.115 427 0.11E−04 2.115 438 0.17E−04
3 2.115 811 0.52E−06 2.115 811 0.19E−05 2.115 799 0.99E−05
4 2.116 505 0.10E−04 2.116 515 0.36E−04 2.116 490 0.20E−04
5 2.116 648 0.25E−05 2.116 645 0.86E−05 2.116 649 0.33E−05
6 2.116 962 0.13E−03 2.116 718 043E−03 2.117 014 0.44E−03
7 2.117 820 0.93E−04 2.117 661 0.35E−03 2.117 971 0.31E−03
8 2.118 478 0.21E−04 2.118 453 0.67E−04 2.118 494 0.54E−04
9 2.118 592 0.29E−04 2.118 548 0.66E−04 2.118 581 0.92E−04
10 2.118 904 0.45E−04 2.118 978 0.36E−04 2.118 964 0.38E−04
FIG. 1. Plot of the logarithmic resonance widths, log10width, vs resonance
energy in the low part of the resonance energies for J=2 even symmetry
calculations from three methods, i.e., DS/LSFD, LSFD, and LHFD see Ref.
41. The solid circles represent the results from DS/LSFD, the solid squares
represent those from LSFD, and the solid diamonds represent the ones from
LHFD. The lines are used to guide the general variation trend of the widths
with energy.
014308-6 H. Zhang and S. C. Smith J. Chem. Phys. 123, 014308 2005
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  130.102.82.69 On: Fri, 07 Oct 2016
05:11:27
nance widths are then divided by  and transformed into rate
constants for comparison with SACM/CT calculations. In the
regime of narrow isolated resonances, they can be interpreted
as true decay rates. For more broad resonances, this interpre-
tation can be ambiguous.56 However, for simplicity we will
use the term “rates” for the whole energy range, following
the work by Schinke and co-workers.37,57 In Fig. 2 we have
plotted the quantum J=20 specific dissociation rates for
HO2→H+O2 in the energy range from 2.114 to 2.596 eV.
In this figure the results from both even and odd spectro-
scopic symmetries are included. Also included are the results
of Troe and co-workers from statistical adiabatic channel
method/classical trajectory SACM/CT calculations30,31 for
comparison. The energies in the results of Troe and co-
workers have been relatively moved so that E=0 also
referred to as the ground-state energy of HO2 for J=0, which
is −2.015 861 eV relative to the H+O2 dissociation limit.
The zero-point energy ZPE of O2, which is
0.096 578 93 eV above the H+O2 dissociation limit, is also
considered when shifting the results of Troe and co-workers.
Here we need to point out that the potential-energy surface
used in this paper is different from the one employed in the
work of Troe and co-workers, and ZPE as well as ground-
state energy used is based on the DMBE IV PES. From this
plot we can see that the quantum rates fluctuate severely
from one resonance to another, especially for the lowest part
near the threshold. However, for most of the energies, the
average of the fluctuating QM rates agree with the predic-
tions of the SACM/CT rate constants.30
TABLE III. Selected low bound-state energies from DS/LSFD calculations
for J=20 and even spectroscopic symmetry. Other symbols are the same as
in Table I.
n En n En
1 0.056 551 16 0.225 250
2 0.058 240 17 0.227 822
3 0.066 369 18 0.240 130
4 0.078 220 19 0.246 363
5 0.094 900 20 0.247 821
6 0.116 287 21 0.257 462
7 0.142 333 22 0.272 069
8 0.172 981 23 0.279 689
9 0.187 386 24 0.291 863
10 0.189 058 25 0.302 293
11 0.197 082 26 0.306 762
12 0.208 167 27 0.313 319
13 0.208 930 28 0.314 994
14 0.217 634 29 0.322 896
15 0.219 282 30 0.334 454
TABLE IV. Selected low bound-state energies from DS/LSFD calculations
for J=20 and odd spectroscopic symmetry. Other symbols are the same as in
Table I.
n En n En
1 0.059 852 16 0.246 363
2 0.066 237 17 0.247 821
3 0.078 223 18 0.257 468
4 0.094 902 19 0.272 070
5 0.116 287 20 0.279 748
6 0.142 334 21 0.291 863
7 0.172 981 22 0.302 291
8 0.190 651 23 0.306 807
9 0.196 693 24 0.316 543
10 0.208 167 25 0.322 767
11 0.208 784 26 0.334 457
12 0.221 083 27 0.336 807
13 0.225 250 28 0.338 825
14 0.227 667 29 0.340 210
15 0.240 132 30 0.350 723
FIG. 2. a Plot of the quantum logarithmic rates, log10rate, vs resonance
energy in the low part of the resonance energies from 2.114 to 2.355 eV for
the J=20 case. The thin dashed line represents the results from the DS/
LSFD method. The results of Troe and co-workers from statistical adiabatic
channel method/classical trajectory SACM/CT calculations are also in-
cluded for comparison see the thick solid line see Refs. 30 and 31. b
Same as the previous figure, except in the upper part of the resonance
energies from 2.355 to 2.596 eV.
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Given the PES employed in this work is different from
that of the work of Troe and co-workers, the agreement on
the whole is quite satisfactory. Specific rate constants kE ,J
of the J=0 case for HO2→H+O2 have been reported by
Dobbyn et al.37 using a modification of the log-derivative
version of Kohn’s variational principle, classical trajectory,
and simple Rice–Ramsperge–Kassel–Marcus RRKM cal-
culations on the same DMBE IV surface. We have also per-
formed the LHFD and LSFD calculations for the J=0 case7,9
and found good agreements with the quantum results of Dob-
byn et al. In all these quantum calculations for the J=0 case,
the quantum results fluctuate considerably from one reso-
nance to another, but in general the QM average agrees with
CT and RRKM results. Quantum calculations on H2S have
also been performed and comparisons with the results from
statistical phase-space theory58 PST have shown a similar
trend. The results in this work demonstrate that the classical
trajectory/statistical theory can predict well the average of
quantum rate constants, even for relatively high J values.
Hitherto, such theory versus theory comparisons for large J
values have not been possible due to the prohibitive CPU
demands of the quantum calculations. The present compari-
son is made possible through the parallel computing strategy
and the more efficient doubling filter diagonalization
scheme.
IV. CONCLUSIONS
In this paper the doubling scheme/low storage filter di-
agonalization DS/LSFD method has been applied to the
challenging case of HO2 with J=20. Converged bound-state
energies as well as resonance energies and widths rates
have been obtained. The method proves to be very stable for
large iterations and capable of computing many thousands of
resonances from a real single recursion. Compared with the
original version, the doubling scheme improves the effi-
ciency as a factor of 2, thus will find many applications in
challenging systems. For the J=20 case, the quantum unimo-
lecular dissociation rates for HO2→H+O2 in the energy
range from 2.114 to 2.596 eV have been computed and com-
pared with the results of Troe and co-workers from statistical
adiabatic channel method/classical trajectory SACM/CT
calculations. For most of the energies, the average of the
fluctuating QM rates agree with the latest reported
SACM/CT rate constants. Near the dissociation threshold,
quantum rates fluctuate more severely, but their average is
still in agreement with the statistical adiabatic channel
method/classical trajectory results. These results demonstrate
that the classical trajectory/statistical theory can reproduce
the average of quantum rate constants, even for a small cha-
otic system such as HO2 with J0. For the HO2 dissocia-
tion, although there remain significant challenges, our goal is
to obtain all the necessary J0 results and present a clear
picture of the dissociation dynamics and kinetics for this
system.
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