Despite a growing literature on creating interpretable machine learning methods, there have been few experimental studies of their effects on end users. We present a series of large-scale, randomized, pre-registered experiments in which participants were shown functionally identical models that varied only in two factors thought to influence interpretability: the number of input features and the model transparency (clear or black-box). Participants who were shown a clear model with a small number of features were better able to simulate the model's predictions. However, contrary to what one might expect when manipulating interpretability, we found no significant difference in multiple measures of trust across conditions. Even more surprisingly, increased transparency hampered people's ability to detect when a model has made a sizeable mistake. These findings emphasize the importance of studying how models are presented to people and empirically verifying that interpretable models achieve their intended effects on end users.
Introduction
Machine learning is increasingly used to make decisions that affect people's lives in critical domains like criminal justice, fair lending, and medicine. Machine learning models are often evaluated based on their predictive performance on held-out data sets, measured, for example, in terms of accuracy, precision, or recall. However, good performance on held-out data may not be sufficient to convince decision makers that a model is trustworthy or reliable in the wild.
To address this problem, a new line of research has emerged that focuses on developing interpretable machine learning methods. There are two common approaches. The first is to employ simple models in which the impact of each feature on the model's prediction is arguably easy to understand. Examples include generative additive models [3, 18, 19] and point systems [10, 27] . The second is to provide post-hoc explanations for (potentially complex) models. One thread of research in this direction looks at how to explain individual predictions by learning simple local approximations of a model around particular data points [14, 20, 24] or estimating the influence of training examples [11] , while another focuses on visualization of model output or properties [12, 28] .
of a machine learning model [5] . Different notions of interpretability, such as simulatability, trustworthiness, and simplicity, are often conflated [16] . This problem is exacerbated by the fact that there are different types of users of machine learning systems and these users may have different needs in different scenarios [25] . The approach that works best for a regulator who wants to understand why a particular person was denied a loan may be different from the approach that works best for a data scientist debugging a machine learning model or a CEO using a model to make a high-stakes decision.
We take the perspective that the difficulty of defining interpretability stems from the fact that interpretability is not something that can be directly manipulated or measured. Rather, interpretability is a latent property that can be influenced by different manipulable factors (such as the number of features, the complexity of the model, the transparency of the model, or even the user interface) and that impacts different measurable outcomes (such as an end user's ability to simulate, trust, or debug the model). Different factors may influence these outcomes in different ways. As such, we argue that to understand interpretability, it is necessary to directly manipulate and measure the influence that different factors have on people's abilities to complete various tasks.
This endeavor goes beyond the realm of typical machine learning research, extending into human-computer interaction. While the factors that influence interpretability are properties of the system design, the outcomes that we would ultimately like to measure are properties of human behavior. Because of this, building interpretable machine learning models is not a purely computational problem. In other words, what is or is not "interpretable" is defined by people, not algorithms.
We therefore take a human-centered approach, building on previous psychology and social science research on human trust in models [4, 17, 21] and similar efforts in the machine learning and human-computer interaction communities [2, 6, 8, 13, 15, 23, 24] . We present a sequence of large-scale, randomized human-subject experiments in which we vary factors thought to make models more or less interpretable and measure how these changes impact people's decision making. Based on an extensive review of the literature on interpretable machine learning, we focus on two factors that are often assumed to influence interpretability, but rarely studied formally: the number of features and the model transparency, i.e., whether the model internals are clear or a black box. Similarly, we focus on three outcomes commonly mentioned in this literature: simulatability, trust (measured in terms of deviation from the model's predictions), and the ability to detect when the model makes a mistake. We focus on housing price prediction as a domain since it should have familiar features (e.g., numbers of bedrooms and bathrooms) and be interesting to participants, as many people have purchased or considered purchasing a home.
We investigate the effect of factors associated with interpretability through three main questions:
• How well can people estimate what a model will predict? Here we find that people can better simulate a model's predictions when presented with a clear model with few features compared to other experimental conditions.
• How much do people trust (follow) a model's predictions? Contrary to what one might expect when manipulating factors associated with interpretability, we do not find a significant difference in trust across conditions. • How well can people detect when a model has made a sizeable mistake? Even more surprisingly, we find that transparency can hamper people's ability to detect when a model makes serious mistakes.
In each of our pre-registered experiments, participants were asked to predict the prices of apartments in a single neighborhood in New York City with the help of a machine learning model. Each apartment was represented in terms of eight features: number of bedrooms, number of bathrooms, square footage, total rooms, days on the market, maintenance fee, distance from the subway, and distance from a school. All participants saw the same set of apartments (i.e., the same feature values) and, crucially, the same model prediction for each apartment, which came from a linear regression model. What varied between the experimental conditions was only the presentation of the model. As a result, any observed differences in the participants' behavior between conditions could be attributed entirely to the model presentation. This is a key feature of our experimental design.
In our first and primary experiment, we showed people a sequence of 12 apartments. The first 10 apartments had typical configurations whereas the last two had unusual combinations of features (e.g., more bathrooms than bedrooms). For each apartment, participants first saw its features alongside the model and were asked to estimate what the model would predict for the apartment's selling price. They were then shown the model's prediction and asked for their own estimate of what the apartment sold for.
We hypothesized that participants who were shown a clear model with a small number of features would be better able to simulate the model's predictions and more likely to trust (and thus follow) the model's predictions. We also hypothesized that participants in different conditions would exhibit varying abilities to correct the model's inaccurate predictions on unusual apartments. As predicted, participants who were shown a clear model with a small number of features were better able to simulate the model's predictions; however, we did not find that they were more likely to follow the model's predictions and instead found no difference in trust between conditions for the typical apartments. We also found that participants who were shown a clear model were less able to correct the model's inaccurate predictions on the unusual apartments.
We ran three additional experiments to better understand these results and check their robustness to our experimental design.
In our second experiment, we scaled down the apartment prices and maintenance fees to match median housing prices in the U.S. in order to determine whether the findings from our first experiment were merely an artifact of New York City's high prices. Even with scaled-down prices and fees, the findings from our first experiment replicated.
We designed our third experiment to check whether these results would change under a different measure of trust. Instead of quantifying trust by how close people's predictions were to the model's predictions, we used an alternative metric known as weight of advice, commonly used in the literature on advice-taking [7, 29] and subsequently used in the context of algorithmic predictions by Logg [17] . We calculated weight of advice by eliciting two predictions from participants: one before being introduced to the model and one after. We again found no difference in trust between conditions. Interestingly, however, participants in the clear conditions were better able to correct the model's mistakes than in the previous two experiments. One possible reason for this improvement is that making predictions before being exposed to the clear model's overwhelming level of detail increased the likelihood that participants noticed unusual combinations of features and lowered their estimates accordingly.
This motivated our fourth and final experiment, which focused on whether the observed differences in error detection between conditions could be explained by people failing to notice the unusual apartments in the clear conditions. We returned to the setup for the first experiment but added a condition in which some people were shown an explicit "attention check" to make them aware of peculiar configurations. Without the attention check, we again found that participants who were shown a clear model were less able to correct inaccurate predictions on examples for which the model made a sizeable mistake. However, this difference essentially disappeared when participants were provided with the attention check, consistent with the idea that transparency can be overwhelming and cause users to overlook unusual cases.
Across several experiments we see that factors thought to improve interpretability can have negligible effects on typical cases and even detrimental effects on unusual ones. While a researcher designing a machine learning model might expect that exposing model internals would increase people's ability to detect when the model will make a mistake, we find the opposite to be true across multiple studies. Taken together, these results emphasize the importance of user testing over intuition in the design of interpretable machine learning methods.
In the remainder of the paper we provide further details for each of these experiments and present our results in greater depth. We conclude by discussing limitations of and possible extensions to our work, as well as implications for the design of interfaces to machine learning models. For the unusual examples, we intentionally did not pre-register any hypotheses about which conditions would make participants more or less able to correct inaccurate predictions. On the one hand, if a participant understands the model better, she may be better equipped to correct examples on which the model makes mistakes. On the other hand, a participant may place greater trust in a model she understands well, leading her to closely follow its predictions.
We additionally pre-registered our intent to analyze participants' prediction error in each condition, but intentionally did not pre-register any directional hypotheses. The four primary experimental conditions. In the conditions on top, the model used two features; on the bottom, it used eight. In the conditions on the left, participants saw the model internals; on the right, they were presented with the model as a black box.
Experimental design
As explained in the previous section, we asked participants to predict apartment prices with the help of a machine learning model. We showed all participants the same set of apartments and the same model prediction for each apartment, regardless of their randomly assigned experimental condition. This key feature of our experimental design is what enabled us to run tightly controlled experiments. The only thing that varied between the primary conditions was model presentation. We considered four primary conditions in a 2 × 2 design:
• Participants were randomly assigned to see either a model that uses only two features (number of bathrooms and square footage-the two most predictive features) or a model that uses all eight features. (Note that all eight feature values were visible to participants in all conditions.) • Participants were randomly assigned to either see the model internals (i.e., a linear regression model with visible coefficients) or see the model as a black box.
Screenshots from each of the four primary experimental conditions are shown in Figure 1 . We additionally considered a baseline condition in which there was no model available.
We chose to use the two most predictive features in the two-feature model because this resulted in the most reasonable and realistic two-feature model possible. The accuracies of the two-and eight-feature models were very close on training data, as described below, and their (rounded) predictions were identical on all apartments used in the experiment.
We ran the experiment on Amazon Mechanical Turk using psiTurk [9] , an open-source platform for designing online experiments. The experiment was IRB-approved. We recruited 1,250 participants, all located in the U.S., with Mechanical Turk approval ratings greater than 97%. The participants were randomly assigned to the five conditions (CLEAR-2, n = 248; CLEAR-8, n = 247; BB-2, n = 247; BB-8, n = 256; and NO-MODEL, n = 252) and each participant received a flat payment of $2.50.
Participants were first shown detailed instructions (including, in the clear conditions, a simple English description of the corresponding two-or eight-feature linear regression model), before proceeding with the experiment in two phases. The training phase familiarized participants with both the housing domain and the model's predictions. Participants were shown ten apartments in a random order. In the four primary experimental conditions, participants were shown the model's prediction of each apartment's price, asked to make their own prediction, and then shown the apartment's actual price. In the baseline condition, participants were asked to predict the price of each apartment and then shown the actual price.
In the testing phase, participants were shown another twelve apartments. The order of the first ten was randomized, while the remaining two always appeared last, for reasons described below. In the four primary experimental conditions, participants were asked to guess what the model would predict for each apartment (i.e., simulate the model) and to indicate how confident they were in this guess on a five-point scale ( Figure 2a ). They were then shown the model's prediction and asked to indicate how confident they were that the model was correct. Finally, they were asked to make their own prediction of the apartment's price and to indicate how confident they were in this prediction ( Figure 2b ). In the baseline condition, participants were asked to predict the price of each apartment and to indicate their confidence.
The apartments shown to participants were selected from a data set of actual Upper West Side apartments taken from StreetEasy.com, a popular and reliable New York City real estate website, between 2013 and 2015. To create the models for the four primary experimental conditions, we first trained a two-feature linear regression model on our data set using ordinary least squares with Python's scikit-learn library [22] , rounding coefficients to "nice" numbers within a safe range. 2 To keep the models as similar as possible, we fixed the coefficients for number of bathrooms and square footage and the intercept of the eight-feature model to match those of the two-feature model, and then trained a linear regression model with the remaining six features, following the same rounding procedure to obtain "nice" numbers.
The resulting coefficients are shown in Figure 1 . When presenting the model predictions to participants, we rounded predictions to the nearest $100,000.
We used the same set of apartments for each participant since randomizing the selection of apartments would introduce additional noise and reduce the power of the experiments, making it harder to spot differences between conditions. To enable comparisons across experimental conditions, the ten apartments used in the training phase and the first ten apartments used in the testing phase were selected from those apartments in our data set for which the rounded predictions of the two-and eight-feature models agreed and chosen to cover a wide range of deviations between the models' predictions and the apartments' actual prices. By selecting only apartments for which the two-and eight-feature models agreed, we were able to ensure that what varied between conditions was only the presentation of the model. As a result, any observed differences in the participants' behavior between conditions could be attributed entirely to the model presentation.
The last two apartments used in the testing phase were chosen to test our third hypothesis-i.e., that participants in different conditions will exhibit varying abilities to correct the model's inaccurate predictions on unusual examples.
To test this hypothesis, we would ideally have used an apartment with strange or misleading features that caused the two-and eight-feature models to make the same bad prediction. Unfortunately, there was no such apartment in our data set, so we chose two examples to test different aspects of our hypothesis. Both of these examples exploited the models' large coefficient ($350,000) for number of bathrooms. The first (apartment 11) was a one-bedroom, two-bathroom apartment from our data set for which both models made high, but different, predictions. Comparisons between the two-and eight-feature conditions were therefore impossible, but we could examine differences in accuracy between the clear and black-box conditions. The second (apartment 12) was a synthetically generated one-bedroom, three-bathroom apartment for which both models made the same (high) prediction, allowing comparisons between all conditions, but ruling out accuracy comparisons since there was no ground truth. These apartments were always shown last to avoid the previously studied phenomenon in which people trust a model less after seeing it make a mistake [4] .
Results
Having run our experiment, we compared participants' behavior across the conditions. Doing so required us to compare multiple responses from multiple participants, which was complicated by possible correlations among any given participant's responses. For example, some people might consistently overestimate apartment prices regardless of the condition they are assigned to, while others might consistently provide underestimates. We addressed this by fitting a mixed-effects model for each measure of interest to capture differences across conditions while controlling for participant-level effects-a standard approach for analyzing repeated measures experimental designs [1] . We derived all plots and statistical tests from these models; plots show averages with one standard error by condition from the fitted models, and statistical tests report degrees of freedom, test statistics, and p-values under the models. Unless otherwise noted, all plots and statistical tests correspond to just the first ten apartments from the testing phase.
H1. Simulation. We defined a participant's simulation error to be the absolute deviation between the model's prediction, m, and the participant's guess for that prediction, u m -that is, |m − u m |. Figure 3a shows the mean simulation error in the testing phase. As hypothesized, participants in the CLEAR-2 condition had lower simulation error, on average, than participants in the other conditions (t(996) = 11.91, p < .001). This suggests that, on average, participants in this Mean prediction error (c) Figure 4 : Results from our second experiment, which replicate the findings of our first experiment.
condition had better understanding of how the model works. We also found that participants were better able to simulate the predictions of a model that uses two features than a model that uses eight features (t(996) = 10.65, p < .001 for the contrast of CLEAR-2 and BB-2 with CLEAR-8 and BB-8). Although we had not pre-registered this as a hypothesis, we find it interesting. Participants in the CLEAR-8 condition appeared to have higher simulation error, on average, than participants in the BB-8 condition who could not see the model's internals (t(996) = 3.00, p = .002), though we note that this comparison is not one we pre-registered and could be due to chance.
H2. Trust. To measure trust, we calculated the absolute deviation between the model's prediction, m, and the participant's prediction of the apartment's price, u a -that is, |m − u a |; a smaller value indicates higher trust. Figure 3b shows that contrary to our second hypothesis, we found no significant difference in participants' deviation from the model between CLEAR-2 and BB-8.
H3
. Detection of mistakes. We used the last two apartments in the testing phase (apartments 11 and 12) to test our third hypothesis. The models made erroneously high predictions on these examples. For both apartments, participants in the four primary experimental conditions overestimated the apartments' prices, compared to participants in the baseline condition. We suspect that this is due to an anchoring effect around the models' predictions. For apartment 11, we found no significant difference in participants' deviation from the model's prediction between the four primary conditions (see Figure 5a) . For apartment 12, we found a significant difference between the clear and black-box conditions (t(996) = 2.96, p = .003 for the contrast of CLEAR-2 and CLEAR-8 with BB-2 and BB-8). In particular, participants in the clear conditions deviated from the model's prediction less, on average, than participants in the black-box conditions, resulting in even worse final predictions of the apartment's price (see Figure 5b) . One potential concern about this finding is the possibility of cognitive fatigue when participants make predictions for the last two apartments. To test whether this was the case, we fit a linear regression model to participants' simulation error over time. We found that participants' simulation error significantly decreased over time, which indicates that there is no evidence of cognitive fatigue. Participants' poor abilities to detect the model's mistakes in clear conditions contradicts the common intuition that transparency enables users to understand when a model will make mistakes. We explore this finding in more detail later.
Prediction error. We defined prediction error to be the absolute deviation between the apartment's actual price, a, and the participant's prediction of the apartment's price, u a -that is, |a − u a |. Figure 3c shows that we did not find a significant difference between the four primary experimental conditions. Participants in the primary conditions had higher average error than the model itself, but fared better than those in the baseline condition (t(1248) = 15.27, p < .001 for the contrast of the baseline with the four primary conditions), indicating that the use of a model is advantageous in this setting.
Experiment 2: Scaled-down prices
One potential critique of our first experiment is that participants' lack of familiarity with New York City's unusually high apartment prices may influence their trust in the model and ability to detect when the model makes a mistake. Our second experiment was designed as a robustness check to address this potential concern by replicating our first experiment with apartment prices and maintenance fees scaled down to match median housing prices in the U.S. Before running this experiment we pre-registered three hypotheses. 3 The first two hypotheses (H4 and H5) are identical to H1 and H2 from our first experiment. We made the third hypothesis more precise than H3 to reflect the results of our first experiment and the results of a small pilot with scaled-down prices:
H6. Detection of mistakes. Participants will be less likely to correct inaccurate predictions on unusual examples of a clear model compared to a black-box model, and this effect will be more prominent the more unusual an example is.
Experimental design
We first scaled down the apartment prices and maintenance fees from our first experiment by a factor of ten. To account for this change, we also scaled down all regression coefficients (except for the coefficient for maintenance fee) by a factor of ten. Apart from the description of the neighborhood from which the apartments were selected, the experimental design was unchanged. We again ran the experiment on Amazon Mechanical Turk. We excluded people who had participated in our first experiment, and recruited 750 new participants all of whom satisfied the selection criteria from our first experiment. The participants were randomly assigned to the five conditions (CLEAR-2, n = 150; CLEAR-8, n = 150; BB-2, n = 147; BB-8, n = 151; and NO-MODEL, n = 152) and each participant received a flat payment of $2.50.
Results
H4. Simulation. As hypothesized, and shown in Figure 4a , participants in the CLEAR-2 condition had significantly lower simulation error, on average, than participants in the other primary conditions (t(596) = 10.28, p < .001). We also found that participants were better able to simulate the predictions of the model that uses two features than the model that uses eight features (t(596) = 8.39, p < .001 for the contrast of CLEAR-2 and BB-2 with CLEAR-8 and BB-8). Although we had not pre-registered this as a hypothesis, we find it interesting. This is in line with the finding from our first experiment.
H5. Trust. Contrary to our second hypothesis, and in line with the finding from our first experiment, we found no significant difference in participants' trust, as indicated by their deviation from the model, between CLEAR-2 and BB-8.
H6. Detection of mistakes. As hypothesized, and in line with our findings from experiment 1, participants in the clear conditions deviated from the model's prediction less, on average, than participants in the black-box conditions for apartment 12, resulting in even worse final predictions of the apartment's price (see Figure 5d , t(596) = 4.17, p < .001). However, as in experiment 1, we found no significant difference in participants' deviation from the model's prediction between the four primary conditions for apartment 11 (Figure 5c ), perhaps because the configuration is not sufficiently unusual.
Prediction error. Participants in the CLEAR-2 condition had statistically but not practically (< $3,000) significantly lower prediction error than participants in the other primary conditions (t(596) = 3.17, p = .001).
In summary, results from our first experiment replicated with the scaled-down prices, which suggests that the lack of familiarity with New York City's high housing prices does not explain participants' poor ability in detecting the model's mistakes in clear conditions.
Experiment 3: Alternative measure of trust
In our first two experiments, participants were no more likely to trust the predictions of a clear model with a small number of features than the predictions of a black-box model with a large number of features, as indicated by the deviation of their own predictions from the model's prediction. However, perhaps another measure of trust would reveal differences between the conditions. In this section, we therefore present our third experiment, which was designed to allow us to compare participants' trust across the conditions using an alternative measure of trust: the weight of advice measure frequently used in the literature on advice-taking [7, 17, 29] .
Weight of advice quantifies the degree to which people update their beliefs (e.g., predictions made before seeing the model's predictions) toward advice they are given (e.g., the model's predictions). In the context of our experiment, it is defined as |u 2 − u 1 | / |m − u 1 |, where m is the model's prediction, u 1 is the participant's initial prediction of the apartment's price before seeing m, and u 2 is the participant's final prediction of the apartment's price after seeing m. It is equal to 1 if the participant's final prediction matches the model's prediction and equal to 0.5 if the participant averages their initial prediction and the model's prediction.
To understand the benefits of comparing weight of advice across the conditions, consider the scenario in which u 2 is close to m. There are different reasons why this might happen. On the one hand, it could be the case that u 1 was far from m and the participant made a significant update to their initial prediction based on the model. On the other hand, it could be the case that u 1 was already close to m and the participant did not update her prediction at all. These two scenarios are indistinguishable in terms of the participant's deviation from the model's prediction. In contrast, weight of advice would be high in the first case and low in the second.
We additionally used this experiment to check whether participants' behavior would differ if they were told that the predictions were made by a "human expert" instead of a model. Previous studies have examined this question from different perspectives with differing results [4, 21] . Most closely related to our experiment, Logg [17] found that when people were presented with predictions from either an algorithm or a human expert, they updated their own predictions toward those of an algorithm more than they did toward those of a human expert in a variety of domains. We were interested to see whether this finding would replicate. We pre-registered four hypotheses: The first two hypotheses are variations on H2 from our first experiment, while the last hypothesis is identical to H3.
Experimental design
We returned to using the original New York City housing prices and considered the same four primary experimental conditions as in the first two experiments plus a new condition, EXPERT, in which participants saw the same information as in BB-8, but with the black-box model labeled as "Human Expert" instead of "Model." We did not include a baseline condition because the most natural baseline would have been to simply ask participants to predict apartment prices (i.e., the first step of the testing phase described below).
We again ran the experiment on Amazon Mechanical Turk. We excluded people who had participated in our first two experiments, and recruited 1,000 new participants all of whom satisfied the selection criteria from our first two experiments. The participants were randomly assigned to the five conditions (CLEAR-2, n = 202; CLEAR-8, n = 200; BB-2, n = 202; BB-8, n = 198; and EXPERT, n = 197) and each participant received a flat payment of $1.50. We excluded data from one participant who reported technical difficulties.
We asked participants to predict apartment prices for the same set of apartments used in the first two experiments. However, in order to calculate weight of advice, we modified the experiment design so that participants were asked for two predictions for each apartment during the testing phase: an initial prediction before being shown the model's prediction and a final prediction after being shown the model's prediction. To ensure that participants' initial predictions were the same across the conditions, we asked for their initial predictions for all twelve apartments before introducing them to the model or human expert and before informing them that they would be able to update their predictions. This design has the added benefit of potentially reducing the amount of anchoring on the model or expert's predictions.
Participants were first shown detailed instructions (which intentionally did not include any information about the corresponding model or human expert), before proceeding with the experiment in two phases. In the (short) training phase, participants were shown three apartments, asked to predict each apartment's price, and shown the apartment's actual price. The testing phase consisted of two steps. In the first step, participants were shown another twelve apartments. The order of all twelve apartments was randomized. Participants were asked to predict the price of each apartment. In the second step, participants were introduced to the model or human expert before revisiting the twelve apartments. As in the first two experiments, the order of the first ten apartments was randomized, while the remaining two (apartments 11 and 12) always appeared last. For each apartment, participants were first reminded of their initial prediction, then shown the model or expert's prediction, and then asked to make their final prediction of the apartment's price. 
Results
H7. Trust (deviation). Contrary to our first hypothesis, and in line with the findings from our first two experiments, we found no significant difference in participants' deviation from the model between CLEAR-2 and BB-8 (see Figure 6a ). H8. Trust (weight of advice). Weight of advice is not well defined when a participant's initial prediction matches the model's prediction (i.e., u 1 = m). For each condition, we therefore calculated the mean weight of advice over all participant-apartment pairs for which the participant's initial prediction did not match the model's prediction. 6 This calculation can be viewed as calculating the mean conditioned on there being initial disagreement between the participant and the model. Contrary to our second hypothesis, and in line with the findings for the measures of trust in our first two experiments, we did not find a significant difference in participants' weight of advice between the CLEAR-2 and BB-8 conditions (see Figure 6b ).
H9. Humans vs. machines. Contrary to our third hypothesis, we did not find a significant difference in participants' trust, as indicated by either the deviation of their predictions from the model or expert's prediction or by their weight of advice, between the BB-8 and EXPERT conditions. H10. Detection of mistakes. In contrast to our first two experiments, we did not find that participants in the clear conditions were less able to correct inaccurate predictions.
Experiment 4: Attention check
Recall that participants in the clear conditions in our first two experiments were less likely to notice when the model overpriced an apartment compared with black-box conditions (Figures 5b and 5d) . In seeming contradiction, our third experiment revealed no difference across conditions in terms of participants' abilities to detect the model's sizeable mistakes.
We propose an explanation for these findings and support it with an additional experiment. The explanation rests on two conjectures. First, visual displays with a great amount of numerical information (e.g., model coefficients) might cause users not to notice peculiarities of a case under consideration. Second, when past predictions are visible, they might exert an anchoring effect [26] on subsequent predictions, swaying new predictions in the direction of the past predictions.
In the first two experiments, participants made their final prediction while seeing their simulation of the model's prediction (Figure 2b ). In contrast, participants in the third experiment made their final prediction while seeing their own initial guess of the price. That is, there were different anchor values in the first and second experiments compared with the third.
Furthermore, within the first two experiments, anchor values differed by condition because they were influenced by the model presentation. Participants in the CLEAR-2 condition could simulate the model rather well (Figures 3a and 4a ). When the model overprices an apartment, simulating the model well might actually anchor the participant on a value that is too high. In addition, since clear models present more information, participants in these conditions might be unlikely to notice unusual apartment configurations. Together, these factors could explain their high final predictions.
In contrast, participants in the black-box conditions could not simulate the model easily, but, undistracted by model internals, might be more likely to notice unusual apartment configurations. Interestingly, participants in these conditions apparently (incorrectly) assumed the model would also take the unusual configurations into account and thus reported simulated values that were too low (relative to the model). When making their final predictions, participants in the black-box conditions therefore could have had two factors working in their favor: they were not overwhelmed by the model internals and they were anchored on the low values they had previously stated. Both of these factors could lower their final estimate for the unusual apartments and thus increase their predictive accuracy.
In brief, being overwhelmed by the internals of the clear models and possible anchoring effects on prior estimates could together account for the observed differences in noticing unreasonable predictions in our first two experiments as opposed to our third experiment. To test this theory, our fourth experiment was designed to remove possible sources of anchoring and then measure the influence of an attention check that ensures that participants notice unusual configurations. Before running this experiment, we pre-registered three hypotheses: 
Experimental design
Similar to our first two experiments, we asked people to predict apartment prices with the help of a model. We considered four experimental conditions in a 2 × 2 design:
• Participants were randomly assigned to see the model internals (CLEAR), or see the model as a black box (BB).
• Participants were randomly assigned to receive an explicit attention check concerning the unusual configurations of apartments (ATTENTION), or not (NO-ATTENTION).
Since we did not find any significant effect of number of features on people's abilities to detect the model's mistakes in our previous experiments, we only considered the 2-feature conditions. A screenshot of an apartment for which participants are provided with an attention check is shown in Figure 7 .
We again ran the experiment on Amazon Mechanical Turk. We excluded people who had participated in our first three experiments, and recruited 800 new participants all of whom satisfied the selection criteria from our first three We shortened the experiment by selecting five apartments from the training phase and five apartments from the first ten apartments in the testing phase of our previous experiments. The key items were three apartments which came after the first five apartments in the testing phase: an apartment from our dataset with normal configuration (one-bedroom, one-bathroom, 788 square feet) and two synthetically generated apartments with unusual configurations. The first synthetically generated apartment is apartment 12 from our previous experiments (one-bedroom, three-bathroom, 726 square feet, called apartment 6). The second synthetically generated apartment has a more unusual configuration (one-bedroom, three-bathroom, 350 square feet, called apartment 8), for which the model makes a unreasonably high prediction of the price. The order of the two synthetically generated apartments was randomized, while the apartment with normal configurations (apartment 7) was always shown in the middle.
Participants went through the exact same training phase as our first two experiments. For each apartment during the testing phase, participants were first shown the model's prediction and were asked to indicate how confident they were that the model was correct. Then, they were asked to make their own prediction of the apartment's price and to indicate how confident they were in this prediction. Figure 8 shows the mean deviation from the model's prediction for apartment 6 and apartment 8 from our fourth experiment.
Results
H11. Effect of attention checks. Participants who were provided with an attention check deviated from the model's prediction more, on average, than participants who were not provided with an attention check for both apartment 6 (t(791) = −4.72, p < .001) and apartment 8 (t(795) = −5.00, p < .001).
H12. Effect of model transparency without attention checks. Of participants who were not provided with an attention check, those in the clear conditions deviated from the model's prediction less, on average, than participants in the black-box conditions for both apartment 6 (t(393) = 3.65, p < .001) and apartment 8 (t(395) = 3.51, p < .001).
H13. Effect of model transparency with attention checks. We found no significant difference in participants' deviation from the model between the CLEAR-ATTENTION and BB-ATTENTION conditions.
In line with our findings for the first five apartments, we found no difference in participants' deviation from the model's prediction for the normal apartment (7), suggesting there was not cognitive fatigue at the end of the task, as well as no effect of having seen an unusual configuration (the normal apartment was always presented between the unusual apartments).
In summary, we found that drawing attention to unusual apartment configurations in the absence of external anchors improved people's abilities to correct the model's mistakes to the extent that we no longer observe a significant difference between clear and black-box conditions on this measure. This result is consistent with our conjecture that the worse performance of participants in the clear conditions in detecting the model's mistakes is due to the overwhelming visual displays with information that draws participants' attention away from the peculiarities of the apartments.
Discussion and future work
We investigated how two factors that are thought to influence model interpretability-the number of features and model transparency-impact how well laypeople can simulate a model's predictions, how much they trust and follow those predictions, and how well they can correct unreasonable predictions. Although we found that a clear model with a small number of features was easier for participants to simulate, we found no difference in how closely people followed this model's predictions for typical examples as compared to a black-box model with many features. Even more surprisingly, we found that displaying model internals can have the unwanted effect of hampering people's ability to notice unusual inputs to a model and correct inaccurate predictions.
These findings have several implications for the design of interpretable model interfaces. First, when technically possible, it is helpful to highlight situations where a model receives unusual inputs that deviate from the data it was trained on. Second, it can be helpful to have people provide their own predictions before seeing the details or predictions of the model. Third, despite potential benefits of transparent models, it can in fact be detrimental to expose model internals by default, as this information can overwhelm end users. Instead, one might display only model inputs and predictions by default, hiding model internals until the user requests to see them.
This is not, however, to imply that transparency and parsimony should be ignored or avoided when designing machine learning models. Instead, it underscores the point that there are many possible goals in designing interpretable models, and that we should rely on rigorous user testing over intuition to assess whether those goals are met. Our experiments focused on just one type of model, presented to one subpopulation, for only a subset of the scenarios in which interpretability might matter.
For instance, it is likely the case that access to model internals allows people to better anticipate the inputs for which a model might go wrong. In fact, we leveraged this aspect of our own linear regression model for apartment prices to design the unusual configurations used in our experiments, since we could easily see that it would place unreasonably high value on additional bathrooms while keeping other features fixed. This almost certainly would have been more difficult with a black-box model. Likewise, it could be the case that people are more willing to adopt and deploy a clear model with few features compared to a more complex, black-box one.
Other possible extensions of our work include examining classification models (e.g., decision trees or rule lists) instead of regression models, along with different visualizations of these models. Our experiments could also be repeated with participants who are domain experts, data scientists, or researchers in lieu of laypeople recruited on Amazon Mechanical Turk. Other scenarios that could be explored include debugging a poorly performing model, assessing bias in a model's predictions, or explaining why an individual prediction was made. We hope this serves as a useful template for future research at the intersection of human-computer interaction and interpretable machine learning.
