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APERIODIC CROSSCORRELATION OF SEQUENCES
DERIVED FROM CHARACTERS
DANIEL J. KATZ
Abstract. It is shown that pairs of maximal linear recursive sequences
(m-sequences) typically have mean square aperiodic crosscorrelation on
par with that of random sequences, but that if one takes a pair of m-
sequences where one is the reverse of the other, and shifts them appropri-
ately, one can get significantly lower mean square aperiodic crosscorrela-
tion. Sequence pairs with even lower mean square aperiodic crosscorre-
lation are constructed by taking a Legendre sequence, cyclically shifting
it, and then cutting it (approximately) in half and using the halves as
the sequences of the pair. In some of these constructions, the mean
square aperiodic crosscorrelation can be lowered further if one truncates
or periodically extends (appends) the sequences. Exact asymptotic for-
mulae for mean squared aperiodic crosscorrelation are proved for se-
quences derived from additive characters (including m-sequences and
modified versions thereof) and multiplicative characters (including Le-
gendre sequences and their relatives). Data is presented that shows that
sequences of modest length have performance that closely approximates
the asymptotic formulae.
1. Introduction
Sequences with low autocorrelation and sequence pairs with low crosscor-
relation are used in a great variety of applications, including remote sens-
ing, design of scientific instruments, and communications networks. See
[5, 23, 3, 21, 20, 19] for some foundational works, [22, Parts V, IX] for an
extensive discussion of applications, and [6] for an entire monograph on de-
sign of sequences with favorable correlation properties. In this paper we
investigate the aperiodic autocorrelation and crosscorrelation of sequences
derived from finite field characters. These are finite sequences whose terms
lie in the complex field C, and are typically mth roots of unity (when m = 2
the terms are ±1 and we obtain binary sequences). If f = (f0, . . . , fℓ−1) and
g = (g0, . . . , gm−1) are sequences of respective lengths ℓ and m, and s is an
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integer, then the aperiodic crosscorrelation of f with g at shift s is defined
to be
Cf,g(s) =
∑
j∈Z
fjgj+s,
where u denotes the complex conjugate of u ∈ C, and where we use the
convention that fj = 0 when j 6∈ {0, 1, . . . , ℓ − 1} and gk = 0 when k 6∈
{0, 1, . . . ,m − 1}. This makes Cf,g(s) = 0 whenever s ≤ −ℓ or s ≥ m. For
the rest of this paper, we shall only consider the case where the sequences
are of equal length, that is, where ℓ = m.
The aperiodic autocorrelation of f at shift s is just the aperiodic crosscor-
relation of f with f at shift s, that is, Cf,f (s). If our complex sequence has
terms that are unimodular (complex numbers of unit magnitude), then its
aperiodic autocorrelation at shift 0 is equal to the length of the sequence.
We are interested in studying the mean squared magnitude of autocorre-
lation and crosscorrelation. For autocorrelation, Golay [3] devised the merit
factor of a sequence
(1) MF(f) =
|Cf,f (0)|2∑
s∈Z
s 6=0
|Cf,f (s)|2
,
which is large for sequences where the autocorrelation values at nonzero
shifts are collectively small. In this paper we shall call MF(f) the auto-
correlation merit factor to emphasize that it is a measure of autocorrelation
performance, with high merit factor indicating a desirable sequence. As Sar-
wate [19, p. 102] notes, it is more convenient to study the reciprocal of the
autocorrelation merit factor, which we shall call the autocorrelation demerit
factor, and write
(2) DF(f) =
∑
s∈Z
s 6=0
|Cf,f (s)|2
|Cf,f (0)|2 .
In a similar vein, as we would like to keep all crosscorrelation values small
when compared to the length of the sequences, we consider the analogous
ratio, which we call the crosscorrelation demerit factor,
(3) CDF(f, g) =
∑
s∈Z |Cf,g(s)|2
|Cf,f (0)| · |Cg,g(0)| ,
When f and g are sequences of the same length ℓ whose terms are unimodu-
lar complex numbers, the denominator becomes ℓ2. Since CDF(f, g) is small
for sequence pairs where the crosscorrelation values are collectively small, we
see that small crosscorrelation demerit factor indicates a desirable sequence
pair. We define the reciprocal to be the crosscorrelation merit factor,
(4) CMF(f, g) =
|Cf,f (0)| · |Cg,g(0)|∑
s∈Z |Cf,g(s)|2
.
which is of course large for desirable sequence pairs. It has been commented
by Ka¨rkka¨inen [12, p. 149] that for code division multiple access (CDMA)
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applications, mean square crosscorrelation may be a better measure of cross-
correlation performance than maximum absolute value of crosscorrelation
values.
Sarwate [19, eq. (13)] has calculated the expected value of the autocorre-
lation demerit factor when one averages over all binary sequences of a given
length ℓ. He found that
(5) E[DF(f)] = 1− 1
ℓ
.
For crosscorrelation, Sarwate [19, eq. (38)] found that when one averages
over all pairs of distinct binary sequences f and g, one obtains
(6) E[CDF(f, g)] = 1.
Pursley and Sarwate [18, eqs. (3) and (4)] proved a useful bound that
relates autocorrelation and crosscorrelation demerit factors via the Cauchy-
Schwarz inequality. When translated into the notation of this paper, their
bound states that
(7) 1−
√
DF(f)DF(g) ≤ CDF(f, g) ≤ 1 +
√
DF(f)DF(g).
One should note that the lower bound means that if both sequences in
a pair have very low autocorrelation, then their crosscorrelation demerit
factor cannot be much lower than 1, that is, much better than what one
typically obtains for randomly selected sequences. And conversely, a pair
of sequences with very low crosscorrelation cannot also both have very low
autocorrelation. Many of our results are close to the lower bound in (7), and
we shall often observe the resulting tradeoff between good autocorrelation
and crosscorrelation.
Much effort has gone into finding sequence families with superior auto-
correlation properties. We consider some infinite families, and their merit
factor in the limit as length tends to infinity. In 1968, Littlewood [17] proved
that sequences derived from the Rudin-Shapiro polynomials have asymptotic
merit factor 3, that is, MF(f)→ 3 as the length of f tends to infinity. This
record was exceeded in 1988, when Høholdt and Jensen [7], inspired by
observations of Turyn reported by Golay [4], proved that shifted Legendre
sequences have asymptotic merit factor 6. Although Høholdt and Jensen
conjectured that 6 could not be asymptotically exceeded, later observations
by Kirilusha and Narayanaswamy [14] and Borwein, Choi, and Jedwab [2]
suggested that one could increase the asymptotic merit factor of shifted Le-
gendre sequences by appending to the end a repetition of an initial segment
of the original. The third and current asymptotic merit factor record was
established in 2013 by Jedwab, Schmidt, and the author of this paper [9,
Theorem 1.1], who proved that appending does enable one to achieve asymp-
totic merit factor of 6.342061 . . ., the largest root of 29x3−249x2+417x−27.
On the other hand, relatively little is known about the more difficult
problem of characterizing the crosscorrelation of important sequence fam-
ilies. Since there is only one Legendre sequence of each length, Legendre
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sequences are not suitable for use in communications systems where pairs
(or larger sets) of sequences are used. Therefore, one generally uses max-
imal linear recursive sequences (m-sequences), since one can obtain sets of
many having the same length and they are easy to implement through linear
feedback shift registers.
This paper provides rigorous calculations of asymptotic crosscorrelation
merit factors for m-sequences and other sequences derived from finite field
characters in the limit as the sequence length tends to infinity. It also
presents computer calculations that show that this limiting behavior is al-
ready closely approximated for sequences of modest length. In Section 2,
we present our main results on m-sequences with minimal technical details.
We show that one can obtain asymptotic crosscorrelation merit factors in
excess of 1 by using appropriately selected pairs of m-sequences. This gives
families of sequence pairs where both the autocorrelation of the individual
sequences and the crosscorrelation of the pairs are asymptotically better
than randomly sequences. In Section 3, we then consider what happens
in the more general class of additive character sequences, which we obtain
from m-sequences by shortening them (truncation) or periodically extending
them (appending). In Section 4 we present our main results on sequences de-
rived from the Legendre symbol and other multiplicative characters. Here
we can get even higher crosscorrelation merit factors than is possible for
m-sequences, but typically there is a tradeoff between autocorrelation per-
formance and crosscorrelation performance. The rest of the paper (Sections
6–9) is devoted to proving the claims we present in Sections 2–4.
We should comment that there are other sequence families derived from
finite field characters. These include the Gold and Kasami sequences (them-
selves constructed from m-sequences), the Gordon-Mills-Welch sequences
(which generalize m-sequences), and Sidel’nikov sequences (derived from
multiplicative characters in a different way than the standard multiplicative
character sequences discussed in this paper). These other sequences have
more complicated structures than the sequences studied in this paper, and
thus exact analyses are expected to be more difficult. Empirical studies by
Ka¨rkka¨innen [12, p. 148] suggest that m-sequences, Gold sequences, and
Kasami sequences typically have similar mean square aperiodic crosscorre-
lation.
2. M-Sequences
2.1. Definition of an M-Sequence. To present our findings on crosscor-
relation of m-sequences, we first need a terminology that enables us to state
our results. Since aperiodic crosscorrelation behavior sometimes depends
on which cyclic shift of an m-sequence is used, it is necessary to define m-
sequences in such a way that we can unambiguously indicate which cyclic
shift we are talking about. For p a prime and n a positive integer, the
canonical additive character of the finite field Fpn of order p
n is the function
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ǫ(x) = exp(2πiTr(x)/p), where Tr : Fpn → Fp is the absolute trace from Ga-
lois theory: Tr(x) = x+ xp + · · ·+ xpn−1 . For α a primitive element of Fpn ,
the p-ary Galois sequence associated to α (also called the p-ary m-sequence
of natural shift associated to α) is
(ǫ(α0), ǫ(α1), . . . , ǫ(αp
n−2)).
Now we define the p-ary m-sequence associated to α with shift s to be
(ǫ(αs), ǫ(αs+1), . . . , ǫ(αs+p
n−2)),
which is just what one obtains by taking the Galois sequence associated
to α and cyclically shifting it s places to the left. We usually write “bi-
nary” rather than “2-ary” and “ternary” rather than “3-ary.” M-sequences
are examples of additive character sequences, since one obtains them from
the values of additive characters.1 For the definition of a generic additive
character sequence, see Section 3.1.
The full set of m-sequences of length pn − 1 is obtained as we let α run
through the primitive elements of Fpn and let s run through all possible
cyclic shifts. Since Tr(xp) = Tr(x), we see that ǫ(xp) = ǫ(x), so the Galois
sequence associated to αp is the same as the Galois sequence associated to
α. We say that two elements a, b ∈ Fpn are Galois conjugates to mean that
a = bp
k
for some k ∈ Z. If one wants to list all m-sequences of length pn
without repetition, one should only let the primitive element α run through
a set of representatives of the primitive elements of Fpn modulo the Galois
conjugate relation, and should only let the shift s run through 0, 1, . . . , pn−2.
The field Fpn has ϕ(p
n − 1)/n distinct representatives of primitive elements
modulo the Galois conjugate relation, where ϕ is the Euler phi-function, so
there are are that many distinct Galois sequences of length pn−1 and pn−1
times as many m-sequences.
If we have two Galois sequences of length pn − 1, say f associated to
primitive element α and g associated to primitive element β, then there is
some integer d with gcd(d, pn−1) = 1 such that β = αd. Then we say that g
is the decimation by d of f or that the pair (f, g) has relative decimation d,
because the kth term of g is ǫ(αdk) which is the (dk)th term of f (where we
read term indices modulo pn− 1), and so g can be obtained by taking every
dth term of f (proceeding cyclically modulo pn − 1). Since ǫ(xp) = ǫ(x) as
noted above, decimation by a power of p does not change an m-sequence,
and so we say that a decimation d is trivial if d ≡ pk (mod pn− 1) for some
k ∈ Z. If d ≡ −pk (mod pn− 1) for some k ∈ Z, we say that d is a reversing
1We have always used the canonical additive character in our definitions, but if
ǫ : Fpn → C is the canonical additive character, then any other nontrivial additive charac-
ter ψ : Fpn → C has the form ψ(x) = ǫ(cx) for some c ∈ F
∗
pn . If α is a primitive element of
Fpn , we write c = α
s and then note that ψ(x) = ǫ(αsx), so that using ψ instead of ǫ has
the effect of shifting the sequence cyclically by s places. Thus we get no new sequences in
this way. And we do not use the trivial additive character, as it produces a sequence all
of whose terms are 1, which does not have good correlation properties.
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decimation, for then decimation by d has the same effect as decimation by
−1, which is reversal of the sequence (considered cyclically).
A generic m-sequence is a cyclic shift of a Galois sequence. If f and g are
generic m-sequences of the same length pn − 1, we say the pair (f, g) has
relative decimation d to mean that if f is associated to primitive element
α and g is associated to primitive element β, then β is a Galois conjugate
of αd. Equivalently, (f, g) has relative decimation d if we can obtain g by
taking every dth element of f (proceeding cyclically modulo pn − 1) and
then applying some cyclic shift. Thus when we say that (f, g) has relative
decimation d, we are not specifying anything about the cyclic shifts of f or
g. Just as with Galois sequences, a trivial relative decimation is a power of
p modulo pn − 1, and a reversing relative decimation is the negative of a
power of p modulo pn − 1.
2.2. Known Autocorrelation Properties. It was shown in [10, Section
5] and [11, Theorem 2.2] (for binary sequences) and [13, Theorem 1.3] (in
general) that the autocorrelation merit factor of m-sequences tends to 3 as
their length tends to infinity, so we say that they have asymptotic autocor-
relation merit factor 3, or equivalently, asymptotic autocorrelation demerit
factor 1/3. This is considerably better autocorrelation performance than one
gets for a randomly selected sequence, since (5) shows that a random binary
sequence of length ℓ has average autocorrelation demerit factor 1− 1/ℓ.
2.3. Known Crosscorrelation Properties. For typical applications, we
use m-sequence pairs (f, g) where g is not a cyclic shift of f , which is equiva-
lent to saying that f and g are associated to primitive elements that are not
Galois conjugates of each other, and this in turn is equivalent to saying that
(f, g) has nontrivial relative decimation. If (f, g) is a pair of m-sequences
of length ℓ with nontrivial decimation, and if we use T kf to denote the se-
quence obtained from f by cyclically shifting it k places to the left, then
Sarwate [19, eq. (54)] shows that the average crosscorrelation demerit factor
is
(8)
1
ℓ2
∑
j,k∈{0,1,...,ℓ−1}
CDF(T jf, T kg) = 1 +
2
3ℓ
− 1
ℓ2
+
1
3ℓ3
,
which is about 1 for large ℓ, and so about the same as the average over all
binary sequences (see (6)).
We are thus tempted to conclude that although m-sequences have autocor-
relation behavior superior to that of randomly selected sequences, nonethe-
less pairs of m-sequences typically have crosscorrelation behavior on par
with pairs of randomly selected sequences. This paper shows that in many
cases, this judgement is true, but there are important exceptions where
m-sequences can significantly exceed the performance of randomly selected
sequences both in autocorrelation and crosscorrelation.
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Figure 1. Distribution of crosscorrelation demerit factors
for all pairs of m-sequences of length 255 with nontrivial rel-
ative decimation
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2.4. Distribution of Crosscorrelation Demerit Factors. It becomes
apparent that something interesting is happening with the crosscorrelation
of m-sequences when one looks at the distribution of crosscorrelation demerit
factors for m-sequences of a given length. We computed the crosscorrelation
demerit factors for all pairs of m-sequences of length 255 with nontrivial
relative decimation, and we display the results in Figure 1.
One can see that although most of the demerit factors are concentrated in
a peak centered at about 1, there is a satellite peak centered at about 0.85.
One finds that this satellite peak is due to sequence pairs with reversing
relative decimation: when we separate the distribution of Figure 1 into
those contributions from sequence pairs with reversing relative decimation
and those with nonreversing relative decimation (see Figure 2), we see that
both the satellite peak and also the tail to the right of the main peak in
Figure 1 are accounted for by reversing decimations. So reversing relative
decimation is responsible for crosscorrelation demerit factors both markedly
superior and markedly inferior to the typical case. This phenomenon is
not detectable if one averages the crosscorrelation demerit factor over cyclic
shifts, as Sarwate does (recall equation (8) above).
We want to determine the behavior of crosscorrelation demerit factor
without averaging over cyclic shifts, especially to explain the reason why
the reversing decimation produces a wider range of behavior than other
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Figure 2. Partitioned distribution of crosscorrelation de-
merit factors for pairs of m-sequences of length 255 with
nontrivial relative decimation. Pairs with reversing relative
decimation are shown on the top figure, while pairs with non-
reversing relative decimation are shown on the bottom figure.
(Vertical scales differ to reveal the shape of the former.)
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nontrivial decimations. Lack of averaging makes the calculations become
much more difficult, and we only determine the asymptotic behavior.
2.5. New Results: Asymptotic Crosscorrelation. In this paper we
show that for a fixed nontrivial, non-reversing decimation, the crosscorre-
lation merit factor tends to 1 as the length of our m-sequences tends to
infinity.
Theorem 2.1. Let p be a prime and let d be an integer such that |d| is
not a power of p. Let {(fι, gι)}ι∈I be an infinite family of pairs of p-ary m-
sequences, where for each ι ∈ I, the sequences fι and gι have the same length
qι − 1 with gcd(d, qι − 1) = 1 and the pair (fι, gι) has relative decimation d.
In the limit as qι →∞, we have CDF(fι, gι)→ 1.
On the other hand, for trivial and reversing decimations, the asymptotic
crosscorrelation merit factors depend on the relative shifts of the sequences.
Full results for both these kinds of decimations are found in our main result,
Theorem 3.1 below, which also includes Theorem 2.1 above as a special
case. Here we present the result for the reversing decimation, since the
trivial decimation is not suitable for most applications.
Theorem 2.2. Let p be a prime. Let {(fι, gι)}ι∈I be an infinite family of
pairs of p-ary m-sequences, where for each ι ∈ I, the sequences fι and gι have
the same length qι− 1. Suppose that each fι is the m-sequence associated to
some αι with shift rι and gι is the m-sequence associated to α
−1
ι with shift
sι, so that (fι, gι) has reversing relative decimation. If there is a real number
Σ such that (rι + sι)/(qι − 1) → Σ as qι → ∞, then in this limit we also
have
CDF(fι, gι)→ 1
3
+ (Σ′ − ⌊Σ′⌋)2 + (Σ′ − ⌊Σ′⌋ − 1)2,
where ⌊·⌋ is the floor function and where Σ′ = Σ if p = 2 and Σ′ = Σ+ 1/2
if p is odd. Thus the asymptotic crosscorrelation demerit factor varies from
5/6 to 4/3, with the minimum value of 5/6 achieved whenever Σ′ is half an
odd integer.
This theorem shows that we can achieve an asymptotic crosscorrelation
merit factor of 6/5 with m-sequence pairs where one sequence in each pair is
a suitably shifted reverse of the other. This gives families of sequence pairs
where both the autocorrelation of the individual sequences and the cross-
correlation of the pairs are asymptotically better than randomly sequences.
Since the asymptotic autocorrelation merit factor of m-sequences is 3 (see
Section 2.2), Theorem 2.2 gives us families {(fι, gι)}ι∈I of sequence pairs
where
CDF(fι, gι) +
√
DF(fι)DF(gι)→ 7
6
in the limit as the length of the sequences tends to infinity. This comes quite
close to the lower bound of Pursley-Sarwate in (7).
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Recall Sarwate’s result (see (8) above) showing that if we average over
all cyclic shifts, the mean crosscorrelation demerit factor is close to 1 (for
long sequences). Theorem 2.1 suggests that for nontrivial, nonreversing dec-
imations, the demerit factors are likely to be close to 1 for all shifts, while
Theorem 2.2 suggests that for reversing decimations, this average comes
about from a balance of sequences with demerit factors significantly lower
than 1 and sequences with demerit factors significantly higher than 1. (In-
deed the average value of the formula for CDF in Theorem 2.2 is 1 as Σ′
runs through [0, 1].)
We illustrate the dependence on shift in the crosscorrelation demerit fac-
tor of pairs of binary m-sequences in Figure 3. In order to discuss this figure,
we call the quantity (rι + sι)/(qι − 1) from Theorem 2.2 the fractional sum
of shifts, and its limit Σ is the limiting fractional sum of shifts. Note that
Theorem 2.2 is only sensitive to the value of Σ modulo 1, and so we often
report it modulo 1.
In the top graph in Figure 3, the data points correspond to crosscorrela-
tion demerit factors for 511 pairs of binary m-sequences of length 511, where
in each pair the first sequence is the Galois sequence associated to a root of
x9 + x4 + 1 over F2 and the second sequence ranges over the m-sequences
obtained by decimating the first sequence by 3 (a nontrivial, nonreversing
decimation) and applying all possible shifts. The crosscorrelation demerit
factor is then shown as a function of the fractional sum of shifts. The line in
the top graph of Figure 3 indicates the value of the asymptotic crosscorrela-
tion demerit factor from Theorem 2.1: a value of 1, independent of shifting.
We see that the data agree well with the asymptotic values.
In the bottom graph of Figure 3, the data points show the crosscorrelation
demerit factors as a function of fractional sum of shifts for a similar collection
of m-sequence pairs, with the only difference being that the second sequence
in each pair is obtained using the reversing decimation of −1 rather than
the decimation 3. The curve in the bottom graph of Figure 3 indicates the
value of the asymptotic crosscorrelation demerit factor from Theorem 2.2,
this time showing dependence on shifting. Again, the data agree well with
the asymptotic values.
We note that the skewed distribution of crosscorrelation demerit factors
in Figure 2 is an expected consequence of the parabolic shape of the curve
in the bottom graph of Figure 3: there is a greater density of low demerit
factors since the slope of the curve in Figure 3 is gentle when the demerit
factor is low and steep when the demerit factor is high.
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Figure 3. Crosscorrelation demerit factor for binary m-
sequence pairs as a function of fractional sum of shifts with
nontrivial, nonreversing relative decimation (top) and revers-
ing relative decimation (bottom). Lines and curves are as-
ymptotic values, points are data.
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Figure 4 repeats the illustration for ternary m-sequences, now of length
728, with the first sequence in each pair always being the Galois sequence
associated to a root of x6 + x− 1 over F3 and the second sequence running
through all shifts of a particular decimation of the first, with the nontrivial,
nonreversing decimation of 5 in the top graph and the reversing decimation
−1 in the bottom graph. Figure 4 illustrates the same behavior as Figure 3,
except that (in the case of reversing relative decimation) the dependence of
crosscorrelation demerit factor on fractional shift is itself translated by 1/2
(modulo 1), just as predicted for odd characteristic by Theorem 2.2. This
shift is clearly understood in the derivation of Theorem 2.2 as a consequence
of a fundamental character sum that underlies the calculation (worked out
in Lemma 7.1).
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Figure 4. Crosscorrelation demerit factor for ternary m-
sequence pairs as a function of fractional sum of shifts with
nontrivial, nonreversing relative decimation (top) and revers-
ing relative decimation (bottom). Lines and curves are as-
ymptotic values, points are data.
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3. Additive Character Sequences
It was shown in [13, Theorem 1.3] and [8, Theorem 2.2] that one can
modify m-sequences by a process known as appending (described in Section
3.1 below) to achieve an autocorrelation merit factor as large as 3.342065 . . .,
the largest root of 7x3−33x2+33−3. These modified m-sequences are known
as additive character sequences, and we now define them and then look at
their crosscorrelation properties.
3.1. Definition of an Additive Character Sequence. Additive charac-
ter sequences are derived from m-sequences by modifying their length. On
the one hand, one can truncate an m-sequence of length q − 1 = pn − 1 by
only retaining the first ℓ terms where ℓ < q−1. Or one can append the same
m-sequence by periodic extension, that is, we increase the number of terms,
and each new term (say term k) is the same as term k − (q − 1). A true
m-sequence where one retains exactly q − 1 terms is said to be an additive
character sequence of natural length. More generally, if α is a primitive el-
ement of some finite field F of characteristic p and order q, and if s, ℓ ∈ Z
with ℓ > 0, then the p-ary additive character sequence associated to α with
shift s and length ℓ is
(ǫ(αs), . . . , ǫ(αs+ℓ−1)),
where ǫ is the canonical additive character of F . So the p-ary m-sequence
associated to α with shift s is just the additive character sequence associated
to α with shift s and length |F ∗| = q − 1. The fractional length of an
additive character sequence is the ratio of its length to the length of an
m-sequence associated to the same element. So for our additive character
sequence associated to the primitive element α of F with shift s and length
ℓ, the fractional length is ℓ/ |F ∗|, and an m-sequence is precisely an additive
character sequence of fractional length 1.
3.2. Known Autocorrelation Properties. Recall from Section 2.2 that
it was shown in [10, Section 5], [11, Theorem 2.2], and [13, Theorem 1.3]
that m-sequences have an asymptotic autocorrelation merit factor of 3. Ap-
pending can be used to raise the autocorrelation merit factor of m-sequences
to 3.342065 . . ., the largest root of 7x3 − 33x2 + 33x − 3 (see [13, Theorem
1.3], [8, Theorem 2.2]).
3.3. New Results: Asymptotic Crosscorrelation. Our theory enables
us to compute the asymptotic crosscorrelation demerit factors for pairs of
additive character sequences, just as we computed them for m-sequences in
Theorems 2.1 and 2.2 above. The asymptotic crosscorrelation demerit factor
depends both on fractional length and shifting. To express our result, we
introduce the function
(9) Ω(x, y) =
∑
n∈Z
max(0, 1 − |nx− y|)2,
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which we define on {(x, y) ∈ R2 : x 6= 0}. Although Ω(x, y) appears to
involve an infinite sum, only finitely many terms are nonzero for any given
point (x, y) in its domain, and Ω is continuous on its whole domain.
The following is our main result on asymptotic crosscorrelation for addi-
tive character sequences, proved in Section 7.
Theorem 3.1. Let p be a prime and let d be an integer. Let {(fι, gι)}ι∈I be
an infinite family of pairs of sequences, where for each ι ∈ I, the sequence fι
is the p-ary additive character sequence associated to primitive element αι
of field Fι with shift rι and length ℓι, while gι is the p-ary additive character
sequence associated to primitive element αdι of field Fι with shift sι and length
ℓι. Let qι = |Fι| for each ι ∈ I, and note that the primitivity of αdι means that
gcd(d, qι− 1) = 1. Suppose {qι}ι∈I is unbounded and that there is a positive
real number Λ such that in the limit as qι →∞, we have ℓι/(qι − 1)→ Λ.
(i). If d is a power of p (including d = p0 = 1), and if (rι − sι)/(qι − 1)
tends to a real number ∆ as qι →∞, then
CDF(fι, gι)→ −2
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
,
∆
Λ
)
as qι →∞.
(ii). If −d is a power of p (including d = −p0 = −1), and if (rι+sι)/(qι−1)
tends to a real number Σ as qι →∞, then
CDF(fι, gι)→ −2
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
, 1 +
Σ′
Λ
)
as qι →∞, where Σ′ = Σ if p = 2 and Σ′ = Σ+ 1/2 if p is odd.
(iii). If |d| is not a power of p, then
CDF(fι, gι)→ Ω
(
1
Λ
, 0
)
as qι →∞.
The global minima of these three limiting formulae for asymptotic cross-
correlation demerit factor are found in Lemmata 9.1–9.3, which give the
values of parameters Λ, ∆, and Σ′ where these minima occur. We then look
at the reciprocals of these minima to get the global maximum asymptotic
crosscorrelation merit factor:
• In parts (i) and (ii) we achieve a maximum asymptotic crosscorrela-
tion merit factor of 1.539389 . . ., the largest root of the polynomial
19x3 − 54x2 + 42x− 6.
• In part (iii) we achieve a maximum asymptotic crosscorrelation merit
factor of 1.
Note that Theorems 2.1 and 2.2 are just specializations of parts (iii) and
(ii), respectively, of Theorem 3.1 since m-sequences are additive character
sequences of natural length (so Λ = 1). Furthermore, the known results
for autocorrelation of additive character sequences ([13, Theorem 1.3], [8,
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Theorem 2.2]) are specializations of part (i) where we set fι = gι (so then
∆ = 0).
3.4. Appending to Minimize Autocorrelation. One can increase the
autocorrelation merit factor of m-sequences by appending: the asymptotic
merit factor is maximized (see [13, Theorem 1.3] [8, Theorem 2.2]) when
one uses families of m-sequences whose fractional length tends to Λapp =
1.115749 . . ., the middle root of x3 − 12x + 12. In this case, one obtains
an asymptotic autocorrelation merit factor equal to 3.342065 . . ., the largest
root of 7x3−33x2+33x−3. Although this appending raises the autocorrela-
tion merit factor above the asymptotic value of 3 for m-sequences of natural
length, we shall now see that this appending decreases crosscorrelation per-
formance.
For sequence pairs with nontrivial, nonreversing relative decimations,
Theorem 3.1(iii) shows that appending to limiting fractional length of Λapp =
1.115749 . . . increases the limiting crosscorrelation demerit factor to a value
of 1.021524 . . ., thus reducing the corresponding crosscorrelation merit fac-
tor to 0.978928 . . ., which is worse than the asymptotic value of 1 that is
obtained with natural length. And indeed a slight worsening of average
crosscorrelation performance can be seen by comparing the demerit factors
for the m-sequences of natural length 511 in the top graph of Figure 3 with
those obtained by appending them to length 570 ≈ 511 · Λapp in the top
graph of Figure 5. Note that in both cases, no significant dependence on
shift is seen, and indeed the asymptotic value has no shift-dependence, as
seen in Theorem 3.1(iii).
Now consider sequence pairs with reversing relative decimation, where
we append to limiting fractional length Λapp = 1.115749 . . ., shift our se-
quences to minimize the asymptotic crosscorrelation demerit factor (letting
Σ′ = −Λapp+1/2 achieves this: see Lemma 9.5 for details). In this case, The-
orem 3.1(ii) shows that the limiting crosscorrelation demerit factor becomes
0.886814 . . ., corresponding to asymptotic crosscorrelation merit factor of
1.127631 . . .. This is again worse than the asymptotic value of 6/5 obtained
for pairs of m-sequences of natural length with reversing decimations. If
we want to compare the performance of these sequence pairs with the lower
bound of Pursley-Sarwate in (7), we have
CDF(fι, gι) +
√
DF(fι)DF(gι)→ 1.1860303 . . .
in the limit as the length of the sequences tends to infinity.
If one wants to see performance over a range of Σ values, then one can
compare the performance of m-sequences of natural length 511 in the bot-
tom graph of Figure 3 with those obtained by appending them to length
570 ≈ 511 ·Λapp in the bottom graph of Figure 5. One sees that appending
has caused a translation in the dependence on fractional shift and a de-
crease in the amplitude of the variation: the optimal performance (shifting
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to minimize demerit factor) is worse, while the worst-case performance is
better.
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Figure 5. Crosscorrelation demerit factor for appended bi-
nary m-sequence pairs as a function of fractional sum of shifts
with nontrivial, nonreversing relative decimation (top) and
reversing relative decimation (bottom). Lines and curves are
asymptotic values from Theorem 3.1, points are data.
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3.5. Truncating to Minimize Crosscorrelation. Let us also discuss the
effect of truncation. For nontrivial, nonreversing relative decimations, The-
orem 3.1(iii) shows that the asymptotic crosscorrelation merit factor of trun-
cated sequences is always 1, which is precisely the same as for m-sequences
of natural length. For such a decimation, compare the performance of m-
sequences of natural length 511 in the top graph of Figure 3 with those
obtained by truncating them to length 285 in the top graph of Figure 6.
On the other hand, autocorrelation performance deteriorates with trunca-
tion (use [13, Theorem 1.3] or Theorem 3.1(i) with ∆ = 0 to see this), so
there is no compelling reason to truncate m-sequence pairs with nontrivial,
nonreversing decimations.
With reversing relative decimations, truncation can increase the crosscor-
relation merit factor significantly beyond what is achievable with pairs of
natural length m-sequences. In Lemma 9.2 we show that the crosscorrelation
merit factor, which is the reciprocal of the crosscorrelation demerit factor
given in Theorem 3.1(ii), achieves a global maximum value of 1.539389 . . .,
the largest root of the polynomial 19x3 − 54x2 + 42x − 6, when we let the
fractional length of our sequences tend to Λtrunc = 0.557874 . . ., the middle
root of 2x3 − 6x + 3, and shift our sequences so that the fractional sum of
shifts tends to 1/2 − Λtrunc as the length of the sequences tends to infin-
ity.2 To see this effect, compare the performance m-sequences of natural
length 511 in the bottom graph of Figure 3 with those obtained by truncat-
ing them to length 285 ≈ 511 · Λtrunc in the bottom graph of Figure 6. We
should also note that this truncation does decrease the asymptotic autocor-
relation merit factor of the sequences used to 1.592144 . . . (as compared to
3 for m-sequences of natural length). So one sees that there is a tradeoff
between autocorrelation and crosscorrelation performance, and one can use
truncation or appending to strike a balance between autocorrelation and
crosscorrelation performance appropriate for one’s specific application. If
we want to compare the performance of these sequence pairs with the lower
bound of Pursley-Sarwate in (7), we have
CDF(fι, gι) +
√
DF(fι)DF(gι)→ 1.277691 . . .
in the limit as the length of the sequences tends to infinity.
2This is for binary sequences, where the factional sum of shifts Σ equals Σ′ in Theorem
3.1. For nonbinary sequences, we need Σ′ → 1/2 − Λtrunc so that Σ → −Λtrunc or
1 − Λtrunc (recall that we read these values modulo 1). Note also that Λtrunc = Λapp/2
where Λapp = 1.115749 . . . is the limiting fractional length that maximizes asymptotic
autocorrelation merit factor (as discussed in Section 3.4).
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Figure 6. Crosscorrelation demerit factor for truncated bi-
nary m-sequence pairs as a function of fractional sum of shifts
with nontrivial, nonreversing relative decimation (top) and
reversing relative decimation (bottom). Lines and curves are
asymptotic values from Theorem 3.1, points are data.
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4. Multiplicative Character Sequences
4.1. Definition of a Multiplicative Character Sequence. Now we dis-
cuss a family of sequences that are in some sense dual to the additive char-
acter sequences. We let p be a prime, and let χ : F∗p → C be a nontrivial
multiplicative character. If χ is of order m, then its values are complex mth
roots of unity. So binary (±1) sequences are produced when χ is of order
2, that is, when χ is the quadratic character (Legendre symbol). We extend
the domain of χ to be all of Fp by setting χ(0) = 0, as is traditional for
multiplicative characters. If s, ℓ ∈ Z with ℓ > 0, then the multiplicative
character sequence associated to character χ with shift s and length ℓ is
(10) (χ(s), χ(s + 1), . . . , χ(s+ ℓ− 1)).
We say that the sequence has natural shift if s = 0. If ℓ = p, then we say that
the sequence is of natural length. If ℓ < p, we say that it is truncated, and
if ℓ > p, we say that it is appended. When χ is the quadratic character (Le-
gendre symbol), we call our multiplicative character sequence a quadratic
character sequence. If χ is not the quadratic character, then we call our
multiplicative character sequence a nonquadratic character sequence. The
fractional length of a multiplicative character sequence associated to char-
acter χ of length ℓ is ℓ/p, where p is the order of the field for which χ
is a character. So a multiplicative character sequence of natural length is
precisely a multiplicative character sequence of fractional length 1.
In practical applications involving multiplicative character sequences such
as (10), one generally replaces those terms χ(j) where p | j (which makes
χ(j) = 0) with 1 or another complex root of unity to obtain a sequence
where all terms have unit magnitude. When we modify a sequence to re-
place all zero terms with complex numbers of unit magnitude, we say that
the modified sequence is a unimodularization of the original sequence. We
shall show (in Lemma 8.4) that unimodularization of the above multiplica-
tive character sequences does not change their asymptotic autocorrelation
and crosscorrelation merit factors, so that all our asymptotic results work
just as well for the original multiplicative character sequences as for their
unimodularizations (so we may omit the distinction in this context).
A Legendre sequence is a unimodularized quadratic character sequence
of natural shift and natural length, and a shifted Legendre sequence is a
unimodularized quadratic character sequence of natural length and arbitrary
shift. The excellent autocorrelation properties of shifted Legendre sequences
were observed by Turyn and reported by Golay [4], and their asymptotic
merit factor was computed by Høholdt and Jensen [7].
We said that our multiplicative character sequences are in some sense
duals of additive character sequences. To see this, recall that one obtains
an additive character sequence by selecting a generator α of the multiplica-
tive group F∗pn of a finite field Fpn ; then one lists the elements of F
∗
pn in
multiplicative order, that is, as successive powers α0, α1, . . . , αp
n−2 of the
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generator; and then one applies a nontrivial additive character ψ to each
of these powers, thus yielding the m-sequence (ψ(α0), . . . , ψ(αp
n−2)), which
can then be shifted and truncated or appended to get an additive charac-
ter sequence. One obtains a multiplicative character sequence by using the
generator 1 of the additive group3 of the finite field Fp; then listing the ele-
ments of Fp in additive order, that is, as successive multiples 0, 1, . . . , p− 1
of the generator; and then one applies a nontrivial multiplicative character χ
to each of these powers, thus yielding the multiplicative character sequence
(χ(0), . . . , χ(p − 1)) of natural shift and length, which can then be shifted
and truncated or appended to get a multiplicative character sequence. The
interplay between additive and multiplicative structure of finite fields gives
both sequence constructions their desirable properties: their pseudorandom-
ness arises from the fact that the type of character used is opposite to the
type of generator used.
4.2. Known Autocorrelation Properties. In [7] Høholdt and Jensen
consider Legendre sequences and shifted Legendre sequences (that is, uni-
modularized quadratic character sequences of natural length). They show
that the asymptotic autocorrelation merit factor is dependent on how the se-
quences are shifted, and ranges from 3/2 (for non-shifted sequences, known
as Legendre sequences) to 6 (for appropriately shifted versions). Later Bor-
wein and Choi [1, Theorem 3.2] showed that the asymptotic autocorrelation
merit factor of nonquadratic multiplicative character sequences of natural
length is 3, regardless of how they are shifted. Later it was shown that
appending can be used to raise the autocorrelation merit factor of unimod-
ularized quadratic character sequences to 6.342061 . . ., the largest root of
29x3 − 249x2 + 417x − 27 (see [9, Theorem 1.1], [13, Theorem 1.5], and [8,
Theorem 2.1]) and can be used to raise the autocorrelation merit factor of
nonquadratic multiplicative character sequences to 3.342065 . . ., the largest
root of 7x3 − 33x+ 33x− 3 (see [13, Theorem 1.4]).
4.3. New Results: Asymptotic Crosscorrelation. Now we are ready to
state our results for crosscorrelation merit factors of pairs of multiplicative
character sequences. Note that if χ : F∗p → C is a multiplicative character,
then the conjugate character χ indicates the multiplicative character with
χ(a) = χ(a) = χ(a)−1 for all a ∈ F∗p. Also recall the definition of the function
Ω from (9). As with autocorrelation, there is a marked difference in behavior
between the quadratic character (Legendre symbol) and all other nontrivial
multiplicative characters.
The following is our main result on asymptotic crosscorrelation for mul-
tiplicative character sequences, proved in Section 8.
3One could use any other nonzero element c ∈ Fp as a generator instead of 1. This
change would scale every term of the sequence by χ(c), a unimodular complex number,
and this would have no effect on the magnitude of autocorrelation or crosscorrelation
values.
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Theorem 4.1. Let {(fι, gι)}ι∈I be an infinite family of pairs of sequences,
where for each ι ∈ I, the sequence fι is the multiplicative character sequence
associated with character ϕι of prime field Fι with shift rι and length ℓι, and
the sequence gι is the multiplicative character sequence associated with the
character χι of field Fι with shift sι and length ℓι. Let pι = |Fι| for each
ι ∈ I, and suppose that {pι}ι∈I is unbounded and there is a positive real
number Λ such that in the limit as pι →∞, we have ℓι/pι → Λ.
(i). If ϕι = χι is a nonquadratic character for each ι ∈ I, and if (rι−sι)/pι
tends to a real number ∆ as pι →∞, then
CDF(fι, gι)→ −2
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
,
∆
Λ
)
as pι →∞.
(ii). If ϕι = χι with ϕι a nonquadratic character for each ι ∈ I, and if
(rι + sι)/pι tends to a real number Σ as pι →∞, then
CDF(fι, gι)→ −2
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
, 1 +
Σ
Λ
)
as pι →∞.
(iii). If ϕι 6∈ {χι, χι} for each ι ∈ I, then
CDF(fι, gι)→ Ω
(
1
Λ
, 0
)
as pι →∞.
(iv). If ϕι = χι is a quadratic character for each ι ∈ I, if (rι + sι)/pι tends
to a real number Σ as pι → ∞, and if (rι − sι)/pι tends to a real
number ∆ as pι →∞, then
CDF(fι, gι)→ −4
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
,
∆
Λ
)
+Ω
(
1
Λ
, 1 +
Σ
Λ
)
as pι →∞.
All the conclusions of this theorem remain the same if we replace each mul-
tiplicative character sequence with a unimodularization of that sequence.
The global minima of these four limiting formulae for asymptotic cross-
correlation demerit factor are found in Lemmata 9.1–9.4, which give the
values of parameters Λ, ∆, and Σ′ where these minima occur. We then look
at the reciprocals of these minima to get the global maximum asymptotic
crosscorrelation merit factor:
• In parts (i) and (ii) we achieve a maximum asymptotic crosscorrela-
tion merit factor of 1.539389 . . ., the largest root of the polynomial
19x3 − 54x2 + 42x− 6.
• In part (iii) we achieve a maximum asymptotic crosscorrelation merit
factor of 1.
• In part (iv), we achieve a maximum asymptotic crosscorrelation
merit factor of 3.342065 . . ., the largest root of the polynomial 7x3−
33x2 + 33x− 3.
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If we look at Theorem 4.1, we see that part (iv) for quadratic characters
is the analogue of both parts (i) and (ii) for nonquadratic characters since
there is only one quadratic character η in each prime field of odd order
(and none in F2) and it has η = η. Also note that part (iii) covers both
quadratic and nonquadratic characters. The previously known results for
autocorrelation of multiplicative character sequences (see [13, Theorems 1.4,
1.5], [9, Theorem 2.1], and [8, Theorem 2.1]) are specializations of Theorem
4.1, specifically parts (i) and (iv), where we set fι = gι (so then ∆ = 0).
Comparison of parts (i), (ii), and (iii) of Theorem 4.1 to the correspond-
ing parts of Theorem 3.1 show that sequences associated to nonquadratic
multiplicative characters behave very much like binary additive character
sequences: (i) pairs of multiplicative character sequences associated to the
same character behave like additive character sequence pairs with trivial rel-
ative decimation, (ii) pairs of multiplicative character sequences associated
to conjugate characters behave like additive character sequence pairs with
reversing relative decimation, and (iii) pairs of multiplicative character se-
quences associated to distinct, nonconjugate characters behave like additive
character sequence pairs with nontrivial, nonreversing relative decimation.
4.4. Quadratic Character Sequences. As the asymptotic behavior of
multiplicative character sequences associated to nonquadratic characters is
so similar to that of additive character sequences, we focus on the quadratic
character sequences, which are also especially interesting as they are binary
(±1) sequences, while all the other nontrivial multiplicative characters pro-
duce higher order roots of unity. Recall that a shifted Legendre sequence is
a unimodularized quadratic character sequence of natural length, and that
a Legendre sequence is a shifted Legendre sequence with natural shift. Since
the zero term is typically replaced with a 1 in the unimodularization, this
produces a true binary sequence (all terms ±1).
We find that we can obtain a higher asymptotic crosscorrelation merit
factor with truncated quadratic character sequences than we can with m-
sequences. To describe how to do this, we need some terminology: if (fι, gι)
is the sequence pair described in Theorem 4.1, then (rι+ sι)/pι is called the
fractional sum of shifts and (rι − sι)/pι is called the fractional difference of
shifts, and the parameters Σ and ∆ from part (iv) are respectively called
the limiting fractional sum of shifts and the limiting fractional difference of
shifts. Note that our theorems are only sensitive to the values of Σ and ∆
taken modulo 1, and so we often report them modulo 1. The parameter Λ
from the theorem is called the limiting fractional length since ℓι/pι is the
fractional length.
To maximize the crosscorrelation merit factor of quadratic character se-
quences, Lemma 9.4 shows that the optimal degree of truncation is ex-
actly the same as for m-sequences: if we recall from Section 3.5 the number
Λtrunc = 0.557874 . . ., which is the middle root of 2x
3−6x+3, then we should
truncate our quadratic character sequences so that their limiting fractional
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length is Λtrunc. We then arrange the shifts of our sequences to be such
that (using the notation of Theorem 4.1) we have rι/pι → (1 − Λtrunc)/2
and sι/pι = −Λtrunc/2 as pι → ∞, which makes Σ = 1/2 − Λtrunc and
∆ = 1/2. If we do all this, then we show (see Lemma 9.4 for details) that
the asymptotic crosscorrelation demerit factor, as calculated in Theorem
4.1(iv), obtains a global minimum value of 0.299216 . . ., the smallest root of
3x3−33x2+33x−7. Or equivalently, the asymptotic crosscorrelation merit
factor achieves a global maximum value of 3.342065 . . ., the largest root of
7x3 − 33x2 + 33x− 3.
The curves in Figure 7 show the asymptotic values of autocorrelation and
crosscorrelation demerit factors (calculated in Theorem 4.1(iv)) as functions
of limiting fractional sum of shifts Σ for quadratic character sequences with
limiting fractional length Λtrunc = 0.557874 . . . and limiting fractional differ-
ence of shifts ∆ = 1/2. The data points in the same figure show the autocor-
relation and crosscorrelation demerit factors as functions of fractional sum of
shifts for pairs of truncated, shifted Legendre sequences whose character is
the quadratic character from the prime field F257. The sequences have been
truncated to length 143 (to approximate fractional length Λtrunc), and we
run through all 257 possible shifts of the first sequence, while always shifting
the second sequence so as to make the difference in shifts between the first
and second sequence 128 (to approximate fractional difference of shifts 1/2).
This process allows us to vary the fractional sum of shifts while keeping the
fractional length and fractional difference of shifts constant. (And recall that
we always read the fractional sum of shifts modulo 1.) To avoid clutter we
only plot the autocorrelation demerit factors for the first sequence of each
pair: the autocorrelation demerit factor of the second sequence is about the
same. These data closely match the asymptotic values.
Note that both autocorrelation and crosscorrelation demerit factors are
shift-dependent, and show opposite tendencies: when one is low, the other
is high. For instance, when the shifts are arranged to obtain the global
maximum asymptotic crosscorrelation merit factor of 3.342065 . . . (demerit
factor 0.299216 . . .), the asymptotic autocorrelation merit factor becomes
0.796072 . . . (demerit factor 1.250167. . . ). On the other hand, when the
shifts are arranged to minimize autocorrelation, one obtains an autocorre-
lation merit factor of 3.601116 . . . (demerit factor 0.277691 . . .), but then
the crosscorrelation performance deteriorates to crosscorrelation merit fac-
tor 0.782661 . . . (demerit factor 1.277691 . . .). Between these extremes, we
can achieve autocorrelation and crosscorrelation performance significantly
better than randomly selected sequences (that is, we can make the autocor-
relation demerit factors for both of our sequences and also their crosscor-
relation demerit factors all smaller than 1 simultaneously). Regardless of
whether we arrange the shifts to minimize autocorrelation or to minimize
crosscorrelation, we obtain
CDF(fι, gι) +
√
DF(fι)DF(gι)→ 1.555383 . . .
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Figure 7. Autocorrelation (plusses, dashed curve) and
crosscorrelation (dots, solid curve) demerit factors for pairs
of shifted truncated Legendre sequences. Curves are asymp-
totic values from Theorem 4.1 with Λ = Λtrunc and ∆ = 1/2,
points are data for Legendre sequences truncated from length
257 to length 143 with difference of shifts 128.
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in the limit as the length of the sequences tends to infinity, which can be
compared with the lower bound of Pursley-Sarwate in (7). If, on the other
hand, we choose shifts that are halfway between these extremes, then we
can obtain asymptotic autocorrelation merit factor 1.783394 . . . (demerit
factor 0.560728 . . .) and asymptotic crosscorrelation merit factor 1.717466 . . .
(demerit factor 0.582252 . . .) and thus
(11) CDF(fι, gι) +
√
DF(fι)DF(gι)→ 1.1429812 . . .
as the length of the sequences tends to infinity.
Unfortunately, the sequence pairs mentioned above that produce asymp-
totic crosscorrelation merit factor 3.342065 . . . are taken from slightly over-
lapping segments of the Legendre sequence (they have a limiting fractional
difference of shifts of 1/2, but their limiting fractional length is Λtrunc =
0.557874 . . ., which is slightly larger than 1/2). This will produce rather
strong crosscorrelation values of ≈ 0.116p at shifts (p+ 1)/2 and (1− p)/2,
which is much stronger than the mean square value of ≈ 0.387√p that the
crosscorrelation merit factor implies. We should also note that we can ap-
proach even closer to the Pursley-Sarwate bound (see (7)) than we observed
in (11) if we allow pairs of sequences that include even larger overlapping
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portions of the original Legendre sequence,4 but this will only exacerbate the
problem of having two very strong crosscorrelation peaks in spite of overall
low mean square crosscorrelation.
If an application demands that there be no overlap, we can take a Le-
gendre sequence of length pι, shift (pι − 1)/4 places to the right, discard
the last term, and obtain our pair (fι, gι) by cutting what remains into two
sequences of length (pι − 1)/2. In terms of the notation of Theorem 4.1,
we have truncated to limiting fractional length Λ = 1/2, and the shifts of
our two sequences have rι/pι → 1/4 and sι/pι → −1/4, so that Σ = 0
and ∆ = 1/2. This yields an asymptotic crosscorrelation merit factor of 3,
which is not quite as large as the maximum of 3.342065 . . . mentioned in
the previous paragraph, but is still much higher than what one can achieve
with m-sequences or nonquadratic character sequences of natural or modi-
fied length.
The curves in Figure 8 show the asymptotic values of autocorrelation
and crosscorrelation demerit factors as functions of limiting fractional sum
of shifts for quadratic character sequences with limiting fractional length
1/2 and limiting fractional difference of shifts 1/2, as calculated in Theo-
rem 4.1(iv). The data points in the same figure show the autocorrelation
and crosscorrelation demerit factors as functions of fractional sum of shifts
for pairs of truncated, shifted Legendre sequences whose character is the
quadratic character from the prime field F257. The sequences have been
truncated to length 128 (to approximate fractional length 1/2), and we run
through all 257 possible shifts of the first sequence, while always shifting
the second sequence so as to make the difference in shifts between the first
and second sequence 128 (to approximate fractional difference of shifts 1/2).
This process allows us to vary the fractional sum of shifts while keeping the
fractional length and fractional difference of shifts constant. (And recall that
we always read the fractional sum of shifts modulo 1.) To avoid clutter we
only plot the autocorrelation demerit factors for the first sequence of each
pair: the autocorrelation demerit factor of the second sequence is about the
same. These data closely match the asymptotic values.
As we saw in the previous figure, autocorrelation and crosscorrelation de-
merit factors are shift-dependent and show opposite tendencies: when one
is low, the other is high. One can achieve a crosscorrelation merit factor
as high as 3 (demerit factor 1/3) with this construction, but then the auto-
correlation merit factor becomes 3/4 (demerit factor 4/3). And conversely,
one can achieve an autocorrelation merit factor as high as 3 (demerit factor
1/3), but then the crosscorrelation merit factor drops to 3/4 (demerit factor
4For example, one can obtain CDF(fι, gι) +
√
DF(fι)DF(gι) → 13/12 as sequence
length tends to infinity if fι and gι are Legendre sequences of natural length pι with
fractional shifts tending to 1/8 and 5/8, respectively, as pι → ∞. Unfortunately, the
pair (fι, gι) would have very large crosscorrelation peaks of magnitudes of (pι − 1)/2 and
(pι + 1)/2 at shifts (pι + 1)/2 and (1− pι)/2, respectively.
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Figure 8. Autocorrelation (plusses, dashed curve) and
crosscorrelation (dots, solid curve) demerit factors for pairs
of shifted truncated Legendre sequences. Curves are asymp-
totic values from Theorem 4.1 with Λ = 1/2 and ∆ = 1/2,
points are data for Legendre sequences truncated from length
257 to length 128 with difference of shifts 128.
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4/3). Between these extremes, we can achieve autocorrelation and crosscor-
relation performance significantly better than randomly selected sequences
(that is, we can make the autocorrelation demerit factors for both of our
sequences and also their crosscorrelation demerit factors all smaller than 1
simultaneously). Regardless of whether we arrange the shifts to minimize
autocorrelation or to minimize crosscorrelation, we obtain
CDF(fι, gι) +
√
DF(fι)DF(gι)→ 5/3 . . .
in the limit as the length of the sequences tends to infinity, which can be
compared with the lower bound of Pursley-Sarwate in (7). If, on the other
hand, we choose shifts that are halfway between these extremes, then we can
obtain asymptotic autocorrelation merit factor 12/7 (demerit factor 7/12)
and asymptotic crosscorrelation merit factor 12/7 (demerit factor 7/12) and
thus
CDF(fι, gι) +
√
DF(fι)DF(gι)→ 7/6
as the length of the sequences tends to infinity.
The rest of the paper is devoted to proving the claims we have presented
in Sections 2–4. In Section 5 we show the connection between merit factors
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and Lp norms of polynomials on the complex unit circle: this provides a
useful formalism for our proofs and shows that there is a deep connection
between correlation problems and pure mathematics. After some prelimi-
nary material in Section 6 on Gauss sums (which are the Fourier coefficients
for our sequences), we use Sections 7–9 to furnish rigorous proofs of the
results presented in Sections 2–4.
5. Connection with Polynomials and Norms
Recall that if f = (f0, . . . , fℓ−1) and g = (g0, . . . , gm−1) are sequences of
complex numbers of lengths ℓ andm, and s is an integer, then the (aperiodic)
crosscorrelation of f with g at shift s is defined to be
(12) Cf,g(s) =
∑
j∈Z
fjgj+s,
where we use the convention that fj = 0 when j 6∈ {0, 1, . . . , ℓ − 1} and
gk = 0 when k 6∈ {0, 1, . . . ,m − 1}. We can identify the sequence f =
(f0, f1, . . . , fℓ−1) of complex numbers with the polynomial f(z) = f0+f1z+
· · · + fℓ−1zℓ−1 in C[z]. We define f(z) = f0 + f1z + · · · + fℓ−1zℓ−1. If g =
(g0, . . . , gm−1) is another sequence of complex numbers with associated poly-
nomial g(z), then one readily sees that the Laurent polynomial f(z)g(1/z)
in C[z, z−1] has Cf,g(−s) for its coefficient of zs. As a special case, note
that Cf,f (0) =
∑
s∈Z |fs|2 is the constant coefficient of f(z)f(1/z). By the
same principle, we multiply h(z) = f(z)g(1/z) by h(1/z) = f(1/z)g(z) to
see that the constant coefficient of f(z)f(1/z)g(z)g(1/z) is
∑
s∈Z |Cf,g(s)|2.
If a(z) =
∑
s∈Z asz
s is a Laurent polynomial (so all but finitely many as
are zero), integration around the complex unit circle extracts the constant
coefficient
a0 =
1
2π
∫ 2π
0
a(eiθ)dθ.
Furthermore, we note that a(1/z) = a(z) if z is on the complex unit circle,
so our calculations in the previous paragraph show that
Cf,f (0) =
1
2π
∫ 2π
0
|f(eiθ)|2dθ
and ∑
s∈Z
|Cf,g(s)|2 = 1
2π
∫ 2π
0
|f(eiθ)g(eiθ)|2dθ.
For a real number p ≥ 1, we define the Lp norm of a complex-valued
function f on the complex unit circle as
‖f‖p =
(
1
2π
∫ 2π
0
|f(eiθ)|pdθ
)1/p
,
so then the integrals in the previous paragraph can be expressed succinctly
as Cf,f (0) = ‖f‖22 and
∑
s∈Z |Cf,g(s)|2 = ‖fg‖22. Note that if f = g (for
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autocorrelation calculations) then
∑
s∈Z |Cf,f (s)|2 = ‖f2‖22 = ‖f‖44. Thus
we can express the autocorrelation demerit factor (2) and merit factor (1)
as
DF(f) =
‖f‖44
‖f‖42
− 1
MF(f) =
‖f‖42
‖f‖44 − ‖f‖42
,
and we can express the crosscorrelation demerit factor (3) and merit factor
(4) as
CDF(f, g) =
‖fg‖22
‖f‖22‖g‖22
(13)
CMF(f, g) =
‖f‖22‖g‖22
‖fg‖22
.
For the purposes of our mathematical analysis, it is actually most convenient
to keep track of the ratio of norms ‖fg‖22/(‖f‖22‖g‖22) = CDF(f, g), which
becomes DF(f) + 1 when f = g (i.e., in autocorrelation calculations). The
connection between the autocorrelation merit factor and the L4 norm of
polynomials on the complex unit circle furnishes a remarkable connection
between research in pure mathematics going back to Littlewood (see [16]
and [17, Problem 19]) and in engineering going back to Golay (see [3]).
One can also obtain a useful summation formula for the sum of squared
magnitudes of crosscorrelation values directly from (12), as∑
s∈Z
|Cf,g(s)|2 =
∑
s,j,k∈Z
fjgj+sfkgk+s.
which can be rewritten
(14) ‖fg‖22 =
∑
s∈Z
|Cf,g(s)|2 =
∑
t,u,v,w∈Z
t+u=v+w
ftgufvgw.
6. Characters and Gauss Sums
Fourier analysis is used in this work to study the crosscorrelation prop-
erties of additive and multiplicative characters of finite fields. The Fourier
coefficients for such characters are Gauss sums. For the rest of this pa-
per, F is a finite field of characteristic p and order q, and we write F̂
for the group of complex-valued additive characters of F and F̂ ∗ for the
group of complex-valued multiplicative characters of F . For any additive
or multiplicative characters χ,ψ, we write χψ for the product of charac-
ters χψ(x) = χ(x)ψ(x), and when n ∈ Z, we write χn for the function
χn(x) = (χ(x))n. We write χ for χ−1, so that χ−1(x) = χ(x). If χ : F ∗ → C
is any multiplicative character (including the trivial multiplicative charac-
ter), we always extend χ to F by setting χ(0) = 0.
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Recall from Section 2.1 that the canonical additive character of F is the
character ǫ : F → C with ǫ(x) = exp(2πiTrF/Fp(x)/p), where TrF/Fp is the
absolute trace from Galois theory. There are |F | additive characters of F ,
given by the |F | functions x 7→ ǫ(ax) for each a ∈ F , where a = 0 yields the
trivial character. We write ǫa for the additive character x 7→ ǫ(ax).
We have the following orthogonality relations for characters.
Lemma 6.1.
(i). If ψ ∈ F̂ , then ∑a∈F ψ(a) =
{
|F | if ψ is trivial,
0 otherwise.
(ii). If a ∈ F , then ∑ψ∈F̂ ψ(a) =
{
|F | if a = 0,
0 otherwise.
(iii). If χ ∈ F̂ ∗, then ∑b∈F ∗ χ(b) =
{
|F ∗| if χ is trivial,
0 otherwise.
(iv). If b ∈ F ∗, then ∑
χ∈F̂ ∗
χ(b) =
{
|F ∗| if b = 1,
0 otherwise.
Proof. All the cases where the sum comes to zero can be found in [15, Theo-
rem 5.4]), and all the cases where the sum comes out to be a positive number
are trivial. 
The Gauss sum associated with an additive character ψ ∈ F̂ and a mul-
tiplicative character χ ∈ F̂ ∗, is
G(ψ,χ) =
∑
x∈F ∗
ψ(x)χ(x).
When ψ is expressed as ǫa for some a ∈ F , we have the shorthand
(15) Ga(χ) = G(ǫa, χ) =
∑
x∈F ∗
ǫa(x)χ(x),
and when ψ = ǫ = ǫ1, the canonical additive character, we have the short-
hand
(16) G(χ) = G1(χ) =
∑
x∈F ∗
ǫ(x)χ(x).
We summarize the facts that we shall need about Gauss sums.
Lemma 6.2. If a ∈ F and χ ∈ F̂ ∗, then
(i). G0(χ) = |F ∗| if χ is trivial,
(ii). G0(χ) = 0 if χ is nontrivial,
(iii). Ga(χ) = G(χ) = −1 if a ∈ F ∗ and χ is trivial,
(iv). |Ga(χ)| = |G(χ)| =
√|F | if a ∈ F ∗ and χ is nontrivial,
(v). Ga(χ) = χ(a)G(χ) if a ∈ F ∗ or χ is nontrivial,
(vi). Ga(χ) = χ(−1)Ga(χ), so that G(χ) = χ(−1)G(χ), and
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(vii). if F is of characteristic p and order q and d ∈ Z with d ≡ pk (mod q−
1), then G(χd) = G(χ) and G(χ−d) = χ(−1)G(χ).
Proof. All of these are proved in [15, Theorems 5.11, 5.12], except the case
where a = 0 in (v), which follows from (ii), and except case (vii), which
follows easily from [15, Theorem 5.12(v)] and (vi). 
The following lemma, proved in [15, eq. (5.17)], gives the Fourier expan-
sion of additive characters in terms of multiplicative characters.
Lemma 6.3. For a ∈ F and b ∈ F ∗ we have
ǫa(b) =
1
|F ∗|
∑
ξ∈F̂ ∗
Ga(ξ)ξ(b).
And we also have the Fourier expansion of multiplicative characters in
terms of additive characters:
Lemma 6.4. For χ ∈ F̂ ∗ and b ∈ F , we have
χ(b) =
1
|F |
∑
a∈F
Ga(χ)ǫa(b).
Proof. The case where b 6= 0 is proved in [15, eq. (5.16)], and the case where
b = 0 is tantamount to proving that
∑
a∈F Ga(χ) = 0, which follows from
Lemma 6.2(i),(iii) if χ is trivial. If χ is nontrivial, then Lemma 6.2(v) shows
that
∑
a∈F Ga(χ) = G(χ)
∑
a∈F χ(a), which vanishes by Lemma 6.1(iii). 
7. Proof of Theorem 3.1
In this section, we prove Theorem 3.1 (of which Theorems 2.1 and 2.2 are
special cases). Let us recall the basic assumptions in Theorem 3.1:
• We have a fixed prime p and a fixed integer d.
• We have an infinite family of pairs of sequences {(fι, gι)}ι∈I , where
for each ι ∈ I, the sequence fι is the p-ary additive character se-
quence associated to primitive element αι of field Fι with shift rι
and length ℓι, while gι is the p-ary additive character sequence as-
sociated to primitive element αdι of field Fι with shift sι and length
ℓι.
• For every ι ∈ I, we have qι = |Fι| with gcd(d, qι − 1) = 1.
• The set {qι}ι∈I is unbounded, and there is a positive real number Λ
such that in the limit as qι →∞, we have ℓι/(qι − 1)→ Λ.
In certain subcases of Theorem 3.1, there are additional assumptions, which
will be recalled when we address these cases in turn.
Let (f, g) be a pair of additive character sequences from our family, where
f is associated to primitive element α of field F with shift r and length ℓ,
and g is associated to primitive element αd of field F with shift s and length
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ℓ. Let q = |F |, and note that gcd(d, q − 1) = 1. Let L = {0, 1, . . . , ℓ − 1}.
So then f = (f0, . . . , fℓ−1) and g = (g0, . . . , gℓ−1) with
fj = ǫ(α
j+r)
gj = ǫ(α
d(j+s))
for every j ∈ L.
We begin by calculating ‖fg‖22, the numerator of CDF(f, g) in (13). From
(14) we have
‖fg‖22 =
∑
t,u,v,w∈L
t+u=v+w
ǫ(αt+r)ǫ(αd(u+s))ǫ(αv+r)ǫ(αd(w+s)).
We now use Lemma 6.3 to express the additive character ǫ in terms of
multiplicative characters to see that ‖fg‖22 is∑
t,u,v,w∈L
t+u=v+w
∑
κ,λ∈F̂ ∗
µ,ν∈F̂ ∗
G(κ)G(λ)G(µ)G(ν)
(q − 1)4 κ(α
t+r)λ(αd(u+s))µ(αv+r)ν(αd(w+s)).
For a given ξ ∈ F̂ ∗, the quadruple (κξd, λξ, µξd, νξ) runs through (F̂ ∗)4 as
the quadruple (κ, λ, µ, ν) does, so the inner sum is equal to∑
κ,λ∈F̂ ∗
µ,ν∈F̂ ∗
G(κξd)G(λξ)G(µξd)G(νξ)
(q − 1)4 κξ
d(αt+r)λξ(αd(u+s))µξd(αv+r)νξ(αd(w+s))
for every ξ ∈ F̂ ∗, and so we can average over all ξ and see that the inner
sum is equal to∑
κ,λ,µ,ν,ξ∈F̂ ∗
G(κξd)G(λξ)G(µξd)G(νξ)
(q − 1)5 κ(α
t+r)λ(αd(u+s))µ(αv+r)ν(αd(w+s)),
where we have used the fact that ξd(αt+r)ξ(αd(u+s))ξd(αv+r)ξ(αd(w+s)) is
always 1 because we always have t + u = v + w in the outer sum. We
therefore define
H(κ, λ, µ, ν) =
1
(q − 1)3
∑
ξ∈F̂ ∗
G(κξd)G(λξ)G(µξd)G(νξ),
and then
(17) ‖fg‖22 =
∑
κ,λ∈F̂ ∗
µ,ν∈F̂ ∗
H(κ, λ, µ, ν)
(q − 1)2
∑
t,u,v,w∈L
t+u=v+w
κ(αt+r)λ(αd(u+s))µ(αv+r)ν(αd(w+s)).
For any a ∈ Z, let δa∼1 = 1 if a = pk for some integer k, and δa∼1 = 0
otherwise. Since we are computing a limit as q →∞, we may take q−1 > |d|,
so then d is congruent to a power of p modulo q− 1 if and only if d is equal
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to a power of p, and likewise −d is congruent to a power of p modulo q − 1
if and only if −d is a power of p. Then by Lemma 7.1 below, we may write
H(κ, λ, µ, ν) =M(κ, λ, µ, ν) + E(κ, λ, µ, ν), where
M(κ, λ, µ, ν) =

1 if (κ, λ) = (µ, ν),
δd∼1 if (κ, λ) 6= (µ, ν) and (κ, µ) = (νd, λd),
δ−d∼1κµ(−1) if (κ, λ) 6= (µ, ν) and (κ, µ) = (λd, νd),
0 otherwise,
is regarded as the main term, and E(κ, λ, µ, ν) is regarded as the error term
with
|E(κ, λ, µ, ν)| ≤ |d|q3/2/(q − 1)2.
So, proceeding from (17), we see that ‖fg‖22 =M0 + E0, where
M0 =
∑
κ,λ∈F̂ ∗
µ,ν∈F̂ ∗
M(κ, λ, µ, ν)
(q − 1)2
∑
t,u,v,w∈L
t+u=v+w
κ(αt+r)λ(αd(u+s))µ(αv+r)ν(αd(w+s))
E0 =
∑
κ,λ∈F̂ ∗
µ,ν∈F̂ ∗
E(κ, λ, µ, ν)
(q − 1)2
∑
t,u,v,w∈L
t+u=v+w
κ(αt+r)λ(αd(u+s))µ(αv+r)ν(αd(w+s)),
and our bound on E(κ, λ, µ, ν) tells us that
|E0| ≤ |d|q
3/2
(q − 1)4
∑
κ,λ∈F̂ ∗
µ,ν∈F̂ ∗
∣∣∣∣∣∣∣∣
∑
t,u,v,w∈L
t+u=v+w
κ(αt+r)λ(αd(u+s))µ(αv+r)ν(αd(w+s))
∣∣∣∣∣∣∣∣ ,
and so
(18) |E0| ≤ 64|d|q3/2(1 + log(q − 1))3max
(
1,
ℓ
q − 1
)3
by Lemma 7.2 below.
The main term M0 can be broken into four terms, M1, M2, M3, and
M4, based on the four mutually exclusive cases where M(κ, λ, µ, ν) can be
nonzero: (1) κ = µ = λd = νd, (2) κ = µ 6= λd = νd, (3) κ = νd 6= µ = λd,
and (4) κ = λd 6= µ = νd. Then
‖fg‖22 =M1 +M2 +M3 +M4 + E0,
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where
M1 =
1
(q − 1)2
∑
κ∈F̂ ∗
∑
t,u,v,w∈L
t+u=v+w
1
M2 =
1
(q − 1)2
∑
κ,λ,∈F̂ ∗
κ 6=λd
∑
t,u,v,w∈L
t+u=v+w
κ(αv−t)λ(αd(w−u))
M3 =
δd∼1
(q − 1)2
∑
κ,µ∈F̂ ∗
κ 6=µ
∑
t,u,v,w∈L
t+u=v+w
µ(αv−u+r−s)κ(αw−t+s−r)
M4 =
δd∼−1
(q − 1)2
∑
κ,µ∈F̂ ∗
κ 6=µ
∑
t,u,v,w∈L
t+u=v+w
κµ(−1)κ(αt+u+r+s)µ(αv+w+r+s).
We let σ = 0 if the characteristic p of our field is 2, and σ = (q − 1)/2 if p
is odd, so that −1 = ασ = α−σ in our field, and so
M4 =
δd∼−1
(q − 1)2
∑
κ,µ∈F̂ ∗
κ 6=µ
∑
t,u,v,w∈L
t+u=v+w
κ(αt+u+r+s+σ)µ(αv+w+r+s+σ).
Let
A = {(t, u, v, w) ∈ L4 : t+ u = v + w}
B = {(t, u, v, w) ∈ A : v − t ≡ 0 (mod q − 1)}
C = {(t, u, v, w) ∈ A : w − t ≡ r − s (mod q − 1)}
D = {(t, u, v, w) ∈ A : t+ u ≡ −(r + s+ σ) (mod q − 1)},
so that, by the orthogonality relation in Lemma 6.1(iv), we have
M1 =
|A|
q − 1
M2 = |B| − |A|
q − 1
M3 = δd∼1
(
|C| − |A|
q − 1
)
M4 = δ−d∼1
(
|D| − |A|
q − 1
)
,
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and so M0 =M1 +M2 +M3 +M4 =MA +MB +MC +MD, where
MA = −(δd∼1 + δ−d∼1)|A|
q − 1
MB = |B|
MC = δd∼1|C|
MD = δ−d∼1|D|,
Recall the function Ω defined in (9). Using the cardinalities of A, B, C,
and D computed in Lemmata 7.3–7.5 below, we obtain ‖fg‖22 =M0+E0 =
MA +MB +MC +MD + E0 with
MA = −(δd∼1 + δ−d∼1)(2ℓ
3 + ℓ)
3(q − 1)
MB = ℓ
2Ω
(
q − 1
ℓ
, 0
)
MC = δd∼1ℓ
2Ω
(
q − 1
ℓ
,
r − s
ℓ
)
MD = δ−d∼1ℓ
2Ω
(
q − 1
ℓ
, 1 +
r + s+ σ − 1
ℓ
)
,
and where E0 is bounded in (18).
Now ‖f‖22 = ‖g‖22 = ℓ for our sequences since they are of length ℓ with
unimodular terms, so ‖fg‖22/(‖f‖22‖g‖22) = ‖fg‖22/ℓ2. Thus
‖fg‖22
‖f‖22‖g‖22
= NA +NB +NC +ND + E1
with
NA = −(δd∼1 + δ−d∼1)(2ℓ
2 + 1)
3(q − 1)ℓ
NB = Ω
(
q − 1
ℓ
, 0
)
NC = δd∼1Ω
(
q − 1
ℓ
,
r − s
ℓ
)
ND = δ−d∼1Ω
(
q − 1
ℓ
, 1 +
r + s+ σ − 1
ℓ
)
|E1| ≤ 64|d|q
3/2(1 + log(q − 1))3
ℓ2
max
(
1,
ℓ
q − 1
)3
.
Now that we have estimated CDF(f, g) = ‖fg‖22/(‖f‖22‖g‖22) for a single pair
(f, g) from the family {(fι, gι)}ι∈I , let us consider the asymptotic behavior
of ‖fg‖22/(‖f‖22‖g‖22) as q → ∞. The ratio ℓ/(q − 1) tends to the positive
real number Λ, so that NA → −2(δd∼1+ δ−d∼1)Λ/3. Note that this limiting
value of NA is zero unless |d| is a power of p, in which case it becomes −2Λ/3.
Recall that Ω is continuous on {(x, y) : x 6= 0}, so that NB → Ω(1/Λ, 0)
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as q → ∞. The term NC vanishes unless d is a power of p, in which case
we are given the extra assumption that (r − s)/(q − 1) → ∆ as q → ∞,
and then NC → Ω(1/Λ,∆/Λ) as q → ∞. The term ND vanishes unless
−d is a power of p, in which case we are given the extra assumption that
(r+ s)/(q−1)→ Σ as q →∞, and then ND → Ω(1/Λ, 1+Σ′/Λ) as q →∞,
where Σ′ = Σ in characteristic 2 (where σ = 0) and Σ′ = Σ + 1/2 in odd
characteristic (where σ = (q − 1)/2). The term E1 → 0 as q → ∞ because
ℓ/(q − 1) tends to a positive real number Λ as q →∞. This completes the
proof of Theorem 3.1. 
We conclude this section with the technical lemmata employed in the
above proof of Theorem 3.1.
Lemma 7.1. Let F be the finite field of order q, and let κ, λ, µ, ν ∈ F̂ ∗. Let
d be an integer with gcd(d, q − 1) = 1. Let
H =
1
(q − 1)3
∑
ξ∈F̂ ∗
G(κξd)G(λξ)G(µξd)G(νξ).
(i). If d ≡ pk (mod q − 1) for some k ∈ Z, then
H =

1 +E if κ = µ and λ = ν,
1 +E if κ = νd and µ = λd,
E otherwise,
for some E ∈ C with |E| ≤ q3/2/(q − 1)2.
(ii). If d ≡ −pk (mod q − 1) for some k ∈ Z, then
H =

1 + E if κ = µ and λ = ν,
κµ(−1) + E if κ = λd and µ = νd,
E otherwise,
for some E ∈ C with |E| ≤ q3/2/(q − 1)2.
(iii). If d 6≡ pk (mod q− 1) and d 6≡ −pk (mod q− 1) for every k ∈ Z, then
H =
{
1 + E if κ = µ and λ = ν,
E otherwise,
for some E ∈ C with |E| ≤ |d|q3/2/(q − 1)2.
Proof. We write out the Gauss sums according to their definition (16) to see
that
H =
1
(q − 1)3
∑
ξ∈F̂ ∗
∑
w,x,y,z∈F ∗
ǫ(w + x− y − z)κξd(w)λξ(x)µξd(y)νξ(z),
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and when we sum ξd(w)ξ(x)ξd(y)ξ(z) over ξ, Lemma 6.1(iv) tells us that we
obtain q − 1 for terms with wdx = ydz, and zero for all other terms, so
H =
1
(q − 1)2
∑
w,x,y,z∈F ∗
wdx=ydz
ǫ(w + x− y − z)κ(w)λ(x)µ(y)ν(z).
Now we reparameterize with w = uy and z = udx to obtain
H =
1
(q − 1)2
∑
u,x,y∈F ∗
ǫ((u− 1)y + (1− ud)x)κνd(u)κµ(y)λν(x)
=
1
(q − 1)2
∑
u∈F ∗
Gu−1(κµ)G1−ud(λν)κν
d(u),
where we have used the definition of Gauss sums (15) in the second equality.
When we use Lemma 6.2(i),(ii),(v), and let δ be the Kronecker delta, we
obtain
(19) H = δκ,µδλ,ν +
G(κµ)G(λν)
(q − 1)2
∑
u∈F ∗
u 6=1
κµ(u− 1)λν(1− ud)κνd(u).
To prove case (iii), where |d| is not a power of p modulo q − 1, we finish
by bounding the magnitude of the second term of (19), namely,
S =
G(κµ)G(λν)
(q − 1)2
∑
u∈F ∗
u 6=1
κµ(u− 1)λν(1− ud)κνd(u).
Note that S = 0 if q = 2, so we assume that q > 2 henceforth, and then the
condition gcd(d, q − 1) = 1 forces d 6= 0. If d < 0, the second term of (19)
can be rewritten as
S =
G(κµ)G(λν)
(q − 1)2
∑
u∈F ∗
u 6=1
κµ(u− 1)λν(u−d − 1)κλd(u).
Then note that the polynomial 1− ud (if d > 0) or u−d− 1 (if d < 0) has at
most |d| roots in the algebraic closure of F , one of which is 1, but the rest
are not roots of u or u − 1. Thus the Weil bound [24] shows that the sum
over u in S is at most |d|√q unless λ = ν, κ = µ, and κ = νd, in which case
the sum over u is q − 2. If the sum over u is no greater than |d|√q, we use
Lemma 6.2(iii),(iv) to see that |S| ≤ |d|q3/2/(q−1)2, but if λ = ν and κ = µ,
then G(κµ)G(λν) = 1 by Lemma 6.2(iii), so that |S| ≤ (q − 2)/(q − 1)2.
In case (i), we have d ≡ pk (mod q−1) for some k ∈ Z, so that (1−ud) =
(1− u)d for u ∈ F ∗ with u 6= 1. Thus (19) becomes
(20) H = δκ,µδλ,ν +
λν(−1)G(κµ)G(λν)
(q − 1)2
∑
u∈F ∗
u 6=1
κµλ
d
νd(u− 1)κνd(u),
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and by the Weil bound [24], the sum over u has magnitude no greater than√
q unless (κ, µ) = (νd, λd). This and Lemma 6.2(iii),(iv) ensure that |H| ≤
q3/2/(q − 1)2 when we have neither (κ, λ) = (µ, ν) nor (κ, µ) = (νd, λd). If
(κ, λ) = (µ, ν), then Lemma 6.2(iii) and a trivial bound on the sum over
u in (20) show that H = 1 + E for some E with |E| ≤ (q − 2)/(q − 1)2.
If (κ, µ) = (νd, λd) but (κ, λ) 6= (µ, ν), then Lemma 6.2(vii),(iv) shows
that the product of Gauss sums in (20) is λν(−1)q, so that we have H =
q(q − 2)/(q − 1)2 = 1− 1/(q − 1)2.
In case (ii), we have d ≡ −pk (mod q − 1) for some k ∈ Z, so that
(1− ud) = (1− u−1)−d for u ∈ F ∗ with u 6= 1. Thus (19) becomes
(21) H = δκ,µδλ,ν +
G(κµ)G(λν)
(q − 1)2
∑
u∈F ∗
u 6=1
κλdµνd(u− 1)κλd(u),
and by the Weil bound [24], the sum over u has magnitude no greater than√
q unless (κ, µ) = (λd, νd). This and Lemma 6.2(iii),(iv) ensure that |H| ≤
q3/2/(q − 1)2 when we have neither (κ, λ) = (µ, ν) nor (κ, µ) = (λd, νd). If
(κ, λ) = (µ, ν), then Lemma 6.2(iii) and a trivial bound on the sum over u in
(21) show that H = 1+E for some E with |E| ≤ (q−2)/(q−1)2. If (κ, µ) =
(λd, νd) but (κ, λ) 6= (µ, ν), then Lemma 6.2(vii),(iv) shows that the product
of Gauss sums in (21) is λν(−1)q, so that we have H = λν(−1)q(q−2)/(q−
1)2 = λν(−1)[1−1/(q−1)2]. We have (−1)d = −1 (trivially in characteristic
2, but also in odd characteristic since gcd(d, q − 1) = 1 forces d to be odd),
so that λν(−1) = λν((−1)d) = κµ(−1) when (κ, µ) = (λd, νd). 
Lemma 7.2. Let F be the finite field of order q and let α be a primitive
element of F . Let a, b, c, d, h, i, j, k, ℓ ∈ Z with gcd(a, q−1) = gcd(b, q−1) =
gcd(c, q − 1) = gcd(d, q − 1) = 1 and ℓ > 0, and let L = {0, 1, . . . , ℓ − 1}.
Then the sum
S =
∑
κ,λ∈F̂ ∗
µ,ν∈F̂ ∗
∣∣∣∣∣∣∣∣
∑
t,u,v,w∈L
t+u=v+w
κ(αa(t+h))λ(αb(u+i))µ(αc(v+j))ν(αd(w+k))
∣∣∣∣∣∣∣∣
satisfies |S| ≤ 64(q − 1)4(1 + log(q − 1))3max(1, ℓ/(q − 1))3.
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Proof. We have
S =
∑
κ,λ∈F̂ ∗
µ,ν∈F̂ ∗
∣∣∣∣∣∣∣∣
∑
t,u,v,w∈L
t+u=v+w
κa(αt)λb(αu)µc(αv)νd(αw)
∣∣∣∣∣∣∣∣
=
∑
κ,λ∈F̂ ∗
µ,ν∈F̂ ∗
∣∣∣∣∣∣∣∣
∑
t,u,v,w∈L
t+u=v+w
κ(αt)λ(αu)µ(αv)ν(αw)
∣∣∣∣∣∣∣∣ ,
where the first equality follows because κ(αah)λ(αbi)µ(αcj)ν(αdk) is just a
unimodular complex number, and the second equality follows because κa
runs through F̂ ∗ as κ runs through F̂ ∗ since gcd(a, q− 1) = 1, and similarly
with λb, µc, and νd. Now we employ [13, Lemma A.1] (using Γ = F ∗, n = 1,
π1(j) = α
j , U = L = {0, 1, . . . , ℓ− 1}) to see that the last expression for S
is bounded above by 64(q − 1)4(1 + log(q − 1))3max(1, ℓ/(q − 1))3. 
Lemma 7.3. Let S be a finite set of consecutive integers. Let I be the set
{(t, u, v, w) ∈ S4 : t+ u = v + w}. Then |I| = 2|S|3+|S|6 .
Proof. For each n ∈ Z, the number of pairs (t, v) ∈ S2 that make t− v = n
is max(0, |S| − |n|), so that total number of ways to choose (t, u, v, w) ∈ S4
with t− v = w−u is∑n∈Zmax(0, |S| − |n|)2, which is 12+22+ · · ·+(|S| −
1)2 + |S|2 + (|S| − 1)2 + · · · + 22 + 12 = (2|S|3 + |S|)/3. 
Lemma 7.4. Let S be a finite set of consecutive integers. Let m be a positive
integer, let a ∈ Z, and let I = {(t, u, v, w) ∈ S4 : t + u = v + w, v − t ≡ a
(mod m)} and J = {(t, u, v, w) ∈ S4 : t + u = v + w,w − t ≡ a(mod m)}.
Then |I| = |J | = |S|2Ω
(
m
|S| ,
a
|S|
)
.
Proof. By exchanging the roles of v and w, we see that |I| = |J |, so we
simply compute |I|. For each n ∈ Z, the number of pairs (t, v) ∈ S2 with
v−t = a+nm is max(0, |S|−|a+nm|), so that the number of ways to choose
(t, u, v, w) ∈ S4 with v−t = u−w = a+nm is∑n∈Zmax(0, |S|−|a+nm|)2,
which is |S|2Ω(m/|S|,−a/|S|) = |S|2Ω(m/|S|, a/|S|). 
Lemma 7.5. Let S be a finite set of consecutive integers of the form S =
{0, 1, . . . , |S| − 1}. Let m be a positive integer, let b ∈ Z, and let I =
{(t, u, v, x) ∈ S4 : t + u = v + w, t + u ≡ b(mod m)}. Then |I| =
|S|2Ω
(
m
|S| , 1− b+1|S|
)
.
Proof. For each n ∈ Z, the number of pairs (t, u) ∈ S2 with t+ u = b+ nm
is max(0, |S| − |b + nm − (|S| − 1)|), so that |I| = ∑n∈Zmax(0, |S| − |b +
nm− (|S| − 1)|)2, which is |S|2Ω(m/|S|, 1 − (b+ 1)/|S|). 
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8. Proof of Theorem 4.1
In this section, we prove Theorem 4.1, whose basic assumptions we recall:
• We have an infinite family of pairs of sequences {(fι, gι)}ι∈I . Each
fι is the multiplicative character sequence associated with character
ϕι of prime field Fι, and fι has shift rι and length ℓι. Each gι is
the multiplicative character sequence associated with the character
χι of field Fι, and gι has shift sι and length ℓι.
• For every ι ∈ I, we have the prime pι = |Fι|.
• The set {pι}ι∈I is unbounded, and there is a positive real number Λ
such that in the limit as pι →∞, have ℓι/pι → Λ.
In certain subcases of Theorem 4.1, there are additional assumptions, which
will be recalled when we address these cases in turn.
Let (f, g) be a pair multiplicative character sequences from our family,
where f is associated to the character ϕ of the prime field F , and f has shift r
and length ℓ, while g is associated to the character χ of the prime field F , and
g has shift s and length ℓ. Let the prime p = |F |. Let L = {0, 1, . . . , ℓ− 1}.
So then f = (f0, . . . , fℓ−1) and g = (g0, . . . , gℓ−1) with
fj = ϕ(j + r)
gj = χ(j + s)
for every j ∈ L.
We begin by calculating ‖fg‖22, the numerator of CDF(f, g) in (13). By
(14) we have
‖fg‖22 =
∑
t,u,v,w∈L
t+u=v+w
ϕ(t+ r)χ(u+ s)ϕ(v + r)χ(w + s).
We now use Lemma 6.4 to express the multiplicative characters ϕ and χ in
terms of additive characters to see that ‖fg‖22 is∑
t,u,v,w∈L
t+u=v+w
∑
a,b∈F
c,d∈F
Ga(ϕ)Gb(χ)Gc(ϕ)Gd(χ)
p4
ǫa(t+ r)ǫb(u+ s)ǫc(v + r)ǫd(w + s),
where we recall that ǫ is the canonical additive character of F and ǫx(y) =
ǫ(xy). For any x ∈ F , the quadruple (a+x, b+x, c+x, d+x) runs through
F 4 as (a, b, c, d) runs through F 4, so the inner sum is equal to∑
a,b,c,d∈F
Ga+x(ϕ)Gb+x(χ)Gc+x(ϕ)Gd+x(χ)
p4
ǫa(t+ r)ǫb(u+ s)ǫc(v+r)ǫd(w+s)
for every x ∈ F , where we have used the fact that the product of character
values ǫa+x(t+ r)ǫb+x(u+ s)ǫc+x(v + r)ǫd+x(w + s) is equal to the product
of character values ǫa(t+ r)ǫb(u+ s)ǫc(v+ r)ǫd(w+s) because t+u = v+w
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in the outer sum. So we can average over all x and see that the inner sum
is equal to∑
a,b,c,d,x∈F
Ga+x(ϕ)Gb+x(χ)Gc+x(ϕ)Gd+x(χ)
p5
ǫa(t+ r)ǫb(u+ s)ǫc(v+r)ǫd(w+s)
We therefore define
H(a, b, c, d) =
1
p3
∑
x∈F
Ga+x(ϕ)Gb+x(χ)Gc+x(ϕ)Gd+x(χ),
and then
‖fg‖22 =
∑
a,b,c,d∈F
H(a, b, c, d)
p2
∑
t,u,v,w∈L
t+u=v+w
ǫa(t+ r)ǫb(u+ s)ǫc(v + r)ǫd(w + s).
By Lemmata 8.1 and 6.2(iv) , we can write H(a, b, c, d) = M(a, b, c, d) +
E(a, b, c, d), where
M(a, b, c, d) =

1 if a = c and b = d,
1 if a = d, b = c, and ϕ = χ,
1 if a = b, c = d, and ϕ = χ,
0 otherwise
is regarded as the main term and E(a, b, c, d) is regarded as the error term
with
|E(a, b, c, d)| ≤ 3√
p
.
So ‖fg‖22 =M0 + E0, where
M0 =
1
p2
∑
a,b,c,d∈F
M(a, b, c, d)
∑
t,u,v,w∈L
t+u=v+w
ǫa(t+ r)ǫb(u+ s)ǫc(v + r)ǫd(w + s)
E0 =
1
p2
∑
a,b,c,d∈F
E(a, b, c, d)
∑
t,u,v,w∈L
t+u=v+w
ǫa(t+ r)ǫb(u+ s)ǫc(v + r)ǫd(w + s),
and our bound on E(a, b, c, d) tells us that
|E0| ≤ 3
p5/2
∑
a,b,c,d∈F
∣∣∣∣∣∣∣∣
∑
t,u,v,w∈L
t+u=v+w
ǫa(t+ r)ǫb(u+ s)ǫc(v + r)ǫd(w + s)
∣∣∣∣∣∣∣∣ ,
and so
(22) |E0| ≤ 192p3/2(1 + log p)3max
(
1,
ℓ
p
)3
by Lemma 8.2 below.
The main term M0 can be broken into four terms M1, M2, M3, and
M4 based on the four mutually exclusive cases where M(a, b, c, d) might be
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nonzero (1) a = b = c = d, (2) a = c 6= b = d, (3) a = d 6= b = c, and (4)
a = b 6= c = d. Then
‖fg‖22 =M0 + E0 =M1 +M2 +M3 +M4 + E0,
where
M1 =
1
p2
∑
a∈F
∑
t,u,v,w∈L
t+u=v+w
1,
M2 =
1
p2
∑
a,b∈F
a6=b
∑
t,u,v,w∈L
t+u=v+w
ǫa(v − t)ǫb(w − u)
M3 =
δϕ,χ
p2
∑
a,b∈F
a6=b
∑
t,u,v,w∈L
t+u=v+w
ǫa(w − t+ s− r)ǫb(v − u+ r − s)
M4 =
δϕ,χ
p2
∑
a,c∈F
a6=c
∑
t,u,v,w∈L
t+u=v+w
ǫa(t+ u+ r + s)ǫc(v + w + r + s),
and where δ is the Kronecker delta. Let
A = {(t, u, v, w) ∈ L4 : t+ u = v + w}
B = {(t, u, v, w) ∈ A : v − t ≡ 0 (mod p)}
C = {(t, u, v, w) ∈ A : w − t ≡ r − s (mod p)}
D = {(t, u, v, w) ∈ A : t+ u ≡ −(r + s) (mod p)},
so that, by the orthogonality relation in Lemma 6.1(ii), we have
M1 =
|A|
p
M2 = |B| − |A|
p
M3 = δϕ,χ
(
|C| − |A|
p
)
M4 = δϕ,χ
(
|D| − |A|
p
)
,
and so M0 =M1 +M2 +M3 +M4 =MA +MB +MC +MD, where
MA = −(δϕ,χ + δϕ,χ) |A|
p
MB = |B|
MC = δϕ,χ |C|
MD = δϕ,χ |D| .
Recall the function Ω defined in (9). Using the cardinalities of A, B, C,
and D computed in Lemmata 7.3–7.5, we obtain ‖fg‖22 =M0+E0 =MA+
44 DANIEL J. KATZ
MB +MC +MD + E0 with
MA = −(δϕ,χ + δϕ,χ)(2ℓ
3 + ℓ)
3p
MB = ℓ
2Ω
(p
ℓ
, 0
)
MC = δϕ,χℓ
2Ω
(
p
ℓ
,
r − s
ℓ
)
MD = δϕ,χℓ
2Ω
(
p
ℓ
, 1 +
r + s− 1
ℓ
)
,
and where E0 is bounded in (22). Thus we have
‖fg‖22
ℓ2
= NA +NB +NC +ND + E1
with
NA = −(δϕ,χ + δϕ,χ)(2ℓ
2 + 1)
3pℓ
NB = Ω
(p
ℓ
, 0
)
NC = δϕ,χΩ
(
p
ℓ
,
r − s
ℓ
)
ND = δϕ,χΩ
(
p
ℓ
, 1 +
r + s− 1
ℓ
)
|E1| ≤ 192p
3/2(1 + log p)3
ℓ2
max
(
1,
ℓ
p
)3
.
Now that we have estimated ‖fg‖22/ℓ2 for a single pair (f, g) from the family
{(fι, gι)}ι∈I , let us consider the asymptotic behavior of ‖fg‖22/ℓ2 as p→∞.
By Lemma 8.3 below we see that ‖f‖22/ℓ and ‖g‖22/ℓ both tend to 1 as
p→∞, so the asymptotic behavior of ‖fg‖22/(‖f‖22‖g‖22) is the same as that
of ‖fg‖22/ℓ2.
The ratio ℓ/p tends to the positive real number Λ, so if all our sequences
fι and gι are associated to the quadratic character, then ϕι = χι = χι for
all ι ∈ I, so then NA → −4Λ/3 as p → ∞. If all fι and gι are always
associated to the same nonquadratic character, then ϕι = χι 6= χι, and then
NA → −2Λ/3 as p→∞. If all fι and gι are always associated to conjugate
nonquadratic characters, then ϕι = χι 6= χι, so NA → −2Λ/3 as p → ∞.
If fι and gι are always associated to characters that are neither equal nor
conjugate, then NA is always 0.
Recall that Ω is continuous on {(x, y) : x 6= 0}, so that NB → Ω(1/Λ, 0)
as p→∞.
If fι and gι are always associated to the same (quadratic or nonquadratic)
character, then we are given the extra assumption that (r − s)/p → ∆ as
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p → ∞, and then NC → Ω(1/Λ,∆/Λ) as p → ∞. If fι and gι always have
different characters, then NC is always 0.
If fι and gι are always associated to conjugate (quadratic or nonquadratic)
characters, then we are given the extra assumption that (r + s)/p → Σ as
p → ∞, and then ND → Ω(1/Λ, 1 + Σ/Λ) as p → ∞. If fι and gι always
have nonconjugate characters, then ND is always 0.
The term E1 → 0 as p→∞ because ℓ/p tends to a positive real number
Λ as p→∞.
This completes the proofs of the limiting values of ‖fιgι‖22/(‖fι‖22‖gι‖22)
as pι → ∞ when the sequences fι and gι are multiplicative character se-
quences. If we replace these sequences with unimodularizations, then we
invoke Lemma 8.4 to see that the limits do not change. This completes the
proof of Theorem 4.1 
We conclude this section with technical lemmata that we used in our proof
of Theorem 4.1.
Lemma 8.1. Let F be a finite field, let a, b, c, d ∈ F , let ϕ,χ, ψ, ω be non-
trivial multiplicative characters of F , and let
S =
1
|F |3
∑
x∈F
Ga+x(ϕ)Gb+x(χ)Gc+x(ψ)Gd+x(ω).
Let
M =

G(ϕ)G(χ)G(ψ)G(ω)
|F |2
if a = b = c = d and ϕχ = ψω,
ϕψ(−1) if a = b 6= c = d, ϕ = χ, and ψ = ω,
1 if a = c 6= b = d, ϕ = ψ, and χ = ω,
1 if a = d 6= b = c, ϕ = ω, and χ = ψ,
0 otherwise.
Then S =M + E for some E ∈ C with |E| ≤ 3/
√
|F |.
Proof. We use Lemma 6.2(v) to see that
(23) S =
G(ϕ)G(χ)G(ψ)G(ω)
|F |3
∑
x∈F
ϕ(a+ x)χ(b+ x)ψ(c+ x)ω(d+ x).
Now we apply the Weil bound [24] to the sum over x ∈ F . Since all our
characters are nontrivial, this sum will be at most 3
√
|F | unless a, b, c, d can
be arranged into two pairs of equal values. This bound and the bound of
Lemma 6.2(iv) give the desired result when a, b, c, d cannot be paired thus.
When a = b = c = d, the sum over x ∈ F in (23) vanishes unless ϕχ = ψω.
So if ϕχ 6= ψω, we again obtain the desired result. If ϕχ = ψω, then the
sum over x ∈ F will be |F | − 1 by Lemma 6.1(iii), and we obtain
S =
|F | − 1
|F |3 G(ϕ)G(χ)G(ψ)G(ω),
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which differs from G(ϕ)G(χ)G(ψ)G(ω)/ |F |2 by a term of magnitude 1/ |F |
by Lemma 6.2(iv).
When a = b 6= c = d, then the Weil bound says that the sum over x ∈ F
in (23) will be at most
√|F | unless ϕ = χ and ψ = ω. So if ϕ 6= χ or ψ 6= ω,
we obtain the desired result by using Lemma 6.2(iv). If ϕ = χ and ψ = ω,
then the sum over x ∈ F will be |F | − 2, and we obtain
S =
|F | − 2
|F |3 G(ϕ)G(ϕ)G(ψ)G(ψ)
=
|F | − 2
|F | ϕ(−1)ψ(−1),
where we have used Lemma 6.2(vi),(iv) in the second equality. This differs
from ϕψ(−1) by a term of magnitude 2/ |F |.
When a = c 6= b = d, then the Weil bound says that the sum over x ∈ F
in (23) will be at most
√
|F | unless ϕ = ψ and χ = ω. So if ϕ 6= ψ or χ 6= ω,
we again obtain the desired result by using Lemma 6.2(iv). If ϕ = ψ and
χ = ω, then the sum over x ∈ F will be |F | − 2, and we obtain
S =
|F | − 2
|F |3 G(ϕ)G(χ)G(ϕ)G(χ)
=
|F | − 2
|F |
where we have used Lemma 6.2(iv) in the second equality. This differs from
1 by a term of magnitude 2/ |F |.
When a = d 6= b = c, then the Weil bound says that the sum over x ∈ F
in (23) will be at most
√
|F | unless ϕ = ω and χ = ψ, and the analysis
of this case is the same as the previous one, except that ψ and ω exchange
roles. 
Lemma 8.2. Let F be the prime field of order p, let ǫ be the canonical
additive character of F , and let ǫu be the additive character x 7→ ǫ(ux). Let
h, i, j, k, ℓ ∈ Z and let L = {0, 1, . . . , ℓ− 1}. Then the sum
S =
∑
a,b,c,d∈F
∣∣∣∣∣∣∣∣
∑
t,u,v,w∈L
t+u=v+w
ǫa(t+ h)ǫb(u+ i)ǫc(v + j)ǫd(w + k)
∣∣∣∣∣∣∣∣
satisfies |S| ≤ 64p4(1 + log p)3max(1, ℓ/p)3.
Proof. Since ǫa(h), ǫb(i), ǫc(j), and ǫd(k) are always of unit magnitude, we
have
S =
∑
a,b,c,d∈F
∣∣∣∣∣∣∣∣
∑
t,u,v,w∈L
t+u=v+w
ǫa(t)ǫb(u)ǫc(v)ǫd(w)
∣∣∣∣∣∣∣∣ ,
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and then note that ǫa runs through F̂ as a runs through F , and similarly
with b, c, and d. Then we employ [13, Lemma A.1] (using Γ = F , n =
1, with the map π1 : Z → F being reduction modulo p, and U = L =
{0, 1, . . . , ℓ − 1}) to see that the last expression for S is bounded above by
64p4(1 + log p)3max(1, ℓ/p)3. 
Lemma 8.3. Let {fι}ι∈I be an infinite family of sequences, where for each
ι ∈ I, there is a prime field Fι of order pι and a positive integer ℓι such
that fι is a multiplicative character sequence of length ℓι associated to some
character of Fι. Suppose that {pι}ι∈I is unbounded and that there is a pos-
itive real number Λ such that ℓι/pι tends to Λ as pι → ∞. Then there is a
P and an N such that for all ι ∈ I with pι ≥ P , not more than N terms
of the sequence fι are equal to 0. Then ‖fι‖22/ℓι → 1 as pι →∞. If f˜ι is a
unimodularization of fι for each ι ∈ I, then ‖fι‖2/‖f˜ι‖2 → 1 as pι →∞.
Proof. This is a special case of [13, Lemma A.2, Corollary A.3], where we
let e = 1 and set qι = pι, Sι = {0, 1, . . . , ℓι − 1}, and let αι : Z → Fι be the
map that effects reduction modulo pι. 
Lemma 8.4. Let {(fι, gι)}ι∈I be an infinite family of pairs of sequences,
where for each ι ∈ I, there is a prime field Fι of order pι and a positive
integer ℓι such that fι and gι are multiplicative character sequences of length
ℓι associated to some characters of Fι. Let f˜ι and g˜ι be unimodularizations
of fι and gι, respectively, for each ι ∈ I. Suppose that {pι}ι∈I is unbounded
and that there is a positive real number Λ such that ℓι/pι tends to Λ as
pι → ∞. Then CDF(fι, gι) tends to a real limit as pι → ∞ if and only if
CDF(f˜ι, g˜ι) tends to a real limit as pι →∞, and in this case, the limits are
equal.
Proof. Note that if u(z) =
∑d
j=0 ujz
j and v(z) are polynomials with complex
coefficients, then the triangle inequality for L2 norms gives
‖u(z)v(z)‖2 ≤
d∑
j=0
‖ujzjv(z)‖2(24)
= ‖v(z)‖2
d∑
j=0
|uj |
where the last step uses the fact that |ujzj | = |uj | for z on the complex unit
circle.
Lemma 8.3 furnishes a P and an N such that for every ι ∈ I with pι ≥ P ,
each of the sequences fι and gι has at most N of its terms equal to zero.
Thus f˜ι and fι differ in at most N terms and g˜ι and gι differ in at most N
terms, where the unimodularizations have a unimodular complex number in
place of a zero. We consider only ι ∈ I with pι ≥ P for the rest of this proof.
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By the triangle inequality for L2 norms,∣∣∣‖f˜ιg˜ι‖2 − ‖fιgι‖2∣∣∣ ≤ ‖(f˜ι − fι)g˜ι‖2 + ‖fι(g˜ι − gι)‖2
≤ N‖g˜ι‖2 +N‖fι‖2
≤ 2N
√
ℓι,
where the second inequality uses (24) and the fact that (when regarded as
polynomials) each of f˜ι − fι and g˜ι − gι is a sum of at most N monomials
with unimodular coefficients, and the third equality uses the fact that the
squared L2 norm of a polynomial is the sum of the squared magnitudes of its
coefficients, and each of g˜ι and fι is the sum ℓι monomials with unimodular
or zero coefficients.
Then ∣∣∣‖f˜ιg˜ι‖2 − ‖fιgι‖2∣∣∣
‖fι‖2‖gι‖2 ≤
2N
√
ℓι
‖fι‖2‖gι‖2 ,
and the right hand side tends to 0 as pι → ∞ because Lemma 8.3 shows
that both
√
ℓι/‖fι‖2 and
√
ℓι/‖gι‖2 tend to 1 as pι → ∞, and yet ℓι → ∞
as pι → ∞ (because ℓι/pι tends to the positive number Λ in this limit).
So ‖f˜ιg˜ι‖2/(‖fι‖2‖gι‖2) tends to a real limit as pι → ∞ if and only if
‖fιgι‖2/(‖fι‖2‖gι‖2) tends to a real limit as pι → ∞, and if these lim-
its exist, then they are equal. By Lemma 8.3, we know that ‖fι‖2/‖f˜ι‖2
and ‖gι‖2/‖g˜ι‖2 both tend to 1 as pι → ∞, so we may conclude that
‖f˜ιg˜ι‖2/(‖f˜ι‖2‖g˜ι‖2) and ‖fιgι‖2/(‖fι‖2‖gι‖2) have the same limiting be-
havior as pι → ∞. And by squaring both we see that CDF(f˜ι, g˜ι) and
CDF(fι, gι) have the same limiting behavior as pι →∞. 
9. Optimization of Crosscorrelation Demerit Factors
In this section we find the global minimum crosscorrelation demerit fac-
tors (or equivalently, global maximum crosscorrelation merit factors) for the
formulae in Theorems 3.1 and 4.1. Throughout this section R+ denotes the
set of positive real numbers. Recall the definition (9) of the function Ω(x, y).
The following gives the global minimum crosscorrelation demerit factor
for Theorem 3.1(i) and for Theorem 4.1(i).
Lemma 9.1. The function f : R+ × R→ R with
f(Λ,∆) = −2
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
,
∆
Λ
)
.
achieves a global minimum value of 0.649608 . . ., the smallest root of the
polynomial 6x3 − 42x + 54x − 19. This global minimum is attained if and
only if (Λ,∆) ∈ {(Λtrunc,m + 1/2) : m ∈ Z}, where Λtrunc = 0.557874 . . .,
the middle root of the polynomial 2x3 − 6x + 3. Equivalently the function
1/f(Λ,∆) achieves a global maximum value of 1.539389 . . ., the largest root
of the polynomial 19x3 − 54x2 + 42x− 6 for the same values of (Λ,∆).
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Proof. For any given value of Λ, we can use Lemma 9.5 below to find the
values of ∆ that globally minimize Ω(1/Λ,∆/Λ), namely ∆ ∈ {m + 1/2 :
m ∈ Z}. This reduces our problem to the minimization of the single-variable
function g : R+ → R with
g(Λ) = −2
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
,
1
2Λ
)
,
which achieves the claimed global minimum value when Λ = Λtrunc by
Lemma 9.6. 
The following gives the global minimum crosscorrelation demerit factor
for Theorem 3.1(ii) and for Theorem 4.1(ii).
Lemma 9.2. The function f : R+ × R→ R with
f(Λ,Σ) = −2
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
, 1 +
Σ
Λ
)
.
achieves a global minimum value of 0.649608 . . ., the smallest root of the
polynomial 6x3−42x+54x−19. This global minimum is attained if and only
if (Λ,Σ) ∈ {(Λtrunc, n+ 1/2 − Λtrunc) : n ∈ Z}, where Λtrunc = 0.557874 . . .,
the middle root of the polynomial 2x3 − 6x + 3. Equivalently the function
1/f(Λ,Σ) achieves a global maximum value of 1.539389 . . ., the largest root
of the polynomial 19x3 − 54x2 + 42x− 6 for the same values of (Λ,Σ).
Proof. For any given value of Λ, we can use Lemma 9.5 below to find the
values of Σ that globally minimize Ω(1/Λ, 1+Σ/Λ), namely Σ ∈ {n+1/2−Λ :
n ∈ Z}. This reduces our problem to the minimization of the single-variable
function g : R+ → R with
g(Λ) = −2
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
,
1
2Λ
)
,
which achieves the claimed global minimum value when Λ = Λtrunc by
Lemma 9.6. 
The following gives the global minimum crosscorrelation demerit factor
for Theorem 3.1(iii) and for Theorem 4.1(iii).
Lemma 9.3. The function f : R+ → R with
f(Λ) = Ω
(
1
Λ
, 0
)
achieves a global minimum value of 1. This global minimum is attained if
and only if Λ ∈ (0, 1]. Equivalently the function 1/f(Λ) achieves a global
maximum value of 1 for the same values of Λ.
Proof. This is immediate from the calculations in Lemma 9.7. 
The following gives the global minimum crosscorrelation demerit factor
for Theorem 4.1(iv).
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Lemma 9.4. The function f : R+ × R× R→ R with
f(Λ,∆,Σ) = −4
3
Λ + Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
,
∆
Λ
)
+Ω
(
1
Λ
, 1 +
Σ
Λ
)
.
achieves a global minimum value of 0.299216 . . ., the smallest root of the
polynomial 3x3−33x+33x−7. This global minimum is attained if and only
if (Λ,∆,Σ) ∈ {(Λtrunc,m+1/2, n+1/2−Λtrunc) : m,n ∈ Z}, where Λtrunc =
0.557874 . . ., the middle root of the polynomial 2x3 − 6x + 3. Equivalently
the function 1/f(Λ,∆,Σ) achieves a global maximum value of 3.342065 . . .,
the largest root of the polynomial 7x3 − 33x2 + 33x − 3 for the same values
of (Λ,∆,Σ).
Proof. For any given value of Λ, we can use Lemma 9.5 below to find the
values of ∆ and Σ that globally minimize Ω(1/Λ,∆/Λ) and Ω(1/Λ, 1+Σ/Λ),
respectively, namely ∆ ∈ {m+1/2 : m ∈ Z} and Σ ∈ {n+1/2−Λ : n ∈ Z}.
This reduces our problem to the minimization of the single-variable function
g : R+ → R with
g(Λ) = −4
3
Λ + Ω
(
1
Λ
, 0
)
+ 2Ω
(
1
Λ
,
1
2Λ
)
,
which achieves the claimed global minimum value when Λ = Λtrunc by
Lemma 9.6. 
We conclude this section with the technical lemmata used to prove Lem-
mata 9.1–9.4.
Lemma 9.5. Let x be a fixed nonzero real number, and let f : R → R with
f(y) = Ω(x, y). If 0 < |x| ≤ 2, then the global minimum value of f(y) is
Ω(x, x/2) and is attained if and only if y ∈ {(n+1/2)|x| : n ∈ Z}. If |x| ≥ 2,
then the global minimum value of f(y) is 0 (which equals Ω(x, x/2)), and is
attained if and only if y ∈ ⋃n∈Z[n|x|+ 1, (n + 1)|x| − 1].
Proof. Everything stated here is proved in [13, Lemma A.4], except for the
trivial observation that Ω(x, x/2) = 0 when |x| ≥ 2. 
Lemma 9.6. Consider the functions f : R+ → R and g : R+ → R with
f(x) = −4
3
x+Ω
(
1
x
, 0
)
+ 2Ω
(
1
x
,
1
2x
)
g(x) = −2
3
x+Ω
(
1
x
, 0
)
+Ω
(
1
x
,
1
2x
)
.
Each of these functions achieves its unique global minimum value when x =
0.557874 . . ., the middle root of the polynomial 2X3 − 6X + 3. The global
minimum value of f is 0.299216 . . ., the smallest root of the polynomial
3X3 − 33X + 33X − 7, while the global minimum value of g is 0.649608 . . .,
the smallest root of the polynomial 6X3 − 42X2 + 54X − 19.
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Proof. Lemmata 9.7 and 9.8 tell us that f ′(x) = −4/3 when x ∈ (0, 1/2].
If m is a positive integer and x ∈ [m,m + 1/2], then Lemmata 9.7 and
9.8 tell us that
f ′(x) = −4
3
+
2m(m+ 1)
x2
− 2m(m+ 1)(2m + 1)
3x3
+
4m2
x2
− 2m(4m
2 − 1)
3x3
= −4
3
+
6m2 + 2m
x2
− 12m
3 + 6m2
3x3
,
which has the same sign as h(x) = 3x3f ′(x) = −4x3 + (18m2 + 6m)x −
(12m3+6m2). Note that h(m) = 2m3 and h′(x) = −12x2+18m2+6m. So
if m ≥ 2, we see that h(x) > 0 for all x ∈ [m,m+1/2] because h(m) > 0 and
h′(x) ≥ h′(m+ 1/2) = 6m(m− 1) − 3 > 0 for all x ∈ [m,m+ 1/2]. On the
other hand, if m = 1, then h(x) = −4x3+24x− 18 and h′(x) = −12x2+24,
so that h(x) is increasing on [1,
√
2) and then decreasing on (
√
2, 1] and so
for x ∈ [1, 3/2] we have h(x) ≥ min(h(1), h(3/2)) = min(2, 9/2) = 2 so
h(x) > 0 for all x ∈ [1, 3/2]. So h(x) > 0 (and hence f ′(x) > 0) for all
x ∈ [m,m+ 1/2] for every positive integer m.
If m is a positive integer and x ∈ [m − 1/2,m], then Lemmata 9.7 and
9.8 tell us that
f ′(x) = −4
3
+
2(m− 1)m
x2
− 2(m− 1)m(2m − 1)
3x3
+
4m2
x2
− 2m(4m
2 − 1)
3x3
= −4
3
+
6m2 − 2m
x2
− 12m
3 − 6m2
3x3
,
which has the same sign as h(x) = 3x3f ′(x) = −4x3 + (18m2 − 6m)x −
(12m3−6m2). Note that h(m−1/2) = 2m3−3m2+1/2 and h′(x) = −12x2+
18m2−6m. So ifm ≥ 2, we see that h(x) > 0 for all x ∈ [m−1/2,m] because
h(m−1/2) > 0 and h′(x) ≥ h′(m) = 6m(m−1) > 0 for all x ∈ [m−1/2,m].
So h(x) > 0 (and hence f ′(x) > 0) for all x ∈ [m − 1/2,m] when m ≥ 2.
On the other hand, if m = 1, then h(x) = −2(2x3 − 6x + 3). Note that
the polynomial P (x) = −2(2x3 − 6x + 3) has P (−2) = 2, P (1/2) = −1/2,
P (1) = 2, and P (2) = −14, so P (x) has one root in each of the intervals
(−2, 1/2), (1/2, 1), and (1, 2) and Λtrunc as described in the statement of this
lemma is the middle root. And so we see that h(x) < 0 for x ∈ [1/2,Λtrunc),
h(Λtrunc) = 0, and h(x) > 0 for x ∈ (Λtrunc, 1], and recall that f ′(x) =
h(x)/3x3 always has the same sign as h(x).
Putting all our findings together, we have shown that f ′(x) < 0 for x ∈
(0,Λtrunc), f
′(Λtrunc) = 0, and f
′(x) > 0 for x ∈ (Λtrunc,∞), so that f(x) has
a unique global minimum at x = Λtrunc. Since Λtrunc ∈ (1/2, 1), Lemmata
9.7 and 9.8 show that
f(Λtrunc) = −4
3
Λtrunc + 1 + 4− 4
Λtrunc
+
1
Λ2trunc
.
Since Λtrunc satisfies 2X
3 − 6X + 3, we see that 1/Λtrunc = 2 − 2Λ2trunc/3,
from which one can deduce (using the relation 2Λ3trunc − 6Λtrunc + 3 = 0)
that f(Λtrunc) = 4Λ
2
trunc/3 − 2Λtrunc + 1, which is a root of the polynomial
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3X3−33X2+33X−7. This polynomial has one root in each of the intervals
(0, 2/3), (2/3, 1), and (1, 10). We see that f(Λtrunc) must be the root in
(0, 2/3) since f(Λtrunc) < f(1) = 2/3.
Note that g(x) = (f(x)+Ω(1/x, 0))/2, and since Lemma 9.7 tells us that
Ω(1/x, 0) always has a nonnegative derivative with respect to x, we see that
g′(x) is positive whenever f ′(x) is positive. Thus we know that g′(x) > 0
for all x ∈ (Λtrunc,∞). Furthermore, Lemma 9.7 tells us that the derivative
of Ω(1/x, 0) vanishes for x ≤ 1, so g′(x) = f ′(x)/2 for x ∈ (0,Λtrunc], so
that g′(x) < 0 for x ∈ (0,Λtrunc) and g′(Λtrunc) = 0. Thus we conclude
that g(x) achieves a unique global minimum at x = Λtrunc. And g(Λtrunc) =
(f(Λtrunc)+1)/2, so g(Λtrunc) is the smallest root of the polynomial 3(2X −
1)3 − 33(2X − 1)2 + 33(2X − 1)− 7 = 4(6X3 − 42X2 + 54X − 19). 
Lemma 9.7. Let Φ: R+ → R with Φ(x) = Ω(1/x, 0). If m is a nonnegative
integer, and x ∈ [m,m+ 1], then
Φ(x) = 2m+ 1− 2m(m+ 1)
x
+
m(m+ 1)(2m + 1)
3x2
Φ′(x) =
2m(m+ 1)
x2
− 2m(m+ 1)(2m + 1)
3x3
.
We have Φ′(x) = 0 for x ∈ (0, 1], while Φ′(x) > 0 for x > 1, so that Φ(x) = 1
for x ∈ (0, 1] and Φ(x) > 1 for x > 1.
Proof. Letm be a nonnegative integer and suppose x ∈ [m,m+1]. Then the
definition (9) of Ω tells us that Φ(x) =
∑m
n=−m(1−|n|/x)2 because 1−|n|/x
is nonpositive when |n| ≥ m+ 1. So Φ(x) = 1 + 2∑mn=1(1 − n/x)2 and we
can employ the usual formulae for sums of consecutive integers and sums of
consecutive squares to obtain the desired formula for Φ. Differentiation is
then straightforward, as long as one remembers to check that the left- and
right-hand derivatives of Φ(x) match when x is a positive integer.
It is clear from our formulae for Φ′(x) that Φ′(x) = 0 for x ∈ (0, 1], and
from the definition of Ω we see that Φ(x) =
∑
n∈Zmax(0, 1− |n|/x)2, which
is a sum of nondecreasing functions. The n = 1 term of this sum is strictly
increasing for x > 1, so that Φ′(x) > 0 when x > 1. 
Lemma 9.8. Let Ψ: R+ → R with Ψ(x) = Ω(1/x, 1/(2x)). If m is a positive
integer, and x ∈ [m− 1/2,m + 1/2], then
Ψ(x) = 2m− 2m
2
x
+
m(4m2 − 1)
6x2
Ψ′(x) =
2m2
x2
− m(4m
2 − 1)
3x3
.
We have Ψ′(x) = 0 for x ∈ (0, 1/2], while Ψ′(x) > 0 for x > 1/2, so that
Ψ(x) = 0 for x ∈ (0, 1/2] and Ψ(x) > 0 for x > 1/2.
Proof. We write 2Z+1 for the set of all odd integers, and then the definition
(9) of Ω shows us that Ψ(x) =
∑
n∈2Z+1max(0, 1 − |n|/(2x))2. So if x ∈
(0, 1/2], we see that Ψ(x) = 0.
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Let m be a positive integer and suppose x ∈ [m − 1/2,m + 1/2]. Then
Ψ(x) =
∑
n∈2Z+1
|n|≤2m−1
(1 − |n|/(2x))2 because 1 − |n|/(2x) is nonpositive when
|n| ≥ 2m + 1. So Ψ(x) = 2∑mk=1(1 − (2k − 1)/(2x))2, and we employ can
the usual formulae for sums of consecutive integers and sums of consecutive
squares to obtain the desired formula for Ψ. Differentiation is then straight-
forward, as long as one remembers to check that the left- and right-hand
derivatives of Ψ(x) match when x is equal to half an odd positive integer.
It is clear from our formulae for Ψ′(x) that Ψ′(x) = 0 for x ∈ (0, 1/2].
Since Ψ(x) =
∑
n∈2Z+1max(0, 1 − |n|/(2x))2 is the sum of nondecreasing
functions and the n = 1 term is strictly increasing when x > 1/2, we see
that Ψ′(x) > 0 when x > 1/2. 
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