Virtual nesting is a popular control strategy for network revenue management. In virtual nesting, itinerary-fare-class combinations are mapped (indexed) into a small number of virtual classes on each leg of the network. Leg protection levels are then applied to these virtual classes to control itinerary availability. Bertsimas and de Boer [8] recently proposed a simulationbased optimization method for computing the protection levels in a virtual nesting control scheme. In contrast to traditional heuristic methods, their method has the advantage of better approximating the true network revenues produced by the virtual nesting protection levels. However, because Bertsimas and de Boer [8]'s method is based on a discrete model of capacity and demand, it has both computational and theoretical limitations.
Introduction
Optimally rationing the amount of capacity sold to various demand classes is a central problem in airline revenue management. The so-called single-leg problem involves rationing capacity on a single°ight leg. This problem has received signi¯cant attention in the academic literature in the past, see for example Littlewood [28] , Belobaba [1, 2] , Brumelle and McGill [9] , and Lee and Hersh [26] ). See McGill and van Ryzin [30] for a survey of the research in the revenue management eld or the book by Talluri and van Ryzin [39] for further discussions. However, more recently revenue management practitioners and researchers have turned their attention to network { or origin-destination (O-D) { revenue management. In network revenue management, the objective is to jointly manage the capacities of a network of resources. For example, managing the capacities of a set of°ights in a hub-and-spoke airline network with connecting and local tra±c, or managing hotel capacity on consecutive days where customers have varying lengths of stays. The dependence among the resources in these cases is created by customer demand; customers may require several resources simultaneously (e.g. two connecting°ights, or a number of consecutive days at a hotel) to satisfy their needs. Thus, accepting demand will reduce capacity on multiple resources simultaneously, creating down-stream and up-stream \displacement costs". To make network-optimal revenue decisions, therefore, requires a network-level approach to capacity control.
The potential revenue gains from network revenue management are signi¯cant. Indeed, simulation studies of airline hub-and-spoke networks by various researchers have demonstrated signi¯cant revenue bene¯ts from using network methods over single-leg methods (e.g. Belobaba and Lee [5] , Belobaba [4] , and Williamson [40] ). Several major airlines are now using network methods and many revenue management vendors now supply network revenue management systems.
However, exact network optimization is not a practical reality due to the large dimensionality of the stochastic, dynamic programming models that result. Instead, one of several approximate methods are typically used. Some approximations are based on deterministic math programming models. Among these are the minimum cost network formulations by Glover et.al. [21] and Dror et.al. [13] . Williamson [40] proposed and investigated math programming methods based on linear and nonlinear programming approximations. Curry [11] describes a combined mathematical programming and marginal analysis formulation for the O-D problem that produces nested fare classes, where each O-D nest is separately optimized for single-leg, nested protection levels.
Other approximations are based on decomposing the network problem into a collection of leglevel problems. One of the oldest decomposition approximations is the so-called virtual nesting method, developed initially at American Airlines [38, 37] . In virtual nesting, O-D itineraries are clustered according to some criteria (usually based on an estimate of the itineraries \network revenue value") to form a small number of \virtual classes" on each leg. This mapping of itineraries to virtual classes is called indexing. Demand and revenue statistics from these aggregated virtual classes are then used as inputs to a single-leg model, which provides nested protection levels for these virtual classes on each leg of the network. In this way, the network problem is decomposed into a collection of leg-level problems. Moreover, the structure of traditional single-level controls is preserved { an important factor in cases where a reservation system is designed to implement only leg-level, nested allocation controls. Yet by clustering itineraries by their estimated network revenue values, virtual nesting attempts to capture the \network e®ects" of accepting an itinerary. For these reasons, virtual nesting methods have proved to be quite popular in practice.
Recently, an interesting improvement on virtual nesting was proposed by Bertsimas and de Boer [8] . Their idea is to view the virtual nesting indexing and nested protection levels as de¯ning a \class" of control strategies, parameterized by the set of protection levels on the network. Starting with a given initial set of protection levels, they then combine simulation-based optimization and approximate dynamic programming ideas to improve these protection levels. The key idea is that this combination is built on the true network e®ects of changing virtual nesting protection levels { and not simply on a heuristic decomposition approximation to the network e®ects as in traditional virtual nesting.
However, to perform this simulation-based optimization, Bertsimas and de Boer use a discretecapacity, discrete-demand model of the network problem. They assume that the booking period is divided into time windows, and every time the booking process enters a new time frame, the protection levels are reoptimized. This is accomplished by using simulation-based optimization to determine the revenue generated during the current time window and by using an approximation of the value function to estimate the revenue-to-go from next period on. While running the simulation, when a protection level becomes binding, it is perturbed and the new revenue is estimated accordingly.
While this discrete model is realistic, it leads to a di±cult optimization problem in several respects. First, one must use¯rst di®erence (rather than subgradient) estimates of sensitivity, which create computational di±culties. Indeed, to compute all¯rst-di®erences exactly requires roughly a separate sample path calculation for each protection level parameter. This is too computationally intensive to be practical for large networks. Secondly, Bertsimas and de Boer use a stochasticgradient-like algorithm (i.e. stochastic steepest ascent) together with rounding at each iteration, where the ascent direction is determined by the approximate¯rst-di®erence estimates. The di±culty here is that ascent methods together with rounding at each step are not guaranteed to converge for discrete problems { either locally or globally. Thus, both the sensitivity estimate and the basic stochastic iteration itself are essentially heuristic in nature. Despite these theoretical concerns, Bertsimas and de Boer [8] report promising numerical results { and the overall idea of their method is a clever and practical one.
Motivated by the potential of this simulation-based optimization approach, we propose and analyze a variation of the idea that overcomes many of the shortcomings of the Bertsimas and de Boer [8] method. The key di®erence is that we use a continuous capacity and demand (°uid) model of the problem that allows for partial acceptances. While somewhat less realistic in terms of the ¯ne-grained detail of the simulation, the advantage of the model is that it leads to a much easier continuous optimization problem. Indeed, we show how to compute sample-path subgradients for the network revenue function exactly for all parameters simultaneously via a simple recursion that is not much more complex than simulating a single sample path of demand. Thus, the sensitivity estimate is more accurate and e±cient than in the discrete case, and is also quite easy to implement. We then embed these sample-path subgradients in a stochastic approximation algorithm as in Bertsimas and de Boer's method, but without rounding at each iteration. Because our model is continuous and the revenue function is su±ciently smooth, we are able to prove the local convergence of this method. As a¯nal heuristic step, one can then round the¯nal parameter values as needed to generate integer-valued protection levels. This°uid-model approach is similar in spirit to that in Mahajan and van Ryzin [29] for a stochastic inventory problem.
Moreover, the method appears to have good practical potential. Our numerical experiments show signi¯cant revenue increases with respect to the starting protection levels. Moreover, the method is quite fast even on problems of realistic size. Thus, both theoretically and practically we believe it is an appealing approach.
The remainder of the paper is organized as follows: In Section 1 we introduce the discrete model and its continuous approximation. Section 2 describes the sample path view of the network demand. In Section 3 we present the way we improve an initial set of protection levels through a subgradient based method. Section 4 shows some numerical results, and we present our conclusions in Section 5.
Notation
We begin by introducing some notational conventions. For a vector x, x j denotes its j th component, and x T is the vector transpose. For a number a, we denote a + = maxfa; 0g. Let N denote the set f1; : : : ; ng. We use If¢g for the indicator function, a.s. means almost surely, c.d.f. is short for cumulative distribution function, and w.p.1 is short for with probability 1. Finally, the symbol ©(¢) stands for the cumulative distribution function of the standard normal.
Model formulation
The network under study has m resources which can be used to provide n products (e.g. in an airline network each resource could correspond to a single-leg°ight, and a product is de¯ned by an itinerary and price-class combination). De¯ne the incidence matrix A = [a ij ] 2 f0; 1g m£n . We let a ij = 1 if resource i is used by product j, and a ij = 0 otherwise. Thus, the j-th column of A, A j , is the incidence vector for product j; and the i-th row A i is the incidence vector for resource i. We use the notation i 2 A j to indicate that resource i is used by product j; and j 2 A i to mean that product j uses resource i. The state of the network is described by a vector x T = (x 1 ; : : : ; x m ) of resource capacities. If one unit of product j is sold, the state of the network changes to x ¡ A j .
To simplify the analysis, we will ignore cancelations and no-shows. The revenue for accepting one unit of product j is r j . A request for product j is mapped to virtual class c i (j) on each resource i used by product j as given by a¯xed indexing scheme, which we assume is given. Indeed, a variety of methods can be used to perform this indexing, as discussed below, and our algorithm works with any of them. While some indexing schemes will no doubt yield better performance than others, the indexing scheme itself is not the focus of our analysis, and hence is assumed to be an input to our model.
We assume there are ¹ c +1 virtual classes on each resource, and that virtual class 1 is the highest in the nesting order, followed by virtual class 2, etc. Let y ic denote the protection level for virtual classes c and higher on resource i. Under a virtual nesting control, requests in virtual class c + 1 are accepted if and only if the remaining capacity on each leg i required by the booking exceeds y ic (the protection level for higher virtual classes). In other words, class c + 1 requests only have access to the capacity in excess of y ic on each leg i.
Let y = (y 11 ; : : : ; y 1¹ c ; : : : ; y m1 ; : : : ; y m¹ c ) denote the vector of all m¹ c protection levels. The protection levels are nested, so we require
where x i is the capacity of resource i. Let £ be the set of all y satisfying these constraints. We assume dummy protection levels y i0 when needed: y i0 = 0; 8i, representing the fact that there is no protection level for the highest virtual class on each leg. We assume the protection levels y remain constant throughout the booking process. This corresponds to what is called \theft nesting". [12] Another alternative, called \standard nesting", is to update protection levels after requests are accepted. Speci¯cally, in standard nesting if a request for one seat is accepted for a virtual class c on a given leg, the protection levels for classes c and lower (i.e. classes c; c + 1; : : : ; ¹ c) are reduced by one. The rational for this adjustment is heuristic, but the idea is roughly to compensate for lower expected demand-to-come for class c after we observe an arrival of a class c request. There is e®ectively no di®erence between these two versions of nesting when low-fare demand arrives before high-fare demand. However, if the order of arrivals is mixed (as it is possible in virtual nesting schemes), theft nesting can potentially \over-protect" capacity for high-fare demand, though the relative performance of the two methods can depend on the frequency of reoptimization. Both nesting methods are found in airline industry practice, though we restrict our analysis here to theft nesting. Our approach can be modi¯ed to work also with standard nesting.
We take a sample path view of the demand and sales process. Let T denote the number of customers on a sample path, with T being¯nite w.p.1. The demand is characterized as a sequence of customer requests ! = f» t : t = 1; : : : ; T g. Each element » t in the sequence is a pair » t = (j t ; q t ), where j t is a realization of a random variable on the support N representing the product type requested by customer t; and q t is a realization of a nonnegative random variable with¯nite¯rst moment, denoting the amount requested. Note that this demand model is rather general, and allows arbitrary order of arrivals among the virtual classes, arbitrary correlation and coe±cients of variation between successive demands, etc. In most cases, q t is typically a discrete random variable (e.g. number of seats to book in a°ight). The index t runs forward in time (i.e. t = 1 represents the¯rst customer, t = 2 is the second customer, and t = T is the last one).
Request t for an amount q t = q of product j t = j is then processed as follows: First, let x(t) denote the vector of remaining capacities for customer t. The available capacity for j on each resource i 2 A j is then (x i (t) ¡ y i;ci(j)¡1 ) + . That is, the capacity available to j is the remaining capacity x i (t) minus the protection level for virtual classes higher than the virtual class of j on leg i (or zero if this di®erence is negative).
Our key assumption is that capacity and demand are continuous quantities and moreover that requests can be partially accepted. Speci¯cally, the amount of request accepted, denoted u j (x(t); y; q), is given by the minimum available capacity among all the resources required by j, or q if there is at least q units of capacity on all these resources. Formally,
Essentially, we are considering demands as°uids, which we can partially accept if the available capacity is positive but less than the quantity q requested. For the same !, de¯ne R t (x(t); y; !) to be the revenue-to-go over periods t; t + 1; ::; T starting with a vector x(t) of remaining capacities and protection levels y. We then have the following set of recursive forward equations for determining the revenues R t (x(t); y; !) = r jt u jt (x(t); y; q t ) + R t+1 (x(t + 1); y; !) (3)
for t = 1; :::; T , with boundary conditions R T+1 (x; y; !) = 0 for all x; y; !; and x(1) = x. The total sample path revenue is given by R(y; !) = R 1 (x; y; !):
Our objective is to maximize the expected revenue over the set £ of feasible protection levels:
where
(Here, and in what follows, expectation is taken with respect to the random sequence of demand.)
Sample path analysis
We begin by analyzing the sample path revenue R t (x(t); y; !) given in (3) as a function of the protection levels y and the capacity x(t).
Subgradients of the revenue function
Note that by allowing partial acceptance of requests, the function u j (x(t); y; q) de¯ned by (2) is continuous and piecewise-linear in y. Moreover, one can easily verify that y i;c i (j)¡1 = x i (t) ¡ q and y i;c i (j)¡1 = x i (t) are points of nondi®erentiability, which makes R(y; !) a continuous but non-smooth function of y. Indeed, we cannot even guarantee that R t (x(t); y; !) is di®erentiable with respect to y w.p.1, since the event y i;c i (j)¡1 = x i (t) can occur with some positive probability (e.g. with positive probability we can get a sequence of high quantity requests such that the value u j (x(t); y; q) = 0 in (2) for a sequence of consecutive t's is determined by the fact that y i;ci(j)¡1 = x i (t)). This fact violates well known su±cient conditions for the di®erentiability of g(y), and in particular for the interchangeability between derivative and expectation (see Glasserman [20] for a good reference on this topic). Nevertheless, the function R t (x(t); y; !) is reasonably well behaved in that it is generalized di®erentiable (GD, see Norkin [31] for a formal de¯nition). The generalized di®erential @f of a function f includes the Clarke's subdi®erential @f (see Clarke [10] ), which for example in the case of a convex function at a given point coincides with the convex hull of supporting hyperplanes determined by the directional derivatives. Each element of @f(x) is a (generalized) subgradient of f at x. 1 Among other properties, GD functions are closed with respect to max and min. Continuously di®erentiable functions are generalized di®erentiable as are concave and convex functions. Also, there is a calculus of subgradients in which the subdi®erential of a composite function is calculated by the standard chain rule. Finally, the class of GD functions is also closed with respect to expectation: In our case, we will consider subgradients of R t (x(t); y; !), in particular the right derivatives with respect to y and left derivatives with respect to x. We use these right and left derivatives because they are consistent with a \chain rule" for right/left derivatives that occurs in the recursions.
Speci¯cally, for a given scalar function f (x), let
denote, respectively, the right and left derivatives with respect to x, de¯ned by
1 Clarke de¯ne the generalized gradient of f at x, denoted @f (x), as the convex hull of the set of limits of the form lim rf (x + hi), where hi ! 0 as i ! 1. As an example where the generalized di®erential is equivalent to Clarke's generalized gradient, consider the function f (x) = jxj; x 2 R. Then, @f(x) = @f(x) = 8 > > < > > :
These directional derivatives give an approximation to the value of f(x). For a small ¢x > 0,
Consider another scalar function s(x) that is increasing in x. Then from the de¯nition of right derivatives, we have the following chain rule
and similarly from the de¯nition of a left derivative
When s(x) is decreasing, then the same limits yield
So, we have all possible cases derived, though in what follows we will be using just (8) and (9). 2 2 The complete derivation of the formulas is as follows: For equation (8), we have
From s(x) being continuous and increasing, ¢x " 0 implies ¢s " 0, then
Equation (9) comes from:
¢x From s(x) being continuous and decreasing, ¢x # 0 implies ¢s " 0, then 
De¯ne the vector of right derivatives of R(y; !) with respect to y as:
Notice that @ + @y R(y; !) 2 ¹ @R(y; !):
From (5), we can also write (10) as:
Analogously, the vector of left derivatives with respect to x is:
From (3), note the function R t+1 (¢) is a function of x(t+1) (de¯ned in (4)). Hence, when taking the partial derivatives with respect to x(t) and y, we will use the fact that x i (t + 1) is increasing in all components of x(t) and is decreasing in all components of y (i.e. higher available capacity in one period and/or lower protection levels imply more remaining capacity in the next period).
Therefore, using expression (9), we obtain the set of backward equations for the right derivatives with respect to y ic :
+ @ + @y ic R t+1 (x(t + 1); y; !); 8i; c; t:
A similar set of backward equations for the left derivatives with respect to x i is calculated using formula (8):
with boundary conditions
(The Appendix provides a detailed derivation of the partial derivatives for the revenue function.)
Note that the general form of the two subgradients is very similar. The term in the parentheses is simply the marginal revenue for accepting one extra unit of product j minus the marginal displacement cost over the legs used by product j { in other words, product j's displacement adjusted revenue value. This quantity is multiplied by the subgradients of the acceptance function ( @ + @y ic u j (x; y; q) or @ ¡ @x i u j (x; y; q)) to give the marginal value in the current period. Adding this to the marginal revenue-to-go gives the total subgradient.
Subgradients of u j
We next determine the subgradients of u j (x; y; q). From (2), one can determine for all i and c the following right derivative:
In words, the quantity of demand accepted from a request for product j in state x is reduced (one-for-one) by a slight increase in the protection level y ic if and only if all of the following hold: i) resource i is used by j, ii) the capacity available on resource i is a binding constraint, iii) the amount accepted is positive but constrained by the protection levels, iv) class c is higher in the nesting order than the virtual class of product j, and v) the protection level for class c is binding. In all other cases, a small change in y ic does not a®ect the amount of j we accept.
These conditions are further illustrated in Figures 1 and 2 , which show a request at time t for q units of product j that uses resources 1, 2 and 3. The height of the bars represent the capacity remaining at time t, and the quantities y i;c i (j)¡1 represent the protection levels for product j on each resource i. The unshaded areas therefore represent the capacity available for product j on each of the three resources. Note in Figure 1 that there is su±cient capacity available on all three resources to fully satisfy the request for product j so u j = q. Thus, a small increase in y i;c i (j)¡1 will not a®ect the quantity of product j accepted in this time period and therefore
u j (x; y; q) = 0 for all i. However, in Figure 2 , the requested quantity exceeds the available capacity on resource 3 and the request can only be partially¯lled because of the protection level constraint on resource 3, so u j = x 3 ¡ y 3;c3(j)¡1 . In this case, a small increase in y 3;c3(j)¡1 will reduce the amount of product j that we accept in this period, so @ + @y 3;c 3 (j)¡1 u j (x; y; q) = ¡1. An increase in any of the other protection levels on resources 1 and 2, however, will not a®ect the quantity accepted because these protection levels are not binding. This example illustrates the conditions leading to (13) . 
In words, the quantity of demand accepted from a request for product j in state x is decreased (one-for-one) by a slight decrease in the capacities x i (see equation (7)) if and only if all of the following hold: i) resource i is used by j, ii) the positive capacity available on resource i is a binding constraint, and iii) there is some positive capacity available on resource i.
Example calculation
The following example illustrates the mechanics of the subgradient calculation: Consider a single leg problem, with 3 products, 3 virtual classes (one per product) and revenues r = (25; 19; 10). Suppose x = 8, and protection levels are y = (2; 4). Assume all requests are for a single seat, and take the sample path of requests for products to be ! = (3; 3; 3; 3; 2; 1). In this case, the fourth request for product 3 meets a binding constraint because 4 seats out of 8 are reserved for classes 2 and 1. Then, when incrementing y 2 (or decreasing x) we will be rejecting some of product 3, decreasing the revenue by 10. The subgradients here are @ + @y R 1 (x; y; !) = (0; ¡10) and @ ¡ @x R 1 (x; y; !) = 10
Note that the left partial with respect to x is positive, even though it represents a marginal decrease in the revenue (See equation (7).). Now, suppose instead that the sample path request for products is ! = (3; 3; 3; 3; 2; 2; 2; 1; 1; 1):
Here, the third request for product 2 is rejected, because there are two seats reserved for class 1. The third seat for class 1 is also rejected, because there is no more space available at this point. The subgradients here are then @ + @y R 1 (x; y; !) = (6; 9) and @ ¡ @x R 1 (x; y; !) = 10
In words, by incrementing y 2 we will be able to accept an additional increment product 2 at the expense of reducing an increment of product 3. So,
Similarly, by incrementing y 1 , we will accept an additional increment of product 1, but lose an increment of product 2:
Regarding the sensitivity with respect to x, when decreasing the number of seats available, we reduce the amount accepted of product 3, because four units of capacity are reserved for classes 1 and 2 and therefore an additional increment of product 3 will be rejected.
Complexity analysis
The procedure for calculating a sample based subgradient consists of two passes: In the forward pass, it accounts for the state of the network observed by the arrival stream of customers (i.e. available capacity met by customer t, and quantity allocated to him). The backward pass rebuilds the capacity seen by each customer, identi¯es all the binding protection levels and calculates the subgradient accordingly. It can be seen that the overall complexity of this routine is determined by the backward pass.
If K is the total number of binding protection levels met during the whole sample path, and recalling that T is the number of customers in the stream, then the computation of the sample path subgradient takes O(K + T ). This complexity relies on the reasonable assumption that there is a small constant upper bound for the number of legs per product (for instance, in the airline industry we could take a value of 4, which corresponds to having products with at most 3 stop-overs). When a request hits a protection level, then the number of components to update in the subgradient vector is also small (more precisely, at most 4¹ c).
The¯nite-di®erence method of Bertsimas and de Boer, however, would take O(K T ) for the same sample. This is due to the fact that for all binding protection levels identi¯ed in the forward loop of their algorithm, the corresponding¯rst di®erence has to be evaluated. This would require in the worst case looping over all T booking requests and checking whether the request should be accepted or not.
For real size networks, where one can expect large values of K, the di®erence becomes signi¯cant.
Lack of quasiconcavity of the revenue function
With our continuous model, we can also investigate quasiconcavity properties of the revenue function. Our main result here is a negative one: we demonstrate that, in general, the sample path pro¯t function is not quasiconcave in the protection levels vector. The signi¯cance of this result is that without quasiconcavity, we cannot preclude the possibility that there maybe local optima in the expected pro¯t of the continuous problem (6) . While this is not entirely surprising, the problem is worth verifying formally.
Theorem 1 There exist sample paths ! on which the sample path revenue function R(y; !) for the continuous problem is not quasiconcave.
Proof. We exhibit a sample path in Table 1 , on which the revenue function is not quasiconcave. There is a single leg (m = 1), and three products (virtual classes) with revenues r = (10; 7; 6). The capacity is set at x = 8, and 11 customers arrive, with requests for just one unit each. There are two sets of protection levels given by y = (3; 5), i.e. the seller reserves 3 seats for highest class and 5 for classes 1 and 2; and z = (1; 7). Their convex combination given by ®y + (1¡ ®)z at ® = 0:5 is the set of protection levels (2; 6). Columns x(t + 1) represent the remaining capacity for the next customer t + 1. Given the integrality of protection levels and the unit requests, each customer is fully accepted or rejected. Table 1 shows that the revenue from protection levels y is 3£10+3£7+2£6 = 63 (i.e., seller has accepted three products 1, three products 2 and two products 3). From protection levels z, revenue is 2 £10 +6 £ 7 = 62, and from the average protection levels, revenue is 2 £10+ 5£ 7+ 1£ 6 = 61. Hence, quasiconcavity is not veri¯ed; that is, this sample path has strictly fewer revenue using a convex combination of two sets of protection levels, in this case (2; 6), than with both y = (3; 5) and z = (1; 7). 2 
Algorithm for Solving the Problem
We next turn to the issue of using these sample-path subgradients in a simulation-based optimization algorithm. There are two main approaches for doing this: sample average approximation methods (SAA) and stochastic approximation methods (SA). SAA methods generate a¯xed set of sample paths and then solves a deterministic problem on this¯xed sample using traditional optimization techniques. In a nonsmooth framework such as the one we are dealing with, bundle methods like the ones discussed in Lemar ¶ echal [27, Section 6] are appropriate. The theory and application of SAA are discussed in Plambeck et.al. [34] , Kleywegt and Shapiro [24] , and Shapiro [36] .
In contrast, SA methods generate one or more new sample paths per iteration, and then gra-dients from this sample are used as a \steepest ascent" direction. A step is taken in this direction and the procedure is repeated. [15] for an application to optimization of risk insurance processes). A sketch of the stochastic generalized gradient method is as follows: For a random function F(x) = E ! [f (x; !], the method attempts to maximize F (x) on a constraint set X through the iterations:
where ¦ X (¢) is a projection operator on the set X, ½ k is a step length, and s (k) is an estimate of a (generalized) subgradient of F(x). Based on preliminary tests using both the SAA and the SA methods, we settled on using SA. Naive versions of the SAA were less e±cient than SA in our experience, because the cost of each gradient calculation were quite high (e.g. SAA required computing gradients for, say, a 1000 sample paths for each interaction versus one (or a small number) in the case of SA). Thus, despite the fact that SA required more iterations in total, it was faster overall. However, this is not an entirely fair comparison because we did not try SAA with more advanced bundle methods, which would likely improve the e±ciency of the approach signi¯cantly. In general, more sophisticated algorithms applied to SAA would be worth investigating but are somewhat beyond the scope of this paper. Our aim, instead, is simply to implement a straight-forward version of the algorithm to get a¯rst-cut sense of its performance. In addition, the SA algorithm is provably convergent in our case (as we show below) and thus has some theoretical value as well.
Stochastic generalized gradient method
To maximize g(y) = E[R(y; !)] over the convex compact set £ de¯ned by constraints (1), we require an initial feasible point y (0) 2 £, and a sequence of step sizes f½ k g verifying
In particular, we have chosen a step size ½ k = a=k, for some constant a > 0. For a number of iterations L and a batch size M (totalizing N = L£ M demand sample paths), our implementation of the stochastic generalized gradient method proceeds as follows:
Stochastic generalized gradient algorithm
Step 1 Compute an initial feasible set of protection levels y (0)
Step 2 
c. Set new step size ½ k := a=k. d. Update the protection levels for the next iteration, using the equation
where ¦ £ (¢) is the orthogonal projection into the feasible set £.
Step 3 Returnŷ N . Stop.
Some comments about the algorithm are in order. We run a large number, L, of iterations to improve an initial feasible set of protection levels obtained in Step 1. In practice, some stopping criterion can be employed to terminate the algorithm, though one weakness of stochastic subgradient methods is that they lack good stopping criterion (Shapiro [36] ).
Within each iteration, in Step 2.a we generate a batch of M sample paths. This step could be speeded up by using parallel simulation across M processors. Step 2.b, for M > 1, has the purpose of \smoothing" estimates and is introduced in Ermoliev [14] . Gaivoronski [19] suggests taking M = 1 at the beginning of the search, and then increasing it in later stages of the algorithm. Any variance reduction technique may be applied at this stage. Note that the subgradient calculation could also be run in parallel. There are several other approaches for computing the new subgradient. For example, Norkin [32] and Ermoliev and Norkin [17] propose considering the average of some previous stochastic subgradients as search direction, with the purpose of getting a better estimate of the current subgradient and a better ascent direction of the objective at the current point y (k) . However, we tried only the simple averaging variation.
The step size chosen in Step 2.c is the most popular among practitioners. Discussions about alternative approaches can be found in P°ug [33] .
The projection in Step 2.d is such that:
For each resource i, this projection is given by a quadratic program with linear constraints, and can be solved e±ciently using standard methods like a modi¯cation of the simplex (see Wolfe [41] ) or barrier-type algorithms (see Bertsekas [7, Chapter 4] ). Note that this projection typically involves small number of variables and small number of constraints.
Observe that in view of Theorem 1, our algorithm is unlikely that the method is globally convergent; however, the next theorem shows that it is at least locally convergent:
Theorem 2 The stochastic generalized gradient method converges a.s. to a stationary point of
Proof. De¯ne linear functions Ã ij (y) of the form:
. . . = . . .
and the generalized di®erentiable function:
Note that we could write the feasible set £ as
Regularity condition inf ³2 ¹ @ª(y) jj³jj > 0 holds in this case. From here, de¯ne
We also know that the function R(y; !) is generalized di®erentiable, and that the generalized di®erentiation and expectation operators are interchangeable, i.e. ¹ @g(y) = E[ ¹ @R(y; !)] (see equation (6) and Section 2). Then, for our selection
Let £ ¤ = fyj 0 2 ¹ @g(y) + K £ (y)g and g ¤ = fg(y)j y 2 £ ¤ g. Since the norm of the revenue subgradient is clearly bounded (note that¯@ + @yic R(x; y; !)¯· r 1 ), conditions are veri¯ed to apply Theorem 5.1 in Ermoliev and Norkin [17] : maximal cluster points y (k) a.s. belong to £ ¤ and all cluster points of fg(y (k) )g a.s. constitute an interval in g ¤ . 2
It is important to note that the method does not exhibit monotonic behavior; we are only guaranteed that there exists a subsequence of the points visited by the algorithm that follows an ascendent path.
Checking for improvement
After running the stochastic generalized gradient method, we ran hypothesis tests to check ifŷ N outperformed the initial y (0) in terms of the revenues it provides. The test proceeds as follows: Let ! 1 ; : : : ; ! N be an i.i.d. random (or pseudorandom) sample of requests, and de¯ne the estimator:
For any given y 2 £, by the Strong Law of Large Numbers (SLLN), the sample revenue averagê g N (y) converge to their expected value g(y) w.p.1 as N ! 1. Then, for a big N , we test the hypothesis:
We checked both sets of protection levels on the same demand instances, so estimatorsĝ N (ŷ N ) andĝ N (y (0) ) are not stochasticly independent. Hence, we need a one-sided matched pairs test to test H 0 at a given con¯dence level. Note that the di®erenceĝ N (ŷ N )¡ĝ N (y (0) ) can be represented as the average of independent random variables W i ; i = 1; : : : ; N; where
To do so, we compute W = N ¡1 P N i=1 W i , and the sample variance for the revenue di®erence
Here, ® is the signi¯cance level of the test (typically ® = 5% or ® = 2:5%), where we are assuming that the sample is large enough (i.e. N > 30) so that it is approximately normal, so z ® = © ¡1 (1¡®). From this one can infer the p-value (i.e. the smallest ® for which we reject H 0 ) by setting p = 1 ¡ ©(W p N =s). Alternatively, one can report the z-statistic of the test, de¯ned as z = W p N=s. A large value of z translates in a high con¯dence for rejecting H 0 .
Numerical experiments
In this section we describe the results of some numerical test of our algorithm. We implemented the stochastic generalized gradient algorithm in C++ on a Pentium IV Workstation (CPU of 2.00 Ghz, and RAM of 512Mb) under Windows 2000. 4 For the virtual nesting scheme, we used a standard version of displacement adjusted virtual nesting (DAVN), as proposed in Williamson [40] . The method is based on solving a deterministic linear program based on the mean demands. The dual variables from this linear program are used Figure 3 : Evolution of the protection levels for the stochastic algorithm in Example 1 to both compute displacement adjusted revenues and cluster products into virtual classes. Then, a single-leg stochastic model is solved to determine protection levels for the virtual classes. The details of our particular implementation of this method are described in the Appendix. This method is both well-known and commonly used in practice, and therefore serves as a good reference point for testing our algorithm. We still keep the assumption that DAVN is implemented through theft nesting.
Example 1
We start by considering a small example to illustrate how the stochastic generalized gradient algorithm evolves from an initial solution. Here, we have a single leg with capacity x = 150 and 3 di®erent products (virtual classes). The revenues are r = (200; 160; 100). Demands are assumed normal, with means ¹ = (40; 65; 70), variances ¾ 2 j = p u j and distributions truncated between 0 and 2¹ j . From these parameters, we calculate discrete distributions (a probability mass function is calculated from the normal c.d.f.). Two sets of 100 sample paths are considered (taking just one sample per batch), and the evolution of their subgradients is described in Figure 3 . We chose a step length ½ = 0:08=k.
For the¯rst set of sample paths, the initial solution is y (0) = (25; 85), which is deliberately bad because the protection level for the highest class is much lower than its demand mean. However, it illustrates the behavior of the stochastic algorithm and the level of improvement that it achieves. Its output before rounding wasŷ N = (36:25; 104:73). The sample average revenue increased from 21,100 at y (0) up to 22,873 atŷ N , with a signi¯cant test statistic z = 66:9. For the second set, the initial solution is y (0) = (30; 80). Its output before rounding was The patterns observed are typical of the algorithm behavior, with big jumps at the beginning and oscillating behavior within a small region afterwards (see Gaivoronski [19] for other numerical examples exhibiting similar convergence patterns). Note also that the¯nal solutions are very similar, despite the di®erence in the starting points.
Example 2
Here we consider the¯ve airport network shown in Figure 4 with ten roundtrip itineraries (data from Williamson [40] ). Each itinerary is segmented into 4 di®erent classes: Y, M, B and Q (see Table 2 ). Each product is a combination of one-way itinerary and class (e.g. product 1 is the one-way itinerary ATLBOS for class Y, which has revenue r 1 = 310 and mean demand ¹ 1 = 12; product 2 corresponds to ATLBOS, class M, with revenue r 2 = 290 and mean demand ¹ 2 = 9; product 5 is BOSATL, class Y, with associated r 5 = 310 and ¹ 5 = 12; etc). This gives 8 legs in the network and 80 products.
We assume that demand arrives from lower to higher in revenue order (i.e., in the beginning of the time horizon, requests for products j = 4; 8; 12; : : : ; 80 will arrive (class Q); followed by requests for products j = 3; 7; 11; : : : ; 79 (class B); then by products 2; 6; 10; : : : ; 78 (class M) and¯nally by products 1; 5; 9; : : : ; 77 (class Y)).
Demand for product j is assumed normal, with mean E[D j ] = ¹ j (provided in the table, as explained above), variance V ar[D j ] = p ¹ j and distribution truncated between 0 and 2¹ j . From the continuous c.d.f., a probability mass function is calculated (i.e. demand is treated as a discrete random variable). Each customer asks for exactly one seat. The maximum number of protection levels per leg was set at ¹ c = 9 (i.e. there are 10 virtual classes). For the stochastic algorithm, we used a step size of ½ k = 0:1=k. Kleywegt and Shapiro [24] point out that this sort of methods are very sensitive to the choice of the step sizes: Small step sizes result in very slow progress towards the optimum while large step sizes make the iterations zigzag. We have tried with ½ k = a=k, with a = 0:01; 0:05; 0:1; 0:5 and 1. The best results were obtained with a = 0:1. Again DAVN was used to de¯ne the indexing and¯nd the initial set of protection levels. We then generated 5000 instances (sample paths) to run the stochastic generalized gradient method (each sample path consisted of approximately 600 requests). 5 Two other network measures were computed: the demand factor is a measure of the level of bookings relative to capacity. It is computed as the average of the leg demand factors, where:
Demand factors close to or above one indicates scarcity of resources, and the need of some capacity control to optimize revenues. The second performance ratio is the load factor : an indicator of the level of°ights occupancy. It is also computed as the average of the leg load factors:
Load factor for leg i = average number of seats sold on leg i x i
We then varied the demand factors by scaling the capacity on each leg of the network. Table 3 shows results for di®erent demand factors. In these experiments, we used a single sample batch (i.e. M = 1) in the stochastic algorithm. Table 3 shows that improvements in average revenues of 3% -8% were observed across the di®erent load factors. The z-statistic con¯rms the statistical signi¯cance of this improvement. Tables 4 and 5 show the protection levels found at the two stages of the algorithm (initial and improved) for the case x i = 180 for all legs i. For this example, there were at most 8 virtual classes per leg. It is interesting to observe what the structure of the protection levels produced by the stochastic gradient algorithm looks like. Levels are both increased or decreased. Indeed, some virtual classes are in fact \merged" (e.g. virtual classes 1 and 2 are merged on the¯rst two legs; virtual classes 1, 2 and 3 are merged on leg 4). Virtual class 4 \disappeared" on legs 1, 2, 5 and 6, meaning that there is no speci¯c capacity reserved for it. The same is true for virtual class 3 on legs 7 and 8.
Our next experiment, also based on the case x i = 180, consists of generating¯ve sets of 100 instances each. (see Table 6 ). Again, signi¯cant revenue improvement of around 6% were observed.
In Table 7 we show results for the same sample paths used in Table 3 , but taking batches of 5 samples (i.e. L = 1000; M = 5). We observe lower revenues and load factors, but also slightly faster CPU times. The reason is that we need to perform fewer projections in Step 2.d, which are time consuming. There appears to be a tradeo® between number of iterations L and size of the batch M. The bigger batch size M, the better the quality of the subgradient estimate, but the number of iterations is smaller. These experiments suggest that it is perhaps more important to run a large number of iterations than to get an accurate subgradient estimate at each iteration.
Example 3
This example is a real-world data set based on a sub-network from a major U.S. commercial airline. The network has 1844 products (origin-destination-fare-classes) and 62 legs. Each stream of demand consists of the order of 700 bookings. Booking statistics were given in terms of the average daily demand for the products. We assume that each customer requests a single seat. Demand for each product was assumed to be a truncated normal random variable, or a truncated Poisson random variable when the mean was less than 5. The mean demand per product varied from less than 1 to 86. We allowed a maximum of 15 virtual classes per leg, and computed the indexing and initial protection levels using DAVN as described in the Appendix.
A thousand streams of demand are generated for the stochastic generalized gradient algorithm. We used the step size ½ k = 0:1=k, as in Example 2. Table 8 shows the results for di®erent batch sizes for the same set of 1000 instances. Following equations (15) and (16), the network demand factor is 0.77, and the expected revenue when applying the initial set of protection levels is 2,184,949; with a load factor of 0.57. Comparing these results to those for the improved set of protection levels produced by our algorithm, the main observations are that the revenue and load factor increased signi¯cantly, on the order of 7% and 9% respectively, and the computation time of approximately 40 seconds is not excessive given the size of the problem. As in Example 2, we observe that within a restricted computational budget (number of instances N ), it seems to be better to run a large number of iterations with a less accurate subgradient estimate (higher L and lower M). Also in this example, reducing the number of steps means reducing the number of projections, which explains the lower CPU time.
This example shows that the method works well even on a real-world size problem. Although we are not considering the time for generating the sample paths in Table 8 , in a commercial implementation this simulation could be run on parallel processors, with each CPU generating its own sequence of demand and calculating the resulting sample path subgradient. In this sense, the algorithm is highly parallelizable. Overall, the example suggests that the approach has good practical potential. 
Conclusions
In this paper, we have proposed a model and algorithm that builds on the simulation-based approach developed by Bertsimas and de Boer [8] . The method has the advantage of being simple to implement, computationally e±cient and provably convergent. We believe the model and solution approach is appealing for several reasons. First, it improves protection levels based on an exact estimate of true network e®ects, without relying on approximations or decomposition. Second, because it is simulation-based, the demand processes can be completely general. For example, they could include correlations among itineraries or correlations over time. Third, it is easy to implement, requiring a recursive iteration that is not much more complex than simulating the acceptance decisions themselves. And fourth, due to its continuous nature, our model overcomes the computational and theoretical di±culties of working with¯nite-di®erence estimates and a discrete optimization problem as in the work of Bertsimas and de Boer [8] . Finally, it shows promising results in our computational tests and seems reasonably e±cient even for some relatively large, real-world networks.
As for future research, variations of the basic computational method would be worth investigating. Ours is a rather straight-forward implementation of a stochastic gradient method and primarily serves to illustrate the value of the subgradients and the potential performance improvements they yield. However, it may be desirable to develop a sample average approximation version of the algorithm that exploits more advanced methods in non-smooth optimization (e.g. bundle methods). Variance reduction methods would also be worth exploring as well.
Finally, regrouping terms, we have: 
Displacement adjusted virtual nesting (DAVN)
We implemented displacement adjusted virtual nesting (DAVN) to obtain the indexing and the initial protection levels y in our numerical experiments. The method¯rst uses a deterministic linear program (DLP) to compute a set of static bid prices ¼ = (¼ 1 ; : : : ; ¼ m ) as follows: De¯ne D j to be the aggregated demand for product j over the whole time horizon (i.e. D j = P T t=1 IfJ t = jg). The DLP is then max r T z s.t.
Then, for all products j that use i, a displacement adjusted revenue r ij is computed using
Roughly, r ij is an estimate of the net bene¯t of accepting product j over leg i, in which the revenue of j is reduced by the static bid price values of the other resources used by j. Note that r ij can be negative.
We then proceed to cluster or index the di®erent products on a resource i into a¯xed number of virtual classes or buckets. A particular virtual class is denoted v 2 f1; : : : ; ¹ c + 1g. A variety of techniques can be used in this step. Ours is a rather simple clustering procedure that consists of evenly partitioning the range of displacement adjusted revenue values on each leg i { one for each virtual class { and assigning product j on leg i to virtual class c i (j) if it falls in the corresponding interval. More precisely, de¯ne: i (v) 6 = ;, a representative revenue is computed by taking the revenue given by the mean demand weighted average:
By taking the positive part, we guarantee getting a nonnegative representative revenue for virtual class v over leg i, which could happen due to the r ij 's.
De¯ne ¹ c i = jfv : c ¡1 i (v) 6 = ;gj ¡ 1 (i.e. ¹ c i is the signi¯cant number of virtual classes over leg i, minus one). Virtual classes are then relabeled consecutively so that R i (1)¸R i (2)¸¢ ¢ ¢¸R i (¹ c i +1). Then, the distribution of total demand for a virtual class is computed by adding the means and variances of the demand of the involved products:
Next, we solve a multiclass, single-resource problem based on this data, using the EMSR-b heuristic of Belobaba [3] . This procedure yields a set of protection levels for the virtual classes at each resource i. The heuristic is based on the assumption that demand arrives from lowest to highest revenue in the order of virtual classes (i.e. demand for virtual class ¹ c i + 1 arrives¯rst, followed by demand for virtual class ¹ c i , and so on, until¯nally demand for virtual class 1 is realized). In particular, in stage k + 1 in which demand for virtual class k + 1 arrives and we want to set protection level y ik for classes k and higher (in terms of revenue), DAVN computes the future aggregated demand to come
Let the weighted average revenue from classes 1; : : : ; k, denoted R k , be de¯ned by
The EMSR-b protection level over leg i for virtual classes k and higher, y ik , is chosen so that
In particular, if demand for each virtual class v is independent and normally distributed, then
In case y ic > x i , we set y ic = x i . Finally, we round the vector y to provide with integer protection levels.
