Abstract. We explore extensions of domain theoretic concepts, like completeness and continuity, replacing order relations with non-symmetric distances.
Motivation
A number of works have extended domain theory -see (Gierz et al. 2003 ) -from posets to more metric-like structures. However, both the classical theory and these generalizations tend to focus on just one aspect of the dual nature of domains. Our primary goal is explore the other aspect.
More precisely, the standard approach to domain theory is to start with a partial order ≤ and then define its way-below relation ≪, a transitive but generally nonreflexive relation. An alternative approach is to start with a transitive relation ≪ and then define its reflexivization ≤. Using maxima rather than suprema, one also obtains dual notions of completeness and continuity for ≪. This is the approach we seek to generalize, working with general non-symmetric distances d and their hemimetric reflexivizations d.
Also, previous works have developed quantitative domain theory in a highly category or fuzzy theoretic way -see e.g. (Hofmann and Waszkiewicz 2011) and (Rao and Li 2013) . Another goal of our paper is to provide a more classic approach through topology, metric and order theory, building on (Goubault-Larrecq 2013) . This has the advantage of leading to certain natural generalizations and should also be more accessible to analysts.
In particular, we have two examples in mind from non-commutative topology. First, consider the hereditary C*-subalgebras H(A) of a C*-algebra A, ordered by inclusion ⊆. When A is commutative, these correspond to the open subsets of a locally compact Hausdorff topological space, a well-known example of a classical domain. However, H(A) may fail to be a domain in general, even for basic noncommutative C*-algebras like C([0, 1], M 2 )(=continuous functions from the unit interval to two by two complex matrices). The key observation here is that H(A) does, however, always form a distance domain when we replace the inclusion ordering ⊆ with the Hausdorff distance d on the positive unit balls B There can also be merit in quantifying classical domains, e.g. consider the lower semicontinuous [0,1]-valued functions LSC(X, [0, 1]) on some compact Hausdorff X with the pointwise ordering ≤. This is another well-known example of a classical domain -see (Gierz et al. 2003, Example I-1.22 ). But when we replace ≤ with d(f, g) = sup x∈X (f (x) − g(x)) + , we get an even nicer structure. Specifically LSC(X, [0, 1]) becomes an algebraic domain, in an appropriate quantitative sense, where the finite/compact elements -see (Goubault-Larrecq 2013, Definition 7.4 .56) -are precisely the continuous functions C(X, [0, 1]) (by a slight generalization of Dini's theorem). Moreover, this extends to the lower semicontinuous elements of A * * 1 + for a much larger class of ordered Banach spaces A -see (Bice 2016) .
Apart from the inherent interest in generalization, we feel examples like this justify the study of distance domains. So from now on we put functional analysis to one side to develop a general domain theory for non-symmetric distances.
Outline
While category theory is not our focus, we do consider one very elementary category GRel of generalized relations. Indeed, throughout we make use of various interpolation assumptions and characterizations which are concisely described by composition • in GRel. In §1, we describe the basic properties of GRel and set out much of the notation used throughout. Note our functions take values in [0, ∞] , rather than the more general quantales often considered elsewhere. This is primarily to reduce the notational burden, which is already quite heavy due to the various topologies, relations and operations we need to consider. In any case, [0, ∞] valued functions are perfectly suited to the analytic examples we have in mind.
As mentioned above, one of our primary goals is to generalize previous work on hemimetrics to distances, functions merely satisfying the triangle inequality. This is crucial because we want to develop a dual theory of distance domains starting from distance analogs of the way-below relation. In §2 we discuss distances d and their hemimetric reflexivizations d and d in Proposition 2.2. Following that, we give some simple examples on [0, 1] and [0, ∞] .
Next, in §3, we discuss two natural generalizations of Cauchy nets. Note here, as elsewhere, basic properties of hemimetrics can often be extended to distances and even more general functions by replacing d with d and d where appropriate.
We also aim to develop the theory in a more topological way. The key to this is to consider topologies generated by open holes as well as open balls. In §4 we characterize convergence in various combinations of ball and hole topologies.
Yet another one of our goals is to explore the connection between topological and relational generalizations of metric and order theoretic concepts. As with hole topologies, we feel the relational notions have not received the attention they deserve. Even apart from their intrinsic interest, these relational notions can serve as a useful intermediary between classical order theoretic concepts and their topological generalizations. So in §5 we start off by defining d-directed subsets and investigating their relation to d-Cauchy nets. Suprema are usually considered the poset analog of limits. However maxima, in an appropriate sense, can be better suited to non-reflexive transitive relations. In §6 we extend these concepts to distances d and examine their relationship to suprema and maxima relative to ≤ d and < d . In §7, we define topological and relational notions of completeness and explain how they generalize standard notions of Yoneda, Smyth, metric and directed completeness. We then show how to turn d-Cauchy nets into d-directed subsets under several interpolation conditions. These allow d • -completeness(=Smyth completeness for hemimetric d) to be derived from d-max-completeness in Corollary 7.7, complementing the Yoneda completeness characterizations in (Bice 2017) . Note, to avoid repeating our basic hypotheses, we make the blanket assumption immediately after Proposition 7.2 that d and e are distances on X.
Several generalizations of continuity (in the order theoretic sense) have been considered in the literature. Our approach in §8 is to simply switch the quantifiers in completeness. We then show in Theorem 8.3 and Theorem 8.4 how d
•
• -continuity and d-max-continuity can be characterized by interpolation conditions generalizing abstract bases.
Next we introduce distance analogs of the way-below relation in §9. After discussing their basic properties, we give dual characterizations of distance domains in Theorem 9.3 and Theorem 9.5. This allows us to largely bypass the way-below construction and return to focus on reflexivizations. This duality may also be of some interest even in the classical case. Indeed, domains are usually defined as certain kinds of posets, but here we see that domains can alternatively be defined as certain kinds of abstract bases.
To complete d-max-predomains to d-max-domains, we introduce Hausdorff distances in §10, paying particular attention to the reverse Hausdorff distance and its relation to the usual Hausdorff distance. The completion is then obtained in Theorem 10.5, and its universality is proved in Theorem 10.7. In Corollary 10.6 we show that d-max-predomains are precisely the d-max-bases of d-max-domains.
In order to extend this completion from the relational to the topological setting, we introduce formal balls X + in §11. As a precursor we show in Theorem 11.6 that d 
Generalized Relations
The traditional category theoretic approach to quasimetric spaces is to take each quasimetric as its own category, with the elements of the space as objects and the values of the quasimetric as morphisms, as in (Lawvere 2002) . Alternatively, quasimetric spaces are sometimes considered as the objects of a category with Lipschitz maps as morphisms, as in (Goubault-Larrecq 2013, Defintion 6.2.13). However, the constructions we consider are best described in a category with quasimetrics, and even more general binary functions, as the morphisms instead. This is like the category of modules considered in (Hofmann and Waszkiewicz 2012, §2.3) , except that our objects are just sets, without any distinguished hemimetric structure.
Specifically, we consider any d ∈ [0, ∞] X×Y (= functions from X × Y to [0, ∞]) as a generalized relation from the set X to the set Y . We extend the standard infix notation for classical relations to generalized relations and define
Just like the category Rel of classical relations, generalized relations form the morphisms of a category GRel when we define the composition
X×Z and e ∈ [0, ∞] Z×Y by
In fact, Rel becomes a wide subcategory of GRel when we identify each relation ⊏ ⊆ X × Y with its characteristic function (as we do consistently from now on):
Moreover, the inclusion from Rel to GRel has a left inverse d → ≤ d where
i.e. ≤ d is the relation identified with ∞d, where ∞0 = 0 and ∞r = ∞, for r > 0.
Various properties of Rel also extend to GRel. For example, GRel is a dagger category with involution d op defined by
Also, GRel is a 2-category, namely a 2-poset, with the order defined pointwise d ≤ e ⇔ ∀x ∈ X ∀y ∈ Y xdy ≤ xey, which is compatible with both • and op . Each hom-set [0, ∞] X×Y is also a complete lattice with minimum 0 and maximum ∞ where, for x ∈ X, y ∈ Y and r ∈ [0, ∞], xry = r.
In particular, we have 'intersections' d ∨ e, from which we define symmetrizations
when X = Y . In fact, the only thing stopping GRel from being an allegory -see (Freyd and Scedrov 1990) -is the modularity requirement. However, as in division allegories, we do have Kan extensions/lifts. Specifically,
where we define r + = r ∨ 0, for all r ∈ [0, ∞], and take ∞ − ∞ = 0. Likewise, for
We can also view GRel as a 2-proset with respect to a much weaker preorder . First, we introduce some more notation. For
Again we identify subsets with their characteristic functions so, for any ⊏ ⊆ X × Y ,
Now define the uniform preorder and equivalence
Equivalently, define f g as lim r→0 f g (r) = 0, where
Then we always have f (x) ≤ f g (g(x)) and, for the identity map
Note these definitions extend some standard metric space notions. Specifically, if d, e ∈ [0, ∞] X×X are metrics then Φ d is the usual uniformity defined from d and d ≈ e iff d and e are uniformly equivalent in the usual sense. Also note that, for
We also extend composition to Φ d by taking appropriate suprema or infima, e.g.
Let us also define some functors on comma categories of GRel that we will need later on. Specifically, define Pd ∈ [0, ∞] P(X)×Y and dP
Let F (X) denote the finite subsets of X, i.e. with |F | = cardinality of F ,
be the restrictions of Pd and dP. Note we include ∅ in P(X) and F (X) and take sup ∅ = 0 (and inf ∅ = ∞).
It will also be convenient to extend our earlier notation to subsets. Specifically,
Let us also extend this to unary functions
Combining this with the above notation, we can write expressions like
We also consider nets N(X) in X in a slightly more general sense than usual. Specifically, as we deal with non-hemimetric distances (see below), we must also deal with non-reflexive nets (to allow for d-Cauchy nets even when ≤ d is not reflexive). So by a net we mean a set indexed by a directed set Λ, i.e. we have (possibly non-reflexive) transitive ≺ ⊆ Λ × Λ satisfying ∀γ, δ ∃λ (γ, δ ≺ λ). Define limits by These replace infima and suprema in the notation above, i.e. for ( 
Distances
From now on fix a set X and d
We call d a distance if it satisfies the triangle inequality
In particular, ⊏ ⊆ X × X is a distance iff it is transitive in the usual sense. As d → ≤ d is functorial, this means ≤ d is transitive whenever d is a distance. As in (Goubault-Larrecq 2013, Definition 6.1.1), we call d a hemimetric if ≤ d is also reflexive (i.e. = ⊆ ≤ d ) and hence a preorder. Non-hemimetric distances have rarely been considered until now. However, the extra generality is vital if we want to consider distance analogs of non-reflexive transitive relations, like the way-below relation from domain theory. But there are at least two closely related hemimetrics associated to any generalized relation, which will be crucial to our later work.
Definition 2.1. The upper and lower reflexivizations of d are defined by
Proposition 2.2. Both d and d are hemimetrics and
Proof. We consider d, and the d statements then follow by duality.
Note
Sometimes it is convenient to identify points x and y that are d-equivalent in the sense that xd = yd and dx = dy. This is equivalent to xd We immediately see that q is a quasimetric. Also, d is a distance as
Moreover, as (x − y) + = sup
Define the open upper/lower balls with centre c ∈ X and radius r ∈ [0, ∞] by
These characterize d and d respectively by
This observation yields more examples, e.g. for the strict ordering < on [0, ∞], < and ≤ coincide with the usual ordering on [0, ∞]. More generally, if X is a domain with way-below relation ≪ then ≪ gives back the original ordering ≤ on X. From this dual point of view, the reflexivization ≤ defined from a transitive relation < is just as important as the way-below relation ≪ defined from a partial order ≤. Indeed, our thesis is that the same is true for non-symmetric distances as well. Lastly, let us make an observation about restrictions. Specifically, for any
Proof. We prove the first equality, the second then follows by duality.
We immediately see that
= xd Y y.
Cauchy Nets
Definition 3.1. For any net (x λ ) ⊆ X, define
Recall from §1 that (x λ )(x λ )d op = lim sup γ lim sup δ x γ dx δ . And just to be clear, in (3.2) we consider ≺ itself as a directed subset of Λ × Λ ordered by ≺ × ≺. So
These nets can also be characterized by Φ d , specifically
Thus both (3.1) and (3.2) extend the usual metric theoretic notion of a Cauchy net. Moreover, if ≤ is a partial order then ≤-Cauchy nets are precisely the increasing nets, at least beyond a certain point. This perhaps the reason why d-Cauchy nets are more often considered than d-pre-Cauchy nets. However, most results on dCauchy nets can be generalized to d-pre-Cauchy nets without difficulty, as we demonstrate, and these are sometimes more convenient to work with. Proposition 3.3.
(
Proof.
(1) If Λ is finite then it has a maximum γ, which means the single element net x γ is a d-Cauchy subnet. Otherwise, consider F (Λ) directed by and define a map f :
Topology
Define the open upper/lower holes with centre c ∈ X and radius r ∈ [0, ∞] by
Note these are defined just like open balls in (2.4) and (2.5) but with < reversed.
• denote the topologies generated by the corresponding balls and holes, i.e. by arbitrary unions of finite intersections.
Up until now, most of the literature has focused on ball topologies. However, as mentioned in (Goubault-Larrecq 2013) Exercise 6.2.11, hole topologies generalize the upper topology from order theory. This allows for simple generalizations of certain order theoretic concepts. Also, the double hole topology d
•
• coincides with various kinds of weak topologies, although this too does not appear to be widely recognized. For example, the double hole topology is the usual product topology on products of bounded intervals, the Wijsman topology on subsets of X, and the weak operator topology on projections on a Hilbert space.
Denote convergence by
These are not 'uniform' concepts in general, as they depend crucially on d not just Φ d . This is in contrast to the usual metric theoretic notion of convergence, namely
Below we will usually try to use uniform concepts, but the inherent non-uniform nature of convergence means this is not always possible. However, we do get some degree of uniformity by considering d and d or adding extra assumptions.
Proposition 4.1.
In (Goubault-Larrecq 2013) Definition 7.1.15, any x with (x λ )d = xd is called a d-limit of (x λ ) (these are called forward limits in (Bonsangue et al. 1998) 
(4.10) As (x λ )dx = xdx = 0, (4.4) yields x λ → • x. On the other hand, (4.9) yields xdy = (
Thus it suffices to prove
By (4.11), this proves ⇒ while (4.6) proves ⇐. .7) and (4.12) show
• -limit, by (4.9), while conversely the mere existence of a d 
Directed Subsets
Definition 5.1. For any Y ⊆ X, we define the following.
Indeed, Definition 5.1 is saying the same thing, just relative to Y .
Recall our identification of relations with characteristic functions so
Proposition 5.3.
X is e-final and e
• -separable ⇔ X(eZ) = 0 for countable Z.
• -separability. So we can take e = d ∨ above and let (z n ) enumerate such a countable Z. If Y is d-directed then, for each n ∈ N, we can take x n ∈ Y with z k dx n ≤ z k dY + 1/n, for all k ≤ n. For any y ∈ Y and ǫ > 0, we have
Mostly we use d-directed subsets, but often they can be replaced by d-ideals.
Definition 5.4. We call I ⊆ X a d-ideal if, for all F ∈ F (X),
Proof. If d is a distance and xdY = 0 then whenever x ∈ (c 1 )
If d is a distance and Y is d-final then d is a hemimetric and dY = dY so
Upper Bounds
Next we examine 'd-minimal' upper bounds of d-directed subsets.
Note d-suprema and d-maxima are not necessarily unique, so = here is not really equality. Put another way, we are officially taking d-sup and d-max as relations, not functions, and adding the = symbol simply for consistency with standard supremum/maximum notation. We consider d-suprema and d-maxima analogous to d 
For any ⊏ ⊆ X × X, we see that
Thus if is a partial order then -suprema and -maxima are suprema and maxima in the usual sense with respect to . Indeed, if ⊏ is antisymmetric and x ⊏ x = ⊏-max Y then, for some y ∈ Y , we have x ⊏ y ⊏ x and hence x = y. Maxima are more interesting for non-reflexive relations, where they can be intuitively more like suprema, e.g. for any Y ⊆ R,
We can also relate d-suprema and d-maxima to ≤ d -suprema and < d -maxima, where
In other words, x < d y is saying y is in the d • -interior of (x ≤ d ), thus generalizing the relation considered in (Goubault-Larrecq 2013, Lemma 7.3.13).
Completeness
Next we consider generalizations of metric and directed completeness.
Definition 7.1. For any topology T on X and relation R ⊆ X × P(X), define
When d is clear, we simply refer to T -completeness and R-completeness. The topologies and relations we are primarily interested in are d 
If d is a metric, these are all equivalent to the usual notion of metric completeness.
On the other hand, for any poset (X, ⊑) directed complete ⇔ ⊑-sup-complete ⇔ ⊑ 
As in (Bice 2017) , however, we can derive the topological from the relational notions under various interpolation assumptions. First we use these to turn nets into subsets and sequences, collecting their corollaries for completeness at the end.
Unless specifically stated otherwise, we assume for the rest of the paper that d and e are distances on X.
In terms of uniformities, this means
Note this weakens d • ≤ dP ≤ dP which is itself slightly weaker than saying 'every closed upper d-ball has a ≤ d -minimum'. The following converse of (5.4) is based on (Bice 2017, Theorem 1).
dP (r) = 0 so we can define r n ↓ 0 with
Next, consider the condition
This assumption yields the following result, based on (Bice 2017, Theorem 2).
≤ I, which is itself equivalent to
, for all r ∈ (0, ∞). In fact, it suffices that (7.3) 0 ∈ {r ∈ (0, ∞) :
, for all n ∈ N. Then we have positive r m n ↑ r n with
, for all m ∈ N. Taking
Again take d-Cauchy (x λ ) ⊆ X and define f : F (Λ) → Λ recursively so f ({λ}) = λ, for all λ ∈ Λ, f (E) ≺ f (F ), for all F ∈ F (Λ) with |F | > 1 and all E F , and
For any n ∈ N, let Λ n = {F ∈ F (Λ) : |F | > n} and define (y n F ) F ∈Λn recursively as follows. When |F | = n + 1, let y 
, for G H with |G| = n + 2, and
Continuing in this way we obtain
Non-symmetric distances are often obtained by composition e • ⊑ of a symmetric distance e and a partial order ⊑. This leads us to consider conditions weakening (Bice 2017 , Theorem 3).
Proof. Again taking a subnet indexed by F (Λ) if necessary, we may assume we have nets (
so we can take x n+1 λ with x n λ ex n+1 λ < 2 1−n t λ and
Thus the recursion may continue. For each λ, x n λ ex n+1 λ < 2 1−n t λ so (x n λ ) is e-Cauchy. By e • -completeness, we have y λ ∈ X such that lim n x n λ ey λ = 0 and hence lim n y λ dx 
As
Replacing Φ d with Φ d above allows us to obtain ≤ d -directed subsets from dpre-Cauchy sequences (rather than d-directed subsets from d-pre-Cauchy nets).
We omit the proof, which is essentially the same as (Bice 2017, Theorem 3) (which, incidentally, also shows that e • Φ d = e • ≤ d in this situation).
(7.4) By Theorem 7.3, we have
Continuity
Recall that a poset (X, ≤) is said to be continuous if every x ∈ X is the ≤-supremum of a ≪-directed subset, where ≪ is the way-below relation defined from ≤ -see (Gierz et al. 2003, Definition I-1.6 ). In terms of Definition 8.1, this becomes
• -continuous. Definition 8.1. For any topology T on X and relation R ⊆ X × P(X), define 
Additional assumptions also yield the converse. First we characterize d (
(4)⇒(1) Take (x λ ) to be a constant net.
(1)⇒(2) If x λ →
• • x then, for any y ∈ X, we have ydx = lim ydx λ . If (x λ ) is also d-Cauchy then x λ dx → 0. Thus, for any F ∈ F (X) and ǫ > 0, we have some x λ with F dx λ < F dx + ǫ and x λ dx < ǫ, i.e.
(3)⇒(4) Assume (3) and take ǫ > 0, F ∈ F (X) and x ∈ X. We claim that we have z < d ǫ x with ydz < ydx + ǫ, for all y ∈ F . Indeed, for each y ∈ F , we have y ′ ∈ X such that ydy ′ ≤ ydx + 1 2 ǫ and
By the claim, for every (F, λ, ǫ) ∈ Γ, we have y (F,λ,ǫ) ∈ X with ydy (F,λ,ǫ) < ydx λ + ǫ, for all y ∈ F , and y (F,λ,ǫ) 
To see that (y γ ) is d-pre-Cauchy, note that lim sup
By Proposition 3.3 (1), we can replace (y γ ) with a d-Cauchy subnet.
Next we characterize d-max-continuity.
Theorem 8.4. The following are equivalent.
(5)⇒(1) Take Y = {x}, for any x ∈ X.
(1)⇒(2) By (1), for any x ∈ X, we have 
Thus, by the proof of (6.4),
In particular, for transitive ⊏ ⊆ X × X,
This last interpolation condition is the defining property of an 'abstract basis' -see (Goubault-Larrecq 2013, Lemma 5.1.32) or (Gierz et al. 2003, Definition III-4.15) .
As before in Corollary 7.7, under certain interpolation conditions we can derive d-max-continuity (and slightly stronger continuity notions) from d (3) and (4) follow from Theorem 7.3, Theorem 7.5 and Theorem 7.6 respectively - (2) is Theorem 8.4 (4), stated here again for comparison.
Next we consider bases -see (Goubault-Larrecq 2013) Definition 5.1.22. Definition 8.6. For any B ⊆ X, topology T on X and R ⊆ X × P(X), define
This is the same as Definition 8.1, just with B replacing X. Bases can likewise be characterized as in Theorem 8.3 and Theorem 8.4, just with interpolation in B rather than X. In fact, weaker conditions suffice for continuous X.
• -basis and take non-empty d • -open O ⊆ X. So for any x ∈ O, we have y 1 , . . . , y m , z 1 , . . . , z n ∈ X and r 1 , . . . , r m , s 1 , . . . , s n > 0 with
As in the proof of Theorem 8.3 (3)⇒(4) we then have b ∈ B with y j db < r j , for 1 ≤ j ≤ m, and bdx < min
Proof. Follows from Proposition 2.3, as
• we have the following analogous characterization of d-max-bases. We omit the proof, which is essentially the same as above.
Way-Below Distances
Next we consider distance analogs of the way-below relation.
Definition 9.1. For any topology T on X and relation R ⊆ X × P(X), define
Again, we abbreviate duplicate distance symbols, e.g. d (
(1) Taking (z λ ) and z to be y in (9.1) yields xT dy ≥ xdy.
(2) By (△), wdz ≤ ydz + wdy so xdz λ − ydz ≤ xdz λ − wdz + wdy and hence xT dy ≤ xT dw + wdy.
xdz λ − ydz ≤ xdw + wdz λ − ydz and hence xT dy ≤ xdw + wT dy.
Order theory is consistently biased towards preorders over non-reflexive transitive relations, and domain theory is no exception. Indeed, an unbiased definition would say a domain is not a poset but rather a set together with two relations, ≤ and ≪, each definable from the other, satisfying certain completeness and continuity conditions, which can again be stated equivalently in terms of ≤ or ≪. This duality extends to quantitative domains, as the following result shows.
Recall our standing assumption that d and e are distances on X.
Theorem 9.3. The following are equivalent.
(1) X is e
(1)⇒(2) Assume (1). As X is d-e • • -continuous, e is must be a hemimetric, by (4.12). By Proposition 9.
by (3.4), i.e. e ≤ d and hence e = d. Next we claim that, for d-Cauchy (x λ ), any e by (3.4) , and the definition of
• -limit. Thus the claim is proved and hence X is also d (2)⇒(1) Assume (2). By (2.2), e = d is a distance, in fact a hemimetric. As X is d • ey ≥ (xe(y λ ) − yey) + ≥ xd(y λ ) = xd(y λ ) = xdy, i.e.
• • e ≥ d. Now take e-Cauchy (z λ ). By Theorem 8.3 (4), we have
By (4.7) and (4.12), z is also an e 
As (z λ ) was arbitrary, e We also have the following analogous results for the relational rather than topological notions, whose proofs are also very similar. for all z ∈ X and Z ⊆ X, then Rd is a distance.
(1) Taking Z = {y} and z = y in (9.2) yields xRdy ≥ xdy.
(2) By (△), wdz ≤ ydz + wdy so xdZ − ydz ≤ xdZ − wdz + wdy and hence xRdy ≤ xRdw + wdy.
xdZ ≤ xdw + wdZ so xdZ − ydz ≤ xdw + wdZ − ydz and hence xRdy ≤ xdw + wRdy.
is a hemimetric and xR{x}, this follows from (1), (2) 
Proof.
(1)⇒(2) Assume (1). As X is d-e-sup-continuous, e is a hemimetric, by (6.3). By Proposition 9.4, d = sup e is a distance with
by (5.2), i.e. e ≤ d and hence e = d. Next we claim that any e-supremum
Again by (5.2), and the definition of sup e,
i.e. dY ≤ dx so x is also a d-maximum. Thus the claim is proved and hence X is also d-max-continuous and d-max-complete.
(2)⇒(1) Assume (2). By (2.2), e = d is a distance, in fact a hemimetric. As X is dmax-continuous, for any y ∈ X, we have y = d-max Y , for some d-directed Y . By (6.4), y = e-sup Y so X is d-e-sup-continuous. By (5.2),
x(sup e)y ≥ (xeY − yey) + ≥ xdY = xdY = xdy,
i.e. sup e ≥ d. Now take e-directed Z. By Theorem 8.4 (5), we have d-directed Z ′ ⊆ X with Ze = Z ′ e and dZ = dZ ′ . As X is d-maxcomplete, Z ′ has a d-maximum z. By (6.4), z is also an e-supremum of Z ′ . Thus ze = Z ′ e = Ze, so z is also an e-supremum of Z, i.e. X is esup-complete. On the other hand, if we are already given z = e-sup Z then z = e-sup Z ′ so z = d-max Z ′ , by (6.6) and d-max-completeness again.
(xeZ − yez) + ≤ (xdz − yez) + ≤ xdy.
As Z was arbitrary, sup e ≤ d and hence d = sup e.
We base our definition of domains on Theorem 9.3 (2) and Theorem 9.5 (2). This is dual to the usual focus on hemimetrics and preorders.
Definition 9.6. For any topology S on X or relation S ⊆ X × P(X), define
For a poset (P, ≤), with way-below relation ≪ =
•
• ≤ = sup ≤, Definition 9.6 generalizes the notion of 'domain' from (Gierz et al. 2003, Definition I-1.6 ). Specifically
Definition 9.6 also generalizes 'stratified predomain' from (Keimel 2016, §2. 3), i.e.
(on its own 'predomain' in (Keimel 2016, §2.1 ) is synonymous with 'abstract basis' and hence with ⊏ 
(10.2) First note that
and y ∈ Y , we have w y ∈ X and z ∈ Z with ydw y + w y ez < r. For W = {w y : y ∈ Y } we then have Y (dW ) + W (dZ) ≤ 2r and hence
(10.3) First note that
On the other hand, for any r > (Y (d•e)Z, we have z ∈ Z such that, for all y ∈ Y , there is some w y ∈ X with ydw y +w y ez < r. Then we can take λ 2 with x λ1 dx λ2 < ǫ/4, x λ2 dx λ1 > ǫ/2 and
Continuing in this way we obtain a sequence x n = x λn such that
Thus (x n ) is d-Cauchy and, for any m < n, x m dx n < ǫ/3 and hence
Now we generalize the construction of a domain from an abstract basis.
Theorem 10.5. If X is d-max-continuous then
As (≤ d y) ∈ P d (X), this shows that
In other words, (1)⇒(2) above is saying every d-predomain X has a completion X ′ . If we want to identify d ′ -equivalent points in X ′ we can restrict d H further to
so (10.8) is onto iff X is d-max-complete and hence a d-max-domain.
In other words I d (B) is universal among d-max-predomain extensions of B, and unique among d-max-domain extensions, up to isometry (and d-equivalence) .
At this point we could develop a parallel theory of Hausdorff distances on nets N(X) on X, specifically we could define
The analog of Proposition 10.2 would be no problem, but completeness and continuity would involve nets of nets, which are technically challenging to work with. Instead, to get topological analogs of the above results, we turn to formal balls.
Formal Balls
The following is based on (Goubault-Larrecq 2013, Definition 7.3.1), although the formal ball construction goes back to (Weihrauch and Schreiber 1981) .
This does not quite extend to a functor on GRel, as + does not preserve identity morphisms. Indeed, recall that we identify = with its characteristic function, so
which is not (the characteristic function of) = on X + . However, + does preserve composition. In particular, this means d + is a distance whenever d is.
Conversely, if ǫ > 0 and (x, r) ≤ d+ (z, t), for all (z, t) with (y,
Recall our standing assumption (for (11.5) ) that d is a distance on X.
Proof. If (x, r) < d+ (z, t) ≤ e+ (y, s) then xdz < r − t and yez < t − s and hence
On the other hand, if (x, r) < (d•e)+ (y, s), i.e. x(d • e)y < r − s then we have z ∈ X and ǫ > 0 with xdz + zey < r − s − ǫ so (x, r) < d+ (z, s + zey + ǫ) < e+ (y, s).
(11.3) By Proposition 11.3,
d + (y, s) so xdy > r − s. If r ≥ s then we have z ∈ X with zdy − zdx > r − s and hence t − zdx > r − s, for some t < zdy. Thus (z, t + s) < d+ (x, r) even though (z, t + s) < d+ (y, s), a contradiction. On the other hand, if r < s and 0 • d = 0 then we have z ∈ X with zdx < s − r so (z, s) < d+ (x, r) even though (z, s) < d+ (y, s), again a contradiction. (11.5) Assume X is < d+ -continuous and
We claim ǫ = inf (y,r)∈Y r is 0. If not, Z = {(y, r−ǫ) : (y, r) ∈ Y } is also < d+ -directed and hence < d+ -completeness yields (z, s) = < d+ -max Z. In particular, for all (y, r) ∈ Y , (y, r − ǫ) < d+ (z, s) and hence (y, r) < d+ (z, s + ǫ). As d is a distance, < d+ is transitive so this means (x, 0)< d+ (z, s + ǫ) and hence (x, 0) ≤ e (z, s + ǫ), i.e. 0 ≤ xdz ≤ −s − ǫ < 0, a contradiction. This proves the claim so, for any r > 0, we have (y, r) ∈ Y and hence (y, r) < d+ (x, 0), i.e. ydx < r so
What sets d + apart from arbitrary distances is interpolation. In particular, we have the interpolation properties required in (6.9), (6.10) and Theorem 7.3. Proposition 11.5. We have = + • < d+ P = d + P and
Thus = + • < d+ P = d + P and then Proposition 11.2 yields
If (x, r) < d+ (y, s) then xdy < r − s so, taking t ∈ (xdy + s, r),
.
As < =+ ⊆ < d+ and < d+ ⊆ ≤ d+ , this yields (11.8).
Theorem 11.6.
Proof. (11.9) Assume X + is < d+ -max-complete. For any d-Cauchy (x λ ) ⊆ X, define (11.11) I = {(y, r) : yd(x λ ) < r}.
If (y, r), (z, s) ∈ I then we can take positive t < (r − yd(x λ )), (s − zd(x λ )). Then yd(x λ ) < r − t and zd(x λ ) < s − t so, for sufficiently large λ, (y, r), (z, s) < d+ (x λ , t) ∈ I, (x λ ) is d-Cauchy, i.e. I is a < d+ -ideal with inf (y,r)∈I r = 0. As X + is < d+ -max-complete, I has a < d+ -maximum (x, 0), which is also a d + -maximum by (6.9) and (11.6) By replacing each (y, s) ∈ I with (y, s − inf (x,r)∈I r) if necessary, we may assume inf (x,r)∈I r = 0. If (y, s) < d+ (x, r) then ydx < s − r ≤ s so (x (x,r) ) (x,r)∈I is d-Cauchy and yd(x (x,r) ) ≤ s, for any (y, s) ∈ I. Thus we have z ∈ X with x (x,r)∈I → • • z and hence, for any (y, s) ∈ I, ydz ≤ s so (y, s) ≤ d+ (z, 0). But for every (y, s) ∈ I, we have (x, r) ∈ I with (y, s) < d+ (x, r) ≤ d+ (z, 0) so (y, s) < (d•d)+ (z, 0), by Proposition 11.4, and hence (y, s) < d+ (z, 0), as d is a distance, i.e. I < d+ (z, 0). On the other hand, if (y, s) < d+ (z, 0) then yd(x (x,r) ) = ydz < s, so we have (x, r) ∈ I with r < Indeed, if X + is d +
•
• -complete then X + is d + -max-complete, by (7.2). In particular, any < d+ -directed Y ⊆ X + has a d + -maximum, which is also a < d+ -maximum, by (6.10) and (11.8), i.e. X + is < d+ -max-complete. Conversely, if X + is < d+ -complete then any < d+ -directed Y ⊆ X + has a < d+ -maximum, which is also a d + -maximum, by (6.9) and (11.6). Thus X + is < d+ -d + -max-complete and hence d + ) with (x, r) < d+ (y, s), for all (x, r) ∈ F . Thus we have ǫ > 0 with xdy < r−s−ǫ, for all (x, r) ∈ F . We then have z ∈ X with zdy < 1 2 ǫ and, for all (x, r) ∈ F , xdz < xdy + 1 2 ǫ < r − s − 1 2 ǫ and hence (x, r) < d+ (z, s + 1 2 ǫ) < d+ (y, s), i.e. X + is < d+ -continuous. Now assume 0 • d = 0 and X + is < d+ -max-continuous. Take F ∈ F (X), y ∈ X and ǫ > 0. As 0 • d = 0, we may enlarge F if necessary and assume wdy < ǫ, for some w ∈ F . For all x ∈ F , (x, xdy + ǫ) < d+ (y, 0) so < d+ -max-continuity yields (z, r) ∈ X + such that, for all x ∈ F , (x, xdy + ǫ) < d+ (z, r) < d+ (y, 0), i.e. xdz < xdy + ǫ − r and zdy < r. In particular, 0 ≤ wdz < wdy + ǫ − r ≤ 2ǫ − r so zdy < r < 2ǫ and max • -continuous then X + is < d+ -d + -max-continuous, by Corollary 8.5 (1) and (11.7), and hence < d+ -max-continuous, by (6.10) and (11.8) . Conversely, if X + is < d+ -max-continuous then X + is d + -maxcontinuous, by (6.9) and (11.6), and hence d + Proof. If X is a d
• • -domain with e = d then < d+ = ≤ e+ ⊆ < d+ , by (11.3) and (11.4) . Thus X + is a < d+ -max-domain, by Theorem 11.6. Conversely, if X + is a < d+ -max-domain and ≤ e+ = < d+ (⊆ < d+ ) then 0 • d = 0, by (11.5) , so ≤ e+ = ≤ d + , by (11.4) , and hence d ≤ e = d, by Proposition 11.3 and (11.3) . Thus X is a d The above is dual to the original version of (Kostanek and Waszkiewicz 2011, Theorem 9.1) . This has the advantage of implying the Romaguera-Valero theorem.
Corollary 11.8 (Romaguera and Valero 2010, Theorem 3.2) . For hemimetric d, (11.13) X is Smyth complete ⇔ X + is a < d+ -max-domain.
Proof. As d is a hemimetric, X is trivially a d
• • -predomain. In particular, 0 • d = 0 so < d+ = ≤ d+ , by (11.4) . Thus Corollary 11.7 reduces to Corollary 11.8.
The < d+ -max-domain part above is, however, a bit misleading, as it is really just < d+ -max-completeness that is important, as seen in (11.9). As in (Goubault-Larrecq 2013, Definition 7.5.2), define the aperture of Y ⊆ X + : α(Y ) = inf (x,r)∈Y r.
Also denote the subsets of X + with zero aperture by P 0 (X) = {Y ∈ P d+ (X + ) : α(Y ) = 0}. (u, s) , Zd + (v, t) < r. As α(W ) = 0, for any ǫ > 0, we have (x, ǫ ′ ) ∈ W , for some ǫ ∈ (0, ǫ). As W is d-directed, we have (w, δ) ∈ W with {(u, s), (v, t), (x, ǫ ′ )}d + (w, δ) < ǫ−ǫ ′ so, setting W 0 = (≤ d+ (w, 0)),
