A zonal hybridization of the RNG k-e URANS model is proposed for the simulation of turbulent flows in internal combustion engines. The hybrid formulation is able to act as URANS, DES or LES in different zones of the computational domain, which are explicitly set by the user. The resulting model has been implemented in a commercial computational fluid dynamics code and the LES branch of the modified RNG k-e closure has been initially calibrated on a standard homogeneous turbulence box case. Subsequently, the full zonal formulation has been tested on a fixed intake valve geometry, including comparisons with third-party experimental data. The core of the work is represented by a multi-cycle analysis of the TCC-III experimental engine configuration, which has been compared with the experiments and with prior full-LES computational studies. The applicability of the hybrid turbulence model to internal combustion engine flows is demonstrated, and PIV-like flow statistics quantitatively validate the model performance. This study shows a pioneering application of zonal hybrid models in engine-relevant simulation campaigns, emphasizing the relevance of hybrid models for turbulent engine flows.
Introduction
The usage of hybrid unsteady Reynolds-Averaged Navier-Stokes (URANS)/large eddy simulation (LES) turbulence models for the simulation of engineering problems is not conceptually new 1 and, after two decades of continuous refinement, merged URANS/ LES methods are currently considered a reliable option for fluid flow problems that are typical of the aerospace and turbomachinery fields. 2, 3 Interestingly, the extension of such class of methods to internal combustion engines (ICE) is relatively recent, as the first relevant published computational study dates back to 2009. 4 Nonetheless, the development and application of URANS/LES hybrids for ICE simulation has marked a significant acceleration in recent years, 5 with a number of proposals including the scale-adaptive simulation (SAS) approach, [6] [7] [8] [9] the dynamic length-scale resolution method (DLRM) 10, 11 and both seamless and zonal formulations of the detached eddy simulation (DES) technique. 4, 8, 9, [12] [13] [14] [15] [16] [17] [18] [19] In order to be practically appealing, URANS/LES hybrids are expected to be at least as accurate as wall-modeled LES (WMLES), which is considered as the current standard for scaleresolving ICE simulations. 8, [20] [21] [22] [23] [24] Furthermore, they are expected to bring additional benefits such as (a) easier management of boundary conditions at inlets/outlets (if open boundaries are placed in URANS-treated zones), (b) relaxed computational cost requirements (especially close to solid walls), (c) sharing of a common framework with URANS-based sub-models (wall treatment, combustion, etc.), and (d) possibility to simulate larger domains, enabling LES only where actually needed.
In the present article, the authors evaluate a zonal hybrid formulation of the popular re-normalization group (RNG) k-e URANS model for ICE multi-cycle simulations. More specifically, a zonal decomposition of the computational domain is proposed, in which different parts of a full-scale engine geometry are treated separately in scale-resolving mode or in standard URANS mode. This is somewhat close to what is already found in Buhl et al., 9 where WMLES was applied in the intake and exhaust ports and SAS was retained in the in-cylinder region. In the work of Buhl et al., however, the intention was to expand as much as possible the scale-resolved part of the domain, while in our case the goal is to verify whether using URANS in most of (or all) the off-cylinder domain (ports and plenums) would still preserve the in-cylinder scale resolution quality. In that sense, the proposed methodology follows the definition given by Hasse, 13 who described hybrid approaches as capable of spanning the whole range from URANS to LES across a single domain.
The remaining part of the article is organized as follows. First, the zonal model derivation is briefly described, including some implementation and calibration details. After that, a preliminary investigation is shown, involving a reference steady intake port case. This part is followed by a multi-cycle statistical analysis performed on the TCC-III engine geometry in motored conditions. Results from the multi-cycle analysis are compared with the experimental database available in the literature and with previous full-LES investigations made on the same geometry and under the same operating conditions. 25, 26 Finally, results are summarized and discussed in the Conclusions section.
Zonal model derivation
The standard, compressible form of the RNG k-e URANS model consists of the following transport equations for k and e r ∂k ∂t
where the dynamic turbulent viscosity is given by
and
with jEj being the magnitude of the mean rate-of-strain tensor, while C m , C e1 , C e2 , s k , s e , z and h 0 are all standard closure constants. The C e3 parameter can be either set according to the expression developed by Han and Reitz 27 or to a constant value. 28 A number of different approaches can be implemented to turn a two-equation URANS closure into a DES model. The most straightforward one implies a modification of the turbulent kinetic energy sink term S k , namely 29
where D is a spatial filter parameter and C DES 'O(1). In the present work D is calculated as the cubic root of the computational cell volume. 30, 31 The F DES expression is general and can be applied to any URANS model, provided that the l RANS form is adapted accordingly. Replacing S k, RANS with S k, DES produces a seamless DES model, where the switching between a RANS-type and a LES-type turbulent viscosity formulation is entirely managed by the model itself. A more general hybrid form is represented by zonal-DES (ZDES), [32] [33] [34] where different parts of the computational domain are marked a-priori by the user as URANS, LES or (seamless) DES. To produce a zonal behavior, the F DES can be rearranged as follows
where C z1 and C z2 are two switching parameters which might be alternatively equal to 0 or 1. Table 1 shows all the possible modes of operation produced by F Ã DES , depending on the different C z1 and C z2 combinations.
We underline here that the formulation adopted for the DES mode follows a standard approach 1,29 and, therefore, does not represent the latest development for DES-type methodologies. Strengths and weaknesses of standard DES have already been extensively discussed in prior excellent review works, 30, 35 rendering a similar discussion out of the scope of the present study. Since 2006, several improvement steps have been proposed for the baseline DES concept, [36] [37] [38] with the aim of augmenting the robustness and physical consistency of the seamless URANS-to-LES switching mechanism. Although essentially successful in their purpose, all such improvements imply semi-empirical functions of Table 1 . Modes of operation determined by C z1 and C z2 .
C z1 C z2
Mode
various levels of complexity which represent a significant departure from the elegance and simplicity of the original DES rationale. Furthermore, the general validity of these functions for complex internal flows has yet to be fully established, while it has been already shown that standard DES is able to perform reasonably well in wall-parallel 39 and wall-impinging 39, 40 turbulent flows where the near-wall grid resolution is insufficient for a highly resolved full LES.
Regarding the above presented zonal treatment, it is tailored in the spirit of the original ZDES framework, 32 meaning that no special coupling procedure is implemented at the URANS/LES or URANS/DES interfaces. Since transport equations are kept the same in all zones, this automatically ensures continuity of the transported turbulent scalars from one zone to another. On the other side, this might lead to slow URANS-to-LES transition, which is a well-known issue to DES users. 30 In a more general class of zonal approaches, where completely different models are used for the URANS and LES zones, a special interface treatment would have been unavoidable. 35, 39, 41, 42 This, however, poses the additional question on how to correctly reconstruct URANS quantities from the resolved LES field and vice versa, often leading to sharp interface discontinuities and/or modeling issues. 39, 42 One of our main objectives is to verify whether the relatively simple ZDES-type methodology, described by equations (7) and (8), could be effectively applied to actual engine geometries.
C DES constant calibration
The above described zonal approach has been implemented through user subroutines in the STAR-CD code, 43 which has been already successfully employed for LES studies involving research and production engine geometries. 21, [44] [45] [46] [47] [48] [49] [50] [51] A fundamental implementation step is the correct calibration of the C DES constant which is supposed to provide, in combination with the grid-dependent filter length scale D, a consistent turbulence energy decay during operation in LES mode. To determine the optimal C DES value, energy decay tests have been performed on a homogeneous incompressible turbulence box case which mimics the experimental measurements of Comte-Bellot and Corrsin. 52 Calculations are carried out on a domain made of 64 3 hexhahedral cells, with the highest resolvable wavenumber was set at approximately 5.3 3 10 2 m -1 . Pure LES mode is enforced on the whole domain, while the velocity field is initialized through the generalized spectral function developed by Knaepen et al. 53 Initialization of the turbulent (sub-grid) quantities k and e is less obvious, as their initial distributions are directly linked to the first sub-grid viscosity calculation made by the computational fluid dynamics (CFD) solver and can, therefore, significantly influence the subsequent decaying process of the resolved velocity field. To mitigate this source of uncertainty, we followed one of the approaches proposed in Bunge et al. 54 The procedure starts with a single-step advancement of the numerical solution, obtained from the initial velocity field by application of the standard algebraic Smagorinsky LES model. 55 The sub-grid viscosity field generated at the end of the time step is then used to extract the sub-grid kinetic energy as follows
with C k = 0:094. 56, 57 After that, a sub-grid e field is obtained from equation (3), assuming m t = rn sgs and k = k sgs . In this way, at the beginning of the second numerical time step a complete set of fields (velocity and sub-grid turbulence) is available for the initialization of the turbulence decay simulations. Another basic methodological aspect is the choice of the numerical treatment, especially for the convective terms in LES mode. In our case, the Monotone Advection and Reconstruction Scheme (MARS) 58 is adopted for both momentum and turbulent scalars convection. This scheme is generally considered as well suited for LES 21 and operates in two steps:
1. Reconstruction-a set of monotone, second-order accurate gradients are computed using a multidimensional total variation diminishing (TVD) scheme; 2. Advection-the reconstructed cell-face flow properties are used to compute the face fluxes for all advected properties using a monotone and bounded advection scheme.
The second step incorporates a variable compression parameter that may be varied between 0 and 1, with 0 ensuring maximum stability (at the expense of more numerical diffusion) and 1 producing the best resolution level (at the expense of less stability). For k and e, which are strictly positive scalars, we assume a 0.5 value in order to preserve boundedness while keeping a good level of accuracy. For momentum convection, the 0.5 and 1 values are assessed, in order to check the effects of numerical dissipation on the resolved flow field. The remaining part of the numerical setup is shown in Table 2 .
Results from the C DES calibration are shown in Figure 1 . The predicted three-dimensional energy spectra are evaluated at two reference simulation times (t = t 1 and t = t 2 ), which correspond to the two 
Fixed intake valve case
Prior to the TCC-III engine case, a preliminary analysis has been made on the fixed intake valve geometry which was first defined in Thobois et al. 59 The analysis is based on a comparison with the experimental data sets available in the literature. Figure 2 (a) sketches the domain configuration, while Table 3 contains the reference dimensional parameters and flow conditions. The goal of this initial investigation is to check the model implementation consistency and the numerics performance, on a computational grid that is suboptimal for a well-resolved standard LES. The grid features an unstructured, hexa-dominant arrangement, with local refinement and a total of 10 6 cells. The minimum bulk cell size is of ' 1 mm and the cells are generally not aligned with the flow direction. Following the most commonly adopted approach for engineering-grade LES of engines, 8, [20] [21] [22] wall functions are applied at the walls (y + ' 50) while the zonal mode interface is set as shown in Figure 2 (b). As for the turbulence box case, a SIMPLE-like implicit algorithm is adopted for the integration in time of momentum and turbulence equations. Discretization of convective fluxes is split depending on the above discussed modes of operation: for the URANS mode the MARS compression factor is set to 0.5 in all terms, while for the DES and LES modes the value is raised to 1 for momentum. Steady RANS predictions, obtained on the same grid, are also shown and marked with an R suffix.
Mean velocity and RMS fluctuations
Interestingly, both the Z1 and Z2 setups are able to significantly outperform standard RANS in terms of time-averaged profiles. In addition, the Z1 and Z2 RMS fluctuation profiles are very close one to each other. In Figure 5 (a) and (b), the Z1 and Z2 solutions are compared in terms of energy resolution (ER) parameter contours. The ER is a standard single-grid LES quality estimator, which is defined as follows
For statistically steady flows, equation (10) represents the time averaged ratio between the resolved and total (resolved + sub-grid) kinetic energy of velocity fluctuations. In homogeneous high-Reynolds-number turbulence, theoretical arguments lead to the assumption that 80% of the turbulent kinetic energy is kept by the largest energy-containing motions, 60, 61 which means that ER . 0.8 has often been considered a minimal resolution quality criterion for LES. Although clear proofs exist that such criterion is not generally sufficient to ensure an adequate resolution of complex wallbounded turbulent flows, 62 to date it is still frequently used in engineering-grade LES calculations, including ICE modeling and simulation. 45 Figure 5 (a) and (b) clearly show that very high ER levels are achieved, regardless of the DES or LES incylinder treatment. In DES mode, most of the highspeed jet shear layer is statistically treated as URANS (see Figure 5 (c)), which, however, does not seem to inhibit the typical jet flapping phenomenon that lies behind the strong axial velocity fluctuations shown in Figure 3 (b).
Axial pressure development and flow structures
For the considered flow configuration, the in-cylinder axial pressure development can be divided into four stages: 59,63 a sudden pressure drop induced by the intake jet acceleration, with a minimum located around x=R c '0:25; a pressure peak at x=R c '0:75, due to the jet impingement on the wall; a second, weaker, pressure drop at x=R c '1, originated by the jet rebound; the final pressure recovery, which ends up at about x=R c '2:5. Axial profiles are presented in Figure 6 in terms of the nondimensional pressure coefficient C p = 2(p À p out )=rU 2 b , where p out is the reference pressure value at the cylinder outlet, r is the reference (constant) fluid density and U b is the inlet bulk velocity. The RANS profile does not capture properly the initial drop, overestimates the pressure peak and produces a too slow recovery after the jet rebound. Conversely, both ZDES computations return a more consistent description of the four stages mentioned above.
The resolution level of ZDES simulations can be additionally assessed through the visualization of instantaneous snapshots of C p isosurfaces, as shown in Figure 7 . The characteristic ring-shaped structures generated by the annular jet flow, which have already also been detected in Thobois et al., 59 are evident.
TCC-III engine case
The TCC-III is a popular optical access experimental engine benchmark, which has been developed through the years at the University of Michigan with the aim to perform both cold-flow and firing tests. 64 The engine geometry features a two-valve design with pancakeshaped combustion chamber and large intake and exhaust plenums. The bore 3 stroke values are equal to 92 3 86 mm 2 , while the nominal compression ratio is equal to 10:1. This particular case has been selected for the multi-cycle part of the present study, due to the ease of reproduction and to its significance in terms of large-scale cyclic flow variability. In addition, it has already been the object of extensive LES studies at the University of Modena and Reggio Emilia ICE research group. 25, 26 
Problem statement and numerical setup
Experimental particle image velocimetry (PIV) measurements are available at four different laser-sheet locations (see Figure 8 ), for two revolutions per minute (RPMs) (800 and 1300) and for two different intake pressure values (40 and 95 kPa). In our study, we focus on the vertical PIV planes (y = 0 and x = 0), with the engine running at 1300 r/min and an intake pressure of 40 kPa.
The computational domain is divided into five zones (Figure 9(a) ), representing the intake/exhaust plenums, the intake/exhaust ports and the in-cylinder volume. Spatial discretization is achieved through a finite volume grid with a maximum of 2 3 10 6 cells at the piston bottom dead center (BDC). Cell size is equal to 0.75 mm in the in-cylinder volume, 0.5-4 mm in ports and 4 mm in plenums. An additional refinement of 0.5 mm is introduced around the spark plug, as shown in Figure 9(b) . The in-cylinder grid spacing is set based on the general assumption that a cell size in the 0.5-1 mm range should be sufficient to adequately capture the flow cyclic variability (see Ameen et al. 65 and the references therein). A standard wall function approach is applied at the walls, 66, 67 while pressure boundary conditions at the plenums are obtained from 1D simulations. 25, 26, 64 Implicit time integration is carried out through a compressible form of the Pressure-Implicit with Splitting of Operators (PISO) algorithm, with the In terms of turbulence modeling, two different zonal arrangements are evaluated: in the first one, called TCC-Z1, the in-cylinder volume is treated in seamless-DES mode, leaving the ports and plenums in URANS mode; the second one, TCC-Z2, retains the same treatment for the ports and plenums but switches the incylinder mode from seamless-DES to pure LES. Note that the convection scheme setup follows the same zone-specific guidelines adopted for the static valve case. 
Multi-cycle analysis
with i being the specific velocity component sampled at the jth cycle and n = 50 (for TCC-Z1 and TCC-Z2 simulations) or n = 235-240 (for experimental PIV). The use of differently populated datasets does not impact the validity of the comparison as demonstrated by the authors in a previous work. 26 Additional quantities such as turbulent scalars are also sampled and averaged to further dissect the turbulence modeling performance. A side-by-side comparison is made against both the reference experimental measurements and an earlier full-LES simulation campaign carried out with the dynamic structure model (DSM). 68 The DSM is chosen as a benchmark due to its ability to perform well on engineering-grade meshes. 20, 64, 65 The authors emphasize here that the DSM results were obtained on the same computational grid and with a numerical setup that closely resembles the one used for the DES and LES modes of the zonal approach.
Velocity field analysis, y = 0 plane. In this section, we analyze the velocity field statistical post-processing in the first of the two reference planes (y = 0). Figure 10 shows ensemble averaged and RMS results at 475 CA. At this point of the intake stroke, the piston is still close to its maximum speed and the intake jet promotes the formation of large recirculation structures. The main qualitative features of the ensemble averaged flow are captured by all simulations, but with some sensible differences in the jet intensity and orientation. About this, the TCC-Z1 setup seems to be in better agreement with the experiments compared to the TCC-Z2 one.
On the other side, both setups underestimate RMS fluctuations in the vicinity of the piston head, compared to the experimental measurements and to the reference DSM data.
Results at BDC are displayed in Figure 11 . At this point, the averaged in-plane flow is dominated by the large clockwise-rotating tumble vortex. This flow structure direction is opposite to the typical tumble vortex of spark-ignition engines: this is due to (a) the nonpentroof combustion chamber design (with flat piston/ head) and to (b) the non-oriented intake port layout, consisting in parallel valve and cylinder axes. Also in this case, TCC-Z1 predictions are slightly more consistent with the experiments and DSM, both in terms of ensemble average and RMS fluctuations.
During the compression stroke (Figure 12 ), the tumble vortex shrinks itself and the vortex core moves toward the upper right corner of the FOV. The ensemble averaged DSM predictions are in very good agreement with the experimental measurements, while the TCC-Z1 and TCC-Z2 setups underestimate the lowspeed core region extension. The RMS fluctuations contours are consistent in terms of the intensity peak and range, but the peak locations are shifted leftwards compared to DSM and the experiments.
Velocity field analysis, x = 0 plane. During intake, the trace of the intake jet is well identifiable in the cross-tumble vertical plane (x = 0). As shown in Figure 13 , all simulations reproduce fairly well the ensemble average inplane flow and the RMS fluctuation distribution.
At BDC, a large recirculation structure appears also in this plane. Interestingly, both the TCC-Z1 and TCC-Z2 setups return an apparently better prediction of the average shape of such structure, compared to DSM (Figure 14) . The latter seems also to overestimate the RMS fluctuation intensities across most of the FOV domain.
As the piston goes toward TDC, the recirculation structure is rapidly compressed, with the low-speed core shrinking and moving upward ( Figure 15 ). The DSM results reproduce well the compression process, while it seems to be somewhat too slow as predicted by TCC-Z1 and TCC-Z2.
Flow field in the vicinity of the spark plug location. Firing activities on the TCC-III engine conventionally locate the ignition point at (0, 0, 25) mm and the ignition timing at 702 CA (or 342 CA after top-dead-center (TDC) exhaust). 50 In this section, a focus on the flow field in the spark plug proximity at 690 CA is introduced. The spark plug proximity is arbitrarily defined as a 5 mm spherical region around the ignition point and a cycle-by-cycle probability density function (PDF) analysis is performed for each velocity component in that region. Figure 16 shows the full PDF analysis for the DSM case, which has been used as a reference. In Figure 17 , cycle-averaged PDF outcomes from the DSM, TCC-Z1 and TCC-Z2 cases are compared. Except for the x velocity component, PDF profiles are very similar among each other in both shape and peak location. As further highlighted by Figure 18 , the near-plug mean flow predicted by DSM is significantly shifted toward the negative x direction. However, it should be also underlined that at this CA the mean velocity intensities around the spark plug are very low and thus quite sensitive to small variations induced by the different turbulence modeling options.
Additional observations. In this section, we further comment on the differences between the TCC-Z1 and TCC-Z2 predictions, based on the turbulent viscosity, ER and F À1 DES parameters. Note that, for a multi-cycle engine simulation the time averaging operator should be replaced by ensemble averaging in equation (10) . The 475 CA condition has been considered as the most appropriate for this additional analysis, as it is characterized by the largest inhomogeneities and velocity gradients. We underline that, for a clearer visualization, the turbulent viscosity contours are represented in a logarithmic scale.
On the y = 0 plane (Figure 19 ), viscosity contours are quite similar, with the TCC-Z1 averaged results being only slightly more diffusive in the lower part of the FOV (say for z \ 240 mm). This is apparently supported by the ER fields, which put in evidence moderately higher ER levels for the TCC-Z1 setup. Interestingly, both setups return ER values well above 0.85 across the whole FOV, with the sole exception of the very initial high-speed jet structure. Moving on the x = 0 plane ( Figure 20) does not add much to this picture, as here the viscosity and ER fields are even closer one to each other. Overall, it is apparent that the numerical resolution is not sufficient for a highly resolved pure LES of the in-cylinder domain (TCC-Z2), which in turn results in an average modeled viscosity distribution that is very similar to the one generated by a dynamic DES (TCC-Z1). On the other side, the ability to switch to a RANS-based viscosity formulation to some extent (see Figure 21 ) seems to give some small benefits for DES in this moderate numerical resolution scenario, especially in terms of ensemble averaged fields (see also Figures 10 to 15 ).
Conclusion
The main objective of the present work was to assess if a relatively simple ZDES-type formulation is capable of handling complex multi-cycle engine simulations with a reasonable level of accuracy. This has been done by implementing via user-coding a ZDES model based on a two-equation RNG k-e URANS model in the STAR-CD platform and calibrating the C DES constant against homogeneous decaying turbulence measurements. Once the numerical discretization scheme was validated, a first check of the formulation consistency and performance on a canonical static-valve geometry was carried out against standard reference experimental data. Based on the convincing quality of the staticvalve results, a multi-cycle analysis of the TCC-III experimental engine benchmark was then performed. Outcomes from the multi-cycle study show that Using a single URANS-based ZDES modeling framework, without any special reconstruction/ interpolation procedure at the URANS/LES (or URANS/DES) zonal interface between the cylinder and ducts volumes, returned fairly accurate ensemble averaged and RMS fields. The results obtained are generally comparable to the ones produced by advanced LES methods (such as DSM), if the latter are applied with the same incylinder numerical resolution level. In the zonal approach, the in-cylinder flow resolution does not seem to be influenced by the cylinderducts interface treatment, but rather by the incylinder numerical resolution level, just as expected for standard LES. Under this (relatively) low numerical resolution scenario, the seamless-DES mode of ZDES seems to have a small advantage in the average flow description, compared to the pure-LES mode.
In the authors' opinion, the points shown above form a sufficient basis to further investigate and develop the proposed zonal approach for the simulation of turbulent flow motion in internal combustion engines. The next testing and development steps should be focused on aspects such as (a) the consistency of the sub-grid scale formulation in pure-LES mode; (b) the actual role of the upstream (plenum and ducts) turbulence treatment on the in-cylinder flow resolution; (c) the impact of the specific wall modeling and, consequently, of the near-wall resolution level; (d) comparison with additional, high-quality experimental data sets; and (e) further ZDES and pure-LES model performance analysis on sub-optimal grids for highspeed engine operations: it is expected that the RANSswitching possibility of DES-type models would better accommodate under-resolved flows. This would further enforce a wider and conceptually more correct application of the proposed ZDES model in internal combustion engine simulations.
