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Abstract
We present joint multi-dimension pruning (named as JointPruning), a new per-
spective of pruning a network on three crucial aspects: spatial, depth and channel
simultaneously. The joint strategy enables to search a better status than previous
studies that focused on individual dimension solely, as our method is optimized col-
laboratively across the three dimensions in a single end-to-end training. Moreover,
each dimension that we consider can promote to get better performance through
colluding with the other two. Our method is realized by the adapted stochastic
gradient estimation. Extensive experiments on large-scale ImageNet dataset across
a variety of network architectures MobileNet V1&V2 and ResNet demonstrate the
effectiveness of our proposed method. For instance, we achieve significant margins
of 2.5% and 2.6% improvement over the state-of-the-art approach on the already
compact MobileNet V1&V2 under an extremely large compression ratio.
1 Introduction
Network pruning has been acknowledged as one of the most effective model compression methods
for adapting heavy models to the resource-limited devices [21, 56, 30]. The pruning methods evolved
from unstructured weight pruning [12, 15] to structured channel pruning [10, 62] with the purpose of
more hardware-friendly implementation.
With the increasing demand of highly compressed models, merely pruning the channel dimension
becomes insufficient to strike a good computation-accuracy trade-off. Some previous studies begin to
seek compression schemes besides the channel dimension. For example, OctaveConv [6] proposed
to manually reduce the spatial redundancy in feature maps. MobileNet [22] scales down the input
image’s spatial size for reducing the computational overhead. Besides the spatial dimension, depth is
also a dimension worth exploring [8]. These three dimensions (i.e., channel, spatial, depth) are inter-
related: A reduction in the network depth can enable using larger feature maps or more channels under
the same computational constraint; An alteration in the spatial size will affect the optimal channel
pruning scheme. To this end, manually set the spatial size and network depth while only adjust
the layer-wise channel pruning strategy leads to sub-optimal solutions. It is of high significance to
automatically allocate computational resource among three dimensions with a unified consideration.
However, jointly pruning channels together with the spatial and depth dimension is challenging and
some difficulties are always underestimated. The first challenge is that most of the pruning algorithms
are developed based on the unique property of the channel dimension, for instance, removing channels
with small weight L1 norms [30, 54]. Such approaches are inflexible and can hardly generalize to
other dimensions, especially the spatial dimension. The second challenge stems from the overladen
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search space within the three integrated dimensions, since the potential choices of these dimensions
are numerically consecutive integers. Therefore, the previous enumerate-based methods are always
computationally prohibitive or under-optimized.
To resolve the aforementioned limitations and derive a decent solution, we propose the JointPruning
that considers three dimensions (channel, spatial, depth) simultaneously. In contrast to previous
pruning methods that mainly focus on exploring the correlation between channels (e.g., the redun-
dancy), we formulate this problem by defining channel numbers associating with the spatial and
depth into an integrated space through a configuration vector. Within this joint space, we can not only
mine the relationships inside a single dimension, but also find relatively optimal options across three
dimensions by optimizing this configuration vector. That is to say, we consider the global reciprocity
between the three aspects and model joint pruning with the defined pruning configuration vector
specifying layer-wise channel numbers, spatial size, and the network depth. This circumvents the
algorithmic dependency on the exclusive properties in the channel dimension.
As there is no explicit function between the loss function of the pruned network and its configuration
vector (i.e., it is non-differentiable to the pruning configuration), also considering the efficiency of
optimization, we propose to use stochastic gradient estimation to approximate the gradient w.r.t.
configuration vectors. We first convert the loss function to an expectation of the loss of configuration
vectors sampled from a Gaussian distribution around the original vector. Then we utilize the log
likelihood trick [46] to obtain the gradient of expectation as an approximation to the underlying
gradient. We further design weight sharing mechanism for evaluating the loss of configuration vectors
without training each corresponding pruned network from scratch. With alternatively updating
weights and configuration vector, the proposed JointPruning can automatically learn the global
pruning configuration across three dimensions.
We show the effectiveness of JointPruning on MobileNet V1/V2 and ResNet structures. It achieves up
to 9.1%/6.3% higher accuracy than MobileNet V1/V2 baselines under FLOPs constraint. Moreover,
JointPruning is friendly to tackle channels in shortcuts and also supports multiple resource constraints.
It can automatically adapt the pruning scheme according to the underlying hardware specialty and
different circumstances due to its larger potential options. Under CPU latency constraint, JointPruning
achieves comparable or higher results with less searching time than advanced adaptation based
ChamNet [9]. When targeting at GPU latency, it surpasses MobileNet V1/V2 baselines with more
than 3.9% and 2.4% improvement under an extremely large compression ratio.
Contributions:
• We reveal the perspective that joint pruning neural network in three dimensions (i.e., channel,
spatial and depth) is crucial for striking a good accuracy-computation trade-off. We define pruning
configuration as a vector specifying the spatial size, network depth and layer-wise channel numbers,
and formulate joint pruning as optimizing the configuration vector.
• We propose to use stochastic gradient estimation w.r.t. the configuration vector for efficient
optimization. This strategy inherits the high efficiency advantage of the gradient descent algorithm
meanwhile overcomes the non-differentiability in the configuration vectors.
•We design weight sharing strategy to avoid training individual pruned network from scratch, and
an alternative updating strategy to jointly optimize weights and configuration vectors, which further
facilitates optimization.
• The proposed JointPruning can flexibly incorporate different resource constraints including FLOPs
and hardware latency. It outperforms traditional pruning algorithms with less human efforts and
achieved higher results than state-of-the-art model adaptation methods with less optimization time.
2 Related Work
Model compression is recognized as an effective approach for efficient deep learning [14, 50]. The
categories of model compression expands from pruning [21, 7, 23], quantization [60, 61], to compact
network architecture design [34, 57, 22, 42]. Our approach is most related to pruning.
Pruning and Model Adaptation Early works [24, 16, 12] prune individual redundant weights and
recent studies focus on removing the entire kernel [30, 33] to produce structured pruned networks.
While traditional pruning involves massive human participation in determining the pruning ratio,
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AutoML-based methods with reinforcement learning [19], a feedback loop [54] or a meta network [31]
can automatically decide the best pruning ratio. In those pruning methods, the optimization space is
confined to channels only. Intuitively, a higher compression ratio and better trade-off can be obtained
through jointly reducing channel, spatial and depth dimensions. So far, only a few works address
the joint adaptation across three dimensions. EfficientNet [48] focuses on scales all dimensions of
depth/width/resolution with a single compound coefficient. The coefficient is obtained by grid search.
ChamNet [9] uses the Gaussian process to predict the accuracy of compression configurations in three
dimensions. Despite their high accuracy, grid search or Gaussian process requires training hundreds
of networks from scratch, which are with high computational cost. Instead, we propose to model the
joint pruning as optimizing the numerical values of architecture configurations (i.e., channel, depth
and spatial), which enables to use a stochastic gradient estimation w.r.t. the configuration vector in
optimization, and further improves the efficiency greatly.
Gradient Estimation Gradient estimation is initially proposed for optimizing non-differentiable
objectives [36]. Reinforcement learning (RL) algorithms often utilize gradient estimation to update
the policy [49, 37, 11, 26, 3, 41, 1]. We customize a relaxation of the objective function and use
the log likelihood trick to calculate the estimated gradient [44]. Different from these algorithms
designed for the typical RL tasks, such as Atari and MuJoCo, our approach focuses on optimizing
the network configuration and assumes the policy function to be a Gaussian distribution, which can
better approximate the actual gradient and is free of hyper-parameters. Furthermore, we utilize the
Lipchitz continuous property of the neural networks w.r.t. the configuration vectors. Such that we
adopt a progressively shrinking Gaussian window for obtaining more accurate gradient estimations,
and use an alternative paradigm for updating configuration vectors and the weight parameters.
Neural Architecture Search and Parameter Sharing Different from pruning tasks, which aims to
find a compressed model through adjusting the numerical values in architecture configurations, NAS
are targeting at choosing the best options [63, 38, 47, 53] and/or connections [52]. Although a few
NAS studies include two or three channel number choices in their search space [51, 5], they enumerate
these choice as independent nodes. The gradient-based neural architecture search (NAS) adopts
Straight Through Estimation [5] or probabilistic relaxation [29], which models choices as independent
and is essentially unsuitable for continuous numerical choices in the pruning configuration. While
proposed JointPruning tailored for this task utilizes the consecutiveness in the numerical values, and
is thus more effective. Parameter sharing is studied in NAS. Our parameter-sharing scheme is inspired
by the practice in one-shot architecture search [13, 45, 2, 4]. Different from the operation-level sharing
mechanism designed for independent operations, proposed weight sharing adopts a matrix-level
sharing, which is specialized for a more efficient sharing among the consecutive channel/spatial/depth
choices. The details of our algorithm are described in Sec. 3.
3 Methodology
To solve the pruning problem in three dimensions, we define the pruned networks with the corre-
sponding unique architecture configuration vectors:
vconf = {c, s, d}, (1)
where c denotes the number of channels in each layer, c = {c1, c2, ..., cn}, n is the total number of
layers, s denotes the spatial size of the input image to the network and d denotes the network depth.
We formulate the JointPruning as a constrained optimization problem over the configuration vector.
The objective is to minimize the loss under a given resource constraint:
minimize L(v, w) (2)
subject to C(v) < constraint (3)
where L refers to the loss function of the neural network, w is the weight parameters, C is the
computational cost given the network configuration v and constraint denotes the target resource
constraint (i.e., FLOPs or latency). We merge the resource constraint as a regularization term in the
error function E as follows:
E(v, w) = L(v, w) + ρ||C(v)− constraint||2, (4)
where ρ is the positive regularization coefficient. Consequently, the goal is to find the architecture
configuration vector v that minimizes the error function E :
v = argmin
v
(E) (5)
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However, it is computationally prohibitive to obtain the error E through enumerating the configuration
vectors and training each corresponding pruned network from scratch. To tackle this, we propose the
gradient estimation method to approximate the steepest gradient descent direction of the configuration
vector that minimizes the error, and also customize a weight sharing mechanism to further enhance the
optimization efficiency. We detail our gradient estimation method and the weight sharing mechanism
in Section 3.1 and Section 3.2, respectively.
3.1 Stochastic Gradient Estimation for Configuration Vectors
Since the error function E is naturally non-differentiable with respect to the configuration vectors,
we propose gradient estimation to approximate the underlying gradients. Inspired by [39, 55, 43],
we conduct the gradient estimation by relaxing the objective error function E to the expectation of E
with configuration vector v obeying a distribution pθ(v) .
E(v) ≈ Ev∼pθ(v)E(v), (6)
where the distribution pθ(v) is parameterized by θ. To simplify the expression, we omit the w in the
term E(v, w). In previous works, pθ(v) is chosen to be a function of v. Instead, and considering the
relaxation purpose is for obtaining precise gradient estimation w.r.t. the configuration vector v, we
simplify the probability distribution pθ(v) to be an isotropic multivariate gaussian distribution:
pµ(v) ∼ N (µ, σ), (7)
with the mean µ being the current configuration vector and the deviation set to σ. Consequently, the
approximation to the objective function can be written as:
E(µ) ≈ Ev∼N (µ,σ)E(v) = En∼N (0,σ)E(µ+ n), (8)
where n denotes the random multidimensional Gaussian noise added to the current configuration
vector. This approximation holds because the neural network is Lipschitz continuous with respect to
v, i.e., there exists a positive real constant K such that:
||E(µ+ n)− E(µ)|| < K||n||. (9)
In configuration vector optimization, n is confined to small variation values, i.e., ||n|| < . Therefore,
the alteration in the error function is bounded within K. In experiments, we observe the constant K
to be diminutive within a local region around the current configuration vector and thus the variation
is tolerable.
With this approximation to the error function, we can derive the estimated gradient following the
commonly adopted log likelihood trick in reinforcement learning:
∇µEv∼N (µ,σ)E(v) = Ev∼N (µ,σ)[E(v)∇µ log(p(v;µ))] (10)
= Ev∼N (µ,σ)[E(v)∇µ(log( 1
σ
√
2pi
e−
1
2 (
v−µ
σ )
2
))] (11)
= Ev∼N (µ,σ)[E(v)v − µ
σ2
] (12)
=
1
σ2
En∼N (0,σ)[E(µ+ n)n]. (13)
Thus, the gradient of E(v) can be estimated by the configuration vector v stochastically sampled
around the current vector µ under a gaussian distribution n ∼ N (0, σ):
∇µEv∼N (µ,σ)E(v) ≈ 1
σ2
M∑
i=1
E(µ+ ni)ni, (14)
where M is the total number of samples. An intuitive interpretation of this gradient estimation
approach is: by weighting the variation directions with the corresponding error, the gradient direction
can be approximated with the variation direction that has the lower expected error. Then the
configuration vector is updated with the estimated gradient:
µ′ = µ− α∇µE(v), (15)
where α denotes the update rate, and the geometric meaning of µ is the center configuration vector for
adding Gaussian variations. The resulting algorithm iteratively executes the following two steps: (1)
stochastic sampling of the architecture configuration vectors and evaluate the corresponding errors;
(2) integrating the evaluations to estimate the gradient and update the configuration vector.
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3.2 Weight Sharing
In the aforementioned stochastic gradient estimation paradigm, one crucial issue that remains unsolved
is how to obtain the error evaluation of the configuration vector. Recall that the error E is a function of
v and w: E = E(v, w). To evaluate the configuration vector(v), the weights(w) in the corresponding
pruned network need to be trained. However, it would be too computationally prohibitive to train
each pruned network from scratch. To address this, we customize a parameter-sharing mechanism to
share the weights for different architectures varying in the channel, spatial and depth configurations.
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Figure 1: The weight-sharing mechanism.
The parameter-sharing mechanism is illustrated in Figure 1. For spatial dimension, decreasing the
input image resolution will reduce the feature map size in the network, as Figure 1(a). This does
not require any modification in the weight kernels and thus all the network weights are shared when
adjusting the spatial resolution. To prune the channels, we follow [31] to keep the first c channels
of feature maps in the original network and crop the weight tensors correspondingly, as shown in
Figure 1(b). To reduce depth, we adopt block dropping. That is keeping the first d blocks and skipping
the rest of the blocks, as Figure 1(c). Combining these three dimensions, we come up with the joint
parameter-sharing mechanism as illustrated in Figure 1(d). With this mechanism, we only need to
train one set of weights in the weight-shared network and evaluate the error of different pruning
configuration vectors with corresponding weights cropped from this network.
3.3 Alternatively Update Weights and Configuration Vectors
For training the weights in the shared network, the optimization goal is set to minimize the error
concerning the expectation of a bunch of configuration vectors. The objective is defined as:
min
w
Ev∼N (µ,σ)E(v, w) (16)
Algorithm 1: Joint Multi-Dimension Pruning
Input: Learning rate α, standard deviation of
gaussian distribution σ, initial mean µ0,
configuration vector v, initial weight: w, error
function: E , number of total iterations: K,
number of weight update iterations: N , number
of configuration samples: M .
Output: Optimized configuration µ∗
1: for t = 0 : K do
2: for i = 0 : N do
3: minw Ev∼N (µ,σ)E(v, w)
4: end for
5: for j = 0 :M do
6: Ej = E(µt + nj)
7: end for
8: µt+1 = µt − α
∑M
i=1 Ejnj
9: end for
10: return µ∗
To optimize this objective function, we inject noise to
the configuration vectors during weight training. That
is, in each weight training iteration, the configuration
vectors v is randomly sampled from N (µ, σ).
After training the weights for one epoch, we use the
stochastic gradient estimation to estimate the gradient
w.r.t. the µ and take a step in the µ variable space to
decline the error:
min
µ
Ev∼N (µ,σ)E(v, w) (17)
We alternatively optimize the weights and the archi-
tecture configuration vectors and meanwhile decrease
the deviation σ till convergence. With the error func-
tion E well approximated by its smoothed version
Ev∼N (µ,σ)E(v, w), we can obtain the optimized con-
figuration vector to be the mean of the configuration
vector distributions (i.e., µ) of the final model. The
optimization pipeline is detailed in Algorithm 1.
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4 Experiments
In this section, we begin by introducing our experiment settings in Sec. 4.1. Then, we explain the
configuration vector settings in Sec. 4.2. Thirdly, we show the comparison between our method
and the state-of-the-arts on various architectures and under different resource constraint metrics in
Sec. 4.3. Lastly, we visualize two of the pruned networks obtained by our algorithm in Sec. 4.4.
4.1 Experiment Settings
Dataset All experiments are conducted on the ImageNet 2012 classification dataset [40]. For
optimizing the configuration vector, we randomly split the original training set into two subsets:
50,000 images for validation (50 images for each class) and use the rest as the training set. After the
architecture hyperparameters are optimized, we train the corresponding architecture from scratch
using the original training/validation dataset split, following the practice in [5, 51].
Training We alternatively optimize the configuration vector and weights with an outer loop of 75
iterations. In each inner loop, we train the weights for 2000 iterations for MobileNet V1/V2 and 1000
iterations for ResNet with a batch size of 256. We use the SGD optimizer with momentum for weight
training. Then we update the configuration vector for 20 iterations with the estimated gradients.
In gradient estimation, the number of samples M is set to 100 for each iteration, the deviation σ
and the update rate α are initialized with 1.25 and 5 respectively, and linearly decay to 0.25 and 0,
respectively, with the outer loop.
Constraints The experiments are carried out under the FLOPs, GPU latency as well as the CPU
latency constraints. For the latency constraints, we follow the practice in FBNet [51] to build a latency
look-up-table for a layer with different configurations and obtain the total latency of the network
by summing up the latency of all layers. In our experiments, we estimate GPU latency on the GTX
1080Ti with a batch size of 256. For CPU latency, we use the look-up-table released by ChamNet [9]
for a fair comparison. As ChamNet has a very sparse look-up-table, we use the Gaussian process to
predict the missing latency values as [9] did for energy estimation.
4.2 Details in configuration vector settings
For MobileNet V1, we set the optimization vector(v) as v = {c1, c2, . . . cn, s}, where ci are the
numbers of output channels in layer i, and n denotes total number of layers. s is the spatial size of
the input image. As MobileNet V1 is a network without shortcuts, reducing the depth will result
in channel mismatch. With this structure restriction, we only optimize the channel and spatial
dimensions. We initiate the configuration vector as the configuration of the original MobileNet V1.
After obtaining the optimal configuration, the pruned network is constructed through pruning each
layer’s input channel equaling to previous layer’s output channel, specified by ci, and then crop the
weight kernels correspondingly as shown in Figure 1(b).
Similar to MobileNet V1, the optimization vector(v) for MobileNet V2 is defined as v =
{c1, c2, . . . cn, s, d}. Since MobileNet V2 contains the shortcut structure, we confine the layers
connected with identity shortcuts to have the same number of output channels. For pruning depth
dimension, we drop the last block in the stage that contains the most number of blocks.
For ResNet, we adopt similar settings of MobileNet V2, and confine the configuration vectors to
layer-wise channel numbers only, i.e. v = {c1, c2, . . . cn} for a direct comparison to the traditional
channel pruning methods.
4.3 Comparisons with state-of-the-arts
To verify the effectiveness of proposed JointPruning, we compare our method with the uniform
baselines, traditional pruning methods as well as the AutoML-based model adaptation methods. Our
experiments are conducted on MobileNet V1, MobileNet V2 [22, 42] and ResNet [17] backbones.
MobileNet V1&V2. MobileNets [22, 42] are already compact networks, many recent pruning
algorithms focus on these structures for the practical significance in pruned models.
The baseline group in Table 1 shows that rescaling channel and spatial dimension (C+S) by the
same ratio can achieve higher accuracy than merely rescale channel (C) or spatial (S), suggesting the
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Table 1: Comparison between the proposed method with the uniform baselines and the state-of-the-art
AutoML-based pruning methods on MobileNet V1&V2 [22, 42], under the FLOPs constraint. The
baseline is obtained by uniformly rescale channel (C) / spatial size of the input image (S) / channel +
spatial (C+S) by a fixed ratio. C, S, D denotes channel, spatial and depth, respectively.
MobileNet V1 MobileNet V2
45M 150M 330M 45M 150M 200M
Acc FLOPs Acc FLOPs Acc FLOPs Acc FLOPs Acc FLOPs Acc FLOPs
(%) (M) (%) (M) (%) (M) (%) (M) (%) (M) (%) (M)
Uniform
Baseline
C 50.6 41 63.7 149 68.4 325 54.6 43 67.2 140 70.0 203
S 54.0 43 65.7 149 70.6 343 59.1 42 68.3 138 70.8 220
C + S 58.8 46 67.1 143 70.8 325 59.3 47 68.5 142 70.6 212
State-of
-the-arts
NetAd [54] – – – – 69.1 284 – – – – – –
AMC [19] – – – – 70.5 281 – – – – 70.8 220
MetaP [31] 57.2 41 66.4 149 70.9 324 58.3 43 68.2 140 71.2 217
Ours
C 58.6 48 66.5 145 71.0 310 58.1 46 68.4 141 70.7 205
C + S 59.7 43 67.6 139 71.2 309 60.1 42 68.8 139 71.4 206
C + S + D – – – – – – 60.9 51 69.1 145 70.7 206
Table 2: Comparison between the proposed method and uniform channel rescaling baseline on
MobileNet V1&V2 [22, 42] under GPU latency constraints. The latency is measured on the GTX
1080Ti with a batch-size of 256. Architecture obtained by jointly pruning layer-wise channel numbers
and spatial dimension (C+S) outperforms the baseline of uniform rescaling channel numbers (C).
Further including Depth (D) enables a more flexible pruning space and generates even higher accuracy.
MobileNet V1 MobileNet V2
0.25× 0.5× 0.75× 0.35× 0.65× 0.8×
Acc Latency Acc Latency Acc Latency Acc Latency Acc Latency Acc Latency
(%) (ms) (%) (ms) (%) (ms) (%) (ms) (%) (ms) (%) (ms)
Baseline C 50.6 2.266 63.7 3.998 68.4 5.620 54.6 4.22 67.2 5.97 70.0 7.36
Ours C + S 66.8 2.231 70.6 3.972 72.3 5.617 67.7 4.10 71.2 5.93 72.3 7.34C + S + D – – – – – – 68.7 3.98 71.7 5.90 72.4 7.17
importance of jointly dealing with multi-dimensions. Then, in this joint pruning space, the proposed
JointPruning can automatically capture the delicate linkage between spatial pruning and channel-wise
pruning ratio adjustments, which outputs optimized pruned networks with higher accuracy than
state-of-the-art pruning methods focusing on channels only. When further considering the depth
dimension, JointPruning obtains even better accuracy, especially under the extreme small FLOPs
constraint (45M), which demonstrates the superiority to others.
Besides the FLOPs constraint, we extensively study the behavior of JointPruning under direct metrics
like GPU latency and CPU latency. Given various latency constraints, JointPruning consistently
improves the accuracy by a remarkable margin especially for highly paralleled GPU devices. As
shown in Table 2, on MobileNet V1 JointPruning with the channel and spatial dimension (C+S)
achieves more than 3.9% accuracy enhancements. On MobileNet V2, JointPruning comprehensively
considers channel, spatial and depth (C+S+D) dimensions, and automatically capture and utilize the
underlying hardware specialty, which further boosts the accuracy. Compared to the state-of-the-art
model adaptation method ChamNet building atop the Gaussian process, JointPurning with stochastic
gradient estimation enjoys high optimization efficiency. As shown in Table 3, JointPruning achieves
comparable or higher accuracy compared to ChamNet, but with much lower optimization time cost.
ResNet. Despite that JointPruning is designed for multi-dimensional pruning, we show that it is also
effective when targeting at channel dimension only. In comparison to the traditional channel pruning
methods, JointPruning achieves better performance with less human participation. The accuracy
enhancement mainly comes from JointPruning’s ability in pruning shortcuts. For traditional pruning
with a layer-by-layer scheme, shortcuts will affect more than one layer which is tough to deal with.
While JointPruning can effortlessly prune the shortcut by modeling the shortcut pruning as updating
the numerical channel numbers.
Random search Compared to the random search which determines the configuration in three dimen-
sions randomly, Table 4 shows that JointPurning is able to end up at an optimized minimum with
high accuracy, and significantly outperforms random search scheme.
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Table 3: Accuracy and optimization time com-
parison between proposed method and state-
of-the-art model adaptation method Cham-
Net [9] on MobileNet V2 [42].
ChamNet Ours
0.25× Acc(%) 64.1 66.4Latency 6.1ms 6.0ms
0.5× Acc(%) 69.0 69.0Latency 10.0ms 9.9ms
0.75× Acc(%) 71.9 71.8Latency 15.0ms 14.8ms
Optimization Time ∼ 5760 3 × 40(GPU days)
Table 4: JointPruning vs. Random search on
MobileNet V2 structure.
Random search Ours
Acc(%) 65.2 ± 2.5 69.1
FLOPs 146.5M ± 1.5M 145M
Acc(%) 68.2 ± 2.9 71.7
Latency 5.985ms ± 0.015ms 5.90ms
Table 5: Comparison between proposed method on
channel dimension and state-of-the-art traditional
channel pruning methods on ResNet50 [17] back-
bone.
1G 2G 3G
Acc FLOPs Acc FLOPs Acc FLOPs
(%) (G) (%) (G) (%) (G)
Uniform 72.0 1.1 74.8 2.3 76.0 3.2
AP [32] 72.0 1.1 74.8 2.3 - -
ThiNet [33] 72.1 1.2 74.7 2.1 75.8 2.9
CP [21] - - 73.3 2.0 - -
SFP [18] - - - - 75.1 2.9
PFEC [25] - - - - 72.9 3.1
C-SGD [10] - - 74.5 2.1 75.3 2.9
GDP [27] 70.9 1.6 72.6 2.2 - -
IENNP [35] 71.7 1.3 74.5 2.3 75.5 2.7
FPGM [20] - - 75.6 2.4 - -
VCNNP [58] - - 75.2 2.4 - -
GAL-0.5 [28] - - 72.0 2.3 - -
RRBP [59] 73.0 1.9 - - - -
Ours 73.4 1.0 75.6 2.0 76.2 3.0
4.4 Optimization results visualization
In this section, we visualize two sets of pruning configurations for MobileNetV2 focusing on
optimizing CPU and GPU latency, respectively. By incorporating the latency into the error function E ,
JointPruning is able to take advantage of hardware characteristics without knowing the implementation
details. The final network optimized under the CPU latency constraint is deep with smaller spatial
resolution. While for the GPU, the corresponding architecture discovered by JointPruning adopts
large spatial resolution, more channels with fewer layers to fully utilize the parallel computing
capability of GPUs.
Figure 2: This figure shows the architecture hyper-parameters (input image size, layer-wise channel
numbers and depth) of MobileNet V2 network structure optimized under (a) CPU latency constraint
with latency = 10ms and (b) GPU latency constraint with latency = 5.62ms.
5 Conclusion
In this work, we focused on the joint multi-dimension pruning which naturally has broader pruning
space on spatial, depth and channel for digging out better configurations than the isolated single
dimension solution. We have proposed to use stochastic gradient estimation to optimize this prob-
lem and further introduced a weight sharing strategy to avoid repeatedly training multiple models
from scratch. Our results on large-scale ImageNet dataset with MobileNet V1&V2 and ResNet
outperformed previous state-of-the-art pruning methods with significant margins.
In the future, we will conduct more deep analyses about how multi-dimension pruning helps to find
better optimum. It will also be interesting to apply our method to other tasks like unsupervised
pruning to explore the upper limit of the proposed method.
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