Background. Nonresponse bias is a concern in any epidemiologic survey in which a subset of selected individuals declines to participate. Methods. We reviewed multiple imputation, a widely applicable and easy to implement Bayesian methodology to adjust for nonresponse bias. To illustrate the method, we used data from the Canadian Multicentre Osteoporosis Study, a large cohort study of 9423 randomly selected Canadians, designed in part to estimate the prevalence of osteoporosis. Although subjects were randomly selected, only 42% of individuals who were contacted agreed to participate fully in the study. The study design included a brief questionnaire for those invitees who declined further participation in order to collect information on the major risk factors for osteoporosis. These risk factors (which included age, sex, previous fractures, family history of osteoporosis, and current smoking status) were then used to estimate the missing osteoporosis status for nonparticipants using multiple imputation. Both ignorable and nonignorable imputation models are considered. Results. Our results suggest that selection bias in the study is of concern, but only slightly, in very elderly (age 80ϩ years), both women and men. Conclusions. Epidemiologists should consider using multiple imputation more often than is current practice. (EPIDEMIOLOGY 2002;13:437-444) 
V irtually every large epidemiologic study has at least some degree of missing data, arising from either the refusal of some subjects to participate in the study or missing items from subjects who otherwise participate. Because participating subjects may differ in important ways from nonparticipants, parameter estimates may be biased. For example, the Canadian Multicentre Osteoporosis Study (CaMos) is a randomly selected, prospective cohort study, with a total of 9423 full participants enrolled between 1995 and 1997. 1 One of the major objectives of CaMos is to estimate the prevalence of osteoporosis in Canada. Because the study design was a random selection of Canadians, a simple estimate would be the observed proportion of participants (or subgroups thereof) with osteoporosis. However, only 42% of individuals who were contacted agreed to fully participate in CaMos, creating the potential for nonresponse bias. For example, people with direct concerns about osteoporosis may be more likely to participate, which would imply that nonrespondents would be less likely to have osteoporosis compared with respondents. Alternatively, less well individuals, especially among the elderly, may refuse to participate, as they may remain home more than healthier persons. This implies the possibility of higher rates of osteoporosis among the nonrespondents. Therefore, it is interesting to note that even the expected direction of potential nonresponse bias was not clear when CaMos was being designed.
We used CaMOS data to illustrate a Bayesian approach to account for missing data, called multiple imputation. Originally proposed by Rubin, 2 multiple imputation is based on forming "complete" datasets by simulating the unknown missing data from each nonresponding subject, given a model that relates observed data about the subjects to the missing data items. The "complete" data sets are then analyzed using standard methods that would have been used had there been no missing data. Several "complete" data sets are simulated and analyzed concurrently, so that the uncertainty in predicting the missing data for each subject is included in the final inferences.
Although the initial motivation was Bayesian, papers by Little and Rubin 3 and by Rubin 4 have extensively evaluated the frequentist properties of multiple imputation. Most frequentist uses of multiple imputation simply create two or more complete datasets, as discussed above, and run the appropriate frequentist complete data analysis on each. The results from each data set are then combined, with overall point estimates taken as the means of the individual point estimates in each data set, and the variances of the point estimates taken to be the sum of the within-and between-imputation variances. 3, 4 The above frequentist method is easy to implement, and is often sufficient in practice. Bayesian methods of multiple imputation, however, can offer several important advantages, including the ability to incorporate prior information into the estimation procedure, and to include the uncertainty of the imputation model itself into the final estimates. Many good introductions to Bayesian inference are available. [5] [6] [7] [8] [9] Briefly, Bayesian analysis operates as follows: First, the parameter of interest, , is identified. This parameter, which is usually vector valued, includes all unknown quantities of interest, such as prevalences, odds ratios, a set of regression coefficients, or missing data. Next, a prior distribution for , f(), is specified. This distribution summarizes what is known about before the collection of new data. If there is little prior information, diffuse or noninformative prior distributions can be used, which in practice means that the data drive the final inferences. The distribution of the data, x, given the parameter value , is then specified in a likelihood function, f(xԽ). The posterior distribution, f(Խx), is determined via Bayes Theorem, which states that f(Խx) f(xԽf(), that is, the posterior distribution is proportional to the prior times the likelihood. The posterior distribution summarizes the knowledge about the unknown parameter, , given the information contained in the data (as represented by the likelihood function) and the prior information. Note that in a Bayesian approach, all unknown quantities are given a probability distribution, which represents the uncertainty about their values. Therefore, in missing data problems, the missing data items are simply considered as additional unknown parameters to be estimated.
In practice, the posterior distribution is usually a complex multidimensional function that can be accurately approximated by modern Bayesian Monte Carlo algorithms such as the Gibbs sampler. Being an iterative algorithm, the Gibbs sampler is ideally suited to estima-tion in missing data problems, as it iterates between two basic steps. First, the missing data is imputed, by drawing from the predictive distribution for the missing data, y, given the observed data, x, and the unknown parameters. Next, given that the missing values have now been "filled in", the usual Bayesian complete data methods can be applied to derive posterior estimates of the unknown parameters of interest, such as the prevalence and the parameters of the imputation model. The next imputed dataset uses these updated estimates of the model parameters, so that final inferences incorporate the uncertainty in the parameter estimates as well.
Multiple imputation is a generic technique that can be applied to virtually any missing data situation. Aside from missing data in surveys, which we discuss in detail here, recent examples have included missing covariate data in regression, 10,11 latent data, 12 survival analysis, 13 and interval censored data. 14 Excellent introductions to multiple imputation include Little and Rubin, 3 Rubin, 4 and Schafer. 15 Methods Participants in the CaMos study were recruited via randomly selected, residential telephone listings for nine urban centers. Determination of peak bone mass (PBM) for the CaMos cohort is described by Tenenhouse et al. 16 For our purposes, a CaMos participant was considered as osteoporotic if she or he had osteoporosis at either the femoral neck or lumbar spine (L1-L4) sites, defined by a bone mineral density value at least 2.5 standard deviations below PBM.
Missing data can be classified as either ignorable or nonignorable for the estimation of a given parameter. When the pattern of missing data, given the observed data, does not supply any information about the parameters of interest, inferences can be made based solely on the observed data. This condition is called missing at random. If, in addition, the parameters that define the missing data process are independent of the parameters used to model the observed data, then the missing data are ignorable. 4 Very roughly speaking, this means that if investigators are able to collect sufficient information about nonresponders in order to model the missing data in a reasonable way, multiple imputation would provide valid inferences adjusted for nonresponse bias. Nonignorability implies a systematic difference between responders and nonresponders even after accounting for all observed data. In this case, there is no choice but to propose plausible differences between the missing data items in the nonresponders and the observed data in the respondents, and then to check the robustness of any inferences made across a reasonable range of these modeling assumptions. Given that in any real data situation one cannot empirically verify whether missing data are ignorable or not, both possibilities are considered here.
To adjust the crude prevalence estimates for selection bias using multiple imputation, one must be able to estimate the probability that each nonrespondent has osteoporosis. To enable prediction of osteoporosis, a refusal questionnaire (RQ) was administered to those individuals declining to participate fully. The RQ collected information on major risk factors for osteoporosis, including age, gender, race, fracture history (yes/no and, if yes, before or after age 50), family history of osteoporosis (yes/no, osteoporosis of family members including the individual responding), and current cigarette smoking status (yes/no). Information on subjects declining to complete the RQ was limited to geographic location, the number of telephone calls made to establish contact, and, in some cases, age, gender, and number of household members older than 25 years of age. As a result there were two main groups of nonrespondents, based on their level of participation and available information: the nonresponders who completed the RQ (hereafter called the RQ group), and the total refusers, the TR group, composed of those individuals who refused to participate at all. The TR group was further subdivided into two subgroups. The first group, TR1, comprises those individuals who provided information on age, gender, and number of household members older than 25 years of age. The second group, TR2, comprises those individuals who provided no information at all, so that the only information available was on urban center and the number of telephone trials required to establish initial contact. Up to 12 calls were made to each household.
The monotone pattern 4 of missing data implies that multiple imputation could have easily been used throughout. Because a number of the TR group were missing data on age and gender, arguably the two most important predictors of osteoporosis, it is difficult to model osteoporosis prevalence accurately in this group. Rather than discard these data records, a single imputation was used to impute the missing demographic data, which, given the limited amount of available information, was as effective as performing multiple imputation on this variable. Gender was imputed by making draws from a Bernoulli distribution for the probability of being female conditional on the observed data, using logistic regression. Age was then imputed via linear regression, including at least study center and number of telephone trials. Therefore, there are two levels of imputations for these subjects, an initial single imputation for age and gender, followed by multiple imputations for osteoporosis. All analyses were stratified on gender.
Analysis Assuming Ignorable Nonresponse for Total Refusers
Multivariate hierarchical logistic regression analyses 8 were performed using the information available from the full responders to determine the best predictors of osteoporosis among those variables available in the various groups of nonrespondents. A random effects term was used for the center variable, in order to "borrow strength" from all centers in estimating the center-specific effects. 8 Final imputation models were selected from the list of all possible combinations of the potential predictor variables listed in Table 1 using the Bayesian Information Criterion (BIC). 17 This criterion was selected because of its optimality properties when predicting the dependent variable in future subjects. 18 These final models were then used to create the imputed "complete" data sets within each age and sex group. Different models were used for each of these groups.
Analysis Assuming NonIgnorable Nonresponse for Total Refusers
Several main risk factors for osteoporosis were collected via the RQ, so that adjustments assuming ignorability for the RQ group of nonresponders should be reasonable. For example, if persons with close relatives with osteoporosis chose to participate in higher proportions compared with those without such relatives, then the ignorable model should be able to adjust for this, thus lowering the estimate of the prevalence of osteoporosis compared with the crude estimate. However, there is more concern about the TR group, where information on major risk factors for osteoporosis is missing, so that nonignorable nonresponse cannot easily be ruled out. Essentially, the missing data of interest (osteoporosis status, in this case) may depend on items not observed. In this situation, the estimation of osteoporosis in the TR group is dominated by assumptions made about the relation between osteoporosis prevalence in the respondents and the nonrespondents. In general, these assumptions can be based on findings from other studies or the substantive knowledge of researchers familiar with the problem, and the pattern of nonresponse. This knowledge is rarely precise, and it is important to check the robustness of the conclusions across a range of plausible assumptions. We begin by using the refusal questionnaire to provide insight into the prevalence of osteoporosis in the partial (RQ group) responders. The extent of nonresponse bias attributable to this group was estimated by considering the difference between the prevalence in the full participants and the estimated (imputed) prevalence in the RQ group.
We then considered three possibilities for the distribution of the prevalence of osteoporosis in the TR groups, depending on the calculated difference in mean prevalence between the responders and the estimated mean prevalence in the RQ group. Our motivation for the choices below was to create a plausible range of possible degrees of bias, based on the estimated degree of bias in the RQ group. For example, suppose the imputed prevalence in the RQ group is 2% greater than the prevalence in the full responders. The first possibility is that the prevalence of the TR group is similar to that of the RQ group. In this case, we assume that the mean of the distribution of the prevalence of osteoporosis for the TR group will also be 2% greater than the mean for the full responders. The second possibility is that the TR group differs from the full responders in the same direction as the RQ group, but with twice as large a nonresponse bias. Under this assumption, the mean of the distribution of the prevalence of osteoporosis for the TR group will be 4% greater than the mean for the full responders. The third possibility is that the TR group is so dissimilar to the RQ group that the bias is in the opposite direction. Here, the mean of the distribution of the prevalence of osteoporosis for the TR group will be 2% less than the mean for the full responders. To summarize, we assume that the bias in the TR group compared with the bias in the RQ group is similar, twice as large, or similar in magnitude but opposite in direction. By calculating the overall prevalence of osteoporosis across this range of assumptions, we can check the sensitivity of the estimates to three plausible selection biases in the TR group.
All inferences were carried out via Gibbs sampling using BUGS software. 19 In our analysis, 5000 iterations of the sampling process were performed in BUGS resulting in 5000 imputed "complete" datasets. To ensure convergence of the algorithm, we examined the criteria of Raftery and Lewis 20 and Gelman's R statistic. 21 Under both ignorable and nonignorable assumptions, the imputed missing data were combined with the observed data to estimate the prevalence of osteoporosis in each sex/age grouping.
Results
As expected, the crude prevalence rates were lower in the younger age groups, at just under 1%, and increased to over 20% for men and over 40% for women in those 80 years of age and older (see Tables 2 and 3 ).
The concern is that the crude estimates may be affected by nonresponse bias, especially because some of the main risk factors for osteoporosis are differently distributed in responders and nonresponders (Table 1) . Of all women contacted, 45% agreed to participate as full responders, 30% agreed to complete the RQ, 12% fell into the TR1 group, and 13% fell into the TR2 group. For men, the breakdown was 38%, 33%, 14% and 16%, respectively. In both men and women, the RQ group is substantially less likely to have had a previous bone fracture, to have a family history of osteoporosis, or to be current smokers than the full responder group. With fewer risk factors among nonresponders, one may expect that the crude prevalence rates may overestimate the true prevalence, but the degree of bias depends on the strength of the risk factors and their distribution across age/sex groupings. We used multiple imputation to provide adjusted prevalence estimates.
Generally, similar variables were selected for predicting osteoporosis in men and women. For RQ women, the variables selected were age, race (as a Caucasian yes/no variable, as per the original questionnaire), fracture history, family history of osteoporosis, the number of telephone calls made to establish contact, and the study EPIDEMIOLOGY July 2002, Vol. 13 No. 4 center. For the RQ group of men, all the same variables were selected, with the exception of the race variable, which was eliminated by the BIC criterion. For TR groups of women and men, the variables selected were the number of telephone calls made to establish contact, the number of household members older than 25 years of age, and the study center. The logistic regression coefficients in all of the above models varied by sex and age groups.
To illustrate the effect of adjusting for selection bias, the results for women 80 years of age and older are presented in Figures 1 and 2 . The posterior distributions for the prevalence of osteoporosis in the various groups of responders and nonresponders, assuming ignorability, are shown in Figure 1 . The posterior density representing the observed or crude prevalence of osteoporosis has a mean of 0.413 (95% credible interval (CI) ϭ 0.359 -0.467). The estimated prevalence in the RQ group has a mean of 0.390 (95% CI ϭ 0.309 -0.474), which is shifted approximately 2% to the left from the crude estimate. The wider credible interval indicates the greater degree of uncertainty regarding the imputed prevalence in the RQ group compared with that in the full participant group. The mean prevalences in the TR1 and TR2 groups are 0.398 (95% CI ϭ 0.295-0.507) and 0.419 (95% CI ϭ 0.298 -0.545), respectively. The very large credible intervals for the TR groups indicate the lack of good risk factor information. The overall adjusted prevalence distribution, obtained by combining the observed and imputed posterior densities over all four response groups, has a mean of 0.399 (95% CI ϭ 0.352-0.448). Thus, taking into account all groups of nonresponders shows that selection bias may have a small but noticeable effect in this age group, given that the assumption of ignorability is valid. This assumption is questionable, however, given the lack of good risk factor information in the TR groups. Figure 2 shows the adjusted prevalence of osteoporosis, assuming nonignorability, in women 80 years of age and older. Given that the crude prevalence of osteoporosis is approximately 2% greater than that imputed in the RQ group, we first assume that the bias in the TR group is either 2% or 4% in the same direction. This results in estimates slightly less than the crude prevalence, with adjusted estimates of 0.395 (95% CI ϭ 0.347-0.445) and 0.389 (95% CI ϭ 0.341-0.439), respectively. The third option, assuming that the bias in the TR group is similar in magnitude but opposite in direction compared with the RQ group, yields an adjusted prevalence of 0.408 (95% CI ϭ 0.360 -0.458), very similar to the crude estimate. For comparative purposes, the adjusted prevalence distribution, assuming ignorability, is also shown in Figure 2 . This figure suggests that, although some nonresponse bias is present regardless of the ignorability assumption, the overall effect remains small. Tables 2 and 3 present the crude and adjusted prevalence rates of osteoporosis, assuming ignorability and the various nonignorability models, for men and women of all age groups across the different groups of participants and nonparticipants. The degree of selection bias ranges from negligible in the younger age groups to a small but noticeable effect in the older age groups for both men and women. For both men and women, nonresponse bias is very slight when collapsing the age groups into those 25 years and older and those 50 years and older, each weighted by the 1996 Canadian census data.
Discussion
Application of multiple imputation to the CaMos data suggests little nonresponse bias, except perhaps in the very elderly. It seems that contacts decided to participate in CaMos for reasons largely unrelated to their osteoporosis status, or at least that differences in known major risk factors were not large enough to seriously affect the estimates of the prevalence of osteoporosis.
Nevertheless, our estimates depend largely on having collected all of the important risk factor differences for osteoporosis in the RQ. It is possible that there are other osteoporosis-related differences not captured by the questionnaire. Furthermore, our nonignorability assumptions also depend on the RQ, because the magnitude of nonresponse bias assumed in the TR groups depends on the adjustment in the RQ group. Multiple imputation has at least four main advantages over other missing data techniques. First, once the missing values have been imputed, standard complete data analysis techniques can be used rather than more complex missing data techniques. Therefore, there is no need to derive a new methodology for each type of analysis. This is an important factor in CaMos, given multiple investigators in this multicenter study with interest in analyzing the data. Second, "complete" datasets can be distributed to other users. If two or more data sets with different imputed values are distributed, then the simple addition of between-and within-dataset variations provide nonexpert users with a means to adjust for nonresponse in a valid way. 4 Third, multiple levels of missing data, as exist here, can easily be accommodated. Finally, the methodology is relatively easy to implement, as all that is required is a model for the missing data items, a random number generator to impute the missing items according to the model, and a calculation of the within-and between-imputation variances. Further, freely available software such as BUGS can be used, which largely automates the procedure. 22 Other commercial packages, such as SAS 22 and SPSS, 23 have also recently added versions of multiple imputation algorithms to their software.
