A detailed comparison is made between a continued fraction of Gauss, and one of Perron, for the evaluation of ratios of modified Bessel functions Iv(x)/lv_x(x), x > 0, v > 0. It will be shown that Perron's continued fraction has remarkable advantages over Gauss' continued fraction, particularly when x » v.
. Introduction. Bessel functions are usually computed by a combination of several methods, including Taylor's series, recurrence relations, and asymptotic expansions. D. E. Amos et al. [1] , [2] present a careful discussion of these various alternatives and implement them in the form of CDC 6600 computer subroutines. One of the building blocks of these subroutines is Miller's backward recurrence algorithm, which is used in combination with Taylor's series or asymptotic approximations to determine starting values for generating sequences of Bessel functions by downward recursion. As is well known [3] , Miller's algorithm is equivalent to evaluating the continued fraction associated with the three-term recurrence relation for Bessel functions-a special case of Gauss' continued fraction. The purpose of this note is to draw attention to an alternative continued fraction, due to Perron, which can be used to compute ratios of modified Bessel functions, Iv(x)/Iv_x(x), x > 0, v > 0. Detailed comparisons with Gauss' continued fraction will show that Perron's continued fraction is substantially superior when x » v, and only moderately inferior otherwise.
The advantage of Perron's continued fraction, unfortunately, is limited to modified Bessel functions of a real argument, for reasons indicated in [4] . 2 . The Continued Fractions of Gauss and Perron. From Gauss' continued fraction for ratios of hypergeometric functions (or, alternatively, from the recurrence relation satisfied by Bessel functions), one obtains the following continued fraction for ratios of modified Bessel functions [6, p. 349 Pk~J (as k -*■ oo).
Since the quantities \pk\, according to (2.4) and (2.5), can be thought of as "instantaneous (geometric) convergence rates", we see from (2.10) that the Gauss continued fraction, at each instant (i.e., for each k), behaves like an alternating geometric series with ratio \pk\ < 1, and ultimately converges superlinearly. A similar behavior is exhibited by the Perron continued fraction, whose terms pk axe positive and monotonically decreasing, at instantaneous rates pk < 1. There is an important difference, however, in the asymptotic rate of convergence, inasmuch as pk = 0(k~2) and pk = 0(k~l). Asymptotically, the Gauss continued fraction thus converges twice as fast as Perron's. Unless high accuracies are being considered, however, it is the initial convergence behavior (not the asymptotic one) that matters, and in this regard the Perron continued fraction has some remarkable advantages, particularly if x » v.
This will be discussed empirically in Section 3, and analytically for large v » k in Section 4. 2 ** In a computer algorithm one might replace (3.1) by the simpler stopping criterion IprJ < e(l + px), which has the advantage of allowing the right-hand bound to be computed before the start of the iteration (2.5), (2.6), thus saving one multiplication in each iteration step. By (2.10) and (2.11) we have 0 < 1 + px < Zr-0pr, so that the simplified criterion is in fact more stringent.
An Empirical Comparison Between
If we denote the respective integers by kf and k^, we can ask for the set of lattice points in which kf < k^. It turns out that these points lie on or above a line that has roughly slope 1 and is somewhat shifted to the right of the line v = x. Examples of such lines are shown in Figure 3 .1 for d = 4(4)28.*** The gradual shift of these lines to the right, as d increases, clearly expresses the superiority of Gauss' continued fraction for high accuracies, which is a result of its larger asymptotic rate of convergence (cf. Section 2). 
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An indication of the relative merits of the two continued fractions can be had from Table 3 .2, which shows k^ and k^ (under columns headed by "G" and "P", respectively) in the case d = 8 for selected values of x and v. The striking superiority of the Perron continued fraction, when x » v, is particularly worth noting. Although *** All computations were performed in single precision on the UNIVAC 1110 computer at the University of Wisconsin in Madison. the balance tips in favor of Gauss' continued fraction, when x « v, the advantage is less significant there, since both continued fractions converge quite fast. It should be observed, at this point, that the number of iterations in (2.5), (2.6) is not an entirely accurate measure of comparison between the two continued fractions, inasmuch as each iteration for pk requires slightly fewer arithmetic operations than each iteration for pk. For Gauss' continued fraction, we have indeed Pk -VK " h) which requires five additions, one multiplication, and one division per iteration step. Thus, (3.3) involves one more addition than (3.2').
To complete a cycle in (2.4)-(2.6), one needs to compute (3-4) Pk = PkPk-isk = sk-i + Pk> where sk = 2jL0pr, having initially set p0 = sQ = 1. A complete cycle for the Gauss continued fraction thus costs five additions, two multiplications, and one division. For Perron's continued fraction, the count is the same, except for one more addition.
We take note of this slight disparity in work by replacing the lines in Figure 3 .1 by straight lines of slope 1 passing through the points of intersection with the x-axis. In this way, Gauss' continued fraction is given a slightly more favorable treatment near the line of separation. From the data in Figure 3 .1 one finds for the equation of these straight lines, empirically, (3.5) v = v*(x), v*(x) = x-l-l.2Sd.
We propose, therefore, to use Gauss' continued fraction whenever v > v*(x), and Perron's continued fraction otherwise.
Our confidence in this criterion is strengthened by testing the separation line x=100 x=200 x=400 x=800 x=1600 x=3200 x=6400 .3), and evaluate successive convergents "from tail to head". Thus, e.g., in case of the Gauss continued fraction,
where r^n) is the 77th convergent of (2.1). Substituting again an addition for the multiplication in the denominator of (3.6), each iteration step (except for the first) requires two additions and one division. We must bear in mind, however, that the recursion (3.6) will have to be repeated at least once, possibly several times, with n increased, in order to verify the accuracy attained. The amount of work then increases by a factor of two or more, making (3.6) about as expensive, if not more so, than (3.2), (3.4). The only situation in which (3.6) might be preferable is when sharp and reliable estimates of n are available for any given accuracy requirement, allowing one to take a single pass through the recursion (3.6). Similar remarks apply to Perron's continued fraction.
The convergence character of both continued fractions is further revealed by examining the graphs of lp^ I and \pp I as functions of k, for various values of x and v. Increasing v does not seem to alter much the character of these graphs, except for scaling them down in size. We therefore limit ourselves in displaying as typical the graphs for v = 1. Those in Figure 3 .2 are for the Gauss continued fraction, those in 
