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Sammandrag:  
Idéen till denna studie kom från behovet av en katastrofåterställningsplan för en ny moln-
tjänst från uppdragsgivaren för detta examensarbete. Syftet med studien är att undersöka 
de väsentliga komponenterna i en katastrofåterställningsplan och att titta på ett sätt att 
skapa en katastrofåterställningsplan på högre nivå. En katastrofåterhämtningsplan är en 
kritisk del av alla tjänster i den moderna IT-världen. En katastrofåterställningsplan bör ge 
bekvämlighet för läsaren och försäkra att nyckelpersonerna som är ansvariga för en tjänst 
kan göra sitt yttersta för att säkerställa en tillförlitlig upplevelse för användarna av tjäns-
ten. Detta examensarbete utnyttjar forskning inom området, böcker om återställningspla-
nering, information på webben, och en fallstudie skapad av skribenten för att undersöka 
väsentliga delar i en katastrofåterställningsplan.  Den här avhandlingen ger inte läsaren 
en omfattande steg-för-steg-guide hur en katastrofåterhämtningsplan skapas men är be-
gränsad till att ge en allmän översikt och goda metoder för att skapa en IT katastrofåter-
ställningsplan. 
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Abstract:  
The idea for this study came from the need for a disaster recovery plan for a new product 
from the commissioner of this thesis. The aim of the study is to research the essential com-
ponents of a disaster recovery plan and to look at ways to create a top-level disaster recov-
ery plan. A disaster recovery plan is a crucial part of any service in the modern IT world. 
A disaster recovery plan should provide ease of mind for the stakeholders of a service and 
the assurance that the key personnel responsible for the service can do their utmost to en-
sure a reliable experience for the users of the service. This thesis utilizes research, online 
material, books and the overview of a DRP case study for the creation of a high-level dis-
aster recovery plan. This thesis does not provide the reader with a comprehensive step by 
step guide on how a disaster recovery is created but is aimed to provide a general overview 
and good practices for planning and creating an IT disaster recovery plan. 
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ABBREVIATIONS AND CONCEPTS 
DRP = Disaster Recovery Plan 
DR = Disaster Recovery 
IT = Information Technology 
SaaS = Software as a Service 
The Cloud / Cloud = Servers in data centers accessed over the internet 
Cloud-based = Software or services in the cloud 
Azure Cloud = Microsoft’s cloud computing platform 
Monitoring system = Automated detection and logging of incidents in a service 
 
  
1 INTRODUCTION 
Relex Solutions saw the need for a new disaster recovery plan for their newest SaaS prod-
uct as it begun to reach a new stage in its development. The existing disaster recovery 
plans, already in place for other software services, were deemed to be too specific to their 
respective services to be used for the new product. I was therefore tasked with the creation 
of a high-level template for a new disaster recovery plan. The high-level disaster recovery 
plan is for the cloud-based software as a service product that is soon to be used by cus-
tomers. 
 
The SaaS product is cloud-based and is hosted in Azure Cloud, which is a cloud compu-
ting platform service managed and developed by Microsoft. Cloud computing platforms, 
like Azure, tend to be less expensive and more secure, reliable, and flexible than on-
premises servers. With the cloud, equipment downtime due to maintenance, theft, or dam-
age is almost non-existent. (Microsoft Corporation). 
1.1 Background 
Disaster recovery is a part of business continuity and deals with the immediate impact of 
an event. Recovering from a server outage, a security breach, or a hurricane, are events 
that fall into this category. (Snedaker, 2014) 
 
Cloud-based services are becoming more commonplace to host software and the need for 
a structured and clear disaster recovery plan has increased. With the increase of the need 
for a reliable solution, companies and organizations look towards cloud-based computing 
platforms to reduce cost and risks. While cloud-based services are considered more stable 
and reliable than their on-premises counterparts they are by no means immune to disasters 
and they may even introduce new challenges and risks. Disaster recovery plans are a way 
to assure service stakeholders of the knowledgeability and risk management capabilities 
of the service provider. 
 
Disaster recovery is a wide term that is a part of a company’s business continuity plan. 
  
A disaster recovery plan is a critical part in any modern solution that is dependent on 
computer systems. It provides a clear, actionable way to deal with potential disasters that 
may occur. A customer evaluates the leadership of the service provider based on their 
ability to restore the service in a timely manner. (Thomasson, 2014) 
 
An organization without a disaster recovery plan for their services or systems is taking a 
huge risk. Each week that goes by without a proper disaster recovery plan increases the 
potential for a disaster scenario that the organization cannot recover from. Mitigating and 
preventing disasters are at least as important, if not in some cases more important that 
having the capabilities and readiness to combat and recover from disasters and threats. 
Prevention, recovery and follow-up actions are key parts in surviving and recovering from 
a disaster. Disasters or threats that could cripple critical systems and devastate an organ-
ization are not uncommon in the modern information age. (Hatter, 2004) 
1.2 Purpose and goal 
The purpose of this study is to examine the fundamentals and requirements of creating an 
IT disaster recovery plan and how to examine the DRP from both the DRP provider’s and 
customer’s perspective. Both the provider and customer of a DRP should be considered 
stakeholders in the disaster recovery plan. The provider wants to deliver the customer 
with up-to-date information and reassurances that they are prepared to combat disaster 
scenarios. The customer wants to be reassured that the key components of the service is 
well understood, and any potential risks will be mitigated or prevented. 
 
The goal of this study is to provide the reader with an understanding of the key features 
and components of a high-level IT disaster recovery plan. I also wish to provide some 
preparedness for the reader to be able to construct their own high-level IT disaster recov-
ery plan. 
1.3 Scope 
This study will focus on the process of development and creation of a high-level disaster 
recovery plan. High-level in this case means the overall, wider concept of a disaster 
  
recovery plan. This study does not go into system specific features nor will it provide the 
reader with a step-by-step guide on how to write a comprehensive IT disaster recovery 
plan. The basis of this thesis is a case study where the author composed a high-level IT 
disaster recovery plan for the client. 
2 RESEARCH AND METHODOLOGY 
The research for this study comes from internal company documentation, publicly avail-
able disaster recovery plans, research and articles written by subject matter experts and 
the disaster recovery plan for the SaaS product written alongside this study. 
 
I chose to focus on developing the disaster recovery plan and taking notes and keeping 
all relevant documentation at hand before beginning to write this study. During the whole 
process of developing the disaster recovery plan I gathered information from articles, 
books, thesis works, existing disaster recovery plans and general information found 
online. 
 
The internal company documentation will not be shown or directly referenced in this 
study. Claims in this study based on the documentation will be clarified and expanded on 
to the best of my abilities. Publicly available disaster recovery plans, research and books 
referenced in this study can be found in the last section of this paper under References. 
 
3 THE DISASTER RECOVERY PLAN 
A disaster recovery plan is a documented, tested and rehearsed plan of consistent actions 
that need to be taken during the process of a disaster. The disaster recovery plan at its 
core is meant to inform the reader of at least the following recovery action stages: 
1. Preventative actions - What actions can be taken before a disaster? 
2. Reactive actions - What actions can be taken during a disaster? 
3. Follow-up actions - What actions can be taken after a disaster? 
The purpose of a disaster recovery plan is to minimize disruption of operations and protect 
the organization from a complete operational shut-down. (Wold G., 2006).  
  
3.1 Developing the Disaster Recovery Plan 
Developing a disaster recovery plan requires good knowledge of the product(s) or ser-
vices for which the plan is created. An individual may not be aware of all parts of a service 
or product, especially if the service or product is large and offers multiple features. It is 
therefore necessary to include key people in the process. Top management must support 
and be involved in the development of the disaster recovery planning process. Manage-
ment should be responsible for coordinating the disaster recovery plan and ensuring its 
effectiveness within the organization. (Wold G., 2013) 
 
Justifying a DR plan comes from the need to mitigate and recover from minor and major 
disasters. These disasters are generally inevitable. Minor disasters occur more frequently 
but that fact does not remove the need for mitigation and planning for major disasters. 
Major disaster worst case scenarios include earthquakes, hurricanes and even war. 
(Rothstein, 2007) 
 
The method that was used when creating the SaaS DRP was to include developers, tech-
nical experts and managers of the product and stakeholders into a form of committee. 
These members could provide the necessary information and knowledge of the product 
to the author of the DRP as well as define the scope of the plan. (Wold G., 2013) 
3.2 Gathering Information 
Once the group was formed the gathering of information could begin. The most critical 
information that is needed in a plan is a comprehensive list of risks and disaster scenarios.  
The list includes a range of possible disasters, such as different natural and technical 
threats. The result is a list of events that could slow down or even shut down the service. 
(Wallace, 2004). The list mentions the scenario, mitigation actions of the threat and the 
responsible party. A similar but more detailed list as Figure I below is used the SaaS 
DRP. 
 
  
 
Figure 1 - Example of disaster scenarios 
 
The developers of the product and systems were crucial for understanding the underlying 
systems and features of the product. While the disaster recovery plan does not go into 
specific details of these systems and features, it is necessary to understand them when 
developing the plan. The product developers explained the networking systems, backend 
and backup components in a detailed manner that could be generalized and summarized 
easily for the disaster recovery plan. The developers also provided an important viewpoint 
into the disaster recovery plan as they could specify how components recover or should 
be recovered in the event of a disaster. This viewpoint came from their expertise as the 
builders of the service. The managers were an important part of the development of the 
disaster recovery plan. Managers functioned as the voice of the stakeholders and con-
cerned themselves with the structure and importance of information detailed in the disas-
ter recovery plan. Managers provided insight from the stakeholder’s point of view, which 
helped greatly in keeping the disaster recovery plan clear and understandable. Technical 
experts were a great help in understanding the technical aspects of projects and how the 
company works with customers on a technical level. Technical experts could answer 
questions about the product when developers were not available. 
3.3 Writing the Disaster Recovery Plan 
A disaster recovery plan should include only the necessary information for the stakehold-
ers. Keeping the plan simple and to point improves effectiveness of the plan and the un-
derstanding of recovery actions by all parties involved. Wallace mentions in the “Disaster 
Recovery Handbook” that the first step in developing a continuity plan is to establish a 
standard format. He argues that keeping to a standard format will give at least the first 
few pages the same “look and feel”. (Wallace, 2004) 
  
When writing a disaster recovery plan, one needs to keep in mind the flow of the content. 
A plan should follow a logical structure and include a table of contents at the top of the 
plan. A standard format should be developed to facilitate the writing of detailed proce-
dures and the documentation of other information to be included in the plan. Proper for-
matting can help with the visibility of critical information and separate it from the general 
information, which could help during a disaster scenario when the plan is used. A con-
sistently formatted disaster recovery plan allows for ongoing maintenance of the plan. 
(Wold G., 2013). A plan should contain a table of contents which serves the purpose of 
providing the reader with an overview of the contents and ease of navigation through the 
document. A disaster recovery plan can make use of headings of different levels to keep 
related information together and to let the reader know when they have moved on to an-
other part in the section or moved on to another section. 
3.4 Key parts of the cloud-based SaaS Disaster Recovery Plan 
The parts of a disaster recovery plan are highly dependent on the product and service 
itself. Every disaster recovery plan is different and needs to be specific for the service or 
product the plan is intended for. A cloud-based disaster recovery plan differs greatly from 
a on-premises disaster recovery plan. An on-premises solution relies on the organization 
to manage the infrastructure of the service. This includes networking, hardware, locations 
of datacenters and forces the on-premises solution to include all these in a disaster recov-
ery plan. A cloud-based solution has the benefit of shifting that responsibility to the pro-
vider of the cloud computing platform. Services like Azure Cloud and AWS (Amazon 
Web Services) provide the users of their services with the comfort of not having to man-
age servers and networks themselves. 
 
The disaster recovery plan that is the basis for this study is sectioned off into three parts. 
The first part is a short summary of the disaster recovery plan, like an introduction. The 
second part is the overview of the service provided. This part includes details of the ser-
vice level agreement. This includes incident categorization, general office hours, service 
components, availability targets and a short description of the service itself. This part 
gives the reader a short summary of how the organization operates and how the service 
functions. The third part of the disaster recovery plan is the plan itself. It is the main part 
  
of the disaster recovery plan which deals with how disaster situations are noticed, what 
the process is when dealing with a disaster, what is the expected recovery time, what is 
the backup strategy, stakeholders involved, guidelines for updating the plan and how the 
plan is tested. These are necessary parts in the disaster recovery plan and should always 
be included as they provide the reader with important answers. 
 
Looking deeper into the third part of the DRP, we can section it off as well into smaller 
chunks. Firstly, we want to provide the reader with a quick overview of what the third 
part is going through and in what order we are presenting them. This order is logical and 
goes through the steps in this plan in the same order that events and actions usually occur. 
After the short overview we present the reader with the first part of the recovery process, 
the triggering of an incident. Incidents can be triggered in a wider variety of ways, and in 
our case the specifics are not mentioned in a too detailed of a manner. This is in case if 
for example the current monitoring system is found to be inefficient in the future and 
needs to be replaced. This allows the DRP to stay true to its claims and does not need to 
be updated just because a specific part of the monitoring system was changed. The spe-
cifics of the monitoring and triggering of incidents can be documented elsewhere, but the 
reader rarely is interested in the specifics of these systems. 
 
After the triggering of an incident, we move on to the Invocation plan. This section details 
of actions that are taken when an incident is at hand. In disaster situations it is important 
to first assess the nature of the disaster, in other words gather data. After data has been 
gathered the plan explains the execution of the recovery actions. What needs to be done, 
and where. The section also goes through what to do once recovery is successful and how 
the incident matter should be closed. The closing of an incident relates to communication 
to stakeholders and writing of reports. The Invocation plan section also details possible 
disaster scenarios that the developers of the DRP have determined are necessary to be 
included. The disaster scenario is shown as a list with mitigation actions and the respon-
sible personnel.  
 
Next, the plan goes through the backup strategy, the stakeholders and an updating the 
plan section. The backup strategy details how and where backups are stored. The list of 
  
stakeholders details responsible personnel and the update section informs the reader of 
how the plan is updated. 
3.4.1 Responsibilities of recovery actions 
The disaster recovery plan explains which party is responsible for recovery actions and 
where the recovery needs to take place. In Figure II below we have a simple image ex-
plaining the different levels of the services that are a part of a SaaS product. The first 
layer is the cloud computing platform itself. The disaster recovery plan does not directly 
deal with disaster scenarios that occur on this level if the responsibility is on the cloud 
computing platform provider. If a disaster occurs on the second level or third level, it is 
the responsibility of the SaaS product provider to details recovery actions and mitigations. 
The disaster recovery plan details disaster scenarios in all levels to some extent as each 
level is bound to another. If a disaster occurs in the first level the stakeholders need to be 
informed and the provider of the cloud computing platform needs to be contacted. 
 
Figure II – Levels of the SaaS product 
3.5 Testing the Disaster Recovery Plan 
Testing proves that a plan will work. Every problem is different, but a plan that is tested 
has a much higher possibility of succeeding over a plan that has never been proven. 
(Wallace, 2004). Wallace also says disaster recovery plan testing falls into three general 
  
categories he calls tabletop testing which is performed as a simulation, usually in a con-
ference room with a made-up emergency; small problem testing, where parts of the plan 
are tested in the course of resolving small problems; and full-scale testing which involves 
major system outages. (Wallace, 2004) 
 
The SaaS product, the basis for this study, utilizes the Azure Cloud platform, which offers 
high quality security and tools. These tools help with identifying issues and allow imple-
mentation of other modern tools which were used for testing. Testing of the disaster re-
covery plan was done by the developers who automated disaster scenario recovery pro-
cesses. The disaster scenarios tests included intentional system crashes of key features 
and integrations as well as key component failure simulations. The tests made use of tab-
letop testing and full-scale testing. Due to the cloud-based solution used for the product 
a simulated small-problem test does not seem pertinent, as the cloud-based solution itself 
provides recovery methods on its own to deal with a lot of issues that would otherwise be 
tested in a small problem test scenario. 
 
Testing of the disaster recovery actions should be performed by those who have defined 
the recovery actions. Some scenarios cannot be thoroughly tested. These may include 
natural disasters or human threats. This does however not mean that one should not pre-
pare and device recovery actions for these, even when an actual test cannot be performed. 
The better defined the processes are, the more reliable the results (typically). Technology 
is only as good as the people who designed and implemented it, and the processes devel-
oped to utilize it. (Snedaker, 2014) 
3.6 Updating and Reviewing the Disaster Recovery Plan 
During the development of the disaster recovery plan, a review was performed whenever 
there were changes made to the disaster recovery plan. In the future a similar process will 
be used. If completely new recovery processes are developed or found, which need to be 
included in the recovery plan, must they also be tested thoroughly before included in the 
official disaster recovery plan. 
  
4 CONCLUSION 
Every disaster recovery plan is different and offers a wide variety of challenges depending 
on the type of service for which the disaster recovery plan is written. There are still key 
points that every disaster recovery plan should include regardless of the service in ques-
tion. There is no reason for any company in the modern day of the information age to not 
have a disaster recovery plan. The main challenges in writing the disaster recovery plan 
for the cloud-based SaaS product was only mentioning the bare minimum information 
needed. It was easy to keep going into too much detail, which could become an issue in 
the future when inevitably something changes in either the service or the recovery actions 
mentioned in the plan. Working with a team of experts from different areas and skills is 
invaluable to the whole process. 
 
I chose to originally separate the tasks of writing this study and creating the disaster re-
covery plan to be able to manage my time working with other tasks and the company. In 
my opinion writing about the process of a completed work works best as my attention is 
not divided between too many tasks at once and lets me focus. Once the disaster recovery 
plan was near its completion, I started working on writing this study with all the gathered 
information, documentation and materials I had from the creation of the disaster recovery 
plan. I wish I had had planned out the allotted time for the writing of the disaster recovery 
plan and subsequently this thesis. I unfortunately had divided up my duties between dif-
ferent work-related tasks in a suboptimal way. I saw myself come back to the DRP writing 
task and having to catch up each time with my own work that I had done previously 
because I had been focusing on other tasks in-between writing on this thesis or the DRP. 
 
The goal of the study was understanding the process of developing and be able to write a 
disaster recovery plan when I had no previous experience or knowledge in how to write 
one. The result was a high-level disaster recovery plan for a new cloud-based SaaS prod-
uct the company will soon offer to its customers. The document details on a high-level 
what preventative, recovery and follow-up actions the organization takes when faced with 
potential and real disaster scenarios in the SaaS product. The disaster recovery plan will 
undoubtedly be updated and worked on, at least internally initially, at some point in the 
  
future. I have come to the realization that a disaster recovery plan does not and cannot 
cover everything but is meant to offer help and guidance for as many disasters as possible. 
 
Learning to write a disaster recovery plan is as much of a process as planning a service. 
The insight and understanding I have received during the process has made me see soft-
ware and services from a new point of view that I did not have before. Developing a 
production ready service is not just about making great software and implementing new 
features. All the new fancy features and components need to be reviewed from a wider 
point of view that asks, “What if this fails horribly?”. 
 
In most of my school and hobby projects I have had the luxury of creating something that 
just works and only needs to work once. I have a newfound interest in development, plan-
ning and the designing of a service and software. The entire process is more exciting. I 
intend to continue to learn and hone my skills in these areas, and hopefully I will be able 
to take a more mature approach to planning and development from now on. 
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