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Resumé
La conception de systèmes temps-réel embarqués se développe de plus en plus avec
l’intégration croissante de fonctionnalités critiques pour les applications de surveillance,
notamment dans le domaine biomédical, environnemental, domotique, etc. Le développe-
ment de ces systèmes doit relever divers défis en termes de minimisation de la consomma-
tion énergétique. Gérer de tels dispositifs embarqués, entièrement autonomes, nécessite
cependant de résoudre différents problèmes liés à la quantité d’énergie disponible dans
la batterie, à l’ordonnancement temps-réel des tâches qui doivent être exécutées avant
leurs échéances, aux scénarios de reconfiguration, particulièrement dans le cas d’ajout de
tâches, et à la contrainte de communication pour pouvoir assurer l’échange des messages
entre les processeurs, de façon à assurer une autonomie durable jusqu’à la prochaine
recharge et ce, tout en maintenant un niveau de qualité de service acceptable du système
de traitement.
Pour traiter cette problématique, nous proposons dans ces travaux une stratégie de place-
ment et d’ordonnancement de tâches permettant d’exécuter des applications temps-réel
sur une architecture contenant des cœurs hétérogènes. Dans cette thèse, nous avons
choisi d’aborder cette problématique de façon incrémentale pour traiter progressivement
les problèmes liés aux contraintes temps-réel, énergétique et de communications. Tout
d’abord, nous nous intéressons particulièrement à l’ordonnancement des tâches sur une
architecture mono-cœur. Nous proposons une stratégie d’ordonnancement basée sur le
regroupement des tâches dans des packs pour pouvoir calculer facilement les nouveaux
paramètres des tâches afin de réobtenir la faisabilité du système. Puis, nous l’avons
étendu pour traiter le cas de l’ordonnancement sur une architecture multi-cœurs ho-
mogènes. Finalement, une extension de ce dernier sera réalisée afin d’arriver à l’objectif
principal qui est l’ordonnancement des tâches pour les architectures hétérogènes. L’idée
est de prendre progressivement en compte des contraintes d’exécution de plus en plus
complexes.
Nous formalisons tous les problèmes en utilisant la formulation ILP afin de pouvoir
produire des résultats optimaux. L’idée est de pouvoir situer nos solutions proposées
par rapport aux solutions optimales produites par un solveur et par rapport aux autres
algorithmes de l’état de l’art. Par ailleurs, la validation par simulation des stratégies
proposées montre qu’elles engendrent un gain appréciable vis-à-vis des critères considérés
importants dans les systèmes embarqués, notamment le coût de la communication entre
cœurs et le taux de rejet des tâches.
Mots-clés: Architecture multi-cœur, Reconfiguration, Placement de tâches, Ordon-
nancement temps-réel, Contrainte énergétique.
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Abstract
The design of embedded real-time systems is developing more and more with the increas-
ing integration of critical functionalities for monitoring applications, particularly in the
biomedical, environmental, home automation, etc. The developement of these systems
faces various challenges particularly in terms of minimizing energy consumption. Man-
aging such autonomous embedded devices, requires solving various problems related to
the amount of energy available in the battery and the real-time scheduling of tasks that
must be executed before their deadlines, to the reconfiguration scenarios, especially in
the case of adding tasks, and to the communication constraint to be able to ensure mes-
sages exchange between cores, so as to ensure a lasting autonomy until the next recharge,
while maintaining an acceptable level of quality of services for the processing system.
To address this problem, we propose in this work a new strategy of placement and
scheduling of tasks to execute real-time applications on an architecture containing het-
erogeneous cores. In this thesis, we have chosen to tackle this problem in an incremental
manner in order to deal progressively with problems related to real-time, energy and
communication constraints. First of all, we are particularly interested in the scheduling
of tasks for single-core architecture. We propose a new scheduling strategy based on
grouping tasks in packs to calculate the new task parameters in order to re-obtain the
system feasibility. Then we have extended it to address the scheduling tasks on an ho-
mogeneous multi-core architecture. Finally, an extension of the latter will be achieved in
order to realize the main objective, which is the scheduling of tasks for the heterogeneous
architectures. The idea is to gradually take into account the constraints that are more
and more complex.
We formalize the proposed strategy as an optimization problem by using integer linear
programming (ILP) and we compare the proposed solutions with the optimal results
provided by the CPLEX solver. Inaddition, the validation by simulation of the proposed
strategies shows that they generate a respectable gain compared with the criteria consid-
ered important in embedded systems, in particular the cost of communication between
cores and the rate of new tasks rejection.
Index Terms: Multi-core architecture, Reconfiguration, Task mapping, Real-time schedul-
ing, Energy constraint.
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1.1 Contexte et problématique de la thèse
Les dispositifs embarqués, comme les réseaux de capteurs communiquant sans fil, offrent
des possibilités extrêmement intéressantes pour les applications de surveillance, notam-
ment dans le domaine biomédical, environnemental, domotique, etc [3–6]. Ils fonctionnent
grâce à des batteries ou/et des supercondensateurs qui se rechargent périodiquement. En
effet, les capteurs qui constituent chaque nœud du réseau ne disposent pas de ressources
énergétiques permanentes et leur autonomie énergétique sur de longues périodes est un
problème [5]. Dans ces conditions, la minimisation de l’énergie est devenue une préoc-
cupation majeure sachant que les nouvelles générations de ces systèmes proposent des
capacités de calcul de plus en plus importantes tout en utilisant des batteries à charge
limitée.
Parallèlement, on observe qu’à mesure que les systèmes embarqués deviennent de plus
en plus complexes, la plate-forme d’exécution repose sur des architectures multiproces-
seurs reconfigurables de par le bénéfice qu’elles apportent par la rapidité d’adaptation
et la grande capacité de calcul qu’elles offrent [2, 7–11]. Ces systèmes sont généralement
amenés à gérer des tâches critiques, mais également des tâches dont la qualité de service
peut être dégradée sans que cela ne conduise à des dangers pour le matériel ou pour
les humains [2, 7, 9]. Toutefois, ce contexte exige la mise en place de différents modes
de fonctionnement et de techniques de fiabilité, d’où la notion de systèmes embarqués
temps-réel reconfigurables dynamiquement [7, 12]. Il existe deux types de reconfiguration
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dynamique : la reconfiguration manuelle [11] appliquée par l’utilisateur et la reconfigu-
ration automatique [13] qui est appliquée par l’intervention automatique de programmes
ou bien par des agents intelligents. Qu’ils soient manuels ou automatiques, ces différents
changements dynamiques de comportement placent les systèmes face à des scénarios de
reconfiguration de type ajout et/ou suppression de tâches. Dans le cas d’un scénario de
reconfiguration qui supprime des tâches, l’utilisation du processeur diminue et le nouvel
état du système ne peut, à priori, pas conduire à la violation des contraintes. Cepen-
dant, après l’ajout de tâches, il est possible que certaines contraintes temps-réel et/ou
énergétiques soient violées. Bien que le cas de la suppression de tâches puisse avoir de
l’intérêt, nous avons focalisé nos travaux sur les cas d’ajout de tâches qui sont ceux qui
vont conduire le système dans des états non acceptables. Nous verrons toutefois en pers-
pectives que le cas de suppression des tâches pourrait venir compléter notre étude et
permettre une amélioration de la qualité de service.
Gérer de tels dispositifs embarqués, entièrement autonomes, nécessite cependant de ré-
soudre différents problèmes liés à la quantité d’énergie disponible dans la batterie, à
l’ordonnancement temps-réel des tâches qui doivent être exécutées avant leurs échéances,
aux scénarios de reconfiguration surtout dans le cas d’ajout de tâches et à la contrainte
de communication pour pouvoir assurer l’échange des messages entre les processeurs,
de façon à assurer une autonomie durable jusqu’à la prochaine recharge et ce, tout en
maintenant un niveau de qualité de service acceptable du système de traitement.
1.2 Contributions de la thèse
L’objectif principal de cette thèse consiste à proposer une stratégie de placement et
d’ordonnancement de tâches permettant d’exécuter des applications temps-réel sur une
architecture reconfigurable contenant des cœurs hétérogènes, en vue de gérer la quantité
d’énergie disponible dans la batterie et de garantir le fonctionnement du système jusqu’à
la prochaine recharge. Elle vise également à assurer que la communication entre les
différents cœurs soit toujours faisable et que tous les messages peuvent arriver à leur
destination en satisfaisant les contraintes temporelles.
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Attaquer cette problématique directement n’est pas une tâche évidente étant donné la
complexité des contraintes à respecter. Aussi, nous avons choisi d’aborder la probléma-
tique de façon incrémentale pour prendre en compte (progressivement) la complexité
des architectures. Tout d’abord, nous nous intéressons à l’ordonnancement des tâches
pour l’architecture mono-cœur. Par la suite, nous avons adressé le cas des architectures
multi-cœurs homogènes en étendant les propositions faite dans le cas mono-cœur. Fina-
lement, une extension de notre méthode a été développée pour le cas des architectures
hétérogènes qui sont majoritaires de nos jours. L’idée est de prendre progressivement en
compte des contraintes d’exécution plus en plus complexes. La méthodologie que nous
avons suivi peut donc être représentée par la Figure 1.1.
Figure 1.1: Progression incrémentale de la résolution du problème de thèse.
Dans l’ensemble de nos travaux, nous nous basons sur le modèle de tâches proposé par
Marinoni Mauro et Buttazzo Giorgio [14] qui est caractérisé par l’élasticité des tâches et
qui est très utilisé surtout dans les systèmes temps-réel à contraintes souples [2, 7, 9, 15–
20]. Une tâche est dite élastique (ou flexible) si elle dispose d’une période pouvant être
modifiée dans un intervalle fourni par le concepteur logiciel. Dans ce contexte, pour
satisfaire la contrainte temps-réel et/ou celle énergétique, Wang et al. dans [2, 15] s’in-
téressent à la réadaptation des tâches en modifiant leurs paramètres afin de réduire le
taux d’utilisation du processeur. Chaque modification d’un paramètre a un coût qui est
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calculé par la différence entre la nouvelle valeur et la valeur initiale du paramètre. Tou-
tefois, la modification des paramètres est souvent lourde. En d’autres termes, le coût de
modification dans certains cas est très élevé et, de plus, cela conduit à une dégradation
plus importante du système. Pour cela et afin de réduire le coût de modification, nous
proposons des stratégies d’ordonnancement qui permettent de prendre en compte une
notion de flexibilité exprimée dans le modèle de tâches et permettant d’adapter l’exécu-
tion de l’application/tâches dynamiquement en fonction des ressources disponibles. Les
principales contributions de cette thèse sont :
• Proposition d’une stratégie d’ordonnancement, basée sur l’élasticité des tâches,
pour les architectures mono-cœur. Cette stratégie est valable pour les architec-
tures reconfigurables dynamiquement et elle permet de garantir la faisabilité du
système après la violation de l’une des contraintes temps-réel et/ou énergétiques.
L’objectif de la stratégie proposée est d’assurer l’ordonnancement des tâches, sous
les contraintes précitées, en adaptant leurs temps d’exécution et leurs périodes.
• Réalisation d’un outil de simulation qui permet d’évaluer la stratégie proposée par
rapport à l’algorithme proposé par Wang et al. [2, 15]. Les résultats montrent que
la stratégie proposée permet de réduire le coût de modification des paramètres par
rapport à l’approche dans [2, 15]. En terme de gain et sur un ensemble de systèmes
générés aléatoirement, notre stratégie offre 27% de gain de coût de modification
par rapport à la même approche précitée.
• Proposition d’une stratégie d’ordonnancement adressant les architectures multi-
cœurs homogènes. Dans cette architecture, les tâches sont ordonnancées sous les
trois contraintes suivantes : temps-réel, énergétique et communication.
• Proposition d’une extension de la stratégie précédente qui s’adresse aux architec-
tures multi-cœurs hétérogènes. Elle propose de placer et d’ordonnancer les tâches
après un événement de configuration ou de reconfiguration tout en garantissant la
faisabilité du système. Les résultats expérimentaux sur notre stratégie montrent
qu’elle offre un gain du coût de communication de 11% par rapport à la stratégie
proposée par Govil et al. [21] et de 7% par rapport à l’algorithme proposé par
Bhardwaj et al. [22]. Par ailleurs, nous avons utilisé une autre métrique de com-
paraison qui est le taux de rejet des tâches et nous avons montré que la stratégie
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proposée permet de réduire le taux de rejet de 62% par rapport à l’algorithme [21]
et de 59% par rapport à celui présenté dans [22].
1.3 Plan de la thèse
Le manuscrit de thèse suivra l’approche incrémentale que nous a conduit durant nos
travaux et il se compose des chapitres suivants :
Chapitre 2 : ce chapitre présente l’architecture générale des systèmes embarqués cibles.
Ce chapitre dresse un état de l’art sur les systèmes temps-réel et plus précisément sur l’or-
donnancement de tâches élastiques (flexibles) sous contraintes temps-réel et énergétiques.
Nous évoquons aussi les différentes stratégies d’ordonnancement pour les architectures
mono et multi-cœurs. Quant aux méthodes et les algorithmes d’optimisation pour le pla-
cement des tâches, ils seront également détaillés dans ce chapitre.
Chapitre 3 : ce chapitre décrit les modèles de tâches, de consommation énergétique
étudiés ainsi que le problème de reconfiguration sous-jacent. Nous y proposons des so-
lutions d’ordonnancement basées sur le regroupement des tâches dans des packs afin de
réobtenir la faisabilité du système, qui est composé d’un seul cœur. L’ensemble des so-
lutions proposées constituera la stratégie d’ordonnancement.
Chapitre 4 : ce chapitre traite principalement le cas des architectures multi-cœurs hé-
térogènes. L’objectif de ce chapitre consiste à proposer une stratégie de placement et
d’ordonnancement des tâches en minimisant le coût total de communication. Notre stra-
tégie vise dans un premier temps à placer les tâches qui s’échangent des données sur le
même cœur lorsque cela est possible ou de réduire la distance entre ces tâches si le pla-
cement sur le même cœur n’est pas possible. Dans un deuxième temps, elle vérifie si les
trois contraintes (temps-réel, énergétique et communication) sont respectées. S’il y a au
moins une contrainte violée après un événement d’ajout de tâches, la stratégie propose
d’appliquer des solutions afin de réobtenir la faisabilité du système. L’ordonnancement
de tâches sur une architecture homogène est un cas particulier d’une architecture hété-
rogène et elle est traitée dans ce chapitre.
Chapitre 5 : ce chapitre conclut la thèse par un récapitulatif des contributions et pro-
pose une discussion sur une série de perspectives d’extensions possibles pour montrer




Dans ce chapitre seront présentés les travaux de recherche qui traitent l’ordonnancement
temps-réel dans un contexte de systèmes embarqués reconfigurables mono et multi-cœurs.
Nous présentons dans la première section l’architecture globale des systèmes embarqués
ainsi que la notion de reconfiguration. La deuxième section est consacrée à présenter
les différents algorithmes d’ordonnancement temps-réel pour les architectures mono et
multi-cœurs, notamment les algorithmes qui gèrent la consommation énergétique. Quant
aux méthodes et aux algorithmes d’optimisation pour le placement des tâches, ils seront
détaillés dans la dernière partie.
2.2 Architecture matérielle des systèmes embarqués
Un système embarqué est un système intégré dans un système plus large (d’où l’ap-
pellation “embedded systems”) avec lequel il est interfacé, et pour lequel il réalise des
fonctions particulières (contrôle, surveillance, communication, etc) [23, 24]. Nous pré-
sentons dans cette section l’architecture matérielle des systèmes embarqués ainsi qu’une
étude bibliographique sur la gestion énergétique de ce genre de systèmes [2, 7–11].
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2.2.1 MPSoC (MultiProcessor System-on-Chip)
Un système multiprocesseur sur puce (ou multiprocessor system-on-chip MPSoC) [25, 26]
est un système embarqué complet intégrant sur une seule puce de silicium plusieurs
composants complexes et hétérogènes. Ces composants peuvent être des unités de calcul
spécifiques programmables et/ou non programmables (CPU, DSP, ASIC, FPGA), des
réseaux de communication complexes (bus hiérarchiques sur puce, réseau sur puce), des
composants de mémorisation variés ou encore des périphériques E/S, etc. La Figure
2.1 représente un modèle générique d’un système MPSoC hétérogène avec des parties
matérielles et logicielles structurées en couches. Le matériel se divise en deux couches :
• La couche basse contient les composants de calcul et de mémorisation utilisés par
le système (µP, µC, DSP, matériel dédié IPs, mémoires) ; et
• La couche matérielle de communication embarquée sur la puce composée de deux
sous-couches : réseau de communication (liens point-à-point, bus hiérarchique, ré-
seau sur puce) et adaptateurs de communication entre le réseau et les composants
de la première couche.
Le logiciel embarqué est aussi découpé en couches :
• La couche la plus basse est l’abstraction du matériel HAL (Hardware Abstraction
Layer) permet de faire le lien avec le matériel en implémentant les pilotes E/S
des périphériques, des contrôleurs de composants, les routines d’interruption ISR
(Interrupt Service Routine) ;
• La couche système d’exploitation qui permet de porter l’application sur l’architec-
ture (gestion de ressources, communication et synchronisation, ordonnancement).
• La couche application.
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Figure 2.1: Architecture d’un système MPSoC hétérogène [1].
Les ASICs et les FPGAs sont des circuits intégrés que l’on peut configurer pour réaliser
à bas coût des fonctions “câblées” simples dont les temps de réaction sont extrêmement
courts.
2.2.2 Consommation d’énergie pour les systèmes embarqués
Pour la haute efficacité des MPSoC, nous présentons dans cette sous section, une éva-
luation de la consommation de puissance. Dans la littérature [2, 15, 27, 28], la puissance
consommée P dans les circuits possédant la technologie CMOS (complementary metal
oxide semi-conductor) est souvent divisée en deux composantes : une composante dyna-
mique due à l’activité des transistors et une composante statique due à leurs courants de
fuites. Ces courants de fuites sont considérés négligeables dans cette étude. La puissance
dynamique est composée elle même de deux parties : la puissance dissipé par le courant
de court-circuit et la puissance dissipé par le courant de commutation. Ces deux courants
apparaissent lors de la commutation des transistors.
Les auteurs de [2, 15, 28] ont prouvé par une démonstration complète [28] que la puis-
sance P est proportionnelle au carré de l’utilisation du processeur U , i.e., P = k ∗ U2.
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Cette forumle est utilisée dans de nombreux travaux traitant la problématique de l’or-
donnancement temps-réel sous contrainte énergétique [2, 9, 17, 20, 29–31].
Cette formule est intéressante et sera utilisée dans cette thèse pour contrôler la consom-
mation énergétique en variant l’utilisation du processeur.
2.2.3 Systèmes embarqués rechargeables
La majorité des systèmes embarqués est alimentée par une batterie ou un superconden-
sateur. Un capteur sans fil est un exemple concret d’un système embarqué qui peut être
à la fois rechargeable et temps-réel. Un réseau de capteurs est un système autonome [32]
et il est capable de comprendre plusieurs types de capteurs pour mesurer des paramètres
de l’environnement tels que la température, l’humidité, la force, le bruit, etc. Les réseaux
de capteurs sans fil sont utilisés dans de nombreux domaines :
• Applications environnementales : la détection automatique des incendies et feux de
forêts, la détection des tremblements de terre, le suivi des trajectoires des animaux,
etc.
• Applications médicales : le médecin peut recevoir les données physiologiques de son
patient grâce aux capteurs embarqués sur le corps de ce dernier. Il peut par la suite
réaliser le diagnostic nécessaire.
• Applications de domotique (maison intelligente) : Une personne peut contrôler sa
maison en installant des capteurs dans toutes les pièces. Elle peut donc superviser
la régulation du chauffage, l’éclairage des chambres, etc.
Si les capteurs sont alimentés par une batterie, la durée de vie de celle-ci déterminera
la durée de vie du capteur. La notion d’énergie est donc une contrainte forte. L’objectif
du concepteur est de fournir la plus longue autonomie au capteur tout en respectant la
contrainte liée à la taille physique du système.
La Figure 2.2 montre quelques produits qui sont rechargeables par l’énergie solaire.
L’énergie récupérée par les panneaux photovoltaiques sera stockée dans une ou plusieurs
batteries [3, 4, 33].
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Figure 2.2: Produits profitant de l’énergie solaire.
Dans le cas d’un réseau de capteurs sans fils qui surveille les départs de feu dans une forêt
[3], les capteurs sont alimentés par une batterie qui est rechargeable périodiquement par
l’énergie solaire (Figure 2.3). L’exécution de l’application de surveillance en journée (en
présence du soleil) ne viole pas la contrainte énergétique. Cependant, la contrainte peut
être violée la nuit à cause de l’épuisement de la batterie et, par conséquent, le système
ne pourra plus assurer l’exécution de l’application/tâches.
Figure 2.3: Modèle de batterie rechargeable récupérant de l’énergie solaire.
Il est donc important de garantir que le système s’exécute jusqu’à la prochaine re-
charge pour éviter des dégâts importants. Ainsi, de nombreuses recherches scientifiques
[2, 5, 9, 34, 35] se sont intéressées à la gestion des cycles de recharges de batteries en utili-
sant la technique d’ordonnancement des tâches. Chetto et al [5] proposent un algorithme
d’ordonnancement nommé EDeg (Earliest Deadline with energy guarantee) permettant
d’ordonnancer des tâches périodiques sous contrainte énergétique. Les auteurs de [5]
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considèrent un système composé d’un seul cœur de calcul qui est alimenté par un réser-
voir d’énergie. Ce réservoir d’énergie est rechargé par une source d’énergie renouvelable.
Le cœur doit être capable d’exécuter une configuration de tâches périodiques temps-réel
strictes tout en considérant leur demande énergétique, leur échéance et l’énergie dispo-
nible dans le réservoir. Ainsi à chaque instant, la tâche ayant la plus proche échéance
parmi les tâches prêtes est exécutée uniquement si d’une part le réservoir n’est pas vide
et si d’autre part il y a suffisamment d’énergie dans le système de sorte que l’exécution
de celle-ci ne compromette pas l’exécution de tâches périodiques futures. Dans le cas
contraire, c’est-à-dire s’il n’y a pas assez d’énergie dans le système ou que le réservoir est
vide, le cœur doit être mis en mode veille pendant une durée tveille afin de recharger la
batterie. L’algorithme EDeg a fait l’objet d’une étude de performance exhaustive publiée
dans [35, 36]. Néanmoins, dans des applications réelles comme, le cas d’une batterie ali-
mentée par une source d’énergie photovoltaïque, pendant la nuit la puissance reçue est
nulle et EDeg n’est pas capable de garantir l’exécution du système jusqu’à la prochaine
recharge. Par conséquent, il faut pouvoir gérer la quantité d’énergie disponible dans la
batterie sans engendrer la panne du système. En effet, nous ne considérons pas dans cette
thèse une configuration de tâches périodiques temps réel strictes mais une configuration
de tâches périodiques temps-réel souples qui tolèrent un seuil de pertes en-deçà duquel
les performances du système sont certes dégradées en adaptant les paramètres de tâches
mais le résultat est toujours jugé acceptable.
Dans cette thèse, nous nous intéressons aux techniques de gestion énergétique basées sur
l’ordonnancement et l’adaptation des paramètres des tâches.
2.2.4 Gestion de l’énergie pour les systèmes reconfigurables et rechar-
geables
Les systèmes embarqués rechargeables peuvent être de grande taille, distribués et évo-
luer dans un environnement dynamique [7, 10, 12]. Ils sont généralement amenés à gérer
des tâches critiques, mais également des tâches dont la qualité de service peut être dé-
gradée sans que cela ne conduise à des dangers pour le matériel ou pour les humains.
Toutefois, ce contexte exige la mise en place de différents modes de fonctionnement et de
techniques de fiabilité, d’où la notion de systèmes embarqués reconfigurables dynamique-
ment [7, 10, 12]. Il existe deux types de reconfigurations dynamiques : la reconfiguration
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manuelle [11] appliquée par l’utilisateur et la reconfiguration automatique [13] qui est
appliquée par l’intervention automatique de programmes ou bien par des agents intel-
ligents. Qu’ils soient manuels ou automatiques, ces différents changements dynamiques
de comportement placent les systèmes face à des scénarios de reconfiguration de type
ajout et/ou suppression de tâches. Dans ces conditions, il est possible qu’à la suite de
plusieurs scénarios de reconfigurations, certaines contraintes temps-réel soient violées
[7, 16]. De plus, ce type d’événement peut violer également la contrainte énergétique
pour les systèmes rechargeables périodiquement, notamment les systèmes embarqués gé-
rant des énergies renouvelables [9, 20]. Dans les travaux [7, 9, 16, 20] et afin de garantir
que le système ne viole pas ces contraintes, les auteurs s’intéressent à la réadaptation
des tâches en modifiant leurs paramètres après le scénario de reconfiguration. Dans ce
contexte, il existe des travaux qui s’intéressent à la modification des deadlines des tâches
[31, 37, 38] afin de réduire l’utilisation du processeur pour que le système soit de nouveau
faisable. D’autres travaux s’articulent autour de la modification des périodes des tâches
[2, 7, 15]. Bien que ces travaux peuvent réobtenir la faisabilité du système, d’autres tra-
vaux proposent différentes approches pour changer la vitesse du processeur en diminuant
les WCETs des tâches [2, 16, 39]. Chaque modification a un coût CoûtModifτi qui est
calculé par la différence entre la nouvelle valeur et la valeur initiale du paramètre. Toutes
les solutions proposées permettent de satisfaire les contraintes violées après un ou plu-
sieurs scénarios de reconfiguration. Toutefois, la modification des paramètres est souvent
lourde. En d’autres termes, le coût de modification dans certains cas est très élevé et, de
plus, cela conduit à une dégradation plus importante du système. Nous adressons donc
cette problématique dans le chapitre suivant.
Nous nous intéressons dans cette thèse aux systèmes reconfigurables dynamiquement et
nous définissons une reconfiguration comme toute opération permettant l’ajout de tâches
durant l’exécution de l’application.
2.3 Systèmes temps-réel
Beaucoup de systèmes embarqués sont de type temps-réel, c’est-à-dire qu’ils exécutent
des tâches sous contraintes temporelles. Dans la littérature [1, 3, 9, 29, 40], de nombreuses
définitions ont été proposées pour la notion de systèmes temps-réel. La définition la plus
utilisée est celle de Stankovic et al. [41] qui définit les systèmes temps-réel comme des
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systèmes informatiques qui doivent obligatoirement réagir à l’environnement dans les
contraintes précises du temps. En conséquence, le comportement correct de ces systèmes
dépend non seulement de la valeur du résultat logique, mais aussi du temps de réponse
auquel le résultat est produit. En d’autres termes, un système temps-réel doit satisfaire
non seulement aux contraintes logiques, mais également aux contraintes temporelles qui
lui sont imposées. Réagir trop tard peut conduire à des conséquences catastrophiques
pour le système lui-même ou le processus. En effet, le respect des contraintes temporelles
est la principale contrainte à satisfaire.
2.3.1 Taxonomie des systèmes temps-réel
Nous pouvons classer les systèmes temps-réel selon le niveau de criticité de leurs contraintes
temporelles. Nous distinguons alors les systèmes :
Temps-réel dur (en anglais hard) : c’est un système soumis à des contraintes tem-
porelles strictes, c’est-à-dire pour lequel la moindre faute temporelle peut avoir des
conséquences humaines ou matérielles catastrophiques. Plusieurs applications dans les
domaines avioniques, automobile, etc., sont temps-réel dur ;
Temps-réel souple (en anglais soft) : c’est un système pour lequel un certain nombre
de fautes temporelles peut être toléré. On parle alors de qualité de service et de dégra-
dation du système ;
Temps-réel ferme (en anglais firm) : C’est une sous-classe du temps-réel souple
pour laquelle le manquement occasionnel des échéances est autorisé. Ce type de système
tolère donc le dépassement des échéances mais à la différence des systèmes à contraintes
soft, ces dépassements sont quantifiés.
2.3.2 Tâches temps-réel
Du point de vue du processeur, une tâche est une activité qui consomme des ressources de
la machine informatique, notamment de la mémoire et du temps CPU. Une application
temps-réel est composée d’un ensemble de tâches [4, 27, 42]. Une tâche correspond à
l’exécution d’une séquence d’opérations données durant la vie du système. Nous pouvons
citer comme exemple une tâche qui relève régulièrement la température d’un capteur.
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Nous appelons alors job d’une tâche, une occurrence d’exécution de celle-ci. Ainsi, une
tâche est constituée d’un ensemble de jobs.
Un système temps-réel est constitué d’un ensemble de tâches temps-réel soumises à des
contraintes temps-réel. Une tâche temps-réel peut être :
• Périodique : ses jobs se répètent indéfiniment et il existe une durée constante
entre deux activations de jobs successives appelée période,
• Sporadique : ses job se répètent indéfiniment et il existe une durée minimale entre
deux activations de jobs successives,
• Apériodique : il n’y a pas de corrélation entre deux jobs successifs d’une même
tâche.
2.3.2.1 Etat et gestion des tâches
Dans un environnement multitâche, à tout instant, chaque tâche peut être dans l’un des
états suivants :
• Élue : si la tâche est en train de s’exécuter.
• Prête : si la tâche est en attente de pouvoir s’exécuter. La priorité des tâches
prêtes est inférieure ou égale à la priorité de la tâche élue.
• Suspendue : c’est le cas des tâches qui sont en attente d’un événement qui pro-
voquera leur réveil.
La Figure 2.4 présente les différents états d’une tâche ainsi que les transitions d’un état
à l’autre.
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Figure 2.4: différents états d’une tâche.
2.3.2.2 Tâches élastiques (flexibles)
Dans la littérature, Mauro Marinoni et Giorgio Buttazzo [14, 43–45], proposent un nou-
veau modèle de tâches basé sur les tâches élastiques (ou flexibles). Une tâche est dite
élastique si elle dispose d’une période pouvant être modifiée dans un intervalle fourni
par le concepteur logiciel. Dans ce contexte, chaque tâche est considérée comme flexible,
donc l’utilisation du processeur peut être modifiée en changeant les périodes de tâches
dans les plages spécifiées. Plus précisément, chaque tâche τi est caractérisée par quatre
paramètres : i) un WCET Wi, qui dépend de la vitesse du processeur, ii) une période
minimale Timin (considérée comme la période nominale Ti) et iii) une période maximale
Timax que τi peut accepter. Ce dernier permet de spécifier la flexibilité de la tâche pour
varier son taux d’utilisation (section 3.2.2) et ainsi adapter le système à une nouvelle
configuration.
Ce modèle de tâches a été utilisé dans divers domaines où le respect des contraintes
temporelles est souhaitable, mais le dépassement d’une contrainte dans certaines limites
est toléré et ne rend pas le système inexploitable, notamment dans les domaines suivants :
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• systèmes multimédia [43] : Les tâches qui traitent l’échantillonnage de la voix,
l’acquisition d’images, la génération de sons, la compression de données et la lecture
de vidéos sont exécutées périodiquement, mais leurs taux d’exécution ne sont pas
aussi rigides que dans les applications de contrôle. L’échéance d’une deadline lors
de l’affichage d’une vidéo MPEG peut diminuer la qualité de service (QoS), mais
n’entraîne pas de problème catastrophique. En fonction de la QoS demandée, le
taux d’utilisation de tâches peut être augmenté ou diminué par l’OS pour s’adapter
aux exigences d’autres activités concurrentes.
• Internet des objets (Internet of things IoT) [46] : En considérant les applications
de domotique, certaines tâches permettant de contrôler le chauffage, l’éclairage
des pièces, etc, peuvent être retardées afin d’exécuter d’autres dont la contrainte
temporelle est dure, notamment la tâche d’alarme en cas d’incendie.
• systèmes reconfigurables : Le nombre de tâches qui s’exécutent sur ce système varie
d’une reconfiguration à une autre. Les auteurs dans [7, 15–19] utilisent le modèle
de tâches élastiques pour faire varier l’utilisation du processeur (en faisant varier
le taux d’utilisation des tâches) afin de respecter les contraintes temps-réel et/ou
énergétiques. Dans d’autres situations, la possibilité d’adapter le taux d’utilisation
du processeur, en allongeant les périodes de tâches, augmente la flexibilité du sys-
tème dans la gestion des conditions de surcharge. Par exemple, lorsqu’une nouvelle
tâche ne peut pas être exécutée par le système, au lieu de la rejeter, le système
peut essayer de réduire le taux d’utilisation du processeur par les autres tâches (en
augmentant leurs périodes de façon contrôlée) afin de réduire l’utilisation totale du
processeur.
Ce modèle possède l’avantage de résoudre la violation des contraintes après un scénario
de reconfiguration. Nous utiliserons donc ce modèle pour nos travaux d’ordonnancement
et de placement de tâches.
2.3.2.3 Migration de tâches
Pour les systèmes multiprocesseurs temps-réel, la notion de migration de tâches est sou-
vent non prise en compte. Ceci est dû au fait que d’une part, déplacer un job assigné
à un processeur donné vers un autre processeur est coûteux en temps. D’autre part,
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la théorie de l’ordonnancement temps-réel multiprocesseurs ainsi que les outils utilisés,
ont été jusqu’à présent développés pour des approches par partitionnement où la migra-
tion n’est pas tolérée. En plus de leur classification par priorités, Carpenter et al. [47]
classent également les ordonnancements temps-réel multiprocesseurs selon les possibilités
de migration :
Sans migration : Cette classe n’autorise aucune migration. Est ici classée l’approche
par partitionnement (voir Section 2.3.4.2).
Migration restreinte : La migration dans cette classe n’est autorisée qu’au niveau jobs.
Celui-ci doit donc s’exécuter entièrement sur un seul processeur. Dans cette classe, l’ap-
proche hybride (Section 2.3.4.2) est utilisée en affectant d’abord les jobs aux différentes
files, et au niveau de chacune des files, les jobs sont ordonnancés localement.
Pleine migration : Cette classe n’impose aucune restriction quant à la migration des
jobs.
Dans cette thèse, nous n’autorisons pas la migration des tâches et chaque cœur reçoit un
sous-ensemble de tâches après l’application de l’heuristique de partitionnement.
2.3.2.4 Dépendance entre tâches
Une dépendance entre deux tâches τi et τj peut être de deux types : une dépendance
de précédence et/ou une dépendance de données. Une dépendance de précédence entre
(τi, τj) impose que la tâche τj commence son exécution après que la tâche τi ait com-
plètement fini de s’exécuter [48–51]. Les contraintes de précédences sont indirectement
des contraintes temps-réel et on dit que la tâche τi est un prédécesseur de la tâche τj
et τj est un successeur de τi. Si τi s’exécute exactement une fois avant une exécution de
τj on a une contrainte de précédence simple sinon une contrainte de précédence étendue
[52–54]. De plus, entre chaque paire de tâches périodiques dépendantes, un message pé-
riodique peut être échangé entre elles sur le médium de communication, il s’agit donc
de la dépendance de données. Après un événement de reconfiguration, un ou plusieurs
messages peuvent être ajoutés sur le médium de communication et cela peut augmenter
le trafic sur le support de communication et ne pas satisfaire les échéances des messages.
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Nous attaquons la problématique de communication entre tâches dans le chapitre traitant
les architectures multi-cœurs. Nous ajoutons dans ce chapitre une contrainte de commu-
nication qui vérifie que chaque médium de communication est faisable et que tous les
messages peuvent arriver à leur destination en satisfaisant la contrainte temporelle.
2.3.3 Ordonnancement temps-réel mono-cœur
Dans le cadre simple de l’ordonnancement mono-cœur où toutes les tâches sont considé-
rées indépendantes, il existe deux types d’assignations de priorités [5] :
1. priorités fixes : aussi appelée assignation à priorité statique, où chaque tâche reçoit
une priorité par rapport aux autres à l’initialisation du système et chaque job lancé
hérite de la priorité de la tâche de laquelle il découle ;
2. priorités dynamiques : la priorité est donnée aux jobs des tâches, et non pas aux
tâches. Selon la règle d’assignation utilisée, la priorité évolue au cours du temps
tout au long de l’exécution du système.
Nous présentons ci-après les algorithmes d’ordonnancement les plus souvent rencontrés
dans la littérature.
2.3.3.1 Politiques d’ordonnancement à priorités fixes
Une priorité fixe aux tâches est une priorité qui ne varie pas au cours de l’exécution de
la tâche. Les algorithmes d’ordonnancement à priorités fixes les plus utilisés sont “Rate
Monotonic” et “Deadline Monotonic”.
Rate Monotonic :
L’algorithme Rate Monotonic (RM) a été introduit par Liu and Layland en 1973 [40].
C’est un algorithme d’ordonnancement préemptif qui s’applique à des tâches périodiques
indépendantes, et à échéance sur requête (Ti = Di). La priorité d’une tâche est inverse-
ment proportionelle à sa période, c’est-à-dire que plus la période d’une tâche est petite,
plus sa priorité est grande. Cet algorithme est optimal dans la classe des algorithmes à
priorités fixes pour les tâches indépendantes préemptibles à échéance sur requête non
concrètes ou synchrones. Une condition suffisante d’ordonnançabilité de l’algorithme
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d’ordonnancement RM [40] pour un ensemble de N tâches périodiques Π à échéance








N − 1) (2.1)
Deadline Monotonic :
Bien que RM soit optimal dans la classe des tâches périodiques à échéances sur requêtes,
ce n’est plus le cas lorsque les tâches sont à échéances contraintes (Di ≤ Ti). On retrouve
donc dans [55], un algorithme proposé par Leung et Whitehead connu sous le nom de
Deadline Monotonic (DM) prenant en compte les délais critiques Di de chaque tâche τi
tout en gardant le principe d’ordonnancement à priorités fixes. La priorité d’une tâche est
inversement proportionelle à son échéance relative, c’est-à-dire que plus l’échéance rela-
tive d’une tâche est petite, plus sa priorité est grande. Cet algorithme est optimal dans la
classe des algorithmes préemptifs à priorités fixes pour les tâches indépendantes préemp-
tibles à échéances contraintes. Un ensemble de N tâches périodiques est ordonnançable








N − 1) (2.2)
2.3.3.2 Politiques d’ordonnancement à priorités dynamiques
Les ordonnanceurs à priorités fixes ont, par leur simplicité de mise en œuvre, servi de base
dans l’ordonnancement. Les algorithmes à priorités dynamiques sont quant à eux plus
difficiles à mettre en œuvre mais offrent souvent de meilleures performances. Les priorités
cette fois-ci évoluent en fonction du temps. Nous présentons ci-après deux algorithmes
dont l’un est fondé sur l’évaluation des échéances absolues des jobs et l’autre sur la laxité
des tâches.
Earliest Deadline First :
L’algorithme Earliest Deadline First (EDF), a été présenté par Jackson en 1955 [56]
puis par Liu and Layland [40]. EDF est un algorithme d’ordonnancement qui peut être
préemptif ou non préemptif et qui s’applique à des tâches périodiques indépendantes à
échéance sur requête (Ti = Di). La plus grande priorité à la date t est allouée à la tâche
dont l’échéance absolue est la plus proche. EDF est optimal pour les tâches indépendantes
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préemptives. Selon [40], un ensemble Π de N tâches périodiques à échéances sur requêtes
est ordonnançable par EDF si et seulement si le facteur d’utilisation U du processeur







EDF est certainement l’algorithme le plus populaire. En effet, EDF est un algorithme
très performant qui permet d’atteindre un facteur d’utilisation du processeur de 100%
sous la condition énoncée dans l’Eq. 2.3. De plus ce résultat est aussi valide pour des
ensembles de tâches à départs différés, ce qui illustre bien la supériorité de EDF sur RM
ou DM.
Least-Laxity First :
L’algorithme d’ordonnancement Least-Laxity First (LLF), présenté par Mok et Dertou-
zos [57], se base sur la laxité qui représente le temps restant avant l’occurence de sa date
de démarrage ou de reprise au plus tard. La tâche dont la laxité est la plus faible com-
parée à toutes les tâches prêtes aura la plus grande priorité. Cet algorithme est optimal
pour les tâches indépendantes préemptives. D’après [58], la condition d’ordonnançabi-
lité de LLF est la même que pour EDF, c’est-à-dire que la condition d’ordonnançabilité
nécessaire et suffisante de LLF pour un ensemble de tâches périodiques à échéance sur







Bien qu’il soit aussi performant que EDF, LLF engendre cependant un nombre supérieur
de préemptions donc de changements de contexte, ce qui explique qu’il soit aussi peu
utilisé dans le cas monoprocesseur [59]. De plus, Georges et al. ont prouvé que LLF n’est
plus optimal dans le cas d’un ordonnancement non-préemptif [60].
Dans nos travaux, nous avons choisi l’algorithme EDF comme algorithme d’ordonnance-
ment vues son optimalité et ses performances.
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2.3.3.3 Stratégies d’ordonnancement du point de vue énergétique
Il devient important de s’intéresser à la conception de politiques de gestion de l’énergie
pour concevoir des systèmes entièrement autonomes. Du point de vue recherche, une
thématique intéressante repose sur l’étude de politiques d’ordonnancement de tâches
temps-réel sous contraintes énergétiques. Il existe une littérature pour ce type de pro-
blèmes [61–63]. Les techniques existantes dans le domaine de la gestion d’énergie des
systèmes temps-réel embarqués et récupérant l’énergie de l’environnement s’appuient
principalement sur des techniques basées sur la variation de la vitesse de fonctionne-
ment du processeur appelées DVFS (Dynamic Voltage Frequency Scaling). Plusieurs
études basées sur les processeurs supportant la technique DVFS, suggèrent la modifi-
cation temporelle des paramètres des tâches afin de développer des systèmes temps-réel
reconfigurables [2, 16, 18, 64]. La recherche de Wang et al. dans [2] met l’accent sur la
reconfiguration temps-réel des systèmes embarqués sous les contraintes d’énergie. Les au-
teurs économisent de l’énergie en ralentissant les tâches lorsque l’énergie stockée n’est pas
suffisante. Leur approche propose un agent en vue de réduire la consommation d’énergie
après l’application d’un scénario de reconfiguration. Vu que la consommation de puis-
sance est proportionnelle à l’utilisation du processeur, Wang et al. dans [2] proposent
une stratégie d’ordonnancement qui rend possible l’exécution d’une reconfiguration dy-
namique des systèmes temps-réel où l’ajout et la suppression de tâches sont appliqués au
moment de l’exécution. Cette approche vise à minimiser la consommation énergétique
du système par l’allongement des périodes Ti des tâches par l’attribution d’une période
unique à toutes les tâches. Une autre solution proposée est de réduire les WCETs Wi par
l’attribution d’une WCET unique pour toutes les tâches. Différentes solutions sont éga-
lement proposées pour les modifications de WCETs, les délais et les périodes de tâches
[7, 31, 37, 38]. Bien que ces solutions peuvent baisser la consommation énergétique, il
n’est pas raisonnable pour un système temps-réel de modifier la période des tâches au delà
d’une certaine limite. De plus, si les tâches ont des périodes très diverses, les tâches qui
ont des petites périodes sont fortement affectées si elles sont alignées sur les tâches ayant
de grandes périodes. Notre problématique porte principalement sur la reconfiguration
des systèmes temps-réel lorsque des reconfigurations dynamiques des tâches périodiques
sont appliquées au moment de l’exécution. De plus, nous vérifions après chaque recon-
figuration que le système satisfait ses contraintes, notamment temps-réel, énergétiques,
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etc. Nos solutions proposées dans cette thèse sont basées sur l’adaptation en ligne des
paramètres Ti et Wi en utilisant une classification des tâches en packs.
2.3.4 Ordonnacement temps-réel multi-cœurs
Cette partie s’adresse à l’ordonnancement de tâches sur des architectures multi-cœurs.
Nous commencerons tout d’abord par classifier les différentes architectures multi-cœurs.
Par la suite, nous présentons les différentes approches d’ordonnancement.
2.3.4.1 Classification des architectures multi-cœurs
Une architecture multi-cœurs est composée de plusieurs cœurs, et plusieurs tâches peuvent
s’exécuter en parallèle sur les différents cœurs. Nous distinguons trois types d’architec-
tures multi-cœurs [65] selon qu’elles soient constituées de :
• cœurs identiques : cœurs qui ont la même capacité de calcul s (nombre d’instruc-
tions traitées par seconde) ;
• cœurs uniformes : Chaque cœur Ck d’une architecture uniforme est caractérisé par
sa capacité de calcul sk. Lorsqu’un job s’exécute sur un cœur Ck de capacité de
calcul sk pendant t unités de temps, il réalise sk ∗ t instructions sur ce cœur ;
• cœurs indépendants : Pour ce type d’architecture, la capacité de calcul dépend
non seulement du cœur mais également de la tâche qui s’exécute. Ainsi, on définit
une capacité de calcul si,k associée à chaque couple tâche-cœur (τi, Ck) de telle
sorte que la tâche τi réalise si,k ∗ t instructions lorsqu’elle s’exécute sur le cœur Ck
pendant t unités de temps.
Les architectures identiques correspondent à des architectures homogènes alors que les
architectures uniformes et indépendantes correspondent à des architectures hétérogènes.
Nous nous placerons dans le cadre d’une architecture à p cœurs hétérogènes où p repré-
sente le nombre de cœurs qui composent l’architecture.
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2.3.4.2 Approches d’ordonnancement multi-cœurs
Un algorithme d’ordonnancement multi-cœurs détermine pour chaque tâche, le cœur sur
lequel cette tâche doit s’exécuter (problème de placement) et sur chaque cœur, la date
et l’ordre de démarrage d’exécution des tâches (problème d’ordonnancement). En effet,
l’ordonnancement multi-cœurs est un problème à 2 dimensions : i) l’organisation spatiale
(placement des tâches sur les cœurs) et ii) l’organisation temporelle des tâches (stratégie
d’ordonnancement) [65]. Il existe deux types fondamentaux de stratégies multi-cœurs :
les approches globales et les approches par partitionnement.
Figure 2.5: Représentation graphique de la stratégie d’ordonnancement global.
Figure 2.6: Représentation graphique de la stratégie d’ordonnancement par partition-
nement.
Il existe aussi une stratégie d’ordonnancement hybride dite de semi-partitionnement ob-
tenue par combinaison de la stratégie globale et celle par partitionnement.
Avant de définir le comportement adopté lors de l’utilisation de chacune de ces stratégies,
nous considérons un ensemble de N tâches temps-réel indépendantes préemptibles à
échéances sur requêtes noté Π et une architecture multi-cœurs composée de p cœurs
notée Γ.
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Approche globale
L’objectif est d’attribuer, à chaque instant, les N tâches aux p cœurs. Pour cela, il existe
une seule file d’attente pour l’ensemble des tâches et on utilise une stratégie d’ordonnan-
cement unique qui s’applique sur l’ensemble des cœurs (voir Figure 2.5). Dans ce cas,
une propriété essentielle est que la migration des tâches soit autorisée.
Approche par partitionnement
L’objectif est d’affecter définitivement chaque tâche à un cœur, autrement dit, de définir
p sous-ensembles de tâches attribués chacun à un cœur. L’objectif réside dans le fait qu’à
chaque cœur Ck soit associé un sous-ensemble de tâches tel que l’intersection de chaque
ensemble soit vide et que l’union des ensembles soit l’ensemble de tâches Π. Notons
que la migration de tâches n’est pas autorisée. De ce fait, le problème multi-cœurs à p
cœurs se résume alors à p problèmes mono-cœur. Il est ainsi possible d’appliquer des
stratégies mono-cœur sur chacun des processeurs de l’architecture, qui possèdent chacun
leur propre file de jobs en attente d’exécution (voir Figure 2.6).
Approche hybride
L’approche hybride ou semi-partitionnée est dérivée de l’approche partitionnée. Dans
cette approche, certains jobs d’une tâche peuvent être exécutés sur des cœurs différents
alors que certaines tâches ne sont pas du tout autorisées à migrer, ce qui entraîne des
migrations moins nombreuses.
Il faut noter que pour toutes ces approches, il existe une condition nécessaire d’ordon-
nançabilité.
Condition nécessaire : D’après [66], un ensemble de N tâches périodiques sur p cœurs








Dans nos travaux, nous avons opté pour le développement de stratégies basées sur l’ap-
proche par partitionnement du fait que cette dernière réduit le problème multi-cœurs à
p problèmes mono-cœur. Cette approche rend ainsi possible l’application de stratégies
mono-cœur sur chacun des cœurs de l’architecture possédant chacun leur propre file de
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jobs en attente d’exécution. C’est vrai que ce choix ne donne pas toujours un ordonnan-
cement optimal, mais il réduit l’overhead de la stratégie puisque les tâches sont affectées
définitivement dès le premier placement.
2.3.4.3 Heuristiques de placement de tâches pour minimiser la consomma-
tion énergétique
Les termes placement, allocation, partitionnement ou assignation des tâches sont équi-
valents dans le vocabulaire de l’ordonnacement temps-réel multi-cœurs [22, 67, 68]. Dans
la suite nous utiliserons le terme placement. Placer une tâche sur un cœur signifie l’exé-
cuter sur un cœur de façon à ce que cette tâche, et toutes les autres tâches qui sont déjà
placées sur ce même cœur, soient ordonnançables selon une condition d’ordonnançabilité
qui est précisée. Dans cette partie, nous étudions quelques approches existantes dans la
résolution du problème de placement en minimisant le coût de communication.
Dans la littérature, certains travaux [69–72] considèrent que la consommation énergé-
tique des systèmes multi-cœurs hétérogènes est fortement dépendante du placement des
tâches. Huang et al. [69, 70] proposent des heuristiques de placement des tâches pour
minimiser la consommation énergétique. Ils supposent que la consommation énergétique
est proportionnelle à la distance entre les cœurs. Autrement dit, plus les tâches dépen-
dantes sont placées sur des cœurs différents, plus la consommation d’énergie augmente.
Par conséquent, minimiser le coût de communication entre les cœurs devient un challenge
pour augmenter les performances des systèmes. En effet, pour réduire la consommation
énergétique, il faut trouver un placement de tâches qui minimise le coût de communica-
tion. Dans ce contexte, Kapil Govil propose dans [21] un algorithme de placement pour
placer m tâches sur n processeurs (m > n). L’algorithme est basé sur Task Clustering
en groupant chaque ensemble de tâches communicantes dans le même Cluster et ensuite
l’algorithme propose si c’est possible de placer chaque Cluster dans le même processeur
afin de minimiser le coût global de communication entre les processeurs. Cet algorithme
a été amélioré par Bhardwa et al. en 2013 [22] en proposant une heuristique basée sur
le même principe (celui dans [21]) mais en ajoutant une contrainte de vérification sur
les charges des processeurs. Bien que cette heuristique de placement de tâches permet
de réduire le coût global de communication, elle donne aussi un placement où la charge
des processeurs est équilibrée. L’équilibrage de charge des processeurs est un paramètre
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supplémentaire proposé dans [22] pour améliorer la performance du système. Bhardwa
et al. [22] ont évalué leur heuristique et ils ont démontré qu’elle est plus performante que
l’algorithme présenté dans [21].
Il existe d’autres travaux récemment publiés [17, 19, 30] qui traitent la problématique de
minimisation de la consommation énergétique d’un MPSoC en adaptant les paramètres
des messages échangés entres les processeurs. Ces approches sont applicables lors de
l’exécution du système. Afin de minimiser la consommation énergétique, Khemaissia et
al. [19, 30] proposent une approche qui ralentit les messages échangés sur le médium
de communication lorsque l’énergie stockée n’est pas suffisante. Une autre alternative
proposée par les auteurs pour minimiser la consommation énergétique est de supprimer
les messages moins prioritaires. Cette approche permet de baisser le taux d’utilisation
sur le NoC et, par conséquent, la consommation énergétique est diminuée.
À notre connaissance, aucun travail n’aborde le problème de placement des tâches dépen-
dantes sur les architectures multi-cœurs hétérogènes reconfigurables. À l’heure actuelle,
aucune étude scientifique n’a considéré l’adaptation des paramètres des tâches lors de
leur placement comme solution pour minimiser le coût global de communication.
2.4 Problèmes d’optimisation et méthodes de résolution pour
la problématique de placement de tâches
Dans cette partie, nous étudions quelques méthodes les plus utilisées dans la résolution
des problèmes de placement des tâches. Nous distinguons deux grandes catégories de
méthodes de résolution : celles qui sont dites exactes et celles approchées.
2.4.1 Méthodes exactes ou optimales
Une méthode exacte est une méthode qui permet de trouver une solution faisable en
parcourant toutes les combinaisons possibles de placement de tâches, si celle-ci existe.
Par ailleurs si cette méthode ne trouve pas de solutions, cela signifie que le problème n’a
pas de solution. Et puisque le problème de placement inclut une optimisation, la solution
trouvée par une méthode exacte est la meilleure solution possible dite optimale pour le
critère défini [73].
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2.4.1.1 Branch and bound
La méthode du Branch and Bound (B&B) (procédure par évaluation et séparation pro-
gressive) [74–76] consiste à construire un arbre d’exploration qui énumère toutes les
solutions. Ensuite, en utilisant certaines propriétés du problème en question, il faut trou-
ver une manière intelligente d’explorer cet arbre. Cette méthode utilise une fonction qui
permet de fixer une ou plusieurs bornes (tout dépend du problème traité) afin d’évaluer
certaines solutions pour, soit les exclure, soit les maintenir comme des solutions poten-
tielles. Bien entendu la performance d’une méthode de B&B dépend, entre autres, de
la qualité de cette fonction (de sa capacité d’exclure des solutions partielles le plus tôt
possible). La méthode de B&B est utilisée dans de nombreux travaux de placement et
d’ordonnancement temps-réel multiprocesseurs comme dans [51, 75, 77]. Chen et al. [75]
ont utilisé le B&B pour minimiser le makespan en prenant en compte les coûts de com-
munications entre les tâches non-préemptives. Le modèle d’architecture pris en compte
est une architecture hétérogène où tous les processeurs peuvent communiquer les uns
avec les autres à travers les médiums de communication. Cependant ces algorithmes ne
garantissent pas le respect des contraintes temps-réel. Peng et al. [77] appliquent le prin-
cipe du B&B au problème de placement de tâches périodiques dépendantes. Les travaux
dans [51] proposent un algorithme optimal du type B&B d’ordonnancement de tâches
sous contraintes de précédence.
2.4.1.2 Programmation linéaire en nombre entiers
La programmation linéaire (ou linear programming LP) [78, 79] est une méthode d’op-
timisation mathématique dans lequel nous cherchons à minimiser (ou maximiser) une
fonction objectif exprimée à l’aide de variables de décisions. Les solutions à trouver
doivent être représentées par des variables réelles. S’il est nécessaire d’utiliser des va-
riables discrètes dans la modélisation, on parle de programmation linéaire en nombres
entiers (ou integer linear programming ILP). Un problème d’ILP est un problème de LP
dans lequel on ajoute la contrainte supplémentaire que certaines variables ne peuvent
prendre que des valeurs entières.
La forme standard d’un problème ILP est :










• b et c sont des vecteurs et A une matrice de valeurs entières.
• x et s sont des variables à rechercher.
Une fois le problème correctement formulé, la résolution peut être confiée à des solveurs.
Les solveurs sont des programmes qui appliquent des méthodes de manière à trouver
des solutions optimales au problème d’optimisation linéaire formulé. Nous citons comme
exemple de solveurs : lpsolve [80] et CPLEX [81]
Dans ce contexte, les problèmes de placement et d’ordonnancement de tâches sont, en
général, des problèmes d’optimisation puisque leur objectif est de minimiser (ou maxi-
miser) une fonction objectif en respectant certaines contraintes. Résoudre un problème
d’optimisation consiste à trouver la (ou les) meilleure(s) solution(s), vérifiant un ensemble
de contraintes et d’objectifs définis par l’utilisateur [82]. Le placement d’une tâche sur
un cœur se faisant en fonction d’un critère, le problème à résoudre est un problème d’op-
timisation. Le critère d’optimisation peut être le coût de communication entre cœurs,
le nombre de cœurs, le facteur d’utilisation, etc. Certains travaux [83, 84] utilisent la
formulation ILP pour formaliser les problèmes de placement de tâches. Chatterjee et al.
[83] proposent une stratégie de placement et d’ordonnancement de tâches pour minimiser
la consommation énergétique du système. Le principe de l’algorithme est de placer les
tâches qui communiquent fréquemment dans la même ressource de calcul. Cette straté-
gie donne de meilleures performances en termes de consommation d’énergie par rapport
aux autres algorithmes. Tousun et al. [84] présentent une formulation ILP de placement
des tâches dépendantes sur une architecture multi-cœurs dont les cœurs sont connectés
par un NoC. La fonction objectif de la formulation est de minimiser la consommation
énergétique consommée par un NoC Mesh.
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Dans nos travaux, nous formaliserons tous les problèmes en utilisant la formulation ILP
afin de pouvoir produire des résultats optimaux. L’idée est de pouvoir situer nos solutions
proposées par rapport aux solutions optimales produites par un solveur. Les résolutions
ont été réalisées avec le solveur CPLEX [81].
2.4.2 Méthodes approchées ou sous-optimales
Les méthodes exactes, bien que produisant des solutions optimales ne sont pas générale-
ment applicables à cause de leur temps de calcul énorme pour des problèmes réalistes. Les
méthodes approchées (ou sous-optimales) permettent de donner des solutions qui dans
la plupart des cas ne sont pas optimales, mais ayant des temps de calcul acceptables qui
les rendent applicables dans les problèmes de grandes tailles.
2.4.2.1 Heuristiques de listes
Généralement ces heuristiques utilisent un graphe acyclique orienté (DAG) pour repré-
senter les dépendances entres les tâches en associant des poids aux arcs (symbolisant
les coûts de communication entre processeurs) qui relient les sommets (représentant les
tâches), ainsi que des poids aux sommets (symbolisant les durées d’exécution des tâches).
Les heuristiques de liste [85–87] définissent une liste de tâches en attribuant à chacune
d’elles une priorité. Cette liste détermine l’ordre du choix de placement d’une tâche sur
les différents processeurs. À chaque étape de l’heuristique, une tâche est sélectionnée
dans la liste des tâches candidates pour être ordonnancée sur un processeur puis la liste
est mise à jour (suppression de la tâche ordonnancée et ajout des tâches qui n’ont pas
de prédécesseurs dans le graphe des tâches). Ceci est répété jusqu’à ce que la liste soit
vide.
2.4.2.2 Heuristiques de regroupement ou Clustering
Les heuristiques de regroupement (ou Clustering) [21, 22, 88–91] consistent à regrouper
les tâches en différents sous-ensembles appelés Clusters en fonction des objectifs du
problème (minimisation des coûts de communication, respect des contraintes temps-réel,
etc.). Les tâches d’un Cluster sont ensuite placées sur le même processeur, ce qui diminue
la taille du problème. La résolution du problème de placement par des heuristiques de
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regroupement est donc décomposée en deux parties. La première partie constitue le
regroupement proprement dit et la seconde consiste à placer les tâches sur les processeurs
en fonctions des contraintes temps-réel, communication, etc.
Nous nous intéressons dans cette thèse aux heuristiques de placement par regroupement
des tâches communiquantes, Clustering, notamment celles proposées dans [21, 22].
2.5 Conclusion
Dans ce chapitre, nous avons présenté dans une première étape l’architecture matérielle
cible afin d’illustrer l’impact d’ajout de tâches sur les contraintes, notamment temps-réel,
énergétiques et communications. Par la suite, nous avons évoqué les différents travaux
traitant la problématique d’ordonnancement sur ce type d’architecture. Une critique de
ces travaux a été faite afin de positionner nos contributions qui s’intéressent à la reconfi-
guration des systèmes reconfigurables mono et multi-cœurs sous contraintes énergétiques.
Enfin, nous avons présenté des méthodes d’optimisation et de formalisation du problème
de placement de tâches. Les chapitres à venir détailleront nos contributions qui sont
dédiées aux architectures mono et multi-cœurs (homogènes et hétérogènes).
Chapitre 3
Contribution à l’ordonnancement
temps-réel sous contrainte d’énergie
pour les architectures mono-cœur
3.1 Introduction
Parmi les solutions citées dans l’état de l’art pour tenter de résoudre la problématique de
l’ordonnancement sous contrainte énergétique, l’une d’elles repose sur la modification des
paramètres des tâches [2]. Le modèle sous-jacent est basé sur la théorie d’élasticité des
tâches [14]. C’est dans ce contexte que notre travail s’inscrit. Notre objectif consiste à dé-
velopper une nouvelle stratégie d’ordonnancement permettant le respect des contraintes
temps-réel et énergétique. Cette stratégie peut être déployée sur des systèmes embar-
qués reconfigurables et rechargeables périodiquement. Avant de détailler les différentes
étapes de la stratégie ainsi que les solutions proposées, nous débutons ce chapitre par une
formalisation d’un système temps-réel embarqué reconfigurable et rechargeable RTSys
en décrivant son modèle de tâches ainsi que son modèle de consommation énergétique.
Par la suite, nous formaliserons mathématiquement la fonction objectif à optimiser ainsi
que les contraintes temps-réel et énergétique et nous détaillerons ensuite les heuristiques
proposées qui supporteront la stratégie d’ordonnancement. Nous finirons par présenter
différents scénarios de simulation pour montrer que notre approche permet d’améliorer
les résultats de l’état de l’art sur ce sujet. Notre approche sera également comparée avec
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la solution optimale que nous pouvons obtenir par la résolution de la formulation ILP
du problème.
3.2 Formalisation du système basé sur l’architecture mono-
cœur
Dans cette section, seront représentés les modèles de tâches, de consommation d’énergie
et d’utilisation du processeur afin de formaliser le problème. Nous considérons dans ce
chapitre que la plate-forme est constituée d’un système mono-cœur supportant une appli-
cation temps-réel reconfigurable, noté RTSys. L’application est supposée être composée
de N tâches périodiques indépendantes.
3.2.1 Modèle de tâches
Le modèle de tâches périodiques classique, dit de Liu et Layland [40], est le plus utilisé
dans la modélisation des systèmes temps-réel. Nous supposons que RTSys exécute un
ensemble de tâches périodiques indépendantes Π tel que : Π = {τ1, τ2, ..., τN}. Dans cet
ensemble Π, certaines tâches sont considérées comme étant “flexibles” [14, 45], ce qui
signifie que leur période peut être modifiée dans une plage spécifiée. Selon [7, 14, 45],
une tâche périodique τi est modélisée par un ensemble de paramètres comme suit :
τi={Ri,Wi, Ti, Timax ,Di, Ii}, avec :
• Temps de début Ri : C’est le temps de début de l’exécution de la tâche τi,
• WCET Wi : Le pire temps d’exécution de la tâche τi,
• Une période Ti : L’intervalle régulier d’arrivée de la tâche τi,
• Une période max Timax : C’est la période maximale que τi peut accepter,
• Échéance Di : Le temps limite absolu pour l’exécution de la tâche τi,
• Facteur d’importance Ii : C’est un facteur définit par le concepteur qui est accordé
à chaque τi. Ce paramètre désigne le niveau d’importance de la tâche. La tâche τi
la plus importante est celle qui a la valeur Ii la plus petite.
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Nous supposons que chaque tâche τi est préemptible et à échéance sur requête (Ti =Di).
Nous supposons que le cœur ordonnance les tâches en utilisant l’algorithme EDF [40].
3.2.2 Modèle de facteur d’utilisation du processeur/cœur





Ainsi, le facteur d’utilisation (ou l’utilisation du processeur) est le pourcentage de temps












Un ordonançement sous EDF est possible sur un cœur C si et seulement si :
UC ≤ 1 (3.3)
Eq. 3.3 est la contrainte temps-réel, notée dans la suite du rapport par RTConst.
3.2.3 Modèle de consommation d’énergie
Comme nous l’avons défini dans la Section 2.3.3.3, la majorité des processeurs s’appuie
principalement sur des techniques basées sur la variation de la vitesse de fonctionnement
du processeur appelées DV FS. En effet, la baisse de la fréquence d’horloge du processeur
permet de réduire la tension d’alimentation. Nous supposons dans ce travail, que nous
considérons une architecture mono-cœur supportant la technique DV FS, avec Fn est la
fréquence nominale du cœur qui est dans l’ensemble [F1 . . . Fmax]. Les valeurs dans cet
ensemble correspondent aux points de fonctionnement du cœur.
Par ailleurs, dans la littérature [2, 15], la puissance électrique consommée dans les cir-
cuits réalisés avec la technologie CMOS est souvent divisée en deux composantes : une
composante dynamique due à l’activité des transistors et une composante statique due à
leurs courants de fuite. En se basant sur la démonstration effectuée par Wang et al. dans
[15, 92], nous constatons que la puissance consommée P du système est proportionnelle
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au carré de l’utilisation du processeur U , i.e, P = k ∗U2.
Afin de décrire le modèle d’énergie du système, nous supposons que RTSys est alimenté
par une batterie rechargeable périodiquement. Le modèle d’énergie de cette batterie est
caractérisé par :
• E(t) ∶ L’énergie disponible dans la batterie à l’instant t.
• trecharge ∶ Le temps restant pour arriver à la prochaine recharge.


















À un instant donné t et pour garantir que le système peut s’exécuter correctement jusqu’à
la prochaine recharge en gardant la puissance consommée actuelle, il est nécessaire de
vérifier que :
P (t) ∗ trecharge ≤ E(t) (3.4)
Avec P (t) la puissance consommée à l’instant t. Par ailleurs, nous définissons la variable








C’est la consommation maximale tolérable à l’instant t, sinon RTSys ne respecte pas sa
contrainte d’énergie et il ne sera plus capable de s’exécuter jusqu’à la prochaine recharge.
Pour conclure, la satisfaction de la contrainte énergétique du système est vérifiée par :
P (t) ≤ PLimit(t) (3.6)
Eq. 3.6 est la contrainte énergétique, notée dans la suite du rapport par EnergyConst.
3.3 Problème de reconfiguration
Nous supposons que RTSys est initialement composé par Π(t0) = {τ1, τ2, ..., τn1}. Nous
supposons que le système est initialement faisable. Un système est dit faisable si et seule-
ment si, il satisfait les contraintes temps-réel et énergétique. Nous supposons que RTSys
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se reconfigure dynamiquement à l’instant ti en ajoutant n2 tâches. La nouvelle implémen-
tation devient alors comme suit : Π(ti) = {τ1, τ2, ..., τn1 , τn1+1, ..., τN}, avec N = n1 + n2.
Ce scénario de reconfiguration est nommé RE-CONF . Après l’ajout de plusieurs tâches,
l’utilisation du processeur augmente et RTSys risque de devenir non faisable à cause de
la violation de l’une de ses contraintes. L’objectif de ce chapitre est d’assurer la faisabilité
de RTSys après un ou plusieurs scénario(s) de reconfiguration. Cette section expose la
modélisation par programmation linéaire du problème à résoudre.
3.3.1 Étude de cas : RE-CONF
Nous supposons que RTSys possède un cœur C exécutant initialement quatre tâches
indépendantes avec la politique d’ordonnancement EDF, Π(t0) = {τ1, τ2, τ3, τ4}. Les ca-
ractéristiques des tâches sont illustrées dans le Tableau 3.1.
Table 3.1: Tâches initiales.
Task Wi Ti Timax Di
τ1 4 40 100 40
τ2 6 15 85 15
τ3 3 29 99 29
τ4 4 40 100 40


















= 0.7 ≤ 1. RTSys est donc










À l’instant ti, RTSys subit un scénario de reconfiguration qui ajoute deux autres tâches
τ5 et τ6 (Tableau 3.2), l’ensemble devient Π(ti) = {τ1, τ2, τ3, τ4, τ5, τ6}. Après cet événe-
Table 3.2: Tâches ajoutées.
Task Wi Ti Timax Di
τ5 5 20 90 20
τ6 6 25 105 25
























= 1.19 > 1. La contrainte temps-réel n’est pas donc respectée.
La nouvelle valeur de puissance consommée est P (ti) = 1.192 = 1.41.
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Pour vérifier que la contrainte énergétique n’a pas été violée après ce scénario, il faudrait
que la valeur de PLimit(ti) (donnée) soit supérieure ou égale à P (ti) = 1.41.
Afin de vérifier cette contrainte, nous supposons qu’à l’instant ti :
• La quantité d’énergie restante dans la batterie est : E(ti) = 2502
• Le temps restant jusqu’à la prochaine recharge est : trecharge = 1800
En appliquant l’Eq. 3.6, nous obtenons PLimit(ti) = 25021800 = 1.39.
Puisque PLimit(ti) < P (ti) = 1.41, la contrainte énergétique est donc violée.
3.3.2 Problème de contraintes temps-réel
Après le scénario RE-CONF , si le cœur C n’arrive pas à ordonnancer ses tâches (UC >
1), nous proposons de modifier le paramètre de la période de façon à réduire le taux
d’utilisation UC . En modifiant ce paramètre, l’objectif est de faire descendre le taux
d’utilisation à une valeur inférieure ou égale à 1. Le principe global de l’approche proposée
est le suivant :
1. Nous allongeons les périodes des tâches en incrémentant progressivement la période
de chaque tâche jusqu’à arriver à un taux d’utilisation du processeur UC inférieur
ou égal à 1, mais cela ne sera possible que jusqu’à une certaine valeur maximale
Timax .
2. Si UC est encore supérieur à 1, nous proposons d’augmenter la fréquence du cœur,
ce qui permet de réduire le temps d’exécution (Wi) de certaines tâches.
3. Si UC est encore supérieur à 1, nous supprimons certaines tâches selon leur facteur
d’importance Ii.
Afin d’exploiter au maximum possible l’allongement des périodes des tâches et de minimi-
ser la modification de la fréquence d’horloge, nous modélisons les deux premières étapes
de cette approche par une formulation ILP. Si la résolution de ce système ne retrouve pas
l’ordonnançabilité du système, la troisième étape est appliquée pour supprimer certaines
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Wi −∆Wi > 0, ∀ i ∈ [1 . . .N]
Ti +∆Ti ≤ Timax , ∀ i ∈ [1 . . .N]
Fn ∗Wi/(Wi −∆Wi) ≥ F1
Fn ∗Wi/(Wi −∆Wi) ≤ Fmax
Avec, ∆Ti est un entier à ajouter à la période de tâche τi afin de baisser le taux d’uti-
lisation du cœur C. ∆Wi représente la valeur à soustraire au temps d’exécution de la
tâche τi, ce qui représente une augmentation de la fréquence d’horloge du coeur. Les deux
dernières contraintes permettent de s’assurer que la modification du WCET est compa-
tible avec une fréquence d’horloge correspondante à l’un des points de fonctionnement du
cœur C qui est dans l’ensemble [F1 . . . Fmax] (Section 3.2.3). Cette formulation permet
de minimiser la modification de temps d’exécution et exploite la flexibilité possible des
périodes.
3.3.3 Problème de contraintes énergétiques
Puisque RTSys utilise une batterie comme source d’alimentation, il faut que son fonc-
tionnement s’adapte à la quantité d’énergie disponible et au temps supposé restant jus-
qu’à la prochaine recharge. Après l’application de RE-CONF , l’utilisation du processeur
sera probablement augmentée. Vu que la consommation d’énergie est proportionnelle à
l’utilisation du processeur [2, 15], RTSys consomme plus d’énergie et il peut être inca-
pable de s’exécuter jusqu’à la prochaine recharge et par conséquent il pourrait violer sa
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contrainte énergétique. Dans ce contexte, nous proposons de réduire l’utilisation du pro-
cesseur en allongeant les périodes des tâches afin de minimiser la consommation d’énergie.

















Wi −∆Wi > 0, ∀ i ∈ [1 . . .N]
Ti +∆Ti ≤ Timax , ∀ i ∈ [1 . . .N]
Fn ∗Wi/(Wi −∆Wi) ≥ F1










Pb1 et Pb2 peuvent être résolus par un solveur CPLEX [81] qui peut fournir une solution
optimale si elle existe. Toutefois, il n’est pas raisonnable de mettre en œuvre ce genre de
résolution dans un système embarqué puisqu’il prend un temps énorme pour produire
des solutions à ce genre de systèmes. Comme nous avons précisé dans la Section 2.3.3.3,
l’ordonnancement se fait en ligne, il n’est pas possible d’ordonnancer les tâches en utili-
sant un solveur embarqué. Par conséquent, nous présentons dans la section suivante des
heuristiques efficaces pour un système temps-réel embarqué.
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3.4 Contribution et heuristiques d’ordonnancement propo-
sées
Lorsque RE-CONF est appliqué, le taux d’utilisation du cœur C peut augmenter et
par conséquent les contraintes temps-réel et énergétique peuvent être violées [2, 40] et
RTSys devient non faisable. Pour réobtenir la faisabilité du système après l’événement
RE-CONF , nous suggérons d’adapter les paramètres des tâches afin de diminuer le taux
d’utilisation du cœur. Cela se faire par l’allongement de périodes des tâches Ti ou bien
par la diminution des WCETs Wi. Pour modifier ces paramètres, nous proposons cinq
heuristiques (A, B, C, D, E) [93]. Chaque heuristique (sauf l’heuristique E) est basée sur
deux étapes importantes :
1. Regroupement des tâches dans des Packs : Nous regroupons les tâches dans des
Packs de sorte qu’elles soient “similaires” au niveau de leur période (ou leur
WCET). La façon de construire les Packs est présentée et détaillée dans la section
suivante en résolvant Pb3 pour faire le regroupement des tâches selon leur période
(section 3.4.1.1) et Pb4 pour le regroupement de tâches selon leur WCET (section
3.4.1.2).
2. Affectation des périodes (ou WCETs) : Affectation d’une valeur unique pour les
périodes (ou WCETs) du premier Pack. Les autres Packs ont des périodes (ou
WCETs) multiples. Exemple : Si Pack1 contient des tâches dont les périodes sont
égales à 10, alors les périodes de tâches dans Pack2 sont égales à 2 ∗ 10 = 20, ...,
les périodes de tâches dans Packx sont égales à x∗10 (x est un entier positif), etc.
Cette partie est également expliquée dans la section suivante.
Nous montrons dans la suite comment les tâches sont regroupées dans des Packs. En
effet, l’adaptation des périodes et/ou de temps d’exécution des tâches est nécessaire pour
faire redescendre le taux d’utilisation du cœur afin de satisfaire la ou les contrainte(s)
violée(s). Par ailleurs, chaque modification d’un paramètre de tâche τi a un coût noté
CoûtModifτi qui est égal à la différence entre la nouvelle valeur et la valeur initiale du
paramètre modifié. Ainsi, le coût total de modification CoûtTotalModif est la somme
de tous les CoûtModifτi .
La description des heuristiques est comme suit :
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• Heuristique A : en regroupant les tâches dans des packs, nous allongeons les périodes
de tâches pour tenter de satisfaire la contraintes temps-réel,
• Heuristique B : en regroupant les tâches dans des packs, nous diminuons les WCETs
de tâches pour tenter de satisfaire la contrainte temps-réel,
• Heuristique C : en regroupant les tâches dans des packs, nous allongeons les périodes
de tâches pour tenter de satisfaire la contrainte énergétique,
• Heuristique D : en regroupant les tâches dans des packs, nous diminuons les WCETs
de tâches pour tenter de satisfaire la contrainte énergétique, et
• Heuristique E : suppression de tâches selon leur facteur d’importance Ii.
Cette section présente une stratégie d’ordonnancement basée sur ces heuristiques afin de
réobtenir la faisabilité du système après un scénario de reconfiguration RE-CONF . La
Figure 3.1 présente un aperçu global de la stratégie que nous avons développée.
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Figure 3.1: Aperçu global sur la stratégie d’ordonnancement Mono-cœur.
3.4.1 Résolution du problème de contraintes temps-réel
Après un ou plusieurs RE-CONF , la charge du processeur augmente et peut dépasser
1. Dans ce cas, RTSys ne respecte pas sa contrainte temps-réel et il n’est plus ordonnan-
çable. Nous détaillons dans cette section les solutions pour modifier les paramètres des
anciennes et récentes tâches après RE-CONF afin de résoudre le problème de violation
de contrainte temps-réel.
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3.4.1.1 Heuristique A : Modification des périodes des tâches sous contraintes
temps-réel
Si le cœur C n’est pas faisable après RE-CONF , alors nous proposons d’allonger les
périodes des tâches qui s’exécutent sur C. Afin de satisfaire la contrainte temps-réel,
nous regroupons tout d’abord toutes les tâches dans des Packs selon leur période. Cette
idée est basée sur deux étapes :
Étape 1 : Construction des packs
Pour construire les packs, il est nécessaire de chercher la valeur de période convenable
pour le premier Pack PkT1 qui minimise le coût de modification des paramètres pour









((PkT1 − (Ti mod Pk
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PkT1 ≥Min(Ti), ∀ i ∈ [1 . . .N]
La fonction objectif du Pb3 permet de trouver PkT1 qui engendre un coût total de modifi-
cation minimal. Pour calculer le coût de modification d’une telle période Ti pour un pack
PkT1 donné, il suffit d’appliquer cette formule : ((Pk
T
1 − (Ti mod Pk
T
1 )) mod Pk
T
1 ).
Exemple : disons qu’on va commencer par des packs multiples de 3, cela veut dire que
PkT1 =3.
• Pour une tâche τi qui a une période Ti = 20, le coût de modification est égal à [(3
-(20 mod 3)) mod 3] = (3-2) mod 3 = 1. Pourquoi ? Puisque τi ne peut être que
dans le septième pack (pack de 21), donc le coût est égal à 21-20=1.
• Pour une tâche τi qui a une période Ti = 3, le coût de modification est égal à [(3 -(3
mod 3)) mod 3] = (3-0) mod 3 = 0. Pourquoi ? Puisque τi ne peut être que dans
le premier pack (pack de 3), donc le coût est égal à 3-3=0.
Une fois que le pack PkT1 est calculé, nous construisons les autres Packs comme suit :
PackTx , x ≥ 1, contient les tâches qui ont des périodes dans [(x−1)∗PkT1 +1 ; x∗Pk
T
1 ],
x ∈ N+. La première valeur de x est 1. Toutes les périodes des tâches groupées dans PackTx
auront une seule période qui égale à x∗PkT1 . Dès que toutes les tâches sont affectées aux
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différents Pack, x ne sera plus incrémentée.





contient les tâches qui ont des périodes dans [PkT1 + 1 ; 2 ∗Pk
T
1 ], ..., Pack
T
x contient
les tâches qui ont des périodes dans [(x − 1) ∗ PkT1 + 1 ; x ∗ Pk
T
1 ], etc.
Par ailleurs, chaque nouvelle période ne doit pas dépasser sa période maximale. Cette
contrainte est décrite comme suit : ∀τi ∣ τi ∈ PackTx , Timax ≥ PkTx . Nous notons que si
cette contrainte n’est pas respectée pour l’une des tâches, alors on a pas de solution et
nous passons à l’exécution de l’heuristique B (Figure 3.1).
Après avoir construit les packs, on vérifie si les nouvelles valeurs satisfont la contrainte
temps-réel ou pas. Si cette contrainte reste encore violée, on passe à la deuxième étape
qui est la recherche des nouvelles valeurs des périodes des tâches tout en se basant sur
les packs.
Étape 2 : Recherches des nouvelles périodes des tâches
Afin de satisfaire la contrainte temps-réel en utilisant l’algorithme d’ordonnancement






≤ 1. Et comme les périodes de tâches sont multiples de



























































1 est la nouvelle
période affectée à toutes les tâches de xime PackTx .
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Après l’allongement des périodes de tâches, la contrainte temps-réel peut être satisfaite.
Si elle ne l’est pas, il faut passer à la seconde heuristique de la stratégie qui consiste à
réduire les temps d’exécution en augmentant, dans la mesure du possible, la fréquence
d’horloge du processeur.
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Étape 1 : En résolvant le problème Pb3 par un solveur CPLEX, nous obtenons une et
une seule valeur de PkT1 . La fonction objectif du Pb3 permet de trouver la valeur de Pk
T
1
qui minimise le coût total de la modification. Nous appliquons donc l’Étape 1 à l’étude
de cas RE-CONF (Section 3.3.1) afin trouver PkT1 . Selon cette étude de cas, 15 et 40
représentent respectivement les valeurs min et max des périodes de l’ensemble Π. Ainsi,
nous calculons pour chaque pack combien il engendre de coût total de modification. Selon
la Figure 3.2, PkT1 = 15 est le meilleur résultat en terme de coût de modification.
Par ailleurs, puisque la plus grande période est égale à 40, on doit donc construire trois
packs pour grouper toutes les tâches tel que :
• PackT1 contient les tâches qui ont des périodes dans [1 ; 15],
• PackT2 contient les tâches qui ont des périodes dans [16 ; 30], et
• PackT3 contient les tâches qui ont des périodes dans [31 ; 45].
Autrement dit,
• PackT1 groupe la tâche τ2,
• PackT2 groupe les tâches τ3, τ5 et τ6, et
• PackT3 groupe les tâches τ1 et τ4
Les nouvelles périodes des tâches sont : T1 = 45, T2 = 15, T3 = 30, T4 = 45, T5 = 30
et T6 = 30. Nous pouvons alors à nouveau vérifier les conditions d’ordonnancabilité du
























= 1.04 > 1. L’utilisation du processeur
a été abaissée, mais le système reste encore non ordonnançable. Dans ce cas, nous passons
à l’Étape 2 pour trouver une nouvelle valeur de PkT1 .
Figure 3.2: Coût de modification en résolvant Pb3.
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Étape 2 : Nous appliquons l’Étape 2 de l’heuristique A à l’étude de cas RE-
CONF (Section 3.3.1) pour trouver la nouvelle valeur de PkT1 afin de satisfaire la
contrainte temps-réel. Puisque les Packs sont bien construits dans l’Étape 1, nous com-



















⌉ = ⌈15.666⌉ = 16.
D’où,
• PackT1 contient les tâches qui ont des périodes dans [1 ; 16],
• PackT2 contient les tâches qui ont des périodes dans [17 ; 32], et
• PackT3 contient les tâches qui ont des périodes dans [33 ; 48].
Autrement dit,
• PackT1 groupe la tâche τ2,
• PackT2 groupe les tâches τ3, τ5 et τ6, et
• PackT3 groupe les tâches τ1 et τ4
Les nouvelles périodes des tâches deviennent donc : T1 = 48, T2 = 16, T3 = 32, T4 = 48,
























= 0.979 ≤ 1. Le système devient ordonnançable avec un coût
total de modification est égal à 39 (PkT1 = 16).
3.4.1.2 Heuristique B : Modification des WCETs des tâches sous contraintes
temps-réel
En traitant le même problème qui est la violation de contraintes temps-réel du cœur
C, nous proposons de résoudre ce problème différemment en réduisant les WCETs des
tâches afin de baisser le taux d’utilisation.
Cette heuristique engendre une augmentation de la fréquence d’horloge du coeur, c’est
pour cela elle ne peut être appliquée, par la stratégie, qu’après l’heuristique A qui ne
provoque pas l’architecture matérielle du système.
Pour baisser donc le taux d’utilisation du cœur C, nous proposons d’utiliser la même
technique que celle présentée dans l’heuristique A, mais cette fois-ci le regroupement de
tâches est selon leur WCET.
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Étape 1 : Construction des packs
Tout d’abord, nous essayons de trouver la valeur de PkW1 pour regrouper les tâches selon









((PkW1 − (Wi mod Pk
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PkW1 ≥Min(Wi), ∀ i ∈ [1..N]
La fonction objectif du Pb4 permet de chercher PkW1 qui minimise le coût total de
modification lors de construction des packs.
Une fois que PkW1 est trouvé, nous pouvons donc construire les paquets de tâches comme
suit : PackWx contient les tâches qui ont des WCETs dans [(x − 1) ∗ PkW1 + 1 ; x ∗
PkW1 ]. Cette première étape peut engendrer une augmentation des WCETs. Pour cela,
nous passons directement à l’Étape 2, sans vérifier l’ordonnançabilité du système, pour
diminuer les WCETs.
Étape 2 : Recherches des nouvelles WCETs des tâches
Pour satisfaire la contrainte temps-réel, il faut que ∑Ni=1
Wi
Ti
≤ 1. Puisque les WCETs Wi
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PkW1 est la nouvelle valeur de WCET affectée à toutes les tâches du premier paquet
PackW1 . En conséquence, x∗Pk
W
1 sera la nouvelle valeur de WCET affectée à toutes les
tâches du xime PackWx .
Par ailleurs, il est nécessaire de s’assurer que la modification du WCET est compatible
avec une fréquence d’horloge correspondante à l’un des points de fonctionnement du cœur.
Cette contrainte est décrite comme suit : ∀τi ∣ τi ∈ PackWx , F1 ≤ (
PkWx
Wi
∗ Fn) ≤ Fmax. Si
cette contrainte n’est pas vérifiée, alors on a pas de solution et nous passons à l’exécution
de l’heuristique E (Figure 3.1).
Une fois que le temps d’exécution des tâches est réduit, l’utilisation du processeur sera
diminuée et par conséquent la contrainte temps-réel peut être satisfaite. Si elle ne l’est
pas, alors il faut passer à la troisième étape de la stratégie qui consiste à supprimer des
tâches en fonction de leur importance.
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Étape 1 : La fonction objectif du Pb4 permet de trouver la valeur de PkW1 qui minimise
le coût total de modification. Nous appliquons Pb4 à l’étude de cas RE-CONF (Section
3.3.1) afin d’expliquer comment trouver l’unique valeur de PkW1 . Selon cette étude de
cas, 3 et 6 représentent respectivement les valeurs min et max des WCETs. Ainsi, nous
calculons pour chaque pack combien il engendre de coût total de modification. Selon la
Figure 3.3, PkW1 = 3 est le meilleur résultat en terme de coût de modification. On a donc
deux packs :
• PackW1 contient les tâches qui ont des WCETs dans [1 ; 3], et
• PackW2 contient les tâches qui ont des WCETs dans [4 ; 6].
Autrement dit,
• PackW1 groupe la tâche τ3,
• PackW2 groupe les tâches τ1, τ2, τ4, τ5 et τ6
Les nouvelles valeurs de WCETs des tâches sont :W1 = 6,W2 = 6,W3 = 3,W4 = 6,W5 = 6
et W6 = 6. Cette étape permet de construire les packs pour pouvoir appliquer l’Eq. 3.8.
Maintenant, pour diminuer les WCETs, on passe à l’Étape 2.
Figure 3.3: Coût de modification en résolvant Pb4.
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Étape 2 : Nous appliquons l’Étape 2 de l’heuristique B à l’étude de cas RE-CONF
(Section 3.3.1) pour trouver la nouvelle valeur de PkW1 afin de satisfaire la contrainte
temps-réel. Puisque les Pack sont bien construits, nous commençons par appliquer l’Eq.























































⌋ = ⌊2.24⌋ = 2.
D’où, les WCETs des tâches du PackW1 auront la valeur 2 et les WCETs des tâches du
PackW2 auront 4.
Les nouvelles WCETs des tâches sont :W1 = 4,W2 = 4,W3 = 2,W4 = 4,W5 = 4 etW6 = 4.
Cette modification au niveaux des WCETs engendre une augmentation de la fréquence
d’horloge (nominale) du cœur C lors de l’exécution de certaines tâches. Similairement
à l’article [94], nous supposons que la fréquence nominale Fn = 2Ghz avec un pas de
fréquence de 100Mhz, avec :
• 2Ghz est la fréquence minimale du cœur C qui est notée par F1 dans la formalisa-
tion ILP (Section 3.3.2).
• 3.2Ghz est la fréquence maximale du cœur C qui est notée par Fmax dans la for-
malisation ILP (Section 3.3.2).
Autrement dit :
• Pour exécuter τ1, nous gardons la fréquence nominale Fn = 2Ghz (pas de change-
ment au niveau de W1),
• Pour exécuter τ2, nous augmentons la fréquence à 64 ∗ Fn = 3Ghz,
• Pour exécuter τ3, nous augmentons la fréquence à 64 ∗ Fn = 3Ghz,
• Pour exécuter τ4, nous gardons la fréquence nominale Fn = 2Ghz,
• Pour exécuter τ5, nous augmentons la fréquence à 54 ∗ Fn = 2.5Ghz, et
• Pour exécuter τ6, nous augmentons la fréquence à 65 ∗ Fn = 3Ghz.
Étant donné que les nouvelles fréquences correspondent aux points de fonctionnement
























= 0.895 ≤ 1. Le système redevient donc ordonnançable.
Dans le cas où l’une des nouvelles fréquences ne correspond pas à l’un des points de
fonctionnement du cœur, alors cette heuristique ne résout pas le problème et il faut
passer à l’heuristique suivante qui est la suppression de certaines tâches.
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3.4.2 Résolution du problème de contraintes énergétique
Selon [2, 7, 95], la charge du processeur doit être diminuée afin de garantir une consomma-
tion d’énergie acceptable pour que RTSys puisse s’exécuter. Nous suggérons également
la modification des périodes ou des WCETs afin que RTSys puisse poursuivre son exé-
cution sans violation de sa contrainte énergétique après un ou plusieurs RE-CONF .
En effet, nous utilisons la même technique de regroupement de tâches dans des Packs
afin de proposer deux autres heuristiques qui résolvent la contrainte énergétique. Une
heuristique basée sur le regroupement des tâches selon leur période et l’autre selon leur
WCET.
Ainsi, pour satisfaire la contrainte énergétique, il est nécessaire de s’assurer que la puis-
sance consommée à l’instant t soit inférieure ou égale à la puissance limite PLimit(t)
















3.4.2.1 Heuristique C : Modification des périodes des tâches sous contraintes
d’énergie d’un système mono-cœur
Si RTSys applique un ou plusieurs RE-CONF , il risque de violer sa contrainte énergé-
tique vu que la consommation va augmenter. Une troisième solution est donc proposée
en utilisant la même technique que celle présentée dans l’heuristique A (notion de Packs
pour les tâches en fonction des périodes). Nous résolvons donc le même système Pb3
(Section 3.4.1.1) pour chercher la première valeur PkT1 afin de construire tous les Pack.




































































PkT1 est la nouvelle période affectée à toutes les tâches de Pack
T
1 .
x ∗ PkT1 est la nouvelle période affectée à toutes les tâches de x
ime PackTx .
Par ailleurs, chaque nouvelle période ne doit pas dépasser sa période maximale. Cette
contrainte est décrite comme suit : ∀τi ∣ τi ∈ PackTx , Timax ≥ PkTx .
Après l’allongement des périodes des tâches, la contrainte énergétique peut être satisfaite.
Si elle ne l’est pas, alors nous suggérons une deuxième solution qui consiste à réduire les
WCETs des tâches sous contrainte d’énergie.
3.4.2.2 Heuristique D : Modification des WCETs des tâches sous contraintes
d’énergie d’un système mono-cœur
Cette heuristique est la deuxième alternative pour rationner l’énergie restante en jouant
sur les WCETs des tâches pour réduire le taux d’utilisation du cœur afin de baisser la
consommation d’énergie. Pour ce faire, nous cherchons la première valeur de WCET du
premier Packs PkW1 par la résolution du Pb4 (Section 3.4.1.2) afin de construire tous
les Pack. Après avoir trouvé la valeur de PkW1 , nous pouvons donc construire les Packs
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Une fois PkW1 calculé, nous vérifions que la modification du WCET est compatible avec
une fréquence d’horloge correspondante à l’un des points de fonctionnement du cœur :
∀τi ∣ τi ∈ Pack
W
x , F1 ≤ (
PkWx
Wi
∗ Fn) ≤ Fmax
Une fois que le temps d’exécution des tâches est réduit, l’utilisation du processeur sera
diminuée et par conséquent la contrainte temps-réel peut être satisfaite. Si elle ne l’est
pas, alors il faut passer à la troisième étape de la stratégie qui consiste à supprimer des
tâches en fonction de leur importance.
3.4.2.3 Heuristique E : Suppression de tâches
Après avoir modifié les paramètres de tâches en appliquant les heuristiques proposées
(i.e. après l’exploitation de la flexibilité des tâches et la diminution de leur WCET),
RTSys peut être encore non faisable, nous proposons alors de supprimer des tâches du
système, ce qui constitue la seule possibilité de rendre le système ordinnançable. Le choix
des tâches qui doivent être supprimées se fait selon leur facteur d’importance Ii. Dans le
cas où il existe plusieurs tâches qui possèdent le même facteur d’importance, la tâche τi
possédant un taux d’utilisation uτi le plus élevé, devient prioritaire pour être supprimée.
Avec cette proposition, c’est la dernière chance que le système puisse redevenir faisable.
3.4.3 Proposition d’une stratégie d’ordonnancement de tâches
Un RTSys est dit faisable s’il satisfait les contraintes RTConst et EnergyConst. Pour
assurer sa faisabilité après l’événement RE-CONF , nous proposons une stratégie basée
sur la notion de classification de tâches. Cette stratégie implémente les cinq heuristiques
(A, B, C, D et E) et elle évalue dans un premier temps l’allongement des périodes des
tâches pour tenter de satisfaire la contrainte temps-réel, et cela tant que ces périodes
n’atteignent pas leur période maximale (heuristique A). Si RTSys reste encore non fai-
sable après l’application de l’heuristique A, alors la stratégie propose de réduire le temps
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d’exécution de certaines tâches (heuristique B). Finalement, si le système n’est toujours
pas faisable, la stratégie propose de supprimer certaines tâches jugées non importantes
(heuristique E). Une fois la contrainte temps-réel vérifiée, nous passons à l’évaluation
de la contrainte énergétique en utilisant le même principe : Si cette contrainte n’est pas
respectée, nous allongeons les périodes de tâches en appliquant l’heuristique C. Si elle
est encore violée, alors nous proposons d’appliquer l’heuristique D qui permet de ré-
duire le temps d’exécution de certaines tâches. Au pire des cas (RTSys reste toujours
non faisable), l’heuristique E doit être appliquée pour supprimer certaines tâches afin de
reobtenir la faisabilité.
Par ailleurs, il est aussi important de réobtenir la faisabilité du système avec un coût
de modification minimum. L’Algorithme 1 montre comment les heuristiques s’appliquent
dans chaque cas de violation de contrainte. Dans le cas où les deux contraintes sont
en même temps violées, notre algorithme propose dans un premier temps de tester les
heuristiques A (pour la contrainte temps-réel) et C (pour la contrainte énergétique)
et d’appliquer celle qui allonge plus les périodes des tâches puisqu’elle peut satisfaire
simultanément les deux contraintes. Si RTSys reste encore non faisable, dans ce cas il
choisit une heuristique entre B et D et applique celle qui augmente plus la fréquence du
processeur pour tenter de satisfaire les deux contraintes en même temps. D’un point de
vue complexité, il a une complexité O(N2) puisque chaque heuristique (sauf E) est codée
en utilisant deux boucles imbriquées pour parcourir les tâches et construire leurs packs
[93]. Avant de décrire l’algorithme, nous utilisons les fonctions suivantes :
• Faisable(RTSys) : Retourne Vrai si RTSys est faisable.
• Max{Heuristique X, Heuristique Y} ∶ Sélectionne l’une des deux heuristiques
X et Y possédant la plus grande PkT1 .
• Min{Heuristique X, Heuristique Y} ∶ Sélectionne l’une des deux heuristiques
X et Y possédant la plus petite PkW1 .
• Appliquer(Heuristique X) ∶ Exécute l’heuristique X
Afin de montrer l’efficacité de la stratégie développée, nous proposons dans la section
suivante un simulateur qui implémente les heuristiques proposées.
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Algorithm 1 Stratégie d’ordonnancement appliquée après une ou des reconfigurations
1: Input : RTSys après l’événement RE −CONF
2: if ( !RTConst) and (EnergyConst) then
3: Appliquer (Heuristique A)
4: if ( !Faisable(RTSys)) then
5: Appliquer (Heuristique B)
6: end if
7: else if (RTConst) and ( !EnergyConst) then
8: Appliquer (Heuristique C)
9: if ( !Faisable(RTSys)) then
10: Appliquer (Heuristique D)
11: end if
12: else if ( !RTConst) and ( !EnergyConst) then
13: RTEgPERIOD = Max{Heuristique A, Heuristique C}
14: Appliquer (RTEgPERIOD)
15: if ( !Faisable(RTSys)) then
16: if ( !RTConst) and ( !EnergyConst) then
17: RTEgWCET = Min{Heuristique B, Heuristique D}
18: Appliquer (RTEgWCET)
19: else if ( !RTConst) and (EnergyConst) then
20: Appliquer (Heuristique B)
21: else if (RTConst) and ( !EnergyConst) then




26: if ( !Faisable(RTSys)) then
27: Appliquer (Heuristique E)
28: end if
29: Output : RTSys est faisable
3.5 Simulations et discussion
Cette section permet de d’évaluer, théoriquement, la performance de notre stratégie et
de se situer par rapport aux articles [2, 15] et par rapport à la solution optimale obtenue
par un solveur CPLEX [81]. Une génération aléatoire de systèmes ainsi que de tâches a
été effectuée afin de pouvoir calculer le gain moyen offert par notre stratégie.
3.5.1 Étude comparative
Nous avons développé un simulateur Reconf−Pack qui implémente nos solutions et celle
de Wang et al. [2, 15]. Ce travail a été publié dans [96]. Le simulateur Reconf − Pack
(Figure 3.4) a pour objectif de comparer les solutions proposées dans ce chapitre et celles
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proposées par Wang et al. [2, 15]. Toutes ces solutions sont basées sur la modification des
paramètres en allongeant les périodes des tâches ou en réduisant leurs WCETs. Comme
nous avons indiqué dans la section précédente, chaque modification d’un paramètre a un
coût CoûtModifτi qui est la différence entre la valeur initiale du paramètre et celle après
sa modification. En calculant CoûtModifτi , Reconf −Pack applique les deux approches
et établit des courbes de comparaisons en terme de coût de modification.
Cette section permet de se situer par rapport à l’article [2] et par rapport à la solution
optimale. En utilisant le simulateur Reconf − Pack, nous commençons d’évaluer l’heu-
ristique A et de la comparer avec celle publiée par Wang et al. dans [2]. Nous proposons
d’utiliser le même cas d’étude qui est représenté par les Figures 3.5 et 3.6 (Figures 7 et
8 de l’article [2]).
Figure 3.4: Interface graphique de l’outil de simulation Reconf − Pack.
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Figure 3.5: Tâches initiales.
Figure 3.6: Tâches ajoutées.
La Figure 3.5 présente 50 tâches périodiques indépendantes exécutées par le système
qui est initialement ordonnançable, sachant que le taux d’utilisation du cœur est égal
à 0.71. Après un scénario de reconfiguration, qui ajoute 30 tâches (Figure 3.6), le taux
d’utilisation augmente à 1.02 et le système devient non ordonnançable.
Afin de rendre le système ordonnançable après l’ajout des 30 tâches, Wang et al. [2]
proposent soit de modifier les périodes Ti des tâches par l’attribution d’une période
unique à toutes les tâches, soit de réduire les WCETs Wi par l’attribution d’une WCET
unique pour toutes les tâches. Pour ce scénario, nous proposons d’appliquer l’heuristique
A qui allonge les périodes de ces tâches et nous comparons avec la solution de Wang et
al. [2]. Nous proposons d’appliquer cette heuristique dans les deux cas suivants :
• Cas 1 : Modification des périodes de tâches Ti sans prise en compte de leur période
maximale Timax (on se situe dans les mêmes conditions de l’article [2]).
• Cas 2 : Modification des périodes de tâches Ti avec prise en compte de leur période
maximale Timax (contrainte supplémentaire sur les périodes).
Cas 1 : Modification des périodes sans prise en compte de la contrainte Timax :
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Après avoir appliqué la solution de Wang et al. [2], nous obtenons 401 comme période
pour toutes les tâches avec UC=0.983. Figure 3.7 illustre les nouveaux paramètres des
tâches ainsi que le coût total de modification.
Après l’application de l’heuristique A et selon la Figure 3.8, nous obtenons PkT1 =255, il
s’agit donc de quatre packs organisés comme suit :
• PackT1 contient les tâches qui ont des périodes dans [1 ; 255],
• PackT2 contient les tâches qui ont des périodes dans [256 ; 510],
• PackT3 contient les tâches qui ont des périodes dans [511 ; 765], et
• PackT4 contient les tâches qui ont des périodes dans [766 ; 1020].
Grâce à l’heuristique A, nous obtenons UC=0.927 avec un coût total de modification est
égal à 5965 (Figure 3.8) qui est très réduit par rapport à celui obtenu par la méthode
présentée dans [2] qui est 24550 (Figure 3.7).
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Figure 3.7: Les nouvelles valeurs des périodes des tâches après l’application de la
méthode présentée dans [2].
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Figure 3.8: Les nouvelles valeurs des périodes des tâches après l’application de l’heu-
ristique A.
La Figure 3.9 présente un histogramme qui compare le coût de modification de périodes
pour chaque tâche afin de réobtenir l’ordonnançabilité du système.
Les barres orange représentent le coût en appliquant la solution proposée par Wang et
al. [2] et celles en bleue indiquent le coût après l’application de l’heuristique A. Nous
remarquons que l’heuristique proposée ici donne une meilleure solution en termes de
coût de modification des périodes des tâches.
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Figure 3.9: Comparaison en terme de coût de modification des périodes des tâches.
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La comparaison avec des résultats optimaux fournis par le solveur CPLEX en résolvant
Pb1, décrit dans la section 3.3.2, est importante pour situer les résultats de l’heuristique
proposée. Après l’exécution de ces trois solutions, nous ajoutons le coût de la solution
optimale dans la Figure 3.10 (barres en rouge).
• Le coût total en appliquant l’heuristique A : 5965
• Le coût total après l’utilisation de l’approche présentée dans [2] : 24550
• Le coût total fournit par CPLEX lorsqu’on résout Pb1 : 4551
En d’autres termes, la solution proposée a un surcoût de 30% (59654551) par rapport à
l’optimal, tandis que la solution selon Wang et al. [2] coûte 5,3 (245504551 ) fois plus que la
solution optimale. Il est important de noter qu’il n’est pas possible d’implémenter un
solveur sur une plate-forme embarquée alors que la solution proposée donne des résultats
proches de l’optimal avec une possibilité d’implémentation.
Cas 2 : Modification des périodes avec prise en compte de la contrainte Timax :
Nous supposons maintenant que les 30 tâches ajoutées ont des périodes maximales très
proches de leur période nominale (Figure 3.11). Pour les 50 tâches initiales, nous suppo-
sons que leur période maximale sont très élevées par rapport à leur période nominale.
On ne considère pas donc une contrainte Timax sur cet sous ensemble de tâches.
Selon la Figure 3.8 qui illustre les paramètres des tâches après l’application de l’heuris-
tique A, nous remarquons que toutes les nouvelles périodes de 30 tâches ajoutées sont
inférieurs à leur période maximale. Donc, notre heuristique reste valable dans ces condi-
tions. Néanmoins la nouvelle période trouvée après l’application de la méthode de Wang
et al. [2] (Ti=401) dépassent la limite définie par Timax . Dans ce cas, il s’agit de deux
solutions possibles : i) calcul des nouvelles périodes en respectant Timax ou ii) suppression
de certaines tâches.
Wang et al. [2] proposent de modifier les périodes de tâches ou bien de supprimer cer-
taines tâches afin de réduire le taux d’utilisation du processeur.
Nous nous intéressons au calcul des nouvelles périodes pour montrer le comportement de
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Figure 3.10: Comparaison de modification des périodes des tâches avec la solution
optimale.
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Figure 3.11: Périodes maximales pour les tâches ajoutées.
Puisque les 30 tâches ajoutées ont des périodes maximales proches de celles initiales, on
ne va pas donc modifier leur période et on s’intéresse qu’à la modification des périodes



























































Après avoir effectué une application numérique, la nouvelle période pour les 50 tâches
initiales est 847. Le taux d’utilisation UC devient donc 0.999. La Figure 3.12 représente
les nouvelles périodes après l’application de la méthode de Wang et al. [2] en prenant en
compte des contraintes sur les périodes.
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Figure 3.12: Nouvelles périodes après l’exécution avec prise en compte de la contrainte
Timax .
En prenant en compte la contrainte Timax sur les 30 nouvelles tâches, nous remarquons
que la méthode de Wang et al. [2] a pu réduire le taux d’utilisation du processeur UC ,
mais elle engendre un coût de modification supplémentaire important qui est égal à 5260
(Figure 3.12), alors que notre heuristique A n’a engendré aucun coût de modification
supplémentaire.
Par ailleurs, puisque notre heuristique reste valable malgré la contrainte sur les périodes,
donc aucune tâche ne sera pas supprimée. Néanmoins, Wang et al. [2] peuvent supprimer
certaines tâches si la solution de modification de périodes n’a pas été appliquée.
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Nous passons maintenant à l’évaluation de l’heuristique B. Nous comparons également
cette heuristique avec celle proposée par Wang et al. [2]. Afin de simplifier le calcul,
nous supposons que la fréquence nominale du cœur Fn = 2Ghz et que ses points de
fonctionnement sont continus dans l’ensemble [2Ghz . . .4Ghz].
Reconf −Pack exécute la technique de diminution de temps d’exécution de tâches (heu-
ristique B) et présente dans la Figure 3.13 la nouvelle valeur de WCETs après l’appli-
cation de la méthode présentée dans [2]. Concernant les nouveaux WCETs obtenus en
appliquant l’heuristique B, ils sont illustrés par la Figure 3.14.
Les deux solutions permettent de réduire le taux d’utilisation UC à une valeur inférieure
à 1 (voir les valeurs dans les Figures 3.13 et 3.14), mais en terme de coût de modification
l’heuristique B coûte moins que celle proposée par Wang et al. [2]. Un histogramme de
comparaison est représenté dans la Figure 3.15.
En gardant les mêmes couleurs des barres, nous remarquons que :
• Le coût total en appliquant l’heuristique B : 80
• Le coût total après l’utilisation de l’approche présentée dans [2] : 103
• Le coût total fournit par CPLEX est : 67
La solution proposée a un surcoût de 11% (8067) par rapport à l’optimale, tandis que la
solution de Wang et al. [2] a un surcoût presque de 16% (10367 ) par rapport à l’optimale.
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Figure 3.13: La nouvelle valeurs des WCETs des tâches après l’application de la
méthode présentée dans [2].
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Figure 3.14: Les nouvelles valeurs des WCETs des tâches après l’application de l’heu-
ristique B.
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Figure 3.15: Comparaison en terme de coût de diminution de WCETs des tâches.
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3.5.2 Génération aléatoire de tâches et calcul du gain moyen
Pour généraliser l’évaluation, nous comparons notre proposition avec l’algorithme de
Wang et al. [2] sur des jeux de tâches générés aléatoirement par l’outil Task− generator
(Figure 3.16) qui est un module intégré dans le simulateur Reconf − Pack. Chaque jeu
contient 100 tâches indépendantes comme suit :
• Chaque période Ti varie entre 200 et 1000,
• Chaque période maximale Timax doit être entre Ti et 2 ∗ Ti
• Chaque WCET Wi doit être déterminé aléatoirement dans l’intervalle [1 ; 10]
Étant donné que le nombre de tâches est très élevé dans cette simulation, l’obtention
d’une solution par le solveur prend beaucoup de temps et parfois un temps énorme. Pour
cela, nous nous intéressons uniquement à comparer notre solution avec celle de Wang et
al. [2]. La Table 3.3 présente le coût total de la modification de 50 jeux de tâches générés
aléatoirement.
Figure 3.16: Interface graphique du module de génération aléatoire Task−generator.
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Table 3.3: Coût total de modification des paramètres des tâches générées aléatoirement













Système 1 978 3524 Système 26 1054 3202
Système 2 630 1103 Système 27 11095 4257
Système 3 1917 2656 Système 28 11095 503
Système 4 1321 2465 Système 29 780 813
Système 5 313 644 Système 30 742 1354
Système 6 806 1828 Système 31 205 996
Système 7 428 395 Système 32 1220 999
Système 8 421 1407 Système 33 525 1003
Système 9 477 1200 Système 34 9306 9306
Système 10 647 1471 Système 35 1627 1697
Système 11 302 1065 Système 36 376 543
Système 12 307 1193 Système 37 327 801
Système 13 526 1229 Système 38 565 1438
Système 14 911 1449 Système 39 1136 2337
Système 15 1209 1209 Système 40 562 1578
Système 16 1171 1702 Système 41 177 228
Système 17 2554 2888 Système 42 495 256
Système 18 2951 2421 Système 43 483 2526
Système 19 1765 1889 Système 44 2048 4116
Système 20 1442 2862 Système 45 683 3526
Système 21 2522 2903 Système 46 1978 4127
Système 22 1065 2788 Système 47 1237 3699
Système 23 653 1805 Système 48 502 1293
Système 24 422 3535 Système 49 1451 1496
Système 25 1435 5093 Système 50 2821 6661
Coût Total 79663 109479
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Selon les résultats obtenus, notre stratégie minimise le coût de modification dans 88%
des tests générés aléatoirement. De plus, elle offre 27% (109479−79663109479 ∗ 100) de gain de
coût de modification par rapport à l’approche proposée par Wang et al. [2]. 79663 étant
le coût total (Table 3.3) selon notre approche et 109479 étant le coût total (Table 3.3)
selon celle de Wang et al. [2].
Concernant les 12% des tests, nous avons remarqué que les tâches générées pour ces
tests ont des périodes très diverses et qui ne sont pas du tout “similaires”. Dans ce cas,
la construction des packs engendre un coût plus important que celui trouvé lorsqu’on
applique la solution de Wang et al. [2].
Après avoir montré le gain de notre stratégie par rapport à celle proposée par Wang et
al. [2], il serait intéressant de concevoir un Middleware qui implémente cette stratégie
et manager les paramètres des tâches afin de respecter les contraintes précitées. Cette
étude conceptuelle est traitée dans la section suivante.
3.6 Conception d’un Middleware reconfigurable
Étant donné qu’un système d’exploitation classique n’est pas prévu pour supporter la
reconfiguration au sens où nous l’avons défini, nous proposons une couche intermédiaire
Reconf −Middleware [97] qui va jouer le rôle d’intergiciel. Cette couche implémente la
stratégie proposée dans ce chapitre et elle va être en interaction avec le noyau de RTLinux
[98]. Elle va gérer les scénarios de reconfiguration et appliquer les solutions adéquates
pour rendre le système faisable après un scénario de reconfiguration. Cette couche est
représentée par la Figure 3.17.
Une modélisation graphique basée sur UML a été choisie afin d’avoir une représentation
claire des différents éléments du modèle général du système [99] ainsi que les éléments
du Middleware Reconf −Middleware. Le modèle inclut les tâches applicatives, tous
les composants matériels et logiciels du système ainsi que les composants pour gérer
les reconfigurations. Nous nous appuyons plus particulièrement sur une représentation à
l’aide d’un diagramme de classes UML, tel que le montre la Figure 3.18. Nous avons choisi
de décomposer la modélisation en quatre parties correspondante chacune à une couche
de description différente : (la couche application, la couche OS, la couche de Middleware
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Figure 3.17: Localisation de la couche intermédiaire Reconf −Middleware.
et la couche matérielle). Ceci permet d’exprimer l’indépendance de l’application vis-à-vis
de l’architecture.
La couche application est basée essentiellement sur la description des tâches applica-
tives, représentées par la classe PeriodicTasks. C’est la couche utilisée par le concepteur
“logiciel” pour représenter son application sans se préoccuper de l’architecture matérielle.
Ainsi, à ce niveau de description, n’existent que des informations liées aux traitements à
réaliser.
La couche OS représente le système d’exploitation. L’ordonnancement de l’ensemble de
tâches est effectué dans cette couche. Elle identifie également un ensemble de services de
l’OS relatifs aux tâches et à la gestion de l’architecture matérielle.
La couche middleware représente les différentes solutions qui vont être appliquées par
le gestionnaire des reconfigurations (classe ReconfManager). Un événement de reconfigu-
ration est représenté par la classe Reconfiguration. Cette couche assure la modification
des paramètres des tâches afin d’avoir un système faisable.
La couche matérielle représente les entités matérielles du système présentes physique-
ment dans la plate-forme. Cette couche englobe les cibles de traitement (classe Processor)
Contribution à l’Ordonnancement Temps-réel sous Contrainte d’Énergie pour les
Architectures Mono-cœur 74
qui supportent l’exécution des tâches, les cibles de stockage (classe Memory) des données
manipulées et enfin l’unité de stockage de l’énergie (classe Battery).
Figure 3.18: Diagramme de classes du modèle système général avec représentation
des couches application, reconfiguration et matérielle ainsi que les interactions.
Concernant l’implémentation du middleware, nous verrons en perspectives que cette
partie pourrait venir compléter notre étude et permettre d’avoir un RTOS embarqué qui
reconfigure ses tâches pour respecter les contraintes précitées.
3.7 Conclusion
Dans ce chapitre, nous avons traité la problématique de l’ordonnancement de tâches
temps-réel sous contrainte énergétique pour les architectures mono-cœur reconfigurables
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et alimentées par batterie. Les modèles de tâches et de la consommation d’énergie ont
été décrit afin de formaliser les problèmes. L’objectif était de proposer des solutions ainsi
qu’une stratégie pour assurer l’ordonnancement des tâches du système après des scéna-
rios de reconfiguration qui peuvent violer les contraintes temps-réel et énergétique. Notre
stratégie permet d’assurer l’ordonnancement des tâches du système en appliquant une
ou plusieurs heuristiques, et en adaptant les caractéristiques des tâches. Les résultats
montrent que notre approche permet de réduire le coût de modification des paramètres
par rapport à l’approche présentée dans [2]. Les résultats expérimentaux sur notre stra-
tégie montrent qu’elle offre 27% de gain en terme de coût de modification par rapport à
l’approche proposée par Wang et al. [2]. Par ailleurs, une comparaison avec une solution
optimale a été réalisée sur le même cas d’étude présenté dans [2] et nous avons mon-
tré que notre approche a un surcoût de 30% par rapport o l’optimal. Ces travaux ont
été prolongés en proposant un Middleware qui implémente ces heuristiques et qui peut
être intégré au sein de différents systèmes d’exploitations. Le chapitre suivant va adres-
ser la problématique de l’ordonnancement de tâches dépendantes sur des architectures
multi-cœurs hétérogènes supportant l’exécution d’applications temps-réel. Une nouvelle
contrainte sera traitée qui est la contrainte de communication. Après des scénarios de re-
configuration, cette nouvelle contrainte vérifie que le support de communication assurant
le transfert des messages entre les tâches, est toujours capable d’assurer le transfert.
Chapitre 4
Contribution au placement et à
l’ordonnancement des tâches
temps-réel sous contraintes de




Dans le chapitre précédent, nous avons présenté une stratégie d’ordonnancement temps-
réel sous contrainte énergétique pour les architectures mono-cœur reconfigurables. Dans
ce nouveau chapitre, nous étendons les propositions précédentes pour adresser les archi-
tectures multi-cœurs. Pour cela, nous présentons d’abord les modèles matériel et logiciel
auxquels nous nous intéressons puis nous considérons des tâches périodiques et dépen-
dantes d’autres tâches au travers d’échanges de messages sur un réseau de communication
[100]. Un réseau de communication peut être une liaison point-to-point (P2P), une liaison
multi-point (bus), ou un Network-on-Chip (NoC). Dans le cas d’une architecture multi-
cœurs homogène, une tâche est par défaut exécutable sur tous les cœurs, c’est-à-dire
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qu’elle peut être placée sur n’importe quel cœur. Cependant dans le cas d’architecture
multi-cœurs hétérogènes où les cœurs ne sont pas identiques, une tâche ne peut être
exécutée que sur un ensemble de cœurs spécifiques qui est bien définit par le concepteur
de l’application. Ainsi, une architecture homogène n’est donc qu’un cas particulier d’ar-
chitectures hétérogènes. Par conséquent, nous abordons principalement dans ce chapitre
le cas d’une architecture multi-cœurs hétérogènes où les cœurs peuvent exécuter de nou-
velles tâches. Le problème se pose généralement au niveau du placement des tâches soit
à la configuration initiale soit après l’ajout des nouvelles tâches suite à un événement
de reconfiguration. Certains travaux [69–72] considèrent que la consommation énergé-
tique des systèmes multi-cœurs hétérogènes est fortement dépendante du placement des
tâches. Huang et al. [69, 70] supposent que la consommation énergétique est propor-
tionnelle à la distance entre les cœurs. Autrement dit, plus les tâches dépendantes sont
placées sur des cœurs éloignés, plus la consommation d’énergie augmente. L’idée sous
jacente est que cette consommation dépend fortement des communications entre tâches.
Par conséquent, l’objectif de ce chapitre consiste à proposer une stratégie de placement
et d’ordonnancement des tâches en minimisant le coût total de communication afin de
minimiser la consommation énergétique. Cette stratégie place les tâches en utilisant une
nouvelle méthode de Clustering (Section 4.4.1) qui est basée sur l’élasticité des tâches.
Notre stratégie vise dans un premier temps à placer sur le même cœur, les tâches qui
échangent beaucoup de données lorsque cela est possible ou de réduire la distance entre
ces tâches si le placement sur le même cœur n’est pas possible. Dans un deuxième temps,
elle vérifie si les trois contraintes (temps-réel, communication et énergétique) sont res-
pectées. S’il y a au moins une contrainte violée après un événement d’ajout de tâches,
la stratégie propose d’appliquer des solutions afin de réobtenir la faisabilité du système.
En plus des heuristiques A et E, présentées dans le chapitre précédent, nous proposerons
dans ce chapitre deux autres heuristiques F et H.
Dans les sections suivantes, nous présentons tout d’abord la formalisation mathéma-
tique du problème. Nous indiquons ensuite les différentes contraintes liées à ce problème,
notamment la contrainte de placement des tâches en minimisant le coût de communica-
tion. Nous détaillerons, dans la Section 4.4, les heuristiques proposées qui supporteront
la stratégie de placement et d’ordonnancement de tâches qui peut être exécutée après
chaque reconfiguration subit par le système. Finalement, une étude comparative sera
réalisée dans la dernière section afin de montrer que notre approche permet d’améliorer
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les résultats de l’état de l’art sur ce sujet.
4.2 Formalisation du système basé sur l’architecture multi-
cœurs hétérogènes
Cette section est consacrée à la formalisation des modèles matériel/logiciel d’un système
RTSys basé sur l’architecture muti-cœurs hétérogènes supportant des tâches qui com-
muniquent entres elles via un médium de communication. Dans cette section, seront re-
présentés les modèles d’architecture, de communication et de consommation énergétique
totale. Concernant le modèle de tâches, nous conservons celui du chapitre précédant en
ajoutant une nouvelle condition sur les WCETs de tâches pour distinguer les valeurs de
WCET d’un cœur à un autre (architecture hétérogène).
4.2.1 Modèle d’architecture
Nous supposons que la plate-forme utilisée est composée par un ensemble Γ de p cœurs
hétérogènes Γ={C1,C2, . . . ,Cp}. En se basant sur l’approche de Chetto et al. [101], nous
supposons que chaque cœur Ck (k ∈ [1 . . . p]) ordonnance localement les tâches qui lui
ont été affectées avec l’algorithme EDF. Nous considérons que chaque cœur peut voir
augmenter, dynamiquement, son nombre de tâches à exécuter. Étant donné, que nous
considérons une plate-forme multi-cœurs hétérogènes, nous supposons donc que chaque
tâche τi peut être exécutée par un ou plusieurs cœurs spécifiques en fonction de la
conception de l’application. Par conséquent, nous définissons une matrice γ qui représente





1 si τi peut être exécutée sur le cœur Ck.
0 sinon.
Dans le cas d’une architecture multi-cœurs homogènes : où les cœurs sont iden-
tiques, nous n’avons pas besoin de définir une matrice de possibilités de placement γ, car
chaque tâche peut être exécutée sur n’importe quel cœur.
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Pour vérifier que toutes les tâches soient placées sur les différents cœurs, nous définissons





1 si la tâche τi est placée sur le cœur Ck.
0 sinon.
(4.1)
Par ailleurs, une tâche ne peut être placée que sur l’un des cœurs spécifiques. Cette




Hi,k ∗ γi,k = 1 ∀i ∈ [1 . . .N] (4.2)
Dans le cas d’une architecture multi-cœurs homogènes : cette condition peut




Hi,k = 1 ∀i ∈ [1 . . .N] (4.3)
4.2.2 Modèle de communication
Étant donné que les tâches sont dépendantes et peuvent échanger des messages entre
elles, nous dénotons par Mi,j le message périodique envoyé de τi à τj . En se basant sur
les travaux de Bui et al. [102], chaque message Mi,j est caractérisé par :
• Une période TMi,j : Le temps régulier d’arrivée,
• Le pire temps de transmission (Worst Case Transmission Time WCTT ) WMi,j :
Le temps nécessaire pour transmettre un message,
• Une échéance DMi,j : C’est le temps limite absolu à ne pas dépasser,
• Une taille SMi,j : La taille relative du message en bit.
Nous notons que chaque message Mi,j hérite de la même valeur de période que la tâche
émettrice Ti, i.e, TMi,j = Ti. En outre, si la période d’une tâche est modifiée alors les
périodes de leurs messages associés seront également changées implicitement.
La communication entre deux cœurs est assurée par un médium de communication qui
peut être un bus, un NoC, etc. Pour transférer un message de tâche τi du cœur Ck à
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la tâche τj du cœur Cl sur un médium de communication, Sandstrom et al. dans [103]
proposent une méthode pour fragmenter ce message en plusieurs paquets. Cette mé-
thode a été améliorée par Ricardo Santos et al. [104] en proposant une nouvelle façon de
construire les paquets en temps-réel et qui est applicable aux ensembles des messages/si-
gnaux issus de l’industrie automobiles. En se basant sur ces travaux, nous supposons que
chaque message Mi,j peut être véhiculé sous forme de plusieurs paquets sur le médium
de communication et nous n’adressons pas cette partie dans nos travaux.
Par ailleurs, chaque communication entre deux cœurs Ck et Cl se caractérise par un coût
qui dépend de la distance entre ceux-ci. On note par CostCk,Cl ce coût. En d’autre terme,
CostCk,Cl est le coût (e.g énergie) pour envoyer un bit du cœur Ck au cœur Cl.
Similairement aux travaux [69, 70], nous supposons que l’énergie consommée par la com-
munication est proportionnelle à la distance entre cœurs. Ainsi, le coût de communication
entre deux cœurs est le produit de la distance par la taille des données échangées. Par














SMi,j ∗CostCk,Cl ∗Hi,k ∗Hj,l (4.4)
4.2.3 Modèles d’utilisation du processeur et du support de communi-
cation







∗Hi,k;∀k ∈ [1..p] (4.5)
Ck est faisable si et seulement si :
UCk ≤ 1;∀k ∈ [1 . . . p] (4.6)
Puisque les messages échangés entre les cœurs Ck et Cl sont considérés préemptibles
(Section 4.2.2), nous supposons que le médium de communication entre ces cœurs est un










∗Hi,k ∗Hj,l;∀k, l ∈ [1..p] (4.7)
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Selon l’approche de Khemaissia et al. [30], la communication entre deux cœurs Ck et Cl
est faisable si l’Eq. 4.8 est vérifiée.
UCom(Ck,Cl) ≤ 1;∀k, l ∈ [1 . . . p]
2 (4.8)
L’Eq. 4.8 qui vérifie la contrainte de communication, sera notée dans la suite du mémoire
par CommConst.
4.2.4 Modèle de consommation d’énergie totale
Nous rappelons que selon [2, 92, 105] la puissance consommée par le système est propor-
tionnelle à l’utilisation du processeur. Puisque notre système est multi-cœurs, la puissance
d’un seul cœur Ck (k ∈ [1 . . . p]) est calculée comme suit :
PCk = k1 ∗U
2
Ck
;∀k ∈ [1 . . . p] (4.9)
Par conséquent, la puissance consommée par toutes les tâches qui s’exécutent sur les p






Par ailleurs, nous pouvons définir la puissance consommée par l’ensemble des communi-
cations comme suit :








Ainsi, la puissance totale PTotal du RTSys est la somme de la puissance consommée par
les cœurs et celle consommée par le médium de communication :
PTotal = PProc + PCom (4.12)
En détaillant cette formule (Eq. 4.12), nous trouvons :
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Ainsi,

































Identiquement comme nous l’avons défini dans la section 3.2.3, PLimit peut être calculée
en utilisant les deux entrées suivantes : E(t) et trecharge. Ainsi, à un instant donné t et
pour garantir que le système peut s’exécuter correctement jusqu’à la prochaine recharge
en gardant la puissance consommée actuelle, il est nécessaire de vérifier que :
PTotal(t) ≤ PLimit(t) (4.13)
Eq. 4.13 désigne la contrainte énergétique du RTSys.
4.3 Formalisation du problème de reconfiguration
Le problème abordé dans ce chapitre s’articule autour du placement des nouvelles tâches
sur les cœurs après tout scénario de reconfiguration. Un placement optimal est considéré
comme une allocation qui minimise le coût de la communication entre les cœurs, de sorte
que les contraintes de temps-réel, communication et énergétique soient satisfaites. Nous
modélisons ce problème avec une formulation ILP.
4.3.1 Problème de placement de tâches
Nous supposons qu’à l’instant ti, RTSys est composé par : Γ(ti) = {C1,C2, . . . ,Cp} et
Π(ti) = {τ1, τ2, . . . , τn1}. RTSys est dit faisable si et seulement si, il satisfait à la fois
les trois contraintes (temps-réel, communication et énergétique). Nous supposons que
RTSys subit, à l’instant tk (tk > ti), un scénario de reconfiguration ajoutant n2 tâches.
Le nouvel ensemble de tâches est Π(tk) = {τ1, τ2, . . . , τn1 , τn1+1, . . . , τN}, avec N = n1+n2.
Aussi, chaque nouvelle tâche peut avoir une dépendance avec des anciennes/nouvelles
tâches. Par conséquent, certains nouveaux messages peuvent être rajoutés sur le support
de communication. Nous notons cette reconfiguration dans le reste du chapitre par RE-
CONF . Nous considérons que la configuration initiale à l’instant t0 est semblable à un
scénario de reconfiguration tel que : Π(t−0) = {∅} et Π(t0)≠{∅}.
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Après un tel scénario (configuration ou reconfiguration), l’utilisation du processeur ainsi
que l’utilisation du médium de communication augmentent et RTSys risque d’être non
faisable. L’objectif est donc de placer les nouvelles tâches tout en gardant la faisabilité du
RTSys après RE-CONF tout en minimisant le coût de communication entre les cœurs.










Hi,k ∗ γi,k = 1, ∀ i ∈ [1 . . .N] (Eq.4.3)
UCk ≤ 1, ∀ k ∈ [1 . . . p] (Eq.4.6)
UCom(Ck,Cl) ≤ 1 ∀ k, l ∈ [1 . . . p]2 (Eq.4.8)
PTotal(t) ≤ PLimit(t) (Eq.4.13)
Avec, TotalCost désigne le coût total de l’ensemble des communications dans le système,
Eq. 4.3 permet de garantir que chaque tâche est placée sur l’un de ses cœurs appropriés,
Eq. 4.6 vérifie que chaque cœur est ordonnançable, Eq. 4.8 vérifie la faisabilité du médium
de communication. La dernière contrainte (Eq. 4.13) assure que RTSys peut s’exécuter
correctement jusqu’à la prochaine recharge dans cette configuration là.
Dans le cas où l’une de ces contraintes n’est pas respectée, la résolution du problème
RE ne donne aucune solution (i.e., les tâches ne sont pas placées). Nous proposons
donc d’enlever une contrainte (celle qui n’est pas vérifiée) et de résoudre à nouveau RE
afin de trouver au moins un placement initial de tâches. Nous appliquons, par la suite,
l’heuristique adéquate pour tenter de satisfaire la faisabilité du système.
Dans l’Eq. 4.13 du problème RE, il s’agit de deux facteurs k1 et k2 qui sont dépen-
dantes de l’architecture matérielle utilisée. k1 est un facteur utilisé pour calculer la
consommation de puissance des processeurs (Eq. 4.9) et celui k2 est utilisé pour calculer
la consommation du support de communication (Eq. 4.11). Cela veut dire que ces deux
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paramètres ne sont généralement pas identiques. Néanmoins, pour effectuer des simu-
lations il faudrait les initialiser afin de pouvoir appliquer les formules qui estiment la
consommation énergétique. Pour simplifier donc le calcul, nous supposons d’initialiser
k1 et k2 à 1 (k1=k2=1).
4.3.2 Problème de contrainte énergétique totale
Suite à l’événement RE-CONF , de nouvelles tâches/messages peuvent être ajoutés.
Par conséquent, la puissance totale consommée augmente et RTSys peut ne pas être
capable de poursuivre son exécution jusqu’à la prochaine recharge à cause de la violation
de la contrainte énergétique. Afin d’appliquer la stratégie des packs pour réobtenir la
faisabilité du RTSys, nous suggérons de traiter le cœur le plus chargé d’abord. Autrement
dit, nous allongeons les périodes des tâches qui s’exécutent sur le cœur qui possède le
taux d’utilisation le plus élevé, noté Chigh (high ∈ [1 . . . p]), jusqu’à la satisfaction de la



















































Après l’allongement des périodes de tâches qui s’exécutent sur Chigh, l’utilisation du
processeur va être diminuée et par la suite la contrainte énergétique peut être satisfaite. Si
elle est encore non vérifiée, nous appliquons la même stratégie sur les tâches du prochain
cœur le plus chargé.
4.3.3 Problème de contrainte de communication
Cette sous section traite le problème de contrainte de communication après l’ajout de
message(s) sur le médium de communication. Après cet événement, UCom(Ck,Cl) (∀k, l ∈
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[1 . . . p]) peut dépasser 1 et par conséquent les messages ne satisfont pas leur échéance.
Pour résoudre ce problème, nous proposons d’adapter les périodes des messages, c’est-à-
dire que nous allongeons les périodes des messages afin de baisser la charge du médium
de communication. L’idée est formalisée comme suit :






















∗Hi,k ∗Hi,l ≤ 1
TMi,j +∆TMi,j ≤ Timax , ∀ i, j ∈ [1 . . .N]
Avec ∆TMi,j un entier à ajouter à la période du messageMi,j afin de baisser l’utilisation
du médium de communication.
Nous pouvons résoudre Pb5 et Pb6 par un solveur CPLEX [81] qui peut fournir une
solution optimale, mais il n’est pas raisonnable d’implémenter un solveur dans un système
embarqué puisqu’il peut prendre beaucoup temps pour produire des solutions. Pour cela,
nous présentons dans la section suivante des heuristiques efficaces sur un système temps-
réel embarqué.
4.4 Contribution et heuristiques de placement et d’ordon-
nancement proposées
Dans cette section, nous présentons une stratégie de placement de tâches basée sur le
concept du Task Clustering qui a comme rôle de placer les tâches communicantes sur
les cœurs appropriés en réduisant la distance entre elles. Elle évalue en même temps
la faisabilité du RTSys en vérifiant les trois contraintes une par une. S’il existe une
violation de contrainte, elle propose de modifier les paramètres de tâches/messages. Si
RTSys reste encore non faisable malgré la modification des paramètres, la stratégie
propose de supprimer certaines tâches jugées non importantes.
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4.4.1 Stratégie de placement de tâches
Après un événement de configuration initiale ou de reconfiguration RE-CONF , les nou-
velles tâches doivent être placées et ordonnancées en respectant les contraintes associées
(RTConst, EgConst et CommConst). En effet, nous proposons une stratégie de pla-
cement de tâches qui a comme objectif de minimiser les communications entre cœurs en
satisfaisant les trois contraintes précitées.
Principe de la stratégie :
La stratégie proposée dans ce chapitre résout le problème de placement de tâches avec
un coût de communication minimal. Pour minimiser les communications entre cœurs,
elle place les tâches qui communiquent fréquemment sur le même cœur ou bien sur des
cœurs proches. L’idée consiste à regrouper les tâches communicantes en différents sous-
ensembles appelés Cluster (noté CL). Nous calculons par la suite la quantité de données
transférées entre les tâches pour chaque Cluster afin de donner la priorité de placement
à celui dont la quantité de données à transférer est la plus grande.
L’objectif de la stratégie proposée dans ce chapitre, est de s’assurer des points suivants :
• Chaque tâche doit être placée sur un et un seul cœur qui peut l’exécuter,
• La charge de chaque cœur ne doit pas dépasser sa charge maximale (UCk ≤ 1, ∀ k
∈ [1 . . . p]),
• La période de chaque tâche ne doit pas dépasser sa période maximale (Timax), et
• La charge de chaque segment de communication entre deux cœurs ne doit pas
dépasser sa capacité maximale (UCom(Ck,Cl) ≤ 1 ,∀ k, l ∈ [1 . . . p]2).
Étant donné que l’architecture cible est une architecture multi-cœurs hétérogène et que
certaines tâches peuvent être supportées par un ou plusieurs cœurs, nous désignons par
SingleCore task toute une tâche qui ne peut s’exécuter que sur un et un seul cœur.
Exemple ∶ τ2 peut s’exécuter que sur C1 (Figure 4.2).
Avant de décrire les étapes de la stratégie, il est nécessaire de définir d’autres termes qui
vont être utilisés par la suite.
Cluster (CL) : Est un groupe de tâches qui échangent de données entre elles.
Exemple ∶ τ1, τ2 et τ3 sont groupées dans CL1. τ4 est dans CL2 (Fig. 4.2).
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Common Processor (CP) : Est un cœur qui peut exécuter toutes les tâches d’un
Cluster tel que son taux d’utilisation soit inférieur ou égal à 1.
Exemple ∶ En regardant la Figure 4.2, nous remarquons que le cœur C1 peut exécuter
toutes les tâches de Cluster CL1. Donc, si son taux d’utilisation (en supportant toutes
ces tâches) est inférieur ou égal à 1, alors il est un CP .
CPCL : Est un Cluster CL possédant un ou plusieurs Common Processor CP.
Exemple ∶ Si le cœur C1 est un CP pour CL1 (Figure 4.2), alors CL1 devient un CPCL.
Data Traffic (DT) : Est la quantité de données transférées (en bits) dans un Cluster
CL en une unité de temps (ut).
Exemple ∶DT (CL1) = ut ∗ (
SM1,3 + SM1,2
T1
) et DT (CL2) = 0 (Fig. 4.2).
Figure 4.1: Exemple d’applica-
tion sans Cluster.
Figure 4.2: Exemple d’applica-
tion avec Cluster.
4.4.1.1 Présentation globale des étapes de la stratégie
La structure globale de la stratégie est représentée dans la Figure 4.3. La stratégie est
basée sur trois étapes principales présentées comme suit :
Étape 1 : Trouver et placer toutes les SingleCore tasks.
Étape 2 : Trouver et placer toutes les tâches communicantes qui ont un (ou des) Common
Processor CP .
Étape 3 : Placer le reste des tâches (celles qui sont communicantes et qui n’ont pas un
Common Processor CP).
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Figure 4.3: Aperçu global de l’algorithme de placement de tâches.
4.4.1.2 Présentation détaillée de la stratégie
Dans cette section, nous détaillons chaque étape de la stratégie proposée afin d’expliquer
son mode de fonctionnement.
Étant donné que les SingleCore tasks ont une position unique, nous supposons qu’elles
ont la priorité de placement par rapport à celles qui ont plus de degrés de liberté. En se
basant sur cette hypothèse, nous décrivons le principe de la stratégie de placement par
les étapes suivantes :
Étape 1 : Placement de toutes les SingleCore tasks.
Étape 1.1 : ∀i ∈ [1 . . .N] ∣ ∑pk=1 γi,k = 1, alors τi est placée sur Ck.
Étape 1.2 : Vérification des contraintes.
Étape 2 : Placement des tâches communicantes qui ont un (ou des) Common Processor
CP.
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Étape 2.1 : Chaque groupe de tâches communicantes est mis dans un Cluster
CL.
Étape 2.2 : Tous ces Cluster seront mis dans une liste LCL.
Étape 2.3 : Calculer la quantité de données transférées DT pour chaque Cluster
CL.
Étape 2.4 : Trier les Clusters CL dans l’ordre décroissant selon leurs DT.
Étape 2.5 : Chercher les Common Processor CP pour chaque Cluster CL.
Étape 2.6 : Chaque Cluster CL possédant un ou plusieurs Common Processor
CP va être noté par CPCL. La liste des CPCL est nommée par LCPCL.
Étape 2.7 : Mise à jour de la liste LCL.
Étape 2.8 : Placer les tâches de chaque CPCL sur son Common Processor CP.
S’il existe plus qu’un CP, celui le moins chargé sera choisi.
Étape 2.9 : Mise à jours de la liste LCPCL.
Étape 2.10 : Retourner à l’Étape 2.5.
Étape 3 : Placement des Clusters de LCL (les groupes des tâches communicantes qui
n’ont pas un Common Processor CP).
Étape 3.1 : En prenant le Cluster qui a la plus haute DT, placer chaque tâche
dans la meilleure position (en terme de coût de communication tout en satisfaisant
la contrainte de faisabilité des processeurs).
Étape 3.2 : Mise à jour de la liste LCL.
Étape 3.3 : Retourner à l’Étape 3.1.
La Figure 4.4 présente en détails les étapes de la stratégie de placement. Par conséquent,
la première étape de la stratégie proposée (Figure 4.4) est de placer d’abord les tâches
SingleCore. Cela peut se faire en les stockant dans un tableau T et en le parcourant
case par case afin de placer toutes les SingleCore task. Lors du placement des tâches,
la stratégie assure la vérification des trois contraintes. S’il y a au moins une contrainte
violée, elle propose des modifications au niveau des paramètres de tâches/messages afin
de réduire le taux d’utilisation des cœurs et/ou du médium de communication. Si RTSys
reste encore non faisable malgré la modification des paramètres, alors la stratégie pro-
pose d’enlever certaines tâches jusqu’à l’aboutissement d’un taux d’utilisation qui peut
satisfaire toutes les contraintes. Le choix des tâches qui doivent être enlevées se fait selon
leurs facteurs d’importances Ii. Dans le cas où il existe plusieurs tâches qui possèdent le
même facteur d’importance, la tâche τi possédant un taux d’utilisation uτi le plus élevé,
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devient prioritaire pour être supprimée.
Après avoir placé les SingleCore tasks, la stratégie passe à l’étape 2 (Figure 4.4) qui
propose de placer les tâches des Clusters CL. En effet, nous distinguons deux types de
Clusters : 1) Ceux possédant un (ou des) Common Processors notés CPCL, c’est-à-dire
toutes les tâches d’un Cluster peuvent s’exécuter sur un seul cœur et que ce dernier
reste faisable. 2) Ceux qui n’ont pas un Common Processor. Dans cette étape, nous nous
intéressons aux Clusters CPCL. Une liste LCPCL contenant les CPCL est construite
afin de placer toutes leurs tâches. Nous indiquons que la priorité de placement est donnée
aux CPCL possédant un trafic de données DT le plus élevé. Après chaque placement
de CPCL, une mise à jour au niveau de LCPCL est nécessaire.
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Figure 4.4: Stratégie de placement de tâches.
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Lorsque toutes les tâches de tous les Clusters CPCL ont été placées, la stratégie passe
à la troisième et dernière étape qui consiste à placer le reste des Clusters (ceux qui n’ont
pas un Common Processor). Ensuite, une liste LCL contenant le reste des Clusters CL
est construite. Cette liste est triée dans l’ordre décroissant selon les DT de chaque CL.
Chaque Cluster possède un tableau de tâches T qui contient toutes les tâches du Cluster.
Chaque tâche (représentée par une case du tableau T ) pointe sur un autre tableau de
position P qui contient les possibilités pour placer cette tâche.
Dans le cas d’une architecture multi-cœurs homogène : il n’y a pas de tâches
SingleCore puisque toute tâche peut être placée sur tous les cœurs présents dans l’ar-
chitecture. Ce qui signifie que la première étape n’est pas utile, seules les étapes 2 et 3
sont alors considérées.
4.4.2 Heuristiques utilisées par la stratégie de placement
Lors du placement des tâches, le taux d’utilisation de certains cœurs augmente et cela
peut engendrer la violation des contraintes temporelles et/ou énergétiques. De plus, le
médium de communication peut être plus chargé s’il y a plus d’échanges, et cela peut en-
gendrer également une violation de contrainte de communication. Par conséquent RTSys
risque de devenir non faisable. Nous présentons dans cette section deux nouvelles heu-
ristiques qui s’appliquent lors du placement des tâches afin d’éviter la violation des
contraintes de communication et d’énergie. Nous reprenons l’heuristique A, présentée
dans le chapitre précédent, pour traiter le cas de la violation de contrainte temps-réel.
Par ailleurs, l’architecture cible dans ce chapitre est une architecture hétérogène, cela
veut dire que les WCETs des tâches sont bien définis selon les cœurs (Section 4.2). Par
conséquent, une modification du WCET d’une telle tâche peut engendrer sa migration
à un autre cœur que nous n’adressons pas dans nos travaux. Pour cela, la solution de
modification des WCETs des tâches n’est pas traitée dans ce chapitre.
4.4.2.1 Heuristique F : Modification des périodes des tâches/messages sous
contraintes d’énergie totale
Notons que Chigh (high ∈ [1..p]) le cœur le plus chargé. Nous proposons d’utiliser la
stratégie des packs sur les périodes des tâches qui s’exécutent sur Chigh afin de s’assurer
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que la puissance actuelle soit inférieure à la puissance critique.
Nous savons que la contrainte à respecter est la suivante : PTotal ≤ PLimit.
D’après l’Eq. 4.12, on a PTotal = PProc + PCom










PCj ≤ PLimit − PCom
Ainsi,





En se référant à l’Eq. 4.9







































Afin de satisfaire la contrainte énergétique et en se basant sur la stratégie des packs,
nous regroupons toutes les tâches dans des packs selon leur période. Comme nous l’avons
présenté dans le chapitre précédent, le regroupement et le calcul des valeurs des packs
peuvent se faire sur deux étapes :
Étape 1 : Construction des packs
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Similairement au principe de l’heuristique C du chapitre précédent, pour construire les
derniers il est nécessaire de chercher la valeur de période convenable pour le premier
Pack PkT1,high qui minimise le coût de modification des paramètres pour l’ensemble du















PkT1,high ≥Min(Ti) ∗Hi,high, ∀ i ∈ [1 . . .N]
Une fois que le pack PkT1,high est calculé, nous construisons les autres Packs comme
suit : PackTx,high, x ≥ 1, contient les tâches qui ont des périodes dans [(x− 1)∗Pk
T
1,high +
1 ; x ∗ PkT1,high], x ∈ N
+.
Il est également ncessaire que chaque nouvelle période ne doit pas dépasser sa période
maximale. Cette contrainte est décrite comme suit : ∀τi ∣ τi ∈ PackTx,high, Timax ≥ Pk
T
1,high.




∗Hi,high) ≤ α) ou pas. Si cette contrainte reste encore violée, on
passe à la deuxième étape qui est la recherche des nouvelles valeurs des périodes des
tâches tout en se basant sur les packs.
Étape 2 : Recherche des nouvelles périodes des tâches
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Avec PkT1,high la nouvelle période affectée à toutes les tâches du Pack
T
1,high, les autres
packs sont des multiples. Après cette modification, la contrainte énergétique peut être
satisfaite. Par ailleurs, il faut vérifier la contrainte suivante afin de ne pas dépasser les
périodes maximales des tâches : ∀τi ∣ τi ∈ PackTx,high, Timax ≥ Pk
T
x,high
Comme nous l’avons indiqué au début du chapitre, chaque modification au niveau des
périodes des tâches implique implicitement une modification sur les périodes des messages
associés.
4.4.2.2 Heuristique G : Modification des périodes des messages/tâches sous
contrainte de communication
Si UCom(Ck,Cl) > 1 (∀k, l ∈ [1 . . . p]2), alors la contrainte de communication est violée.
En utilisant la stratégie des packs, nous pouvons résoudre ce problème en allongeant les
périodes des messages qui circulent entre les cœurs Ck et Cl. Similairement aux précédents
travaux, la solution est basée sur deux étapes :
Étape 1 : Construction des packs
En utilisant le même principe de la construction des packs dans le chapitre précédent,


















PkTM1,k,l ≥Min(TMi,j), ∀ i, j ∈ [1 . . .N]
Une fois PkTM1,k,l calculée, les packs des messages sont organisés comme suit : Pack
TM
x,k,l




Par ailleurs, il faut vérifier que chaque période de message ne dépasse pas la période
maximale de sa tâche émettrice : ∀Mi,j ∣ Mi,j ∈ PackTMx,k,l, Timax ≥ Pk
TM
x,k,l.
Après avoir construit les packs et allongé les périodes des messages, on vérifie si la
contrainte de communication devient respectée ou pas. Si elle ne l’est pas, on passe
l’Étape 2 qui est la recherche des nouvelles valeurs des périodes de messages.
Étape 2 : Recherche des nouvelles périodes des messages
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∗Hi,k ∗Hj,l) ≤ 1




















































Avec PkTM1,k,l la nouvelle période affectée à toutes les messages du Pack
TM
1,k,l, les autres
packs sont des multiples. Après l’allongement des périodes des messages et implicite-
ment celles des tâches produisant les messages, la contrainte de communication peut être
vérifiée. Si elle ne l’est pas, il faut passer à la suppression de certaines tâches.
4.5 Implémentation et discussion
Cette section est consacrée à l’implémentation et l’évaluation de la stratégie proposée
ainsi que l’évaluation de sa performance. Nous introduisons dans la première sous section
une étude de cas pour décrire en détail l’enchaînement de la stratégie proposée. Dans
la seconde sous section, nous nous intéressons à la comparaison de notre stratégie avec
d’autres algorithmes de placement de tâches cités dans l’état de l’art.
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4.5.1 Etude de cas
Cette sous section présente une étude de cas qui permet de mettre en place la stratégie
proposée. Avant d’appliquer les étapes de la stratégie, nous commençons d’abord par
présenter les paramètres du problème à résoudre.
4.5.1.1 Paramètres d’entrée du problème à résoudre
Nous supposons que RTSys est composé de l’ensemble de tâches : Π = {τ1, τ2, ..., τ10} et
d’un ensemble de trois cœurs hétérogènes Γ={C1,C2,C3} inter-connectés par une P2P
[106] (Figure. 4.5).
Figure 4.5: Liaison P2P de trois cœurs.
L’objectif est d’appliquer la stratégie proposée pour placer les tâches sur les différents
cœurs tout en gardant la faisabilité du RTSys. Après le placement des tâches, il est aussi
important d’avoir un coût de communication minimal.
Dans un premier temps, il est nécessaire de donner la matrice des coût de communication
























La communication entre les tâches est illustrée dans la Figure 4.6.
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Figure 4.6: Graphe de la communication inter-tâches.
La matrice γ qui représente les différentes possibilités de placement de chaque tâche est






















































































Les caractéristiques des tâches sont illustrées dans les Tableaux 4.1 et 4.2. Si une tâche
ne peut pas être exécutée par un cœur donné, alors on note la valeur de son WCET par
“NaN”.
Les caractéristiques des messages échangés entres les tâches sont illustrées dans le Tableau
4.3.
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Table 4.1: Caractéristiques des tâches initiales.
Tâche Ti Timax Ii
τ1 5 6 1
τ2 6 8 2
τ3 10 10 1
τ4 4 6 3
τ5 12 22 8
τ6 5 16 10
τ7 8 21 12
τ8 8 32 14
τ9 6 14 7
τ10 7 12 3
Table 4.2: WCET Wi des tâches.
WCET C1 C2 C3
W1 1 3 NaN
W2 1 NaN 2
W3 2 NaN NaN
W4 1 2 NaN
W5 2 NaN NaN
W6 NaN 2 NaN
W7 NaN NaN 3
W8 NaN 2 1
W9 NaN NaN 2
W10 NaN 2 1
Table 4.3: Caractéristiques des messages initiaux échangés.
Message WMi,j TMi,j SMi,j
M1,2 1 5 35
M1,3 1 5 30
M4,5 1 4 40
M6,7 2 5 40
M6,8 2 5 30
4.5.1.2 Application des étapes de la stratégie
Étape 1 : Placement de tous les SingleCore tasks.
Dans cette étape, nous chercherons les tâches possédant une seule possibilité de place-
ment. Selon la matrice donnée γ, les tâches τ3, τ5, τ6, τ7 et τ9 doivent être placées sur
leurs cœurs appropriés comme illustré dans le Tableau 4.4.







Après avoir placé les SingleCore tasks, nous remarquons que le messageM6,7 est ajouté
sur le segment entre les cœurs C2 et C3. L’utilisation des processeurs ainsi que l’utilisation
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des segments de communication sont illustrées dans le Tableau 4.5.
Table 4.5: Utilisation des processeurs après l’exécution de l’Étape 1.
C1 C2 C3 Comm(C1,C2) Comm(C1,C3) Comm(C2,C3)
U 0.36 0.4 0.708 0 0 0.4
Étape 2 : Placement des tâches communicantes qui ont un (ou des) Common Processors
CP.
Dans cette étape, nous formons les Clusters et cherchons s’il y a des Clusters possédant
des Common Processors tout en les triant en ordre décroissant selon leurs DT. Le calcul
deDT peut être réalisé en utilisant la formule présentée dans la section 4.4.1. Le Tableau
4.6 illustre les différents Clusters du graphe de tâches de la Figure 4.6.
Table 4.6: Classification des tâches en Clusters.
Clusters Tâches DT CP
CPCL1 τ1, τ2, τ3 35+305 =13 C1
CPCL2 τ4, τ5 404 =10 C1
CPCL3 τ9 0 C3
CPCL4 τ10 0 C2, C3
CL1 τ6, τ7, τ8 40+305 =14 -
Puisque les tâches τ3, τ5, τ6, τ7 et τ9 ont été déjà placées dans l’étape 1, les Clusters sont
de nouveau illustrés dans le Tableau 4.7.
Table 4.7: Mise à jour des Clusters.
Clusters Tâches DT CP
CPCL1 τ1, τ2 13 C1
CPCL2 τ4 10 C1
CPCL3 τ10 0 C2, C3
CL1 τ8 14 -
Selon le Tableau 4.6, il s’agit de quatre Clusters dont trois sont des CPCL. Nous com-
mençons donc par placer les tâches du Cluster CPCL1 sur leur Common Processor, nous
plaçons donc τ1 et τ2 sur C1. L’utilisation du cœur C1 après l’ajout des tâches augmente
pour atteindre 0.732 et sa charge est donc encore acceptable. Il faut noter qu’avant de
passer au placement du Cluster suivant, il faut mettre à jour les taux d’utilisation des
cœurs ainsi que la liste des CPCL. De nouveaux taux d’utilisation des cœurs ainsi que
des DT sont respectivement illustrées dans les Tableaux 4.8 et 4.9.
Contribution au Placement et à l’Ordonnancement des Tâches Temps-réel sous
Contraintes de Communication et d’Énergie 101
Table 4.8: Mise à jour des taux d’utilisation des cœurs.
C1 C2 C3 Comm(C1,C2) Comm(C1,C3) Comm(C2,C3)
U 0.732 0.4 0.708 0 0 0.4
Table 4.9: Nouvelle mise à jour des Clusters.
Clusters Tâches DT CP
CPCL2 τ4 10 C1
CPCL3 τ10 0 C2, C3
CL1 τ8 14 -
Nous passons maintenant au placement de τ4 du deuxième CPCL qui va être placée
bien évidement sur C1. Ainsi, la nouvelle valeur de UC1 est égale à 0.982.
Selon la matrice γ, τ10 du troisième Cluster possède deux possibilités de placement soit
sur C2 soit sur C3. En équilibrant les charges des cœurs, τ10 doit être placée sur C2 et
UC2 devient 0.685. D’où, la faisabilité du RTSys est toujours vérifiée.
Puisque toutes les tâches des CPCL sont bien placées, nous présentons dans le Tableau
4.10 les nouveaux taux d’utilisation des cœurs ainsi que les segments de communication
entre cœurs.
Table 4.10: Utilisation du cœur après l’exécution de l’Étape 2.
C1 C2 C3 Comm(C1,C2) Comm(C1,C3) Comm(C2,C3)
U 0.982 0.685 0.708 0 0 0.4
Nous passons maintenant au placement des Clusters qui n’ont pas un Common Processor.
Étape 3 : Placement des tâches communicantes qui n’ont pas un Common Processor
CP.
Dans cette étape, il reste à placer un seul Cluster qui contient la tâche τ8. Cette tâche
τ8 peut être placée sur l’un des deux cœurs C2 et C3. Dans ce cas, la stratégie propose
de choisir le placement qui minimise le coût de communication. Vu que τ8 possède des
communications avec τ6, alors ce serait mieux de la mettre sur le même cœur qui exécute
τ6 afin d’éliminer le coût de communication entre elles. Nous choisissons donc de placer
τ8 sur C2. Après l’ajout de cette tâche, l’utilisation du C2 devient 0.935 et reste faisable.
Après avoir placé toutes les tâches, la stratégie fournit la matrice de mapping comme
Output. Cette matrice est illustrée comme suit :
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Le coût total de communication TotalCost est 40 unités. Le tableau ci-dessous (4.11)
est un tableau récapitulatif des utilisations des cœurs/segments de communication.
Table 4.11: Les dernières valeurs d’utilisation des cœurs après le mapping.
C1 C2 C3 Comm(C1,C2) Comm(C1,C3) Comm(C2,C3)
U 0.982 0.935 0.708 0 0 0.4
4.5.1.3 Application d’un premier scénario de reconfiguration
Nous supposons qu’à l’instant ti, RTSys subit un scénario de reconfiguration en ajoutant
deux autres tâches τ11 et τ12. Figure 4.7 représente la nouvelle communication inter-
tâches.
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Les Tableaux 4.12 et 4.13 illustrent les caractéristiques des nouvelles tâches
Table 4.12: Tâches ajoutées après le scénario de reconfiguration.
Tâche Ti Timax Ii
τ11 12 20 8
τ12 4 15 12
Table 4.13: WCET Wi de chaque nouvelles tâches.
WCET C1 C2 C3
W11 NaN 2 NaN
W12 1 NaN 1
Tableau 4.14 représente les caractéristiques des nouveaux messages.
Table 4.14: Caractéristiques des nouveaux messages.
Message WMi,j TMi,j SMi,j
M11,6 2 12 25
M12,1 1 4 20
Étape 1 : Placement de tous les SingleCore tasks.
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Selon la matrice γ qui représente les possibilités de placement de τ11 et τ12, nous remar-
quons que la tâche τ11 est une SingleCore task qui a la priorité de placement sur son
unique cœur C2.
Après l’ajout de τ11, le cœur C2 viole sa contrainte temporelle puisque son taux d’utili-
sation dépasse la valeur maximale 1 (UC2 = 0.935+
2
12 = 1.101) et par conséquent RTSys
devient non faisable. Pour résoudre ce problème, nous retournons au logigramme de la
stratégie dans la Figure 4.4. Dans ce cas de violation de contraintes temporelles, notre
stratégie propose d’appliquer l’heuristique A qui allonge les périodes des tâches pour bais-
ser l’utilisation du cœur C2 afin de satisfaire cette contrainte et réobtenir la faisabilité
du RTSys.
Rappelons que le cœur C2 exécute les quatre tâches τ6, τ8, τ10 et τ11 avec un taux
d’utilisation égal à 1.101. En se basant sur le principe de l’heuristique A présenté dans
la sous section 3.4.1.1, nous cherchons d’abord la nouvelle période du premier pack en
utilisant l’Eq. 3.7. Les autres packs sont des multiples du premier pack. Après avoir
appliqué l’heuristique choisie, l’utilisation du cœur C2 a été baissée à 0.933 et nous
présentons les nouvelles périodes des tâches dans le Tableau 4.15.
Table 4.15: Les nouvelles périodes des tâches qui s’exécutent sur C2.
Tâche Ancien Ti Nouvelle Ti Timax
τ6 5 5 16
τ8 8 10 32
τ10 7 10 12
τ11 12 15 20
Chaque modification d’un paramètre de tâche τi a un coût noté CoûtModifτi qui est
égal à la différence entre la nouvelle valeur et la valeur initiale du paramètre modi-
fié. Le coût total de modification est la somme de tous les CoûtModifτi . Dans cet
exemple, on a : CoûtModifτ6=5-5=0, CoûtModifτ8= 10-8=2, CoûtModifτ10= 10-7= 3,
et CoûtModifτ11= 15-12= 3. D’où, le coût total de modification des périodes CoûtTotalModif
est égale à 0+2+3+3=8.
Étape 2 : Placement des tâches communicantes qui ont un (ou des) Common Processors
CP.
La dernière tâche qui doit être placée c’est la tâche τ12. Elle a deux possibilités de
placement soit sur C1 soit C3. L’objectif de cette deuxième étape est de minimiser le
coût de communication entre cœurs en plaçant les tâches sur un CommunProcessor
CP . Vu que τ12 est en communication avec τ1, nous essayons de la placer sur le cœur
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exécutant τ1. Selon la matrice de mapping H, nous remarquons que τ1 a été placée
sur C1. Par conséquent, nous proposons de placer τ12 aussi sur C1. Néanmoins, le taux
d’utilisation devient 0.982 + 14 = 1.232 ce qui n’est pas acceptable puisque la contrainte
temporelle est violée. L’idée est donc d’appliquer l’heuristique A qui permet d’allonger
les périodes des tâches. Malheureusement, après l’application de l’heuristique A, nous
ne parvenons pas à abaisser suffisamment le taux d’utilisation du cœur à une valeur
inférieure à 1 car les Timax des tâches qui s’exécutent sur C1 sont très proches de leurs
périodes nominales Ti.
Étape 3 : Placement des tâches communicantes qui n’ont pas un Common Processor
CP.
Cette étape propose de placer τ12 sur le second cœur possible qui est C3. L’utilisation
du cœur C3 devient donc 0.708 + 14 = 0.958. Notons que toutes les tâches sont placées et
que RTSys reste faisable.










































































































Le coût de communication total TotalCost est 40+20=60 unités. L’utilisation des cœurs
ainsi que l’utilisation des segments de communication sont illustrées dans le Tableau
4.16.
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Table 4.16: Utilisation du cœur après le scénario de reconfiguration.
C1 C2 C3 Comm(C1,C2) Comm(C1,C3) Comm(C2,C3)
U 0.982 0.933 0.958 0 0.25 0.4
4.5.1.4 Application d’un second scénario de reconfiguration
Nous supposons qu’à l’instant tk (k > i), RTSys subit un deuxième scénario de reconfi-
guration en ajoutant une autre tâches τ13 qui communique avec la tâche τ12. Figure 4.8
représente la nouvelle communication inter-tâches.




( 0 1 1 ) ← τ13
Les Tableaux 4.17 et 4.18 illustrent les caractéristiques de la nouvelle tâche. Concernant
les caractéristiques du messageM13,12, ils sont illustrés par le Tableau 4.19. Étant donné
Table 4.17: Tâche ajoutée après le deuxième scénario de reconfiguration.
Tâche Ti Timax Ii
τ13 5 6 15
que la tâche τ13 n’est pas une SingleCore task, alors l’Étape 1 ne sera pas appliquée
et on passe directement à l’Étape 2.
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Table 4.18: WCET Wi de chaque nouvelles tâches.
WCET C1 C2 C3
W13 NaN 1 2
Table 4.19: Caractéristiques des nouveaux messages.
Message WMi,j TMi,j SMi,j
M13,12 1 5 25
Étape 2 : Placement des tâches communicantes qui ont un (ou des) Common Processors
CP.
Vu que τ13 est en communication avec τ12, nous essayons de la placer sur le cœur exé-
cutant τ12. Selon la matrice de mapping H, nous remarquons que τ12 a été placée sur
C3. En essayant de placer τ13 sur C3, le taux d’utilisation UC3 devient 0.958 +
2
5 = 1.358
ce qui n’est pas acceptable puisque la contrainte temporelle est violée. Même avec la
l’application de l’heuristique A, nous ne parvenons pas à abaisser suffisamment le taux
d’utilisation du cœur à une valeur inférieur à 1, car T13max est très proche de T13.
Étape 3 : Placement des tâches communicantes qui n’ont pas un Common Processor
CP.
Cette étape propose de placer τ13 sur le second cœur possible qui est C2. L’utilisation du
cœur C2 devient donc 0.933 + 15 = 1.133 ce qui viole la contrainte temporelle. Rappelons
que la tâche τ13 possède une période maximale qui est égale 6, ce qui ne permet pas de la
mettre dans le deuxième pack (pack contant les tâches de périodes 10) et le système reste
non faisable. Pour résoudre ce problème, nous retournons au logigramme de la stratégie
(Figure 4.4). Dans ce cas de violation de contraintes, notre stratégie supprime la tâche
ajoutée puisqu’elle n’est pas importance (elle a la plus haute Ii qui est égale à 15). Donc
la tâche τ13 sera supprimée et nous gardons la même ancienne matrice de mapping H.
4.5.2 Simulations
Pour montrer l’efficacité de la stratégie proposée, nous avons réalisé des comparaisons
avec les deux algorithmes de placement de Bhardwaj et al. [22] et Govil et al. [21].
Cette section permet donc de situer la stratégie proposée par rapport aux algorithmes
mentionnés ci-dessus. Afin d’effectuer une évaluation plus convaincante, nous proposons
d’implémenter les trois approches en utilisant les mêmes études de cas présentées dans
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[22]. L’objectif est de placer les tâches sur les différents cœurs et de calculer le coût
total de communication de chaque approche. Le support de communication 1-D Mesh
network [107] est utilisé pour connecter les cœurs. La matrice qui présente le coût de
communication entre les cœurs selon ce type de réseau est la suivante :
Cost =
C1 C2 ⋯ Cp











0 1 ⋯ p − 1
1 0 ⋯ p − 2
⋮ ⋱ ⋱ ⋮















Les Tableaux 4.20 et 4.21 représentent le coût de communication pour chaque algorithme.
Les Figures 4.9 et 4.10 présentent des courbes comparatives qui comparent le coût de
communication de chaque approche.
4.5.2.1 Comparaison des algorithmes en augmentant le nombre de tâches
Dans un premier temps, la comparaison est effectuée en fixant le nombre de cœurs avec
une variation du nombre de tâches (Tableau 4.20). Selon la Figure 4.9, la courbe orange
représente le coût de communication en appliquant l’algorithme proposé par Govil et al.
[21] et celle en bleue indique le coût de communication après l’application de l’algorithme
proposé par Bhardwaj et al. [22]. Le coût de communication, lorsque nous appliquons
notre stratégie est représenté par la courbe grise.
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Table 4.20: Coûts de communication des trois algorithmes en augmentant le nombre
de tâches.
Nombre de tâches Algo. Bhardwaj et al. [22] Algo. Govil et al. [21] Stratégie proposée
6 101 106 90
7 135 140 112
8 169 188 135
9 224 243 201
10 251 259 222
11 319 333 290
12 365 378 345
13 401 435 375
14 465 480 450
15 502 518 472
16 522 533 500
17 545 565 523
18 576 588 552
19 591 617 550
20 620 652 592
Total 5786 6035 5409
Figure 4.9: Coût total de communication en augmentant le nombre de tâches, avec
un nombre de cœurs fixé à 4.
Les résultats expérimentaux sur notre stratégie montrent qu’elle offre 11% (6035−54096035 ∗
100) de gain de coût de communication par rapport à l’algorithme proposé par Govil et
al. [21]. Elle offre 7% (5786−54095786 ∗ 100) de gain par rapport à l’algorithme proposé par
Bhardwaj et al. [22]. L’explication tient au fait que l’algorithme de Bhardwaj et al. [22]
est une extension améliorée de celui proposé par Govil et al. [21].
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4.5.2.2 Comparaison des algorithmes en augmentant le nombre de cœurs
Nous augmentons, dans un second temps, le nombre de cœurs en fixant le nombre de
tâches (Tableau 4.21 et Figure 4.10). Les simulations montrent que notre stratégie est
meilleure par rapport à celles proposées dans [22] et [21]. Ceci est expliqué par l’efficacité
de la stratégie puisqu’elle offre plusieurs heuristiques ce qui donne plus de flexibilité au
niveau du placement.
Table 4.21: Coûts de communication des trois algorithmes en augmentant le nombre
de cœurs.
Nombre de cœurs Algo. Bhardwaj et al. [22] Algo. Govil et al. [21] Stratégie proposée
4 620 645 608
5 640 672 630
6 640 669 625
7 650 678 638
8 649 675 636
9 647 672 635
10 655 682 646
11 666 688 658
12 665 685 659
13 660 685 655
14 658 678 650
15 655 675 645
Total 7805 8104 7685
Figure 4.10: Coût total de communication en augmentant le nombre de cœurs, avec
un nombre de tâches fixé à 20.
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En mesurant le gain obtenu en terme de coût de communication, nous constatons que
notre stratégie offre un peu plus de 5% (8104−76858104 ∗100) de gain par rapport à l’algorithme
[21] et 2% (7805−76857805 ∗ 100) de gain par rapport à celui proposé par Bhardwaj et al. [22].
4.5.2.3 Comparaison des algorithmes en termes de taux de rejet de tâches
L’application des trois algorithmes peut conduire à des rejets de tâches, pour des raisons
de violation soit i) des contraintes de charge des cœurs, ii) des contraintes de charge
des liens (virtuels) de communication et iii) des contraintes d’énergie. Pour évaluer les
performances de la stratégie que nous proposons, nous évaluons donc ce critère pour les
trois algorithmes précités.
Nous exploitons le module Task − generator présenté dans le chapitre précédant pour
générer aléatoirement une application de 800 tâches. Nous indiquons ici qu’avant de
lancer la génération des tâches, nous configurons le simulateur comme suit (Tableau
4.22) :
Table 4.22: Distribution uniforme des paramètres de tâches.
Paramètre de tâche Min Max
WCET W 1 10
Période T 200 1000
Période maximale Tmax T 2*T
Après avoir généré aléatoirement une application de 800 tâches, nous appliquons les trois
algorithmes afin d’évaluer le taux de rejet des tâches pour chacun des algorithmes. La
Figure 4.11 présente le taux de rejet en fonction du nombre de cœurs. En utilisant les
mêmes couleurs des courbes, nous pouvons conclure que la stratégie proposée rejette
moins de tâches lors du placement. En d’autres termes, notre stratégie offre 62% de gain
au niveau taux de rejet de tâches par rapport à l’algorithme [21] et 59% de gain par
rapport à celui présenté dans [22]. L’explication tient au fait que notre stratégie propose
de modifier les paramètres de tâches avant de passer à la dernière étape qui est le rejet
de tâches.
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Figure 4.11: Taux de rejet de tâches en fonction du nombre des cœurs.
4.6 Conclusion
Dans ce chapitre, nous nous sommes intéressés au placement des tâches sur une archi-
tecture multi-cœurs hétérogènes. Nous avons proposé une stratégie permettant de placer
les tâches afin de minimiser la consommation énergétique du système. Notre stratégie
propose un placement de tâches qui réduit le coût de communication entre cœurs en
plaçant celles qui communiquent fréquemment sur le même cœur lorsque cela est pos-
sible. Elle propose également de réduire la distance entre ces tâches si le placement sur
le même cœur n’est pas possible. Cette stratégie engendre un gain appréciable vis-à-vis
à des critères considérés importants dans les systèmes embarqués, notamment le coût de
communication et le taux de rejet de tâches qui est de 59% par rapport à l’approche
proposée par [22]. Cette contribution est originale puisque, à notre connaissance, aucune
recherche n’a traité le cas de placement de tâches pour un système reconfigurable par
l’ajout des tâches partageant des messages, tout en respectant les contraintes temporelles
et énergétiques.
Chapitre 5
Conclusion générale et perspectives
5.1 Contexte et problématique
La conception de systèmes temps-réel embarqués se développe de plus en plus avec
l’intégration croissante de fonctionnalités critiques dans les processus industriels et ces
systèmes doivent relever de nombreux défis, en particulier celui de la minimisation de
consommation d’énergie. Dans le cas des systèmes des réseaux de capteurs sans fil qui
se rechargent périodiquement grâce à une source d’énergie renouvelable, ils doivent fonc-
tionner en continue malgré dans des périodes d’absence de source d’énergie (le soleil
dans ce cas particulier de capteurs alimentés par des panneaux solaires). Vu qu’il y a
des perturbations qui peuvent avoir lieu suite à des événements externes (conditions cli-
matiques défavorables) ou internes (surcharge d’activité), le système doit être agile et
adapter sa partie logicielle en termes de nouvelles et anciennes tâches logicielles sans
arrêter son exécution en assurant, autant que possible, un fonctionnement continu. Ceci
est un nouveau challenge dans l’industrie pour les prochaines générations de systèmes
embarqués. Ces systèmes embarqués doivent s’adapter à leur environnement par l’ajout
et/ou de suppression de tâches. Cependant, dans le cas d’ajout de tâches, des contraintes
temps-réel peuvent être violées et le système peut ne pas être faisable, i.e, non ordonnan-
çable. Dans le cas d’un système rechargeable périodiquement, la contrainte énergétique
est une contrainte supplémentaire qui doit être respectée. Le système est dit faisable en
énergie si et seulement s’il peut poursuivre son exécution jusqu’à la prochine recharge
sans épuisement de la batterie. C’est dans ce contexte que notre travail s’inscrit.
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5.2 Contributions
L’objectif principal de la thèse a donc été de proposer une stratégie de placement et d’or-
donnancement de tâches communicantes permettant d’exécuter des applications temps-
réel sur une architecture contenant des coeurs hétérogènes, en vue de gérer la quantité
d’énergie disponible dans la batterie et de garantir le fonctionnement du système jusqu’à
la prochaine recharge. Dans cette thèse, nous avons choisi d’aborder cette problématique
de façon incrémentale pour traiter progressivement les problèmes liés aux contraintes
temps-réel, énergétique et communication. Tout d’abord, nous nous intéressons plus par-
ticulièrement à l’ordonnancement des tâches pour l’architecture mono-coeur. Puis nous
l’avons étendu pour traiter le cas de l’ordonnancement pour l’architecture multi-coeurs
homogènes. Finalement, une extension de ce dernier a été réalisée afin d’arriver à l’objec-
tif principal qui est le placement et l’ordonnancement des tâches pour les architectures
hétérogènes. Notre manuscrit de thèse est composé de trois principaux chapitres :
Dans le chapitre 2, un état de l’art a été présenté sur les systèmes embarqués temps-réel
ainsi que les différents travaux traitant la problématique d’ordonnancement sur les archi-
tectures mono et multi-coeurs. Nous avons mentionné, dans ce chapitre, que l’ensemble
de nos travaux sont basés sur le modèle de tâches proposé par par Marinoni Mauro et
Buttazzo Giorgio [14] qui est caractérisé par l’élasticité des tâches et qui est très utilisé
surtout dans les systèmes temps-réel à contraintes souples [2, 7, 9, 15–20].
Les principales contributions du chapitre 3 sont :
• Proposition d’une stratégie d’ordonnancement de tâches pour les architectures
mono-cœur reconfigurables dynamiquement. Elle permet de garantir la faisabilité
du système après la violation de l’une des contraintes temps-réel et/ou énergétiques.
L’objectif de la stratégie proposée est d’assurer l’ordonnancement des tâches, sous
les contraintes précitées, en adaptant leurs temps d’exécution et leurs périodes.
• Réalisation d’un outil de simulation qui permet d’évaluer la stratégie proposée par
rapport à l’algorithme proposé par Wang et al. [2, 15]. Les résultats montrent que
la stratégie proposée permet de réduire le coût de modification des paramètres par
rapport à l’approche dans [2, 15]. En terme de gain et sur un ensemble de systèmes
générés aléatoirement, notre stratégie offre 27% de gain de coût de modification
par rapport à l’approche proposée par Wang et al. [2, 15].
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Concernant le chapitre 4, nous avons adressé la problématique du placement et d’or-
donnancement de tâches sur une architecture multi-cœurs et une nouvelle contrainte a
été traité qui est la contrainte de communication. Les principales contributions de ce
chapitre sont :
• Proposition d’une stratégie d’ordonnancement adressant les architectures multi-
cœurs homogènes. Dans cette architecture, les tâches sont ordonnancées sous les
trois contraintes suivantes : temps-réel, énergétique et communication,
• Proposition d’une extension de la stratégie précédente qui s’adresse aux architec-
tures multi-cœurs hétérogènes. Elle propose de placer et d’ordonnancer les tâches
après un événement de configuration ou de reconfiguration tout en garantissant la
faisabilité du système. Les résultats expérimentaux sur notre stratégie montrent
qu’elle offre un gain du coût de communication de 11% par rapport à la stratégie
proposée par Govil et al. [21] et de 7% par rapport à l’algorithme proposé par
Bhardwaj et al. [22]. Par ailleurs, nous avons utilisé une autre métrique de com-
paraison qui est le taux de rejet des tâches et nous avons montré que la stratégie
proposée permet de réduire le taux de rejet de 62% par rapport à l’algorithme [21]
et de 59% par rapport à celui présenté dans [22].
5.3 Perspectives
À l’issue de cette thèse, nous envisageons les perspectives suivantes :
• Amélioration de la qualité de service du système : Le cas d’un scénario de
reconfiguration qui supprime des tâches n’est pas traité dans cette thèse puisqu’il
ne viole pas le(s) contraintes du système. Bien que ce cas ne risque pas de rendre le
système non faisable, il serait intéressant d’envisager la réévaluation des paramètres
des tâches après le scénario de suppression. Autrement dit, en profitant du cas de
suppression de tâches pour améliorer la performance du système. Cela peut se faire
par la minimisation de la dégradation de qualité de services du système tout en
réévaluant les paramètres de tâches après chaque reconfiguration.
En prenant l’étude de cas RE-CONF qui est composée initialement de 4 tâches
(Section 3.3.1), après le premier scénario de reconfiguration qui a ajouté τ5 et
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τ6, le système devient non ordonnançable puisque son taux d’utilisation est égal à
1.19 > 1. Après l’application de l’heuristique A en allongeant les périodes de tâches,
le taux d’utilisation a été baissé à une valeur inférieure à 1 et le système redevient
ordonnançable.
Maintenant, nous supposons que le système subit une deuxième reconfiguration
qui supprime deux tâches (disons τ5 et τ6), le système revient donc à son état
initial qui est faisable, mais les caractéristiques de tâches restent modifiées. En
effet, dans certains cas particuliers, on peut avoir un système faisable dégradé alors
qu’il peut être faisable mais non dégradé si on réévalue les caractéristiques de ses
tâches. Conséquemment, un axe d’amélioration de la qualité de service consisterait
à réévaluer les paramètres de tâches après chaque scénario de reconfiguration.
• Implémentation dans un OS : Les travaux de recherche futurs reposent sur l’in-
tégration des stratégies développées dans les chapitres 3 et 4 dans un OS comme
TinyOS [6, 108] qui est un système d’exploitation gratuit et open-source dédié
aux capteurs. Les applications pour TinyOS sont écrites en nesC [109] (Network
Embedded System C), une extension de C. Nos stratégies peuvent être également
intégrées au sein du middleware reconfigurable développé par Khemaissia Imène
[29]. Il est basé sur la plate-forme OSEK/VDX et est capable de supporter la re-
configuration des tâches élastiques. Dans tous les cas, pour être applicable, notre
méthodologie devrait avoir accès à l’information du niveau d’énergie dans la bat-
terie et cela peut se faire en développant un module logiciel s’interfaçant avec le
matériel pour lui fournir cette information.
• Prise en compte des tâches apériodiques : Dans ce travail, nous n’avons
traité que le cas des tâches périodiques. Bien que la majorité des applications
temps-réel soient composées de tâches périodiques, il serait intéressant d’étudier le
comportement de nos approches en prenant en compte les tâches apériodiques afin
de répondre à tous les besoins des concepteurs d’applications temps-réel. Pour les
systèmes de sécurité, certaines tâches apériodiques peuvent être critiques (comme
les alarmes) et le système se doit de fournir les solutions qui garantissent également
les contraintes pour ce genre de tâches.
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• Réalisation pratique de la partie frame-packing au niveau du support
de communication : Après avoir testé théoriquement la faisabilité du support
de communication, il serait intéressant d’étendre ce travail pour réaliser la frag-
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