Abstract. Let S be a smooth irreducible curve defined over a number field k and consider an abelian scheme A over S and a curve C inside A, both defined over k. In previous works, we proved that when A is a fibered product of elliptic schemes, if C is not contained in a proper subgroup scheme of A, then it contains at most finitely many points that belong to a flat subgroup scheme of codimension at least 2. In this article, we continue our investigation and settle the crucial case of powers of simple abelian schemes of relative dimension g ≥ 2. This, combined with the above mentioned result and work by Habegger and Pila, gives the statement for general abelian schemes. These results have applications in the study of solvability of almost-Pell equations in polynomials.
Introduction
Fix a number field k and a smooth irreducible curve S defined over k. We consider an abelian scheme A over S of relative dimension g ≥ 2. This means that for each s ∈ S(C) we have an abelian variety A s of dimension g defined over k(s). Let C be an irreducible curve in A also defined over k and not contained in a proper subgroup scheme of A. A component of a subgroup scheme of A is either a component of an algebraic subgroup of a fiber or it dominates the base curve S. A subgroup scheme whose irreducible components are all of the latter kind is called flat.
In the previous works [BC16] and [BC17] we proved that the intersection of C with the union of all flat subgroup schemes of A of codimension at least 2 is finite, when A is a fibered product of elliptic schemes. In case A is isotrivial, then the same fact was proved by Habegger and Pila [HP16] for any abelian variety defined over the algebraic numbers. In this article we generalize the result of [BC16] to fibered powers of simple abelian schemes and deduce from it and from [HP16] , [BC16] and [BC17] the following result for any abelian scheme. Theorem 1.1. Let k and S be as above. Let A → S be an abelian scheme and C be an irreducible curve in A not contained in a proper subgroup scheme of A. Suppose that A and C are defined over k. Then, the intersection of C with the union of all flat subgroup schemes of A of codimension at least 2 is a finite set.
The above theorem is a consequence of Conjecture 6.1 of [Pin05] but it does not imply the same statement for a curve in an abelian scheme. Indeed, in this conjecture, Pink considers subgroups of the fibers and these might not come from flat subgroups schemes for fibers with a larger endomorphism ring. To the authors' knowledge, Conjecture 6.1 of [Pin05] (for the non-isotrivial case) has been settled only in the case of a curve in a fibered power of an elliptic scheme when everything is defined over Q (see [Bar17] ), and for a curve, even defined over C, in an abelian surface scheme (see [CMZ17] and the earlier works [MZ12] , [MZ14] and [MZ15] ). Note that in this last case codimension 2 algebraic subgroups of the fibers are torsion subgroups and they automatically come from flat subgroup schemes. Therefore, Theorem 1.1 for A of relative dimension 2, proved by Masser and Zannier in [MZ15] , implies Pink's conjecture for a curve in an abelian surface scheme.
As mentioned above, we deduce Theorem 1.1 from a work of Pila and Habegger, previous works of the authors and a new theorem which is the main result of this article. In the latter we consider a simple non-isotrivial abelian scheme B → S of relative dimension ≥ 2 and an irreducible curve C in its n-fold fibered power, not contained in a fixed fiber. This defines n points P 1 , . . . , P n ∈ B η (k(C)), where B η is the generic fiber of B. We suppose they are independent over R, the endomorphism ring of the generic fiber, i.e. the curve is not contained in a proper flat subgroup scheme of the ambient abelian scheme. The theorem says that there are at most finitely many points on C such that P 1 , . . . , P n become R-dependent after specialization.
The proof of such result follows the now well-established Pila-Zannier strategy. Namely, we consider the abelian logarithms of the P i and their real coordinates in a basis for the period lattice of our abelian scheme. Then, the image of C is subanalytic surface Z and points of C for which the P i become dependent correspond to points on this surface lying on linear subvarieties with coefficients related to the coefficients of the relations between the P i . A refinement of the Pila-Wilkie Theorem due to Habegger and Pila gives an upper bound for the number of points of Z lying on subspaces of the special form mentioned above and rational coefficients of height at most T of order T ǫ , for arbitrary ǫ > 0, provided our abelian logarithms are algebraically independent over the field generated by the period basis. This is ensured by a result of Bertrand. Now, to conclude the proof, we use works of David, Masser-Wüstholz, Pazuki and Silverman (who gives a bound on the height of the points on C we are considering) to show that the number of points on Z considered above is of order at least T δ for some δ > 0. Comparing the two estimates leads to an upper bound for T and thus for the coefficients of the relation between the P i , concluding the proof.
As an application of Theorem 1.1, we shall now discuss a function field variant of the classical Pell equation. As it is commonly known, this is an equation of the form A 2 −DB 2 = 1, to be solved in integers A, B = 0, where D is a positive integer. It is a theorem of Lagrange that such an equation is non-trivially solvable if and only if D is not a perfect square.
To obtain a polynomial analogue, we replace Z with K[X], for K a field to be specified later. For D = D(X) ∈ K[X], of even degree 2d > 0, one looks for solutions of
where A(X), B(X) ∈ K[X], B = 0. For a survey on Pell equation in polynomials see [Zan14] . The matter in the polynomial case is more complicated, and depends heavily on the choice of the field K. In this paper, we consider fields of characteristic 0 and we call Pellian the polynomials D(X) such that the associated Pell equation has a non-trivial solution in K[X]. Moreover, we will always assume that D is squarefree.
A necessary condition for D(X) to be Pellian is that D(X) is not a square and has positive even degree 2d. However, unlike in the classical case, these conditions are also sufficient only if D has degree 2. For higher degrees there are examples of polynomials satisfying this necessary conditions but are not Pellian. Indeed, the problem translates to investigating whether a certain point has finite or infinite order in the Jacobian of the hyperelliptic curve Y 2 = D(X). For instance, as noted by Masser and Zannier in [MZ15] , the polynomial X 4 + X + t 0 , for t 0 ∈ C, is Pellian (over C) if and only if the point (0, 1) is torsion on the elliptic curve of equation y 2 = x 3 − 4t 0 x + 1. This implies that the polynomial is Pellian for countably many complex values t 0 , which in turn must be algebraic numbers and have bounded height by a theorem of Silverman [Sil83] .
As an application of their main result, Masser and Zannier investigated the problem for the one-dimensional family D t (X) = X 6 + X + t. Clearly, if the family were identically Pellian, then D t 0 would be Pellian for every specialization t 0 ∈ C. It can be proved that this family is not identically Pellian but there are values of the parameter t 0 ∈ C such that the specialized equation has a non-trivial solution. For example, for t = 0, one has
In [MZ15] they proved that there are at most finitely many complex t 0 for which the polynomial X 6 + X + t 0 is Pellian. There is nothing special about the family X 6 + X + t and in fact the result is true for any non-identically Pellian squarefree D ∈ Q(t)[X], of even degree at least 6 and such that the Jacobian of the hyperelliptic curve Y 2 = D(X) does not contain a one-dimensional abelian subvariety, as proved by the same authors in [MZ18] . Related results for non-squarefree D appear in [BMPZ11] and [Sch17] . In this case, one must consider the generalized Jacobian of the singular curve Y 2 = D(X).
In the same paper, Masser and Zannier also studied equations of the form
They proved that there are infinitely many complex t 0 for which there exist A and non-constant B in C[X] and c ′ = 0, c in C satisfying the above equation. If one instead fixes c ′ and c, finiteness is expected to hold. We are going to prove that it follows from our main result.
More generally, we consider a squarefree polynomial D(X) ∈ K[X] of degree 2d > 2 and a non-zero polynomial F (X) ∈ K[X] of degree m. We are interested in the non-trivial solutions of the "almost-Pell equation", i.e.,
where A, B ∈ K[X], B = 0. We call a possible solution with B = 0 trivial. Note that this can only happen if F is a square. Let S be a smooth irreducible curve defined over a number field k and K be its function field k(S). As before, if the equation (1.1) is identically solvable (over K), then it will remain solvable after specialization at every point s 0 ∈ S(C) except possibly for a Zariski-closed proper subset and the solutions will be nothing but the specializations of a general solution. On the other hand, if it is not identically solvable, then we can still have points s 0 ∈ S(C) such that the specialized equation
has a solution A, B in C[X] with B = 0, where we denote by D s 0 and F s 0 the polynomials in k(s 0 )[X] obtained specializing the coefficients of D and F in s 0 . Again, the existence of a non-trivial solution translates to the existence of certain relations between particular points on the Jacobian J D of the hyperelliptic curve defined by Y 2 = D(X). Our Theorem 1.1 allows us to deduce the following result. Theorem 1.2. Let S be as above, K = k(S) and let D, F ∈ K[X] be non-zero polynomials. Assume that D is squarefree and has even degree at least 6 and that J D contains no onedimensional abelian subvariety. Then, if the equation
, there are at most finitely many s 0 ∈ S(C) such that the specialized equation
Let us see an example. For details and more examples we refer to Section 10. We consider the family defined by D t (X) = (X − t)(X 7 − X 3 − 1) and F (X) = 4X + 1. The Jacobian of the hyperelliptic curve Y 2 = D t (X) is identically simple, so in particular it does not contain any one-dimensional abelian subvariety. It can be shown that the equation A 2 − D t B 2 = F has no solutions in Q(t) [X] . Then, by Theorem 1.2, there are at most finitely many t 0 ∈ C such that the specialized equation A 2 − D t 0 B 2 = F has a solution A, B ∈ C[X], B = 0. For example, for t 0 = 0, one has (2X 4 + 1) 2 − X(X 7 − X 3 − 1)2 2 = 4X + 1.
Reduction to powers of simple abelian schemes
In this section, we use Poincaré Reducibility Theorem to reduce Theorem 1.1 to four cases. Three of them have been dealt with in earlier works of the authors [BC16] , [BC17] and in the work of Habegger and Pila [HP16] , while the fourth is considered in Theorem 2.4 below. Part of this section is inspired by [Hab13] .
We recall our setting. We have an abelian scheme A over a smooth irreducible curve S and everything is defined over Q. We call π : A → S the structural morphism. In view of our result we are always allowed to replace S by a non-empty open subset and we tacitly do so. This allows us to pass from an abelian variety defined over a function field of a curve to the corresponding abelian scheme over (a non-empty open subset of) the curve.
We recall that a subgroup scheme G of A is a closed subvariety, possibly reducible, which contains the image of the zero section S → A, is mapped to itself by the inversion morphism and such that the image of G × S G under the addition morphism is in G. A subgroup scheme G is called flat if π | G : G → S is flat. By [Har77] , Proposition III.9.7, as S has dimension 1, this is equivalent to ask that all irreducible components of G dominate the base curve S.
Let l : S ′ → S be a finite cover of S where S ′ is again irreducible and smooth. Suppose we have the following commutative diagram (2.1)
where A ′ is an abelian scheme and f is finite, flat and images and preimages of flat subgroup schemes are flat subgroup schemes. We have the following two lemmas.
Lemma 2.1. Let C be as in the hypotheses of Theorem 1.1. Then, any irreducible component of f −1 (C) is a curve that dominates S ′ . Moreover, if Theorem 1.1 holds for every irreducible component of f −1 (C) in A ′ then it holds for C in A.
Proof. By Corollary III.9.6 of [Har77] , we have that if X ⊆ A is an irreducible variety dominating S, each component of f −1 (X) is a variety of the same dimension dominating S, because f is finite and flat. The second claim follows form the assumption that images and preimages of flat subgroup schemes are flat subgroup schemes.
Lemma 2.2. Consider the diagram (2.1) above with A ′ = A × S S ′ and f the projection on A. Then, f is finite and flat and images and preimages of flat subgroup schemes are flat subgroup schemes.
Proof. First, we see that f is flat because it is the product of two flat morphisms A → A and S ′ → S (see [Liu02] Proposition 4.3.3). Since A and A ′ have the same dimension, by [Har77] Corollary III.9.6, it follows that f is quasi-finite. It is also proper (see [Har77] , Corollary II.4.8 (c)) and therefore f is finite. One can easily check that images and preimages of subgroups schemes are subgroup schemes. The flatness is preserved because f is flat.
The above lemmas imply that, while proving Theorem 1.1, we are allowed to perform finite base changes. Now, consider the generic fiber A η of A as an abelian variety defined over k(S). It is well known that every abelian variety is isogenous to a product of simple abelian varieties, see for instance [HS00] , Corollary A.5.1.8. Therefore there are (geometrically) simple B 1 , . . . , B m pairwise non-isogenous abelian varieties, such that A η is isogenous to A ′ := i B n i i . Note that A ′ and the isogeny might be defined over a finite extension of k(S). In any case this has the shape k(S ′ ) for some irreducible, non-singular curve S ′ covering S. By the above lemmas we can suppose S ′ = S. The abelian varieties B i will extend to abelian schemes B i → S and we define A ′ to be the fibered product over S of the n i -th fibered powers of the B i . Its generic fiber will then be A ′ . Now, since every abelian scheme is a Néron model of its generic fiber (see [BLR90] Proposition 8, p. 15), there exists a map f : A ′ → A extending the isogeny A ′ η → A η . We want to prove that this fits in a diagram like (2.1) above, with S ′ = S and l = id S .
We first show that f is finite and flat. Since f η : A ′ η → A η is an isogeny, we know there exists an isogeny g η : A η → A ′ η such that, for some positive integer d, the compositions f η • g η and g η • f η are the multiplication-by-d endomorphisms on A η and A ′ η , respectively. Now, such morphisms uniquely extend to the multiplication-by-d maps (which we just indicate by d) on the whole schemes. Therefore, for all s ∈ S, we have that f s • g s and g s • f s are finite surjective morphisms and so f s is a finite and surjective morphism between non-singular varieties. Moreover, by [Har77] , Exercise III.9.3, f s is flat and by [BLR90] , Proposition 2, p. 52, also f must be flat. Now, Corollary III.9.6 of [Har77] implies that f must be quasifinite. It is also proper because A ′ → A → S is proper and therefore f is finite (see [Har77] , Corollary II.4.8).
Finally, since all f s are isogenies, the map f must respect the group law of A ′ and A. Therefore, images and preimages of subgroup schemes are still subgroup schemes. As before, the flatness is preserved because f is flat.
After these considerations, we can apply Lemma 2.1 and we are reduced to proving Theorem 1.1 for products of simple abelian schemes.
We are now going to describe flat subgroup schemes of A, which is a fibered product A 1 × S · · · × S A m where A i is the n i -th fibered power of B i and B 1 , . . . , B m are abelian schemes whose generic fibers are pairwise non-isogenous (geometrically) simple abelian varieties. Moreover we let R i be the endomorphism ring of B i .
Fix i 0 , with 1 ≤ i 0 ≤ m. For every a = (a 1 , . . . , a
we have a morphism
We identify the elements of R
with the morphisms they define. The fibered product a 1 × S · · · × S a r , for a 1 , . . . , a r ∈ R n i 0 i 0 defines a morphism A i 0 → A ′′ over S where A ′′ is the r-fold fibered power of B i 0 . Therefore, square matrices with entries in R i 0 and appropriate size will define endomorphisms of A i 0 . Finally, we can take the fibered product of such endomorphisms to obtain an endomorphism of A which will be represented by an m-tuple in Mat n i (R i ). These tuples form a ring which we call R.
If α ∈ R, the kernel of α, indicates the fibered product of α : A → A with the zero section S → A. We will denote it by ker α and we will consider it as a closed subscheme of A. Let g i be the relative dimension of B i over S. If α = (α 1 , . . . , α m ) ∈ R, we define the rank r(α) of α to be the rank(α i )g i .
Lemma 2.3. Let G be a flat subgroup scheme of A of codimension d. Then, there exists an α ∈ R of rank d such that G ⊆ ker α and, for any α of rank d, ker α is a flat subgroup scheme of codimension d.
Proof. The lemma can be proved following the line of the proof of Lemma 2.5 of [Hab13] . The fact that there is an s ∈ S(C) whose endomorphism ring is exactly R follows from Corollary 1.5 of [Noo95] .
From this lemma we can deduce that each flat subgroup scheme of A is contained in a flat subgroup scheme of the same dimension and of the form
where, for every i = 1, . . . , m, G i is a flat subgroup scheme of A i . Now, we are interested in flat subgroup schemes of codimension at least 2. If g i 0 ≥ 2, then any proper flat subgroup scheme of A i 0 has codimension at least 2. This implies that any flat subgroup scheme of A of codimension at least 2 is contained in a G as above where all G i = A i except for one index i 0 or two indexes i 1 , i 2 with g i 1 = g i 2 = 1. It is then clear that, by projecting on the factors, we only need to prove our Theorem 1.1 in the following cases:
(1) A is isotrivial, i.e., it is isomorphic to a constant abelian variety after a finite base change; (2) A is not isotrivial, m = 1 and g 1 = 1; (3) A is not isotrivial, m = 2 and g 1 = g 2 = 1; (4) A is not isotrivial, m = 1 and g 1 ≥ 2.
In the first three cases the statement of Theorem 1.1 follows respectively from (1) the work of Habegger and Pila [HP16] ; (2) Theorem 2.1 of [BC16] ; (3) Theorem 1.3 of [BC17] .
In case (4), we have a non-isotrivial abelian scheme A → S which is the n-th fold fibered power of a simple abelian scheme B of relative dimension at least 2. The generic fiber B η can be considered as an abelian variety defined over the function field k(S). As above, π indicates the structural morphism A → S. Now, our non-singular irreducible curve C in A, also defined over k, defines a point in A η (k(C)) or, equivalently, n points P 1 , . . . , P n ∈ B η (k(C)), while for any c ∈ C(C) we have a specialized point of A π(c) (k(c)) or n points P 1 (c), . . . , P n (c) ∈ B π(c) (k(c)).
Let R be the endomorphism ring of B η . Note that this might be defined over a finite extension of k(S), rather than over k(S) itself. Every element of R specializes to an element of End(B s ) and this specialization map is injective, at least outside a finite number of points of S (see [Mas96] , p. 463). For our purposes we can suppose that there are no such points in S. By abuse of notation we indicate by R the specializations of End(B η ). Note that for some s one may have R End(B s ).
The points P 1 , . . . , P n defined by C might or might not satisfy one or more relations of the form
for some ρ 1 , . . . , ρ n ∈ R, not all zero, where O is the origin of B η . If they do, then clearly the same relations hold for all specializations P 1 (c), . . . , P n (c). On the other hand, for a specific c, some new relations might arise, with coefficients in R or in the possibly larger End B π(c) .
As we have seen above, flat subgroup schemes correspond to relations over R so we consider the case in which no generic relation holds and prove that there are at most finitely many specializations such that the points satisfy a relation with coefficients in R.
The following theorem deals with case (4) and completes the proof of Theorem 1.1.
Theorem 2.4. Let A → S and C be as above. Suppose that the points P 1 , . . . , P n defined by C are R-independent and that C is not contained in a fixed fiber. Then, there are at most finitely many c ∈ C(C) such that there exist ρ 1 , . . . , ρ n ∈ R, not all zero, with
on B π(c) .
In case n = 1 then one has a single point which is not generically torsion. There are at most finitely many specializations such that the point is torsion. This was proved for g = 2 by Masser and Zannier in [MZ15] and jointly with Corvaja in [CMZ17] for arbitrary g when everything is defined over C.
It is easy to see that Theorem 2.4 allows us to deduce Theorem 1.1 in case (4). Indeed, by Lemma 2.3, a point c is contained in a flat subgroup scheme of codimension ≥ 2 if and only if there is a non-trivial R-relation between P 1 (c), . . . , P n (c) and C is not contained in a proper subgroup scheme if and only if it is not contained in a fixed fiber and P 1 , . . . , P n are generically R-independent. This concludes the proof of Theorem 1.1.
O-minimality and point counting
For the basic properties of o-minimal structures we refer to [Dri98] and [DM96] . Given a structure S, we say that S ⊆ R N is a definable set if S ∈ S N . Let U ⊆ R M +N and let π 1 and π 2 be the projection maps on the first M and on the last N coordinates, respectively. Now, for t 0 ∈ π 1 (U ), we set U t 0 = {x ∈ R N : (t 0 , x) ∈ U } and call U a family of subsets of R N , while U t 0 is called the fiber of U above t 0 . If U is a definable set, then we call it a definable family and one can see that the fibers U t 0 are definable sets too. Let S ⊆ R N and f : S → R M be a function. We call f a definable function if its graph (x, y) ∈ S × R M : y = f (x) is a definable set. It is not hard to see that images and preimages of definable sets via definable functions are still definable.
There are many examples of o-minimal structures, see [DM96] . In this article we are interested in the structure of globally subanalytic sets, usually denoted by R an . We are not going to pause on details about this structure because it is enough for us to know that if D ⊆ R N is a compact definable set, I is an open neighbourhood of D and f : I → R M is an analytic function then f (D) is definable in R an . The fact that R an is o-minimal follows from the work of Gabrielov [Gab68] . . Let U be a definable family. There exists a positive integer γ such that each fiber of U has at most γ connected components.
We now need to define the height of a rational point. The height used in [HP16] is not the usual projective Weil height, but a coordinatewise affine height. If a/b is a rational number written in lowest terms, then H(a/b) = max{|a|, |b|} and, for an N -tuple (α 1 , . . . , α N ) ∈ Q N , we set H(α 1 , . . . , α N ) = max H(α i ). For a family Z of R M +N and a positive real number T we define
We let π 1 and π 2 be the projection maps from Z to the first M and last N coordinates respectively. The following follows from Corollary 7.2 of [HP16] . 
Abelian integrals and periods
In this section we give some definitions and facts about abelian integrals and periods. These will be used to define the set we will apply Proposition 3.3 to. For more details we refer to the Appendix of [BP10] .
We remove from C the singular points and the ramified points of π | C . We call C what is left. Note that we eliminated finitely many algebraic points and thus we can suppose they are defined over k. Moreover, we set K = k(C). Now, let c * ∈ C and consider a small neighbourhood N c * of c * in C, mapping injectively to S via π. Let D c * be a subset of π(N c * ) containing π(c * ) and analytically isomorphic to a closed disc.
Our simple abelian scheme B → S defines an analytic family B an of Lie groups over the Riemann surface S an and its relative Lie algebra (Lie B)/S defines an analytic vector bundle Lie B an over S an , of rank g. Over D c * we have a local system of periods Π B of B an /D c * given by the kernel of the exponential exact sequence
Since D c * is simply connected, we can choose 2g holomorphic functions ω 1 , . . . , ω 2g : D c * → C g such that, for every λ ∈ D c * , we have that ω 1 (λ), . . . , ω 2g (λ) is a basis for the period lattice Π B λ . Moreover, our points P 1 , . . . , P n correspond to regular sections D c * → B an and we can define holomorphic functions z 1 , . . . , z n :
The following Lemma is a consequence of work of Bertrand [Ber11] .
Lemma 4.1. Let F = K(ω 1 , . . . , ω 2g ). Under the hypotheses of Theorem 2.4 we have
Proof. This is special case of Theorem 4.1 of [Ber11] (see also [Ber09] ) with x = (z 1 , . . . , z n ) and y = (P 1 , . . . , P n ). Indeed, we have no constant part and y is non-degenerate since there is no relation among the P i . Finally, we can choose F as base field because of Theorem 4.3.
Points lying on rational linear varieties
As before, we denote by C the points of C which are not singular nor ramified points of π | C . Fix a c * ∈ C, and, as in the previous section, consider N c * , a small neighbourhood of c * , mapping injectively to S via π. Moreover, let D c * be a subset of π(N c * ) containing π(c * ) and analytically isomorphic to a closed disc. For the rest of this section we suppress the dependence on these data in the notation. Every constant will anyway depend on the choices of them.
Let ϕ 1 , . . . , ϕ r be generators of R as a Z-module. Suppose that, for a λ 0 ∈ D, there are ρ 1 , . . . , ρ n with
on B λ 0 , and
for some integers a i,j . Then we have
For T ≥ 1 we define D(T ) = {λ 0 ∈ D : (5.1) holds for some a i,j ∈ Z rn \ {0} and |a i,j | ≤ T }.
In this section and in the following ones we use Vinogradov's ≪ notation: for two real valued functions f and g we write f ≪ g if there exist a positive constant c so that f ≤ cg. At the beginning of each section we specify what these implied constants depend on. Any further dependence is denoted by an index. Here they depend on C, D, and the choice of generators of R.
Proposition 5.1. Under the hypotheses of Theorem 2.4, for every ǫ > 0, we have |D(T )| ≪ ǫ T ǫ , for every T ≥ 1.
To prove this Proposition we need some preliminary lemmas. First of all, note that each endomorphism ϕ j for j = 1, . . . , r is represented by a square matrix A j of dimension g, i.e., if, for every i = 1, . . . , n, we set w i,j = A j z i , then exp B λ 0 (w i,j (λ 0 )) = ϕ j P i (λ 0 ), for all λ 0 ∈ D. We need to know more about the entries of these matrices.
Lemma 5.2. Any matrix M associated to an endomorphism of B η has entries in the field C(ω 1 , . . . , ω 2g ).
Proof. We know that M has entries which are holomorphic over D and that, for all h = 1, . . . , 2g, we have M ω h = 2g h ′ =1 c h ′ ,h ω h ′ , for some c h ′ ,h . These must take integer values on all D and are therefore fixed and independent of λ. We call N = (c h ′ ,h ) ∈ M 2g (Z) and set
with N p,q ∈ M g (Z). Moreover we see the ω h as column vectors and set Ω 1 = (ω 1 , . . . , ω g ) and Ω 2 = (ω g+1 , . . . , ω 2g ). We have
Now, we can suppose that ω 1 , . . . , ω g are linearly independent over C and therefore that Ω 1 is invertible. We then have
1 , and we get our claim.
Note that (5.1) implies that
Recall that D is a subset of S(C) analytically isomorphic to a closed disc. We now identify it with a closed disc in R 2 . On a small neighborhood I of D we can define 2g · nr real analytic functions u h i,j by the equations
and their complex conjugates
Therefore the u h i,j are real-valued. We then define the function
This is a real analytic function and Z = Θ(D) is a subanalytic set in (R nr ) 2g , therefore definable in the o-minimal structure R an . Now, if λ 0 ∈ D(T ), there exist 2g integers b 1 , . . . , b 2g with
Since the ω h (λ 0 ) are R-linearly independent, we have
We now consider (u h i,j ) as real coordinates on Z. Now, for T ≥ 1 we define
Lemma 5.3. For every choice of a i,j , b h ∈ R, not all zero, the subset of Z for which (5.3) holds is finite.
Proof. By contradiction suppose that the subset of Z of points satisfying (5.3) for some choice of coefficients is infinite. This would imply that there exists an infinite set
Since this relation holds on a set with an accumulation point, it must hold on the whole D (see Ch. III, Theorem 1.2 (ii) of [Lan85] ), contradicting Lemma 4.1.
Lemma 5.4. Under the above hypotheses, for every ǫ > 0, we have |Z(T )| ≪ ǫ T ǫ , for every T ≥ 1.
and recall (3.1). We denote by π 1 the projection on the first rn + 2g coordinates and by π 2 the projection onto Z. Then, we have Z(T ) ⊆ π 2 (W ∼ (Q, T )) and therefore 
Thus, recalling that the α i,j cannot all be 0, we have g algebraic relations among the α i,j , β h , z i over F = C(ω 1 , . . . , ω 2g ). Then, on D ′ , and therefore on the whole D, the nr + 2g + ng functions α i,j , β h , z i satisfy nr + 2g − 1 + g independent algebraic relations over F . Thus, since by assumption g > 1, we have tr.deg. F F (z 1 , . . . , z n ) ≤ ng − g + 1 < ng, contradicting Lemma 4.1, and proving the claim.
Proof of Proposition 5.1. Since the ω h are R-linearly independent, if λ 0 ∈ D satisfies (5.1), then the equations (5.3) hold for Θ(λ 0 ) for some integers b 1 , . . . , b 2g . Now, since D is a compact subset of R 2 , each z i (D) is bounded and therefore, if z 1 (λ 0 ), . . . , z n (λ 0 ), ω 1 (λ 0 ), . . . , ω 2g (λ 0 ) satisfy (5.2), then |b 1 |, . . . , |b 2g | are also bounded in terms of the |a i,j | and thus of T . Therefore, Θ(λ 0 ) ∈ Z(γ 1 T ) for some γ 1 independent of T . Now, using Proposition 3.2, Lemma 5.3 and the fact that Θ is a definable function, we see that there exists a γ 2 such that, for any choice of a i,j and b h , there are at most γ 2 elements λ 0 in D such that z 1 (λ 0 ), . . . , z n (λ 0 ), 
Relations on a fixed abelian variety

Let G be an abelian variety of dimension g defined over a number field L and let T (G) be its tangent space at the origin. The Néron-Severi group NS(G) of G can be identified with the group of Riemann forms on T (G) × T (G). The degree deg H of an element H of NS(G) is defined to be the determinant of the imaginary part Im(H) of H on the period lattice Λ(G)
of G. Suppose we are given an ample symmetric divisor D on G with corresponding Riemann form H D on T (G) × T (G) of some degree l. In this section, the implied constants will depend on l and g.
We indicate by h F (G) the stable Faltings height of G taken with respect to a sufficiently large field extension of L so that G has at least semistable reduction everywhere. Moreover, the divisor D induces a Néron-Tate height h D on G.
This is a sublattice of Z m of some positive rank r. We want to show that L(P 1 , . . . , P m ) has a set of generators with small max norm |a| = max{|a 1 |, . . . , |a m |}.
Proposition 6.1. Under the above hypotheses, there are generators a 1 , . . . , a r of the lattice L(Q 1 , . . . , Q m ) with
We need a few auxiliary results in order to prove the above lemma. First, we need to associate G to a principally polarized abelian variety.
Let S g be the Siegel space of g × g symmetric matrices of positive definite imaginary part. Let τ ∈ S g and set Λ = Z g + Z g τ . The analytic space C g /Λ embeds in some projective space P N via a function z → Θ τ (z) whose coordinates are given in (1), p. 510 of [Dav93] . The image of such function is an abelian variety A(τ ) which is principally polarized with associated Riemann form H τ defined by τ . In case A(τ ) is defined over a number field we indicate by h Hτ the Néron-Tate height relative to H τ or, more precisely, to the ample symmetric divisor D Hτ associated to H τ .
Moreover, if τ is such that Θ τ (0) ∈ P N (Q) we indicate by h Θ (A(τ )) the Weil height of the point Θ τ (0) and call it the Theta-height of A(τ ). The following lemma is a consequence of Corollary 1.3 of [Paz12] .
Lemma 6.2. Suppose A(τ ) is defined over a number field. There are positive constants γ 4 , γ 5 , γ 6 , γ 7 and γ 8 , depending only on g, such that
We need a result of Masser and Wüstholz from [MW93] . This explains how to associate an A(τ ) to any abelian variety via an isogeny.
Let H be a Riemann form on G. If G ′ is an abelian subvariety of G, because of Lemma 1.1 of [MW93] , we can take
as a definition of the degree deg H G ′ of G ′ with respect to H, where Λ( The following lemma associates an A(τ ) to any abelian variety G via an isogeny.
Lemma 6.3 ([MW93], Lemma 4.3)
. Suppose G is an abelian variety of dimension g defined over L and let H be a positive definite element of NS(G) of degree δ. Then there exist τ ∈ S g and an isogeny f from G to A(τ ) of degree √ δ with f * H τ = H. Further, A(τ ) is defined over an extension of L of relative degree ≪ δ g .
The following theorem of David gives the core of the proof of Proposition 6.1.
Theorem 6.4 ([Dav93], Théorème 1.4).
Suppose that A(τ ) is defined over a number field L of degree κ ≥ 2 and set h = max{1, h Θ (A(τ ))}. There are two positive constants γ 9 , γ 10 , depending only on g, such that any P ∈ A(τ )(L) satisfies one of the following two properties:
(1) there exists an abelian subvariety B of A(τ ), with B = A(τ ), of degree at most
such that P has order at most
Here · denotes the sup norm on the space on g × g matrices with its canonical basis.
Note that Imτ ≥ √ 3/2. Therefore, we can and do ignore that factor in applying Theorem 6.4.
We are now ready to prove the following lemma.
Lemma 6.5. Suppose that G is defined over a number field L of degree κ ≥ 2 and let D be an ample symmetric divisor on G corresponding to a Riemann form H D of degree l. Then, for every non-torsion P ∈ G(L) we have
for some positive γ 11 , γ 12 , γ 13 , γ 14 depending only on g and l and independent of G, L, κ and D.
Proof. First, let us apply Lemma 6.3 and 6.2 to associate an A(τ ) to G. We have an isogeny f of degree √ l between G and A(τ ) with f * H τ = H D and everything is defined over an extension of L of degree ≪ l g . Therefore we can reduce to proving the bounds for Q = f (P ) because isogenies change the order of a torsion point, the Néron-Tate height of a point and the Faltings height of the abelian variety by bounded factors depending (polynomially) only on their degree, see [HS00] , Theorem B.5.6 and [MW93], (7.2) on p. 436.
We proceed by induction on the dimension g of A(τ ). For g = 1, there is no proper non-zero abelian subvariety of an elliptic curve, therefore if Q is not torsion it must satisfy the height inequality in (2) of Theorem 6.4. If Q ∈ A(τ )(K) tor , then (1) is true with B = 0 and the claim follows from Lemma 6.2. Now suppose g > 1. If Q is non-torsion and satisfies the inequality in (2) or if Q has finite order and B = 0 we are done. If this is not the case, then (1) must hold with B of positive dimension. Therefore, there is some positive integer e with
such that eQ lies in B, a proper non-zero abelian subvariety of A(τ ) of degree
In both cases, if we find lower bounds of the form (6.2) and (6.3) for eQ, then we are done as, by standard properties of the Néron-Tate height, we have
and the order of Q is at most e times the order of eQ. As before, we consider the Riemann form H τ associated to τ as an element of NS(A(τ )). By restricting H τ to B we get an element of NS(B) of degree ∆ 2 /(dim B!) 2 . Now we use Lemma 6.3. Suppose B has dimension g ′ . Then, there exist ν ∈ S g ′ and an isogeny f ′ from
If eQ has infinite order, by Theorem B.5.6 (d) of [HS00] and the inductive hypothesis and we have h Hτ (eQ) = h Hν (f ′ (eQ)) ≫ κ∆
On the other hand, if eQ is torsion, then its order is bounded by the order of f ′ (eQ) times the degree of f ′ . Therefore, by the inductive hypothesis we have that f ′ (eQ) has order at most
To conclude, we want to bound h F (A ′ (ν)) with a polynomial in h F (A(τ )) and ∆. Since A ′ (ν) and B are isogenous we have, by (7.2) on p. 436 of [MW93] ,
By Lemma 1.4 of [MW93] , there is an isogeny of degree at most (∆/g ′ !) 2 from B × B ⊥ to A(τ ), where B ⊥ is the abelian subvariety of A(τ ) orthogonal to B with respect to the Riemann form H τ . The dual isogeny from A(τ ) to B × B ⊥ has degree at most (∆/g ′ !) 4g−2 (see [HS00] , Remark A.5.1.6). Combining this with (7.2) on p. 436 of [MW93] , we have
We can forget about the term h F (B ⊥ ) since there exists a lower bound for the value of the Faltings height which depends only on the dimension (see remark 1.4 in [Paz12] ). Finally, we obtain the claim combining these last two estimates and (6.4).
We are now ready to prove Proposition 6.1. Suppose first that the points Q 1 , . . . , Q m are all torsion. The result easily follows from Lemma 6.5. Now suppose not all points are torsion. Then, by Theorem A of [Mas88] , we have
, where ω is the cardinality of G(L) tor , η = inf h Hτ (P ) for P ∈ G(L) \ G(L) tor , and recall that q is an upper bound for the height of the Q i . Again, the claim follows from Lemma 6.5.
Proof of Theorem 2.4
First, we reduce to the case in which B is principally polarized. By Corollary 1 on p. 234 of [Mum70] , our B η is isogenous to a principally polarized B ′ η , which extends to an abelian scheme B ′ over a curve S ′ which covers S. We then have a diagram like (2.1) and by Lemmas 2.1 and 2.2 we can prove the Theorem for the irreducible components of f −1 (C) in A ′ . We then just suppose that B is a principally polarized abelian scheme.
The principal polarization gives an ample symmetric divisor D on B and an embedding in some P N and therefore a Weil height h D on B and a Weil height h Ds and a Néron-Tate height h Ds on the fibers B s . We can also define a height h C on C by taking the maximum of the heights of the coordinates of C in the different copies of B.
As in Section 4, let C denote what remains from C after removing the singular points and the points at which π | C is ramified. Let C 0 be the set of points of C such that P 1 , . . . , P n are R-dependent on the specialized abelian variety. Since the P i are not identically dependent, we have that C 0 consists of algebraic points.
Let k be a number field over which C is defined. Suppose also that the finitely many points we excluded from C to get C, which are algebraic, are defined over k. By the above considerations we also have that C embeds in (P N ) n . After removing finitely many further points (possibly enlarging k again) from C we can suppose that C embeds in an affine space A nN and call C the closure of C in A nN .
In this section, the constants depend on B, C and the choices (e.g. of polarization) we have made until now. Now, by Silverman's Specialization Theorem ([Sil83], Theorem C) our set C 0 projects via π to a set of bounded height. Therefore, there exists a positive γ 1 with
for all c 0 ∈ C 0 . We see now a few consequences of this bound. If δ > 0 is a small real number, let us call
Here, | · | indicates the max norm induced by the embedding in A nN .
Lemma 7.1. There is a positive δ such that there are at least
Proof. The bound (7.1) implies that the coordinates of all c 0 have bounded height. Then, the claim follows as in Lemma 8.2 of [MZ14] .
Lemma 7.2. There exists a positive constant γ 2 such that, for every c 0 ∈ C 0 and every i = 1, . . . , n, we have
and, by a result of Silverman and Tate (Theorem A
The claim now follows from (7.1).
Recall that, by Lemma 2.1 and 2.2, we are allowed to perform a base change and we can therefore suppose that the endomorphism ring R of B η is defined over k(S). Now, by Northcott's Theorem [Nor49] and (7.1), it is sufficient to bound the degree of the points in C 0 to prove finiteness.
Fix a c 0 ∈ C 0 and let d 0 = [k(c 0 ) : k] which we suppose to be large. First, by Lemma 7.1, we can choose δ, independently of c 0 , such that at least half of its conjugates lie in C δ . Since C δ is compact, there are c 1 , . . . , c γ 4 ∈ C with corresponding neighbourhoods N c 1 , . . . , N cγ 4 , and
and is homeomorphic to a closed disc and we have that the
We can then suppose that D c 1 contains s σ 0 = π(c σ 0 ) for at least 1 2γ 4 d 0 conjugates of c 0 over k. Since each s ∈ S(C) has a uniformly bounded number of preimages c ∈ C(C), we can suppose we have at least
Now, all such conjugates c σ 0 are contained in C 0 because the P 1 (c σ 0 ), . . . , P n (c σ 0 ) satisfy the same relation holding between the points specialized at c 0 . So there are ρ 1 , . . . , ρ n ∈ R such that
If ϕ 1 , . . . , ϕ r are Z-generators of R, one can write
for some integers a i,j . Now, if we call
corresponds to a principal polarization and therefore to a degree 1 Riemann
). Therefore, we can apply Proposition 6.1 and we can suppose that for the coefficients a i,j in (7.2) we have
.g., the discussion on p. 123 of [Dav91] ). Thus we can suppose that all |a i,j | are ≪ d we have a contradiction if d 0 is large enough, which proves that d 0 has to be bounded as required.
An auxiliary statement
In this section we deduce a statement which will then be used for proving Theorem 1.2. The key point is that, by Lemma 2.3, an abelian scheme whose generic fiber has no one-dimensional abelian subvariety cannot have codimension 1 flat subgroup schemes.
Corollary 8.1. Let A be an abelian scheme over a smooth irreducible curve S, where everything is defined over Q. Let C ⊆ A be an irreducible curve also defined over Q, not contained in a fixed fiber. Suppose moreover that the generic fiber of A has no one-dimensional abelian subvariety. Then, C ∩ G is finite where the union runs over all flat subgroup schemes of A which do not contain C.
Proof. Let G be the smallest component of a flat subgroup scheme containing C. By the theory of abelian varieties, G is nothing but the translate of an abelian subscheme B → S by a torsion section. We can then prove our claim for f (C) where f is an appropriate finite and flat morphism sending G to B. Indeed, it is clear that B is the smallest component of a flat subgroup scheme containing f (C) and recall that, if H is a flat subgroup scheme of A, then f −1 (H) is a flat subgroup scheme of the same dimension. Finally, the claim of the corollary follows from Theorem 1.1 applied to f (C) as a curve inside B which is not contained in a proper flat subgroup scheme, after noticing, as pointed out above, that all proper subgroup schemes of B have codimension at least 2.
Let A → S be an abelian scheme which is the n-fold fibered power of an abelian scheme B whose generic fiber has no one-dimensional abelian subvariety. Let C ⊆ A be an irreducible curve not contained in a fixed fiber and suppose that everything is defined over a number field k. Let P 1 , . . . , P n ∈ B η (k(C)) be the points defined by C. We define
to be the lattice of integral relations among the P i . Moreover, for every c ∈ C(C), we let
Then, we must have Λ(c) ⊇ M .
The following result is a direct consequence of Corollary 8.1.
Corollary 8.2. We have Λ(c) = M for all except at most finitely many c ∈ C(C).
Proof. Each point c such that Λ(c) = M is contained in a flat subgroup scheme of A which does not contain C. Therefore, there can only be at most finitely many such points by Corollary 8.1.
Now, we present another application of our Theorem 1.1. Recently, Ghioca, Hsia and Tucker [GHT17] proved a statement in the spirit Unlikely Intersections which is relatively similar to the main result of [BC17] .
Theorem 8.3 ([GHT17], Theorem 1.1). Let π i : E i → S be two elliptic surfaces over a curve S defined over Q with generic fibers E i , and let σ P i , σ Q i be sections of π i (for i = 1, 2) corresponding to points P i , Q i ∈ E i (Q(S)). If there exist infinitely many s ∈ S(Q) for which there exist some m 1,s , m 2,s ∈ Z such that m i,s σ P i (s) = σ Q i (s) for i = 1, 2, then at least one of the following properties hold:
(1) there exist isogenies ϕ : E 1 → E 2 and ψ : E 2 → E 2 such that ϕ(P 1 ) = ψ(P 2 ). (2) for some i ∈ {1, 2}, there exist
We probably cannot prove the above theorem using methods from [BC17] but we are able to deduce an analogous statement for families of abelian varieties. Namely, let S be as above and let A → S be an abelian scheme and A n+1 be its n + 1 fold fibered power over S. Let π be the structural morphism π : A n+1 → S. Let C ⊆ A n+1 be an irreducible curve, as usual not contained in a fixed fiber, and suppose that everything is defined over a number field k. The generic fiber A η of A is an abelian variety defined over the function field k(S). The curve C defines points P, P 1 , . . . , P n ∈ A η (k(C)) and we let
a i P i , for some (a 1 , . . . , a n ) ∈ Z n be the subgroup of A η (k(C)) generated by P 1 , . . . , P n . This will have specializations Γ(c) = P 1 (c), . . . , P n (c) ⊆ A π(c) (k(c)), for all c ∈ C(C). The following is a consequence of Corollary 8.2.
Theorem 8.4. Let A and C be as above and suppose that A η has no one-dimensional abelian subvariety. If P (c) ∈ Γ(c) for infinitely many c ∈ C(C), then P ∈ Γ identically.
Note that the assumption on A η not having elliptic factors is necessary. Indeed, one can easily construct counterexamples from the fact that a non-torsion section of a (non-isotrivial) elliptic scheme specializes to a torsion point infinitely many times (see [Zan12] , Notes to Chapter 3).
Almost-Pell equation
In this section we prove Theorem 1.2. For now, we fix K to be a field of characteristic 0, and D ∈ K[X] a squarefree polynomial of even degree 2d ≥ 4.
Consider the hyperelliptic curve defined by Y 2 = D(X). If we homogenize this equation, we obtain a projective curve which is singular at infinity. There exists however a non-singular model H D with two points at infinity which we denote by ∞ + and ∞ − . We fix them by stipulating that the function X d ± Y has a zero at ∞ ± . The curve H D is then a hyperelliptic curve of genus d − 1.
Let us denote by J D its Jacobian variety, i.e. the abelian group 
, with α 1 , . . . , α m ∈ K pairwise distinct and a 1 , . . . , a m non-negative integers.
We order the roots of F so that D does not vanish at α i for i = 1, . . . , h and D vanishes at α i for i = h + 1, . . . , m. Note that h is allowed to be 0 or m.
If α i is not a common root of D and F , then there are two points on H D with first coordinate equal to α i which we denote by α + i and α − i . In case D and F have a common root α i , then there is only one point with first coordinate α i and we call it α i , as well. Let us assume that all these points and the two points at infinity are defined over K.
We now define P i = [α 
Remark 9.1. Suppose there is an α ∈ K that is a root of D (a single root since D is squarefree) and a multiple root of F . Then, if we have an equation like (9.1), we must have that (X −α) 2 divides both A 2 and B 2 . Therefore, in this case, A 2 −DB 2 = F has a non-trivial solution if and only if A 2 − DB 2 = F/(X − α) 2 has a non-trivial solution. Thus, we can always suppose without loss of generality that, if D and F have a common root α, then the order of vanishing of F in α is equal to 1.
In what follows we will use the fact that a function in K(H D ) has the form R+ Y S for some R, S ∈ K(X) and that ord P (R + Y S) = ord ι(P ) (R − Y S) where ι is the involution Y → −Y . Therefore, we have that R = 0 or S = 0 if and only if the divisor of R + Y S is invariant under ι.
The next two lemmas translate the existence of a non-trivial solution of the equation to a relation between points of J D and vice versa.
Lemma 9.2. Suppose there are A, B ∈ K[X] such that A 2 − DB 2 = F with B = 0. Then, there exist g 1 , . . . , g m , l ∈ Z, not all zero, with |g i | ≤ a i and g i ≡ a i mod 2, such that
Proof. We consider the non-constant functions
, we must have ord α i (f + ) = a i . Therefore, since f + cannot have other zeroes or poles at finite points, there exists an integerl such that
If the relation was trivial, we would havef constant, which is not possible. This gives the claim.
Lemma 9.3. Suppose there is a relation
for some integers e 1 , . . . , e m , l not all zero. Moreover, suppose that, for all i = h + 1, . . . , m, the integer e i is odd or zero. Then, there exist A, B ∈ K[X], with B = 0 such that
for some non-zero β ∈ K.
Proof. From (9.2), we have that
This implies that there is a non-constant function f ∈ K(H D ) with
Let us now define
where
Moreover, using the properties of the involution ι :
Therefore, we have
for some non-zero β ∈ K. Finally, we have that f + + f − = 2A has no pole at finite points, so A is a polynomial and so must be B because DB 2 = A 2 − β (X − α i ) |e i | and D is squarefree. Finally, let us prove that B cannot be 0. Indeed, that would mean that all e i are even and that div(f + )=div(f − ). These two facts, together with our assumptions on e h+1 , . . . , e m , imply that all e i = 0. Therefore, l ′ = 0 and so also l should be zero, which contradicts the hypotheses.
Consider now the setting of Theorem 1.2. Recall we have a smooth, irreducible curve S defined over a number field k and polynomials D and F with coefficients in K = k(S). Recall that we suppose that the Jacobian J D has no one-dimensional abelian subvariety. We can consider a finite extension K ′ of K so that the points P i and Q of J D associated to D and F are all defined over K ′ . Since K ′ has the form k(S ′ ) for some irreducible non-singular curve S ′ with a finite cover S ′ → S, in view of the claim of Theorem 1.2, we can suppose S ′ = S.
Similarly to what done is Section 8, we define
and, for all s 0 ∈ S(C), s 0 ) , . . . , a m (s 0 )) ∈ M , which contradicts the existence of the above infinite set, as wanted.
Some examples
Let us see some applications of Theorem 1.2. Let us denote by K = Q(t) and let us consider the generalized Pell equation
where D t ∈ K[X] is the family of polynomials defined by D t (X) = (X − t)(X 7 − X 3 − 1) and F (X) = 4X + 1 ∈ Q[X].
The curve defined by Y 2 = D t (X) has a non-singular model H D which is a hyperelliptic curve of genus 3. As before, we denote by J D its Jacobian variety, which is an Abelian variety of dimension 3. It is easy to see that the polynomial X 7 − X 3 − 1 has no multiple roots and that the Galois group of its splitting field is the permutation group S 7 ; using Theorem 1.3 of [Zar10] , this implies that J Dt is geometrically simple and in particular, it does not contain any one-dimensional abelian subvariety (for similar examples of families of this type see also [EEHK09] ).
We want now to prove that (10.1) has no non-trivial solution with A, B ∈ K[X]. Suppose by contradiction that the equation has a non-trivial solution. By Proposition 3.6 of [PT00] , if A, B are polynomials in X satisfying A 2 − D t B 2 = F with deg X (F ) ≤ 1 2 deg X (D t ) − 1, then A/B has to be a convergent of the continued fraction expansion of √ D t ; in particular, this means that A, B are polynomials in K[X], i.e., the coefficients are rational functions in t. Clearing denominators, we have a new equation A ′2 − D t B ′2 = E 2 F with A ′ , B ′ ∈ Q[t, X] and E ∈ Q[t]. But now we have two cases: if E ∈ Q, then it is easy to see that the equation cannot have an identical solution because D t has degree 1 in t and F in independent of t. On the other hand, if E ∈ Q(t) \ Q, then we can specialize to a zero t 0 of E, giving that D t 0 (X) would be a square in Q[X], which is again a contradiction. We can then apply Theorem 1.2 to conclude that there are at most finitely many t 0 ∈ C for which the specialized equation We also remark that, if deg X (F ) > 1 2 deg X (D t ) − 1, we cannot in general conclude that the polynomials A, B have coefficients in K rather than K. If we take for example D t (X) = X 6 + X + t and F (X) = −X 6 − X, then the almost-Pell equation has non-trivial solutions in A, B ∈ Q(t)[X], i.e.
√ t 2 − (X 6 + X + t)1 2 = −X 6 − X, but it is easy to see that it cannot have a solution in Q(t)[X] because of degrees in t.
Let us finally show with an example that the requirement that J Dt contains no onedimensional abelian subvariety is necessary to conclude the finiteness result.
Let us consider the family of polynomials D t (X) = X 12 + X 4 + t ∈ Q(t)[X] and let us take F (X) = X 4 − 1. We can define the map
where H Dt is the genus 1 curve defined by the equation Y 2 1 = D t (X 1 ) = X 4 1 + X 2 1 + tX 1 . Let us define also F (X 1 ) = X 1 − 1 and consider the almost-Pell equation
Using [PT00] and the same argument of the previous example, (10.2) is not identically solvable (neither is the original equation A 2 − D t B 2 = F ). We want to show that however there are infinitely many t 0 ∈ C such that (10.2) specialized in t 0 has a non-trivial solution. In fact, using the notation introduced in the previous section, consider the Jacobian J Dt of H Dt which can be identified with H Dt itself by choosing a point on it. Consider moreover P t = [(1, √ 2 + t)−∞ − ] and Q t = [∞ + − ∞ − ], where ∞ + and ∞ − are the two points at infinity of H Dt . First, notice that Q t is not identically torsion of J Dt , otherwise the polynomial D t would be identically
