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Abstract
Laser metal deposition (LMD) is a novel manufacturing technology that is capa-
ble of explicitly fabricating metallurgic products with complex 3D structure, and
it has been widely and successfully applied in a variety of industries. However,
due to the LMD process is very sensitive to fluctuations in the processing con-
ditions. The geometrical quality of LMD’s products may be low or inconsistent.
Hence, the overarching research objective of this thesis has been to investigate
and propose an approach to stabilize the process by controlling the melt pool at
a constant size. This objective was broken down into two major elements: first,
how to measure the melt pool size accurately; and second, how to control the
melt pool size.
To commence the research, a process monitoring system was built in order to
measure the melt pool size. The monitoring system consisted of a near-infrared
monochrome camera, a narrow band pass filter and a real-time melt pool im-
age process algorithm. Since the grey image was the only format of the camera
output, a thresholding based melt pool size measuring algorithm was developed
and calibrated. Further, the measuring algorithm was developed to find melt
pool size as accurate as possible. Then the algorithm was optimized and acceler-
ated to ensure the measurement can be finished within the sampling interval.
In tandem with the development of the monitoring system, a linear parameter-
varying (LPV) model that depicts the relationship between laser power and melt
pool size (LP-MPS) was estimated. Few deposition experiments with different
laser power showed that a first-order transfer function with time delay is the
form of the LPV model whose steady state gain and time constant vary according
to the process condition. Thus process condition and process condition indices
viii
were defined to index the parameters of the LPV model by process conditions.
Following this, a PI controller and an MPC were designed to control the melt
pool size, and these controllers were tested under a variety of process settings.
The stable region of the PI parameters was analysed by Routh-Hurwitz stability
criterion. Next, the PI parameters were found for a specific process condition.
However, the performance of the PI controlled system would drop significantly
when the reference was changed which indicates that each group PI parameters
can only be applied to specific process settings. Hence, as an improvement of the
PI controller in terms of better dynamic performance and wider suitable process
condition range, an MPC was designed based on the state space model which
is a non-minimum state space realization of the LPV model when considering a
non-zero reference. Due to the melt pool size measurement algorithm has already
occupied a large share of limit computation power, the MPC gain as a constant
which was found offline rather than solving the quadratic problem online to find
optimised controller output. The test results showed that the MPC could deliver
better dynamic performance than the PI controller if the initial voltage was lim-
ited precisely or the activation of the laser the MPC can be synchronized. Also,
a wider suitable process condition range of a specific MPC gain was observed.
Finally, a small brick was built with MPC controlled which further proves that
MPC can keep the melt pool size at the set point all the time and reject distur-
bances quite fast.
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1Chapter 1
Introduction
1.1 Laser-based additive manufacture
Laser-based additive manufacture (LAM), which is derived from rapid prototyp-
ing, is an important branch of additive manufacturing (AM) [1, 2]. LAM uses
a laser as heat source to form a designed shape by adding material. Other than
a laser, an electron beam (EB) or an electric arc are also options for the heating
source of AM [3]. There are three key reasons that make the use of a laser much
more popular than the others two. The first is that a laser requires a lower ap-
plication environment, unlike EB, which can only operate in a vacuum chamber.
Second, is the mono-directivity of the laser, which means that a laser’s beam can
be delivered precisely to the designated process area. Third, a laser’s power is
highly controllable and responds very rapidly to the control signal.
LAM has gained broad implementation in various industries, such as aerospace,
defence and the medical industry [1, 2, 3, 4]. With the help of LAM, building
complex geometric products is no longer a hard task. Also, LAM is very suit-
able for building custom products, such as surgical implants, due to its flexible
fabrication nature. For the same reason, compared to traditional manufacturing
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technology, LAM can produce customised products more efficiently in terms of
cost, time, energy and material.
This technology primarily includes three elements: selective laser sintering (SLS),
selective laser melting (SLM) and laser metal deposition (LMD)[4, 5]. These three
elements share many similarities. First, they all use a laser as the heat source.
Second, they all melt material to produce their products; SLS may just partially
melt material, though. Third, they all can use powder-based material additively
to build 3D objects, although the method of delivery is different: SLS and SLM
apply laser after a lamina of powder has been laid, whereas LMD sprays powder
and applies laser at the same time. The advantages of SLS and SLM are high laser
power efficiency, high manufacturing precision, low heat residue and geometri-
cal distortion[1, 2, 4]. However, powder spraying may be able to build an object
much faster, and have more process flexibility and can be used in a wider range
of applications [6], for example, taking an internal deposition. Also, since no pre-
placed powder layer step is required, LMD may be more time efficient compared
with SLS and SLM.
1.2 Laser metal deposition
Laser metal deposition (LMD) is a specific branch of LAM that uses metallic mate-
rials to produce metallic components. Hence, LMD possesses most of the advan-
tages of LAM, such as fast prototyping and design validation, a short production
period, low dilution rate, low physical distortion, better surface properties and
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flexible building capabilities (building lattice structure or fully dense [2, 7] com-
ponents). LMD also gains a number of benefits from using metal materials. These
include that LDM can repair metallic parts directly, and that LDM products can
gain special properties by combining different types of metal powders. Since,
LMD is widely adapted in metallic part repair, refurbishing, prototype fabrica-
tion and surface coating[6, 8, 9].
Similar to other LAM technologies, the procedures of LMD start from tool path
planning. First, the tool path can be either defined by a program or generated
based on a sliced CAD model. The second step is setting the process parameters
for a specific LMD task. After placing a substrate on the base of the LMD ma-
chine, powder and laser are delivered simultaneously as the laser head moves
along the tool path. In the meantime, a shielding gas, for example, Argon, is
conveyed to the processing area to isolate the area from oxygen. Finally, the post-
process is carried out according to product geometry quality.
Coaxial and off-axial arranged nozzles are two typical options of an LMD sys-
tem, as shown in Figures 1.1 and 1.2, respectively. The device used for delivering
laser and powder is laser head which is installed on a CNC controlled platform
that can move the laser head by the designated tool path. These two types of
nozzle both have a centre passage for the laser to pass through. In the case of a
coaxial nozzle, there are multiple channels inside the laser nozzle that can convey
powder and shield gas simultaneously. The powder nozzle of the off-axial noz-
zle, on the other hand, is located beside the laser nozzle. Laeng [6] compared the
differences between these two types and found that the coaxial nozzle had some
advantages compared to the off-axial nozzle, such as high powder utilisation and
low oxidation rate. The main difference between these powder nozzle arrange-
ments is the powder particle distribution. Other than that, the off-axial nozzle is
4 Chapter 1. Introduction
capable of fabricating parts with higher laser power and powder feeding rate.
FIGURE 1.1: Schematic diagram of a coaxial nozzle
FIGURE 1.2: Schematic diagram of a off-axial nozzle
There are some urgent issues in LMD that need to be solved or improved. The
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first is inconsistent geometric quality, since the LMD process is an intricate multi-
physical process and sensitive to any process status or parameters fluctuation [10,
11, 12]. Not only that, the repeatability of the products of LMD is limited for the
same reason. These fluctuations may lead to boundary condition change in the
three governing equations (Equations 2.1 – 2.3) of the LMD process. For example,
one of the process settings is the height increment of the laser head, which is usu-
ally estimated by the operator based on powder material and several key process
settings. Although the estimation is usually close to the track height, the accu-
mulation of the difference will be significant after number of layers have been
deposited. The laser profile will change as a consequence of the accumulated
track height estimation error. The changed laser profile will, in addition, enlarge
the difference. Therefore, the final deposited product may not meet the designed
shape. The problem of uniform deposited track width will result in a similar out-
come as the track height problem creates. Furthermore, residual stresses are one
of the most significant problems in LMD processes, which can lead to cracking or
porosity during or after part construction [9, 13].
1.3 Outline of the thesis
The purpose of this thesis is to find a process monitoring and controlling method
that can keep melt pool size at a constant thereby improving the geometric qual-
ity of the LMD products, and hence, to ultimately improve the efficiency and
affordability of LMD.
The first part (Chapter 2) of this thesis investigates the literature about the LMD
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process modelling, monitoring and controlling. In this chapter, we introduce the
models that describe how the temperature and mass will distribute in the melt
pool. After that, we investigated how the process is monitored and controlled.
In the second part (Chapters 3 and 4), a melt pool monitoring system for Trumpf
TruCell 7020 and an algorithm for processing melt pool images will be intro-
duced. A monochrome camera is chosen and installed for grabbing melt pool
images. The pixel size of the camera captured image is measured. And, an opti-
mized pixel intensity threshold is calibrated to measure melt pool size more ac-
curately. An algorithm of melt pool image process is developed to record melt
pool images and estimate melt pool widths and sizes. After the algorithm is
tested offline that it can estimate melt pool width correctly and accurately. A
corresponding application is then developed using OpenCV packages and accel-
erated by CUDA. The application can not only show the boundary highlighted
melt pool image in real-time but also output melt pool width and size in real-time.
The third part (Chapter 5) of this thesis focuses on how to find a system model for
predicting melt pool size by the laser power based on experimental data. Due to
the nonlinearity of the LMD process, an identified function based on a particular
laser power is not able to predict melt pool size accurately while the laser power is
dramatically different. Hence, this thesis implements a linear parameter-varying
(LPV) model to approximate the nonlinear LMD process to estimate melt pool
size under different laser powers. Correspondingly, a process condition weight
is defined to index the parameters of the LPV model.
In the fourth part (Chapter 6 and Chapter 7) of this thesis, we discussed how
the melt pool size is controlled by PI controller and MPC. In the Chapters 6, PI
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parameters range is found to set a boundary for tuning first. Then, a set of PI pa-
rameters are obtained as a start point of tuning. Next, a simulation is conducted
to analyse how system response will change corresponding to the change of PI
parameters. After that, a controlled deposition experiment is performed to test
the PI controller performance and tune the parameters. In Chapter 7, an MPC is
designed as a measure of improving the performance of the closed-loop control
system. The LPV model is discretised and converted to a state space model from
which the MPC is designed. Following that, a constant MPC gain is calculated
offline by a cost function with an infinite prediction horizon. Further, the MPC
is tested under a variety of settings, including different references and different
deposition patterns.
In the final part (Chapter 8), we conclude the work done on the research topic
and investigated the working limits of the control system. Finally, we put for-
ward a few suggestions for future research on this topic that could offer further
improvement of geometrical product quality.
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2.1 Introduction
As the issues have been discussed in Chapter 1, these all lead to inconsistent or
low geometrical quality. If we want to improve it, we need to find out these
things: which process variables are relevant to the geometrical quality; and how
could they be measured; then how could they be controlled. Thus, in this chapter,
we reviewed literature which is relevant to the LMD process modelling, monitor-
ing and controlling.
2.2 Model of the LMD process
Lepski[14] discussed the interactions between a laser beam and powder particles.
He also modelled the surface of the melt pool and its temperature distribution.
Ibarra-Medina[15] modelled how a laser beam is absorbed by the powder stream
and the powder stream dynamics, such as the momentums and the temperatures
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of the powder particles. Bedenko [16] and Cooper [17] modelled thermal conduc-
tion inside the melt pool. Kannatey-Asibu [18] introduced a model to describe a
moving laser heating source as the laser follows the tool path. Han, Tan and
Toyserkani [19, 20, 21, 22] built a model for the laser cladding process. Similar
to Han’s model, Wen [23, 24, 25] modelled the laser deposition process based
on three governing equations: mass conservation equation, energy conservation
equation and momentum equation.
The governing equations will be discussed below were introduced by Alimar-
dani and Peyre et al [26, 27, 28, 29]. There are three partial differential equations
which describe the mass and temperature distribution of the melt pool, and the
geometry of the melt pool surface.
The mass conservation equation, Equation 2.1, reflects how much powder mass
will be added to the melt pool.
∂
∂t
(ρ) +∇· (ρ−→V ) = S˙mass (2.1)
where ρ is the density of the mixture of the molten and solid metal.
−→
V is the ve-
locity of the local fluid. S˙mass is the mass changing rate at the moving metal/air
interface, that means how much gas is replaced by deposited material in a cer-
tain control volume. The first part of the left hand of the equation is the density
difference; the second part is the increment mass of the melt pool due to the melt
pool movement.
The second equation, Equation 2.2, the energy conservation equation depicts how
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the temperature will distribute inside the melt pool.
∂(ρH)
∂t
+∇· (ρ−→V H) = ∇· (Kcon∇T)−∇· [ρ fs(hl − hs)−→V ] + S˙enthalpy (2.2)
where H is the enthalpy of the material while footnote l and s denote liquid and
solid, respectively; Kcon is the conductivity; fs is the solid mass portion of the ma-
terial; S˙enthalpy means the additional enthalpy, which includes two parts: the heat
flux at the laser spot and the enthalpy contained in the newly added material.
The left hand of the equation means the internal energy variation in the laser and
material interaction area, which includes the melt pool. The first two terms of the
right hand of the equation mean the heat transfer through conduction and the
convection inside the interaction area.
The final equation, Equation 2.3, the momentum equation, predicts how the melt
pool surface is going to evolve. That means the equation could predict the height,
width and surface shape of the deposited track.
∂(ρ
−→
V )
∂t
+∇· (ρ−→V−→V ) = ∇· (µ· ∇−→V )−∇p +−−→S˙mom (2.3)
µ is the dynamic viscosity of the material; p is the local fluid pressure resulted
by recoil vapour pressure, shielding gas pressure and the surface tension;
−−→
S˙mom
is the additional momentum inside the melt pool which includes the damping
force, the capillary force, the Marangoni force and the buoyancy force.
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As these models are difficult to solve analytically, a numerical solution or a empir-
ical model become a feasible option. Sun[30] modelled a number of connections
between several processing parameters and process outcomes statistically using
experimental data. Han, Alimardani, Amara et al [20, 29, 31, 32, 33], have imple-
mented finite element analysis to demonstrate the results of the process models
by their specific initial process settings. These results illustrate that the boundary
condition is constantly changing as the geometry of the workpiece is changing,
because new material is added onto the workpiece continuously. However, by
the thermal dynamic, if the following assumptions are satisfied, then the bound-
ary condition is not considered changed:
1) The substrate is thick enough
2) No significant surface area change
3) No or low heat accumulation
The first two assumptions can be easily satisfied by choosing specific substrate
and a building pattern. The third assumption holds if enough cooling time is set;
however, it may significantly prolong the experiment time. If the workpiece does
not cool down enough, the boundary condition would change as a result of heat
accumulation, which will be regarded as a disturbance of the process.
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2.3 Model of laser power distribution
Since the laser is the only heat input of LMD, understanding the spatial energy
distribution model of the laser will help people to understand how much laser
energy is delivered and absorbed; however, it may not be useful in finding the
relationship between laser power and melt pool size, which is critical to the ob-
jective of this thesis. We will briefly introduce the laser power distribution here
and it will be discussed in its application further in the thesis (see section 3.4 and
7.6).
Cooper and Tan[17, 21] suggested that the 2D Gaussian distribution function
could be used to fit the laser energy distribution profile at a given distance. Bi[34]
described the laser power model as Gaussian beam, and measured the laser pro-
file as shown in Figure 2.1 and Figure 2.2.
Figure 2.1 illustrates a laser profile on the plane that is 16 mm away from the
nozzle tip. This profile was measured while the laser was set to 2.5 KW of power
and 3 mm of spot size (radius). Parts (c) and part (d) of Figure 2.1 show the cross-
section of the laser profile on the centre line on the x and y-directions. The laser
profiler was measured in several planes, which were spaced 1 mm apart from
each other from 12 mm away from the nozzle tip to 32 mm away. The pattern
of the laser profile measurement is shown in part (a) of Figure 2.1. In parts (c)
and (d) of Figure 2.1, the profile cross-sections along the x and y-axis are shown.
The profiles of these planes are shown in part (a) of Figure 2.2 as layer-by-layer
rainbow charts, while in part (b) and part (c) two samples of the laser profile are
shown. These two samples shared much the same distribution pattern, but with
different radii (1.923 mm at 16 mm and 1.802 mm at 18 mm) and peak values.
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FIGURE 2.1: Laser power distribution on the plane 16 mm away
from nozzle tip
The focal point of the measured laser profile was set lower than the profile mea-
surement zone. Thus, the radius of the profile is converging. The changing trend
of the radius may vary as the focal point is set to a different place [13].
2.4 Model of powder distribution
Powder distribution indicates how many powder particles could be captured
by the melt pool, and how the powder particles would interact with the laser.
Pinkerton and Huang[35, 36] modelled the powder stream distribution as a Gaus-
sian profile for coaxial and off-axial nozzles, respectively. The distribution func-
tion is similar to a Gaussian curve with a flat profile than the profile of the laser
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FIGURE 2.2: Laser power distribution difference between different
distance from nozzle tip
power. Powder stream density distribution was measured by using a camera. Liu
et al [37] monitored the linear powder stream density distribution and tempera-
ture distribution using a CCD camera and an infrared camera. Han and Wen et
al [19, 23, 25, 38] investigated laser and powder interaction, which indicates the
temperature distribution among the powder stream and how much laser energy
is attenuated by the powder stream. Generally, the modelled powder density
distribution matched with the measured one, although measurement noise was
found to be quite high in a few cases.
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2.5 Melt pool monitoring
During the early stages of developing the LMD technique, most LMD processes
ran without any process control. In most cases, after the tool path has been de-
termined the cladding process is ready to run. Even though most machines have
the ability to deliver precise laser power, constant laser scan speed and a fairly
steady powder ratio and feeding speed, the cladding process is not as stable as
desired and is quite sensitive to many changeable factors. To keep the manufac-
turing process running steadily, many different types of control systems, such as
PID, fuzzy and MPC controller [39, 40, 41], have been deployed to control some
key factors of the process in order to improve the quality of the products. In the
systems mentioned in literature, a monochrome camera or an infrared camera is
used to measure the melt pool widths or sizes.
Melt pool measurement is a key precondition if we want to control the LMD
process. There are several methods reported for monitoring or measuring the
melt pool. Gu[42] introduced an acoustic and an optical way of monitoring the
process. Salehi[39, 43] measured melt pool temperature using a pyrometer. In
practical terms, the most comprehensively adopted method is the optical method.
Kannatey-Asibu [18] introduced basic optical sensing and image processing for
melt pool size monitoring. The optimum approach is to use an infrared camera
with the temperature calibrated to monitor the laser cladding process [37, 44, 45].
However, this solution is very expensive, and it would cost even more if a high
dynamic range were needed.
A cheaper alternative is to use a monochrome camera to monitor the process. Hu
and Asselin[12, 46] used a camera with an infrared filter to measure melt pool size
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and temperature; this data is fedback to the controller to control the cladding pro-
cess. Toyserkani and Zeinali[22, 40] used a CCD camera to monitor the process
and regarded the large saturated white block as the melt pool. They measured
melt pool size in pixel number and fed it back to a track height control system.
Iravani-Tabrizipour and Heralic´[47, 48] used a similar approach as Toyserkani to
control the clad height, but with a narrow pass filter and an edge tracking al-
gorithm. Hofman[13] proposed an approach of fitting the melt pool area to an
ellipse, then used the equivalent width to control track width. Fathi[49] imple-
mented two cameras to monitor track width and height for controlling a track’s
height.
Noting that measuring melt pool height or temperature is very different from
measuring melt pool width or size. Since the great difference between the melt
pool and its surroundings in an image captured for deposition height measuring,
for example, the melt pool can be segmented from the image quite easily. While
measuring melt pool width or size usually require taking the top view of the melt
pool, the melt pool boundary will then not so easily be distinguished from its
high-temperature vicinity. Thus measurement error could be introduced if the
melt pool boundary cannot be determined.
2.6 Melt pool Controlling
Many researchers started the research on the process control of LMD a few years
ago attempting to overcome the problem of the low geometrical quality of the
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LAM products. Stephen [10] controlled track height by designing a PID con-
troller. He installed a CCD camera to monitor the manufacturing process. The
camera integrated with an interference filter and a neutral filter to restrict the
wavelength of the incident light from 500 to 700 nm. The camera captured im-
ages were thresholded by Otsu’s thresholding method. Then track height was
obtained and fed to the PID controller. The experiment’s results showed that the
PID controller could keep the height of deposited track at the designed height
quite stable and precise. Moreover, the results indicated that the control sys-
tem was capable of handling surface absorption changes. The height could again
track the setpoint with the same precision, despite the significant height drop at
parts of the surface where absorption changed. However, the response speed of
the control system appears relatively slow and had a noticeable overshoot, which
may be due to the low image capture rate.
Hu[12] designed a PID controller to control melt pool area. Hu installed a in-
frared camera to measure the melt pool size. The measurement was calibrated by
another camera working synchronized. Also, a feed forward compensator was
added to deal with the delay of the process. The system was tested by depositing
a 60-layers thin wall, and the results demonstrated deposition quality improve-
ment in some degree.
Salehi [39, 43] designed a PID controller to control melt pool temperature by tak-
ing the laser power as the controller output. The laser cladding process was as-
sumed as a second order system. He estimated parameters of the system from the
system response curve. A pyrometer was installed to measure the temperature
of the melt pool to provide feedback signals for the controller. His experiment’s
data showed that the system could track the preset temperature without steady-
state error. He concluded that the quality of the clad layer was enhanced.
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Fathi [49] proposed a nonlinear mathematic model that depicts the relationship
between track height and scan speed. Fathi validated the model by an experiment
with three scan speeds, as well as estimating two nonlinear parameters by using
recursive least-squares (RLS). In addition, he approximated these two nonlinear
parameters to linearize the model for PID controller designing. Based on the lin-
earized first order model, he designed a PID controller with a feedforward loop to
control the track height by controlling the scan speed. A monochrome CCD cam-
era was used to measure and feedback the track height in real-time. The camera
was installed at the side of the substrate and looked in the direction that is per-
pendicular to the scan direction. The experiment’s results demonstrated that the
height could relatively precisely follow the setpoint. However, the overshoot was
quite considerable. Also, the response curve seemed to fluctuate more when the
height was set to change relatively fast.
Hofman et al [13, 50] developed a PI controller to control the melt pool width
by regulating the laser power. They assumed the LMD process as a first order
system and identified the parameters of the model from experimental data by
the ARX method. They designed a control system consisting of a PI controller, a
low-pass filter and an anti-windup. The feedback part of the control system was
a monochrome CMOS camera which was used to measure the melt pool width.
These images were processed in three steps: a Gauss shaped 3×3 point spread
function was applied first to get rid of single bright pixels; then images were
converted to binary images by thresholding; finally, the binary images were ap-
proximated as ellipses and melt pool widths were obtained from these ellipses.
The experimental results illustrated the control system could track the set melt
pool width quite accurately except for noisy responding.
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Zeinali and Khajepour[40] proposed an adaptive fuzzy sliding mode control al-
gorithm to control the clad height. They derived a fuzzy inverse dynamic model
from the model proposed by Gibson and Gu et al [1, 4, 5]. The experiment’s re-
sults showed that the clad height could follow the setpoint relatively quickly and
smoothly, and no apparent overshoot could be found.
Song et al [51, 41] used state space models to depict the relationship between laser
power and melt pool temperature and identified the parameters of the models by
experimental data. Based on the state space models, they designed a generalised
predictive control (GPC) algorithm to control the process. They also defined a tar-
get function and a constraint for finding an optimized solution. The control sys-
tem integrated a dual colour pyrometer to sense the melt pool temperature. The
experiment’s results illustrated that the controlled process could follow reference
temperatures quite accurately and quickly in a relatively wide temperature range.
Moreover, the system could build a 40-layer brick with relatively uniformed clad
height on stepped surface substrates.
Moralejo et al [11] regarded the relationship between melt pool width and laser
power as proportional; they then proposed using a feedforward PI controller to
control the melt pool width, taking laser power as the control input. A CMOS
camera was used to measure the melt pool widths. Before estimating the melt
pool widths, OpenCV was implemented to process images captured by the cam-
era. Subsequently, they approximated processed images as ellipses and regarded
the minor axes of the ellipses as the melt pool widths. The experimental results
showed the controller could not only keep the melt pool width constant as the
present but also could follow a sinusoidal input.
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Heralic´ [52] designed a iterative learning control (ILC) strategy to control deposi-
tion height of laser metal-wire deposition. A 3D scanner was implemented as the
sensor to measure the deposition height. The relationship between the deposi-
tion height and the wire feeding rate was assumed as a first-order system. Then,
based on this, Heralic´ formulate an ILC to control the wire feeding rate. A fairly
flat surface was made by such an ILC controlled system.
As most literature mentioned above shows, part of the process dynamic was
modelled as a first-order system, for instance, the relationships between scan
speed and track height or between laser power and melt pool width were ap-
proximated. However, due to the nonlinearity of the process dynamic model
depicted in by Han et al [16, 17, 18, 19, 22, 23, 53], these first-order models are
only valid under the same conditions in which they were identified. That is why
control systems were only tested under the same conditions in the experiments.
If applying other process settings, such as a different laser power or a different
scan speed, these models would certainly produce errors. The magnitude of the
error depends on the difference between the conditions of system identification
and the test condition: the larger difference, the larger error.
2.7 Conclusion
In this chapter, we investigated the governing models of the LMD process that are
used to describe the key dynamics of the LMD process: the temperature and mass
distribution in the process area, including the melt pool. Also, the distributions
of laser energy and powder particles were introduced. These equations reflect
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that how the laser power distributes on the surface of a substrate and how the
mass and the temperature distribution inside the melt pool. Then, we reviewed
literature related to the process monitoring and controlling. These suggest what
monitor system can be built to feed the process information to the control system,
and how to design a control system if the control target was decided.
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Melt pool monitoring system and
measurement calibration
3.1 Introduction
According to the approaches discussed in the literature review, we decided to
control the melt pool size to regulate the mass-adding rate evenly as a way to
improve the geometrical quality of the products by controlling the laser power.
To verify the idea, we built a control system for the laser machine. The con-
trol system consists of a low-cost monochrome near-infrared (NIR) camera, an NI
USB-6341 and a laptop. The camera is installed onto the machine to provide feed-
back signal to the controller. The laptop is used to process melt pool images and
generate control signals. In the meantime, USB-6341 is acting as a DA (digital-
analogue) converter to convert the digital control signal generated by the laptop
to the analogue voltage which is accepted by the laser unit. Since the objective
of this thesis is to control the melt pool size, then measuring melt pool size is the
preliminary condition of controlling it. However, before introducing how to de-
rive melt pool size from captured images, we want to explain how and why the
calibration of the intensity was done in this chapter.
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The threshold mentioned in this chapter is an intensity of a pixel. And, the thresh-
old calibration is a process of finding the optimized intensity which could deter-
mine the edge of the melt pool is called the threshold calibration for melt pool
measuring. The key of the threshold calibration is to compare the estimated melt
pool width with the track width and to find out which threshold could find the
melt pool width with the minimum error. There are two reasons why is the cali-
bration critical. First, the low-cost monochrome NIR camera we installed which
is a general industrial camera no specially designing and tuning for monitoring
the LMD process. Second, the threshold will determine the size of the melt pool
size explicitly. Thus the chance of obtaining accurate melt pool size measurement
is very low if choose any threshold to measure the melt pool size.
Although the importance of the calibration may be sufficient, its necessity may
be not. The necessity of the calibration is determined by whether the melt pool
boundary can be found clearly. Toyserkani, Zeinali and Bi[54, 40, 55] did not
calibrate the threshold when they measuring the melt pool temperature or the
deposition height. Measuring melt pool temperature does not need to take melt
pool images. And the camera was installed aside the nozzle mostly if measuring
deposition height. Due to shooting angle of the camera, the intensities of pix-
els surrounding the melt pool are so different that the melt pool boundary could
be found very clear. On the other hand, Hu[12] calibrated the grey level with
another camera to obtain the melt pool edge. The camera is installed on top of
the melt pool to get a full melt pool image without perspective effect. Since that,
melt pool image contained the heat affected zone (HAZ) which is a thin area sur-
rounding the melt pool, except the rear section of the melt pool, the temperature
in such HAZ was still very high. Therefore, the boundary of the melt pool could
not be told very clearly. Hence, the threshold calibration is necessary to estimate
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a relatively accurate melt pool boundary.
In this chapter, we introduce a threshold calibration method which is comparing
melt pool width with track width, and that is different from the one proposed by
Hu. The track width was regarded as the true melt pool width and was measured
by a microscope and set as the baseline. Melt pool width was obtained from melt
pool images by a threshold which was adjustable. Then the calibration process is
searching a threshold to obtain a melt pool width which is as close to track width
as possible. Additionally, the camera was set to the logarithm mode to capture
more detail of the melt pool, and the ratio between a pixel of the melt pool im-
age to metric unit millimetre was found so that the comparison could be made.
Although image processing techniques are involved intensively in this chapter to
obtain melt pool widths, this chapter will not introduce them until Chapter 4.
3.2 Methodology of intensity calibration
The methodology builds on the idea that the track width is the true melt pool
width. That is because the melt pool is formed by molten metal material and it
solidifies very quickly if no significant heat input, which means the metal ma-
terial will not spread. The melt pool width, therefore, should equal to the track
width. The steps of the calibration include capturing melt pool images, find the
metric size of a pixel in the image, measuring track width, obtaining melt pool
width and comparing.
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3.2.1 Acquisition of the melt pool images
In Figure 3.1, we show the machine, a TruLaser Cell 7020 from Trumpf, used for
the deposition experiments; further, Figures 3.1a and 3.1b show the major com-
ponents of the machine, such as the powder supply unit, the robotic arm and
the control console. The laser head is the core part of the laser machine which is
shown in Figure 3.1c schematically.
The camera is installed on the laser head and aligned to focus on the process
surface. In parallel, a beam splitter, which is installed and is aligned with the
central line of the laser tunnel, reflected the melt pool image to the camera.
(A) TruLaser Cell 7020
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(B) Process chamber of the machine
(C) Schematic diagram of the laser head
FIGURE 3.1: Testbed of deposition experiment
The advantage of this arrangement is that the camera is always pointed at the
melt pool perpendicularly to the substrate surface. This meant the camera could
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steadily capture melt pool images and almost avoid image distortion from the
perspective effect.
At the start of the process, the powder is delivered from the powder supply unit
and sprayed out of the nozzle along with shielding gas. After a short moment, as
the powder particles reach the substrate surface, the laser will be activated, and
the melt pool is formed soon after. Then the laser head started to move along the
planned tool path, so as the laser spot and the melt pool. The melt pool seemed
to follow the movement of the laser spot. The track will form after the melt pool
has moved away and its temperature has cooled. To analyse the process and get
feedback from the melt pool size or width measurement, the melt pool images
are recorded by the camera during the process. The logarithmic function acts as
a compressor to extend the dynamic range of the camera.
Due to the monochrome camera used, the intensity image is its output. How-
ever, the intensity range represents by only 8-bits will be very limited unless the
camera settings are tuned especially. Thus, plus the consideration of a large tem-
perature difference between the melt pool and its vicinity, setting the camera’s
bit-depth to 12-bits (the highest bit depth of the camera) is clearly an option.
Also, another option is set the camera to work in an HDR mode due to the cam-
era supports a high dynamic range (HDR) mode, a logarithmic mode which is
implementing logarithmic function, y = lg(x), to extend the dynamic range of
captured images. In Figure 3.2, we illustrate the difference after these options are
tried.
Additionally, for the compatibility of most computer architectures and image pro-
cessing applications, the camera converts the 12-bit image to 16-bit by filling zeros
in 4 lowest bits during the sampling phase. Finally, the grey images discussed in
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this paper are 16-bit HDR images. Figure 3.2 clearly illustrates the improvement
brought by the setting.
(A) 8 bit melt pool image (B) Intensity profile along the redline in the 8
bit melt pool image
(C) 16 bit melt pool image (D) Intensity profile along the redline in the 16
bit melt pool image
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(E) 16 bit melt pool image captured with log
mode
(F) Intensity profile along the redline in the 16
bit melt pool image captured with log mode
FIGURE 3.2: Melt pool images and their surface plot as seen by the
camera through the nozzle
As shown in Figure 3.2, these images were captured when the LMD experiment
was set to run with 2 kW laser power, 2 mm laser spot size and 1000 mm/min
scan speed. It is illustrated clearly in Figures 3.2a and 3.2c that setting the image
bit depth to only 16 bit does not show more detail of the melt pool. Figures 3.2b
and 3.2d, which are the intensity profiles of the red line of the images in Figures
3.2a and 3.2c, respectively, proved that the image is almost fully saturated at the
melt pool region. There is an extremely steep rise from black, which is a relatively
cold part near the melt pool, to white. With the logarithm mode applied, the cor-
responding image is shown in Figure 3.2e, depicts significantly more details than
3.2a and 3.2c. Its intensity profile, shown in Figure 3.2f, also proves this, espe-
cially in the low-intensity region.
However, there are two drawbacks introduced because of using the logarithm
mode: lack of contrast and image noise. Comparing Figure 3.2e with Figures 3.2a
and 3.2c, it can be seen that these two drawbacks are quite noticeable. The reason
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for the weaker contrast is that the logarithmic function enlarges the weaker signal
and suppresses the strong one. And, for the same reason, the noise is amplified
as well.
Additionally, laser reflection could contribute some bias to the images. From
Figure 3.2e, laser reflection on the inner wall of the nozzle is clearly visible.
FIGURE 3.3: Region definition of melt pool image
For further discussion, Figure 3.2e can be divided into four parts as illustrated
in Figure 3.3. Region 1 shows the brightest part of the image, where the laser is
focused on creating the melt pool, and its outer layer is surrounded by the HAZ.
Region 2, shows the less obviously bright part at the left side of region 1, which
includes the track just formed and still has a high temperature, and the HAZ. The
part surrounding region 1 and region 2 is region 3, which is the dimmest part of
the image, and it is the substrate’s surface. The final part is region 4, which is
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the outmost part of the image, and it is the inner wall of the nozzle. The reason
for high intensity in this part is the combined reflection of the laser and the melt
pool.
3.2.2 Converting pixel number into millimetre
However, images usually contain no dimension information, which means the
melt pool width, which is measured in pixels, will not be able to be compared
with the track width is measured by a microscope. The pixel millimetre ratio
(PMR) of the image converts pixels into millimetres. The PMR of the sensor is
different from the PMR of the images due to the projection of the object might
be changed by the optical unit which is attached to the camera. Also, we need
to assume the optical unit affected images isotopically, so that no optical distor-
tion in any direction. If a given line parallel to the sensor’s plane with length
d is projected onto the sensor, and results in a corresponding line,
−→
L , shows in
the captured image,
−→
L := (xA − xB, yA − yB) , with a length dl = ‖−→L ‖2, where
(xA, yA) and (xB, yB) are the start and the end points of the vector
−→
L , respec-
tively. Also, by Equation 3.1, we can find the connection between d and PMR as:
d = β
√
(xA − xB)2 + (yA − yB)2 (3.1)
where β is the PMR. Then, by Equation 3.2, we could find the β for the specific
lens and camera combination.
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FIGURE 3.4: A ruler image for converting pixel into length
For example, as shown in Figure 3.4, an image of a part of a ruler is captured. It
clearly shows 5 intact millimetre marks, which means a 4 mm length is marked
in the image. A red line is drawn along the ruler’s measuring direction and cov-
ered that 4 mm length. At its two ends, two yellow dots are marked and their
coordinates (lx1, ly1) and (lx2, ly2) are shown in the image. Then by Equation 3.2,
β can be deduced:
β =
d√
(lx2 − lx1)2 + (ly2 − ly1)2
(3.2)
in this case, d is obviously 4 mm, and the two coordinates are located at (144, 82)
and (504, 75), respectively, so β is deduced as a 11 µm per pixel in both length
and width.
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After β is obtained, pixels could be converted into micrometres, which provided
a way of comparing measurements between the camera and the microscope in
the same dimensions. The comparison is the way to evaluate how accurate is the
threshold for melt pool width measuring. That then is the core of the calibration,
i.e., to find a threshold and verify it. In addition, β is unchanged in all experi-
ments mentioned in this paper, since the lens system is fixed in the laser head, so
is the camera.
3.2.3 Track width measurements and potential error
The first step of the method is to measure track widths in order to set up a base-
line, which is used as a comparison for melt pool width. After the LMD exper-
iment and all tracks cooled down, each track is marked with an equal interval,
and a microscope with dimensional measuring features is used to measure the
track width at every marked position.
Suppose after the LMD experiment, Nt tracks are clad, then track index is set
as i ∈ (1, · · · , Nt); and for each track, Ni images are captured; image index is set
as n ∈ (1, · · · , Ni).
3.2. Methodology of intensity calibration 35
(A) Microscope captured image of a track which deposited by 4 mm spot size, 3 kW
laser power and 1000 mm/min scan speed
(B) Microscopic image with height measurement
FIGURE 3.5: Track width measurement by microscope at a marked
position and its 3D profile image
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As shown in Figure 3.5, the jth points out of a total M marked points is measured
on the track i. Repeating this, a set of widths, {wt,i,1, wt,i,2, · · · , wt,i,j, · · · , wt,i,M},
of track i are made. Further, repeating this process, we can measure the widths of
all tracks or a group of tracks. Then mean track width, wt,i, derived as follows:
wt,i =
1
M
M
∑
j=1
(wt,i,j) (3.3)
is used as an unbiased track width estimation. Track widths are measured by a
microscope, Keyence VHX-5000. If with carefully selected process parameters,
the edge of the track is very clear, track width measurement could then be done
with a very high accuracy, and it is the reason that the microscope measurement
is taken as the baseline.
However, in a few cases, some error could be contributed through inaccurate
track edge positioning, and such errors could affect the melt pool width measure-
ment because the threshold set is found based on the microscope measurement.
Track edges are not always as clear as those shown in Figure 3.5; in a few cases,
several factors, such as oxidation, HAZ and embedded partially melted powder
particles, could make track edges difficult to distinguish.
A typical example is shown in Figure 3.6. These images were obtained from an
earlier experiment. The process settings for this track are 4 mm of laser spot size,
3 kW of laser power and 1200 mm/min of scan speed. From Figure 3.6a, it can be
seen that most parts of the track edges are covered with a grey layer of oxidised
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molten powder. Also, some powder particles are embedded in the layer. In ad-
dition, from Figure 3.6b, an obvious substrate deformation could be found: that
the right part of the substrate surface is much higher than the left. Moreover, the
cross-section curve of the track surface is quite smooth at track substrate surface
conjunction. All these factors make track edges more challenging to distinguish
and more difficult to obtain track width. Images like Figure 3.6a demonstrates
the difficulties in finding some characteristics by image processing: the irregu-
larly distributed oxidation layer contributed much complexity to the track edge
finding.
(A) Microscope captured image of a track which deposited by 4 mm spot size, 3 kW
laser power and 1200 mm/min scan speed
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(B) Microscope captured cross-section profile of the track surface
FIGURE 3.6: Track image with unclear edge
Another example is illustrated in Figure 3.7. This track was gained by the similar
process setting as the experiment mentioned above, except including the powder
feeding rate. This track was clad with a low feeding rate, so the track is much
flatter than the track in Figure 3.5. The width-height ratios (WHR) of the two
tracks in Figures 3.5 and 3.7 are 5.06 and 5.68, respectively. The most observable
difference is the contrast: the one in Figure 3.7 at the edge is much weaker than
that in Figure 3.5. Also, there is a kind of spreading of the track material at some
part of the edge, which leads to a more erratic track edge. Therefore, that could
result in a largely unpredictable changing of track width and in more uncertain-
ties for track width estimation. Further, these results suggest that we should void
to build such tracks to provide accurate track width measurement for threshold
calibration.
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(A) Width measurement of the track and the corresponding fitting result
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(B) Microscope captured cross-section profile of the track surface
(C) Microscope captured image of a track which deposited by 4 mm spot size, 3 kW
laser power and 1200 mm/min scan speed
FIGURE 3.7: Microscope measured track width with low powder
feeding rate
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3.2.4 Average melt pool image
Figure 3.8a is an average image of all images which are recorded in a single track
building process, and the process settings are set as 2 mm for laser spot, 2 kW
for laser power and 1000 mm/min scan speed. A single frame of these images is
illustrated in Figure 3.2e. From a statistical point of view, if the image as shown
in Figure 3.2e depicts the melt pool status (shape, size and position) at a very spe-
cific moment of the deposition, then Figure 3.8a represents the most likely melt
pool status during the whole process. Therefore, the geometry of the melt pool
could be assumed as a semicircle, which is suggestive of where the melt pool
width should be measured.
(A) Average image of the melt pool (B) Circled average image
FIGURE 3.8: Average melt pool image
Regions 1, 2 and 3 are very clear relative to that of a noisy single frame which
implies that the mean melt pool width should be an unbiased and high certainty
estimation of the track’s melt pool width. In order to find out how accurate the
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estimated melt pool width is, the melt pool estimation error is defined as the
difference between mean track width and mean melt pool width. In parallel, re-
gion 4 does not contain any information about the melt pool: therefore, the pixels
within this part could be ignored to save the time taken for image processing.
From Figure 3.8a, the contour of the nozzle is seen most likely to be a perfect cir-
cle. Then the circular Hough transform (CHT) is implemented to find the circle,
as shown in Figure 3.8b, and to build a mask image. Those pixels that are outside
the mask are excluded so as to prevent the wrong measurement of the melt pool
width.
The melt pool images, either single frame (Figure 3.2e) or average image (Fig-
ures 3.8a), are very noisy due to the logarithm work mode of the camera. Hence,
it would be better if filtering the noise prior to any image process steps if the tex-
ture of the image is not affected noticeably.
3.2.5 Threshold calibration for camera captured grey images
The goal of the monitoring system is to establish the melt pool size. However,
there is no way to verify the accuracy of the melt pool size measurement as there
is only one camera installed on the laser head. By track widths, we could then
find a intensity threshold which could segment the melt pool with a width equals
or closes to the track width. If that so, the segment boundary is regarded as the
melt pool boundary. Then, by this boundary, we could find a relative accurate
melt pool size. Such that intensity threshold is therefore an optimized threshold.
Before introducing the method, a intensity matrix IM with two variables x and
y is needed to be defined in order to describe a grey-level image mathematically,
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and each element IM(x, y) of the IM can be written as
IM(x, y) = g; g ∈ (0, 1, · · · , 65535) (3.4)
which means the intensity is g at point (x, y). Also, if considering there are a pack
of tracks that have been deposited, then we define i(i < Nt) as the index of the
tracks and n(n < Nim,i) as the index of the images, so an intensity in image n
of the track i can be written as IMn,i(x, y). Nt is the number of total tracks in a
calibration experiment while Nim,i is the total image number of track i.
Taking Figure 3.8b, for instance, we first tried a relatively low threshold to re-
move pixels between the nozzle wall and the melt pool. Then, we found the
upper-most non-zero intensity pixel and the lower-most pixel and draw a line
between these two points. After that, we drew a line by taking the middle point
of the two points as the centre point of the line and the difference of y-coordinates
of the two points as the length of the line. Then, this line is regarded as lm, and
all intensities on this line were included as a threshold search pool, TP:
TP := {thk|thk = IMavg(x, y); (x, y) ∈ lm; k = 1, 2, · · · , Nsp} (3.5)
where Nsp is the size of the search pool which is far less than 65536. Since the in-
tensities of the captured images range from 0 to 65535, the search time would be
shortened significantly as only the thresholds in TP were searched. Additionally,
the camera is installed aligning the x-axis of the image and the x-axis of the laser
head. Therefore, no coordinates transformation is needed to measure the melt
pool width correctly.
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If taking a threshold thk from TP to estimate melt pool widths from a set of image,
{IMn,i}, of track i, the estimation error is:
ei,k =
wmp,i(thk)− wt,i
wt,i
(3.6)
where wmp,i(thk)means the average melt pool width of track i obtained by thresh-
old thk, while means the average track width of track i. Then the ei,k means the
measured melt pool width error of track i when the threshold is thk. Since the
tracks were built with constant settings in a relatively short period, the track
widths were regarded as a constant as well. However, the track width and the
melt pool width is constantly fluctuating. Then the error, ei,k, could be obtained
with the mean values to reduce the uncertainties due to the mean track width
and mean melt pool width, which are the unbiased estimations. The mean melt
pool width is obtained by Equation 3.7 while the measurement of track width has
been introduced in section 3.2.3.
wmp,i(thk) =
1
Nim,i
Nim,i
∑
n=1
wmp,i,n(thk) (3.7)
wmp,i,n(thk) = max(lm,i,n(thk), y)−min(lm,i,n(thk), y) (3.8)
where lm,i,n(thk) means the thresholded pixels on line lm in image n of track i,
then max(lm,i,n(thk), y) and min(lm,i,n(thk), y) mean the maximum and minimum
y-coordinates of the thresholded pixels on line lm in image n of track i.
Similarly, if we substitute other thresholds for obtaining a serial of mean melt
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pool widths, {wmp,i(th•)}, of track i, we could also find a serial of measurement
error, {ei,•}, of the melt pool width by track i’s images. Therefore, in all measure-
ment error, there must be the smallest error, ei,m = min({ei,•}), and the threshold
thmi(1 ≤ mi ≤ Nsp) which obtains the mean melt pool width of track i with the
least measurement error, ei,m, is called the local optimized threshold for track i.
Then, we also find other thresholds which could obtain the melt pool widths
with the minimum measurement error for other tracks. All these thresholds are
put into another set, optimized search pool, as, {thmi |thmi = arg min({ei,•}); k =
1, 2, · · · , Nm}. Nm is the number of the local optimized threshold, Nm ≤ Nt.
However, these thresholds were only optimized for specific tracks. They do not
necessarily deliver the same measurement for other tracks. For instance, thmi
would not necessarily obtain the melt pool width with the least measurement
error for track k2(k1 6= k2; andk1, k2 ∈ [1, Nt]). Thus, we need to find a global
threshold which could obtain melt pool width with the least overall measure-
ment error for tracks. There are two ways to find the global optimized threshold,
thG.O. The first one and the easiest one is to find the average of all {thmi} as thG.O.
This averaged threshold may not be able to deliver the melt pool widths with the
least overall error though. The second way is to find thG.O. by the smallest overall
error.
The overall error of threshold thmi is:
e(thmk) =
Ni
∑
i=1
ei,mk (3.9)
Thus, for {thmk}, the corresponding overall error set is {e(thmk)}. There is also
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the smallest overall error in the set which is emin = min({e(thmk)}). Then we
defined the global optimized threshold as the one who could find the melt pool
width with the least overall error emin.
thG.O. = arg min({e(thmk)}) (3.10)
3.3 Threshold calibration experiment
An experiment was conducted to test the method by using an experiment plat-
form from Trumpf, TruLaser Cell 7020. It was a machine using a disc laser source
as its heat source, and it could deliver 3 kW laser power under deposition mode.
Also, the wavelength of the laser was 1070 nm.
The laser head was an important component of the machine for delivering laser
and metal powder. The machine was able to attach several different types of laser
head to conduct different tasks, such as cutting, surface hardening and inner de-
position. The head was integrated with several key components, such as laser
tunnel, beam splitter, powder and shielding gas nozzle and camera. And it was
installed on a 5 degree of freedom (DoF) CNC controlled platform. The laser was
delivered to the laser head from the laser source by optical fibre, then a beam
splitter in the head reflected down the laser through a tunnel and pointed out of
the nozzle. The beam splitter could also let light from the melt pool pass and be
captured by a camera.
The camera, which was used for monitoring the experiment, was a near-infrared
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monochrome camera from IDS, Germany. Its response curve is shown in Figure
3.9.
FIGURE 3.9: Camera sensor quantum efficiency
Figure 3.9 shows that although its specification claims it was able to sense light
wavelength from 400 nm to 1100nm, the sensor was not quite sensitive when the
wavelength was longer than 950 nm. Specifically, the sensor’s quantum efficiency
(QE) was below 20% when the wavelength was over 950 nm, which was less than
one-third of average QE. QE reached 0 when the wavelength was 1100 nm. That
meant the sensor could not sense any signal whose wavelength was longer than
1100 nm, but there was still probably 3% QE for sensing laser reflection, and if
the power of the reflected laser was high enough, the image was not free from its
effect.
The camera’s sensor could output a maximum of 50 images per second, with
the maximum resolution up to 1280 ×1024 pixels. Each pixel is equivalent to a 5.3
µm by 5.3 µm square. An ROI (region of interest) was set to limit the scan range
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of the sensor down to 640 ×600 pixels during the image capturing phase, that was
in order to reduce image size and to save data transmission time and bandwidth.
From Figures 3.2 and 3.8, we found that there was still a large space between the
nozzle and the edge of the image after ROI was set. In order to capture as many
details as possible, a fairly optimized camera setting was found and was verified
by many different LMD experimental settings. Several important camera settings
were established: exposure time was set to 10 ms; frame rate was set to 50 fps;
log mode was activated, log gain was 2 and log value was 5.
Three powder nozzles were the other key parts of the head and were arranged
coaxially along the laser nozzle, as shown in Figure 3.1c. They overlapped pow-
der distribution on the laser spot so as to provide enough powder to keep the
laser spot capturing. The shielding gas, argon, was delivered through the pow-
der nozzle during the deposition to protect the clad track from oxidizing.
The experiment was performed on a thick substrate made of mild steel with the
size of 130 mm(w)*160 mm(l)*12 mm(h). Its top surface was sand blasted as the
surface preparation for the LMD process so as to keep the isotropic absorption
rate on the surface. The powder had the mixture of 70% AerMet 100 alloy and
30% NSB 72 alloy.
The procedure of the experiments was designed to avoid unnecessary complex-
ity. Only single straight line tracks were clad. The track travelled along one direc-
tion from left to right. The length depended on the laser head’s scan speed. Each
track was clad in 6 seconds to balance the adequate data requirement of melt pool
width estimation and material cost. Each track was clad with different deposition
setting parameters. Three parameters were changed in the experiment to check
whether the threshold could be adapted for various settings. These parameters
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were laser power, laser spot size and laser scan speed or laser head moving speed.
Table 3.1 illustrates all sets of parameters tested in the experiment.
TABLE 3.1: Cladding settings of three primary parameters
Track NO.
Laser
spot (mm)
Laser
power (kW)
Scan speed
(mm/min)
Power density
(kW/mm2)
1
2 2.0
1000
0.64
2 1200
3
3
1.5
800
0.21
4 1000
5
2.0
800
0.28
6 1000
7
2.5
1000
0.35
8 1200
9
4
2.5
800
0.20
10 1000
11
3.0
1000
0.24
12 1200
Tracks with different settings clad with a short interval in terms of both time and
space. The short time between the deposition of the two tracks was the time for
setting a new file name for storing images. The space between two tracks was 1
cm. The interval was found not to dramatically affect calibration result, or what-
soever, as long as no track overlapped. That is because if the track width was
changed during the process, then the image of the process changed accordingly.
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3.4 Threshold calibration experiment results analysis
After cladding, clad tracks were achieved like the one shown in Figure 3.5. All
had very clear and distinctive track edges, which meant the track width could
be measured with high degrees of certainty. Each track was marked as a 1 cm
segment despite the start and the end of the track. Therefore, each track had n-1
marks on it, if the track was n cm in length. Then all marked points of all tracks
were measured using a microscope. Figure 3.10b illustrates an example; here, 11
points were measured on the track and fitted on a straight line to illustrate the
data trend and to estimate the mean of the data. The mean was taken as the base-
line established by camera captured images under a suitable intensity threshold.
As Figure 3.10a shows, the melt pool width was estimated for all frames, which
were captured during a track built with 2.5 kW laser power, 3 mm spot size and
1200 mm/min, with the threshold of 26500; however, the data was very noisy. A
Kalman filter (KF) was developed to reduce noise. In order to implement the KF,
a linear system was set just for the estimated melt pool width. From the fitting
result of the baseline (Figure 3.10b), we found that track width was increased
linearly during the LMD process. Hence, to reflect this trend, the system state
function of the linear system was built as:
Xk+1 = Φk f Xk +Wk (3.11)
where Xk = [x, x′, x′′]T is the current system state vector, Xk+1 is the system state
vector of next step, Φk f is system state transfer matrix, and Wk is system noise
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vector. The system measurement function is:
Yk = CXk (3.12)
where Yk is measured data and C = [1, 0, 0] is system observation matrix. Then a
second order KF was used to filter the melt pool width using the following initial
settings:
Φk f =

1 dt dt2
0 1 dt
0 0 1
 ;
P0, k f =

0.1 0 0
0 1 0
0 0 10
 ;
Qk f =

(dt5)/20 (dt4)/8 (dt3)/6
(dt4)/8 (dt3)/3 (dt2)/2
(dt3)/6 (dt2)/2 dt
 ; Rk f = 7
where P0, k f is the initial posterior error covariance matrix, Qk f is the covariance
of the process noise, Rk f is the covariance of the observation noise, dt is the sam-
pling time which is equal to 0.02 s, and the initial value of Xk is set as the initial
measurement: X0 = [Y0, 0, 0]T. After melt pool widths were filtered, the KF’s re-
sults were fitted along another straight line, as had been done to those measured
by the microscope. The middle point of the line was regarded as the mean of the
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melt pool width. The difference between the two mean widths was defined as
melt pool width measurement error by the camera in order to evaluate the per-
formance of the camera measurement.
(A) Kalman filtered melt pool width measured by camera
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(B) Curve fitted track width measured by microscope
FIGURE 3.10: Curves of measured melt pool width and their fitted
results
The comparison results, measurement error which was calculated by Equation
3.6, between camera measured melt pool widths and the microscope measured
track widths were listed and analysed below.
From Table 3.2, it is clear that the values in the two sets of data are close to each
other, and more than half of all tracks showed that the camera measurements er-
rors are small, i.e., no larger than ±3%. Some results showed the threshold was
not fully suited for it: there was -10.5% of estimation error for 1.5 kW of laser
power, 3 mm laser spot size and 1000 mm/min, and 6.1% of estimation error for
3 kW of laser power, 4 mm laser spot size and 1200 mm/min. The negative sign
here shows that the estimated mean melt pool width was smaller than the mean
track width. These two results showed so large a difference that no matter how
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the threshold changed the errors of these two cases were not going to decrease
at the same time. It implied that a uniformed threshold cannot handle melt pool
width estimation using different LMD process settings. If the intensities of the
images were not just related to the melt pool temperatures, one further possible
factor here could be the laser reflection.
Ideally, if the camera only picks thermal radiation, then the intensity will only
be determined by its temperature, but the results showed otherwise. The cam-
era captured more than just thermal radiation, while in this case, laser reflection
could be highly possible to be captured by the camera. Figure 3.2e clearly illus-
trates this: the inner wall of the laser head was quite bright when the cladding
was running, which was lighted by the laser reflection. Moreover, it is certain
that metal powder particles and the surface of the substrate and the track, even
the melt pool, could reflect laser at the same time. The conclusion was clear that
the melt pool images were heavily affected by the laser reflection. Therefore, the
intensity threshold could be explicitly sought by laser reflection strength or laser
power.
Scan speed was deemed unlikely to affect reflection strength among these three
parameters, due to the light reflection rate of the substrate surface being far higher
than its absorption rate. The laser power and the laser spot size could be two
factors that could affect the reflection strength. Laser power was an obvious fac-
tor. Laser spot size, on the other hand, may have indirectly changed reflection
strength. As illustrated in Table 3.1, power density changed quite significantly
when the laser spot size changed. When the laser was focused in a smaller spot,
it gave quite similar results as if laser power had been increased. Therefore, there
should be two ways to find a set of thresholds: by either different laser powers or
laser spot sizes.
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Based on different laser spot sizes, all data could be grouped into three sets. Thus,
three corresponding thresholds were found in order to obtain melt pool widths.
Subsequently, the obtained melt pool widths were compared with the baseline:
all errors achieved are listed in Table 3.3. From this table, it could be seen that
many errors were smaller than those in Table 3.2. Several other errors increased
at a different scale, but the largest error declined to -7%, and few errors which
were larger than ±5% were found. This showed that finding thresholds based on
some key settings may be a better way to deduce melt pool widths than using a
uniformed threshold, but that searching by spot size was not optimized enough,
due to the max error being -7% and a few errors larger than ±3%.
Then, the results were grouped into four sets based on different laser power set-
ting. Another set of four thresholds were found accordingly. Based on these
thresholds, another group of melt pool widths were obtained. Finally, comparing
this group with the baseline, all estimation errors were found, as listed in Table
3.4.
Overall, most errors were smaller than they were compared with Table 3.3, and
all errors were less than ±3%. The previous largest error was down to -1.7%, and
the largest error in Table 3.4 is -2.8%. These results showed that camera measured
melt pool width could be considered accurately, and this group of thresholds was
the best set. The results also implied that the laser reflection contributed bias into
all captured images with different margins from different LMD experimental set-
tings. Also, laser spot size and laser power could introduce bias into images.
Furthermore, the influence of laser power seemed greater than that of the laser
spot size.
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3.5 Improved melt pool image thresholding after NBP
filter was installed
From the experimental results shown in the previous section, it can be seen that
the melt pool images are very noisy and heavily influenced by laser reflection,
installing a NBP filter is one way to improve the quality of the melt pool images,
as Hu[12, 56] and Asselin[46] did in their research.
Thus, a NBP filter, BN850, was installed in the front of the camera’s sensor. The
transmissivity of the filter is shown in Figure 3.11.
FIGURE 3.11: Transmissivity of BN850
The filter changed the spectrum of the incident light to a small window centred
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at 850 nm with 50 nm of spectrum width, so the laser reflection could be largely
blocked. However, we were still able to see the relatively bright inner wall of the
laser head, as shown in Figure 3.12c, which was most likely lit by the melt pool
reflection. The overall intensity of Figure 3.12c was much higher than that of Fig-
ure 3.12a. Also, the high-intensity area was much larger in Figure 3.12c. These
results meant the melt pool in Figure 3.12c had both a higher temperature and a
larger area than that in Figure 3.12a as the laser power was increased.
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(A) Average melt pool image at 1.5 kW of
laser power
(B) Corresponded intensity on the marked line
(C) Average melt pool image at 2.6 kW of laser
power
(D) Corresponded intensity on the marked
line
FIGURE 3.12: Melt pool images captured with BN850 at different
laser powers
Part (b) and (d) of Figure 3.12 displays the intensity curve on the red line. When
compared with Figure 3.2f, not only the intensity profile was smoothed but also
the noise level was reduced. The overall intensity level of the images captured
with the NBP filter seemed lower than those images that were captured without
the filter. The noise on the low-intensity part was significantly lower. However,
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TABLE 3.5: Settings of Threshold calibration experiment with NBP
filter installed
Laser spot (mm) Laser power (kW) Scan speed (mm/min)
2 1.5 900
3 1.5 900
3 2 900
3 2.5 900
4 2.5 900
4 3 900
on the high-intensity part, the noise seemed more obvious.
Another experiment was conducted to test the threshold calibration with the NBP
filter. The experiment was conducted with different materials: SS420, Inconel 718
and Stellite 6. The process settings are listed in the following table (Table 3.5).
Two tracks were deposited by each setting group.
By the calibration method introduced in the previous section, overall errors
grouped by materials obtained by the thresholds in optimized search pool were
plotted as shown in Figure 3.13. In the figure, there are total of 23 thresholds,
which was less than the deposited 36 tracks. Therefore, it was found that there
had to be a few thresholds that shared the same values.
As the threshold was increased, the overall errors decreased to their own min-
imum and then increased. The value of the local optimized threshold was found
to be more correlated with the laser power density than the laser power. It was
also found that the filter greatly reduced laser reflection.
Other than depicting the relationship between overall errors and thresholds, Fig-
ure 3.13 also shows that most thresholds were located in a range which centred at
15000 with a width roughly equal to 1000, and their corresponded overall error
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TABLE 3.6: Global optimized threshold by materials
SS420 Inconel 718 Stellite 6
15000 15100 13800
was relatively low. Thus, the overall error would not be large if a threshold was
chosen in this range.
FIGURE 3.13: Overall error of all thresholds in the search pool
By the overall error, we could find three thG.O, which are listed in Table 3.6, for
three materials, respectively.
These thG.O were significantly lower: almost half of the global optimized thresh-
olds obtained without the filter. This was due to the filter reducing the melt pool
images’ intensities. The numerical difference between these thG.O was probably
due to the melt points of these materials. Stellite 6 had the lowest melt point
among the three, so the thG.O was the smallest.
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3.6 Conclusion
We introduced a practical intensity threshold calibration approach in this chapter
in order to improve the measurement accuracy of the melt pool size. This calibra-
tion is an offline algorithm. Track widths were measured by a microscope after
cladding. Then, the microscope’s results were taken as a baseline for verifying
how much measurement error the threshold would deliver. Two grouping meth-
ods were tried in order to find the global optimized threshold set. They were
grouping by laser spot size and grouping by laser power. Only three process set-
tings were changed in the deposition experiment, and the scan speed seemed not
to obviously affect the image intensity. As a result, the global optimized threshold
set was found by grouping experimental results with laser power. This method
could be applied to similar systems if the top view of the melt pool is set for the
process monitoring system and the camera could provide enough detail inside
the melt pool.
Several other findings are established through the research:
1) Logarithm mode is the key to gain more detailed images of the melt pool,
but captured images are lower contrast and noisier than the normal mode;
2) Laser power appears a certain degree of influence on laser reflection strength,
which could contribute bias into melt pool images, and probably it is the
very reason that a unified threshold could not find a set of melt pool widths
within a fairly small estimation error;
3) After the installation of the NBP filter, the quality of the melt pool image is
improved modest, and the laser reflection has been largely reduced;
4) When track edge is not quite clear due to oxidation or whatsoever reasons
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could raise the difficulty of track width measuring by using a microscope,
and could probably introducing more uncertainties into the measurement;
5) Low powder feeding rate will lead to a flat track with high width-height
ratio profile which is another factor could cause track width measurement
error;
6) A proper powder delivering and shielding gas configuration need to be im-
plemented to get track edge as clear as possible to minimise microscope
measurement error as small as possible;
7) The experiment procedure is not suitable for finding the relationship be-
tween temperature and melt pool width or size, due to there is not enough
time for the substrate to cooling down. But it will not affect intensity thresh-
old calibrating.
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Chapter 4
Melt pool size estimation from
captured images
4.1 Introduction
Since the camera cannot measure melt pool sizes directly but outputs grey level
images instead, the image process algorithm which is the core of the applica-
tion was used to estimate melt pool size. As mentioned in Section 2.5, many
researchers not only established their process monitoring systems but also devel-
oped a melt pool image processing algorithm accordingly. As the image shown
in Figure 4.1a, the brightest part is the melt pool or at least containing the melt
pool. Then segmenting the melt pool from the image by threshold was mostly
adopted by researchers[22, 40, 12, 46, 18, 13]. They may add few extra steps, such
as edge detection[18, 12], connectivity checking[46] or region approximation[13],
to obtain melt pool size, melt pool width or melt pool height.
In the previous chapter, we introduced how to get accurate melt pool size mea-
surement but without detailed steps. The primary objective of this chapter is to
68 Chapter 4. Melt pool size estimation from captured images
introduce how the melt pool size was obtained from images based on the thresh-
old obtained from Chapter 3. There were two requirements which the melt pool
image processing algorithm has to meet were: 1)the measurement should be done
within the sample time and it is better if more time could be saved; 2)with first re-
quirement fulfilled, the measurement should be as accurate as possible. Not only
concerning these two requirements, the algorithm was also designed based on
the melt pool images’ common characteristics. The melt pool images are noisy,
monochrome, poor texture, mono-patterned, except sometimes the laser reflec-
tions introduced by powder particles and the inner wall of the nozzle could lead
to an estimation error of melt pool size. According to these analysis results, the
melt pool size estimation algorithm was established and consists of denoising,
thresholding, masking and melt pool size estimation. Then, the algorithm effi-
ciency was optimized to make the application run in real-time.
4.2 Melt pool image processing steps
The melt pool images needed to be analysed first to find out what image process-
ing methods were required. As shown in Figure 4.1, the first thing found was that
the image was quite noisy. That was largely a result of the working mode of the
camera. As introduced in the previous chapter, the camera was set to working at
the logarithmic mode, which made the camera very sensitive to the low-level sig-
nal. Therefore, the preliminary step of image processing was reducing the noise
of the captured images.
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4.2.1 Image denoising
Based on the melt pool images we showed in previous sections, the image noise
is regarded as a Gaussian white noise, then a Wiener filter is used to reduce the
noise in the image. The Wiener filter is a class of least mean squared error esti-
mator[57], and it was widely applied in various applications [58, 59, 60, 61]. If
the kernel is defined as a ncol by nrow local neighbourhood of each pixel, then the
filter can be written in the pixel-wise form as following:
Iw f (x, y) = µ+
σ2 − v2
σ2
(I(x, y)− µ) (4.1)
where v is the noise variance; µ, σ are the local mean and local variance, they are
defined as:
µ =
1
ncolnrow
∑
x∈ncol
y∈nrow
I(x, y); σ =
1
ncolnrow
∑
x∈ncol
y∈nrow
[I2(x, y)− µ2] (4.2)
The local neighbourhood size was is as a 3×3 window, since Figure 4.1b depicts
that the noise causes small spikes with a width of 2 to 3 pixels, and there are a few
parts where the intensity changed very sharply, such as at the edge of the melt
pool.
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(A) Captured raw melt pool image (B) Intensity profile of the 240th row of the
melt pool image
(C) Denoised melt pool image (D) Denoised intensity profile
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(E) Melt pool image denoised recursively
twice
(F) Intensity profile denoised recursively
twice
FIGURE 4.1: Raw melt pool image and its denoised result
As seen in Figure 4.1, the images do not show much difference whether the im-
age is denoised once or twice, which is probably due to the melt pool image is
monotone and lacking in texture. However, the intensity profiles illustrate that
the noise is clearly suppressed, especially after the Wiener filter has been applied
two times. The cost of using the Wiener filter is that a few details are removed
when the intensity is changing steeply. However, that is a negligible cost as these
details are not particularly relevant to the melt pool width or size measurement.
4.2.2 Making a mask image to remove the non-relevant region
The region of interest (ROI) in Figure 4.2a and 4.2b is the central part where the
melt pool can be seen, as shown in Figure 4.2c and 4.2d. The rest of the image
shows the inner wall of the nozzle which could be confused with the melt pool
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size measurement algorithm if the wall is illuminated very brightly by the re-
flection of the laser and the melt pool. An efficient way to ensure the algorithm
stayed focused on the ROI is to use a mask (Figure 4.2b and 4.2e) to remove those
pixels that are obviously not of relevance. If the mask is not made correctly in
terms of shape and location, then it would have removed a part of the melt pool,
which would have lead to inaccurate melt pool size measurement. So to limit that
risk, a mask image needs to be made each time after a nozzle change or camera
installation.
The operation of masking an image is similar to the elementwise and of two same
size matrices:
Imasked(x, y) = IM(x, y) ∧ I(x, y) (4.3)
That means if the intensity of a pixel at the position, (x, y), of an image is I(x, y),
and the pixel value, Im(x, y), of the mask image at the same position is 1, then the
pixel intensity, Imasked(x, y), of the masked image at the same location equals to
I(x, y). Otherwise, if Im(x, y) = 0, then Imasked(x, y) = 0.
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(A) Average melt pool image
1
(B) Mask image 1 (C) Yellow zone means the
masked image 1
(D) Melt pool image 2 (E) Mask image 2 (F) Yellow zone means the
masked image 2
FIGURE 4.2: Melt pool images and their masked images
The mask image should be a circle or a major part of it since the nozzle used in
previous experiments all had a circular hole. That was also seen in captured melt
pool images, as in Figure 4.2. Then the circle Hough transform (CHT) [62] could
be used to find the most likely centre and radius of the circle. If the search range
of the circle radius was set properly, few circles were found as candidates who
could just cover the ROI.
We now explain CHT from a circle function:
x = a + cos θy = b + sin θ (4.4)
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where (a, b) is the coordinate of the circle’s centre; r is the circle’s radius; θ is the
angular parameter of the circle.
FIGURE 4.3: Circular Hough transform
If a circular function with a radius r is converted to the parametric a− b space, a
point on the original circle will become a circle whose radius is r into the param-
eter space. Then all circles will intersect at point (a, b) which is the centre of the
original circle if all points, as shown in Figure 4.3. Thus, the circle centre will be
found by calculating the intersected point.
We assume a circular contour, such as that shown in Figure 4.4b, occupied N
pixels in an image. During the circle estimation process, the image is scanned
pixel by pixel. If the pixel intensity is not zero, then a CHT is conducted to con-
vert the pixel from image space to parametric space with a given r. After that,
the intersecting points with previously projected circles are found and recorded.
Therefore, N circles, Oh,n, is converted and M intersection points, pi, are found.
Also, we need to define an accumulation, mi, to describe how many times an in-
tersection point, pi, is overlapped.
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In all intersection points, if existing pm who has the largest accumulation, mm,
in all intersection points {pi}, and mm is far larger than the average accumula-
tion, mi, of all intersected points.
mm = max({mi}) mi (4.5)
And if mm ≥ thca, then point is regarded as the circle centre of the contour, in
which thca is an accumulation threshold. Additionally, the radius, r, of the circle
needs to be estimated roughly by the thresholded and binarized melt pool image
as shown in Figure 4.4a. However, we need to set a small range for the radius in
case no circle could be found if r is not estimated correctly.
As the algorithm process mentioned above, if inputting Figure 4.4a into the al-
gorithm, then many irrelevant circles could be found with different circle centres
and radii. Thus, if using Figure 4.4b, the estimation circle arc was restricted to
follow the contour. Hence, a 2D Laplacian filter is applied to find the contour of
the image. 2D Laplacian filter is a method for finding the derivative of an image.
There are two kernels for the filter:
kLaplace =

0 1 0
1 −4 1
0 1 0
 or kLaplace =

1 1 1
1 −8 1
1 1 1
 (4.6)
The difference between these two kernel arose dependent upon whether the pix-
els on the diagonal are taken into consideration.
The filtered image, IMcontour, is:
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IMcontour = IMth,b ∗ kLaplace (4.7)
where IMth,b is the thresholded and binarized image. The filtered result of Figure
4.4a, is shown in Figure 4.4b. There are no obvious differences between using
either one of the kernels in this particular case.
After the Hough circle transform the best-fit circle is found as the red circle out-
lined in Figure 4.4c shows. Thus if filling pixels into the red circle, we could
obtain a mask as shown in Figure 4.2b or 4.2e.
(A) Average Thesholded and
binarized melt image
(B) The contour of image (a) (C) The contour with the
estimated circle
FIGURE 4.4: Finding the circle for a binary melt pool image
With the help of the mask, only pixels in the mask region remains so that precious
computation time can be saved since no geometry check algorithm is required.
For instance, as in Figure 4.2c and 4.2f, pixels in the yellow area are kept that
overlaps the melt pool and its tail.
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4.2.3 Obtaining the melt pool size
There should have been one more step before obtaining the melt pool size, which
is to assess how many non-interconnected and scattered blocks, and how big they
are. However, this scattered block checking step is not implemented in the algo-
rithm due to the fact that this step is relatively computational intensive and could
make the calculation time a few times longer than 20 ms. Also, the accuracy of the
melt pool size measurement cannot be promoted significantly by the step since
these blocks are not many and mostly very small.
(A) Raw melt pool image (B) Masked melt pool image, mask = Fig. 4.2
(b)
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(C) Thresholded image of the masked image (D) Binarized melt pool image
FIGURE 4.5: Image process steps for melt pool size estimation
The image is largely simplified after being masked, for which a relatively com-
pact algorithm could be designed, so as to obtain the melt pool size relatively
accurately and quickly. The following step is to apply a threshold to the masked
image that reduces most pixels irrelevant to the melt pool in the yellow region
(the ROI), as we did in Chapter 3. Then, the melt pool size could be obtained by
counting the total number of all non-zero intensity pixels. Plus, the dimension of
the image pixel has been found in section 3.2.2; the melt pool size in pixel number
could be converted to the size in mm ².
MPS = β2 ∑
x∈Ncol
y∈Nrow
IMm,th,b(x, y) (4.8)
where MPS means the melt pool size, IMm,th,b means the melt pool image has
been masked, thresholded and binarized. Since IMm,th,b is a binary image in
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which only melt pool is reserved, then the sum of IMm,th,b equals to the num-
ber of nonzero intensity pixels. In Figure 4.5, few processed images in the middle
of the algorithm are shown.
Moreover, the application is required to show the melt pool boundary in real-
time. In this case, a few more steps need to be added after thresholding the
masked image similar to making the mask.
The process steps are as follows:
1) Masking the captured raw image with the mask image.
2) Denoising the raw image with the Wiener filter.
3) Thresholding the masked image.
4) Converting the result image to a binary image.
5) Counting the number of all non-zero intensity pixels and time PMR to ob-
tain the melt pool size.
6) Filtering the binarized image with the Laplacian filter to extract the edge of
the binary image.
7) Converting the binary edge image to the same bit-depth as the raw image
and changing the value of all non-zero intensity pixel to the maximum.
8) Adding the edge image to the raw image and showing this in the applica-
tion window.
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4.3 Real-time melt pool size estimation
The algorithm mentioned above was tested and assessed in MatLab. However,
the camera driver only provides APIs in C++, which means the application could
not be developed using only MatLab scripts. Although there is a way to develop
the monitoring application by using a hybrid program, the image processing effi-
ciency of MatLab was not high enough to process an image within the sampling
interval of the camera, which is shown in Table 4.1. The sampling rate of the
camera seems to be not fast enough when compared with the variation speed of
the melt pool size, whose experimental results are shown in Chapter 6. Thus,
we wanted the monitoring application to process the image as fast as possible, at
least should not lower than the current sampling rate.
Then, OpenCV, a C/C++ image processing package, is used to deliver similar
functions as those in MatLab. Most image processing functions used in MatLab
have their counterpart in OpenCV, except few functions such as block checking
and cavity checking.
An offline test version of the algorithm had been rewritten in OpenCV with the
CPU version of image processing functions (henceforth known as ‘CPU version’).
And the process time of each image of the migrated algorithm is about 100 ms,
although the migrated one is correctly outputting the melt pool width. In other
words, the sampling frequency of the camera should lower to 10 fps but may be
too slow to capture the necessary dynamic details of the melt pool. Therefore,
to accelerate the calculation speed, there is an option to apply CUDA(Compute
Unified Device Architecture) which is a computation acceleration package devel-
oped by Nvidia for their CUDA-enabled GPUs(Graphic Processing Unit). Luck-
ily, a CUDA-enabled GPU, GP104-200, is already equipped in the PC makes the
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TABLE 4.1: Calculation time comparison
Algorithm
platform
Average estimated
melt pool width (mm)
Average process time
of each image (ms)
Max process time
of each image (ms)
MatLab 2.9 18.5 20.7
CPU 2.9 68.6 82.0
GPU 2.9 7.4 11.3
option feasible, although the primary function of the GPU is rendering video out-
put of the operating system.
Nowadays, GPU accelerated computation is widely adopted: finite element anal-
ysis software, such as Abaqus and ANSYS, takes advantage of GPU acceleration,
and even MatLab have adopted the technology. This idea has also adopted in
OpenCV, increasing functions are now CUDA-enabled. Many people, such as
Luo, Pulli and Marengoni [63, 64, 65], have already implemented OpenCV with
CUDA in their research to accelerate the process speed. Similarly, for real-time
melt pool size estimation, with CUDA and supported GPU, a GPU accelerated
version of the melt pool image processing algorithm was made to improve the
computation speed by replacing the OpenCV image process functions from CPU
version to GPU version.
The GPU version was tested to verify whether the measurements between the
CPU version and the GPU accelerated version were similar, and by how much
calculation speed was improved. In the test, the mask image and the threshold
were the same as those used in the application test of the CPU version, and the
same sequence of melt pool images was used. The calculation times of the test are
listed in Table 4.1, and the estimated melt pool width of three versions are shown
in Figure 4.6.
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FIGURE 4.6: Verification of the transplanted algorithm
The melt pool widths are around 2.90, which are similar to the track width (2.93
mm), and it suggests the transplanted algorithm is able to obtain melt pool width
correctly despite the slight numerical difference. Thus, in conclusion, the GPU
accelerated version is able to obtain melt pool size in around a half of the camera
sampling intervals since the calculation time of the GPU version is mostly less
than 10 ms, even the longest process time is 11.33 ms. On the other hand, if less
time is occupied by estimating the melt pool size, then there was more time for
calculating controller output.
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4.4 Limitations of the process monitoring system
Since the objective of this thesis was to control the process to improve the geomet-
rical quality, then the controllers implemented in this thesis, either PI or MPC,
relied on the correct feedback to produce correct controller output to steer the
system output to the desired value. That was also a reason why in this research
nearly half of the work done has been in order to obtain a correct measurement;
this notwithstanding, the monitoring system was still unable to adapt to a few
exceptions, such as when the deposition height was not the same as the preset
laser height increment in the CNC program.
4.4.1 Image defocusing
Experimental data of a few depositions was captured to show how the moni-
toring system would respond. In the deposition, we planned to build several
thin walls that were vertically overlapping single tracks with different tool paths:
mono-directional and bi-directional. In Figure 4.7a and 4.7b, the final product
and the corresponding measured melt pool size are shown. The measured melt
pool size diverged in the deposition of each track except in the first few tracks,
and the divergence got higher as more tracks overlapped. Additionally, the up-
per envelope of the melt pool size continuously increased, which was due to the
defocusing of the camera. The defocusing problem seemed better in the other
two cases, as shown in Figure 4.7c and 4.7e, and the divergence of the melt pool
size was much smaller. The major factor of melt pool size increase in these two
cases was heat accumulation. That is why the melt pool size increased no further
after several tracks had been deposited: most likely the thermal equilibrium was
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reached.
The photograph, Figure 4.7a, clearly shows that that deposition height was in-
creasingly insufficient along the deposition direction from right to left. Addition-
ally, the focus parameter of the camera was fixed by the lens system inside the
laser head which resulted in the use of the non-auto focus function of the lens
system. It was also the reason that the installation position of the camera needed
to be adjusted for each installation or nozzle change so as to take clear images of
the melt pool. If the deposition height was not as expected and the laser head
could not maintain the distance between the deposition surface and the tip of
the nozzle, then the image would not focus on the camera sensor plane, which
resulted in a blurred image as shown in Figure 4.8c. When a blurred image was
captured, the measured melt pool size seems to be much larger than it actually is.
In this case, the camera would believe the melt pool size was larger than the ref-
erence, and it would ask the controller to lower the laser power so as to decrease
the melt pool size to return to that of the reference. Therefore, the lack of depo-
sition was found to be escalated by the wrong controller action if the deposition
height was lower than that expected.
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(A) Thin wall 1, more than 39 layers (B) Melt pool size of thin wall 1
(C) Thin wall 2, 44 layers (D) Measured Melt pool size of thin wall 2
(E) Thin wall 3, 16 layers (F) Melt pool size of thin wall 3
FIGURE 4.7: Melt pool size of three thin walls
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(A) Clear image of the melt
pool and the embedded
powder particles
(B) The melt pool is clear but
the embedded powder
particles is blur
(C) Blur image of the melt
pool and the embedded
powder particles
FIGURE 4.8: Defocused melt pool image
Not only was the defocusing a big issue for the melt pool size control but also the
embedded partially molten particles resulted in another type of false measure-
ment, as shown in Figure 4.8. The images show the different degree of powder
particle embedding on the thin wall according to the two types of nozzle used.
Images in Figure 4.8a and 4.8b were captured using a three-jet nozzle, while a
coaxial nozzle was used for capturing the image in Figure 4.8c. The reason of
different embedding might be the different nozzle arrangement would result in
different powder particle distribution profile.
No matter which nozzle was used, the false measurement will be taken in the
process of future layer deposition, and the measurement error may be bigger
when using the three-jet nozzle. When the laser passed by, the embedded parti-
cles were heated to a high temperature close to the melting point, and this made
themselves seem almost as bright as the melt pool. Hence, the heat signal of
these embedded particles will be captured by the camera as a part of the melt
pool. Thus, it could also lead to insufficient deposition as the controller was fed
by the false measurement.
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4.4.2 Powder supply exception
Usually, we assume that the powder was supplied sufficiently. That is, the in-
crease of the melt pool size meant more powder particles were captured by the
melt pool, and more mass could be added to the melt pool, which resulted in
higher track height and wider track width, while the dilution rate was not in-
creased. However, if the powder feeding rate was decreased in the middle of the
deposition, the melt pool size increased as well, since more mass on the surface
of the substrate or the previous layer was melted by the laser instead of melt-
ing powder particles, which resulted in the dilution rate and the melt pool size
increasing as well. Figure 4.9 shows an extreme case in which powder was run-
ning out in the middle of deposition. In the final part of the data, the melt pool
size rises largely, by nearly 60%, which was caused by running out of powder.
Although the melt pool size increased steeply, no powder was added and only
the previously deposited material was melted. In addition, the monitoring sys-
tem could not receive any status from the laser machine, including the powder
feeding status. Thus, the monitoring system could only output melt pool size,
without distinguishing whether the measured size was correct or not.
Apart from the cases given above, any other factors which led to the change of the
boundary conditions of the process model (Equation 2.1 – Equation 2.3) would
lead to a false measurement. Since these related to the exception detection of the
process, which was not a focus of this thesis, we just outline these factors that
could lead to a false measurement, rather than discussing in detail any exception
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FIGURE 4.9: Melt pool size of horizontal deposition
detection techniques for gaining more adaptability of the system so as to deliver
products with consistent quality. Therefore, the exceptions mentioned above out-
line the boundary of the deposition patterns and settings so as to as much as
possible avoid the possibilities of taking false measurement in the deposition ex-
periment with the monitoring system and the controller.
4.5 Conclusion
In this chapter, we introduced how the captured images were processed in or-
der to obtain the melt pool size. According to the characteristics of the captured
images, a number of the image processing steps were implemented to obtain the
melt pool size and the melt pool boundary. Image denoising blurred melt pool
images first by Wiener filter. Next, we illustrated how a mask image was made
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and implemented to block the area belongs to the inner wall of the nozzle to pre-
vent the wrong measurement from this area when the reflection of the laser was
strong. Then, the steps of how to obtain melt pool size and melt pool boundary
were introduced. Finally, the algorithm was migrated from MatLab to OpenCV
and accelerated to running in real-time by implementing CUDA. Additionally,
we discussed few exceptions that may lead to false measurement so that such
limits should be considered when setting the process parameters to avoid these
exceptions. Overall, the proposed melt pool image process algorithm showed a
decent accuracy and performance.
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Chapter 5
LP-MPS model identification
5.1 Introduction
As mentioned in Chapter 3, the melt pool size was selected as the control tar-
get, then according to it and the deposition pattern, we chose laser power as
the control variable. Further, based on the preliminary analysis of the deposi-
tion data, the relationship between laser power and melt pool size resembled a
response which was generated by a first order system under a step stimulate.
There few ways to estimate the parameters of the system. Fathi[49] modelled the
relationship between deposition height and scan speed as a first order system and
derived its parameters by Recursive Least Squares (RLS) methods. Hofman[13,
50] established a first order system to reflect the connection between melt pool
width and laser power, where the system parameters are estimated based on a
transfer function model. Heralic´ [52] define a first order system to describe the
relationship between deposition height and wire feeding rate, where the system
parameters were estimated using the system response curve. The way Heralic´
used is very straightforward. We used that method to coarsely calculate the sys-
tem parameters then refined the time constant slightly to minimize the prediction
error of the estimated system.
92 Chapter 5. LP-MPS model identification
Also, the time delay between laser power change and melt pool size variation
was discovered and measured. Moreover, due to the nonlinearity of LMD pro-
cess dynamic, this chapter implemented an LPV model to approximate the LP-
MPS relationship under different laser powers. The form of the LPV system is a
first-order system with time delay whose parameters (steady state gain and time
constant) were indexed by process settings. That is why a process condition CPC
and a weight index of process setting IPS,i is defined.
5.2 Experiment platform and settings for identifying
LP-MPS model
Several experiments were conducted to collect data for establishing process model
estimation. The experimental platform was TruLaser Cell 7020 from Trumpf. Fig-
ure 5.1 shows a schematic diagram of the platform. The graph shows the internal
structure of the laser head and its external connections. The frame with dashed
line represents the platform with 5 DoF on which the laser head was installed.
The platform could move the laser head to follow the designated tool path.
On the left side of the diagram, there are two external devices. The upper one
is TruDisk 3001, which is the laser unit that could generate up to 3 kW of near-
infrared laser whose wavelength was λlaser = 1070nm. The lower one is the pow-
der supply unit, GTV PF2/2, which delivered powder through the hose and the
nozzle to the laser spot. Meanwhile, at the low end of the head is the place for
installing the nozzle; the three-jet nozzle was the one used for this experiment.
5.2. Experiment platform and settings for identifying LP-MPS model 93
In the upright part, a NIR monochrome camera, UI-5240CP-NIR-GL, can be seen;
this was installed to record all experimental processes at 50 frames per second
(FPS). The camera’s sensitivity curve is shown in Figure 3.9. As the diagram de-
picts, the axis of the camera was aligned with the axis of the nozzle. Therefore,
the FoV of the camera could share the same centre of the laser spot. That meant
the centre of the melt pool could be close to the centre of the image.
Moreover, a narrow bandpass filter, BN850, was installed before the CCD sensor
of the camera to block the laser reflection. The filter’s transmission characteristic
is shown in Figure 3.11. The camera was connected to a laptop via Ethernet. The
primary function of the laptop was recording and processing images which were
received from the camera.
FIGURE 5.1: Schematic diagram of installation of LMD process
monitoring system
The experiments only used deposited single straight tracks in order to evade
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unwanted factors. These tracks were 75 mm long and made of stainless steel
420 powder. In these experiments, the laser power setting followed the pattern
shown in the first part of Figure 5.2. The laser power switched between two dif-
ferent levels, 1.5 kW and 3 kW, so as to illustrate the varying model parameters
dependent upon different laser powers. Each track deposition process involved
five phases: three low power phases with 1.5 kW of laser power, and two high
power phases with three kW of laser power. Each power phase was applied to
deposit the track for 15 mm. Except for laser power, all other process parameters
were constant. Laser spot size was 3 mm in diameter; laser head scan speed was
1000 mm/min; powder delivering rate was roughly 11.3 g/s; carrying gas was 10
lt/s; shielding gas was 16 lt/s. The substrate was a thick mild steel plate, 160 mm
in length, 130 mm in width and 12 mm thick, and the top surface of the substrate
was sand blasted. There was a six minute interval between the deposition of each
track to avoid the heat residue affecting track width.
The change time of the laser power was derived from the melt pool width and
size data. Fathi and Hofman[49, 50] found there was no time delay in their sys-
tem. Thus, we assumed the same, since no sync single was sent from the Trumpf
machine to label when the laser power was changed.
5.3 LP-MPS model estimation
The aim of the track deposition experiment involving changes in laser power was
not only testing whether the method of melt pool measurement was applicable
to other process conditions but also to put on display the process behaviour in
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FIGURE 5.2: Change pattern of laser power and the corresponding
change of melt pool’s width and size
terms of the relationship between laser powers and melt pool widths or sizes.
These relationships are the foundation for designing a control system to improve
the production quality.
As shown in Figure 5.2, the laser power, Pl, was set to change steeply four times
so as to mimic two step inputs. The laser power was increased to 3 kW when the
laser head scanned to 15 mm and 45 mm, and it was reduced to 1.5 kW when the
head scanned to 30 mm and 60 mm. This was due to the test platform, TruLaser
Cell 7020, and its CNC software taking the coordinate of the laser head as the
criteria to change the laser power instead of time. That was why the x-axis was
based on track length, and the unit was mm.
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Because of the nonlinear nature of melt pool behaviour, LP-MPS, as a linear trans-
fer function, was unable to predict melt pool size in a large range of laser powers.
However, the model (LP-MPS) assumed a low order system based on the melt
pool width or size data (part 2 and part 3 in Figure 5.2) for a specific laser power.
The response curve appears a typical first-order system response. Also, as pre-
vious research suggested above, we estimated the transfer function of LP-MPS
under the specific laser power as a first-order system.
FIGURE 5.3: Segmented experiment data for system identification
Measured data of welt pool widths and sizes needed to be preprocessed first. The
measured data was grouped into two sets based on laser powers: one set was for
power equal to 1.5 kW, the other was for 3 kW. These are shown in Figure 5.3.
Subsequently, transfer functions were identified separately. Thus, the model, Gs1,
estimated by 1.5 kW of Pl was called the low power model (LPM), and the model,
Gs2, estimated by 3 kW of Pl was called the high power model (HPM). These are
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listing in Table 5.1.
For a first-order transfer function without time delay, we needed to estimate two
parameters to determine a model, which were steady state gain, k, and time con-
stant, τ.
k =
yss
u
(5.1)
where yss is the steady state output of a first-order system, u is the input. Then,
the steady state gain could be found as kl = 0.00285 and kh = 0.00272 for LPM and
HPM, respectively.
For τ, this could be derived by the system response equation of the first order
system with a step input. Then we needed to convert the transfer function to dif-
ferential equation by inverse Laplace transform:
y(t) = L−1[G(s)u(s)] = L−1( k
τs + 1
· u
s
) = uk(1− e−t/τ)
y′(t)|t=0 = uk
τ
e−t/τ|t=0
y′(0) = uk
τ
τ =
uk
y′(0)
=
u
y′(0)
yss
u
=
yss
y′(0)
(5.2)
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TABLE 5.1: Identified transfer functions list
Laser power 1.5 (kW) 3.0 (mm/min)
For melt pool size Gs1(s) =
0.00285
0.0341s + 1
Gs2(s) =
0.00272
0.0651s + 1
So by Equation 5.2, we can find τl = 0.0341 and τh = 0.0651 for LPM and HPM,
respectively. Also, let y′(0) = [y(1)− y(0)]/dt, where dt is the sample interval of
the camera, y(1) means the first measured melt pool size, while y(0) means the
melt pool size at the start point. Then the parameters of the models are obtained,
and these model were listed in Table 5.1
These models were simulated with the same experiment condition that the LPM
was tested with 1.5 kW of Pl, and the HPM was tested with 3 kW of Pl. Their
system outputs are shown in Figure 5.4, which illustrates that the steady state
output of the estimated model closely fitted the measured results. However, the
estimated melt pool size was smaller than the experimental data in the early stage
when the melt pool size was rising. This implies that the time constant found by
Equation 5.2 may be slightly larger than its real value.
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(A) Model prediction of LPM, low rising
speed
(B) Model prediction of HPM, low rising
speed
FIGURE 5.4: Estimated melt pool size, the models used are listed in
Table 5.1
There is a possible reason for this, which was that the camera sampling speed
was not fast enough, since, in Equation 5.2, y′(0) was calculated as a difference
between two neighbourhood samples.
Thus, we searched within the possible range to estimate a more accurate time
constant as we had already found quite a close one. The time constants found by
Equation 5.2 were regarded as the upper boundary of the search and the lower
boundary could be set to 0. We defined a sum of absolute error, Esi, to evaluate
the estimation quality of the time constant. The search result was the time con-
stant, which could result in the minimum Esi.
τ = arg min(Esi(τ)) (5.3)
Here, Esi(τ) is regarded as a function of τ. Thus, for LPM and HPM we find
τl = 0.018 and τh = 0.049, respectively. Hence, the transfer function of LPM and
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HPM are:
Gs1(s) =
0.00285
0.018s + 1
(5.4a)
Gs2(s) =
0.00272
0.049s + 1
(5.4b)
and their simulated output are shown in Figure 5.5; those show that the system
responses were more closely match with the measured melt pool size no matter
whether the size was rising or settled.
(A) Model prediction of LPM, τoptimized (B) Model prediction of HPM, τoptimized
FIGURE 5.5: Estimated melt pool size by the improved models
However, as mentioned previously, the LP-MPS model is highly nonlinear. Thus,
the estimated models may not have been able to obtain the melt pool size accu-
rately if testing the model under different process settings. Thus, we simulated
the models with the same power pattern, as shown in Figure 5.2.
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(A) Simulated result of Gs1(s)
(B) Simulated result of Gs2(s)
FIGURE 5.6: Test results of identified model with experiment input
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As shown in Figure 5.6, the simulated results of Gs1(s) only matched the mea-
sured melt pool data when the laser power was 3 kW. This resembled the esti-
mation results of Gs2(s), they matched with measured data when the laser power
was 1.5 kW instead though. The reason for these unmatched parts was that the
linear transfer function could only approximate the nonlinear system correctly
under the constraint of the applicable range. These depict different input laser
power requires different transfer function to estimate the melt pool width or size.
Therefore, so as to increase the prediction accuracy, it would be better to switch
a transfer function during the LMD process according to the changed laser power.
Before introducing the method of matching the parameters of the LPV model
with the laser powers, we needed to first define the process condition. The pro-
cess condition, CPC, was the combination of LMD process settings which have
been changed in a deposition experiment. These settings included three parts:
LMD machine settings, powder and substrate material selection and pre-processes.
Each of these contain many parameters, such as LMD machine settings, which in-
clude laser power (Pl), scan speed (Vs), powder feeding rate (Mr), etc.
CPC = IPS,PPl + IPS,VVs + IPS,mMr + · · · (5.5)
where IPS,i is the index weight, and the sum of all IPS,• equal to 1:
IPS,P + IPS,V + IPS,m + · · · = 1 (5.6)
Then, an index function, F(Ci), can be defined for selecting model parameters, ki
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TABLE 5.2: Lookup Table of PI controller’s parameters
Laser power Pl1 = 1.5 kW Pl2 = 3 kW
Steady state gain k1 = 0.00285 k2 = 0.00272
Time constant τ1 = 0.018 τ2 = 0.049
and τi, based on the process condition, Ci, which includes multiple process set-
tings.
F(Ci) = {ki, τi} (5.7)
However, this thesis only focuses on implementing laser power to control LAM
process, and that is the one that has been changed in the experiment. Hence, we
defined the conditions only including the laser power: C1 = Pl1 = 1.5 kW and
C2 = Pl2 = 3 kW. Then a lookup table was used to obtain the model parameters
by the process condition, since only the laser power was changed.
Here, we take the LP-MPS model as the example. For the LP-MPS model, as
mentioned above, we just identified two models under two laser powers to illus-
trate the nonlinear relationship between laser power and melt pool size.
The Equation 5.4a means Gs1(s) was the best transfer function to predict melt
pool size under condition C1. The second equation (Equation 5.4b) meant the
same as the first one. Therefore, based on Equation 5.5, we could build a lookup
table (Table 5.2) to match the parameters of the LPV model with the laser powers.
A simulation was conducted to test whether the switching of the parameters of
the transfer functions was able to predict melt pool widths or sizes correctly while
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changing laser power. The input laser power in the simulation was the same as
that in the experiment (shown in part 1 of Figure 5.2). Meanwhile, the sample
time was 0.02 s, which was the same as the frame rate of the camera.
FIGURE 5.7: LPV model validation
Figure 5.7 shows the simulation results, which were the combined results of
predicted melt pool width and size. The prediction output (the solid red line)
matched with the measured melt pool width (the dashed blue line) under both
low (1.5 kW) and high (3.0 kW) laser powers. Even during the low power to high
power switching stage, or the other way around, the predictions still closely fit-
ted the measurements. These results proved that the combination overcame the
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limits of each identified transfer function, and it significantly lowered the approx-
imation error.
5.4 Estimating the time delay of the LP-MPS model
A PI controller designed based on these transfer functions, without time delay,
could deliver the system output as expected. However, we found the time differ-
ence between the controller output and melt pool size was changing, it was not
possible to correctly find the time delay. Subsequently, a deposition experiment
was conducted to accurately find the time delay. As there was no sync signal, the
controller, which will be introduced in the following chapters, was used to send
the control signal of the laser power. The controller did not react according to the
measured melt pool size but sent a constant voltage. In the deposition, the con-
troller sent a low analogue voltage (5 v) at the start of deposition and continued
for 14 s, then the voltage was instantaneously increased to 7 v, and that value was
maintained until the deposition was finished. The monitoring software was set
to record the controller output and melt pool size at the same time.
The time delay can be clearly found in Figure 5.8, the melt pool size was starting
to rise at 14.08s while the laser power was increased at 13.96 s; that is 0.12 s earlier
than the rising of the melt pool size. Then, adding the time delay into the LPV
model, we have:
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FIGURE 5.8: Testing time delay between laser power change and
melt pool size rising
Gs(s, Pl,i) =

0.00285
0.018s + 1
e−0.12s; Pl1 = 1.5kW
0.00272
0.049s + 1
e−0.12s; Pl1 = 3.0kW
(5.8)
5.5 Conclusion
In this chapter, we introduced how to find the LP-MPS model. The experimental
results suggested that the model is a first-order system. Its parameters, steady-
state gain k and the time constant τ, were estimated by the characteristics of the
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system response curve. Also, the time delay was measured in a controlled depo-
sition experiment. Meanwhile, the parameters were found different if the laser
power was set different. Combining these, we obtained an LPV model, Gs(s, Pl),
with a time delay to describe the LP-MPS model under different laser powers. In
addition, we defined the process condition CPC to describe these settings which
were changed in a deposition experiment and to index model parameters.
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Chapter 6
Designing PI for melt pool size
control
6.1 Introduction
As mentioned in the literature review, the LMD process can be controlled by con-
trolling the melt pool temperature, cladding height or melt pool size. For a given
LMD process condition, a constant melt pool size means a constant rate of how
much mass will form the track. If neglecting the small variation of the viscosity
which was mostly led by small melt pool temperature fluctuation, the constant
mass transfer rate would result in constant track width and height. Therefore, we
wanted to control the melt pool size to achieve a relatively constant track width
and height.
In this chapter, we focus on the core of this thesis, which is controlling the melt
pool size by regulating the laser power. As predicted in previous chapters, the
model uncertainties, nonlinearities, the relatively large time delay and the small
time constant introduced many difficulties into PI controller designing. There-
fore, we first found the stable range of the PI parameters, and a simulation was
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conducted to understand how PI parameters would influence the characteristics
of the system response. Then a set of PI parameters were found by Skogestad’s
tuning rule [66] which provided a tuning range of the PI parameters.
6.2 Controller design and control system analysis
As mentioned in Chapter 5, the model which depicts the relationship between
laser power and melt pool size is regarded as a first order LPV model with a time
delay. The model can be written as follow:
Gs(s, Pl,i) =
k(Pl,i)
τ(Pl,i)s + 1
e−DTs (6.1)
where k(Pl,i) and τ(Pl,i) are the steady state gain and the time constant of the
model, respectively. They are regarded as the functions of the laser power. Pos-
itive integer i is an index which indicates the i-th laser power is applied in the
deposition.

Gs(s, Pl,1) = Gs1(s) =
k1
τ1s + 1
e−DTs = 0.00285 · 300
0.018s + 1
e−0.12s; Pl,1 = 1.5kW
Gs(s, Pl,2) = Gs2(s) =
k2
τ2s + 1
e−DTs = 0.00272 · 300
0.049s + 1
e−0.12s; Pl,1 = 3.0kW
(6.2)
These two models, Gs1(s) and Gs2(s), are identified under two laser powers 1.5
kW and 3 kW, respectively. (k1, τ1) and (k2, τ2) are the parameter sets of LP-
MPS under different laser power settings. In Equation 6.2, a gain is added into
the model since after the ISA board was installed to externally control the laser
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power.
FIGURE 6.1: Laser power response to the ISA output
The ISA board is installed in the laser unit working as a bridge which followed
the inputted analogue voltage to control the laser power. The receiving and out-
putting voltage range of the ISA board is [0v, 10v] and [0.3v, 10v], respectively. In
Figure 6.1, V-high is the threshold voltage, which meant if the received voltage
is lower than V-high, which is 0.3 v, then the output voltage of ISA board is still
V-high. While, Lmin was roughly 90 w of laser power. The slope of the line from
V-high, 0.3v, to 10 v was 300 so that L100 was equal to 3 kW which was max laser
power for the deposition mode. Additionally, this depicted the safe output range
of the controller which is [0.3v, 10v], the range is further limited when testing the
controller.
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6.2.1 Routh-Hurwitz stability criterion based stability analysis
of the closed-loop melt pool size PI control system
Since the measured data is very noisy and the sampling rate is relatively low, we
chose the PI controller to control the melt pool size. The transfer function of PI
control is:
Gc(s) =
kIτIs + kI
τIs
(6.3)
Designing a PI controller, Gc(s), for a specific system, G(s), it is necessary to find
the parameters, kI and τI , of the controller to meet the desired system perfor-
mance. The objectives for designing the controller are: a) keeping the deposition
at a consistent stable rate; and b) relatively good system dynamic performance,
such as low overshoot, short rise time and settle time. Among them, the stability
of the system is the top priority.
Since the model identified in Chapter 5 is an approximation to the actual model
under specific process condition, it is not likely to get the desired system perfor-
mance if designing the PI controller to transfer the system to the desired transfer
function. Thus, the strategy of controller design for this kind of application is
to find the controller parameters, kI and τI , range which could at least keep the
system running stably.
If taking the LPM as the target system, then the closed-loop transfer function,
Gcl1(s), is:
Gcl1(s) = Gc(s)Gs1(s) =
(kIτIs+kI)
τIs
k1
τ1s+1
e−DTs
1+ (kIτIs+kI)τIs
k1
τ1s+1
e−DTs
(6.4)
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Then approximating the time delay, we have:
Gs1(s) =
k1
τ1s + 1
e−DTs ≈ k1(−DTs + 2)
(τ1s + 1)(DTs + 2)
(6.5)
so Gcl1(s) was rewritten as:
Gcl1(s) ≈
(kIτIs+kI)
τIs
k1(−DTs+2)
(τ1s+1)(DTs+2)
1+ (kIτIs+kI)τIs
k1(−DTs+2))
(τ1s+1)(DTs+2)
=
(kIτIs + kI)k1(−DTs + 2)
τIs(τ1s + 1)(DTs + 2) + k1(kIτIs + kI)(−DTs + 2)
(6.6)
By the Routh-Hurwitz stability criterion [67, 68, 69, 70], the first column of the
Routh array should be the same sign, and if there is sign change, the times of sign
change equals to the number of the poles on the right hand plane. The Routh
array is obtained from the characteristic function Acl1(s). Here, Acl1(s) was the
denominator of Equation 6.6. We expand the denominator and rewrite as:
Acl1(s) = τ1DTs3 + (2τ1 + DT − kpkiDT)s2 + (2k1ki − k1kiDTτi + 2)s +
2k1ki
τi
= a0s3 + a1s2 + a2s + a3
where
a0 = τpDT; a1 = 2τp + DT − kpkiDT
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a2 = 2kpki −
kpkiDT
τi
+ 2; a3 =
2kpki
τi
Then the Routh array was written as follows:
s3 a0 a2
s2 a1 a3
s1 c13
s0 c14
where
c13 =
a1a2 − a0a3
a1
; c14 = a3
The first column of the Routh array should be the same sign if the system is sta-
ble. And a0 = τ1DT > 0, since τ1 and DT are larger than zero. Thus, a1, c13 and
c14 should be all positive. Therefore, since a1 and c14 is positive, the range of kI
can be derived as:
0 < ki <
2τ1 + DT
k1DT
(6.7)
On the other hand, by c13 > 0, the range of τ1 can be derived as:
τi >
k1kiτ1DT
(2τ1 + DT − k1kiDT)(k1ki + 1) +
k1kiDT
2k1ki + 2
(6.8)
The derived range of kI and τI set the boundary of PI parameters tuning. (See
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Appendix B for detailed derivation)
6.2.2 Design PI parameters by pole assignment
Pole assignment is a simple way to find the PI parameters. Cancelling the pole
which is introduced by approximating the time delay is a common measure when
designing the PI controller. Thus, the transfer function of the desired PI controller
is as follows:
Gc(s) =
DTs + 2
s
which means kI = DT = 0.12 and τI = kI/2 = 0.06. The derived kI and τI are
within the range which is determined by Equation 6.7 and Equation 6.8.
Then, we substitute the LPM and the parameters of the PI controller into a sim-
ulation model as shown in Figure 6.2 to check the system response. In the simu-
lation, the Re f = 4 mm² the desired melt pool size, is generated by a step signal
generator, Step1, at the start of the simulation; an anti-windup is set to restrict the
controller output in the safe range, [0.5 v, 8 v]; Step2 and the Product mimic the
asynchronous activation of laser and controller (this will be explained in detail
in section 6.4), the laser is activated 4 s later than the activation of the controller;
sampling interval is 0.02 s; and the simulation time is 10 s.
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FIGURE 6.2: Closed-loop PI control system with anti-windup
FIGURE 6.3: System response of the PI control system designed by
pole assignment
In Figure 6.3, the result depicts that the melt pool size surges over 6.5 mm²then
start to decline gradually after 2 more seconds. The reason of system output take
a long time to fall to the reference may be the time constant, τI , of the PI controller
is too small which leads to a strong integral action.
The reason for the rapid initial increase of the system response is due to the asyn-
chronous activation. The laser is not activated when the controller is starting to
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work. And, no melt pool is created since no laser while the controller will increase
the output to decrease the error between the reference and the actual system out-
put. The controller output would continue to increase until the controller output
reached its limit. Thus, it leads to a large output of the controller when the laser
is activated so that, therefore, an extremely large melt pool is created .
(A) Simulated closed-loop PI control system
output with different τI
(B) Simulated closed-loop control system
output with different kI
FIGURE 6.4: PI controller parameters and system performance test
These results (shown in Figure 6.4) demonstrate that the controller output change
rate is increased by either increasing kI or decreasing τI . The difference is the
system response will need more time to decline to the reference if τI is over de-
creased, while the system response will oscillating if kI is over increased. Even
though, tuning kI seemed a better option as the system response faster no matter
the melt pool size is smaller or larger than the reference if not making the system
oscillating and with a suitable τI .
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6.2.3 Design PI controller for frequency averaged model
Although gain-scheduled PI control strategy is commonly used in the LPV sys-
tem, it is not possible to be adopted for controlling the melt pool size since the
LP-MPS parameters are changing according to the laser power, while the laser
power is also the equivalent control signal. Thus it could potentially result in os-
cillation of the controller output.
Next, we design a PI controller for the frequency average model, FAM, of LPM
and HPM to include the system stability under a wider process setting range. The
FAM can be derived by LPM and HPM:
Gs,FA(s) =
300 · kFA
τFAs + 1
=
300 · (k1 + k2)/2
[(τ1 + τ2)/2]s + 1
where kFA = 0.002785; τFA = 0.0335. And ωc of Gs,FA(s) is roughly 35.68 rad/s.
Since the PI controller parameters found by pole assignment do not deliver the
expected system response, PID tuning rule reported by Skogestad[66] is followed
to tune kI and τI :
τI = min(τFA, 8DT) and kI =
0.5τFA
kFADT
(6.9)
So, by Equation 6.9, kI = 0.167. which is smaller than the upper boundary deter-
mined by Equation 6.7. Substituting kI , kFA and tFA, we find the lower boundary
of τI,min = 0.0102. However, since τFA = 0.0335 > τI,min is smaller than the one
which is found by pole assignment, then we let τI = 8DT = 0.96. This set of
parameters is the base point of PI parameters tuning.
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6.3 Experiment setting of Controlled LMD process with
PI controller
To verify the performance and stability of the designed controller, a few con-
trolled depositions were conducted. The experimental platform is shown in Fig-
ure 6.5, in which the function of the PC was to record and process melt pool
image, estimate melt pool size and calculate the output of the controller. The dig-
ital controller output was converted to the analogue voltage from 0 v to 10 v by
NI USB-6341. The outputted analogue voltage was received by the X10 port on
the ISA board in the laser unit, and ultimately, it converted the analogue voltage
into laser power with a ratio equal to 300 if the analogue voltage was higher than
the low threshold voltage, 0.3 v. The ISA board output the minimum laser power
(90 W) unless the received analogue was higher than the threshold.
The signal flow of the closed-loop LMD process control system is shown in Fig-
ure 6.6.
To keep the boundary condition unchanged, the process setting was similar to
previous deposition experiments for system identification except for the laser
power. Since the laser power was controlled by the controller, the expected melt
pool size was set as the reference for the control system. The settings of the con-
trolled depositions were: 2.5 mm of laser spot size in diameter; 1000 mm/s of
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FIGURE 6.5: Closed-loop control system of LMD process
scan speed; 22 g/min of powder feeding rate; powder material was 420 stainless
steel, and the substrate was a 180 mm(w)*230 mm(l)*12 mm(h) mild steel plate.
The track length was set to 150 mm.
6.4 Experimental results analysis of PI Controlled LMD
process
Since the model has uncertainty and nonlinearity, the kI and τI can not be set
straightforward as found in section 6.2 at the first deposition. We set the kI
smaller and τI bigger to gain a stable yet maybe low performance process first,
then slowly tune the kI and τI toward: kI = 0.167 and τI = 0.96, which are found
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FIGURE 6.6: Signal flow chart of the closed-loop control system
in section 6.2. Thus, the kI and τI were set to 0.0167 and 1.72, respectively. More-
over, to protect the laser unit from a rapid oscillating laser power control signal,
the controller output range was limited to [3v, 7v].
Before introducing and explaining the deposition results, the starting procedure
will be introduced to explain the deposition results clearer. Since the deposition
starting command was not sent by the PC, but by a technician who was operating
the LMD machine, the starting of the deposition and the control application was
not synchronised. The deposition start sequence was that after the execute button
was pushed the laser head immediately moved to the start location of the track,
then the laser was turned on after roughly 15 s until the powder was delivered
stably. During that period, the application used to measure and control the melt
pool size was started. The controller immediately output a control signal, but the
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control signal was unable to override the powder waiting state. Therefore, taking
Figure 6.7b for instance, in the first 8s, the controller output reached its upper
limit, 7 v, almost instantaneously after the application was started, yet the melt
pool size was still zero. Also, the application was turned off manually soon after
the deposition.
(A) kI = 0.0167, τI = 1.72 (B) kI = 0.53278, τI = 1.7325
(C) kI = 0.08278, τI = 1.1325 (D) kI = 0.23278, τI = 1.3325
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(E) kI = 0.13278, τI = 1.1325 (F) kI = 0.10278, τI = 1.1325
(G) kI = 0.11278, τI = 1.1325
FIGURE 6.7: Deposition results of PI controller tuning, Re f = 4 mm²
In Figure 6.7, we list several deposition results gained during PI controller tuning.
Figure 6.7a shows the result of the first deposition with the PI controller of which
the kI = 0.0167 and τI = 1.72. However, due to the kI being set too small or/and
the τI being set quite large, the controller output was relatively low and increas-
ing very slowly that led to a small melt pool size mostly less than 1 mm²and far
less than the reference, Re f = 4 mm².
Then, the value of kI was increased (kI =0.53278), while τI was almost unchanged,
τI = 1.7325. This time, the melt pool size reached the reference and was kept at
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that size stably until the end of the deposition, as shown in Figure 6.7b. Also,
the rising speed of controller output was much faster, and the controller output
reached the upper limit, 7 v, in roughly 3 s. However, a large overshoot (87.5%)
and a strong oscillation were observed in the outputted melt pool size, probably
due to large controller output when the laser was activated. In addition, the con-
troller output was around 5.5 v after the system output was settled.
Thus, the kI and τI were lowered to 0.08278 and 1.3325, respectively. Then the
oscillation and the overshoot disappeared, but the system output was moder-
ately smaller than the reference and did not catch up with the reference during
the deposition. The kI was then increased to 0.23278. So, as shown in Figure
6.7d, the melt pool size steadily settled at the reference after the overshoot within
about 0.5 s. The only drawback was that the overshoot was relatively large.
Therefore, the kI was gradually reduced, and the τI was decreased slightly to
1.1325 to speed up the reference following of the system. The system response,
shown in Figure 6.7e, should be one close to the performance of the system whose
PI controller’s parameters are kI = 0.167 and τI = 0.96, except a higher overshoot.
Finally, we found if kI = 0.11278 and τI = 1.1325 could deliver the best perfor-
mance around the parameter found by Equation 6.9, although the overshoot was
still quite high.
In conclusion, the system responses are quite different to the simulated results, as
shown in Figure 6.4. The nonlinearity or/and the unmodelled uncertainty quite
significantly influence the system behaviour, and the value of τI should decrease
to increase the system output after the overshoot or the oscillation. In the mean-
time, kI should decrease as well to lower the magnitude of the overshoot and the
oscillation, as suggested in the simulation results. That is why we would rather
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find the parameters around the parameters found by Equation 6.9 than imple-
ment it directly into the PI controller.
(A) kI = 0.11278, τI = 1.1325, Re f = 3 mm² (B) kI = 0.11278, τI = 1.1325, Re f = 5 mm²
FIGURE 6.8: Testing PI controller with different references, Re f
Two more depositions were conducted so as to test whether the controller could
handle a slightly different process condition. In these two depositions, references
were set to 3 and 5 mm². The parameters of the PI controller were unchanged.
The deposition result shown in Figure 6.8a is the process result with Re f = 3
mm². Due to the smaller reference, the error was smaller when the laser was not
actually activated. Thus, the rising speed was slower than the one when Re f = 4
mm². The controller output was about 5.3 v when activating the laser, and soon
dropped to around 4.9 v as the melt pool size settled at the reference. The system
output or the melt pool size seemed to have no overshoot whatsoever, and settled
at the target size stably despite the relatively big fluctuation.
When Re f = 5 mm², the system response (shown in Figure 6.8b) was not as good
as the system response when Re f = 3 mm². The system output was mostly lower
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than the reference except for the overshoot, which seemed that the kI needed to
increase and/or the τI needed to decrease to increase the system output after the
overshoot and rise of the reference following speed. Also, it seemed the upper
limit of controller output is quite small due to fact that the controller output was
nearly saturated.
These results suggest that the PI controller could control the melt pool size at
the desired size after careful tuning. Then, if the set point was the parameters of
the PI controller needed to be tuned again. These demonstrate that a set of the PI
controller’s parameters is suitable for a very limited process condition range.
6.5 Conclusion
In this chapter, we obtained the boundary of PI controller parameters by Routh-
Hurwitz stability criterion for the LP-MPS model. Then a PI controller was de-
signed and tuned in the deposition experiments. A number of tracks were de-
posited with different kI and τI under the same boundary conditions of the sys-
tem identification experiment. Following analysis of the experimental results,
it is obvious that a carefully tuned PI controller could control the LMD process
at expected melt pool size, and that the melt pool size could be controlled at the
reference level in a relatively short time but probably with a large overshoot. Oth-
erwise, if the process condition is set quite different from the process condition
by which the PI controller is tuned, then the performance of the control system
could decrease significantly.
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7.1 Introduction
In the previous chapter, we introduced how a PI controller was implemented to
control the melt pool size. During the single track deposition, the PI controller
was able to stably control the melt pool size if the controller’s parameters were
carefully tuned for specific deposition settings, such as target melt pool size; oth-
erwise, the controller output would be too weak to make the system output reach
and stay at the reference, or too strong to lead the system to oscillation. Thus,
the PI controller was found to apparently be quite sensitive to process condition
changes and probably unable to reject the influence of disturbance.
Subsequently, in this chapter, we design an MPC to control melt pool size as a
measure to improve the robustness and the performance of the closed-loop sys-
tem. Before designing the MPC, the state space model is derived from the discrete
FAM of the LP-MPS model. Next, the state vector, constraints and the cost func-
tion are determined. Then, with the consideration of the MPC control system’s
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stability and the limited computation power, a constant MPC gain is designed by
the discrete-time linear quadratic regulator (DLQR).
7.2 MPC design for LP-MPS model
Before introducing the MPC design steps, we want to note two design specificities
in the MPC design. First, the reference needs to be modelled as the reference will
not be zero in future test. Second, the computation power may be inadequate.
As we discussed the computation efficiency of the melt pool size measurement
algorithm in Chapter 4, the algorithm already occupied more than a half of the
sampling interval, even though the algorithm was optimized and accelerated.
Considering the dimension of the state vector, the calculation time of optimized
gain may relatively long. And, the total calculation time, which include the melt
pool image process time and the MPC output calculation time, may be longer
than the sampling interval. If that so, the real-time could be interrupted, and
unpredictable control system behaviour may be observed. There are, therefore,
two options: designing a MPC with a constant gain or decreasing sampling rate.
However, as it was discussed in Chapter 5, the sampling rate was already not fast
enough. So, designing an MPC with a constant gain will be the first option.
Also, we need to prepare the system model prior the MPC designing. In the
Chapter 5, the LP-MPS model was regarded as a first order LPV model with a
time delay. Thus, the discrete LP-MPS model is written as follows:
G(z, Pl) =
b(Pl)z−1
1+ a(Pl)z−1
z−dT (7.1)
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where a(Pl) and b(Pl) are the parameters estimated by deposition experiments
which relate to the laser power Pl as introduced in Chapter 5, while dT is the dis-
cretized time delay.
After expanding the discrete transfer function to a difference polynomial, and
let a(Pl,i) = a and b(Pl,i) = b, if taking the model identified under laser power Pl,i
for instance, then, we obtain:
y(k) = −ay(k− 1) + bu(k− 1− dT)
If multiplying (1− z−1) on both side, the polynomial can be transferred into the
incremental form:
∆y(k) = −a∆y(k− 1) + b∆u(k− 1− dT)
Then, we define the state vector as x(k) = [∆y(k),∆u(k − 1), · · · ,∆u(k − 1 −
d), r(k)− y(k)]T to include the reference. The state space model is then written as
following:
x(k + 1) = Ax(k) + Bu(k) (7.2a)
y(k) = Cu(k) (7.2b)
where
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A =

−a 0 0 · · · b 0
0 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
... . . .
...
...
0 1 0 · · · 0 0
−a 0 0 · · · b 1

dT+3,dT+3
; B =

0
1
0
...
0
0

dT+3,1
C = [0 0 0 · · · 0 1]1,dT+3
This state space model is a non-minimal state space realization since the state vec-
tor x(k) models not only the increment of the system and controller output but
also the error between the reference r(k) and the system output y(k). Thus, MPC
design procedure for non-minimal state space[71] was implemented to design the
MPC.
A cost function, J[x(k),∆u(k)], is defined as Equation 7.3 which is a cost function
for infinite prediction horizon, Np → ∞. Setting the infinite prediction horizon is
a consideration of implementing a onstant MPC gain KMPC. As discussed in sec-
tion 4.3 and the beginning of section 7.2, we want to bypass the online controller
output optimization by solving an unconstraint linear quadratic (LQ) problem
due to limited computation capability. Thus if the system status can be predicted
as long as possible offline, an optimized control law can be obtained if no distur-
bance and no model uncertainty, although these are not possible for a particular
system. However, the disturbances and the uncertainties could also challenge the
MPC performance even if KMPC is optimized online. Thus, the offline optimized
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constant KMPC is regarded as a sub-optimized solution when the computation
power is inadequate.
J[x(k),∆u(k)] = lim
Np→∞
{
Np
∑
j=0
[x(k + j)TQx(k + j) + ∆u(k + j)TR∆u(k + j)] (7.3)
where Q and R are the weight matrices of the system state and the controller
output, respectively. Np is the prediction horizon and Nc the control horizon.
Minimizing this cost function is a guidance for selecting an optimized KMPC to
deliver optimized system status and controller output increments. If such KMPC
is found then ∆u(k) can be derived as following:
∆u(k) = −KMPCx(k) (7.4)
At this point, a discrete integrator is added to obtain the controller output u(k).
Further, a controller output limit, u(k) ∈ [umin, umax], is established as a safety
measure. Since, the controller output u(k) is not considered in the cost function,
then this limit is not a constraint for the cost function.
u(k) = u(k− 1) + ∆u(k); i f u(k) ∈ [umin, umax]
else u(k) = umin, i f u(k) < umin;
or u(k) = umax, i f u(k) > umax
(7.5)
Before introducing how to find KMPC, we needed to find out whether the poles
of the close-loop system can be placed arbitrarily. Thus, it was necessary to de-
termine the controllability of the system.
Following control theory[70, 72, 73, 74], a state space system is fully controllable
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if and only if rank [B AB · · · An−1B] = n. If, for a single input system,
rank[B AB · · · An−1B] = n is equivalent to |B AB · · · An−1B| 6= 0 (7.6)
Let Λ = [B AB · · · An−1B], then substitute the state transfer matrix A and input
matrix B of the model, Equation 7.2, into Λ. Then:
Λ =

0 0 0 · · · b ab
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · 0 0
−a 0 0 · · · b b + ab

dT+3,dT+3
so |Λ| = (−1)dT+1b2, further ∵ b 6= 0, ∴ |Λ| 6= 0. Thus, the system is fully
controllable. It also means that any system state belongs to the state space of
the system is viable after the system state is controlled. Then, DLQR was imple-
mented to design an optimized KMPC.
PMPC,∞ = ATPMPC,∞A− ATPMPC,∞B(R + BTPMPC,∞B)−1BTPMPC,∞A−Q (7.7)
KMPC = (BTPMPC,∞B + R)−1BTPMPC,∞A (7.8)
where PMPC,∞ is the Riccati matrix. Equation 7.7 is the algebraic Riccati equation
from which PMPC,∞ is obtained. As Maciejowski[75] concluded that a feedback
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control system will be stable if its constant feedback gain, KMPC, is found by
Equation 7.8 when Q ≥ 0 and PMPC,∞ ≥ 0 which is solved by Equation 7.7.
7.3 Calculating MPC gain, KMPC, for the LP-MPS model
For the specific frequency average LP-MPS model, Gs,FA(s), we have (a, b) =
(−0.5505, 0.3756), and dT = 6 by Equation 7.1. Further, since the set point, r(k),
of the system is not equal to 0, then the y(k) in the system state vector, x(k),
should be replaced by r(k)− y(k).
Then, we obtained the system state vector, x(k), as:
x(k) = [∆y(k) ∆u(k− 1) ∆u(k− 2) ∆u(k− 3) ∆u(k− 4)
∆u(k− 5) ∆u(k− 6) ∆u(k− 7) r(k)− y(k)]T
(7.9)
which is an 9 dimensions vector. Also, substituting (a, b) into Equation 7.2, the
state transfer matrix A, input matrix B and observe matrix C are written as:
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A =

0.5505 0 0 0 0 0 0 0.3756 0
0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0.5505 0 0 0 0 0 0 0.3756 1

; B =

0
1
0
0
0
0
0
0
0

C = [0 0 0 0 0 0 0 0 1]
Then, we substituted A and B into Equation 7.6, we found:
Λ =

0 0 0 0 0 0 0 0.3756 0.2067
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0.3756 0.5823

And |Λ| ≈ −0.1411 6= 0 which means the LP-MPS system was fully controllable.
Hence, any KMPC can be implemented if it can stable the system.
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Moreover, the controller output limit is defined as follows:
u ∈ [2v, 9v] (7.10)
which set the safe operating range and the change rate of the laser power and
prevented the laser unit from damage.
The cost function selected as Equation 7.3, in which the prediction horizon Np =
200 to mimic the infinite prediction length, the control horizon Nc = 8. The state
weight matrix Q = 2 ∗ CTC and the control weight R = 10, the R was set rela-
tively large to expect soft controller output.
P∞ =

24.31 6.33 8.14 10.00 11.86 13.65 15.28 16.59 21.77
6.33 3.54 3.90 4.10 4.21 4.27 4.30 4.32 5.20
8.14 3.90 4.66 5.08 5.31 5.44 5.51 5.55 6.70
10.00 4.10 5.08 5.91 6.36 6.61 6.75 6.82 8.28
11.86 4.21 5.31 6.36 7.22 7.69 7.95 8.09 9.90
13.65 4.27 5.44 6.61 7.69 8.57 9.05 9.31 11.54
15.28 4.30 5.51 6.75 7.95 9.05 9.94 10.42 13.19
16.59 4.32 5.55 6.82 8.09 9.31 10.42 11.32 14.86
21.77 5.20 6.70 8.28 9.90 11.54 13.19 14.86 22.22

Then, PMPC.∞ was calculated by Equation 7.7, and its the determinant is |PMPC,∞| =
3.7558 ∗ 10−17 > 0. While Q is an 9 by 9 matrix with only Q9,9 = 2 and rest are
0. Thus, Q is positive semidefinite and P∞ is positive definite. Since that stands,
and Np is long enough, the closed-loop MPC control system should be stable.
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By substituting the PMPC,∞, R, A and B into Equation 7.8, we obtained KMPC
as:
KMPC = [0.4692 0.2883 0.3030 0.3112 0.3156
0.3181 0.3194 0.3202 0.3843]
Hence, KMPC allocates the closed-loop system poles as:-0.89 + 0.18i, -0.89 - 0.18i,
-0.71 + 0.60i, -0.71 - 0.60i, -0.40 + 0.80i, -0.40 - 0.80i, 0.03 + 0.95i, 0.03 - 0.95i, 0.38 +
0.79i, 0.38 - 0.79i, 0.77 + 0.61i, 0.77 - 0.61i, 0.90 + 0.05i, 0.90 - 0.05i, 0.57. There are
7 pairs of conjugate complex poles and one real pole Whose norm are all smaller
than 1. In other words, they are all in the unit circles in z-plane. Thus, the stability
of the system can also be proved.
After that, the increment of controller output was obtained by Equation 7.4, while
the controller output was found by Equation 7.5, and also checked by the output
constraint, Equation 7.10.
7.4 Experiment settings and Experimental data anal-
ysis of the MPC controlled LMD process
After the MPC was set in the application, a few samples were deposited to verify
the stability and the performance of the MPC. The process settings of the MPC
test were similar to the test with the PI controller as we wanted to keep the same
boundary conditions, except the building pattern was different during the brick
deposition test. The laser head scan speed (Vs), laser spot size (rl) and powder
feeding rate (Mr) were: Vs = 1000 mm/min; rl = 2.5 mm; Mr = 4 rpm. The deposi-
tions were conducted on substrates with a sandblasted top surface and with the
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same material and size.
There were two deposition patterns for the MPC test: single straight track and
small brick. The tracks were 150mm long, while the bricks were built by over-
laying a number of single tracks (21 tracks a layer and 10 layers) with 75mm in
length. Also, as in the previous experiments, the metal powder used in this ex-
periment was stainless steel 420.
In Figure 7.1, a few experimental results of single track deposition are shown
to demonstrate the performance of the MPC controlled LMD process.
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(A) without initial voltage limit, Re f = 4 mm² (B) with initial voltage limit to 5.5v, Re f = 4
mm²
(C) with initial voltage limit to 5.5 v, Re f = 5
mm²
(D) with initial voltage limit to 5.5 v, Re f = 3
mm²
FIGURE 7.1: MPC controlled LMD process, standard process setting
As shown in Figure 7.1a, the system responded to the reference Re f = 4 mm².
Although the system output was stably controlled at the reference, the overshoot
of the system output was over 100%. For the same reason as mentioned in sec-
tion 6.4, the LMD process monitoring and control application were started prior
to the action of the laser. Then, the ∆u was a nonzero value, 0.2 v, as the con-
troller found the error between Re f and the system output was nonzero as no
melt pool was created at that time. Thus, a constant positive ∆u result in the con-
troller surged to the upper bound of the controller output in less than 1 s. The
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maximum controller output led to very high laser power and finally resulted in
a high overshoot. However, if the controller output could be limited before the
actual activation of the laser, the overshoot problem could be improved. In Fig-
ure 7.1b, we show the improved result after the controller output was limited at
5.5 v. The overshoot decreased dramatically, about 25% in this case. Except for
the starting stage of the process, the controller output was mostly lower than 5.5
v, which meant the overshoot could be even lower if the initial output could be
made slightly lower.
In Figure 7.1c and 7.1d, the two results show how the system responded when
the Re f was 3 mm² and 5 mm². In these cases, all melt pool sizes reached and
stayed stably at their references. That is, compared with the similar tests with the
PI controller, an improvement was found by implementing the MPC.
However, the performance at the starting stage decreased as the initial output
limit did not change according to the reference. The system response had no
overshoot and reached to reference around 1s later after the process started, as
the reference was set to 5 mm², while a large overshoot was observed when the
reference was set to 3 mm². So, this suggested that the initial voltage limit should
be set according to the target melt pool size.
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7.5 MPC controlled deposition under biased laser head
height setting
During the 3D part building in the LMD process, laser head increment error
can be common, which could lead to a layer deposited with a biased laser head
height, and that would result in poorer geometrical quality of the product. The
biased laser head height could be regarded as a disturbance of the system; if the
controller was not able to handle the disturbance, then the system would proba-
bly be unstable. Therefore, before actually testing the deposition of a brick with
MPC controlled, we wanted to check whether the MPC could keep the process
running stably at the desired status with a biased laser head height.
The results presented in this section were the depositions conducted under the
laser head height setting with bias so as to mimic the laser head height error
(HHE) during the deposition of a 3D part. Previously, the laser head height was
set to 10 mm as suggested in the manual of the laser unit. The height bias was set
to 0.5 mm less, which meant the laser head height was 9.5 mm to test whether the
MPC could adapt when the laser head height error occurred.
Prior to actually testing the MPC, we conducted two depositions without con-
necting the MPC into the system in order to check how much the melt pool image
would change due to the height setting with HHE. In Figure 7.2, we demonstrate
two sample images. From these, we did not find obvious defocus in the images,
and the images were found to be sharp. Plus, the average melt pool widths and
sizes are very close in these two depositions. We could conclude that the camera
would not defocus if the HHE was not larger than 0.5mm, which meant the mea-
sured melt pool size was still correct.
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(A) Melt pool image captured when laser
head height setting is 10 mm, wmp = 2.097
mm, MPS = 4.18 mm²
(B) Melt pool image captured when laser head
height setting is 9.5 mm, wmp = 2.118 mm,
MPS = 4.00 mm²
FIGURE 7.2: Melt pool image comparison, they are captured under
different the laser head height setting
Since the camera was not effected by the HHE, we tested the MPC with such a
setting. The results are listed in Figure 7.3. In these depositions, other than the
laser head height setting, Re f was changed as well so as to further check the sta-
bility of the MPC.
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(A) Reference: 3 mm²of melt pool size (B) Reference: 4 mm²of melt pool size
(C) Reference: 5 mm²of melt pool size (D) Reference: 6 mm²of melt pool size
FIGURE 7.3: MPC controlled LMD process, biased laser head
height setting
Overall, as the deposition results shown in Figure 7.3 demonstrate, the melt pool
sizes followed their references stably and without steady state error despite the
same initial voltage setting issue. Thus, the designed MPC was found to be quite
robust; the process conditions were considerably changed but the system was still
able to stably track the reference.
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7.6 Result analysis of depositions of two bricks
As the deposition results demonstrated previously, the MPC should be able to
control the deposition stably if building a 3D part, such as a brick. As discussed
previously, the boundary conditions could change during the deposition of a
brick, and the process settings determine how much this change would be. That
the shape is changeable is what additive manufacturing aims for. Next, the heat
accumulation was controlled by the process settings, such as the waiting time af-
ter the deposition of each track. Thus, as mentioned before, we wanted to keep
the boundary condition unchanged as much as possible, so waiting time was set
to 10 s to let the newly deposited material and the substrate cool down. The brick
was overlayed by tracks 75 mm long, and 21 tracks made up each layer of the
brick. Further, the brick was overlapped with a total of 10 layers. The overlap
rate was 75% and the height increment of the laser head was 0.5 mm. Other than
these, the rest of the process settings were the same as in previous experiments.
Figure 7.4 shows the melt pool sizes measured during the deposition of two
bricks. In the upper one, the melt pool size was captured in the non-controlled
brick deposition while the lower one was captured during the deposition con-
trolled by the MPC controller.
Before explaining the experimental data, two things need to be made clear. The
first is there are many low measured melt pool sizes in both controlled and non-
controlled depositions. These the melt pool size was measured at the starting
point of each track, since the brick building process was depositing a number of
tracks with overlapping.
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Also, the data has been truncated by which the laser was deactivated. If plot-
ting all captured melt pool size into the figure, the figure would resemble a series
of impulses (Figure 7.4a), as the overall building time of the whole process was
about one and a half hours and in which most of the time was spent waiting for
the sample to cool and for the powder to be delivered. We found the actual depo-
sition time of each track was only 4.5s, based on the track length (75 mm) and the
laser head scan speed (1000 mm/min). Plus, a total of 210 tracks were deposited
to build the brick, then the total build time was 945 s, which compares to the 1.5
hours is a very short time. That explains why the figure, Figure 7.4a, seems like a
sequence of impulses.
To remove the data that were irrelevant to melt pool size, and since the Trumpf
machine did not tell the application about the laser status, a criterion that could
indicate the laser status was implemented. We set a threshold low enough, 5000
for instance, to check whether the melt pool was formed. Based on all captured
melt pool images, there are mostly complete black images if no laser was applied
onto the substrate surface. The maximum intensity of these images is mostly zero
or close to zero. Then, if the laser was just activated, the melt pool was starting to
form. Thus, a small dim melt pool could be found in the image whose maximum
intensity was a relatively low value. Therefore, checking whether the maximum
intensity is larger than the threshold could determine whether the laser was acti-
vated to tell the melt pool image process algorithm to skip the image or not.
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(A) Raw melt pool size data (B) Melt pool image captured when build the
track on the edge of the brick
FIGURE 7.4: Raw melt pool size data and the melt pool image
sample
FIGURE 7.5: Melt pool size comparison, no control vs with MPC
controlled
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The red line in the figure shows the desired melt pool size (reference). For the
brick deposition without control, the first part of Figure 7.5 depicts that the melt
pool sizes were mostly lower than the reference. In a few sections, the melt pool
sizes were higher the reference, which was due to these tracks being deposited on
the edge of the brick. Also, the melt pool image shows that the melt pool seemed
squeezed and prolonged. Unlike deposits in the middle part of the brick, the pro-
cess surface of these edge tracks were tilted. The process surface was not as flat
as the deposited single track on the sandblast substrate surface, since the tracks
were set to overlap on the previous track with a given ratio in the same layer. The
height difference was relatively small if depositing in the same layer, except for
edge tracks. The tilted surface increased as more layers were deposited, and if
the tilt was over a certain value the fluid flow inside the melt pool would change,
which could result in dramatic melt pool shape change and eventually lead to the
change of the melt pool size, as shown in Figure 7.4b.
The lower part of Figure 7.5 shows the melt pool sizes of the deposition process
controlled by the MPC. From the figure, we can see that melt pool size is stably
kept at the reference, and no major melt pool change was observed, that implies
that the melt pool size increase when depositing the edge tracks had been com-
pensated for by the controller. Not only that, the MPC also compensated for the
decreasing melt pool, probably due to the boundary condition changes leading
to more heat lost. The only drawback was that the overshoot of the system out-
put increased slightly as the spikes in the lower part of Figure 7.5 were slightly
higher. However, the differences of the melt pool sizes between the controlled
and non-controlled depositions were not quite significant, around 10%; the ge-
ometry difference may have been larger if building a brick with more layers.
In Figure 7.6 we can find the effect made by the overshoots at the beginning of
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each track. There was clearly a small bulge at the right side of each track where
the start point of the tracks was. Other than that, the surface of the brick seemed
quite flat, and the height of the brick was relatively consistent if looking from
both side views.
(A) Top view (B) Short side view
(C) Long side view
FIGURE 7.6: The top and side view of the deposited brick build
with MPC
Therefore, we concluded that the designed MPC controller was able to control
the melt pool size at the desired size under both single track deposition and brick
deposition with a simple toolpath configuration. However, the improvement of
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the geometrical quality of the brick was not obvious, since the geometrical qual-
ity of the brick built without the MPC control is very close to the one built with
MPC control. Probably, if more layers were deposited or less waiting time was
applied, the quality improvement may have been much more obvious.
7.7 Conclusion
In this chapter, we designed a MPC to control the melt pool size to obtain bet-
ter performance than the PI controller. The target system of MPC was the FAM
of the LP-MPS model. Such a first-order model with time delay was discretized
and converted to the state space model for designing the state-feedback gain vec-
tor. Then, the cost function and the constraints was defined to obtain optimized
MPC gain. The MPC gain, KMPC, was derived by DLQR and implemented as
the constant MPC gain. Since there was inadequate computation resources to
find optimized ∆u(k) online by solving the unconstraint LQ problem. The ex-
perimental result showed that the MPC was able to handle the process under
relatively wide process conditions despite the decrease of the performance, such
as longer rising time or strong overshoot. Also, the overshoot was reduced by
using an initial voltage limiter to prevent large voltage output when the laser
was activated. However, the system performance also experienced decline if the
initial voltage was not set properly according to the reference. Moreover, in the
brick deposition, the melt pool size was controlled at the reference throughout
the whole process despite relatively large overshoots, although the geometrical
quality improvement of the brick was not obvious.
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Conclusion and future work
8.1 Conclusions of this research
This thesis has briefly reviewed the literature related to the background of the
LMD process and the related geometrical quality issues. Based on the previous
research, this research has put forward an approach to improving the quality of
LMD products by controlling the melt pool size. Three main parts of research
work have been conducted towards controlling the melt pool size: setting up the
monitoring system, process model estimation and process control by the PI con-
troller and the MPC controller.
8.1.1 Process monitoring system
The building up of the process monitoring system started with camera selection.
A low-cost industrial monochrome NIR camera was selected to test the feasibil-
ity of the melt pool size monitoring and control algorithm. Then, considering
the sensible range of the camera and the process condition, the camera was set
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to work at logarithm mode to extend the workable range of the camera without
frequently changing camera settings according to the process settings.
Subsequently, a threshold calibration method was designed and tested. With-
out the filter, the threshold selection seemed to be dependent upon laser power,
since the captured melt pool images suggested that the laser reflection was quite
strong in these images, although the sensitivity of the camera at the wavelength
of the camera should be very small (less than 10%). After the filter was installed,
the laser power based threshold variation was much smaller. That means it was
possible to use a global optimized threshold to find the melt pool size for most
process settings.
After the threshold was selected, the online real-time melt pool size measuring
algorithm was developed to provide the feedback information from the LMD
process to the controller. The algorithm was derived from the offline version,
which was developed for threshold calibration and was not concerned with com-
putation efficiency. By disabling the geometry check and taking advantages of
CUDA, a GPU acceleration package, the algorithm could deliver melt pool size
measurement with similar accuracy in real-time, except with a higher noise mea-
surement.
8.1.2 LP-MPS model identification
As the objective of this thesis was to improve the product geometrical quality.
And based on the investigated literature, the laser power was used as a control
variable to keep the powder capture rate uniform through regulation of the melt
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pool size. An LPV model was built to approximate the nonlinear dynamics of the
relationship between laser power and melt pool size. Much of the experimental
data suggested that the process model was a first-order transfer function with a
time delay, which was found in a controller test. Despite the same model form,
the system parameters were different when tested under different laser power.
8.1.3 Melt pool size control by PI and MPC controller
For controlling the melt pool size by a PI controller, the following conclusions can
be drawn:
a) The PI controller kept melt pool size at the reference if the controller param-
eter had been tuned carefully.
b) The workable range was quite narrow, so the controller parameters should
be tuned for a different desired melt pool size.
c) Although the PI controller had not been tested by more complex patterns
of LMD process, the previous two conclusions may suggest that the PI con-
troller might not be able to consistently control melt pool size; if controlling
a brick or a wall deposition as heat accumulation, many other uncertainties
would introduce many disturbances into the system.
On the other hand, the system performance was much better and consistent when
controlling the melt pool size by the MPC controller. In Chapter 7, an MPC was
derived based on FAM of the LP-MPS model and had been tested in a variety of
152 Chapter 8. Conclusion and future work
LMD processes. Thus the experimental data suggests that:
a) The designed MPC was robust even when tested with a relatively high ref-
erence or non-ideal laser head height setting.
b) If without an initial voltage limit the overshoot could be very large. How-
ever, if the initial voltage was not set properly accordingly the overshoot
could still be quite strong or the rise time of the melt pool size needs more
time to reach the reference.
c) The MPC passed the test with a few different LMD process pattern, such
as single track deposition and brick deposition with different tool paths.
The MPC compensated for the heat accumulation and delivered a consis-
tent melt pool size as the reference, although there was an overshoot at the
beginning of each start point.
8.2 The suggestion of the future work
In relation to the conclusions and the limitations mentioned above, we suggest
the research topic could be continued to investigate the following aspects:
• Exception detection
There are probably more types of exceptions, rather than only the two that have
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been discussed above, that could lead to product geometrical quality loss or even
damage to the product. Therefore, an exception detection system could abort
the process when it was necessary so as to prevent the product and the machine
from being damaged. More importantly, the system could ensure the safety of
the LMD process.
• Height track system
If there was a height track system that could keep the deposition height con-
stant, then the laser power and powder particle distribution relatively constant
at the deposition spot. Thus the consistency of the powder capture rate could be
improved. Even if the height track system could merely tell a layer height and
adjust the laser head according to next layer deposition, it would contribute to
a product’s geometrical quality improvement in some degree. Other than these,
another foreseeable improvement is the risk of camera defocus could be reduced.
• Iterative learning control
Since the tool-path can be divided into a combination of repetitive segments, the
LMD process can be regarded as a repetitive process. Thus, ILC could be in-
troduced to improve the reference tracking, disturbance rejecting and overshoot
reducing. As introduced by Xu [76], ILC is a type of control law which could
optimize the control output by learning the process repetitively so that it is very
suitable for controlling those repetitive process such as additive manufacturing.
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Heralic´ [52] applied ILC to deposition height for a wire deposition system, al-
though his system ran at a relatively low sampling frequency. His deposition
test results seem the product geometrical quality was improved quite obviously.
However, we need to notice that in this thesis did not optimize the controller out-
put online in real-time, then the impact of the computation intensity increment
which is introduced by the ILC need to be considered. There are two ways to
solve the issue which are using a more powerful computation platform or opti-
mizing the computational efficiency of the application.
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Appendix A
Measured melt pool width
verification
To validate whether the melt pool size was measured correctly, the track width at
the corresponding location was measured, as shown in Figure A.1 (a), Since we
needed to find out as detailed a width variation as possible, we used Piotr Doll’s
structured edge detection algorithm [77, 78, 79] to find the track edge. The edge
detection result was a single precision float matrix with the same dimension as
Figure A.1(a), and it could be shown as a grey image, as seen in Figure A.1 (b),
in which the different intensity indicates the different significance of edge loca-
tion. Due to the textural surface of the track image even this was taken in the
low texture mode, the primordial result not just includes the track boundaries,
but also contains the edges of embedded particles and small but visible surface
fluctuations. The difference between them was their intensity, and this is then a
possible way to set a threshold to separate them. Then we gradually increased
the threshold to get the image as shown in Figure A.1 (b).
Following this, the edge detection algorithm could find a quite clear and con-
tinuous edge for both sides of the track. Meanwhile, the length scale was shown
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in a marked green line, with each scale equal to 500 µm. Then we could simply
count how many pixels lay between the scale so as to obtain the conversion coef-
ficient to transfer pixel number to mm, and that is how KPL,t was found.
(A) Microscopic image of the width increasing part of the track
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(B) The correspondent edge detection result of the image
FIGURE A.1: Track image and the estimated track edge
As explained above, the following two equations reflect how the track width was
found:
{(j, yt)} :=
⋃{(j, yt) ∈ IE|IE(j, yt) > the} (A.1)
twj = {max[Yt(j)]−min[Yt(j)]} · KPL,t (A.2)
It is different from the melt pool width, which was found by scanning images
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frame by frame. The algorithm scans the track edge image IE, as shown in Fig-
ure A.1 (b), column by column. Equation 5 means all pixels on column j belongs
to set {(j, yt)} if their intensity is higher than the threshold of three. Then the
track width at this part is equal to the difference between the maximum and the
minimum of the y-coordinates and multiplies the coefficient KPL,t to convert pixel
number to millimetres for image IE. As a result, a track width curve could be ob-
tained after all columns of IE be scanned. This curve indicated how track width
increased whilst laser power increased.
The track width curve is shown as the solid blue curve in Figure A.2 (a), but
the curve seems extremely compressed, due to the fact that the measured track
sample was a very short part compared to the entire track. To illustrate the track
width clearer, Figure A.2 (b) shows the track width in more detail. In this part,
melt pool width and the track width were a very close fit. Thus it suggests the
thresholds we found by the proposed algorithm was suitable for finding the melt
pool width in these images, and it implies the melt pool size determined by these
thresholds should also be quite accurate.
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(A) The melt pool width of the whole track
and the width of the part of the track
(B) The enlarged part
FIGURE A.2: Comparison between track width and melt pool
width
These results demonstrate that the melt pool width and size can be measured
accurately.
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Appendix B
Derivation of PI controller
parameters boundary
Here we let kp and τp be parameters of the LPV model of LP-MPS under a specific
laser power Pl. And the transfer function of the PI controller was:
Gc(s) =
kis + ki/τi
s
(B.1)
then, the closed-loop transfer function of the system was:
Gcl(s) =
G(s)Gc(s)
1+ G(s)Gc(s)
(B.2)
if using the approximated transfer function of the LPV model with time delay
under Pl, G(s) ≈ kp(−ds+2)(τps+1)(ds+2) , Gcl(s) can be written as:
Gcl(s) =
kp(−ds+2)
(τps+1)(ds+2)
kis+ki/τi
s
1+ kp(−ds+2)
(τps+1)(ds+2)
kis+ki/τi
s
=
kp(−ds + 2)(kis + ki/τi)
s(τps + 1)(ds + 2) + kp(−ds + 2)(kis + ki/τi)
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Thus, we found the characteristic function Acl(s) as:
Acl(s) = s(τps + 1)(ds + 2) + kp(−ds + 2)(ki/τi + kis) (B.3)
Acl(s) = s[τpds2 + (2τp + d)s + 2] + (2kp − kpds)(ki/τi + kis)
= [τpds3 + (2τp + d)s2 + 2s] + [
2kpki
τi
+ (2kpki −
kpkid
τi
)s− kpkids2]
= τpds3 + (2τp + d− kpkid)s2 + (2kpki −
kpkid
τi
+ 2)s +
2kpki
τi
Acl(s) = a0s3 + a1s2 + a2s + a3 (B.4)
where
a0 = τpd; a1 = 2τp + d− kpkid (B.5)
a2 = 2kpki −
kpkid
τi
+ 2; a3 =
2kpki
τi
(B.6)
So, by the characteristic function Acl(s) and the Routh-Hurwitz stability criterion,
we had the Routh array as follows:
where
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s3 a0 a2
s2 a1 a3
s1 c13
s0 c14
c13 =
a1a2 − a0a3
a1
; c14 = a3
As the Routh-Hurwitz stability criterion, if the system was stable, the first column
should have no sign change. Also, since the closed-loop system is a third-order
system, we considered there was nozero in the first column. Obviously, a0 > 0,
∵ τp > 0 & d > 0. Hence, a1, c13 and c14 should larger than zero as well.
If substituting the parameters of the model and the PI controller into the Routh
array, then:
a1 = 2τp + d− kpkid > 0
∴ kpkid < 2τp + d
ki <
2τp + d
kpd
also, ∵ c14 = a3 = 2kpkiτi > 0 & kp > 0; τp > 0, ∴ ki > 0. Combining these, we
found
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0 < ki <
2τp + d
kpd
(B.7)
For τi, on the other hand, we could derive the range of τi by c13 > 0 to ensure the
closed-loop system is stable.
c13 =
a1a2 − a0a3
a1
> 0
& ∵ a1 > 0 ⇒ a1a2 − a0a3 > 0
⇒ a1a2 > a0a3
substituting Equation B.5 and B.6 into above inequation, we obtained:
⇒ (2τp + d− kpkid)(2kpki −
kpkid
τi
+ 2) > (τpd)(
2kpki
τi
)
2kpkiτi − kpkid + 2τi >
2kpkiτpd
2τp + d− kpkid
(2kpki + 2)τi >
2kpkiτpd
2τp + d− kpkid + kpkid
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⇒ τi >
kpkiτpd
(2τp + d− kpkid)(kpki + 1) +
kpkid
2kpki + 2
(B.8)
