We study the semi-classical limit of the least energy solutions to the nonlinear Dirac equation
Introduction and main results
In this paper we are concerned with the semi-classical ground states to the stationary Dirac equation in relativistic quantum mechanics:
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The equation or the more general one −ih
arises when one seeks for the standing wave solutions of the nonlinear Dirac equation
Assuming that G(x, e iθ ψ) = G(x, ψ) for all θ ∈ [0, 2π ], a standing wave solution of (3) There are many papers devoted to the study on the existence of solutions of (2) under various hypotheses on the potential and the nonlinearity (see [18] for a review). In [4, 5, 10, 24] by using shooting methods. Such a kind of nonlinearities was later studied in Esteban and Séré [17] by using firstly a variational method (in fact, [17] also considered certain more general super-linear subcritical F (u) independent of x). If the equation is periodic, that is, M(x) and F (x, u) depend periodically on x, by using a critical point theory Bartsch and Ding [6] established also the existence and multiplicity of solutions of (2) with scalar potentials of the type M(x) = V (x)β (see also [33] ). If the potential is non-periodic (typically, the Coulomb-type potential), in [15] Ding and Ruf considered some asymptotically quadratic nonlinearities, and in [16] Ding and Wei treated the super-quadratic subcritical nonlinearities with mainly the limits of M(x) and F (x, u) existing as |x| → ∞.
For smallh, the standing waves are referred to as semi-classical states. To describe the translation from quantum to classical mechanics, the existence of solutions u ε ,h small, possesses an important physical interest. Only very recently, the paper [14] studied the existence of a family of ground states of the problem
for allh small, and showed that the family concentrates around the minima of M(x) ash → 0.
Comparing with [14] , in this paper we are interested in the existence and concentration phenomenon around the maxima of the nonlinear external field. Remark that, mathematically, since the Dirac operator is unbounded from above and below, the associated energy functional is strongly indefinite, and since the problem is posed on the whole space R 3 , the functional does not satisfy the Palais-Smale condition. In addition, since the solutions depend on the coefficient of nonlinear term, the present argument seems to be more delicate than those of [14] .
We now describe our result. For notational convenience, writing ε =h,
It is standard that (4) is equivalent to
where P ε (x) = P (εx) with u(x) ↔ w(εx). Assume P satisfies (P 0 ) inf P > 0 and lim sup |x|→∞ P (x) < max P (x).
Set m := max x∈R 3 P (x), and
The limit problem associated with (5) reads as
Denote the energy of a solution w = 0 of (4) by
here and in the sequel ·,· denotes the usual scale product in C 4 . Setting τ ε := inf E(w): w = 0 is a solution of (4) , a solution w 0 = 0 with E(w 0 ) = τ ε is called a least energy solution. Let S ε denote the set of all least energy solutions of (4). 
In fact, we are going to focus on studying the equivalent problem (5) 
It should be compared with the investigation on Schrödinger equations. There is a large number of literature contributed to the study on the semi-classical states of Schrödinger equations
It is the first time that Floer and Weinstein [20] construct a single-peak solution of (7) for N = 1 and f (w) = w 3 which concentrates around any given non-degenerate critical point of V . Oh [26] extended this result in a higher dimension for f (w) = |w| p−2 w, 2 < p < 2N/(N − 2), and proved the existence of multi-peak solutions concentrating around non-degenerate critical points of V . The arguments in [20, 26] are based on a Lyapunov-Schmidt reduction. Subsequently, variational arguments were applied to such issues and the existence of spike layer solutions in the semi-classical limit has been established under various conditions of V (x). In particular, the existence of a ground state of (7) (with more general nonlinearity) was first proved by Rabinowitz [28] . Later Wang [31] proved that the least energy solution concentrates at a global minimum of
See also [2, 3, [7] [8] [9] 12, 22, 23, 25] and the references therein. Note that, since the Schrödinger operator − + V is bounded from below, techniques based on the Mountain-pass theorem are well applied to the investigation.
The functional-analytic setting
We start with discussing the functional-analytic framework.
Without loss of generality we may assume that 0 ∈ P throughout the paper. In what follows by | · | q we denote the usual L q -norm, and (·,·) 2 the usual L 2 -inner product. Let 
equipped with the inner product 
orthogonal with respect to both (·,·) 2 and (·,·) inner products. This decomposition induces also a natural decomposition of L p , hence there is π p > 0 such that
On E we define the functional
A standard argument shows that critical points of Φ ε are solutions of (5). 
For checking 2) take e ∈ E + \ {0}. In virtue of (11), one gets
Define (see [27, 30] Recall that a sequence {u n } ⊂ E is said to be a (PS) c , c ∈ R, sequence for Φ ε if Φ ε (u n ) → c and Φ ε (u n ) → 0, and Φ ε is said to satisfy the (PS) c condition if any (PS) c sequence for Φ ε has a convergent subsequence. A standard linking argument shows that if Φ ε satisfies the (PS) c condition then c ε is a critical value of Φ ε (see, e.g., [13, 30] ).
Following Ackermann [1] , for a fixed u ∈ E + we introduce φ u :
In addition,
Therefore, there is a unique h ε (u) ∈ E − such that
It is clear that
Observe that for u ∈ E + and v ∈ E − ,
Proof. See [1, 16] . 2
Now we define 
Proof.
Since I ε (t ε e)(t ε e) = 0 one sees that the restriction of Φ ε satisfies (Φ ε | E e ) (t ε e + h ε (t ε e)) = 0. 
Φ ε (w).
This, together with Lemma 2.5 and (12), implies the desired conclusion. 2
Let K ε := {u ∈ E: Φ ε (u) = 0} be the critical set of Φ ε . It is easy to see that if K ε \ {0} = ∅ then
(see an argument of [16] Let S ε be the set of all least energy solutions of Φ ε . If u ∈ S ε then Φ ε (u) = d ε and a standard argument shows that S ε is bounded in E, hence, |u| 2 C 2 for u ∈ S ε , some C 2 > 0 independent of ε. Therefore, as a consequence of Lemmas 2.5 and 2.7 we see that, for each q ∈ [2, ∞), there is C q > 0 independent of ε such that u W 1,q C q for all u ∈ S ε . (14) This, together with the Sobolev embedding theorem, implies that there is C ∞ > 0 independent of ε with |u| ∞ C ∞ for all u ∈ S ε .
(15)
The limit problem
We will make use of the limit equation for proving our main result. To this end we discuss in this section the existence and some properties of the least energy solutions of the limit problem.
For any b > 0, consider the equation
(p ∈ (2, 3) ). Its solutions are critical points of the functional
Denote the critical set, the least energy, and the set of least energy solutions of Γ b as follows
The following lemma is from [16] .
Lemma 3.1. There hold the following:
ii) γ b is attained, and R b is compact in H
As before (replacing P ε with b) we introduce the following notations:
Plainly, critical points of J b and Γ b are in one-to-one correspondence via the injective map u → u + J b (u) from E + into E. Notice that, similar to (13), we have for u ∈ E + and v ∈ E − (p − 1)
It is not difficult to check that, for each u ∈ E + \ {0}, there is a unique t = t(u) > 0 such that tu ∈ M b (see [1, 16] ).
Clearly, J b has the Mountain-pass structure. Set
where
for any arbitrarily fixed u 0 ∈ E + with J b (u 0 ) < 0. Then 
On the other hand, for any 
Proof of the main result
We are now in a position to give the proof of the main result, that is, Theorem 1. order to show the concentration it is sufficient to verify that, for any sequence ε j → 0 with u j ∈ S ε j , there is a subsequence which converges, up to a shift of x-variable, to a least energy solution of the limit problem, and such a subsequence is uniformly small at the infinity with the help of the sub-solution estimate. Lastly, by a Kato's inequality we complete the proof.
In virtue of Lemma 3.1 let u = u − + u + ∈ R m , a least energy solution of (16) 
By Lemma 2.6, {t ε } is bounded, hence, without loss of generality we can assume t ε → t 0 as ε → 0.
Observe that, by (13) and (17) 
2 ds dx. 
2 ds.
Since t ε → t 0 , by the exponential decay of e, we have lim sup
as ε → 0. Thus by (21) we see that h ε (t ε e) − J m (t ε e) Proof. Given ε > 0, let u n ∈ N ε be a minimization sequence:
By the Ekeland variational principle we can assume that u n is, in addition, a (PS) d ε sequence for I ε on N ε . A standard argument shows that u n is in fact a (PS) d ε sequence for I ε on E + (see, e.g., [27, 32] ). Then
It is easy to see that w n is bounded. We can assume without loss of generality that w n
So we are going to check that w ε = 0 for all ε > 0 small.
For this end, take lim sup |x|→∞ P (x) < b < m and define
Consider the functional (22) as ε → 0.
Assume by contradiction that there is a sequence ε j → 0 with w ε j = 0. Then
We see as before that {t n } is bounded and one may assume t n → t 0 as n → ∞. By (P 0 ), the set 
we write (5) as
By Lemma 2.7, u ∈ q 2 W 1,q for any u ∈ K ε . Acting the operator D on the two sides of the above representation and noting that D 2 = − we get
by the Kato's inequality [11] , there holds |u| u(sgn u) .
Observe that
Since u ∈ W 1,q for any q 2, by the sub-solution estimate [21, 29] one has
with C 0 independent of x and u ∈ K ε , ε > 0. 
with energy
Additionally, v j
for q ∈ [1, 3). We claim that {ε j x j } is bounded in R 3 . Assume by contradiction that ε j |x j | → ∞. Without loss of generality assume
Therefore, the energy
Remark that since m > P ∞ one has γ m < γ P ∞ by Lemma 3.3. Moreover, by the weakly lower semi-
Consequently, using (26) one gets
Thus {ε j x j } is bounded. Hence, we can assume y j = ε j x j → y 0 . Then v solves
Using (26) again
This implies E(v) = γ m , hence P (y 0 ) = m, so by Lemma 3.3, y 0 ∈ P.
The above argument shows also that
, the scale product of (25) with
Similarly, using the exponential decay of v together with the fact that z
, it follows from (27) that
In order to verify that v j → v in H 1 , observe that by (25) and (27) By virtue of (24) it is clear that one may assume that x j ∈ R 3 is a maximum point of |u j |. Moreover, from the above argument we readily see that, any sequence of such points satisfies y j = ε j x j converging to some point in P as j → ∞. 2 |v j | for all |x| R, j ∈ N.
Let Γ (y) = Γ (y, 0) be a fundamental solution to − +a 2 /2 (see, e.g., [29] ). Using the uniform boundedness, one may choose Γ so that |v j (y)| 
