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INTRODUCTION
As our primary interface with the environment, the immune system is thought to have evolved under strong selective pressure from pathogens (Barreiro and Quintana-Murci, 2010; Fumagalli et al., 2011; Karlsson et al., 2014) . When human populations migrated out of Africa, they encountered markedly different pathogenic environments, likely resulting in population-specific selection on the immune response (Barreiro and Quintana-Murci, 2010; Fumagalli et al., 2011; Karlsson et al., 2014) . Substantial evidence supports this hypothesis at the genetic level. However, we still know little about the extent to which neutral or adaptive inter-population genetic differences affect the actual immune response to pathogens.
Addressing this gap is not only important for understanding recent human evolution, but may also help reveal the molecular basis of ancestry-related differences in disease susceptibility. Individuals from different populations vary considerably in their susceptibility to many infectious diseases, chronic inflammatory disorders, and autoimmune disorders. For tuberculosis, systemic lupus erythematosus, systemic sclerosis, psoriasis, and septicemia, African American (AA) and European American (EA) individuals exhibit an up to 3-fold difference in prevalence (reviewed in Brinkworth and Barreiro, 2014; Pennington et al., 2009; Richardus and Kunst, 2001 ). These observations argue in favor of significant ancestryrelated differences in immune response, especially in susceptibility to inflammation (Pennington et al., 2009; Richardus and Kunst, 2001 ).
Such differences almost certainly involve major contributions from the environment. However, genome-wide association studies (GWAS) also support a key role for genetic factors, as many of the GWAS-variants associated with infectious, autoimmune, and inflammatory diseases present extreme differences in allele frequency (F st > 0.4) between human populations, again supporting a possible history of population-specific selection (Brinkworth and Barreiro, 2014).
GWAS results also indicate that susceptibility to many common immune-related diseases is primarily controlled by noncoding variants (Gusev et al., 2014; Hindorff et al., 2009; Schaub et al., 2012) . Thus, many ancestry-related differences in disease susceptibility may result from genetically controlled transcriptional differences in immune responses to inflammatory signals. This idea is consistent with recent expression quantitative trait locus (eQTL) mapping studies in innate immune cells exposed to immune antigens or live infectious agents (Barreiro et al., 2012; Ç alıs xkan et al., 2015; Fairfax et al., 2014; Lee et al., 2014) . Such immune ''response eQTL'' studies have identified hundreds of genetic variants that both explain variation in the host immune response and are significantly enriched among GWAS-associated loci. However, because studies to date have mostly focused on individuals of European ancestry, the degree to which such variants contribute to population differences in the immune response remains unclear.
Here, we report an RNA-sequencing (RNA-seq)-based immune response eQTL study to test for the effects of African versus European ancestry on the transcriptional response to several live bacterial pathogens. We integrate statistical and evolutionary genetic analyses with primary macrophage gene expression levels, before and after infection, to characterize ancestry-related differences in the immune response. Our analyses address three fundamental questions about recent evolution in the human immune system: (1) the degree to which innate immune responses are differentiated by European versus African ancestry, (2) the genetic variants that account for such differences, and (3) the evolutionary mechanisms (neutral genetic drift versus positive selection) that led to their establishment in modern human populations. Finally, to facilitate the use of our data by the research community, we have developed an accessible, publicly available browser for exploring our results: the ImmunPop QTL browser (http://www.immunpop.com).
RESULTS

Transcriptional Response of Macrophages to Listeria and Salmonella
We infected monocyte-derived macrophages-phagocytic cells that are essential for fighting foreign invaders, tissue development, and homeostasis (Okabe and Medzhitov, 2016)-derived from 80 AA and 95 EA individuals (Table S1 ) with either Listeria monocytogenes (a Gram-positive bacterium) or Salmonella typhimurium (a Gram-negative bacterium). Following 2 hr of infection, we collected RNA-seq data from matched non-infected and infected samples, for a total of 525 RNA-seq profiles across individual-treatment combinations (mean = 36 million reads per sample; see the STAR Methods; Figure S1A ). Each individual was genotyped for over 4.6 million single nucleotide polymorphisms (SNPs), with additional imputation to $13 million SNP genotypes (see the STAR Methods). After quality control ( Figure S1A ), we were able to study 171 individuals with highquality RNA-seq data, among which 168 were also successfully genotyped.
The first principal component of the resulting gene expression data accounted for 85% of the variance in our dataset and separated non-infected macrophages from macrophages infected with either Listeria or Salmonella ( Figure 1A ). We found extensive differences in gene expression levels between infected and noninfected cells, with 5,201 (44%) and 6,701 (56%) differentially expressed genes after infection with Listeria and Salmonella, respectively (see the STAR Methods, false discovery rate [FDR] < 0.01 and jlog 2 (fold change)j > 0.5; Table S2A ). As expected, the sets of genes that responded to either infection were strongly enriched (FDR < 0.01) for gene sets involved in immune function, including the regulation of inflammatory responses, cytokine production, T cell activation, and apoptosis (Table S3) .
Ancestry-Related Differences in the Innate Immune Response to Infection
We first aimed to characterize European versus African ancestry-related transcriptional differences in non-infected and infected macrophages. Because self-identified ethnicity is an imprecise proxy for the actual genetic ancestry of an individual, we used the genotype data to estimate genome-wide levels of European and African ancestry in each sample using the program ADMIXTURE (Alexander et al., 2009) . Consistent with previous reports (Bryc et al., 2010; Tishkoff et al., 2009 ), we found that many self-identified AA individuals have a high proportion of European ancestry (mean = 30%, range 0.9%-100%; Figure S1B) . In contrast, self-identified EA showed more limited levels of African admixture (mean = 0.4%, range 0%-18%; Figure S1B ). Thus, we used these continuous estimates (as opposed to a binary classification of individuals into African or European ancestry) to identify ancestry-associated differentially expressed genes (i.e., pop-DE genes: genes for which gene expression levels are linearly correlated with ancestry levels; see the STAR Methods for details on the nested linear model used for this analysis).
Of the 11,914 genes we tested, we identified 3,563 pop-DE genes (30%) in at least one of the experimental conditions, explaining a mean 8.2% of expression variance (range 1.8%-44%) (FDR < 0.05: 1,745 in non-infected [NI] , 1,336 in Listeriainfected [L] , and 2,417 in Salmonella-infected [S] macrophages) (Figures 1B and 1C;  Table S2B ). These differences primarily influence mean gene expression levels across transcript isoforms, as opposed to the proportion of isoform usage within genes. Specifically, among genes with at least two annotated isoforms (n = 10,223), only 62, 39, and 48 genes exhibited evidence for ancestry-associated differential isoform usage, in the non-infected, Listeria-infected, and Salmonella-infected conditions, respectively (multivariate generalization of the Welch's t test; FDR < 0.05) (Figures 1D and S2A ; Table S2D ). These results were unaltered by using an alternative identification approach (Wilcoxon rank sum test, as in Lappalainen et al., 2013 ; see the STAR Methods for details) or when relaxing the FDR threshold used to define significance ( Figure S2B ). Despite the low number of genes showing ancestry-associated differences in isoform usage, many of these genes are key regulators of innate immunity, including OAS1 that encodes isoforms with varying enzymatic activity against viral infections (Bonnevie-Nielsen et al., 2005) .
Next we sought to identify genes for which the response to infection (i.e., fold change in gene expression in infected versus non-infected macrophages, cultured in parallel) significantly correlates with ancestry (see the STAR Methods). We term these genes ''population differentially responsive'' (pop-DR) genes. We detected 1,005 and 206 pop-DR genes (FDR < 0.05) in response to Salmonella and Listeria, respectively ( Figure 1E ; Table S2C ) (the increased power for Salmonella likely results from the stronger transcriptional response induced by Salmonella relative to Listeria, see Figure 1A ). These genes explain a mean 7.4% (range 2.6%-24%) of variance in transcriptional response to infection. Overall, we found that macrophages from individuals of African ancestry produced a markedly stronger transcriptional response to both bacterial infections (Mann-Whitney test, p < 1 3 10 À15 , Figure 1F ). GO term enrichment analyses further revealed that genes related to inflammatory processes were the most enriched among pop-DR genes showing a stronger response to infection in African-descent individuals (Figures 1G and S2C) . Together, these results indicate that increased African ancestry predicts a stronger inflammatory response to infection. We hypothesized that ancestry-associated differences in the transcriptional response to infection could translate into ancestry-associated differences in the ability of macrophages to clear the infection. We tested this hypothesis in a subset of 89 individuals by quantifying the number of bacteria remaining inside the macrophages right after the infection step (T0), 2 hr (T2), and 24 hr (T24) post-infection. For both bacteria, increased African ancestry predicted improved control of intracellular bacterial growth. This effect was particularly noticeable in our infection experiments with Listeria. Despite no significant difference in the initial number of bacteria infecting macrophages (Figure 2A, p = 0.95) , the number of bacteria inside the macrophages of individuals with high levels of African ancestry at T24 was 3.2-fold lower than that of Europeans ( Figure 2A , p = 2.0 3 10 À4 ).
Finally, we tested if pop-DE genes were enriched among GWAS-associated genes. We found seven diseases for which susceptibility genes reported by GWAS were significantly enriched among genes classified as pop-DE, in at least one experimental condition ( Figure 2B ). Contributing to these enrichments are several HLA genes (HLA-DQA1, HLA-DPA1, HLA-DRB1, HLA-DPB1, HLA-DRA), known to be the main genetic risk factors for several immune disorders. Strikingly, six of these seven diseases (all but Parkinson's disease) are immune-related and tightly connected to a dysregulated inflammatory response. Further, among the diseases most significantly enriched for pop-DE genes were rheumatoid arthritis, systemic sclerosis, and ulcerative colitis, all of which have been reported to differ in incidence or disease severity between AA and EA individuals (Brinkworth and Barreiro, 2014; Pennington et al., 2009 ). Thus, ancestry-associated gene regulatory differences likely contribute to known ethnic disparities in inflammatory and autoimmune disease susceptibility, in part through affecting the ability of macrophages to control bacterial infections.
Gene Expression QTL in Non-infected and Infected Macrophages To identify whether pop-DE and pop-DR genes are explained by genetic differences between European and African populations, we first mapped genetic variants that are associated with gene expression levels (i.e., eQTL) or transcript isoform usage (alternative splicing QTL [asQTL] ) in the complete sample. To do so, we used a linear regression model that accounts for population structure and principal components of the expression data, thus limiting the effect of unknown confounding factors (see the STAR Methods for details). Given that our sample size is too small to robustly detect trans-acting eQTL, we focused our analyses on local associations that, for simplicity, we refer to as cis-eQTL. We define cis-eQTL and cis-asQTL here as SNPs located in the gene body or in the 100 kb flanking the gene of interest.
We identified cis-eQTL for 1,647 genes (14% of all genes tested; FDR < 0.01) in at least one of the experimental conditions (875 in non-infected macrophages, 1,087 in the Listeria-infected condition, and 983 in the Salmonella-infected condition; Figure 3A; Table S4A ; Figure S3A for number of eQTL found at more relaxed cutoffs). Similarly, we detected a large number of cis-asQTL affecting the ratio of alternative isoforms used for the same gene (1,120 genes, 10% of all genes tested; FDR < 0.01 [ Figure 3A ; Table S4C ]: 886 in non-infected macrophages, 746 in Listeria-infected samples, and 615 in Salmonella-infected samples).
Out of all genes with cis-eQTL, a large fraction (21.8%) were associated with an eQTL only in infected macrophages. In contrast, only 7.3% of genes showed an infection-specific cis-asQTL ( Figures 3A and 3B ). Infection-specific cis-eQTL (B) Venn diagram illustrating the number of pop-DE genes (FDR < 0.05) in non-infected (black), Listeria-infected (yellow), and Salmonella-infected (orange) macrophages. (C) Example of a gene, the chemokine CCL15, for which expression levels in all conditions are significantly associated with levels of African versus European ancestry. The average sequencing depth for each base (normalized per million mapped reads) is shown on the y axis. (D) Example of three genes (POLR1A, NDUFS5, and OAS1) for which ancestry predicts differences in isoform usage. (E) Example of three immune-related pop-DR genes. The y axis shows the log2 fold changes in gene expression levels in response to Listeria and Salmonella, as a function of continuous differences in African ancestry (x axis). (F) Absolute difference in the log2 fold change response to Salmonella (top panel) and Listeria infection (bottom panel) between European and African individuals (x axis), among all pop-DR genes (red) and pop-DR genes associated with the inflammatory response (blue). The null expectation from permuting admixture levels across individuals is shown in light gray for comparison. A shift in the distribution to the right reflects a stronger response to infection in African-ancestry individuals. (G) GO enrichment analysis for genes showing a significant interaction between ancestry and the response to Salmonella. Only GO terms with an enrichment at FDR < 0.1 are displayed, and GO terms are color-coded into functionally related terms based on the overlap among gene sets (Bindea et al., 2009) . For each GO term, the average interaction effect is plotted on the x axis and the mean log2 fold change in gene expression levels in response to infection is plotted on the y axis. See also Tables S2 and S3. were further supported by analysis of allele-specific expression (ASE) levels, which provides independent but complementary evidence for functional cis-regulatory variation. As expected, genes with cis-eQTL were significantly enriched for genes with ASE, compared to the background of all 9,588 genes tested (Figure S3B , Fisher's exact test, p < 1 3 10 À15 for all conditions).
Further, genes harboring infection-specific eQTL also tended to exhibit infection-specific ASE in the same condition (Listeria or Salmonella) in which the eQTL was identified ( Figure 3C , $27 fold-enrichment of infection-specific ASE among infection-specific eQTL, relative to shared eQTL; p < 1 3 10 À15 ).
Thus, in agreement with previous studies (Fairfax et al., 2014; Lee et al., 2014) , genotype-environment (G 3 E) interactions are common in the context of immune responses to infection, albeit more so for mean expression levels than alternative isoform usage.
A complementary approach to identifying G 3 E interactions for expression levels is to directly map response eQTL (reQTL): QTL associated with the magnitude of change in expression levels after infection (Barreiro et al., 2012; Ç alıs xkan et al., 2015; Lee et al., 2014) . In contrast to condition-specific eQTL (an extreme case of G 3 E interaction), reQTL can capture more sub- Normalized ratio Salmonella P = 0.95 P = 0.69 P = 0.16 P = 1.1e-2 P = 0.05 P = 2e-4
Timepoints Timepoints Figure 3D ). We also found cis-reQTL for known susceptibility loci for ulcerative colitis (e.g., HLA-A, HLA-DQA2, PMPCA), systemic lupus erythematosus (ITGAX, , and the infectious diseases hepatitis B and leprosy (e.g.,
HLA-C, NOD2).
To investigate the regulatory mechanisms that account for immune reQTL, we next profiled the genome-wide chromatin accessibility landscape of non-infected and Listeria and Salmonella-infected cells using assay for transposase-accessible chromatin using sequencing (ATAC-seq) (Buenrostro et al., 2013) . This approach allowed us to identify transcription factor (TF) binding motifs likely to be occupied by their respective TFs, in both conditions (see the STAR Methods). We found that SNPs within accessible TF binding sites were greater than four times more likely to be identified as reQTL ( Figure 3E ). Further, reQTL in our analyses were strongly enriched (>20-fold) for PU.1 binding sites (a pioneer TF involved in regulating enhancer activity in macrophages) (Garber et al., 2012) and for virtually all TFs that orchestrate innate immune responses to infection (Figure 3E ) (e.g., nuclear factor kB [NF-kB]: >50-fold; AP1: >55-fold; and IRFs: 14-fold for Salmonella only). In striking contrast, we found no such enrichment for eQTL identified in non-infected macrophages (p > 0.05 for NF-kB, AP1, and IRFs) ( Figure S3D ). These results show that reQTL variants are often conditionally silent in resting macrophages but become functionally relevant post-infection, and this transition is explained by disruption of binding sites for immune response-activated TFs.
Genetic Basis of Ancestry-Associated Differences in the Immune Response to Pathogens
We hypothesized that differences in allele frequencies for some of the eQTL identified above could explain the observed ancestry-associated differences in the transcriptional response (B) Examples of a cis-eQTL observed in all conditions (HLA-DQB1), a cis-eQTL observed only in infected macrophages (ADSS), and a cis-eQTL observed only in Salmonella-infected macrophages (HLA-C). Pink and green dots inside the boxplots distinguish African (>75% African ancestry) and European (<25% African ancestry) samples, respectively. (C) Plot contrasting the evidence for ASE (-log10 p values) in non-infected macrophages (y axis) and in macrophages infected with Salmonella (x axis), for genes where we identified cis-eQTL in both conditions (purple), genes for which cis-eQTL were only found in non-infected macrophages (gray), and genes for which ciseQTL were only found in Salmonella-infected macrophages (orange). Qualitatively similar results were obtained when contrasting non-infected and Listeriainfected cells ( Figure S3C ). (D) Examples of two cis-reQTL where genotype (x axis) has a significant effect on the response of STAT4 (left) and IRF2 (right) to Salmonella infection. (E) reQTL enrichments (x axis) in actively regulated TF binding sites annotated by ATAC-seq footprinting. Error bars show 95% confidence intervals. Binding sites were grouped into functionally overlapping ''TF clusters'' using sequence similarity and co-localization in the genome (Table S6 ; STAR Methods). See also Table S4. to infection. In support of this hypothesis, we found that pop-DE genes were enriched up to 3.3-fold for genes with cis-eQTL (p < 1 3 10 À10 ), and pop-DR genes were enriched up to 5.8-fold for genes with cis-reQTL (p < 1 3 10 À10 ) ( Figures 4A and   S4A ). Additionally, $60% of genes that exhibited ancestry-associated isoform usage were associated with an asQTL (up to 24-fold enrichment, p < 1 3 10 À10 ). Thus, although rare, ancestry-associated changes in isoform usage are largely genetically driven.
To explicitly quantify the contribution of our eQTL set to transcriptional differences detected between populations, we devised a new score based on P ST estimates (Leinonen et al., 2013; Pujol et al., 2008) . P ST is the phenotypic analog of the population genetic parameter F ST , providing a measure of the proportion of overall gene expression variance explained by between-population phenotypic divergence (as opposed to withinpopulation diversity). P ST values range from 0 to 1, with values close to 1 implying that the majority of a gene's expression variance is due to differences between populations. Our score, deltaP ST (DP ST ), is defined as the difference between P ST values before and after regressing out the effect of the cis-SNP that was most strongly associated with the target gene's expression level (regardless of significance level), divided by the P ST value observed before removing the genotype effect. DP ST therefore quantifies the proportion of ancestry-associated expression level differences that stem from the strongest cis-associated variant.
Among all pop-DE genes, we found that cis-regulatory variants explained an average of 31%, 31%, and 26% of ancestry-related differences in expression observed in noninfected, Listeria-infected and Salmonella-infected samples, respectively ( Figure 4B ). Further, the larger the effect of ancestry in the original pop-DE analysis, the larger the contribution of cis-regulatory variation to these differences: for pop-DE genes identified at a stringent FDR of 1 3 10 À4 , cis-regulatory variation explained close to 50% (on average) of ancestry effects (Figure 4B ). We observed a similar pattern for pop-DR genes after regressing out the genotype effect of the lead cis-reQTL SNP ( Figure 4B ). In support of the substantial role of cis-regulatory variation in explaining pop-DE and pop-DR genes, gene expression values for 30% and 45% of pop-DE and pop-DR genes, respectively, were no longer significantly associated with ancestry once we regressed out cis-genetic effects ( Figure 4C ). Importantly, DP ST values never exceeded 5% when we regressed out either (1) the genotype effect of randomly selected SNPs matched for the allele frequency of the lead cis-SNP, or (2) lead cis-SNPs identified after permuting the genotype data. Thus, our results cannot be simply explained by population structure ( Figure 4B ).
Based on their known importance in the genetic control of gene regulation and because of power limitations, our main analysis of ancestry-associated gene expression patterns focused on the role of cis-eQTL. However, in a separate analysis, we recalculated DP ST using the lead trans-SNP for each gene in place of the lead cis-SNP (although only 51, 21, and 22 transeQTL genes survived genome-wide multiple testing correction (FDR < 0.1) in non-infected, Listeria-infected and Salmonella-infected samples, respectively). Intriguingly, we found that lead trans-SNPs accounted for an average of $23% and $20% of ancestry effects on gene expression levels for pop-DE and pop-DR genes, respectively ( Figure 4B ; at least 2-fold more than estimates based on permuted data, p < 1 3 10 À10 ). These results suggest that lead trans-SNPs, although difficult to detect at a genome-wide significance level, are enriched for true transassociations that could be resolved with larger sample sizes. Together, a single cis-or trans-acting variant was sufficient to explain almost all ancestry effects (DP ST > 75%) on gene expression levels for 804 pop-DE genes and pop-DR genes ( Figure 4D Figure 5B , p < 1 3 10 À8 ), consistent with the importance of regulatory genetic variation in recent human evolution (Fraser, 2013) . cis-reQTL and cis-asQTL were even more strongly enriched among high iHS values (up to 3.6-fold; Figure 5B , p < 1 3 10 À5 ).
Overall, within the set of cis-eQTL-, cis-reQTL-, or cis-asQTLassociated genes, 258 carried a signature of recent positive selection in either CEU or YRI samples (jiHSj R 99 th percentile of the genome-wide distribution) ( Figure 5C ; Table S5A ). These variants were also significantly enriched for high XP-EHH values (Sabeti et al., 2007 ) ($6-fold, p < 1 3 10 À10 , Figure S5C ) Figure 5D , p < 0.001), showing that natural selection has contributed to present-day inter-population differences in innate immune responses to infection. Neanderthal ancestry makes up $2% of the ancestry of living humans found outside of Africa (Kelso and Prü fer, 2014). It is therefore plausible that interbreeding between Neanderthal and modern human populations could also contribute to some of the ancestry-related differences in gene expression we observed, especially if it enabled the ancestors of modern Europeans to more rapidly adapt to a new pathogen environment (Sé gurel and Quintana-Murci, 2014) . To test this hypothesis, we identified sites where the derived allele is shared between Neanderthals and non-African populations, but is absent in subSaharan Africans samples considered. This class of sites, which we call ''Neanderthal-like sites'' (NLS), is a conservative indicator of Neanderthal introgression (Sankararaman et al., 2014) . Among the 18,862 NLS tested in our cis-QTL analyses, 297 were significantly associated with transcriptional variation of 145 genes (NLS-QTL). Among these 145 genes, 46% (FDR < 0.05) were differentially regulated in at least one experimental condition (non-infected, Listeria-infected, Salmonella-infected, or in the response to either type of infection) between Europeans and Africans (63% at a more relaxed FDR < 0.1). Thus, a non-negligible proportion of ancestry-related gene expression divergence probably results from introgression of functional Neanderthal variants into the ancestors of modern Europeans. Interestingly, some of these variants (n = 16) also have elevated iHS values (jiHSj R 2) ( Figure 5C ; Table S5A ) and therefore represent new candidates for adaptive introgression in humans.
DISCUSSION
Together, our results provide a comprehensive characterization of genes for which the transcriptional responses of primary cells to live pathogenic bacteria differs depending on European versus African ancestry. We show that 34% of genes expressed in macrophages show at least one type of ancestry-related transcriptional divergence, whether in the form of differences in gene expression (30%), the transcriptional response to infection (9.3%), or, less commonly, differences in isoform usage (1%). Notably, the modest contribution of differences in isoform usage to ancestry-related expression levels differs from previous results in lymphoblastoid cell lines (LCLs), where they were found to be quite common (Lappalainen et al., 2013) . The discrepancy between our results and those reported for LCLs may be related to differences in the experimental procedures used to produce the two sets of LCL lines, which were generated more than 20 years apart (Dausset et al., 1990) .
One of the most striking observations from our study was the markedly stronger response to infection induced in macrophages from individuals of African descent, particularly among inflammatory response genes. This result agrees with previous reports showing that AAs have higher frequencies of alleles associated with an increased pro-inflammatory response (Ness et al., 2004) , increased levels of circulating C-reactive protein (Kelley-Hedgepeth et al., 2008) , and a much higher rate of inflammatory diseases than EA individuals (Pennington et al., 2009) . Although the exact causal link between ancestry and the pro-inflammatory response has yet to be established, we speculate that the stronger inflammatory response associated with African ancestry accounts for the increased ability of macrophages in African ancestry individuals to control bacterial growth postinfection.
Nevertheless, the evolutionary pressures that explain these differences remain an open question. One possibility is that, after human populations migrated out of Africa, they were exposed to lower pathogen levels (Guernier et al., 2004) , which reduced the need for strong, costly pro-inflammatory signals. Change in this direction may have been favored due to the detrimental consequences of acute or chronic inflammation, which are key contributors to the development of autoinflammatory and autoimmune Table S5. diseases (Okin and Medzhitov, 2012) . This hypothesis is consistent with previous reports showing a signature of positive selection in Europeans on a high-frequency non-synonymous variant in the Toll-like receptor 1 gene, which is also associated with impaired NF-kB-mediated signaling (Barreiro et al., 2009 ). Alternatively, the weaker inflammatory response detected in Europeans could have resulted from relaxation of selective constraint in an environment where the pathogen burden was reduced, or at least different in nature, from that found in Africa. Because our samples were derived from individuals with their own unknown life histories and environmental exposures, the ancestry-related differences we observed could be explained by both environmental and genetic factors. However, our eQTL analyses suggest that genetic contributions are probably substantial. We estimate that, on average, $30% and 20% of ancestry-associated expression differences in pop-DE genes are accounted for by cis-and trans-regulatory variants, respectively. Further, among the genes with the most robust association with genetic ancestry (pop-DE genes with FDR < 1 3 10 À4 ), putatively cis-acting variants explain up to $50% of ancestry effects. Notably, these numbers probably underestimate the true genetic contribution to ancestry-related differences in gene expression, given our low power to detect trans associations, our exclusion of non-SNP regulatory variants, which may also influence gene expression (Gymrek et al., 2016) , our conservative assumption that genes have only one major cis-eQTL (many genes have at least two independent cis-eQTL) (Lappalainen et al., 2013) ; and the fact that we limited our cis-eQTL mapping to a 100-kb window around the targeted gene. The extent to which positive selection has contributed to recent human evolution remains a matter of intense debate (Enard et al., 2014; Fagny et al., 2014; Hernandez et al., 2011) . Here, we show that variants associated with regulatory QTL are strongly enriched for signatures of recent selection, supporting an important role of adaptive regulatory variation in recent human evolution. More specifically, our results suggest that a significant fraction of population differences in transcriptional responses to infection are a direct consequence of local adaptation driven by regulatory variants. Notably, several positively selected regulatory QTL (or SNPs in strong LD with them [r 2 > 0.8]) have been associated with common diseases by GWAS, further reinforcing the link between past selection and present-day susceptibility to disease (Barreiro and Quintana-Murci, 2010; Brinkworth and Barreiro, 2014) . Some examples include positively selected variants affecting the expression of HLA-DQA1, the major genetic susceptibility factor for celiac disease (Abadie et al., 2011), ERAP2, a susceptibility factors for Crohn's disease (Jostins et al., 2012) , and the transcription factor IRF5, which is associated with systemic lupus erythematosus, rheumatoid arthritis, ulcerative colitis, and systemic sclerosis (reviewed in Eames et al., 2016) . Finally, our results provide new insight into the contribution of adaptive introgression from admixture with Neanderthals to the diversification of the immune system among modern human populations. We found 17 positively selected NLS regulatory-QTL (associated with 16 genes) that are candidates for adaptive introgression in humans. These genes include previously identified candidates such as TLR1 (Dannemann et al., 2016; Deschamps et al., 2016) but also a large set of loci that have not previously been associated with adaptive introgression. For example, one of the strongest signatures of selection was found for eQTL for DARS, a gene associated with neuroinflammatory and white matter disorders (Wolf et al., 2015) . However, in agreement with evidence that most introgressed variation from Neanderthals was probably deleterious (Sankararaman et al., 2014; Vernot and Akey, 2014) , as putative cases of adaptive introgression remain relatively rare.
All data generated in this study are freely accessible via a custom web-based browser that enables easy querying and visualization of ancestry-related transcriptional differences and associated QTL. This resource, the ImmunPop QTL browser (http://www.immunpop.com), should serve as a useful tool for fine mapping of genetic association signals and for the continued quest to understand how pathogens have shaped global human population diversity today.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
CONTACT FOR REAGENT AND RESOURCE SHARING
Reagent and resource requests should be addressed and will be fulfilled by the Lead Contact, Luis Barreiro (luis.barreiro@ umontreal.ca).
EXPERIMENTAL MODEL AND SUBJECT DETAILS Sample Collection
Buffy coats from 175 healthy donors were obtained from the Indiana Blood Center (Indianapolis, IN, USA). A signed written consent was obtained from each participant and the project was approved by the ethics committee at the CHU Sainte-Justine (protocol #4022). All individuals recruited in this study were males, self-identified as African-American (AA) (n = 76) or European-American (EA) (n = 99) between the age of 18 and 55 years old. The average age across AA and EU samples was similar (34.2 years (AA) versus 35 years (EA), t test, p = 0.7). We decided to only focus on males to avoid the potentially confounding effects of sex-specific differences in immune responses to infection. Only individuals self-reported as currently healthy and not under medication were included in the study. In addition, each donor's blood was tested for Hepatitis B, Hepatitis C, Human Immunodeficiency Virus (HIV), and West Nile Virus, and only samples negative for all of the tested pathogens were used.
METHOD DETAILS Isolation of Monocytes and Differentiation of Macrophages
Blood mononuclear cells were isolated by Ficoll-Paque centrifugation. Monocytes were purified from peripheral blood mononuclear cells by positive selection with magnetic CD14 MicroBeads (Miltenyi Biotech) using the autoMACS Pro Separator. The purity of the isolated monocytes was verified using an antibody against CD14 (BD Biosciences) and only samples showing > 90% purity were used to differentiate into macrophages. Monocytes were then cultured for 7 days in RPMI-1640 (Fisher) supplemented with 10% heat-inactivated FBS (FBS premium, US origin, Wisent), L-glutamine (Fisher) and M-CSF (20ng/mL; R&D systems). Cell cultures were fed every 2 days with complete medium supplemented with the cytokines previously mentioned. Before infection, we checked the differentiation/activation status of the monocyte-derived macrophages by flow cytometry, using antibodies against CD1a, CD14, 
Bacterial Preparation and Infection of Macrophages
We infected macrophages with two bacteria, Salmonella typhimurium and Listeria monocytogenes. The day prior to infection, aliquots of Salmonella typhimurium and Listeria monocytogenes were thawed and bacteria were grown overnight in Tryptic Soy Broth (TSB) media. Bacterial culture was diluted to mid-log phase prior to infection and supernatants density was checked at OD 600 . Monocyte-derived macrophages were infected at a multiplicity of infection (MOI) of 10:1 for Salmonella typhimurium and an MOI of 5:1 for Listeria monocytogenes for 2h at 37 C. A control group of non-infected macrophages was treated the same way but with only medium without bacteria. After 2 hr in contact with the bacteria, macrophages were washed and cultured for another hour in the presence of 50mg=ml gentamycin in order to kill all extracellular bacteria present in the medium. The cells were then washed a second time and cultured in complete medium with 3mg=ml gentamycin for an additional 2h, the time point we refer to in the main text. A control group of non-infected macrophages was treated the same way but with only medium without bacteria. We note that we did not run technical replicates for the infections because we could not derive sufficient macrophages from one individual to perform multiple infections with both bacteria. However, the impact of technical confounds are reduced by our large set of biological replicates (and are probably overall small, given our power to detect so many eQTL and ancestry-associated responses).
Estimation of the Number of Infected Macrophages
To determine bacterial counts in infected cells, monolayers of 2,10 6 infected macrophages in 6-well plates were used. Culture medium was removed and replaced with 1ml of 1% Triton X-100 in distilled water. Serial 10-fold dilutions were made, in duplicates, in Trypticase Soy broth and plated on Trypticase Soy agar plates. Plates were kept at 37 C and counted after 24h. Enumeration of intracellular bacteria was performed at T0, corresponding to the percentage of infected macrophages, and T2 and T24, corresponding to the number of bacteria inside the macrophages 2-and 24 hr post-infection, respectively. Data was collected for T0 for all the samples (to control for variation in the number of infected macrophages among individuals), and for T2 and T24 for a subset of 89 individuals for which enough macrophages were available to perform the experiment.
RNA Extraction, Library Preparation, and Sequencing
Total RNA was extracted from the non-infected and infected macrophages using the miRNeasy kit (QIAGEN). RNA quantity was evaluated spectrophotometrically, and the quality was assessed with the Agilent 2100 Bioanalyzer (Agilent Technologies). Only samples with no evidence for RNA degradation (RNA integrity number > 8) were kept for further experiments. RNAsequencing libraries were prepared using the Illumina TruSeq protocol. Once prepared, indexed cDNA libraries were pooled (6 libraries per pool) in equimolar amounts and were sequenced with single-end 100bp reads on an Illumina HiSeq2500. Samples were carefully balanced across flow cells and sequencing lanes. Specifically, we multiplexed infected and non-infected samples from the same individual in the same lane, and balanced the number of African Americans and European Americans in each of the flowcells. Additionally, we multiplexed non-infected and infected macrophages (Salmonella and Listeria) from one European American and one African American in each lane. Because we had a larger number of European ancestry samples than African ancestry samples, the ideal 50-50 ratio was significantly violated for samples sequenced in two of 16 total flowcells. Yet, these samples account for only 5% of all the RNA-seq libraries sequenced. Sequencing libraries from both infected and non-infected conditions were always prepared in parallel with a balanced amount of samples derived from EA and AA individuals.
ATAC-Seq Library Preparation and Sequencing
ATAC-seq libraries were generated from 100,000 cells, as previously described in (Buenrostro et al., 2013) and sequenced on an Illumina HiSeq 2500 using 100-bp paired-end reads. We found high concordance between the ATAC-seq signals for the two biological replicates sequenced for each of the conditions (Spearman r > 0.80), which allowed us to merge them for downstream footprint analyses.
DNA Extraction and Genome-wide Genotyping DNA was extracted from each of the blood samples using the PureGene DNA extraction kit (Gentra Systems). Each individual was genotyped for over 4.6 million single nucleotide polymorphisms (SNPs), using the Illumina HumanOmni5Exome BeadChip, which interrogates > 4.3 million whole-genome variants, plus the content of the Illumina exome BeadChip. Genotypes were called in all samples together using Genome Studio v2010. All samples had genotype call rates (CR) above 98%, with the exception of 2 samples that were excluded from further analysis. SNPs with > 5% of missing data or deviating from Hardy-Weinberg equilibrium in at least one of the studied populations (at a p < 10 À5 ) were excluded. In total, 4,452,246 SNPs passed our quality-control filters. Since samples were collected anonymously, we systematically tested for relatedness in our samples by estimating the pair-wise genome-wide identity by state (IBS) between all possible pairs of individuals using PLINK (Chang et al., 2015) . We found 2 pairs of individuals that appeared to be genetically identical, suggesting that these pairs of sample are from the same individual that donated blood twice during our recruitment process. Therefore, we randomly excluded the data of one individual from each of these pairs. All other samples were unrelated as defined by an estimated proportion of IBS < 0.2. Finally, all samples were confirmed to be males on the basis of the genotype data from the X chromosome. After various quality control checks, we ended up with 171 individuals for which genotype data was available for eQTL analyses.
QUANTIFICATION AND STATISTICAL ANALYSIS Imputation
Imputation was done using Impute2 (ver. 2.3.0) (Howie et al., 2012), on the pre-filtered genotype data and using as reference panels phased genotype data from phase 3 of the 1000 Genomes project (downloaded from: https://mathgen.stats.ox.ac.uk/impute/ 1000GP_Phase3.html). Our genotype data was phased (per chromosome) using shapeIT (version 2.r790). Post-imputation, we removed genotype calls with likelihood lower than 0.9. In addition, we removed positions with an information metric lower than 0.5, more than 5% of missing genotype calls or deviating from Hardy-Weinberg equilibrium in at least one of the studied populations (at P < 10 À5 ). After all filters, we kept 13,846,937 SNPs.
Estimation of Genome-wide Admixture Levels Self-reported EA and AA have variable degrees of African and European ancestry. In particular, the genome-wide levels of European genetic ancestry among self-reported AAs average 30% and can attain close to 100% in some individuals (Bryc et al., 2010) . Thus, instead of relying on self-reported ancestry labels, we calculated the actual proportion of European and African ancestry for each of the samples included in the study using the unsupervised clustering algorithm ADMIXTURE (Alexander et al., 2009). We included 56 Yoruban samples in our analyses to have a group of African individuals that are arguably not admixed. A total of 86,329 unlinked SNPs (i.e., r 2 between all pairs < 0.1) were used for ancestry assignments, assuming K = 2 ancestral clusters. The estimated ancestry proportions were used to assess differences in immune responses between populations, unless mentioned otherwise.
Estimation of Gene-and Isoform-Level Expressions
Adaptor sequences and low quality score bases (Phred score < 20) were first trimmed using Trim Galore (version 0.2.7). The resulting reads were then mapped to the human genome reference sequence (Ensembl GRCh37 release 75) using STAR (2.4.1d) (Dobin et al., 2013) with a hg19 transcript annotation GTF file downloaded from Ensembl (date: 2014-02-07).
The following parameters were used for STAR index generation (other than default):
In order to obtain aligned reads in transcriptome coordinates, we used the following options specifically recommended for downstream analysis with RSEM:
Transcript-and gene-level expression estimates were calculated using RSEM (version 1.2.21) (Li and Dewey, 2011), with default parameters considering a mean and standard deviation of 178bp and 58bp, respectively, for insert sizes across our RNA-seq libraries.
Differences in Expression between Populations and in Response to Infection
Quality Control A total of 22 RNA-seq libraries (out of 525 in total) were removed from downstream analyses because the genotype calls made on the RNA-seq data did not match those obtained from the genotyping array (n = 12), the non-infected samples were clustering close to infected samples in a principal component analysis (n = 4) or the Listeria-infected samples were clustering together with Salmonellainfected samples (n = 6).
We subset our phenotype data by keeping protein-coding genes that were sufficiently expressed: median TPM value above 0.5 in at least one of the three conditions.
Identification of Relevant Technical Confounders
As a preliminary step for the differential expression analysis, we aimed at identifying confounders that amounted to unwanted technical sources of variability in the expression data. To do this in a systematic way, we began by considering the following pool of putatively relevant technical confounders: two of which (i.e., sequencing flowcell and lane) are categorical variables, while the rest are continuous variables that were standardized before the analysis (i.e., rescaled to have mean = 0 and sd = 1). In order to identify the confounding variables, among the above-mentioned list, that explain a significant amount of the variance in the data, we implemented the following iterative procedure: Step 2: For each technical confounder listed above, the following procedure was repeated for N iter = 200 iterations per gene:
The entries of the original confounder vector x i were permuted and the permuted vector was denoted byx i . Afterward, the randomized model M randðiÞ : E $ x i was set up. The expected amount of variance explained by the randomized confounding variable was then estimated by v randðiÞ = ðSS Mref À SS M randðiÞ Þ=SS Mref , where SS M randðiÞ denotes the residual sum of squares for M randðiÞ . d
Step 3: For each confounder, the distribution of v i (i.e., the observed or true fraction of variance explained by the confounder) across all genes was compared to the corresponding distribution of randomized values, v randðiÞ , through the non-parametric Mann-Whitney U test. The shift between these two distributions at a significance level of p = 0.05 is denoted by d i for the ith confounder. d Step 4: We compared the d i values across the ten confounders and chose the technical confounder with the maximum shift d i Ã : = max
e., the contribution of this confounder in explaining the variability in the data is least 1% more than that of an arbitrary random variable), then the confounder was selected and added as a covariate to the reference model M ref . d Step 5: We repeated Steps 1 to 3, using the updated reference model. After re-evaluating the distribution shifts d i in Step 3, we proceeded as follows: (i) Among the set of confounders currently present in M ref , the one with the lowest amount of shift was removed from M ref , given that the shift was below 0.01. (ii) Among the set of confounders currently absent in M ref , the one which satisfied the selection procedure described in Step 4 was added to M ref . d Step 6:
Step 5 was repeated until we obtained a reference model where, out of the ten studied confounders, only the covariates present in M ref satisfied the condition mentioned in Step 4 (i.e., their contribution in explaining the variability in the data is least 1% more than that of an arbitrary random variable).
It turned out that only five iterations of the above procedure were sufficient, leading to the following reference model:
containing four technical confounders that are controlled for in the downstream analysis (see Figure S1C ). Data Pre-processing To account for differences in read counts at the tails of the distribution, we normalized the samples using the weighted trimmed mean of M-values algorithm (TMM), as implemented in the R package edgeR (Robinson et al., 2010) . Afterward, we log-transformed the data using the voom function in the limma package (Ritchie et al., 2015) and removed the flowcell batch effect using the ComBat function in sva Bioconductor package (Leek et al., 2012) . We then applied the voomMod function from package cbcbSEQ (https://github.com/kokrah/cbcbSEQ/blob/master/README.md), specifically devised to work on log-transformed data as opposed to voom which works on count data, to recover new sample weights for the batch-corrected data. Following this pre-processing of the data, we fitted the log-transformed expression estimates to linear models (with design details explained in the subsequent paragraphs), using the lmFit function from the limma package (Ritchie et al., 2015) . This function uses the sample weights previously estimated, from the overall mean-variance trend by voomMod, to rescale model residuals and improve the quality of the fit. In these models, the three numerical confounders shown in Equation 1 (i.e., x 2 , x 3 and x 4 ; GC means, RNA concentrations, and fractions of uniquely mapped reads, respectively) are introduced as model covariates. Note that the categorical confounder x 1 , or flowcell, has already been corrected for using ComBat. Finally, differential expression effects across conditions (DE) and across populations (pop-DE), along with Ethnicity Condition interaction effects resulting in differential response across populations (pop-DR), were estimated using these linear models. In what follows, each model is elaborately explained.
Ancestry-Related Differential Expression
The following nested linear model was used to identify genes for which expression levels correlated with the African-ancestry levels estimated for each of our samples: Similar to the previous model, M 2 is fit using limma; however, the 200 permutation tests implemented here to estimate FDRs are based on random reshuffling of condition labels within each individual (see the table below); moreover, considering the large effect of infection on gene expression, FDRs are obtained from Benjamini-Hochberg's more conservative approach in order to avoid false positives. In the table below, hE C À E NI i shows the expected response upon infection with pathogen C ∈ {L, S} (or equivalently, C infection effect), which is denoted by DE:C in the table and by the b C coefficient in model M 2 .
Infection-Ethnicity Interactions: Ancestry-Associated Differential Response to Infection (pop-DR genes)
After obtaining global infection effects, we explored for genes whose response to infection significantly depend on ethnic ancestry. Specifically, we fit the following linear model: 
which is quite similar to M 2 with the difference that the infection effect of, say, Listeria is no longer built in an ethnicity-independent fashion as in model M 2 (i.e., hE L À E NI i M2 = b L ), since it is in fact dependent on ethnic ancestry as follows: Considering that, and taking Listeria as an example, from M 3 we can build the mentioned expected response upon infection for African-Americans:
, and compare it against the corresponding effect in Europeans: Figure 1F , after extracting absolute values.
Applying models M 2 and M 3 , instead of M 1 , allows us to obtain estimates that are solely based on the within-individual variability. The upside to considering only within-individual variability is that despite the many degrees of freedom consumed by the individualspecific offsets b o ði; jÞ, it augments the statistical power for detecting both global infection effects and ethnicity-infection interaction effects. 
Condition-Related Differential Expression Effects
African admixture across individuals 0.683
African admixture across individuals 0.631
False Discovery Rate Estimations
Throughout the paper, (unless stated otherwise), FDRs were calculated separately for each dataset, following a procedure analogous to that proposed by Storey and Tibshirani (Storey and Tibshirani, 2003) , which can be described as the following two-component model:
where F o ðpÞ represents the cumulative density of p values for tests truly fulfilling the null hypothesis (i.e., true negatives) and F A ðpÞ is the equivalent cumulative distribution for tests truly verifying the alternative hypothesis (i.e., true positives). In addition, p o refers to the fraction of true negatives of the experiment. If the null cumulative distribution F o ðpÞ is approximately linear (or equivalently, the p values are uniformly distributed under the null hypothesis), the above-mentioned model reduces to Storey and Tibshirani's model, corresponding to the case with F o ðpÞ = p. However, when null distributions deviate from uniform (for example, when the most strongly associated variant is assigned as a single eQTL for a gene), comparisons to empirical, permutation-based null distributions are more appropriate. Indeed, this approach, which requires a minor modification to the method in Storey and Tibshirani, is also appealing because it avoids any assumptions about uniformity. We thus elected to use it here, despite the fact that our empirical nulls are consistently uniform or close to uniform. Here, we use the empirical cumulative distribution functions (ECDFs) f F o ðpÞ andFðpÞ as estimates of F o (p) and F(p), respectively. To be more specific,FðpÞ is the ECDF of the actual p values of any effect of interest (either pop-DE, pop-DR or response to infection, for example), whereas f F o ðpÞ denotes the ECDF obtained from a suitable permutation test performed on that effect. From Equation 5, the fraction of true negatives under a give p value can be derived as p o F o ðpÞ=FðpÞ; or p oFo ðpÞ=FðpÞ, once we accept the ECDF as pertinent estimators of the underlying distributions. Correcting that fraction to ensure monotonicity yields the definition of the tail-area-based false discovery rate FDR(p):
In order to compute FDRðpÞ, we must first estimate p o . As proposed in (Storey and Tibshirani, 2003) , this is achieved by
yielding a biased estimator of p o , where the amount of bias declines as p approaches the maximum p value registered in the experiment, p max . Therefore, to obtain a better estimation of p o , the estimator b p o ðpÞ is fitted to a suitable smooth function f(p) -typically a decreasing cubic spline-evaluated at p max : p o x fðp max Þ.
Differential Isoform Usage between Populations
Prior to performing the DIU analysis, we removed the lowly expressed isoforms and only kept those with median TPM value (strictly) above zero in at least one of the three experimental conditions, using isoform-level TPM values estimated by RSEM. In the next step of data pre-processing, the ComBat function in the sva Bioconductor package (Leek et al., 2012) was applied to the log-transformed isoform-level TPM data to remove the flowcell batch effect. Then, the following linear model was designed using limma (Ritchie et al., 2015) : TPM) was added to all the TPM values to avoid instances of logð0Þ. Note that this model has the same design as model M 1 for pop-DE effects. After obtaining covariate estimates for this model, the effect of the technical confounders (i.e., mean GC content, fraction of uniquely mapped reads, and RNA concentration) were regressed out from the log-transformed isoform-level TPM values. Finally, the obtained values were transformed back, from log 2 -scale, to TPM-scale. These values were then used in the downstream DIU analysis. To detect differences in isoform usage between African-Americans and EuropeanAmericans, we applied a multivariate generalization of the Welch's t test to the set of 10223 genes, out of the total number of genes, with at least two an-notated isoforms (which remained after the elimination of lowly expressed isoforms in the pre-processing step).
To implement the method, we started by calculating the proportional abundance of the different isoforms for each tested gene using the isoform-level TPM values estimated by RSEM. The proportional isoform abundance (or relative isoform usage) for a target gene g with D isoforms is denoted by a vector of size D, where its elements sum to one and the ith element denotes the proportional abundance of isoform i. Next, we tested whether the means of the two multivariate distributions, associated with African-American and European-American populations, were equal. Specifically, suppose that group i consists of n i samples, and let p ij = ðp ij1 ; .; p ijD Þ be the vector of proportional isoform abundance for sample j of group I, with i˛f1; 2g and j˛f1; .; n i g. Clearly,
p ijd = 1, with p ijd denoting the relative isoform usage associated with isoform d. Following this notation, the relative isoform usage data falls into the category of compositional data (Aitchison, 1982) , where components (or vector elements) are proportions of total isoform abundance that sum to one. Mathematically, the state space of such compositional data is defined as an open simplex (i.e., a generalization of the notion of a two-dimensional triangle to higher dimensions) as follows (Egozcue et al., 2003) :
The fact that the proportions have a fixed sum implies that (1) there is dependency between relative isoform usage values within each sample and (2) S D is not a vector space. This results in specific numerical characteristics, which interfere substantially with the approaches taken in the statistical analysis of compositional data. For one thing, the familiar Euclidean geometry cannot be applied when dealing with compositional data; specifically, although the distance between two real vectors can be easily computed with the standard Euclidean metric, it is not the proper metric to use for compositional data. To illustrate, consider the following pairs of compositions: {(0.25, 0.05, 0.7), (0.25, 0.1, 0.65)} and {(0.25, 0.5, 0.25), (0.25, 0.55, 0.2)}. The Euclidean distance between the compositions in the first pair equals that of the second pair, as the element-wise difference between the compositions is (0, 0.05, 0.05) for both pairs. However, the second component has doubled in the first pair, while it has only increased by ten percent in the second pair. The fold changes associated with the third components are more comparable between the pairs (0.9 and 0.8 for the first and the second pairs, respectively). In other words, while the Euclidean distances between compositions of both pairs are equal, fold changes imply that the actual distance is larger for the first pair. Therefore, the relative variation of components, rather than their absolute differences, provide the basis to the statistical analysis of compositional data. Lending a linear vector space structure to the open simplex, the Aitchison geometry (Aitchison, 1982) provides us with a way to work with compositional data that is analogous to the real space. Any statistical analysis on compositional data can be performed using this vector space structure; however, it is easier to use alternative methods, which transform compositional data to the familiar Euclidean space. Egozcue et al. (Egozcue et al., 2003) proposes the isometric log-ratio transformation (ilr), which is obtained with orthogonal coordinates. Using a set of D-1 orthonormal vectors as the basis for S D , the ilr transformation maps the log of a given composition to a vector of size D-1 in the Euclidean space. The advantage of applying this distance-preserving mapping is that it allows for the familiar Euclidean geometry to be applied to the obtained vectors in R DÀ1 , since the vector elements are no longer dependent on one another after the transformation. As one can come up with more than one orthonormal basis for the open simplex, the ilr transformation is not unique. In this paper, we employed a specific one defined by (Egozcue et al., 2003) . For any x = ðx 1 ; .;
where U = ½U 1 ; .; U DÀ1 is the D3ðD À 1Þ orthonormal basis, with U i˛R D denoting its ith column:
for j˛f1; .; Dg. Initially, and before applying the ilr-transformation on the relative isoform usage data, the statistical hypothesis test for differential isoform usage between African-American and European-American groups within each condition was set up as:
where m pi is the mean relative isoform usage for group i. To prepare the data for the ilr transformation and statistical analysis, two preliminary steps were undertaken as follows. To make sure that the statistical test yielded biologically meaningful results, if the average relative abundance of an isoform across samples was less than 0.05 in both African-American and European-American groups, that isoform was eliminated from statistical testing analysis. Any relative isoform usage value that remained after the isoform-elimination step and was estimated as zero was replaced by a small strictly positive value of 0.0005 to make sure that all samples belong to the open simplex S D . Note that if, for a specific isoform and a specific sample, the relative abundance is below 0.05 and strictly greater than 0, and if that isoform is not removed in the isoform-elimination step, then the relative abundance value is retained.
After performing the ilr transformation on each sample, a multivariate normal distribution on R DÀ1 was assumed for the ilr-transformed relative isoform usage data:
where S i is the covariance matrix for group i, with S 1 sS 2 . Consequently, differential isoform usage boils down to testing the equality of means of two multivariate normal populations, with distinct covariance matrices. This is mathematically shown by:
Where m ilrðpi Þ is the mean of ilr-transformed relative isoform usage vectors of group i. This problem is referred to as the multivariate Behrens-Fisher problem, and different approaches have been proposed to tackle the multi-dimensional case. In this paper, we adopted the method proposed by (Krishnamoorthy and Yu, 2004) , which reduces to the well-known Welch's t test for one-dimensional data (or equivalently, when D = 2). This test, referred to as T KY herein, cannot be employed when D À 1R minfn 1 ; n 2 g (a case that results in either of the estimated covariance matrices to be singular and non-invertible). This is not a concern in our analysis, since we have a large number of samples per group. The result of differential isoform usage test is reported in Table S2D , where estimation of isoform expression values was done using the RSEM software package. Out of the 10223 genes tested, 62, 39, and 48 genes showed statistically significant DIU between African-American and European-American populations, in the non-infected, Listeria-infected, and Salmonella-infected samples, respectively (FDR <0:05) .
To verify the robustness of our results, we re-conducted our DIU analysis with the approach adopted by (Lappalainen et al., 2013) . Specifically, we used the Mann-Whitney U test to compare the distributions of relative abundances, for each isoform, between African-American and European-American populations so as to detect transcripts with significantly different ratios between populations. Afterward, the Benjamini-Hochberg FDR method was applied to adjust the p-values obtained from these individual comparisons (i.e., between-population comparisons per isoform). Subsequently, a gene was labeled DIU provided that at least one of its isoforms showed significant evidence of differential usage between African-Americans and European-Americans. In particular, using this approach 93, 70, and 123 genes were detected with significant DIU (FDR < 0.05) between African-American and EuropeanAmerican populations, in the non-infected, Listeria-infected, and Salmonella-infected samples, respectively. Figure S2B compares the number of DIU genes detected using the multivariate Welch's t test (our original approach) with that obtained by the rank sum test at different FDR thresholds.
Enrichment of GWAS-Associated Genes among pop-DE Genes
To identify enrichment of pop-DE genes among genes that were previously found to be associated with complex human disease and traits, we used data from the GWAS catalog (Hindorff et al., 2009) . Since each GWAS has a different distribution of P-values and significance cutoffs, we chose to use a set of Àlog 10 ðpÞ cutoffs in the range of 8-60 (plotted along the x axis in Figure 2B ). For a given disease, we identified the overlap between the genes significantly associated with the disease at each cutoff and pop-DE genes, and calculated a fold enrichment (plotted along the y axis in Figure 2B ), defined as the ratio of observed/expected overlap between the two gene sets. We used a Fisher Exact Test to calculate a P-value for each cutoff, and corrected these P-values for multiple tests using the FDR approach within each disease.
Genotype-Phenotype Association Analysis eQTL, asQTL and reQTL mappings were performed against a set of 11,927 protein coding genes. We examined associations between SNP genotypes and the phenotype of interest using a linear regression model, in which phenotype was regressed against genotype. In particular, expression levels were considered as the phenotype when searching for eQTL and asQTL, while to identify reQTL, fold changes in response to infection were treated as the quantitative trait to be mapped. In all cases, we assumed that alleles affected the phenotype in an additive manner. For the eQTL and asQTL analyses, we mapped Salmonella-infected, Listeria-infected, and non-infected macrophages, separately. All regressions were performed using the R package Matrix eQTL (Shabalin 2012). To avoid low power caused by rare variants, only SNPs with a minor allele frequency of 5% across all individuals were tested. Local associations (i.e., putative cis QTL) were tested against all SNPs located within the gene body or 100Kb upstream and downstream of the transcript start site (TSS) and transcript end site (TES) of each tested gene. We recorded the minimum P-value (i.e., the strongest association) observed for each gene, which we used as statistical evidence for the presence of at least one eQTL for that gene. Trans-eQTL were defined as SNPs located > 500kb of the gene they regulate and could be on the same or different chromosomes. To estimate an FDR, we permuted the phenotypes (expression levels, fold changes or percent of isoform usage) ten times, re-performed the linear regressions, and recorded the minimum P-values for the gene for each permutation. These sets of minimum P-values were used as our empirical null distribution and FDRs were calculated using the method described in the section ''Estimation of FDRs.'' Consistent with previous reports (Barreiro et al., 2012) , we found that we could increase the power to detect cis-eQTL by accounting for unmeasured-surrogate-confounders. To identify such confounders, we first performed principal component analysis (PCA) on a correlation matrix based on genes expressions, for non-infected, Salmonella-or Listeria-infected samples. Subsequently, we regressed out up to 15 principal components before performing the association analysis for each gene. This specific number of PCs was chosen since it empirically led to the identification of the largest number of eQTL in each condition. The exact number of PCs regressed in each of the analyses can be found in the table below. Note that for the trans analysis we did not regress any PCs to avoid inadvertently removing the effect of true trans signals.
Importantly, although the PC corrections clearly increase power to detect eQTL, they do not affect the underlying structure of the expression data. Indeed, over 80% of the eQTL observed before any PC correction are also observed after PC correction at the same FDR cutoff. A similar approach was used for asQTL and reQTL mapping, with the only difference being that for those analyses the PCA were performed in a matrix of isoform proportional abundance or fold-change responses, respectively.
Mapping was performed combining AA and EA samples to increase power. To avoid spurious outcomes resulting from population structure, the first five eigenvectors obtained from a PCA on the genotype data were included in the linear model as well. For each library, we also took into account the potential biases and significant technical confounders identified before the DE analyses; i.e., bacteria counts used when infecting the macrophages (c), sequencing flowcell ðx 1 Þ, mean GC content estimated per sample ðx 2 Þ, proportion of uniquely mapped reads ðx 3 Þ, and RNA concentration ðx 4 Þ. The covariate subscripts or superscripts corresponding to the experimental condition, in which they were measured, are dropped in the following models for simplicity:
d eQTL models, non-infected condition:
d eQTL models, Listeria and Salmonella conditions:
d reQTL models, response to Listeria and Salmonella infections:
d asQTL models, non-infected condition:
d asQTL models, Listeria and Salmonella conditions: Identification of Condition-Specific eQTL and asQTL We classified condition-specific cis-QTL using a conservative criterion aimed at minimizing the risk that true eQTL in both resting and infected macrophages are only identified in one condition because of incomplete power. Specifically, we defined condition-specific QTL when we found strong evidence (FDR < 0.01) of a cis-QTL in one condition and no statistical evidence, using a relaxed FDR threshold (0.3), supporting a cis-QTL for the same gene in the other conditions.
Multiple Testing Correction
To estimate a FDR, we permuted the phenotypes ten times and used the distribution of the acquired minimum p value per gene to calculate the FDR associated with the p value obtained from the real data, as described above.
Allele-Specific Expression Detection
The sequenced samples were preprocessed using WASP (van de Geijn et al., 2015) program in order to correct for mapping biases toward the reference sequence. To this end, we removed all the monomorphic sites and hence only the positions showing polymorphism in at least one of the 171 samples were included in the analysis for correction. The resulting fastq files from WASP were mapped the same way the original alignment files were obtained (i.e., using the STAR pipeline). Allele counts per sample for positions that overlap with the Omni5Exome-4v1-1 genotyping array were obtained using SAMtools mpileup (Li et al., 2009) v0.1.19-44428cd , with minimum base quality of 13. Genotype calls obtained from these steps were then used as the input files for ASE identification with the QuASAR software (Harvey et al., 2015) , which can jointly genotype and detect allelic imbalances for each SNP. Starting with three samples from each individual, corresponding to the two bacterial infections and the non-infected control, QuASAR can simultaneously identify heterozygous SNPs and ASE by taking into account base-calling errors and over-dispersion in the ASE ratio. The prior genotype probabilities in QuASAR are obtained from the 1000 Genomes Project minor allele frequencies assuming Hardy-Weinberg equilibrium; however, as we had the genotype information available, we manually input the prior genotype probabilities. Specifically, the prior genotype probabilities in QuASAR are indicated in a matrix of three columns, where the columns denote homozygous reference, heterozygous, and homozygous alternate probabilities, respectively, and each row corresponds to an exonic location. As an illustration, to input our genotype information for a heterozygous exonic location, we set the corresponding row equal to ðg; 1 À 2g; gÞ where g = 0:001 accounts for genotyping error. This is done through changing the gmat argument of the fitAseNullMulti() function. Manually setting up the genotype probabilities, as mentioned above, assures that the prior genotype information will not change drastically as QuASAR iterates through the EM algorithm steps; moreover, it enables us to estimate the base-calling error rate. In the subsequent step of inferring ASE, we set the min.cov argument of the aseInference() function equal to 10 to only assess the sites represented in at least 10 reads across all the samples.
QuASAR outputs the allelic imbalance estimate for each exonic location as logðp=1 À pÞ, where p denotes the proportion of the number of reference reads over the total number of reads, with no allelic imbalance (i.e., p = 0:5) resulting in an effect size estimate of zero. After obtaining estimates of allelic imbalance and the corresponding standard errors from QuASAR for each (heterozygous) exonic SNP in each sample, we used the CRG Alignability tracks in the framework of the GEM (GEnome Multitool) project to only keep the exonic SNPs with a mapability score of S = 1; i.e., with only one match in the genome. We then performed meta-analysis on this output to aggregate the effect sizes across samples for each exonic SNP. Specifically, we only retained the exonic SNPs with a frequency of at least three samples and adopted the inverse-variance weighting method for each of these exonic locations to combine the effect sizes across samples, where each effect size was weighted by its inverse variance. A Z-score is then calculated for each weighted mean effect size to allow for a Z-test of significant deviation from zero, to test the null hypothesis of no allelic imbalance at each exonic SNP.
ATAC-Seq Data Processing and Footprinting Analysis
ATAC-seq paired-end reads were mapped to the human reference genome (GRCh37/hg19) using Bowtie 2 (Langmead and Salzberg, 2012) with the following parameters: -N 1 -X 2000-no-mixed-no-discordant-no-unal. Only reads that had a paired and unique alignment were retained. PCR duplicates were removed using Picard's MarkDuplicates tool.
To detect TF binding footprints in the ATAC-seq data we used the program Centipede (Pique-Regi et al., 2011) . We ran Centipede separately for each of the three conditions. We started by defining the set of transcription factors that were active (i.e., had motif instances with footprints) before and after infection with Listeria and Salmonella using a reduced set of high-confidence motif instances for each TF. Using these reduced set of motifs, we calculated a Z-score corresponding to the PWM effect in the prior probability in Centipede's logistic model. The Z-score corresponds to the parameter in:
where p l represents the prior probability of binding in Centipede model in motif location l. We considered a TF binding site as active if the estimate was supported at Bonferroni-corrected P < 10 À5 . In total, 369, 420 and, 422 motifs were identified as active in non-infected, Listeria-infected and Salmonella-infected macrophages, respectively. We then scanned the entire genome for motif instances matching the original PWM for these active motifs, separately for each of the three conditions. Footprints were grouped into clusters using sequence similarity. The positional overlap of predicted bound regions of active motifs was first determined using bedtools multiinter. Using the overlap scores, footprints were then divided into clusters using R function hclust with a distance cutoff of 0.9. Well-supported footprints (posterior Pr > 0.9) were used for the enrichment analysis.
Enrichment of TF Binding Sites among eQTL and reQTL
To estimate the enrichment level of particular transcription factor binding locations among eQTL and reQTL, we used the method described in (Wen et al., 2016) and implemented in TORUS (https://github.com/xqwen/dap/tree/master/torus_src).
This method uses a hierarchical model that aggregates eQTL signals across all genetic variants to model the characteristics shared among those most likely to be causal. This is an iterative process starting from eQTL summary statistics calculated with matrix-eQTL using a comprehensive set of imputed genotypes. Using the deterministic approximation of posteriors (DAP) approach, we then learn a prior for each genetic variant using a logistic that can use different types annotations that are informative for determining SNPs that are more likely to disrupt transcription. In our case, we seek to determine if SNPs in binding sites for certain TFs are more likely to be eQTL or reQTL, and therefore determine the likely molecular mechanisms underlying our QTL signals.
The putative binding sites (i.e., ATAC-seq footprints) were determined using ATAC-seq, as described in the section above. To analyze eQTL in non-infected, Salmonella-infected, and Listeria-infected macrophages, we used the footprints derived in each condition. To analyze reQTLs to Salmonella and Listeria infection, we used the footprints collected in Salmonella-infected and Listeria-infected macrophages, respectively. To avoid spurious enrichments resulting from the fact that several TF binding sites are non-randomly distributed with respect to the TSS, we used a background model that captures the effects of distance to the TSS.
Footprints corresponding to different types of transcription factors were analyzed separately. For each annotation, we also calculated a 95% confidence interval. The ''enrichment'' parameter represents the log-odds that genetic variants in a particular annotation are more likely to harbor causal SNPs for an eQTL compared to a baseline background model that takes into account distance to TSS. In our application, higher enrichment for genetic variants in a specific transcription factor binding sites provide evidence for a likely causal mechanism underlying many of the measured eQTLs and reQTLs.
Genetic Control of Ancestry Effects on Gene Expression
To determine the extent to which a set of genetic variants control the signal associated with ethnic admixture in gene expression variation, a comparison should be made between the models M 1 , M 2 , and M 3 -previously introduced to produce estimates of pop-DE, condition-DE and pop-DR effects, respectively, and their corresponding extensions, which take the effect of SNPs into consideration. Control of Ancestry-Related Differential Expression (pop-DE genes) by Individual SNPs Extending M 1 to account for cis-genetic variation effects as mentioned above, we obtain the following model, M 
In this model, G NI ði; jÞ, G L ði; jÞ, and G S ði; jÞ represent the genotypes of the cis-SNPs with the highest association to the expression of gene i in individual j and take values in the set f0; 1; 2g accounting for the copies of the less abundant allele. It is worth mentioning that G NI ði; jÞ, G L ði; jÞ, and G S ði; jÞ generally differ across genes and conditions. Furthermore, these SNPs are not necessarily the true eQTLs, as being the top association for a given gene-condition pair does not automatically imply that the SNP satisfies the FDRthreshold criteria of statistical significance to be an eQTL. The reason why we do not require SNPs to pass any FDR threshold for significance is that smaller effect eQTL may still contribute to population differences, with the most strongly associated variant still being the best candidate eQTL. Moreover, we note that most of these ''best variants'' actually do have reasonably strong evidence for eQTL association (e.g., 40% of best variants are identified at an FDR < 0.1, and 61% are identified at an FDR < 0.2), even if they do not pass our more stringent primary threshold (FDR < 0.01).
In order to compare the role of ethnic admixture in shaping gene expression levels before and after regulatory variants are introduced to the model, for each gene, let us define its reduced expression vector associated to a given condition C as the set of expression values within such condition from which the effects of all model covariates except ethnic admixture have been removed: From these magnitudes, the P ST statistics is build for each gene as follows:
which measures the fraction of variance of the reduced expression that is explained by ethnicity. Defined this way, the P ST indexes constitutes a phenotypic analog of the population genetics parameter F ST (Leinonen et al., 2013) , when the population's structure is not defined in a binary fashion but according to a continuous trait as the ethnic admixture. From a merely formal point of view, the P ST statistics is just the coefficient of determination R 2 associated to the regression model that defines the reduced expression vectors.
Likewise, we can obtain the reduced expression vectors from M where the fold change residuals are derived from the differences between infected and non-infected samples residuals for each individual j from which a valid sample of each condition was collected: ε 
Moreover, the Pst coefficients obtained from model M 3 , can be also obtained from M For each site, and separately for each population, we simulated 500 allele frequency trajectories. These were simulated backward in time with the appropriate demographic history (Gutenkunst et al., 2009 ) from a fixed present-day allele frequency, which we take to be the observed allele frequency in the population of interest.
To determine the local recombination rate surrounding the putatively selected eQTL site, we took a 1Mbp window (500kb on each side) around the site and calculate the number of centimorgans based on the genetic map. For a region of length d centimorgans, we use the Haldane's Map Function to estimate the probability of recombination, r = ð1=2Þð1 À e À2d=100 Þ. We then compute the population scaled recombination parameter as r = 4N e r, where N e = 10000 is taken to be the ancestral effective population size.
The population scaled mutation rate in mssel/ms is parameterized as q = 4N e Lm, where L = 1,000,000 is the length in bp of the region, N e = 10000 is the effective population size, and m = 10 À9 is the mutation rate per site per generation. Thirteen of our putatively selected variants were within 500kb of the edge of our genetic map, and hence, we could not estimate recombination rates, and 2 had such high recombination rates that coalescent simulations did not finish. These were excluded from the analyses.
Determining Significance of iHS Scores
We calculate iHS scores for all neutral simulations using selscan v1.1.0b, as we did for the real data. For each eQTL site in the real data, we took the unstandardized iHS score that was observed for a given population and normalize it (subtracting the mean and dividing by the standard deviation) with the iHS score of the frequency matched neutral simulation, giving 500+1 total scores in the normalization. As normalized iHS scores have a standard normal distribution (Voight et al., 2006) , the scores can be treated as Z-scores. From these Z-scores, we calculated a p value for the observed scores based on the standard normal distribution.
Identification of Neanderthal-like Sites
Bi-allelic SNPs across five European population samples (CEU, FIN, GBR, IBS, TSI), three African population samples with low levels of Eurasian ancestry (ESN, MSL, YRI), and ancestral allele were extracted from the phase 3 release of the 1,000 Genomes Project. SNPs with alleles segregating in any of the three African samples were removed from the analysis.
Genotypes at the remaining SNPs were extracted from the high-coverage Altai Neanderthal genome after applying the minimum set of quality filters (map35_50 downloaded from https://bioinf.eva.mpg.de/altai_minimal_filters/). To summarize, Neanderthal-like sites were called as all bi-allelic SNPs for which the Altai genome carries a derived allele, the derived allele is segregating in the European sample, and the African samples are fixed for the ancestral allele.
DATA AND SOFTWARE AVAILABILITY Software
All the Software packages and methods used in this study have been properly detailed and referenced under ''QUANTIFICATION AND STATISTICAL ANALYSIS.''
Data Resources
All data generated in this study are freely accessible via the ImmunPop QTL browser (http://www.immunpop.com). RNA sequencing data reported in this paper is available in GEO: GSE81046. Percentage of genes showing significant ASE based on different FDR cutoffs adopted for ASE and cis-eQTL mapping. The plots depict the percentage of genes showing significant ASE (y axis) out of the total number of genes with cis-eQTL that pass FDR thresholds shown on the x axis. Three different FDR cutoffs are studied for ASE statistical significance, while the eQTL FDR thresholds on the x axis cover a wide range from extremely significant (to the left of the x axis) to extremely non-significant (to the right of the x axis). In particular, FDR criteria for selecting significant and non-significant cis regulatory variants are illustrated on the x axis in pink and brown, respectively. (C) Plot contrasting the evidence for ASE (-log10 P values) in non-infected macrophages (y axis) and in macrophages infected with Listeria (x axis), for genes where we identified cis-eQTL in both conditions (purple), genes for which cis-eQTL were only found in non-infected macrophages (gray), and genes for which cis-eQTL were only found in Listeria-infected macrophages (yellow). (D) ATAC-seq eQTL enrichments (x axis) in actively-regulated TF binding sites annotated by ATAC-seq footprinting. Error bars show 95% confidence intervals. Only significant enrichments are shown. Binding sites were grouped into functionally-overlapping ''TF clusters'' using sequence similarity and co-localization in the genome. 
