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Abstract
In this paper we investigate the use of stochastic models for analysing service-oriented systems. We propose
an iterative hybrid approach using system measurements, testbed observations as well as formal models
to derive a quantitative model of service-based systems that allows us to evaluate the eﬀectiveness of the
restart method in such systems. In cases where one is fortunate enough as to have access to a real system
for measurements the obtained data often is lacking statistical signiﬁcance or knowledge of the system is
not suﬃcient to explain the data. A testbed may then be preferable as it allows for long experiment series
and provides full control of the system’s conﬁguration. In order to provide meaningful data the testbed
must be equipped with fault-injection using a suitable fault-model and an appropriate load model. We ﬁt
phase-type distributions to the data obtained from the testbed in order to represent the observed data in a
model that can be used e.g. as a service process in a queueing model of our service-oriented system. The
queueing model may be used to analyse diﬀerent restart policies, buﬀer size or service disciplines. Results
from the model can be fed into the testbed and provide it with better fault and load models thus closing
the modelling loop.
Keywords: Fault model, performance model, dependability, adaptivity
1 Introduction
Service-based systems are widely used today. Performance and dependability of
service-oriented systems are determined by diﬀerent factors such as performance and
dependability of the single services as well as of the infrastructure connecting them.
Since the components of service-oriented systems are typically spread over diﬀerent
locations they can very often only be observed by their behaviour in a network.
Neither the status of the service itself nor the status of the system executing it
can be determined by the user. Proprietary applications add to the diﬃculties in
accessing and observing services and their performance as well as dependability. The
inability to internally monitor and measure service-oriented systems raises the need
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for mathematical models as to, at least, evaluate diﬀerent system conﬁgurations of
diﬀerent fault-tolerance mechanisms in a model.
Quantitative models build abstractions of systems that cannot directly be ob-
served. A useful model can only be deﬁned if some knowledge of the system and its
operating environment exists or educated assumptions can be made.
We propose an approach that consists of experiments as well as models in or-
der to derive a solid stochastic model which we will illustrate in an evaluation of
the restart method. We use a testbed of a service oriented system being an im-
plementation of our Multi-Level Fault-Injection framework (MLFIT [12]) to obtain
system data. Fitting models to our measured data allows us to use an analytical
representation of our experimental data in a formal model. But to obtain realistic
observations from the testbed suitable models of load, faults and disturbances must
be included. As of now we use very simple models that still need improvement.
We demonstrate the importance of a good fault model using data obtained from
Sandesha, an implementation of Web Services Reliable Messaging (WSRM).
Our approach is suitable for arbitrary models. We demonstrate it using the
restart model and a simple queueing model of the restart method. Analogously,
one could formulate a stochastic Petri net [8] or a PEPA model [4]. The necessary
parameters for the model can be obtained from our testbed, which in turn needs
some stochastic models to produce realistic results.
In summary, an iterative modelling approach is necessary in order to carry out
some meaningful formal modelling and analysis of service-oriented systems. In this
paper we illustrate the iterative approach as applied to the restart method. The
restart method enhances performance and dependability of service-oriented systems.
The restart method retransmits messages that have not been acknowledged within a
given time. This method can be applied in systems whose internal state can neither
be monitored nor controlled by the user. The user, or an engine on the client side
can attempt to improve the service’s quality by reissuing a service requests.
In order to study the restart method, we apply our iterative approach: In the
next section we ﬁrst derive the formal restart model and present some important
properties and results from its analysis. We then proceed to reﬁne the model based
on practical measurements in our testbed in Section 3. In Section 4 we discuss
advantages and disadvantages of measurements in real-world systems and testbeds,
before ﬁnally, in Section 5, going full-circle on our iterative method by applying
insights from measurements to the quantitative modelling approach. Section 6
concludes this paper.
2 The Restart Method
The restart method directly relates to a very simple abstract model [19]: Let the
random variable T denote the task completion time or service response time. The
task is assumed to complete according to some probability distribution with density
function f(t) and distribution function F (t), and it is assumed that each retry
terminates the previous attempt. Then, the question guiding our analysis is: In
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order to minimise various moments of the completion time, what is the best time τ
to restart?
Using our simple abstract model, we may answer this question by investigating
the following inequality:
E[T ] < E[T − τ |T > τ ] (1)
for diﬀerent completion time distributions. E.g., the distribution of a lognormally
distributed task completion time and the distribution under restart is illustrated in
Figure 1 where each restart comes at a time penalty (cost) of 0.1 time units.
0.1 0.2 0.3 0.4 0.5
t
1
2
3
4
5
6
ft
0.1 0.2 0.3 0.4 0.5
t
1
2
3
4
5
6
fΤt
Figure 1. Distribution without and with restart
A number of elegant and interesting results can be derived from (1)[18,19,20]:
A restart should not necessarily take place at ‘ﬁxed’ times between successive tries.
Only when one wants to minimise the ﬁrst moment of completion time E [T ], the
best strategy is to retry at ﬁxed intervals. We choose τ that minimises
E[T ] = M(τ) +
(1− F (τ)) · τ
F (τ)
(2)
where
M(τ) =
∫ τ
0
tf(t) dt
denotes the partial ﬁrst moment.
More simply, we ﬁnd that the retry should take place at the time point τ∗ where
the hazard rate is reciprocal to the inverse of the resulting completion time.
1− F (τ∗)
f(τ∗)
= E [Tτ∗ ]
The hazard rate
h(t) =
f(t)
1− F (t)
is known from reliability analysis as the failure rate of system components. In our
model the hazard rate describes the potential of completion. In case of an increasing
hazard rate the potential of task completion increases and one should not restart
the task. If the hazard rate decreases so does the likelihood of task completion over
time and one should immediately restart. In practise one rarely encounters a strictly
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Figure 2. Surface equals rectangle rule
monotonic hazard rate – neither decreasing nor increasing. Mostly, the hazard rate
ﬁrst increases and then decreases. In these situations our approximation should be
applied. It allows us to formulate an engineering rule as shown in Figure 2. The
optimal restart time τ∗ can be found where the integral of the density equals the
rectangle determined by that particular point on the density function.
For higher moments of completion time, it is better to initiate restarts at a fast
pace at the beginning, and then slow down. For the distribution of the completion
time, also interesting results hold. For instance, to maximise the probability of
making a deadline, one should do restarts at time points at which the hazard rates
are equal. A special case that obeys this criterion is to restart at equi-distant time
points, but this is not always the global optimum (it could in fact correspond to a
local or global sub-optimum).
To be more speciﬁc, two properties are of particular relevance: higher moments
can beneﬁt more from restart and if restart is beneﬁcial then more restarts reduce
the moments of completion time further, i.e. E[Tτ ] < E[T ] ⇔ E[Tτ ] < E[TτK+1 ] <
E[TτK ] < ... < E[T ], K >= 1 which is demonstrated in Figure 3.
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Figure 3. Reduction of moments under restart
Based on these ﬁndings, an algorithm that computes the optimal restart timeout
can be devised. Since in practical situations we usually do not know the analytical
density function of the completion time distribution, the algorithm [21] is based on
the histogram of observed completion times.
The restart method gives rise to diﬀerent modelling issues. First, it constitutes
a model itself which is deﬁned through a probability distribution. If the probability
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distribution of task completion time is known, the distribution under restart as well
as optimal restart times for diﬀerent metrics of interest can be computed as we will
show.
Second, the restart method lends itself to mathematical modelling. Diﬀerent
formalisms may be used to model the restart method. We choose a simple queueing
model, but other models such as a Petri net or a PEPA model [4] can be formulated
as well.
3 System Evaluation
While certainly useful in the analysis of the restart method, the simple abstract
model presented in the previous section has a number of shortcomings: First, it
assumes that a simple random variable is an accurate model for completion times.
Second, the analysis is performed on distributions where the analytical density
function is known which often is not the case.
Such problems are common when applying a purely model-based approach. They
can be addressed by studying real systems, as we will illustrate in this section.
Let us begin with the question whether there is suﬃcient variability in real-world
completion times, and whether completion times can be modelled simply by their
distribution, without taking into account possible correlation between subsequent
attempts.
In [10,11] we studied completion times for HTTP GET invocations of randomly
selected web sites. While this investigation was not aimed speciﬁcally at service-
oriented systems, the characteristics of HTTP over the transmission control protocol
(TCP) are a good starting point, since current SOA (service-oriented architecture)
systems are based on SOAP (simple object access protocol) communication, which
is commonly encapsulated in HTTP requests.
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Figure 4. Observation of connection setup times
Figure 4 [10] shows connection setup times observed on over 56 000 randomly-
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chosen URLs. We observe that, while the majority of connection setups ﬁnish
rather fast, there are several strata of samples at multiples of 3 seconds. These
can be attributed to the TCP retransmission timeout (RTO) used to detect packet
loss during the connection setup stage [7]. In a service-oriented system, such delays
result in drastically increased message-transmission times. Restart may help to
avoid these delays.
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Figure 5. Scatter plot of CST1 versus CST2
In order to investigate correlation between attempts, we performed another series
of experiments where we downloaded the same object twice in succession. Figure 5
shows a scatter plot of the ﬁrst and second connection setup time. If connection
setup times were highly correlated, we should observe a straight diagonal. The
observation that for the values of the TCP RTO timeout (3s, 6s, etc.) there are
distinct oﬀ-diagonal clusters implies that extreme delays are often not correlated.
In particular, the clusters on the CST1 axis indicate that a large connection setup
time on the ﬁrst attempt may be followed by a very small connection setup time on
a retry.
3.1 Testbed of a Service-Oriented System
Experimental evaluation of service-oriented systems is especially diﬃcult. These
systems are usually distributed over various physical locations and very complex.
Therefore measurements are blurred by various undesired and unspeciﬁed eﬀects.
Typically, neither the internal state of the system components nor the commu-
nication paths are known to a degree that would enable complete explanation of
observed data.
To address these problems, in [12] we proposed the Multi-Level Fault-Injection
Testbed (MLFIT) framework. The framework is aimed at providing a testbed for
service-oriented systems where faults can be injected at various levels, based on real-
istic models of faults and disturbances. This allows controlled experimentation with
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a service-oriented system, while at the same time keeping experiment complexity
manageable.
Activity
OPC Lodging
AirlineBank
Orders &
Requests
Status
Lo
ad
G
en
er
at
or
Web Site
Status Replies
Database Timestamps
FI
FI
Figure 6. Architecture of the SOA testbed
Currently, MLFIT is implemented using SUN’s SOA reference application Java
Adventure Builder [15]. We are interested in quantitative properties such as de-
pendability, performance and adaptivity. These properties are to be evaluated from
a user’s perspective. The user accesses a complex distributed system but observes
the system behaviour only through its web interface and the response times seen
there.
We want to apply the restart method and are, therefore, interested only in
timing behaviour. We issue requests to the Adventure Builder system and monitor
response times to determine the empirical distribution function of our restart model.
The user will not see any system details, and for setting up the restart model we
would not want to dive into the system either. Since the testbed is no real, widely
distributed system, some characteristics of such systems must be simulated.
The Adventure Builder consists of a web site as an entry point for the user.
This web site is connected to an order processing center service which dispatches
requests to the bank and the airline, the lodging service and an activity service in
parallel. The order processing center collects the other services’ replies and delivers
them to the user.
We limit ourselves purely to timing disturbances as these are of interest for our
model. To imitate the eﬀects of a large network between the services and between
the services and the user we use fault-injection at selected points as indicated by
FI in Figure 6. Requests are generated by a load generator and measurements
are stored in a data base. The testbed uses two stochastic models, one for load
generation and one for fault-injection.
Both models are currently fairly simple: the fault-injection applies 3% IP packet
loss and the load model consists of 10, 25, and 50 users, respectively, each performing
100 bookings.
Figure 7 shows the histograms of the response times for a scenario with 10 users
and samples of the airline with and without fault-injection. Please note the diﬀerent
scaling in the plots. This data is approximated using a phase-type distribution [9]
and used to parameterise the queueing model in Section 5.
A continuous phase-type distribution (PH) is the time to absorption in a
continuous-time Markov chain [9]. It is commonly represented as a tuple (α,Q)
of the initial probability vector α and the sub-generator matrix Q.
Figure 8 shows two typical phase-type models which we have both used to ap-
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Figure 7. Histograms of data sampled for the airline with 10 users without fault-injection (left) and with
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Figure 8. Acyclic phase-type distribution model (ACPH(2)) (a) and Hyper-Erlang distribution (b)
proximated our data. Figure 8 a) shows a general acyclic phase-type distribution
of order 2 (ACPH(2)). Figure 8 b) shows a Hyper-Erlang model with n Erlang
branches of possibly diﬀerent length.
In order to ﬁt our data using a phase-type distribution we have to determine
the order of the distribution, and the ﬁtting method. A previous evaluation of ﬁt-
ting phase-type distributions to transmission times in a WSRM scenario [13], as
discussed in the next section, has shown that an ACPH(2) as shown in Figure 8)
obtained using moment-matching [17] are suﬃcient to capture the relevant char-
acteristics. We prefer this model as it can conveniently be used in our queueing
model.
The parameters of the ﬁtted ACPH(2) model are listed in Table 1.
α1 λ1 λ2 E[T ] c2
nla10 0.98199 0.035568 0.035557 55.73 0.51
l1a10 0.03317 0.000660 0.013733 123.075 10.24
Table 1
ACPH(2) Parameters (α2 = 1− α1).
The ﬁrst data set (nla10) consists of observations from the testbed without fault-
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injection. In this situation response times in the testbed exhibit little variation as
the testbed is hosted on several machines in the same lab connected by a dedicated
network. This can be seen in the low squared coeﬃcient of variation c2 = 0.51.
With 3% IP packet loss (data set l1a10) the expected response time is much longer
and the duration of response times varies much more as can be seen in the larger
squared coeﬃcient of variation of the second ﬁtted model.
In Section 5 we use both ﬁtted models as service time distributions in a queue
including restart. One may use the phase-type models for other purposes such
as emulating a service’s behaviour in a testbed or to include a delay with this
distribution in a Petri net or a PEPA model.
4 Restart in WSRM
For a closer investigation we have implemented the restart algorithm in web services
reliable messaging (WSRM). We have used the Sandesha WSRM implementation
[1]. A more advanced fault-injection is used to mimic eﬀects of an unreliable net-
work. Faults are generated according to a two state Gilbert-Elliot model as shown
in Figure 9. This model is commonly used to study packet loss in network models
[3,2]. We considered three diﬀerent loss levels,
• S1 = 0.05s lossy, 120s loss free
• S2 = 1s lossy, 30s loss free
• S3 = 1s lossy, 8s loss free
where the time durations denote the mean time of exponentially distributed length.
Figure 9. Gilbert-Elliot loss model
In the restart experiments we have used three diﬀerent oracles to determine the
restart interval:
• Fixed Intervals (4s)
• Jacobson/Karn
• QEST Algorithm
Fixed Intervals uses static intervals of length 4 seconds. The Jacobson/Karn oracle
uses the algorithm commonly found in TCP implementations [6], while the QEST
algorithm uses a timeout computation based on our restart model.
We compare these algorithms based on diﬀerent metrics. First we use the mo-
ments metric mentioned earlier combined with a fairness metric. The ﬁrst moment
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Figure 10. Deﬁnition of metrics
of transmission time (ETT) is estimated by the time between sending the ﬁrst copy
of a packet and its ﬁrst receipt at the destination as shown in Figure 10. The fairness
metric URC (unnecessary resource consumption) counts the number of transmis-
sions that were unnecessary in retrospect as they were not needed to guarantee
transmission of the packet.
We have approximated this data using diﬀerent phase-type distributions. We
considered three classes of acyclic phase-type distributions (ACPH): Two-state
ACPHs (ACPH(2)) computed using moment-matching [17], Hyper-Erlang (HErD)
distributions with 15 Erlang branches (cf. Figure 8) ﬁtted using the G-FIT tool
[16], and full acyclic phase-type distributions of order 30 that were matched to the
data with the PhFit tool [5].
Note that, for analytical purposes, PH distributions of low order are preferable.
On the other hand, higher-order distributions are capable of capturing characteris-
tics of the data more accurately.
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Figure 11. CCDF for fault model S3 (left) and ﬁtted phase-type distributions (right)
We plot in the two following ﬁgures traces using fault model 3 and several ﬁtted
distributions for fault models 1 and 3. We ﬁnd that the data is seriously inﬂuenced
by the fault model. In consequence, the best ﬁt is obtained by diﬀerent distributions.
The ﬁgure of the traces shows steps at the values of the TCP retransmission
timeouts (3s, 6s, 9s, ...). In [13] we have used the ﬁtted model as the service-time
distribution in an M/G/1 queue.
4.1 Another Metric: Adaptivity
Until now we have validated the restart algorithm and the diﬀerent oracles using
the expected transmission time and the fairness metric URC. A dynamic metric to
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evaluate the eﬀectiveness of the restart method is system adaptivity. Our metric
of adaptivity is based on a payoﬀ metric pi indicating the usefulness of a sequence
of trials i = 1, . . . , N. Each trial comes with a beneﬁt that relates pi−1 and pi.
A positive decision increases the beneﬁt Δi =
pi+pi−1
2 , while a neutral decision
conserves the previous beneﬁt, Δi = pi and a negative decision has zero beneﬁt, i.e.
Δi = 0. The maximum accumulated beneﬁt is limited by the number of decisions
N − 1. System adaptivity is expressed as the distance to the optimum beneﬁt, i.e.
Adaptivity =
N∑
i=2
Δi/(N − 1).
This metric of adaptivity takes on values between 0 and 1 where the perfect adaptive
system has adaptivity 1.
Adaptivity of a system or an algorithm is deﬁned by means of the payoﬀ metric.
The payoﬀ metric can be based on ETT and URC as
P =
1
1 + αETT + (1− α)URC
,
where 0 ≤ α ≤ 1 denotes a weighting factor expressing the relative importance of
timeliness vs. fairness.
We can more elaborately deﬁne the payoﬀ through the savings metric, SAV,
which is deﬁned as follows. The amount of time saved by restarting instead of
waiting for the ﬁrst transmission to ﬁnish provides the third performance metric
which we consider here. This time is measured as the diﬀerence between the time
required for the ﬁrst transmission, ri1 − si1, and the Eﬀective Completion Time
(ETT), i.e. the time that was actually required to transmit the message, possibly
including restarts:
SAVi = (ri1 − si1)− ETTi.
Note that a failed ﬁrst transmission attempt leads to SAV = ∞.
In the deﬁnition of the savings-based payoﬀ function P 2 a threshold value SAV ∗
is used. Restart is considered useful if the reduction in completion time (SAVi) is
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Figure 13. Adaptivity
larger than the threshold SAV ∗ (e.g. SAV ∗ may be 100 ms):
P 2SAV ∗(mi) =
{
1 : SAVi > SAV
∗
0 : else
. (3)
This payoﬀ function is also bounded to [0, 1] and has its optimum at 1.
Figure 13 shows the adaptivity of the diﬀerent restart oracles as measured in
terms of the savings metric. Note that the QEST oracle is successful at reducing
completion times even at high SAV ∗ thresholds.
5 The Quantitative Models
We can compute optimal restart timeouts for our two models by minimising (2).
Figure 14 shows the expected response time under restart over the restart interval
τ . Minimisation of (2) gives us τ1 = 83.95 and τ2 = 58.72 for the nla10 and l1a10
models, respectively. According to the prediction from the analytical model, these
timeouts should result in mean response times E[T1] = 52.89 and E[T2] = 64.56.
Interestingly, the lower response time is achieved using the larger restart interval.
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Figure 14. E[T ] under restart for the nla10 and l1a10 models.
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However, it should be noted that the analytical model may be too simplistic, in
that it does not take into account the eﬀect of restart on other users of the same
server. That is, restarting a job to reduce response times may result in increased
load, which in turn may increase response times. In order to study the restart
method in a distributed environment, we set up a simple queueing model with mul-
tiple input streams, a single server and a restart algorithm implementing diﬀerent
restart strategies. The model is shown in Figure 15.
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Figure 15. Single server queue to model restart
The model is parameterised with the above service-time distributions obtained in
the SOA testbed. Using simulation, we evaluate performance of the Fixed Intervals,
Jacobson/Karn and QEST restart strategies. Analysis of the model shows that
restart helps to decrease completion times and avoid overload.
Jobs arrive at rate λ =
∑
i λi to the queue. Each job draws a randomly dis-
tributed service time. While waiting in line, the timeout value for the job is de-
creased. The timeout may expire before the job enters service. Then the job remains
at its position in the queue using a newly drawn random service time. The time
already waited is added to the job’s response time. If the new service time again
leads to a response time that exceeds the timeout, new attempts of drawing a short
service time are made repeatedly.
Job response times in this model consist of the service time and the waiting time,
which is determined by the service times of the jobs ahead of the considered job in
the queue. Without restart the model represents an M/G/1 queue, for which ana-
lytical solutions are available. The comparison between simulation results without
restart and the analytical solution in Table 2 shows that the simulation captures
the behaviour of the queueing system well.
Please note that the response times in the queue cannot be compared with the
response time of the analytical restart model which does not include any waiting
time.
The model allows us to compute the queue length and the response time as
measures of congestion. Simulated for a given mission time, we can furthermore
study the number of completed jobs. The model does not allow for a speciﬁcation
of customers with individual queues and timeouts.
We use the two ACPH(2) models from Section 3.1 and [14] to specify the service-
time distributions of our queueing models. We set the load ρ = 0.95 and choose the
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arrival rate λ accordingly.
We analyse the eﬀect of the diﬀerent restart strategies on the mean response
time. The simulation results are listed in Table 2. We observe that restart reduces
nla10 l1a10
Analytical Results for the M—G—1 Queue
854.7 13262.1
Model
None 826.82± 7.57 13507.7 ± 226.5
FI 746.70± 6.65 527.8± 11.7
JK 444.52± 4.53 165.5± 3.1
QEST 410.35± 7.20 192.5 ± 12.02
Table 2
Mean response time with 95% conﬁdence interval
completion times in both scenarios. The improvement is particularly striking with
the high-variance service-time distribution (l1a10), where the mean response time
was reduced from more than 13500 time units to as little as 165.5 time units by the
Jacobson/Karn strategy. With the low-variance service-time distribution (nla10),
the eﬀect is much less pronounced. We also observe that with both distributions
the adaptive Jacobson/Karn and QEST strategies perform much better than the
static Fixed Intervals strategy.
 0
 5
 10
 15
 20
 25
 30
 35
 40
 45
 50
 0  100000  200000  300000  400000  500000
q
u
eu
e 
le
n
g
th
time
without restart
Fixed Intervals
QEST
Jacobson-Karn
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 4000
 4500
 5000
 0  5000  10000  15000  20000  25000  30000  35000
re
sp
o
n
se
 t
im
e
job
without restart
Fixed Intervals
QEST
Jacobson-Karn
Figure 16. Queue length and response time for nla10 service time distribution
Figures 16 and 17 show the evolution of the queue length and the response
time of the individual jobs for both service time distributions. Without restart the
queue length and the service time can grow extremely large for the l1a10 service
time distribution while restart avoidds such extremes irrespective of the timeout
computation algorithm.
Table 3 illustrates that in both simulations all strategies complete roughly the
same number of jobs.
The diﬀerences between the diﬀerent strategies can be explained by looking at
the development of the timeouts in Figure 18. For the nla10 scenario we observe
that the QEST timeout ﬁrst rises and then stays constant throughout the rest of
the experiment. In contrast, the Jacobson/Karn timeout ﬂuctuates, often dropping
to values below 100, which explains that Jacobson/Karn is much more likely to
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Figure 17. Queue length and response time for l1a10 service time distribution
nla10 l1a10
none 34049 (-) 15394 (-)
FI 33891 (3) 13157(98)
JK 32232 (246) 13527(603)
QEST 33010 (57) (8695 (15)) 12642 (533)
Table 3
Number of completed jobs and number of restarts (in brackets).
restart than QEST. With the l1a10 service-time distribution we again see that Ja-
cobson/Karn’s timeout ﬂuctuates more than the timeout of the QEST algorithm.
Here, the QEST timeout is around 400, while Jacobson/Karn’s timeout varies be-
tween less than 100 and more than 1400.
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Figure 18. Timeout over time for nla10 (left) and for l1a10 (right)
We conclude from the simulation study that the restart method improves re-
sponse times even in highly loaded systems. On the other hand, the added com-
plexities of the competitive scenario result in timeout values and mean response
times that are signiﬁcantly larger than predicted by the simple analytical model.
We see that the timeout value adjusts in scenarios with packet loss where longer
response times are to be expected. This avoids unnecessary ﬂooding of the net-
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work and increased congestion. The adaptive computation of the timeout value
guarantees that the restart frequency is adjusted to network and system conditions.
6 Conclusions
In this paper we have proposed an iterative and mixed modelling and experimenta-
tion approach for evaluating service-oriented systems.
We have seen that formulation of a stochastic model of a complex distributed
system requires information that can be obtained only by conducting experiments,
even if the model is fairly simple. Experiments using real systems often lead to un-
explained eﬀects and are extremely time consuming. A testbed may be a suitable
compromise allowing us to completely control the system while still being realistic
in its dynamics. Therefore we use a testbed to obtain a realistic response time
distribution. We have approximated the observed response times using phase-type
distributions. This gives us a small Markovian model which captures the informa-
tion of an empirical data set and can be included in a larger model. We have used
the phase-type distribution ﬁrst as probability distribution of the restart model and,
second, as service time distribution in a queueing model.
The analytic formulation of the restart model provided us with fast results while
for the queueing model with restart we had to resort to simulation. We will in the fu-
ture enhance our testbed by more elaborate fault and load models and will study its
timing behaviour and representations thereof using small phase-type distributions.
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