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Résumé
Les images satellites représentent de nos jours une source d’information incon-
tournable. Elles sont exploitées dans diverses applications, telles que : la gestion des
risques, l’aménagent des territoires, la cartographie du sol ainsi qu’une multitude
d’autre taches. Nous exploitons dans cette thèse les Séries Temporelles d’Images
Satellites (STIS) pour le suivi des évolutions des habitats naturels et semi-naturels.
L’objectif est d’identifier, organiser et mettre en évidence des patrons d’évolution
caractéristiques de ces zones.
Nous proposons des méthodes d’analyse de STIS orientée objets, en opposition
aux approches par pixel, qui exploitent des images satellites segmentées. Nous iden-
tifions d’abord les profils d’évolution des objets de la série. Ensuite, nous analysons
ces profils en utilisant des méthodes d’apprentissage automatique. Afin d’identi-
fier les profils d’évolution, nous explorons les objets de la série pour déterminer
un sous-ensemble d’objets d’intérêt (entités spatio-temporelles/objets de référence).
L’évolution de ces entités spatio-temporelles est ensuite illustrée en utilisant des
graphes d’évolution.
Afin d’analyser les graphes d’évolution, nous avons proposé trois contributions.
La première contribution explore des STIS annuelles. Elle permet d’analyser les
graphes d’évolution en utilisant des algorithmes de clustering, afin de regrouper
les entités spatio-temporelles évoluant similairement. Dans la deuxième contribu-
tion, nous proposons une méthode d’analyse pluriannuelle et multi-site. Nous
explorons plusieurs sites d’étude qui sont décrits par des STIS pluriannuelles. Nous
utilisons des algorithmes de clustering afin d’identifier des similarités intra et inter-
site. Dans la troisième contribution, nous introduisons une méthode d’analyse semi-
supervisée basée sur du clustering par contraintes. Nous proposons une méthode de
sélection de contraintes. Ces contraintes sont utilisées pour guider le processus de
clustering et adapter le partitionnement aux besoins de l’utilisateur.
Nous avons évalué nos travaux sur différents sites d’étude. Les résultats obtenus
ont permis d’identifier des profils d’évolution types sur chaque site d’étude. En
outre, nous avons aussi identifié des évolutions caractéristiques communes à plusieurs
sites. Par ailleurs, la sélection de contraintes pour l’apprentissage semi-supervisé
a permis d’identifier des entités profitables à l’algorithme de clustering. Ainsi, les
partitionnements obtenus en utilisant l’apprentissage non supervisé ont été améliorés
et adaptés aux besoins de l’utilisateur.
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Õ Objet du synopsis
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1.1 Contexte et Motivations
1.1.1 Contexte
L’étude et la compréhension de l’environnement ainsi que l’analyse de l’occupa-
tion du sol et son évolution sont des thématiques d’une importance incontournable.
Elles contribuent à la prise de décision dans divers domaines tels que la gestion des
risques et des ressources naturelles, la gestion des cultures, la conservation de la bio-
diversité, etc. Les images satellites constituent de nos jours une source importante
pour l’étude de l’environnement.
Les images satellites permettent de décrire la surface de la terre, elles permettent
aussi de décrire son évolution à travers des séries temporelles. L’information contenue
dans ces images est la principale source pour la cartographie du sol ainsi que la
détection des changements et des dynamiques des territoires.
L’acquisition d’images satellites a connu une effervescence, nous comptons au-
jourd’hui des centaines voir des milliers de satellites d’observations de la terre. Ces
satellites permettent l’acquisition de grandes quantités d’images. Le stockage de ces
grandes quantités de données n’est plus problématique. En effet l’avancement tech-
nologique a permis de faire évoluer les techniques de stockages. Certaines de ces
données sont mises gratuitement à la disponibilité des futurs utilisateurs (notam-
ment les images satellites Sentinel-2). Ainsi, la problématique ne concerne plus le
stockage ou la mise à disponibilité des données mais leur traitement et leur analyse.
1.1.2 Problématique
Le traitement des images satellites est une tâche fastidieuse. En effet, les mé-
thodes d’analyse manuelles sont robustes et fiables. Cependant, elles requièrent un
expert qui connait la zone d’étude. En outre, elles demandent un temps et un effort
considérable. Ainsi, il est nécessaire de développer des méthodes automatiques et
semi-automatiques pour le traitement d’images satellites.
Les méthodes d’apprentissage automatique ont été exploitées pour le traitement
d’images dans différents domaines. Ces méthodes permettent d’extraire des connais-
sances à partir des données. Nous distinguons trois familles de méthodes : supervi-
sées, non supervisées et semi-supervisées. Ces méthodes visent à regrouper ou classer
les données en se basant sur leurs caractéristiques.
Les méthodes d’apprentissage supervisé se basent sur des données étiquetées per-
mettant d’apprendre un modèle. Ce modèle est ensuite utilisé pour classer de nou-
velles données. Les données étiquetées sont coûteuses et difficiles à générer. Comme
alternative, nous exploitons les méthodes non supervisées. Ces méthodes ont l’avan-
tage de ne pas utiliser de données étiquetées. Elles permettent de regrouper les
données en groupes homogènes. Leur inconvénient est qu’elles présentent des ré-
sultats qui nécessitent du temps pour être interprétés. À mi-chemin de ces deux
méthodes, on distingue les méthodes d’apprentissage semi-supervisé qui utilisent
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des données étiquetées et des données non étiquetées. Ces méthodes sélectionnent
un sous-ensemble de données à étiqueter. Elles identifient le plus petit sous-ensemble
d’entités profitable à l’analyse de données. Le choix des entités à étiqueter est un
point critique.
La littérature foisonne de travaux traitant de l’analyse d’images satellites via les
méthodes d’apprentissage automatique que ce soit supervisé, semi-supervisé ou non
supervisé. Ces travaux traitent de la plus petite unité de l’image qui est le pixel.
Cependant les images satellites illustrent un paysage défini par différentes entités
représentatives telles que les forêts, les parcelles agricoles, les zones urbaines, etc. La
segmentation d’images satellites rend possible la détection de ces différentes entités
du paysage et offre ainsi une nouvelle représentation de l’image beaucoup plus proche
de la perception humaine.
Dans notre thèse, nous explorons l’analyse de Séries Temporelles d’Images Satel-
lites (STIS) en utilisant des méthodes d’apprentissage. D’une part, nous comparons
la représentation basée objet à la représentation basée pixel afin d’identifier la re-
présentation la plus adéquate à l’analyse d’images satellites. D’une autre part, nous
comparons les méthodes d’apprentissage non supervisé aux méthodes d’apprentis-
sage semi-supervisé.
1.1.3 Objectif et contributions
Notre objectif est l’étude des dynamiques des habitats naturels et semi-naturels
en exploitant des séries temporelles d’images satellites en utilisant des méthodes
d’analyse orientée objet (OBIA- Object Oriented Image Analysis) combinées aux
méthodes d’apprentissage automatique.
L’analyse basée objet des STIS implique la segmentation des images et l’illus-
tration de l’évolution des objets résultats. Ces objets sont caractérisés par trois
dimensions : spatiale, temporelle et spectrale. Il est nécessaire d’adopter une repré-
sentation tenant compte de ces trois dimensions.
Dans leur travaux, (Guttler et collab., 2017) proposent une représentation
basée sur les graphes. Différemment des travaux de l’état de l’art, les images sont
segmentées indépendamment. En effet, chaque image est caractérisée par son propre
paysage et résulte en un ensemble d’objets différents. Nous avons adopté cette re-
présentation afin d’illustrer l’évolution des différents objets d’intérêt à travers la
série.
Dans notre première contribution, nous avons défini un système permettant
d’identifier des entités spatio-temporelles dans des images satellites segmentées et
de représenter leur évolution en construisant des graphes nommés graphes d’évolu-
tion. Ce système permet en outre d’analyser les graphes résultats en utilisant des
algorithmes de clustering afin d’identifier des entités évoluant similairement et de
mettre en évidence des patrons d’évolution. Cette méthode a été évaluée en utilisant
des STIS annuelles.
Dans notre deuxième contribution, notre objectif est d’analyser des évolutions
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à partir de séries temporelles d’images satellites pluri-annuelles. Nous avons adapté
la représentation par graphe afin de pouvoir illustrer l’évolution des objets d’intérêt
(entités spatio-temporelles) au travers de ces séries. Notre objectif est également
de réaliser une analyse multi-site en regroupant plusieurs sites simultanément, afin
d’identifier des entités spatio-temporelles dont les évolutions sont similaires intra et
inter-sites. Pour regrouper ces entités, nous avons exploité des méthodes d’appren-
tissage non supervisé.
Dans la dernière contribution, nous avons exploité les méthodes d’apprentis-
sage semi-supervisé dans l’analyse des séries temporelles d’images satellites. Notre
objectif est de guider le processus de clustering et de l’adapter aux besoins de l’uti-
lisateur. En effet, plusieurs partitionnement sont possibles pour un même ensemble
de données selon la dimension considérée. Nous avons ainsi introduit des connais-
sances expertes dans le processus de clustering en étiquetant un sous-ensemble des
données.
1.2 Organisation du mémoire
Cette thèse est organisée en sept chapitres. Le premier chapitre est introductif, il
permet de présenter brièvement le contexte général de la thèse, ses problématiques
et les différentes contributions réalisées.
Le deuxième et le troisième chapitre permettent de situer le contexte de la thèse,
ils sont nécessaires pour la bonne compréhension de nos travaux.
Nos travaux de thèse exploitent des méthodes d’apprentissage automatique
pour l’analyse des séries temporelles d’images satellites. Le chapitre 2 introduit
les concepts nécessaires pour la compréhension de la thèse. Il est organisé en trois
parties. Dans la première partie, nous définissons l’apprentissage automatique et
nous présentons les trois méthodes d’apprentissage : supervisé , non supervisé et
semi-supervisé. En outre, nos décrivons les algorithmes de clustering non supervi-
sés utilisés dans nos travaux. La deuxième partie traite des images satellites, nous
définissons les images satellites et leurs propriétés radiométriques. Puis, nous pré-
sentons leur processus d’acquisition. La troisième partie traite de l’analyse des séries
temporelles d’images satellites par approche automatique. Nous présentons les dif-
férents travaux d’analyse basée pixel et d’analyse basée objet, notre objectif est de
comparer les deux représentations.
Dans le chapitre 3 , nous décrivons nos zones d’étude. Nous avons évalué nos
différentes contributions sur quatre zones d’étude. Nous présentons d’abord leurs lo-
calisation géographique et caractéristiques. Puis nous introduisons les séries tempo-
relles d’images satellites utilisées. Nous présentons aussi les différentes étapes de leur
pré-traitement comprenant la segmentation, caractérisation des objets par bandes
spectrales et indices radiométriques. Enfin, nous présentons leurs cartes d’occupa-
tion du sol réalisées par un expert du terrain. Ces cartes sont utilisées pour valider
nos résultats.
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Les chapitres 4, 5 et 6 présentent nos trois contributions. Dans le chapitre 4
nous définissons une méthode d’analyse de séries temporelles d’images satellites
annuelles ayant pour objectif le suivi de l’évolution des habitats naturels est semi-
naturels (Khiali et collab., 2018). Le chapitre 5 introduit une méthode d’analyse
de séries temporelles pluri-annuelles et multi-site (Khiali et collab., 2019).
Pour chacune de ces deux contributions, nous présentons la méthode générale
puis nous décrivons chacune de ses étapes. Nous décrivons le processus de détec-
tion des objets d’intérêt (entités spatio-temporelles/objets de référence) à analyser.
Pour chaque entité spatio-temporelle, nous identifions les objets lui correspondant,
qui nous permettrons de construire les graphes d’évolution. Les graphes d’évolution
sont transformés en synopsis qui résument l’information radiométrique contenue
dans les graphes. Nous calculons ensuite la distance entre les synopsis en se basant
sur des mesures adaptées aux spécificités de chaque série temporelle (annuelle ou
pluri-annuelle). Enfin, nous appliquons un algorithme de clustering pour regrouper
les entités spatio-temporelles évoluant similairement. Dans la première contribu-
tion, les entités de chaque site sont regroupées indépendamment. Tandis que dans la
deuxième contribution, les entités identifiées sur chaque site sont regroupées simul-
tanément afin d’identifier des similarités intra et inter-sites. Les deux contributions
ont été validées sur des données réelles, nous décrivons le protocole expérimental
adopté puis nous présentons et discutons les résultats obtenus.
Dans le chapitre 6, nous introduisons une méthode d’analyse de séries temporelles
d’images satellites semi-supervisée. Notre objectif est d’améliorer les résultats ob-
tenus en utilisant l’apprentissage semi-supervisé. L’apprentissage semi-supervisé ex-
ploite des données étiquetées. Nous présentons notre approche de sélection des entités
à étiqueter basée sur le clustering par ensemble. Puis nous décrivons l’algorithme
de clustering utilisé permettant de traiter conjointement les données étiquetées et
les données non étiquetées. Enfin nous introduisons notre protocole expérimental et
nous reportons les résultats obtenus.
Le dernier chapitre résume les différentes propositions réalisées au cours de notre
thèse. En outre, nous identifions les différentes pistes permettant d’améliorer nos tra-
vaux actuels. Nous identifions des perspectives en continuité pour nos propositions.
1.3 Publications
Nous travaux de thèse ont donné lieu à plusieurs publications, que nous listons
ci-dessous.
Revue internationale avec comité de lecture
• Khiali, L. ; Ienco, D. and Teisseire, M. "Object-oriented satellite image time
series analysis using a graph-based representation", Ecological Informatics,
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2018, vol. 43 p. 52-64, doi :10.1016/j.ecoinf.2017.11.003 , URL. https ://-
doi.org/10.1016/j.ecoinf.2017.11.003.
• Khiali, L., M. Ndiath, S. Alleaume, D. Ienco, K. Ose et M. Teis-
seire. 2019, "Detection of spatio-temporal evolutions on multi-annual
satellite image time series : A clustering based approach", Inter-
national Journal of Applied Earth Observation and Geoinformation,
vol. 74, p. 103-119, doi :10.1016/j.jag.2018.07.014 , URL. https ://-
doi.org/10.1016/j.jag.2018.07.014.
Acte de conférence nationale avec comité de lecture
• Khiali, L., D. Ienco, et M. Teisseire (2017). "Analyse des dynamiques spatio-
temporelles à partir de séries temporelles d’images satellitaires". In Extraction
et Gestion des Connaissances, Volume E-33 of RNTI, pp. 261–272.
Communication internationale
• Khiali, L., M. Ndiath, S. Alleaume, D. Ienco, K. Ose et M. Teisseire. 2018,
"Multi-annual Satellite Image Time Series Analysis using an Object-Oriented
Approach", 7th GEOBIA conference.
Poster
• Khiali, L., D. Ienco, et M. Teisseire. 2017, "Object-Oriented Satellite
Image Time Series Analysis through a Graph-Based representation", Journée
Sciences des Données MaDICS 2017.
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2.1 Introduction
L’apprentissage automatique désigne le processus de fonctionnement d’un sys-
tème d’intelligence artificielle basé sur l’apprentissage et le raisonnement. Les mé-
thodes d’apprentissage automatique permettent d’analyser les données pour établir
des corrélations entre les entités afin d’en extraire des connaissances. En outre, l’ap-
prentissage automatique permet de pallier les problèmes de l’analyse de grandes
quantités de données. Le traitement de ces données est fastidieux, d’où le besoin
d’utiliser des méthodes automatiques.
L’apprentissage automatique permet d’analyser différents types de données tels
que : les textes, les vidéos, les images, etc. Ces méthodes ont été largement exploi-
tées pour le traitement d’images dans divers domaines tels que : la sécurité (recon-
naissance faciale), la médecine (détection de tumeurs), l’astronomie (détection des
mouvements des corps célestes) et la télédétection.
Dans le domaine de la télédétection, l’apprentissage automatique permet d’ana-
lyser des images satellites pour la cartographie du sol et d’analyser des séries tem-
porelles pour la détection de changements. Dans cette thèse, nous exploitons les
séries temporelles pour le suivi de l’évolution des habitats naturels et semi-naturels
en utilisant des méthodes d’apprentissage automatique.
Dans ce chapitre, nous présentons les concepts nécessaires à la compréhension de
nos travaux de thèse. Dans la première partie, nous définissons l’apprentissage auto-
matique et ses différentes méthodes : supervisées, non supervisées et semi-supervisées
(Section 2.2). Dans la deuxième partie, nous définissons les concepts de base de la
télédétection : les images satellites, leur processus d’acquisition et leurs propriétés
spectrales (Section 2.3). Dans la dernière partie, nous présentons les approches d’ana-
lyse des séries temporelles par apprentissage automatique de la littérature (Section
2.4).
2.2 Apprentissage automatique
L’Apprentissage Automatique (AA) ou Machine Learning (ML) en anglais est
une branche de l’intelligence artificielle. Il est défini par Herbert Simon, comme étant
des changements dans un système lui permettant de réaliser de meilleures perfor-
mances lors de la répétition d’une même tâche sur la même population (Herbert,
1983). L’apprentissage automatique permet ainsi à un système de s’améliorer auto-
matiquement avec l’expérience. Il permet en outre à un système d’apprendre une
tache sans être explicitement programmé.
L’apprentissage automatique est aujourd’hui exploité dans divers domaines com-
prenant : la reconnaissance d’objets, la reconnaissance vocale, le traitement du lan-
gage naturel, l’analyse d’images, l’analyse financière, la bio-informatique etc.
Il existe dans la littérature plusieurs algorithmes permettant à un système d’ap-
prendre. Ces algorithmes sont classés selon leur méthode d’apprentissage : les mé-
thodes d’apprentissage supervisé, les méthodes d’apprentissage semi-supervisé et les
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méthodes d’apprentissage non supervisé. Nous allons définir dans ce qui suit chacune
de ces trois méthodes.
2.2.1 Méthode d’apprentissage supervisé
Les méthodes d’apprentissage supervisé appelées aussi méthodes de classifica-
tion, permettent d’analyser des données afin d’attribuer à chaque entité un label
(étiquette) correspondant à sa classe. Le principe de ces méthodes est d’établir un
ensemble de règles sous forme de modèle permettant de classer les entités en se
basant sur leurs attributs.
L’apprentissage supervisé est réalisé en deux étapes : la phase d’apprentissage et
la phase de classification. La phase d’apprentissage permet d’apprendre le modèle
de classification. La construction du modèle se base sur des données d’apprentis-
sage étiquetées au préalable. La phase de test permet d’évaluer les performances du
modèle et sa capacité à identifier les classes de nouvelles entités inconnues.
Il existe dans la littérature plusieurs méthodes de classification (Nasrabadi,
2007) dont les arbres de décision et les machines à vecteurs de support qui sont les
plus populaires.
Les machines à vecteurs de support (Cortes et Vapnik, 1995) se basent sur
l’utilisation de fonctions dites noyaux (kernel). Cette méthode permet de séparer
linéairement les données en deux classes. Elle identifie deux hyperplans parallèles
définissant une marge qui sépare les données. L’objectif est d’identifier la marge
maximale. Les machines à vecteurs de support permettent aussi de gérer les données
non séparables linéairement en changeant leur espace de description afin de rendre
possible une séparation linéaire. Cette méthode permet aussi de séparer les données
en plusieurs classes (nombre de classes supérieur à 2) en traitant chaque paire de
classes indépendamment puis en combinant les résultats (Vapnik, 1998).
Les limites des méthodes supervisées consistent en leur besoin de données éti-
quetées.
2.2.2 Méthode d’apprentissage non supervisé
Les méthodes d’apprentissage non supervisé englobent des algorithmes d’explo-
ration de données visant à inférer des connaissances de ces données. Le clustering de
données appartient à la famille des approches non supervisées. Les algorithmes de
clustering visent à décomposer un ensemble d’entités en plusieurs sous-ensembles les
plus homogènes possible. Chaque ensemble comprend des entités similaires, tandis
que les entités appartenant à des groupes différents sont dissimilaires (Kaufman
et Rousseeuw, 2009). Afin de définir des groupes de données les algorithmes de
clustering se basent sur des mesures de distance (ou de similarité). Le clustering
compte quatre étapes comme illustré dans la Figure 2.1 (Xu et Wunsch, 2005).
La première étape consiste à identifier les attributs caractéristiques des données à
analyser. Les algorithmes de clustering utilisent ces attributs afin d’estimer la simi-
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larité entre les entités et de générer un partitionnement des données. Les groupes
de données générés sont ensuite examinés afin de vérifier la qualité du partitionne-
ment en utilisant des mesures de qualité. La dernière étape consiste à interpréter le
partitionnement généré afin d’en extraire des connaissances.
Sélection/Extraction des 
attributs 
Validation des 
clusters 
Algorithme de 
clustering 
Interprétation des 
résultats 
Base de données 
Connaissances 
Clusters 
Figure 2.1 – Processus général du clustering des données.
Traditionnellement, les techniques de clustering sont classées en trois familles
(Rai et Singh, 2010) : méthodes hiérarchiques, méthodes de partitionnement et
méthodes basées sur la densité. Nous comptons dans la littérature plus de neuf
familles de méthodes (Xu et Tian, 2015) qui sont basées sur : les graphes, les
probabilités, les modèles etc.
Nous présentons dans ce qui suit les deux types de méthodes exploitées dans
cette thèse qui sont : les méthodes hiérarchiques et les méthodes de partitionnement
Méthodes hiérarchiques
Les méthodes de clustering hiérarchique comptent des algorithmes itératifs et
récursifs. On distingue deux types : les algorithmes agglomératifs et les algorithmes
diviseurs.
Les algorithmes agglomératifs forment initialement n clusters, chaque entité
forme un cluster singleton. Les clusters les plus similaires sont ensuite fusionnés
de manière itérative jusqu’à obtenir un seul cluster contenant toutes les entités.
Tandis que les algorithmes diviseurs forment initialement un seul cluster contenant
les n entités, ce cluster est ensuite divisé jusqu’à obtenir n clusters singletons. Les
clusters sont représentés sous forme de dendrogramme. Un dendrogramme est dé-
fini souvent par un arbre binaire qui permet d’illustrer le regroupement des enti-
tés généré à chacune des itérations de l’algorithme. Le résultat final du clustering
est obtenu en coupant le dendrogramme au niveau souhaité. La Figure 2.2 illustre
un exemple de dendrogramme résultat du clustering agglomératif de cinq entités
{E1, E2, E3, E4, E5}.
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E
1 E2 E3 E4 E5 
Figure 2.2 – Exemple de dendrogramme illustrant le clustering de cinq entités de données.
L’Algorithme 1 définit le clustering agglomératif (Cohen-Addad et collab.,
2018). L’étape une consiste à créer n clusters singletons afin d’initialiser le den-
drogramme. L’étape trois consiste à regrouper itérativement les deux clusters les
plus similaires. Le dendogramme est ensuite mis à jour à chaque itération.
Le calcul de la distance entre deux clusters est défini dans l’étape deux de trois
manières différentes. Le saut minimum définit la distance en retenant le minimum
des distances entre leurs entités, tandis que le saut maximum définit la distance en
retenant le maximum des distances entre leurs entités. Enfin, le saut moyen définit
la distance en calculant la moyenne des distances entre leurs entités.
Algorithme 1 : Algorithme agglomératif du clustering hiérarchique
1: Entrées : Données E= {Ei}ni=1 ∈ R
d
2: Sorties : dendrogramme
3: (1) Création de n clusters singleton : P = {C1, C2, .., Cn}
4: (2) Définir la distance D(Cj , Cj′ ) =





1
|Cj ||Cj′ |
∑
Ei∈Cj ,Ei′∈Cj′
Dist(Ei, Ei′ ) Saut moyen
argminEi∈Cj ,Ei′∈Cj′Dist(Ei, Ei′ ) Saut minimum
argmaxEi∈Cj ,Ei′∈Cj′Dist(Ei, Ei′ ) Saut maximum
5: (3). Création du dendogramme
6: pour k = n à 1 faire
7: Cx, Cy = argminCj ,Cj′∈PD(Cj , Cj′ )
8: Cx = Cx ∪ Cy
9: Suppression du cluster Cy
10: Mise à jour du dendogramme
11: fin pour
12: retourner dendogramme
Méthodes de partitionnement
Différentes des méthodes hiérarchiques, les méthodes de partitionnement as-
signent les entités à k clusters différents d’une manière itérative mais non hiérar-
chique. En théorie le nombre de partitionnements possible est démesuré même pour
un petite ensemble de données (Xu et Wunsch, 2005). Afin de diminuer la com-
plexité du problème, les méthodes de partitionnement se basent sur des heuristiques.
En supposant que le nombre de clusters est connu à priori, ces méthodes sélec-
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tionnent (souvent de manière aléatoire) k entités de données qui sont utilisées pour
initialiser les centres des clusters. Les entités de données sont affectées aux diffé-
rents clusters en se basant sur leur proximité aux différents centres sélectionnés. Les
centres ainsi que l’affectation des entités sont ensuite mis à jour itérativement afin
d’améliorer le partitionnement initial.
La mise à jour des clusters se base sur une fonction objective. La fonction objectif
permet de qualifier la qualité du clustering. L’objectif de ces méthodes est de mini-
miser leur fonction objectif (Gan et collab., 2007). La fonction d’erreur quadratique
est l’une des fonctions objectives les plus utilisées dans la littérature.
J(P ) =
k∑
j=1
∑
Ei∈Cj
∥∥(Ei − µj)
∥∥2
Cette fonction est calculée en utilisant la somme de la distance euclidienne des
entités au centre de leur cluster. Les algorithmes les plus populaires dans cette famille
de méthodes sont le Kmeans (MacQueen et collab., 1967) et le Kmédoïdes (Kauf-
man et Rousseeuw, 1987) (Gan et collab., 2007). Les étapes du Kmeans sont
décrites dans l’Algorithme 4.
Parmi les méthodes de partitionnement, nous comptons le clustering spectral.
Cette méthode est basée sur l’algorithme Kmeans. À la différence de ce dernier,
le clustering spectral redéfinit l’espace de représentation des données (réduction de
dimension). Il exploite pour cela les vecteurs propres de la matrice du Laplacien de
la matrice de similarité des données. Les étapes du clustering spectral sont décrites
dans l’Algorithme 2 (Von Luxburg, 2007) :
Algorithme 2 : Algorithme Spectral
1: Entrées : Matrice de similarité S ∈ Rn∗nde l’ensemble de données E
2: Nombre de clusters k
3: Sorties : P = {C1, C2, .., Ck}
4: (1). Calculer la matrice laplacienne L de la matrice S
5: (2). Calculer les premiers h vecteurs propres v1, v2, v3, ......, vh de la matrice L
6: (3). Définir la matrice V ∈ Rn∗h en assimilant les vecteurs propres aux colonnes
7: (4). Définir l’ensemble des données E dans le nouvel espace d’attribut :
8: Ei sera défini par les attributs de la ième ligne de la matrice V
9: (5). Clustering des données en utilisant le Kmeans
10: retourner P = {C1, C2, .., Ck}
2.2.3 Méthode d’apprentissage semi-supervisé
L’apprentissage semi-supervisé est un consensus entre l’apprentissage supervisé
et l’apprentissage non supervisé. Il exploite à la fois des données étiquetées et des
données non étiquetées. Il vise à utiliser le minimum possible de données étiquetées
non redondantes qui permettent d’améliorer la qualité de regroupement. On dis-
tingue deux types de méthodes d’apprentissage semi-supervisé : (i) la classification
semi-supervisée (ii) le clustering semi-supervisé.
La classification semi-supervisée permet l’ajout de données non étiquetées pour
la construction du modèle. Tandis que pour le clustering semi-supervisé, on ajoute
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des données étiquetées afin de guider le processus de clustering.
Des approches automatiques et semi-automatiques ont été proposées dans la lit-
térature, elles permettent de sélectionner des données non étiquetées et des données
étiquetées pertinentes pour la classification et le clustering respectivement.
Parmi les méthodes de sélection des entités non étiquetées pour la classi-
fication semi-supervisée, nous distinguons principalement les suivantes : l’auto-
apprentissage, le co-apprentissage et l’apprentissage multi-vues.
L’auto-apprentissage est l’une des premières méthodes utilisées en classification
semi-supervisée (Yarowsky, 1995). L’algorithme de classification utilise l’ensemble
de données étiquetées pour apprendre un modèle initial, Ce modèle est ensuite utilisé
afin de classer les données non étiquetées. Parmi les nouvelles données étiquetées,
les plus confidentes sont sélectionnées. L’algorithme de classification réapprend un
nouveau modèle en utilisant les données étiquetées initiales ainsi que les nouvelles
données étiquetées par le modèle construit (Maulik et Chakraborty, 2011). Le
co-apprentissage divise les descripteurs des données en deux sous-ensembles. L’al-
gorithme de classification utilise les deux sous-ensembles pour apprendre deux mo-
dèles. Le premier modèle est ensuite utilisé pour classifier les données non étiquetées.
Les données dont la classification est la plus fiable sont sélectionnées et ajoutées à
l’ensemble de données étiquetées. Le deuxième modèle est réentraînement en utili-
sant les données étiquetées initiales ainsi que les nouvelles données étiquetées. Le
même processus peut être réalisé en inversant les rôles des deux modèles. Ainsi, les
données étiquetées par chacun des modèles sont utilisées pour réapprendre l’autre
modèle (Zhu et collab., 2016). L’apprentissage multi-vues permet d’apprendre plu-
sieurs modèles soit en utilisant plusieurs classificateurs (Roy et collab., 2014) soit en
divisant l’ensemble d’attributs en plusieurs sous-ensembles (Sun, 2013). Les modèles
sont ensuite utilisés pour classer les données. Les différentes classifications obtenues
sont combinées en utilisant des méthodes de fusion, afin de générer une classifica-
tion finale des données. Le vote majoritaire est l’une des méthodes de fusion les plus
utilisées. Ainsi pour chaque donné, on attribue la classe prédite la plus fréquente.
Les méthodes de clustering semi-supervisé sont connues sous le nom de clustering
par contraintes (Davidson et Basu, 2007). Les données étiquetées se présentent
sous forme de contraintes. Les contraintes les plus utilisées sont définies sur une paire
d’entités, l’expert identifie si elles sont similaires et doivent être regroupées ensemble
(Must-link) ou bien si elles sont différentes et doivent être séparées (Cannot-link).
Les entités sélectionnées sont celles pour lesquelles l’algorithme est le plus confus.
Il existe dans la littérature plusieurs approches de sélection de contraintes (Abin,
2016 ; Abin et Beigy, 2014; 2015 ; Vu et collab., 2012). Dans (Abin et Beigy,
2014), les auteurs proposent une méthode permettant de représenter les données
dans un espace puis d’identifier les différentes régions les décrivant. En considérant
ces régions, ils identifient deux types de données ambiguës : les données proches mais
appartenant à des régions différentes et les données distantes mais appartenant à la
même région. En se basant sur ces hypothèses, cette méthode introduit une mesure
d’utilité permettant d’estimer le potentiel des entités à améliorer le clustering.
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L’apprentissage semi-supervisé peut être aussi réalisé d’une manière active (Set-
tles, 2010). L’apprentissage actif est un processus itératif faisant intervenir un
expert à chacune de ses étapes. La classification semi-supervisée active permet d’ap-
prendre un modèle à partir d’un ensemble de données étiquetées, puis l’améliorer
en ajoutant des données étiquetées par un expert à son jeu d’apprentissage. De
même pour le clustering par contraintes actif, à chaque itération, on sélectionne des
contraintes qui sont étiquetées par l’expert puis utilisées pour guider le clustering.
2.2.4 Indice de qualité de l’apprentissage automatique
L’évaluation des résultats d’une classification (apprentissage supervisé) corres-
pond à vérifier si les différentes entités ont été étiquetées correctement ou pas par le
modèle construit. Il existe dans la littérature plusieurs indices de qualité permettant
d’évaluer les résultats et la robustesse des modèles de classification. Parmi les indices
les plus utilisés, nous citons : la précision, le rappel et la F-mesure (Ferri et collab.,
2009)
Cependant l’évaluation des résultats du clustering (apprentissage non supervisé)
est une tache non triviale. Le clustering a pour objectif d’identifier des groupes d’en-
tités cohérents au sein des données. Cependant, pour un même ensemble de données,
il peut exister plusieurs partitionnements possibles. Comment peut-on identifier le
meilleur partitionnement parmi ces différentes possibilités ? De nombreux travaux
dans la littérature se sont intéressés à cette problématique (Arbelaitz et collab.,
2013 ; Hämäläinen et collab., 2017 ; Rendón et collab., 2011).
Afin d’évaluer les résultats du clustering, on compte principalement deux ap-
proches : évaluation interne et évaluation externe. Ces approches sont détaillées
dans les deux prochaines sections.
2.2.4.1 Indices de qualité internes
Les indices de qualité internes se basent sur le calcul de la cohésion et la sépa-
rabilité des clusters identifiés. La cohésion permet d’estimer la similarité des entités
regroupées dans les clusters. La séparabilité des clusters permet d’estimer la dif-
férence entre les entités regroupées dans des clusters différents. Les valeurs de la
cohésion et de la séparabilité sont ensuite combinées par une somme ou un ratio afin
d’évaluer la qualité du clustering.
Il existe dans la littérature plusieurs indices de qualité internes dont : l’indice de
Silhouette, l’indice de Davies-Bouldin (DB) et l’indice de Calinski-Harabasz (CH).
— Indice de Davies-Bouldin : L’indice de DB (Davies et Bouldin, 1979) estime
la cohésion en calculant une somme normalisée de la distance des entités de
chaque cluster à leur centre. Il estime la séparabilité en calculant les distances
entre les centres des clusters. La solution de partitionnement qui minimise
cette indice correspond au meilleur partitionnement. L’indice de DB est défini
par l’Équation 2.1.
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DB(P ) =
1
k
∑
Cj∈P
argmaxCj′∈P\Cj
S(Cj) + S(Cj′)
Dist(µj, µj′)
(2.1)
Où :
S(Cj) = 1/|Cj|
∑
Ei∈Cj
Dist(Ei, µj)
— Indice de Calinski-Harabasz : L’indice CH (Caliński et Harabasz, 1974)
calcule un ratio de la séparabilité et la cohésion du partitionnement. La co-
hésion d’un cluster est estimée en calculant la distance de ses entités à leur
centre. La séparabilité quant à elle est estimée en calculant la distance entre les
centres des clusters et le centre de l’ensemble des données. Le partitionnement
qui maximise la valeur de l’indice CH est le meilleur partitionnement. Cette
indice est défini par l’Équation 2.2.
CH(P ) =
|E| − k
k − 1
∗
∑
Cj∈P
|Cj|Dist(µj, Ē)∑
Cj∈P
∑
Ei∈Cj
Dist(Ei, µj)
(2.2)
Où :
Ē représente le centre de l’ensemble de données.
— Indice de Silhouette (Rousseeuw, 1987) : L’indice de silhouette calcule la
somme de la séparabilité et la cohésion d’un partitionnement. Le partitionnent
qui maximise la valeur de cet indice est le meilleur partitionnement. La cohé-
sion d’un cluster est estimée en calculant la distance entre les entités du même
cluster. La séparabilité est estimée en calculant la distance entre chaque entité
et son voisin le plus proche appartenant à un autre cluster. Cette indice est
défini par l’Équation 2.3.
Sil(P ) = 1/|E|
∑
Cj∈P
∑
Ei∈Cj
b(Ei, Cj)− a(Ei, Cj)
argmax{a(Ei, Cj), b(Ei, Cj)}
(2.3)
Où :
a(Ei, Cj) = 1/|Cj|
∑
Ei′∈Cj
Dist(Ei, Ei′)
b(Ei, Cj) = argminCj′∈P |Cj1/|Cj′ |
∑
Ei′∈Cj′
Dist(Ei, Ei′)
2.2.4.2 Indices de qualité externes
Afin de calculer des indices de qualité externes on se base sur une classification
experte des données. Les deux partitionnements, le partitionnement automatique
réalisé par un algorithme de clustering et le partitionnements expert sont compa-
rés afin d’estimer leur similarité. Plus proche est le partitionnement automatique
au partitionnement expert, meilleure est la qualité du clustering. Il existe dans la
littérature plusieurs indices de qualité externes dont : l’Indice de Rand Ajusté, l’In-
formation Mutuelle Normalisée et la Pureté.
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— Pureté : Afin de calculer la pureté d’un partitionnement, on calcule d’abord la
pureté de chaque cluster. On identifie pour chaque cluster la classe maximale
de ces entités. La pureté d’un cluster est défini par l’équation 2.4.
Pureté(Cj) =
1
|Cj|
argmaxClj′∈ϕ|Cj ∩ Clj′ | (2.4)
La pureté du partitionnement est ensuite calculée en sommant la pureté des
différents clusters ainsi que défini par l’équation 2.5. Cette indice varie dans
un intervalle de [0, 1], la valeur 1 indique une correspondance parfaite entre les
deux partitionnements.
Pureté(P, ϕ) =
k∑
j=1
|Cj|
|E|
Pureté (Cj) (2.5)
— L’Information Mutuelle Normalisée : L’Information Mutuelle Normalisé
(NMI)(Thomas, 1991) calcule l’information partagée par les deux partition-
nements, le partitionnement réalisé par un l’algorithme de clustering et la
classification experte. Cette indice est défini, par l’équation 2.6 :
NMI(P, ϕ) =
I(P, ϕ)√
H(P ).H(ϕ)
(2.6)
Où :
I(P, ϕ) =
∑
Cj∈P
∑
Clj′∈ϕ
|Cj∩Clj′ |
|E|
log
|E||Cj∩Clj′ |
|Cj ||Clj′ |
H(P ) = −
∑
Cj∈P
|Cj |
|E|
log
|Cj |
|E|
L’information mutuelle normalisée considère chaque paire de cluster et de
classe. L’information partagée pour chaque paire est illustrée en utilisant une
matrice nommée, Matrice de Confusion (MC). Cette Matrice, MC(P, ϕ) est de
taille, |P | ∗ |ϕ|, ou chaque élément mjj′ dénote le nombre d’entités en commun
entre le cluster Cj et la classe Clj′ , comme illustré par la Table 2.1.
P \ ϕ Cl1 Cl2 ... Clk′ Somme
C1 m11 m12 ... m1j′ X1
C2 m21 m22 ... m2j′ X2
... ... ... ... ... ...
Ck mj′1 mj′2 ... mkk′ Xk
Somme Y1 Y2 ... Yk′
Table 2.1 – Matrice de confusion illustrant l’information mutuelle entre le partitionnement
automatique (P ) et la classification experte (ϕ).
Cette indice varie dans un intervalle de [0, 1], plus élevée est la valeur de cette
indice meilleure est la qualité du partitionnement généré.
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— L’Indice de Rand Ajusté : L’Indice de Rand Ajusté (ARI) mesure la simi-
larité entre deux partitionnements en considérant le regroupement de toutes
les paires d’entités (Ei et Ei′) de l’ensemble E. Il identifie les paires d’entités
regroupées ensemble ainsi que les paires d’entités regroupées séparément dans
les deux partitionnements. Le ARI est défini par l’équation 2.7.
ARI(P, ϕ) =
a− Exp[a]
max(a)− Exp[a]
(2.7)
Où :
— a représente le nombre de paires d’entités regroupées ensemble dans les
deux partitionnements.
— Exp[a] représente la valeur probable de a.
— max(a) représente la valeur maximale de a.
Les valeurs E[a] et max(a) sont définis par les Équations 2.8 et 2.9.
Exp[a] =
π(P ) · π(ϕ)
n(n− 1)/2
(2.8)
max(a) =
1
2
(π(P ) + π(ϕ)) (2.9)
Où :
— π(P ) représente le nombre de paires d’entités regroupées dans le même
cluster dans P .
— π(ϕ) représente le nombre de paires d’entités regroupées dans la même
classe dans ϕ.
L’indice de rand ajusté varie dans un intervalle [0, 1]. Lorsque les deux parti-
tionnements concordent parfaitement, l’ARI est égal à 1.
2.3 Les images satellites
Les images satellites sont des images matricielles qui décrivent la surface de
la terre ou une partie de celle-ci, prise par un capteur embarqué sur un satellite en
orbite. Elles font partie de la famille des images d’observation de la terre comprenant
les photos aériennes, les images radar etc.
Les images satellites sont composées d’un ensemble d’unités de base appelées
pixels. Chaque pixel est caractérisé par une ou plusieurs valeurs. Cette valeur cor-
respond à l’intensité de la lumière reflétée par la surface de la Terre.
La Figure 2.3 illustre un exemple d’image satellite représentée sous forme matri-
cielle. Chaque case de la matrice représente un pixel et chaque pixel est caractérisé
par une valeur radiométrique.
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Figure 2.3 – Représentation matricielle d’une image satellite.
La taille de la superficie que le pixel représente correspond à la résolution spatiale
de l’image. On distingue les images à très haute résolution ayant une résolution de
5 mètres ou moins, les images à haute résolution ayant une résolution de 30 à 10
mètres, les image à résolution moyenne ayant une résolution de 80 mètres et les
image à base résolution ayant une résolution de 1000 mètres.
2.3.1 Acquisition des images satellites
La télédétection est une discipline qui permet l’acquisition des images satellites.
Elle est définie comme l’ensemble des connaissances et techniques utilisées pour
déterminer des caractéristiques physiques et biologiques d’objets par des mesures
effectuées à distance, sans contact matériel avec ces objets. La télédétection appli-
quée à l’observation de la Terre implique l’usage de satellite artificiel et de capteur,
afin de capter le rayonnement de la surface de la terre. On distingue deux types
de capteurs : les capteurs actifs et capteurs passifs. Les capteurs passifs exploitent
une source de lumière naturelle principalement le rayonnement solaire tandis que les
capteurs actifs sont dotés de leur propre source de lumière.
Nous traitons d’images satellites optiques issues de capteurs passifs, le processus
d’acquisition de ces images compte six étapes. Tout d’abord le soleil (source d’éner-
gie) envoie des rayonnements en direction de la surface de la terre (cible) à observer
(étape 1). Ces rayonnements traversent l’atmosphère pour atteindre la cible (étape
2). La cible interagit avec les rayonnements, elle absorbe une partie et réfléchit une
autre partie selon ces propriétés (étape 3). Les rayonnements réfléchis sont captés
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à distance pour être enfin enregistrés par le capteur (étape 4). Le capteur trans-
met ces rayonnements à une station de réception (étape 5). La station de réception
transforme cette information en images satellites (étape 6)
2.3.2 Rayonnement électromagnétique
En télédétection, on exploite les propriétés du rayonnement. Le rayonnement
est défini par des ondes électromagnétiques. Ces ondes sont caractérisées par une
fréquence (Hz) ou une longueur d’onde (mètre). La Figure 2.4 illustre le spectre
électromagnétique décrivant les différentes longueurs d’ondes du rayonnement.
Figure 2.4 – Spectre électromagnétique.
Le spectre est divisé en fenêtres spectrales appelées bandes spectrales. Nous dis-
tinguons le spectre visible qui représente les rayonnements perçus par l’œil humain,
l’infrarouge, l’ultraviolet etc. La surface de la Terre réfléchit les rayonnements avec
différentes intensités selon sa couverture. La Figure 2.5 permet d’observer que la
végétation absorbe les rayonnements visibles et réfléchit les rayonnements proche
infrarouge, de même pour le sol nu. Tandis que les surfaces en eau réfléchissent les
rayonnements visibles.
Figure 2.5 – Signatures spectrale de l’eau, de la végétation verte et du sol sur différentes
fenêtres du spectres électromagnétiques.
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Les satellites sont caractérisés par le nombre de bandes spectrales qu’ils sont
capables d’observer et les intervalles de longueurs d’ondes de chacune de ses bandes.
Le nombre de bandes spectrales définit la résolution spectrale de l’image satellite
produite. Nous distinguons les images monospectrales, multispectrales et hyperspec-
trales.
Les images monospectrales sont définies par une seule bande spectrale, leurs
pixels sont caractérisés par une seule valeur. Les images multispectrales sont défi-
nies par plusieurs bandes spectrales (3 à 10 bandes spectrales) tandis que les images
hyperspectrales sont définies par plus d’une dizaine de bandes spectrales (plus de
10 bandes spectrales). Leurs pixels sont caractérisés par un vecteur de valeurs ra-
diométriques.
La Figure 2.6 illustre la représentation d’une image multispectrale.
Bande 1 (bleu) 
Bande 2  (verte) 
Bande 3  (rouge)  
Image satellite multispectrale 
Un pixel : un vecteur de valeurs 
Spectre électromagnétique 
Figure 2.6 – Représentation d’une image multispectrale.
2.3.3 Satellite d’observation de la terre
Il existe de nos jours un nombre important de satellites artificiels en orbite per-
mettant d’acquérir de grandes quantités d’images satellites. Certaines de ces images
satellites sont mises gratuitement à disposition des chercheurs. Dans nos travaux
de thèse, nous avons exploité des images Spot (2,4 et 5) et des images Landsat-5.
Chacun de ces satellites possède des caractéristiques spécifiques à leur capteur. Nous
allons vous présenter les caractéristiques de ces deux satellites. Nous décrirons aussi
les satellites Sentinel-2 étant donné qu’il représente une famille de satellites récente
offrant des images satellites à haute résolution spatiale.
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— Image Landsat : Landsat est un programme spatial d’observation de la terre
initié par le gouvernement des États-Unis et la NASA, destiné à des fins ci-
viles. Il a commencé avec le lancement du premier satellite Landsat-1 en 1972.
Sept autres satellites Landsat ont été lancés par la suite entre 1972 et 2013 :
Landsat-2, Landsat-3, Landsat-4, Landsat-5, Landsat-6, Landsat-7 et Landsat-
8.
La figure 2.7 illustre les satellites Landsat et la durée de chacune de leur
mission :
1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015 2020 
Landsat-1  
(1972-1978) 
Landsat-2 
(1975-1981) 
Landsat-3 
(1978-1983) 
Landsat-4 
(1982-1993) 
Landsat-5 
(1984-2013) 
Landsat-6 
(1993) 
Landsat-7 
(1999-) 
Landsat-8 
(2013-) 
Figure 2.7 – Les satellites du programme Landsat.
Les images Landsat sont des images à haute résolution. Les caractéristiques
des images Landsat-5 sont reportées dans le tableau 2.2 :
— Image Spot : Le Système Probatoire d’Observation de la Terre, dit Spot, est
un programme civil pour l’observation de la terre. Il est développé par le centre
national d’étude spatiales (CNES) français. Spot compte une famille de sept
satellites : Spot-1, Spot-2, Spot-3, Spot-4, Spot-5, Spot-6, et Spot-7 (Image,
1988). La chronologie des missions des satellites Spot est illustrée dans la
figure 2.8.
Les image Spot sont des images à haute résolution. Le Tableau 2.3 décrit les
images Spot-2, Spot-4, et Spot 5.
— Image Sentinel : Sentinel est une famille de satellites d’observation de la terre.
Ils font partie du programme Copernicus de l’Union européenne en collabora-
tion avec l’agence spatiale européenne. Ils sont conçus dans l’objectif de mettre
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Table 2.2 – Principales caractéristiques des satellites Landsat-5.
Caractéristiques Landsat-5
Début et fin de mis-
sion
1984-2013
Résolution 30 m en multispectral
Bandes spectrales
Bleu (0,45-0,52 µm)
Vert ( 0,52-0,6 µm )
Rouge (0,63-0,69 µm)
Proche infrarouge (0,76-0,9 µm)
Moyen infrarouge 1 (1,55-1,75 µm)
Moyen infrarouge 2 (2,08-2,35 µm)
1980 1985 1990 1995 2000 2005 2010 2015 2020 
Spot-1 
(1986-2003) 
Spot-2 
(1990-2009) 
Spot-3 
(1993-1996) 
Spot-4 
(1998-2013) 
Spot-5 
(2002-2015) 
Spot-6 
 (2012-) 
Spot-7  
(2014-) 
Figure 2.8 – Les satellites du programme Spot.
à disposition des pays européens de manière normalisée et continue des infor-
mations sur le sol, les océans et l’atmosphère du globe terrestre (Sentinel,
2013). Ces informations permettent d’effectuer une multitude de taches telles
que : la surveillance de l’environnement, la gestion des risques et la cartogra-
phie du sol. Les satellites Sentinel sont composés de cinq groupes comprenant
les satellites : Sentinel-1, Sentinel-2, Sentinel-3, Sentinel-4 et Sentinel-5. La
chronologie des missions des premiers satellites Sentinel de chaque groupe est
illustrée dans la Figure 2.9.
Ces satellites fournissent différentes informations spatiales dont des images ra-
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Table 2.3 – Principales caractéristiques des satellites Spot-2, Spot-4, et Spot-5.
Caractéristiques Sopt-2 Spot-4 Spot-5
Début et fin de mis-
sion
1990-2009 1998-2013 2002-2015
Résolution 20 m en multispectral 20 m en multispectral 10 en multispectral
Bandes spectrales
Vert ( 0,50-0,59 µm )
Rouge (0,61-0,68 µm)
Proche infrarouge (0,78-
0,89 µm)
Vert (0,50-0,59 µm)
Rouge (0,61-0,68 µm)
Proche infrarouge (0,78-
0,89 µm)
Moyen Infrarouge (1,58-
1,75 µm)
Vert (0,50-0,59 µm)
Rouge (0,61-0,68 µm)
Proche infrarouge (0,78-
0,89 µm)
Moyen Infrarouge (1,58-
1,75 µm) à 20 m
2013 2014 2015 2016 2017 2018 2019 2020 2021 
Sentinel-1A 
(2014-) 
Sentinel-1B 
(2016-) 
Sentinel-2A 
(2015-) 
Sentinel-2B 
(2017-) 
Sentinel-3 
(2016-) 
Sentinel-4 
(2018-) 
Sentinel-5 
(2017-) 
Sentinel-6 
(2020) 
Figure 2.9 – Les satellites du programme Sentinel.
dar fournies par Sentinel-1 et des images mulispectrales fournies par Sentinel-2.
On compte deux satellites Sentinel-2 : Sentinel-2A et Sentinel-2B. Ils four-
nissent des images spectrales à haute résolution spatial (10 m). La Table 2.4
décrit les caractéristiques des satellites Sentinel-2
Les satellites permettent d’acquérir plusieurs images d’une même zone à des
dates différentes. Ces images constituent une série temporelle. Les séries temporelles
d’images satellites (STIS) sont caractérisées par une résolution temporelle. La ré-
solution temporelle est définie par la période de revisite d’une même zone par le
satellite. Les satellites Sentinel sont caractérisés par une haute résolution temporelle
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Table 2.4 – Principales caractéristiques des satellites Sentinel-2 (2A et 2B).
Caractéristiques Sentinel-2A Sentinel-2B
Début et fin de mis-
sion
2015- 2017-
Résolution 10 m 10 m
Bandes spectrales
Bleu (0.447 µm- 0.545 µm)
Vert ( 0.537 µm- 0.582 µm)
Rouge (0.645 µm- 0.683 µm)
Red edge 1 ( 0.694 µm- 0.713 µm) (20 m)
Red edge 2 (0.731 µm- 0.749 µm) (20 m)
Red edge 3 ( 0.768 µm- 0.796 µm) (20 m)
Proche infrarouge (0.762 µm- 0.907 µm)
Red edge 4 ( 0.848 µm- 0.881 µm) (20 m)
Moyen infrarouge 1 (1.542 µm- 1.685 µm) (20 m)
Moyen infrarouge 2 (2.081 µm- 2.323 µm)
Bleu ( 0.443 µm- 0.541 µm)
Vert ( 0.536 µm- 0.582 µm)
Rouge ( 0.645 µm- 0.684 µm)
Red edge 1 ( 0.693 µm- 0.713 µm) (20 m)
Red edge 2 (0.73 µm- 0.748 µm) (20 m)
Red edge 3 (0.765 µm- 0.793 µm) (20 m)
Proche infrarouge (0.806 µm- 0.899 µm)
Red edge 4 ( 0.848 µm- 0.88 µm) (20 m)
Moyen infrarouge 1 ( 1.539 µm- 1.68 µm) (20 m)
Moyen Infrarouge 2 (2.066 µm- 2.304 µm) (20 m)
où la période de revisite est de cinq jours.
Dans cette section, nous avons défini les concepts de base en télédétection et
traitement d’image satellite, ces concepts sont détaillées dans l’ouvrage de (Girard
et Girard, 2010)
2.4 Analyse des séries temporelles d’images satel-
lites
Les méthodes d’apprentissage automatique ont été largement utilisées dans le
domaine de l’analyse des images satellites incluant les méthodes supervisées (Jiang
et collab., 2013), les méthodes non supervisées (Kurtz et collab., 2010 ; Wemmert
et collab., 2009) ainsi que les méthode semi-supervisées (Chahdi et collab., 2016
; Tan et collab., 2016). Les méthodes d’apprentissage supervisé requièrent un en-
semble de données étiquetées, l’étiquetage des images satellites est une tache qui
requière un effort humain et un temps de traitement considérable. Afin de palier
cette problématique, des méthodes d’apprentissage non supervisé ont été exploitées
dans le domaine de l’analyse des images satellites.
Le clustering des images satellites repose sur deux facteurs qui sont : (i) le choix
de la mesure de distance et (ii) la représentation des données. Concernant le choix de
la mesure de distance, les travaux de la littérature utilisent généralement la distance
euclidienne ou une de ses variantes (Ding et collab., 2008). L’utilisation de cette
mesure est favorisée car elle est intuitive, facile à implémenter et sans paramètre.
Cependant le choix de la représentation des images satellites au niveau pixel ou bien
au niveau objet suscite l’intérêt de la communauté scientifique (Guttler et collab.,
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2017 ; Petitjean et collab., 2012b). La quelle des deux représentations est la plus
adaptée au traitement d’images satellites permettant de les caractériser et d’exploiter
leur information ? Nous présentons dans ce qui suit les différents travaux d’analyse
d’images satellites basés pixel et ceux basés objet.
2.4.1 Analyse basée pixel
Les méthodes d’analyse par apprentissage automatique basées pixel traitent des
images satellites au niveau du pixel. Les pixels représentent l’unité de base per-
mettant de définir une image satellite. L’image se présente ainsi sous forme d’un
ensemble de pixels localisés spatialement.
Ces méthodes identifient d’abord les pixels dans des images satellites puis les
caractérisent en utilisant des descripteurs radiométriques. On distingue deux types
d’information radiométriques : Les bandes spectrales et les indices radiométriques.
Les bandes spectrales représentent l’information brute portée par le pixel. Les indices
radiométriques sont des descripteurs calculés à partir de la combinaison de plusieurs
bandes spectrales. Ils permettent de caractériser les différents types d’occupation
du sol tels que l’indice de végétation qui permet de caractériser la végétation et le
l’indice d’eau qui permet de caractériser les surfaces on eau. Enfin, ces descripteurs
sont exploités dans le processus d’apprentissage supervisé/non supervisé afin de
regrouper les pixels similaires comme illustré dans la Figure 2.10.
Caractérisation Clustering/Classification 
Pixels Pixels 
Image classifiée Image 
Figure 2.10 – Processus d’analyse d’image satellite basée pixel (Chahdi, 2017).
Nous nous intéressons à l’analyse de séries temporelles d’images satellites. Ce
type de données est caractérisé non seulement par une dimension spatiale mais aussi
par une dimension temporelle. L’analyse basée pixel des séries temporelles d’images
satellites repose sur le caractérisation des pixels par rapport à tous les images de la
série. Ainsi pour chaque pixel, on identifie ses valeurs radiométriques sur chacune
des images de la série temporelle. Ces valeurs radiométriques du pixel sont regrou-
pées et ordonnées en se basant sur la dimension temporelle des images satellites.
Nous obtenons pour chaque pixel une série temporelle de valeurs radiométriques
(Petitjean et collab., 2012b).
Dans la littérature, les séries temporelles sont exploitées dans différentes tâches.
On en distingue principalement la cartographie du sol (Gonçalves et collab., 2014
; Petitjean et collab., 2012a; 2011 ; Schuster et collab., 2015 ; Zhang et collab.,
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2016), la détection de changements et l’évolution de la surface du sol (Guyet et
Nicolas, 2016 ; Romani et collab., 2011).
Ces approches permettent de résumer les connaissances contenues dans les séries
temporelles dans une seule image, dans le cas de la cartographie du sol, on obtient
une carte d’occupation du sol, dans le cas de la détection de changements, on obtient
une carte de changements (Julea et collab., 2011).
Dans les travaux de (Zhang et collab., 2016), les auteurs proposent une méthode
d’analyse d’images satellites pour la cartographie du sol. Ils calculent une matrice
de distance en utilisant la distance euclidienne entre les attributs des pixels. Cette
matrice est ensuite exploité par l’algorithme de clustering de propagation d’affi-
nité (Frey et Dueck, 2007) afin d’identifier les différentes classes d’occupations du
sol. Les performances du clustering de propagation d’affinité ont été comparées aux
performances du Kmeans et de l’algorithme hiérarchique agglomératif sur trois zones
d’étude différentes. Les résultats ont montré que l’algorithme de propagation d’affi-
nité obtient de meilleures performances. À la différence de la méthode précédente,
(Petitjean et collab., 2012a; 2011) introduit une méthode de cartographie basée
sur la mesure Dynamic Time Warping (DTW)(Sakoe et Chiba, 1978). Cette mé-
thode permet de gérer les séries à échantillonnage irrégulier et de tailles différentes
pouvant contenir des valeurs manquantes (Image satellite contenant des nuages).
En effet, DTW permet de palier cette problématique et d’aligner ces séries tempo-
relles. Une fois la distance estimée entre les séries temporelles, ils sont regroupés
en utilisant l’algorithme Kmeans. Les résultats expérimentaux démontrent que la
mesure DTW est adéquate pour l’estimation des distances entre les séries tempo-
relles d’images satellites et permet de générer un regroupement cohérent. De même
les auteurs (Gonçalves et collab., 2014) proposent dans leurs travaux une mé-
thode de cartographie du sol basée sur la mesure DTW et l’algorithme de clustering
Kmeans. (Schuster et collab., 2015) proposent une approche supervisée pour la
cartographie des couverts végétaux dans les zones semi-naturelles en utilisant des
séries temporelles d’indice de végétation. Ces séries sont ensuite classées en utilisant
les machines à vecteurs de support (Schölkopf et collab., 2002).
Pour le suivi de l’évolution de la couverture du sol, les travaux de (Guyet et
Nicolas, 2016) proposent une méthode d’analyse de STIS qui permet d’observer
les couverts végétaux. Cette méthode exploite des STIS pluriannuelles, chaque pixel
de la série est caractérisé en utilisant l’indice de végétation. L’indice de végéta-
tion permet de construire une série temporelle annuelle. Ces séries sont analysées
en utilisant l’algorithme de clustering Kmeans afin d’identifier des séries annuelles
types. Les séries annuelles types de chaque pixel sont ensuite rassemblées afin de
décrire l’évolution pluriannuelle du pixel. Une autre étape de clustering est réalisée
sur les profils pluriannuels en utilisant l’algorithme Kmédoïdes. Afin d’estimer la
distance entre ces séries, cette méthode utilise la distance euclidienne. Les résultats
expérimentaux ont démontré que le clustering en deux étapes permet d’obtenir de
meilleures performances. Dans (Romani et collab., 2011), les auteurs proposent une
approche similaire qui se base sur l’analyse de séries temporelle afin de surveiller les
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culture de canne à sucre. Ils exploitent l’indice de végétation pour caractériser les
pixels. Puis, ils estiment la distance entre les séries temporelles construites en uti-
lisant la mesure DTW. Ensuite, ils regroupent celles présentant la même évolution
en utilisant l’algorithme Kmeans et Kmédoïdes. Cette approche permet d’identifier
dans la zone d’étude les régions caractérisées par une forte production de canne à
sucre ainsi que l’expansions de la canne à sucre vers différentes régions.
2.4.2 Analyse basée objet
Les méthodes d’analyse par apprentissage automatique basées objet permettent
de traiter des unités structurelles des images telles que les parcelles agricoles, le bâtis,
les rivières etc. Ces unités sont identifiées en utilisant des algorithmes de segmenta-
tion. Les algorithmes de segmentation (Dey et collab., 2010) analysent les pixels
afin de les regrouper selon des critères d’homogénéité spectrale, texturale et spatiale.
Les différents groupes de pixels forment des objets correspondant aux unités décrites
par l’image satellite. Ces objets sont caractérisés en utilisant les valeurs radiomé-
triques de leur pixels (moyenne des bandes spectrales et indices radiométriques)
ainsi que des descripteurs géométriques (taille de l’objet etc). L’analyse basée objet
consiste à réaliser le clustering sur les objets afin d’identifier ceux qui sont similaires.
La Figure 2.11 illustre le processus d’analyse d’images satellites basée objet.
Segmentation 
Pixels Pixels 
Objets 
Objets 
Image segmentée Image classifiée 
Image 
Clustering/Classification 
Caractérisation 
Caractérisation 
Figure 2.11 – Processus d’analyse d’image satellite basée objet (Chahdi, 2017).
L’analyse d’images satellites basée objet est connue sous le nom de OBIA
(Object-Based Image Analysis) (Blaschke, 2010). Il existe dans la littérature un
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grand nombre de travaux exploitant les méthodes basé objet pour l’analyse d’une
seule image (zho ; Laliberte et collab., 2004 ; Mathieu et collab., 2007). Tandis
qu’il existe peu de travaux traitant de l’analyse de séries temporelles d’images satel-
lites. En effet, l’alignement de pixels dans les séries temporelles est une tache facile
car il existe une correspondance entre les pixels des images satellites. Cependant
l’alignement d’objets est une tâche non triviale car il n’existe pas de correspondance
entre les objets des images de la série. En effet, le changement d’occupation du sol
décrit dans les images satellites mène à la distorsion et à l’expansion des différents
objets identifiés d’une image à une autre.
Parmi les premiers travaux proposés dans la littérature, les auteurs (Petitjean
et collab., 2012b) introduisent une méthode combinant l’analyse basée pixel et l’ana-
lyse basée objet. Cette méthode considère d’abord les pixels de la série temporelle
et les caractérise en utilisant leurs valeurs radiométriques. Elle segmente ensuite les
images de la série temporelle afin d’identifier des objets qui sont caractérisés par leur
information radiométrique et géométrique (taille de l’objet etc). Afin de combiner
les deux représentations de l’image, les attributs du pixel sont enrichis avec les attri-
buts de leur objet. Les séries temporelles résultats sont ensuite analysées en utilisant
l’algorithme Kmeans, tandis que l’estimation des distances a été réalisée en utilisant
la distance euclidienne. Les résultats ont démontré la pertinence de l’information
contextuelle des pixels pour la tâche de cartographie du sol.
L’un des premiers travaux à proposer l’analyse de séries temporelles basée objet
est introduit par (Desclée et collab., 2006). Les auteurs combinent les différentes
images satellites afin d’effectuer une segmentation multi-dates. Les images satellites
sont analysées afin d’identifier pour chaque pixel une série temporelle de valeurs
radiométriques en combinant ses valeurs sur chaque image. Ces séries temporelles
sont ensuite utilisées pour réaliser la segmentation. L’algorithme de segmentation
regroupe les pixels homogènes. Cette méthode intègre les trois dimensions spatiale,
spectrale et temporelle dans le processus de segmentation, afin de générer un même
ensemble d’objets dans toutes les images satellites de la série. Afin d’identifier le
changement de couvert forestier dans la série, la méthode considère les images satel-
lites successives deux à deux. Les objets résultats de la segmentation sont caractérisés
par rapport à ces deux images puis classés en utilisant des méthodes statistiques. De
même dans leurs travaux (Qin et collab., 2013), les auteurs combinent deux images
en empilant leurs bandes spectrales. L’image résultat est ensuite segmentée afin
d’identifier les objets la constituant. Ces objets sont analysés à l’aide d’algorithmes
de classification afin d’identifier les changements de l’occupation du sol. Des travaux
similaires proposant des méthodes d’analyse basée objet en utilisant le segmenta-
tion muti-date ont été proposées par (Bontemps et collab., 2008 ; Conchedda
et collab., 2008).
Récemment, (Guttler et collab., 2017) propose une approche permettant d’ob-
server les phénomènes spatio-temporels et d’extraire des profils d’évolution à partir
des STIS. Cette méthode vise à détecter et à extraire automatiquement des profils
spatio-temporels des STIS. Ils segmentent chaque image satellite indépendamment,
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puis relie les objets identifiés sur chaque deux images successives de la série tempo-
relle. La méthode permet de construire un ensemble de profils temporels décrivant
les l’évolutions spatiale et radiométrique des objets.
2.5 Conclusion
Dans ce chapitre, nous avons introduit les concepts nécessaires pour la compré-
hension de nos travaux de thèse. Nous avons d’abord défini les différentes méthodes
d’apprentissage automatique, nous avons présenté quelques concepts de base en té-
lédétection et enfin nous avons décrit les différents travaux d’analyse des images
satellites par apprentissage automatique.
Nous avons défini trois méthodes d’apprentissage automatique : supervisé, non
supervisé et semi-supervisé. L’apprentissage supervisé se base sur des données éti-
quetées pour construire des modèles permettant de classer les données. Les données
étiquetées sont souvent non disponibles ou requièrent un effort humain considérable.
Pour palier cette problématique, nous avons introduit les méthodes d’apprentissage
non supervisé. Ces dernières n’utilisent pas de données étiquetées, elles permettent
d’identifier des groupes cohérents de données. Nous avons présenté les différentes
familles d’algorithmes non supervisés et nous avons détaillé ceux exploités durant
cette thèse : le clustering hiérarchique agglomératif et le clustering spectral. Nous
avons aussi défini les mesures de qualité internes et externes permettant d’évaluer
les performances des ces algorithmes. Enfin nous avons introduit les méthodes semi-
supervisés qui permet à la fois d’utiliser des données étiquetées et non étiquetées.
Nous avons défini les images satellites, leur processus d’acquisition et leurs ca-
ractéristiques. Les séries temporelles d’images satellites permettent d’observer l’évo-
lution de la surface de la terre. Ces images peuvent être représentées par des pixels.
Elles peuvent être aussi représentées par des objets, les objets correspondent à un
ensemble de pixels homogènes. Nous avons présenté les différents travaux d’analyse
par apprentissage automatique des séries temporelles basé sur ces deux représenta-
tions.
Dans le chapitre suivant nous décrirons nos zones d’étude, les images satellites
exploitées pour leur analyse ainsi que leur pré-traitement.
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Chapitre 3
Les données d’application
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3.1 Introduction
Dans le Chapitre 2, nous avons défini les images satellites et décrit leur pro-
cessus d’acquisition. Nous avons aussi présenté différents travaux de la littérature
exploitant les images satellites pour la cartographie du sol, la détection de change-
ment de couverture du sol, etc. En effet, l’imagerie satellite est devenue une source
incontournable d’information. Elle permet de répondre à diverses problématiques
dans différents domaines environnementaux et sociétaux dont : la santé humaine,
l’agriculture, le climat, l’énergie, les incendies, les catastrophes naturelles, la crois-
sance urbaine, la gestion de l’eau, les écosystèmes, la biodiversité, etc. L’acquisition
des images satellites au travers des satellites d’observation de la terre a commencé
depuis les années cinquante. Ce domaine a depuis connu une effervescence, plusieurs
satellites ont été mis en orbite par différents états et organismes. Aujourd’hui nous
comptant plus de 5500 satellites en orbite. Plusieurs de ces organismes permettent
l’accès gratuit aux images satellites dont les images Landsat, Sentinel, etc.
Dans cette thèse, nous nous intéressons à l’analyse d’images satellites pour le
suivi de l’évolution des habitats naturels. Nous exploitons les séries temporelles
d’images satellites pour l’observation de l’évolution de la couverture du sol.
Dans ce chapitre, nous introduisons tout d’abord les sites d’étude (Section 2.2).
Nous présentons par la suite les images satellites qui permettrons d’analyser l’évo-
lution de ces sites (Section 2.3). Nous décrirons également l’étape de pré-traitement
de ces images satellites i.e., le calcul d’indices spectraux et la segmentation (Section
2.4). Nous finissons par présenter les cartes d’occupation de ces sites, qui ont été
réalisées par un expert du terrain (Section 2.5).
3.2 Sites d’étude
Dans le cadre de cette thèse, notre analyse a porté sur quatre sites d’étude : (A)
la Basse Plaine de l’Aude (BPA) , (B) la Vallée du Libron (VL), (C) la Montagne
de la Moure et Causse d’Aumelas (MMCA) et (D) le Pic Saint Loup (PSL). Les
Figures 3.2 et 3.1 montrent la localisation de ces sites.
Les quatre sites sont localisés aux sud de la France (Figure 3.1). La Basse Plaine
de l’Aude, la Montagne de la Moure et Causse d’Aumelas et le Pic Saint Loup font
partie de la liste des sites Natura 2000 1. Natura 2000 est un réseau qui groupe
plus de 2500 site naturels ou semi-naturels de l’union européenne dont le but est de
préserver leur diversité biologique (faune et flore).
3.2.1 La Basse Plaine de l’Aude
La Basse Plaine de l’Aude s’étend sur 4500 hectares (Figure 3.3). Localisée au sud
de la France, plus précisément sur le littoral languedocien entre le massif de la Clape
1. https://inpn.mnhn.fr/site/natura2000/listeSites
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Figure 3.1 – Localisation des quatre sites d’étude au sud de la France.
Figure 3.2 – Localisation des sites d’étude : (A) la Basse Plaine de l’Aude, (B) la Vallée
du Libron, (C) la Montagne de la Moure et Causse d’Aumelas et (D) le Pic Saint Loup.
au sud et les collines du Narbonnais au nord. Elle est partagée par les départements
de l’Aude au sud (avec les communes de l’agglomération du Narbonnais) et de
l’Hérault au nord (avec les communes de l’agglomération de la Domitienne).
Traversée par la rivière de l’Aude, ce site est caractérisé par ses zones humides.
En effet, il compte de vastes étangs : l’étang de Vendres, l’étang de la Matte et
l’étang de Pissevaches qui couvrent plus de 40% de sa superficie. On y est trouve
aussi des terres agricoles qui couvrent environ 50% de la superficie du ce site, elles
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se composent principalement de vigne, de céréales ainsi que de prairies temporaires
ou permanentes. Le site inclut également des dunes littorales constituées par la zone
sableuse de l’étang de Pissevaches, l’embouchure de l’Aude et la plage de Vendres.
Ce site compte ainsi une grande diversité de milieux naturels qui ont longtemps été
menacés par des projets touristiques, aujourd’hui abandonnés. La Basse Plaine de
l’Aude représente un lieu important pour les espèces nicheuses ainsi que les espèces
migratrices qui le fréquentent soit pour s’y reproduire, soit pour hiverner ou comme
lieu de halte migratoire.
Figure 3.3 – Localisation de la Basse Plaine de l’Aude.
3.2.2 La Vallée du Libron
Localisée au sud de la France, à 10 kilomètres au nord-est de Bézier, la Vallée
du Libron s’étend sur 1, 655 hectares (Figure 3.4), elle est traversée par une petite
rivière nommée le Libron.
Ce site est principalement composé de parcelles agricoles qui sont localisées près
de la rivière Libron. On y trouve deux types de cultures prédominantes, les céréales
au nord-ouest du site et les vignes au sud-est du site. La Vallée du Libron compte
aussi des zones naturelles essentiellement composées de forêts et de garrigues. Elle
comprend aussi un terrain de golf situé au nord. Dans ce site, la taille des terrains
agricoles et les parcelles forestières est généralement de 6 à 8 ha (c.-à-d. 200 m x
400 m ou plus pour la plupart des cultures) ce qui facilite la distinction entre leurs
limites.
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Figure 3.4 – Localisation de la Vallée du Libron.
3.2.3 La Montagne de la Moure et Causse d’Aumelas
La Montagne de la Moure et Causse d’Aumelas (MMCA) se situe au sud de la
France, entre trois communautés d’agglomération : Montpellier Méditerranée à l’est,
bassin de Thau au sud, vallée de l’Hérault au nord et à l’ouest. Ce site couvre une
superficie de 9369 hectares (Figure 3.5).
La MMCA compte des habitats naturels et semi naturels. Elle est caractérisée par
un paysage forestier. En effet la forêt couvre plus de 70% de sa superficie. Ces forêts
sont principalement composées de garrigue, résineux, lande et broussailles. Ce site est
aussi caractérisé par une activité pastorale ancienne. Cependant l’étalement urbain
de l’agglomération de Montpellier et le risque d’abandon des pratiques pastorales
traditionnelles se présentent comme deux facteurs menaçant la conservation de son
équilibre naturel.
3.2.4 Le Pic Saint Loup
Localisé au sud de la France, le Pic Saint Loup se situe entre le massif des
Cévennes au nord et l’agglomération de Montpellier au sud. D’une superficie de
4420 hectares (Figure 3.6), il compte 8 communes : Cazevieille, Mas de Londres,
Notre Dame de Londres, Rouet, Saint Jean de Cuculles, Saint Martin de Londres,
Saint Mathieu de Tréviers et Valflaunès.
Le Pic Saint Loup est l’un des points forts du paysage régional et présente une
grande diversité d’habitats. Il compte des prairies, des forêts résineuses, des landes,
des garrigues, et aussi des cultures. L’activité humaine telle que l’agriculture et le
pastoralisme ont contribué au façonnement de son paysage. Ce site est marqué par
les montagnes du Pic Saint-Loup (658 m) et de l’Hortus (512 m) qui rassemblent des
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Figure 3.5 – Localisation de la Montagne de la Moure et Causse d’Aumelas.
espèces végétales d’affinité méditerranéenne à montagnarde et recèlent plusieurs es-
pèces rares. De même que la MMCA, le Pic Saint Loup est menacé par l’abandon des
pratiques pastorales et par une fréquentation croissante, en provenance notamment
de l’agglomération montpelliéraine.
Figure 3.6 – Localisation du Pic Saint Loup.
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3.3 Images satellites
Afin de pouvoir analyser et suivre l’évolution de nos quatre sites d’étude, nous
avons constitué une base d’images satellites qui comporte 161 images issues de dif-
férents capteurs comprenant : Spot-2, Spot-4, Spot-5 et Landsat-5. Le Tableau 3.2
montre le nombre d’images par capteur acquises pour chacune de nos quatre zones
d’étude.
Spot-2 Spot-4 Spot-5 Landsat-5
BPA 29 16 8 6
MMCA 21 17 8 0
PSL 25 17 8 0
Vallée du Libron 0 0 0 6
Total 75 50 24 12
Table 3.1 – Le nombre d’images satellites acquises pour chaque zone d’étude et par capteur
(Spot-2, Spot-4, Spot-5 et Landsat-5).
Les images Landsat-5 ont été acquises dans le cadre du programme Investisse-
ments d’Avenir du projet GEOSUD (http ://ids.equipex-geosud.fr/) supporté par
l’agence nationale de la recherche. Tandis que les image Spot-2, Spot-4 et Spot-5
sont disponible dans le cadre du programme Spot World Heritage (SWH) soutenu
par le CNES (Centre national d’études spatiales), de même les images Spot sont
accessible via le site du pôle Théia : https ://theia-landsat.cnes.fr
Les images satellites Landsat et Spot possèdent des caractéristiques bien spéci-
fiques à leur type de capteur (Section 2.3). Ces images satellites ont été organisées
par capteur (Landsat et Spot) et par sites d’étude. Elles ont été réparties en cinq
groupes, chaque groupe constitue une série temporelle d’images satellites : (i) Les
images Landsat-5 ont été organisées en deux groupes de six images décrivant la Val-
lée du Libron et la Basse Plaine de l’Aude sur une période de huit mois. Ces deux
séries temporelles ont permet une étude annuelle de l’évolution de la couverture de
sol de la Vallée du Libron et la Basse Plaine de l’Aude sur une courte période. (ii)
Les image Spot-2, Spot-4 et Spot-5 ont été reparties en trois groupes décrivant la
Basse Plaine de l’Aude, la Montagne de la Moure et Causse d’Aumelas, et le Pic
Saint Loup sur une période de dix-huit ans. Ces séries temporelles ont été exploitées
pour l’étude pluriannuelles de l’évolution de la couverture de sol de la Basse Plaine
de l’Aude, la Montagne de la Moure et Causse d’Aumelas, et le Pic Saint Loup.
3.3.1 Images satellites Landsat
Notre étude de l’évolution annuelle de la couverture du sol a été effectuée sur deux
séries temporelles d’images satellites décrivant la Vallée du Libron et le Basse Plaine
de l’Aude. Ces deux séries temporelles se composent de six images Landsat-5 acquises
en 2009 qui couvrent une période de huit mois, de Février jusqu’en Septembre. Les
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six bandes spectrales des images Landsat-5 ont été exploitées durant notre étude,
à savoir les bandes : bleu, verte, rouge, proche infrarouge, moyen infrarouge 1, et
moyen infrarouge 2. Les Figures 3.7 et 3.8 illustrent les images Landsat-5.
T1 T2 T3 T4 T5 T6 
24-02 05-04 07-05 10-07 19-08 12-09 
Figure 3.7 – Images satellites Landsat-5 acquises de la Basse Plaine de l’Aude.
T1 T2 T3 T4 T5 T6 
24-02 05-04 07-05 10-07 19-08 12-09 
Figure 3.8 – Images satellites Landsat-5 acquises de la Vallée du Libron.
3.3.2 Images satellites Spot
Notre base de données des séries temporelles d’images satellites pluriannuelles
se compose de trois séries temporelles décrivant : la Basse Plaine de l’Aude, la
Montagne de la Moure et Causse d’Aumelas, et le Pic Saint Loup. Chacune des ces
séries se compose de 53, 46, et 50 images respectivement. Les images décrivent les
zones d’étude sur une période de dix-huit ans de 1990 à 2008.
Les Figure 3.9(b), 3.10(b), et 3.11(b) présentent la distribution des images sa-
tellites par année sur les trois sites : la Basse Plaine de l’Aude, la Montagne de la
Moure et Causse d’Aumelas, et le Pic Saint Loup respectivement. Quant aux Fi-
gure 3.9(a), 3.10(a), et 3.11(a), elles présentent la distribution des images satellite
par mois pour chacun des trois sites. Cette période d’acquisition s’étend sur cinq
mois, de Mai jusqu’en Septembre. Cette période offre des conditions atmosphériques
adaptées pour l’acquisition d’images satellites car il y a moins de nuages durant ces
cinq mois.
Les images satellites sont issues de trois capteurs différents dont Spot-2, Spot-4
et Spot-5 qui possèdent un nombre différents de bandes. Afin de constituer une base
de données homogène, nous avons exploité les trois bandes spectrales : verte, rouge,
et proche infrarouge communes aux quatre capteurs.
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Spot-2 Spot-4 Spot-5 Total
BPA 29 16 8 53
MMCA 21 17 8 46
PSL 25 17 8 50
Total 75 50 24 149
Table 3.2 – Le nombre d’images satellites acquises de : la Basse Plaine de l’Aude, la
Montagne de la Moure et Causse d’Aumelas, et le Pic Saint Loup par capteur : Spot-2,
Spot-4 et Spot-5.
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Figure 3.9 – Nombre d’images satellites Spot2, Spot4 et Spot-5 acquises pour la Basse
Plaine de l’Aude par année et par mois.
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Figure 3.10 – Nombre d’images satellites Spot2, Spot4 et Spot-5 acquises pour la Mon-
tagne de la Moure et Causse d’Aumelas par année et par mois.
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Figure 3.11 – Nombre d’images satellites Spot2, Spot4 et Spot-5 acquises du Pic Saint
Loup par année et par mois.
3.4 Pré-traitement des images satellites
Le pré-traitement des images satellites consiste en deux étapes : le calcul d’indices
spectraux et la segmentation. La première étape permet d’enrichir l’information
spectrale des images satellites en calculant des indices spectraux. La deuxième étape
permet d’identifier les unités structurelles des images satellites (parcelle agricole,
forêt,. . .) et de leur générer une représentation objet.
3.4.1 Calcul d’indices spectraux
Notre base de données contient deux type de séries temporelles : les série tem-
porelle Landsat et les séries temporelles Spot. Compte tenu des bandes spectrales
caractéristiques de ces deux types de séries ainsi que la spécificité des sites d’étude
qu’elles décrivent, nous avons calculé des indices spectraux différents. Les indices
spectraux constituent une sur couche d’information spectrale et sont calculés à par-
tir des bandes brutes. Ils exploitent les propriétés de réflectance des surfaces de sol
afin de les caractériser.
3.4.1.1 Images satellites Landsat
Les série temporelles d’images satellites Landsat-5 sont décrit par six bandes
spectrales : bleu, verte, rouge, proche Infrarouge, moyen infrarouge 1, et moyen
infrarouge 2. L’information spectrale de ces images a été enrichie en calculant trois
indices : indice de végétation par différence normalisé (NDVI), Indice de différence
d’eau normalisé (NDWI) et indice de sécheresse visible et à ondes courtes (VSDI).
Ces indices nous permettent de caractériser la végétation.
— Indice de végétation par différence normalisé (NDVI) (Rouse Jr et collab.,
1974) : Le NDVI est calculé en considérant les deux bandes Rouge (R) et
Proche Infrarouge (PIR) selon l’équation : (PIR−R) / (PIR+R). Cet indice
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permet de caractériser le couvert végétal en exploitant ses propriétés qui sont
la forte absorption dans le canal rouge et la forte réflectance dans le canal
proche infrarouge. Les valeurs NDVI sont comprises dans l’intervalle [-1, 1].
Les valeurs négatives correspondent à des couvert non végétaux tels que l’eau
et les nuages, quant à la valeur nulle, elle correspond au sol nu. Tandis que les
valeurs positives correspondent à de la végétation, plus dense est le couvert
végétal plus élevée est la valeur du NDVI.
— Indice de différence d’eau normalisé (NDWI) (Gao, 1996) : Le NDWI est es-
timé à partir des bandes Proche Infrarouge (PIR) et Moyen Infarrouge (MIR).
Il est calculé de même que le NDVI : (PIR−MIR)/(PIR+MIR). Il permet
de surveiller la végétal dans les zones touchées par la sécheresse ainsi que la te-
neur en eau du couvert végétal. De même que le NDVI, il varie entre [-1,1]. Les
valeurs négatives correspondent à un couvert végétal sec, quant aux valeurs
positives, elles correspondent à un couvert végétal vert. En effet, le couvert
végétal vert est caractérisé par une réflectance plus élevée dans le canal proche
infrarouge par apport au canal moyen infrarouge.
— Indice de sécheresse visible et à ondes courtes (VSDI) (Zhang et collab.,
2013) : Le VSDI est évalué en se basant sur les bandes Rouge (R), bleu (B), et
Moyen Infrarouge (MIR). Il est défini par l’équation : 1− (MIR−B) + (R−
B). Cet indice est sensible au changement d’humidité, il permet de surveiller
l’humidité du sol et de la végétation. En ce qui concerne la végétation, les
bandes spectrales moyen infrarouge et rouge sont plus sensibles à la variation
de l’humidité en comparaison à la bande bleu, ainsi calculer la différence de
réflectance entre les bandes les plus sensibles (moyen infrarouge et rouge) et les
bandes les moins sensibles (bleu) permettra de maximiser la variation. Tandis
que pour les surfaces en eau, la réflectance en bande bleu est plus élevée que
la réflectance en bande rouge et moyen infrarouge. Le VSDI varie dans un
intervalle de valeur positive, une valeur inférieure à 1 correspond à des zones
humides (végétation et sol) et une valeur supérieure à 1 représente des surfaces
en eau.
3.4.1.2 Images satellites Spot
Les séries temporelles d’images satellites Spot comptent des images Spot-2, Spot-
4 et Spot-5. Afin de caractériser ces images satellites, nous avons considéré les trois
bandes spectrales en commun : verte, rouge, proche infrarouge. Nous avons aussi
calculé les indice spectraux suivants : l’indice de végétation ajusté au sol (SAVI),
l’indice de brillance (BI), l’indice de couleur (CI), indice de différence d’eau normalisé
(NDWI II), et Indice de végétation par différence normalisé (NDVI). Ces indices sont
introduits pour caractériser la végétation d’une part et les surfaces en eau d’autre
part.
— Indice de végétation ajusté au sol (SAVI) (Huete, 1988) : le SAVI est une
des variantes de NDVI, il permet de corriger les effets de brillance du sol (sol
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clair ou sol foncé) sur la réponse spectrale du couvert végétal, en particulier
le couvert végétal peu dense. Cet indice est calculé à partir des bandes Rouge
(R) et Proche Infrarouge (PIR) en se basant sur l’équation : (1 + L)(PIR −
R)/(PIR + R + L). Le SAVI est calculé de la même façon que le NDVI tout
en intégrant un facteur de correction de la luminosité du sol (L).
— Indice de brillance (BI) (Girard et Girard, 2010) : Le BI permet d’estimer le
brillance du sol en utilisant la bande Rouge (R) et la bande Proche Infrarouge
(PIR), il est par l’équation :
√
(R2 + PIR2). Cet indice permet de discriminer
le couvert végétal de sol nu. En effet, la végétation, qu’elle soit verte ou sèche,
est souvent plus sombre que le sol sur lequel elle se développe. Il permet aussi
de distinguer les différents états pour un même sol nu en fonction de sa teneur
en eau. Les plages, par exemple, sont caractérisées par une brillance élevée,
tandis que les zones d’eau et les zones humides sont sombres.
— Indice de couleur (CI) : Le CI permet de caractériser le sol, il est calculé à
partir des bandes Verte (V) et Rouge (R) par l’équation : (R − V )/(R + V ).
Plusieurs travaux ont montré la forte corrélation entre les couleurs des sols et
leurs réflectances dans les bandes du visible (Escadafal, 1993). La réponse
spectrale du sol est influencé par sa composition, ainsi le CI combiné au BI et
au NDVI permet de déterminer sa couverture.
— Indice de différence d’eau normalisé (NDWI II) : le NDWI II permet de carac-
térisé les surfaces en eau, il est dérivé à partir des bandes Verte (V) et Proche
Infrarouge (PIR) : (V − PIR)/(V + PIR). La bande verte permet de maxi-
miser la réflectance des surfaces en eau, tandis que la bande proche infrarouge
permet de minimiser leur réflectance. La bande proche infrarouge permet aussi
de maximiser la réflectance du couvert végétal. Ainsi les valeurs positives de
cet indice sont assimilées aux surfaces en eau et les valeurs négatives ou nulles
sont assimilées à de la végétation.
— Indice de végétation par différence normalisé (NDVI) : Voir Section 3.4.1.1
3.4.2 Segmentation
L’étape de segmentation vise à partitionner l’image en un ensemble de seg-
ments/objets (Blaschke, 2010). Les objets représentent des entités homogène du
paysage : parcelle agricole, forêt, etc. Ils sont constitués d’un ensemble de pixels
voisins similaires. Les critères de similarité adoptés sont : spectrale, texturale et
spatiale. Ils sont définis différemment selon la méthode de segmentation adoptée. Il
existe plusieurs méthodes de segmentation dans la littérature. Dans le cadre de notre
thèse, nous avons utilisé deux méthodes de segmentation différentes. Les série tem-
porelles d’images satellites Landsat ont été segmentées en appliquent l’algorithme
de segmentation multirésolution (Baatz et Schäpe, 2000), tandis que les séries
temporelles d’images satellites Spot ont été segmentées en appliquant l’algorithme
mean shift (Comaniciu et Meer, 2002). Des expérimentations empiriques nous ont
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permet d’identifier l’algorithme et les paramètres adéquats pour les images satellites
Landsat et Spot utilisées.
3.4.2.1 Image satellites Landsat
Les images Landsat-5 décrivant la Vallée du Libron et la Basse Plaine de l’Aude
on été segmentées en utilisant l’algorithme de segmentation multirésolution. Cet
algorithme est disponible dans l’outil eCognition Developer 8.8.1. La segmentation
est basée sur l’ensemble de tout les descripteurs des images, à savoir les six bandes
spectrales et les trois indices calculés. Chaque image a été segmentée indépendam-
ment des autres images de la série temporelle. Le Tableau 3.3 reporte les résultats de
l’étape de segmentation. Nous notons que 3373 objets ont été identifiés sur la Basse
Plaine de l’Aude, tandis que sur la Vallée du Libron, seulement 1218 objets ont été
extrait. En effet, la superficie du premier site est plus grande que la superficie du
deuxième site.
Pixel Objet
Basse Plaine de l’Aude 53 782 3 373
Vallée du Libron 18 394 1 218
Table 3.3 – Le nombre d’objets résultant de la segmentation des STIS annuelles décrivant
la Basse Plaine de l’Aude et la Vallée du Libron.
3.4.2.2 Image satellites Spot
Les séries temporelle pluriannuelles décrivant la Basse Plaine de l’Aude, la Mon-
tagne de la Moure et Causse d’Aumelas et le Pic Saint Loup ont été segmentées
en utilisant l’algorithme mean shift disponible sous le logiciel open source de traite-
ment d’image satellite QGIS. L’information spectral utilisée lors de la segmentation
compte les trois bandes spectrales brutes et l’indice de végétation par différence nor-
malisé. De même chaque image a été segmentée indépendamment des autres images
de la série. Les résultats obtenus sont reportés dans le Tableau 3.4. La MMCA re-
présente le site le plus grand parmi nos sites d’étude ce qui explique le grand nombre
d’objet détectés lors de la segmentation. Le nombre d’objets détectés dans la Basse
Plaine de l’Aude quant à lui reflète l’hétérogénéité de l’occupation du sol sur ce site.
Tandis que Pic Saint Loup est caractérisé par un paysage homogène, ce qui explique
le nombre d’objets résultant de sa segmentation.
3.5 Données de références
Chacune des séries temporelles a été analysée par un expert du terrain afin
d’identifier la couverture de sol des différents sites d’étude. Dans ce qui suit, nous
présentons les cartes d’occupation du sol de chaque site d’étude.
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Pixel Objet
Basse Plaine de l’Aude 116358 13075
Montagne de la Moure et Causse d’Aumelas 237886 17288
Pic Saint Loup 124312 12184
Table 3.4 – Le nombre d’objets résultant de la segmentation des STIS pluriannuelles
décrivant la Basse Plaine de l’Aude, la Montagne de la Moure et Causse d’Aumelas et le
Pic Saint Loup.
3.5.1 Images satellites Landsat
La Basse Plaine de l’Aude et la Vallée du Libron sont décrites au travers de séries
temporelles d’images satellites issues du capteur Landsat-5. Leur analyse par un
expert du terrain a permis d’identifier onze types de couverture du sol sur le premier
site et neuf types de couverture du sol sur le deuxième. L’expert a aussi identifié
quelques zones inclassables sur les deux sites. La Figure 3.12 décrit la nomenclature
déterminée pour chacun des deux sites. La Basse Plaine de l’Aude est caractérisée
par la diversité de son occupation du sol, on y est trouve : des couverts végétaux,
des zones humides, des étangs et aussi des zones littorales (plage). La Vallée du
Libron est prédominée par le couvert végétal (forêt, culture, etc), on y est trouve
aussi quelques zones urbanisées et espaces artificialisés.
Forêt 
Végétation sclérophylle 
Orge 
Semences 
Terre arable 
Culture permanente 
Zone urbanisée 
Espace artificialisé  
Parcelles gels ou sans information 
Inclassable 
Zone humide maritime 
Territoire agricole 
Légume et lagune littorale 
Estive et lande 
Céréale 
Culture permanente 
Réseau routier 
Plage 
Inclassable 
Equipement loisir et sportif 
Rivière et ripisylve 
Etang 
BPA Vallée du Libron  
Figure 3.12 – La répartition des classes de couverture du sol identifiées dans les deux
sites : la Basse Plaine de l’Aude et la Vallée du Libron.
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3.5.2 Image satellites Spot
Les série temporelles d’images satellites décrivent la Basse Plaine de l’Aude, la
Montagne de la Moure et Causse d’Aumelas et le Pic Saint Loup sont issue du
capteur Spot. La Figure 3.14 décrit les différent types d’occupation du sol de chaque
site. La Basse Plaine de l’Aude compte six classes dont les couverts végétaux, les
zones humides, les surface en eau et les plages. La MMCA est caractérisée par un
paysage naturel prédominé par la végétation répartie en cinq classes : forêt, culture,
espace ouvert avec peu ou sans végétation, milieu à végétation arbustive et vignoble.
Le Pic Saint Loup est lui aussi prédominé par la végétation, il compte six classes
dont culture, forêt, espace couvert avec peu ou sans végétation, milieu a végétation
arbustive, vignoble et quelques espaces artificialisés.
Les trois sites partagent certaines occupations du sol comme illustré dans la
Figure 3.13. Les classes en commun sont au nombre de trois dont : culture, milieu à
végétation arbustive, et vignoble. Le Pic Saint Loup et la Montagne de la Moure et
Causse d’Aumelas partagent aussi deux occupation du sol qui sont : espace ouvert
avec peu ou sans végétation et forêt.
Territoire artificialisé   
Culture 
Forêt 
Espace ouvert avec peu ou sans végétation 
Milieu à végétation arbustive 
Vignoble 
Culture 
Forêt 
Espace ouvert avec peu ou sans végétation 
Milieu à végétation arbustive 
Vignoble 
Plage 
Culture 
Surface en eau 
Zone humide 
Milieu à végétation arbustive 
Vignoble 
Pic Saint loup BPA MMCA 
Figure 3.13 – La répartition des classes de couverture du sol identifiées dans les trois sites.
Les classes en commun sont : culture, milieu à végétation arbustive, et vignoble.
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• Culture 
• Milieu à végétation arbustive 
• Vignoble 
Pic Saint Loup  
BPA 
MMCA 
• Espace ouvert avec peu 
ou sans végétation 
• Forêt 
• Territoire artificialisé 
• Plage 
• Surface en eau 
• Zone humide 
Figure 3.14 – Les classes de couverture du sol identifiées dans les trois sites : la Basse
Plaine de l’Aude, la Montagne de la Moure et Causse d’Aumelas et le Pic Saint Loup . Les
classes en commun sont : culture, milieu à végétation arbustive, et vignoble.
3.6 Conclusion
Dans cette thèse, nous nous intéressons au suivi de l’évolution des zones natu-
relles et semi-naturelles par imagerie satellite. Afin d’atteindre cette objectif, nous
allons adopter une analyse d’images satellites orientée object en s’appuyant sur les
méthodes d’apprentissage non supervisées et semi-supervisées. Afin de valider nos
approches, nous avons sélectionné quatre sites d’étude : la Basse Plaine de l’Aude,
la Vallée du Libron, MMCA et le Pic Saint Loup, localisés au sud de la France.
Dans ce chapitre, nous avons d’abord présenté ces quatre sites étude ainsi que les
images satellites décrivant chacun d’eux. Ces images satellite sont issues de capteurs
différents (Spot et Landsat) possédant des caractéristiques spécifiques. Nous avons
ensuite décrit les étapes de pré-traitement de ces images. Enfin, nous avons analysé
la couverture du sol des quatre sites.
Dans les chapitres suivant (Chapitres 4, 5 et 6), nous allons présenter les dif-
férentes méthodes d’analyse de séries temporelles d’image satellite proposées ainsi
que leur application aux données décrites dans ce chapitre.
Chapitre 4
Analyse non supervisée de séries
temporelles d’images satellites
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4.1 Introduction
L’objective de notre thèse est l’étude des dynamiques des habitats naturels et
semi-naturels par télédétection. Dans le chapitre 2, nous avons présenté les princi-
pales approches d’analyse d’images satellites. La littérature foisonne de méthodes
de cartographie du sol. On distingues les approches orientées pixel des approche
orientées objet.
Les premières approches d’analyse se basent sur les pixels qui sont la plus petite
unité de l’image, cette unité n’apporte pas une analyse sémantique du paysage.
Tandis que les approches orientées objet traitent des images segmentées sur les
quelles des unités structurales du paysage ont été identifiées.
Nous travaux s’inscrivent dans ce contexte. Dans ce chapitre, nous présentons la
première de nos deux propositions qui ont pour objective l’analyse non supervisée
des dynamiques des habitats naturels et semi-naturels. L’objectif général de notre
proposition est l’exploitation des séries temporelles d’images satellites segmentées
pour une analyse orientée objet (OBIA- Object Oriented Image Analysis) des évo-
lutions des entités spatio-temporelles pour l’identification et la mise en évidence des
patrons d’évolution.
Les travaux d’analyse de STIS, déjà présents dans le littérature traitent de la
détection de changements en comparant deux images satellites segmentées. La pro-
blématique principale qui en ressort est l’alignement des objets dans une série tem-
porelle. En effet, quand il s’agit d’aligner des pixels, il suffit de superposer les images
satellites. Il est plus fastidieux pour l’alignement d’objets car il n’y pas de corres-
pondance un à un entre les images. Afin de remédier a cette problématique, nous
proposons la méthode nommée Evolution Graph Based Clustering.
Cette méthode compte trois étapes : (i) la détection des entités spatio-temporelles
(objets de référence), (ii) la construction des graphes d’évolutions et (iii) le clustering
des graphes d’évolutions.
Les entités spatio-temporelles représentent les objets à analyser, les graphes
d’évolutions permettent quant à eux d’illustrer l’évolution des entités spatio-
temporelles et finalement le clustering des graphes permet d’organiser et de mettre
en évidence des objets qui évoluent de la même façon mais aussi des patrons d’évo-
lution.
La représentation des évolutions des objets par graphe a été introduite par (Gut-
tler et collab., 2017). Nous avons adopté la même représentation. Nous avons pro-
posé une méthode d’analyse adaptée aux graphes. Afin de valider notre travail et de
le situer dans l’état de l’art, nous l’avons comparé aux méthodes d’analyse basées
pixel.
Dans ce chapitre, nous décrivons les différents étapes de la méthode proposée
pour l’analyse des séries temporelles d’images satellites orientée objet ( section 4.2).
Nous présentons aussi les résultats expérimentaux obtenus (section 4.3).
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4.2 Analyse non supervisée des STIS
Dans cette section, nous présentons le processus général de notre méthodologie
d’analyse des séries temporelles d’images satellites puis, nous décrivons en détail
chacune de ses étapes.
4.2.1 Vue globale de l’approche
La Figure 4.1 décrit le processus global de notre méthode d’analyse des séries
temporelles d’images satellites. Cette méthode compte trois étapes : la détection des
objets de référence, la construction des graphes et le clustering des graphes. Étant
donnée une zone d’étude à analyser, nous considérons une série temporelles décri-
vant cette zone ainsi que les données de segmentation qui lui correspondent. Tout
d’abord, les objets résultants de la segmentation de la série temporelle sont filtrés
afin de sélectionner un sous-ensemble d’objets nommé, objets de référence (Fi-
gure 4.1 (Étape 1)). Ensuite, pour chaque objet de référence, est construit un graphe
nommé, graphe d’évolution. Le graphe d’évolution permet de décrire l’évolution
de l’objet de référence, au travers du temps, en terme de couverture du sol. Il est
construit en considérant les objets couvrant la même étendue spatiale que l’objet de
référence dans toute les images satellites de la série (Figure 4.1 (Étape 2)). Pour
chaque objet de référence sélectionné lors de la première étape, il est construit un
graphe d’évolution. Une fois tout les graphes d’évolutions construits, ils sont ana-
lysés et regroupés dans des groupes homogènes. Cette étape est nommée clustering
des graphes (Figure 4.1 (Étape 3)). Elle permet, via des algorithmes de clustering
de mettre en évidence les graphes représentant des objets de référence qui évoluent
similairement. Cette dernière étape a pour objectif d’organiser et d’identifier des
patrons d’évolutions dans nos zones d’étude.
4.2.2 Détection des entités spatio-temporelles
Les entités spatio-temporelles correspondent aux objets de référence d’intérêt à
analyser. Un objet de référence peut représenter, par exemple, une parcelle agricole.
Dans ce cas là, le phénomène à observer serait le cycle de croissance des plantations.
Les objets de référence constituent un sous-ensemble de O c’est-à-dire les objets
issue de la segmentation de la série temporelle sont analysés afin d’en sélectionner
un sous ensemble dit, objets de référence (RefObjs). Ce processus de détection se
base sur l’hypothèse suivante : un phénomène à observer est défini par une étendue
spatiale (nombre de pixel qu’il couvre) dans chaque image de la série. La nature
du phénomène influence sur son étendue spatiale qui peut changer de taille. Nous
présentons comme exemple l’évolution d’un lac. En saison d’hiver, le lac est rempli
d’eau tandis qu’en saison d’été, le lac s’assèche et l’eau recouvre alors moins de
surface. Afin de pouvoir observer ce phénomène, l’objet de référence qui doit être
considéré est l’étendue du lac en période d’hiver. Cela permet d’avoir une information
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Figure 4.1 – Schéma général décrivant les différentes étapes du processus d’extraction et
d’analyse des entités spatio-temporelles (objets de référence).
complète pour observer le processus d’assèchement du lac. Ainsi nous sélectionnons
les objets les plus grands de la série temporelle.
La détection des objets de référence est traité comme un problème de recouvre-
ment. Les objets de référence sont sélectionnés de manière à couvrir le maximum
possible de la zone d’étude en minimisant leur chevauchement. En effet, nous consi-
dérons des objets appartenant à toute la série, deux objets appartenant à deux
images différentes peuvent ainsi se chevaucher.
L’algorithme 3 décrit la procédure de détection des objets de référence qui reçoit
en entrée deux paramètres : CandidateObj et α. Le premier paramètre représente
l’ensemble des objets candidats, celui-ci est un sous-ensemble de O, pour chaque
pixel de la zone d’étude on sélectionne l’objet le plus grand de la série le couvrant.
Tandis que le deuxième définit un seuil de chevauchement entre les objets de réfé-
rence (RefObj). Ce processus est itératif, à chaque itération tous les objets sont
pondérés (ligne 8-12) et l’objet dont le poids est le plus élevé est sélectionné (ligne
15-17) et ajouter à l’ensemble des objets de référence (ligne20-21), tandis que les
objets dont le poids est inférieur à α sont écartés (ligne 13-14 ).
Les poids des objets définissent leur pertinence, ou non, à être analysé. Le pro-
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Algorithme 3 : DétectionRefObj(CandidateObj, α)
1: Entrées : CandidateObj
2: α
3: Sorties : RefObj
4: RefObj = ∅
5: poids = 0
6: tant que |Objets| > 0 faire
7: obj = NULL
8: max_poids = −1
9: pour tout o ∈ Objets faire
10: //Pondération des objets
11: si Pix(o)
⋂
Pix(RefObj) = ∅ alors
12: poids = |Pix(o)|
13: sinon
14: poids = |Pix(o)−Pix(RefObj)|
|Pix(o)|
15: fin si
16: //Elimination des objets dont le poids est inférieur au seuil fixé
17: si poids < α alors
18: Objets = Object - o
19: //Sélection de l’objet dont le poids est maximal
20: sinon si Poids > max_poids alors
21: max_poids = poids
22: obj = o
23: fin si
24: fin pour
25: //Ajout de l’objet sélectionné à l’ensemble des objets de référence
26: si obj 6= NULL alors
27: RefObj = RefObj ∪ obj
28: fin si
29: fin tant que
30: retourner RefObj
cessus de pondération se base sur l’étendue spatiale de l’objet (nombre de pixel qu’il
couvre) ainsi que sur la zone couverte (les pixel couvert) par les objets de référence
déjà sélectionnés. Ce poids est égal à la taille du l’objet si celui-ci ne chevauche pas
l’ensemble des objets de référence déjà sélectionnés (ligne 8-9). Si au contraire l’objet
chevauche les objets de référence déjà sélectionnés, son poids est égal au ratio entre
le nombre de pixel de l’objet non couvert par l’ensemble des objets de référence déjà
sélectionnés, et sa taille (ligne 11).
En résumé, le processus de détection des objets de référence commence d’abord
par sélectionner tous les objets les plus grands de la série qui ne se chevauchent
pas, puis sélectionne ceux dont le chevauchement est inférieur à α. Ce processus se
termine lorsque les objets de référence couvrent toute la zone d’étude ou bien le taux
chevauchement entre les objets ne satisfait plus le seuil α.
4.2.3 Construction des graphes d’évolution
Une fois tous les objets de référence sélectionnés, l’étape suivant est l’observa-
tion de leur dynamique comme par exemple, l’évolution d’une parcelle agricole qui
compte la saison de levé de culture et la saison de récolte.
Pour chaque objet de référence o∗ sélectionné précédemment, on construit un
graphe d’évolution noté Go∗ . Un graphe d’évolution est un graphe acyclique orienté,
54
CHAPITRE 4. ANALYSE NON SUPERVISÉE DE SÉRIES TEMPORELLES
D’IMAGES SATELLITES
il est défini par un ensemble de nœuds et un ensemble d’arcs, Go∗ = (Vo∗ , Eo∗).
L’ensemble de nœuds Vo∗ correspond aux objets de la série temporelle quand à
l’ensemble d’arcs Eo∗ , il correspond au lien entre les objets.
La construction des graphes d’évolution se fait en trois étapes : (i) La définition
de l’ensemble de nœuds, (ii) l’organisation des nœuds en couches et (iii) la définition
de l’ensemble des arcs.
La premier étape consiste à sélectionner les objets qui correspondent aux nœuds
du graphe. Pour cela, nous considérons l’étendue spatiale de l’objet de référence.
Nous sélectionnons sur chaque image de la série les objets qui recouvrent les même
pixels que l’objet de référence. Étant donné que chaque image est segmentée indé-
pendamment, il y a pas de correspondance un à un entre les objets des images. Ainsi
pour chaque objet de référence, nous identifions l’ensemble d’objets le plus optimal
qui couvre les même pixels, c’est-à-dire le plus petit ensemble d’objets qui couvre
la même étendue spatiale en évitant de perdre de l’information (les objets couvrent
moins de pixel que l’objet de référence) et d’inclure du bruit (les objets couvrent
plus de pixel que l’objet de référence). Les objets sélectionnés doivent répondre à
deux critères : un nombre suffisant de pixels de l’objet se chevauchent avec l’objet
référence ou l’objet couvre un nombre suffisant de pixels de l’objet de référence.
Ces deux critères sont formalisés au travers de deux seuils, σ1 et σ2 respectivement.
L’équation 4.1 définit l’ensemble de nœuds du graphe Go∗ .
Vo∗ = {o|o ∈ O,
|Pix(o∗) ∩ Pix(o)|
|Pix(o)|
≥ σ1 ou
|Pix(o∗) ∩ Pix(o)|
|Pix(o∗)|
≥ σ2} (4.1)
Où :
— O représente l’ensemble des objets ;
— o est un objet de O ;
— o∗ est un objet de référence ;
— Pix(o) représente l’ensemble de pixels couvert par l’objet o.
Ainsi pour chaque image de la série, on sélectionne un groupe d’objets. Les
groupes sont ensuite ordonnés dans le temps en se basant sur les dates d’acquisition
des images satellites qui leur correspondent. Les objets appartenant à deux images
successives sont ensuite reliés, un arc est défini entre chaque pair d’objets qui se
chevauchent. Le nœud source de l’arc est définit par l’objet dont la date d’acquisition
est la plus antérieure tandis que le nœud destination est définit par l’objet dont la
date d’acquisition est la plus postérieure. L’équation 4.2 définit l’ensemble des arcs
du graphe Go∗ .
Eo∗ = {(o
i, oj)|oi ∈ OTl ∩ Vo∗ , o
j ∈ OTl+1 ∩ Vo∗ , P ix(o
i) ∩ Pix(oj) 6= ∅} (4.2)
Où :
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— OTl and OTl+1 représentent l’ensemble des objets correspondant aux images ITl
et ITt+1 respectivement ;
— oi and oj sont des objets des images ITl et ITl+1 respectivement ;
— Pix(oi) représente l’ensemble des pixels couverts par l’objet oi ;
La figure 4.2 illustre un exemple de graphe d’évolution correspondant à un objet
de référence de la Vallée du Libron. Ce graphe d’évolution se compose de six groupes
d’objets correspondant aux six images de la série temporelle d’images satellites an-
nuelle décrivant la Vallée du Libron. Les groupes d’objets sont ordonnés en couche
de gauche à droite selon la ligne du temps. L’objet de référence correspond au nœud
orange. Les objets appartenant à la même image ne sont pas reliés entre eux, seuls
les objets de deux images différentes et dont les dates d’acquisition sont successives
sont reliés.
T1 T2 T3 T4 T5 T6 
24-02 05-04 07-05 10-06 19-08 12-09 
Figure 4.2 – Exemple d’un graphe d’évolution représentant l’évolution d’une zone couverte
par de la végétation sclérophylle identifiée dans la deuxième image T2 (l’objet orange).
4.2.4 Clustering des graphes d’évolution
Le clustering des graphes d’évolutions représente la dernière étape de notre mé-
thodologie d’analyse des dynamiques des entités spatio-temporelles (objets de ré-
férence). Les graphes d’évolution sont transformés en synopsis. Les synopsis sont
définis comme une séquence d’objets, ils sont utilisés pour estimer les distances
entre les graphes d’évolutions qui leur correspondent.
Les synopsis permettent de résumer l’information spectrale des graphes d’évolu-
tions, ils correspondent une séquence d’objets. Les objets qui composent les synopsis
résultent de l’agrégation pondérée des objets des graphes d’évolutions. la figure 4.3
illustre la méthode de construction des synopsis.
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Figure 4.3 – Procédure de génération des synopsis à partir des graphes d’évolution.
La premier étape dans le processus de transformation du graphe en synopsis est
l’extraction de ses chemins. Un chemin est défini comme une séquence ordonnée
d’objets adjacents (lié par des arcs). Tel que nous définissons les chemins, le premier
objet de la séquence, noté s, doit appartenir à la première image de la série temporelle
c’est-à-dire, s = oi tel que oi ∈ OT1 ∩ Vo∗ . Quant au dernier objet, noté v, de
ce chemin, il doit appartenir à la dernier image de la série temporelle, c’est-à-dire,
v = oj tel que oj ∈ OTK ∩Vo∗ . L’ensemble des chemins extraits du graphe d’évolution
Go∗ est noté, PGo∗ .
En considérant la structure particulière des graphes d’évolution, les chemins qui
les composent contiennent chacun T objets, c’est-à-dire un objet par image. Quant
à l’objet de référence, il est contenu dans tous les chemins.
Une fois l’ensemble des chemins PGo∗ extraits pour chaque graphe d’évolution, les
synopsis sont générés. Les synopsis sont définis comme une séquence de K objets,
un objet ÕTl par image ITl . Chaque objet ÕTl est le résultat d’une aggrégation
pondérée des valeurs radiométriques des objets appartenant à l’image ITl de chacun
des chemins.
L’agrégation pondérée des objets permet de donner plus d’importance aux objets
les plus influents dans les graphes d’évolution. Un objet est considéré comme étant
influent s’il concerne plusieurs chemins du graphe. L’étape d’agrégation (Fig. 4.3(c))
calcule la moyenne des valeurs radiométriques des objets en associant à chaque ob-
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jet un poids égal au nombre de chemins dans lesquels il apparait. Chaque objet est
sommé autant de fois qu’il apparait dans un des chemins du graphe d’évolution.
Considérant l’exemple donné par la figure 4.3, nous considérons un graphe d’évolu-
tion qui se compose de quatre groupe d’objets (issues d’une série temporelle qui se
compose de quatre images). Nous pouvons observer que l’objet o1T1 apparait dans
quatre chemins tandis que l’objet o2T1 apparait dans deux chemins. Ainsi l’objet o
1
T1
est plus important que l’objet o2T1 . Les deux objet sont donc pondérés différem-
ment, l’objet o1T1 a un poids égal à quatre et l’objet o
2
T1
a un poids égal à deux.
L’équation 4.3 définit le calcul des objets des synopsis.
Info(ÕTl) =
∑
oTl∈PGo∗
Info(oTl)
|PGo∗ |
(4.3)
Chaque graphe d’évolution est alors assimilé à un synopsis dont l’information
radiométrique lui est équivalente. Ainsi la distance entre chaque paire de synopsis
est équivalente à la distance entre leur graphes d’évolutions respectives. Considérant
deux graphes d’évolution G1 and G2, nous générons d’abord leur synopsis respectif
syn1 et syn2. Pour estimer la distance entre les deux synopsis syn1 et syn2, on
calcule la distance entre leurs objets comme défini par l’équation 4.4.
dists(syn1, syn2) =
∑|syn1|
l=1 dist(syn1[Tl], syn2[Tl])
|syn1|
(4.4)
La distance entre deux objets est donnée par la distance euclidienne entre leur
vecteur d’information radiométrique comme définit par l’équation 4.5.
dist(ÕTl , ÕT ′l ) = ||Info(ÕTl)− Info(ÕT ′l )||2 (4.5)
Pour chaque paire de synopsis, nous calculons une distance équivalente à la dis-
tance entre leur graphe d’évolution respectif. Cette procédure nous permet ainsi
de construire une matrice de distance contenant la distance entre chaque paire de
graphes d’évolution. Cette matrice est ensuite utilisée pour détecter des groupes de
graphes d’évolution homogènes qui correspondent à des entités spatio-temporelles
dont les dynamiques sont similaires. Le partitionnement des graphes d’évolution, dit
clustering des graphes d’évolution, est réalisé en appliquant des algorithmes d’ap-
prentissage non supervisé (Tan et collab., 2005)(algorithme de clustering : clustering
Hiérarchique, K-Means, clustering Spectral , DBSCAN, etc.) sur la matrice de dis-
tance indépendamment des données des graphes d’évolution.
4.3 Expérimentations
Afin de valider notre méthode d’analyse des évolutions des entités spatio-
temporelles, nous avons mené des expérimentations sur les deux séries temporelles
d’images satellites annuelles décrivant la Vallée du Libron et la Basse Plaine de
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l’Aude (Section 3.3.1). Nous présenterons, dans ce qui suit, les résultats obtenus.
Nous décrivons tout d’abord l’approche adoptée pour le choix des paramètres. En-
suite nous présentons les résultats quantitatifs issus de la comparaison de notre mé-
thode à celles de l’état de l’art. Enfin, nous analysons quelques exemples de graphes
d’évolution générés sur les deux sites.
4.3.1 Sélection des paramètres
La méthode d’analyse des évolutions des entités spatio-temporelles intègre trois
paramètres : α, σ1, et σ2. Ces trois paramètres varient dans l’intervalle [0, 1].
Le paramètre alpha intervient dans l’étape de détection des objets de référence
et permet de sélectionner l’ensemble des objets de référence le plus pertinent c’est-
à-dire, l’ensemble des objets de référence qui permet de couvrir le maximum de la
zone d’étude en minimisant le chevauchement des objets.
Les deux paramètres, σ1 et σ2, interviennent dans l’étape de construction des
graphes d’évolutions. Ils permettent de sélectionner les nœuds du graphe.
Les valeur de ces trois paramètres sont fixées automatiquement en se basant sur
deux indicateurs : la couverture des graphes d’évolution et le chevauchement des
graphes d’évolution :
— La couvertures des graphes d’évolution : la couverture d’un graphe d’évolution
est défini par la surface couverte par tous les objets du graphe d’évolution
toutes images confondues. La couvertures des graphes d’évolution est l’union
des couvertures de chaque graphe d’évolution.
— Le chevauchement des graphes d’évolution : le chevauchement des graphes
d’évolution correspond au chevauchement entre la couverture des graphes
d’évolution. Ce chevauchement est défini par la surface couverte par au moins
deux graphes d’évolution ou plus.
Nous avons proposé une approche heuristique afin de sélectionner les valeurs de
ces trois paramètres. Nous avons d’abord fait varier les trois paramètres dans l’inter-
valle [0, 1] avec un pas de 0.5. Ensuite, pour chaque combinaison de valeurs possibles
pour les trois paramètres, nous avons généré l’ensemble des graphes d’évolution lui
correspondant. Nous avons enfin rapporté le taux de couverture des graphes d’évo-
lution ainsi que leur taux de chevauchement.
La figure 4.4 présente le taux de couverture des graphes d’évolutions construit
pour les différentes combinaisons possibles des paramètres sur les deux zones
d’étude : la Basse Plaine de l’Aude (figure 4.4 (a)) et la Vallée du Libron (figure 4.4
(a)).
Nous observons sur la figure 4.4 que plus de 50% des combinaisons génèrent un
ensemble de graphes d’évolution qui couvre plus de 95% de la zone d’étude, aussi
bien pour la Basse Plaine de l’Aude que pour la Vallée du Libron. En s’appuyant
sur ces résultats, nous avons fixé un seuil τ pour la couverture des graphes égal à
95%.
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Figure 4.4 – Taux de couverture des graphes d’évolution générés par les différentes com-
binaisons sur les trois sites d’étude (a) la Basse Plaine de l’Aude et la (b) Vallée du Libron
.
Nous avons sélectionné toutes les combinaisons qui permettent de générer un
ensemble de graphes d’évolution couvrant 95% au plus de la zone d’étude. Parmi
ces combinaisons, nous avons ensuite sélectionné la combinaison qui correspond à
l’ensemble des graphes d’évolutions dont le chevauchement est minimal. Les valeurs
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définies sur les deux zones d’étude sont reportées dans le tableau 4.1.
α σ1 σ2 taux de cou-
verture des
graphes
taux de che-
vauchement
des graphes
Basse Plaine de l’Aude 0.8 0.4 0.95 95.5 34.7
Vallée du Libron 0.7 0.45 0.85 95.2 24
Table 4.1 – Valeurs des paramètres α, σ1 et σ2 définis sur la basse plaine d’aude et la
Vallée du Libron.
Les valeurs définies pour ces paramètres ont permis de construire 81 graphes
d’évolution sur la Vallées du Libron couvant 95.2% de ce site et 194 sur la Basse
Plaine de l’Aude avec un taux de couverture de 95.5%.
4.3.2 Protocole d’évaluation quantitative
Afin d’évaluer notre méthode, nous avons interrogé un expert du terrain qui établi
une classification de notre zone d’étude. Une fois les graphes d’évolution construits
sur chacun des sites d’étude, nous avons fourni les objets de de référence à l’expert
qui les a classés dans différentes classes. L’expert du terrain a défini onze classes
pour les objets de référence de la Basse Plaine de l’Aude et neuf classes pour ceux
de la Vallée du Libron.
Nous avons utilisé cette classification experte pour valider nous résultats auto-
matique. Le critère d’évaluation adopté est la similarité entre le partitionnement
automatique et le partitionnement de l’expert, plus les deux partitionnements sont
proches meilleure sont nos résultats. Afin d’évaluer la similarité entre les deux parti-
tionnements, nous nous somme appuyés sur les Indices de qualité externes (Section
2.2.4.2).
En outre, nous avons aussi évalué les performances de la notre méthode, nom-
mée EGraphClustering (Evolution Graph Based Clustering), à ceux proposées dans
l’état de l’art. Nous avons comparé notre méthode qu’est basée objet aux méthode
traditionnelle basée pixel. Nous avons considéré trois méthodes :
— Pixel-Based Clustering : La première méthode exploite des images satellites
brutes pour constituant des séries temporelles de pixels à analyser. Une sé-
rie temporelle de pixels est une séquence ordonnée de valeurs radiométriques
associées au pixel observé dans chaque image de la série temporelle.
— RObject-Based Clusteing : La deuxième approche se base sur une analyse par
objet et s’appuie uniquement sur l’information radiométrique des objets de
référence en ignorant la dimension temporelle des données
— Pixel-Object-Based Clustering : Cette dernière méthode Petitjean et collab.
(2012b) combine l’analyse objet a l’analyse pixel. elle définit des série tempo-
relle de pixels comptant l’information radiométrique du pixel ainsi que celle
de son objet dans chaque image de la série temporelle.
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L’objectif de la comparaison est double, Nous considéreront d’abord la pertinence
de l’information temporelle pour le clustering, en comparant les résultats du clus-
tering des objets de référence aux résultats du clustering des graphes d’évolutions
(EGraphClustering vs. RObject-Based Clustering). Puis nous évaluons la pertinence
de l’analyse par objet par rapport à l’analyse par pixel, nous combinons la dimen-
sion temporelle et spatiale des données en utilisant la représentation par graphe des
entités spatio-temporelles (EGraphClustering vs. Pixel-Based Clustering et Pixel-
Object-Based Clustering).
Nous proposons dans ce chapitre une approche d’analyse orientée objet. Ainsi, il
serai plus judicieux de se comparer à d’autre approches qui sont elles aussi orientées
objet. Cependant, à notre connaissance il n’existe pas dans la littérature de méthode
d’analyse de séries temporelles orientée objet.
Afin d’identifier des groupes d’évolutions homogènes, nous avons analysé les
graphes d’évolutions à l’aide des algorithmes de clustering. Nous avons utilisé pour
cela deux algorithmes différents : l’algorithme de clustering spectral et l’algorithme
de clustering hiérarchique (Section 2.2.2). En ce qui concerne la validation des résul-
tats, deux indices de validation, les plus utilisés dans la littérature, ont été employés
à savoir l’Indice de Rand Ajusté (ARI) et l’Information Mutuel Normalisée (NMI)
(Section 2.2.4.2).
4.3.3 Résultats de l’évaluation quantitative
Les tableaux 4.2 et 4.3 rapportent les résultats expérimentaux sur la Basse Plaine
de l’Aude et la Vallées du Libron respectivement c’est à dire, les valeurs du ARI
et NMI pour chacune des quatre approches combinées au clustering spectral ainsi
qu’au clustering hiérarchique. Ces résultats montrent que l’approche par objet de
référence (RObject-Based Clustering) est la moins performante des quatre approches
soulignant ainsi l’importance de l’information temporelle. Considérer la manière
dont les entités spatio-temporelles évoluent au cours du temps permet une meilleure
discrimination entre leur classes.
En ce qui concerne les approches basées pixel (Pixel-Based Clustering et Pixel-
Object-Based Clustering) par comparaison à notre approche (EGraphClustering),
elles sont aussi moins performantes. La méthode EGraphClustering sur les deux
zones d’études donne des résultats compétitifs par rapport aux autres méthodes.
Sur la Vallée du Libron, on obtient les meilleurs scores NMI et ARI en utilisant
les deux algorithmes spectral et hiérarchique. Tandis que pour la Basse Plaine de
l’Aude, nous obtenons le meilleur score ARI, et des score NMI proches pour toutes
les méthodes.
Les séries temporelles d’images satellites diffèrent des séries temporelles stan-
dards. Généralement les séries temporelles standards sont fortement caractérisées
par la dimension temporelle des données tandis que les STIS sont autant caractéri-
sées par la dimension temporelle que spatiale. Considérer les deux dimensions nous
permet de discriminer les différentes évolutions des entités spatio-temporelles. Les
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graphes d’évolution nous ont permis de modéliser ces deux dimensions.
Clustering hiérarchique Clustering spectral
ARI NMI ARI NMI
EGraphClustering 0.26 0.38 0.25 0.37
RObject-Based Clustering 0.23 0.31 0.17 0.28
Pixel-Based Clustering 0.15 0.31 0.22 0.36
Pixel-Object-Based Clustering 0.25 0.43 0.22 0.37
Table 4.2 – Les valeurs du NMI et ARI des quatres approches appliquées au site de
la Baisse Plaine de l’Aude combinées aux deux algorithmes de clustering : l’algorithme
spactral et hiérachique.
Clustering hiérarchique Clustering spectral
ARI NMI ARI NMI
EGraphClustering 0.43 0.53 0.52 0.59
RObject-Based Clustering 0.24 0.32 0.2 0.34
Pixel-Based Clustering 0.35 0.34 0.25 0.38
Pixel-Object-Based Clustering 0.39 0.38 0.32 0.43
Table 4.3 – Les valeurs du NMI et ARI des quatres approches appliquées au site de la
Vallée du Libron combinées aux deux algorithmes de clustering : l’algorithme spectral et
hiérarchique.
Nous avons aussi évalué les performances des différentes approches en terme
de temps d’exécution. Les tableaux 4.2 et 4.3 présentent le temps d’exécution des
différentes méthodes pour la Basse Plaine de l’Aude et la Vallée du Libron respec-
tivement. Le processus d’analyse des images satellites est scindé en quatre étapes :
la construction des graphes, la génération des synopsis, le calcule des distances, le
clustering (hiérarchique ou spectral).
La construction des graphes d’évolutions et la génération des synopsis sont
propres à la méthodes proposée tandis que le calcul des distances et le clustering sont
en commun aux quatre méthodes. Les résultats montrent que le EGraphClusteringest
la moins couteuse en terme de temps d’exécution en comparaison des méthodes ba-
sées pixel c’est-à-dire Pixel-Based Clustering et Pixel-Object-Based Clustering. En
effet, le nombre de pixel des images brutes est supérieur au nombre d’objets à ana-
lyser, cela explique le différence dans le temps d’exécution.
Le EGraphClusteringnécessite moins d’une seconde pour le clustering hiérar-
chique et environ une seconde pour le clustering spectral. Tandis que les approches
basées pixel, nécessitent plus de 100 secondes pour le clusering hiérarchique et plus
de 29000 secondes pour le clustering spectral sur la Basse Plaine de l’Aude. Concer-
nant la Vallée du Libron, ces méthodes requièrent environ 6 secondes pour le cluste-
ring hiérarchique et plus de 1000 seconde pour le clustering spectral. Ces résultats
montrent que notre méthode est plus adaptée au traitement des séries temporelle
d’images satellites de taille importante car elle permet le passage à l’échelle.
Ces résultats soulignent aussi que la RObject-Based Clustering est la plus rapide
avec le temps d’exécution le plus bas. Néanmoins, elle est la méthode la moins
performante parmi les quatre.
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Construction
des graphes
Génération
des synopsis
Calcul des
distance
Clustering
hiérarchique
Clustering
spectral
EGraphClustering 2.81 0.1 0.27 0.002 1.41
RObject-Based
Clustering
- - 0.09 0.001 1.36
Pixel-Based Clus-
tering
- - 11622.50 116.73 29891.18
Pixel-Object-Based
Clustering
- - 21337.87 154.88 29980.71
Table 4.4 – Temps d’exécution (en secondes) des différentes approches sur la Basse Plaine
de l’Aude.
Construction
des graphes
Génération
des synopsis
Calcul des
distance
Clustering
hiérarchique
Clustering
spectral
EGraphClustering 0.36 0.02 0.05 0.003 1.04
RObject-Based
Clustering
- - 0.02 0.0007 0.96
Pixel-Based Clus-
tering
- - 1738.02 6.48 1185.30
Pixel-Object-Based
Clustering
- - 3013.02 6.04 1153.35
Table 4.5 – Temps d’éxecution (en secondes) des différentes approches sur Vallée du
Libron.
4.3.4 Résultats de l’évaluation qualitative
Afin de mieux caractériser les groupes d’entités spatio-temporelles détectés par
notre méthode, nous avons manuellement inspecté les différents clusters résultants.
Nous avons sélectionné quelques graphes d’évolution types dans chaque cluster dont
nous avons analysé le type d’évolution. Les exemples sont illustrés dans les Figures
4.5-4.8.
Les Figure 4.5 et 4.6 illustrent des graphes d’évolution de la Basse Plaine de
l’Aude. Les graphes d’évolution de la Figure 4.5 appartiennent au même cluster
tandis que les deux graphes de la Figure 4.6 appartiennent à un cluster différent.
Les deux clusters correspondent aux classe plages et lagune littoral respectivement.
La couleur des objets est reliée à leurs valeurs radiométiques.
Les graphes d’évolution de la Figure 4.5 correspondent à des plages. Les plages
sont caractérisées par une stabilité radiométrique. Elles présentent les mêmes valeurs
radiométriques dans toutes les images de la série. En effet, la nature sableuse des
plages les rend insensible aux changements saisonnales, ce qui affecte aussi la struc-
ture du graphe qui est caractérisé par sa simplicité, c’est-à-dire, structure linéaire.
Quant aux graphes d’évolution de la Figure 4.6, ils représentent des lagunes litto-
rales, leur évolution est caractérisée par un changement de valeurs radiométriques.
Les deux graphes présentent des valeurs radiométriques stables au début de la série
(T1, T2, T3), ces derniers varient à la fin de la série (T4, T5, T6). Ce phénomène est
dû au changement saisonnier. En période d’hiver, les lagunes sont humides remplies
d’eau tandis qu’en été, elles deviennent sèches et contiennent moins d’eau. L’appa-
rition des zones sèches influence aussi la structure du graphe. L’objet représentant
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la lagune au début de la série devient fragmenté en plusieurs objets à la fin de la
série.
T1 T2 T3 T4 T5 T6 
24-02 05-04 07-05 10-06 19-08 12-09 
(a)
T1 T2 T3 T4 T5 T6 
24-02 05-04 07-05 10-06 19-08 12-09 
(b)
Figure 4.5 – Exemples de graphes d’évolution identifiés sur la Basse Plaine de L’Aude : le
graphe (a) représente l’évolution d’une surface de plage identifiée dans la quatrième image
T4 et le graphe (b) représentent l’évolution d’une surface de plage identifiée dans la dernière
image T6.
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(a)
T1 T2 T3 T4 T5 T6 
24-02 05-04 07-05 10-06 19-08 12-09 
(b)
Figure 4.6 – Exemples de graphes d’évolution identifiés sur la Basse Plaine de L’Aude :
le graphe (a) et le graphe (b) représentent l’évolution d’une lagune littoral identifiée dans
la première image de la série T1.
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(a)
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(b)
Figure 4.7 – Exemples de graphes d’évolution identifiés sur la Vallée du Libron : le graphe
(a) représente l’évolution d’une parcelle de vignoble identifiée dans la cinquième image de
la série T5 et le graphe (b) représentent l’évolution d’une parcelle de vignoble identifiée
dans la troisième image T3.
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(a)
T1 T2 T3 T4 T5 T6 
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(b)
Figure 4.8 – Exemples de graphes d’évolution identifiés sur la Vallée du Libron : le graphe
(a) représente l’évolution d’une surface de végétation chlorophylle identifiée dans la cin-
quième image de la série T5 et le graphe (b) représentent d’une surface de végétation
chlorophylle identifiée dans la deuxième image T3.
Les Figures 4.7 et 4.8 illustrent des exemples de la Vallée du Libron. De même
les graphes d’évolution de la Figure 4.7 appartiennent au même cluster, celui-ci cor-
respond à la classe vignoble. Les graphes d’évolution de la Figure 4.8 appartiennent
à un autre cluster qui correspond à la classe végétation chlorophylle.
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Les graphes d’évolution de la figure 4.7 se caractérisent par une évolution simi-
laire. Leurs valeurs radiométrqiues sont stables au début de la série (T1, T2) ainsi
qu’a la fin de la série (T5, T6). Les deux graphes d’évolution présentent un chan-
gement de valeurs radiométriques au milieu de la série (T3, T4). Cette dynamique
correspond au cycle phonologique de cette culture.
Les graphes d’évolution de la Figure 4.8 montrent une évolution différente. En ce
qui concerne la réponse spectrale de la végétation chlorophylle, elle demeure stable.
En effet, ce type de végétation est caractérisé par un cycle de croissance très long
qui s’étale sur des années qui ne peut être illustré à travers une série temporelle
annuelle couvrant huit mois.
L’inspection des clusters appuie les résultats de l’évaluation quantitative et at-
teste de la pertinence de la méthode proposée pour l’identification et la caractérisa-
tion les évolutions des entités spatio-temporelles à partir des STIS.
4.4 Conclusion
Ce chapitre décrit la méthode EGraphClustering, une nouvelle approche pour
l’analyse non supervisée de séries temporelles d’images satellites basée objet. Notre
objectif est de mettre en évidence des patrons d’évolution dans les séries temporelles
d’images satellites.
Cette approche explore une série temporelle segmentée, elle analyse d’abord les
objets de la série afin de sélectionner des entités spatio-temporelles (objets de réfé-
rence) d’intérêt. L’évolution des ces entités spatio-temporelles est ensuite illustrée
en utilisant des graphes, nommés graphes d’évolution. Les graphes d’évolution per-
mettent de décrire les entités spatio-temporelles dans chaque image de la série tem-
porelle. Ils sont transformés en synopsis. Le synopsis est une structure qui permet
de résumer l’information radiométrique des graphes d’évolution. Ils permettent d’es-
timer la distance entre les graphes d’évolution qui leur correspondent et de générer
une matrice de distance. Enfin les entités spatio-temporelles sont partitionnées en
groupes homogènes en utilisant des algorithmes de clustering sur la matrice de dis-
tance. Le clustering vise à identifier et mettre en évidence des évolutions similaires
d’entités spatio-temporelles.
Cette méthode a été évaluée sur deux sites d’étude : la Basse Plaine de l’Aude
et la Vallée du Libron. Le clustering des graphes d’évolution à été comparé à une
classification experte. Les résultats montrent la pertinence des graphes d’évolution
pour l’analyse des dynamiques dans les STIS. L’inspection des clusters a permis
de caractériser les différents patrons d’évolution qui ont été identifiés. La méthode
EGraphClustering a été aussi comparée aux méthodes de l’état de l’art basées
pixel. Les résultats ont démontré que l’approche d’analyse par objet est compétitive
par rapport aux approches par pixel, voire plus performante en terme de temps
d’exécution.
Le chapitre suivant sera dédié à l’analyse des séries temporelles pluriannuelles,
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nous présentons les différentes problématiques liées à l’information pluriannuelle
et comment la méthode présenté ci-dessus a été adaptée pour l’identification des
évolutions pluriannuelles.
70
CHAPITRE 4. ANALYSE NON SUPERVISÉE DE SÉRIES TEMPORELLES
D’IMAGES SATELLITES
Chapitre 5
Analyse de séries temporelles
d’images satellites pluriannuelles
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5.1 Introduction
L’objectif de cette thèse est l’étude de la dynamique des habitats naturels et
semi-naturels en exploitant des séries temporelles d’images satellites.
Dans le Chapitre 4, nous avons introduit une méthode d’analyse de séries tempo-
relles d’images satellites basée objet. Cette méthode considère des STIS segmentées
et permet d’identifier des entités spatio-temporelles d’intérêt. L’évolution de ces en-
tités spatio-temporelle est représentée par des graphes nommés graphes d’évolution.
Ces graphes d’évolution sont analysés afin de mettre en évidence des patrons d’évo-
lution ainsi que des entités spatio-temporelle évoluant similairement. Afin de valider
cette méthode, nous avons considéré deux sites d’étude : la Basse Plaine de l’Aude
et la Vallée du Libron décrits par des séries temporelles d’images satellites annuelles.
Dans ce chapitre, nous proposons une méthode d’analyse de séries temporelles
d’images satellites pluriannuelles. Les STIS pluriannuelles permettent de caractéri-
ser des phénomènes récurrents (comme par exemple le cycle de culture) ainsi que
des phénomènes avec des cycles d’évolution long. Nous avons adapté la méthode dé-
crite dans le chapitre 4 pour l’analyse de séries temporelles pluriannuelles selon deux
points principaux : (i) Nous avons introduit des contraintes dans l’étape de construc-
tion des graphes d’évolution afin de considérer uniquement les images pertinentes
ne contenant pas de redondance, (ii) Nous avons proposé une méthode de calcul de
distance basée sur la mesure Dynamique Time Warpping (Sakoe et Chiba, 1978).
En outre, nous avons défini une approche adaptée à l’analyse multi-site. Nous
nous intéressons dans ce chapitre à l’identification des similarités intra-sites et inter-
sites c’est-à-dire, nous analysons plusieurs sites pour identifier les entités spatio-
temporelles évoluant similairement dans un même site mais aussi dans tous les sites.
La méthode proposée a été évaluée sur trois sites d’étude : La Basse Plaine de
l’Aude, la MMCA et le Pic Saint Loup, en exploitant des séries temporelles d’images
satellites acquissent sur une période de dix-huit ans de 1990 jusqu’en 2008.
Dans ce chapitre, nous présentons la méthode proposée pour l’analyse des séries
temporelles pluriannuelles et multi-site. Nous décrivons l’étape de détection des
entités spatio-temporelles, l’étape de construction des graphes d’évolution et enfin
l’étape de clustering (Section 5.2). Nous décrivons aussi l’approche de validation
ainsi que les résultats obtenus (Section 5.3).
5.2 Analyse non supervisée des STIS pluriannuelles
Dans cette section, nous présentons le processus global de la méthode proposée
pour l’analyse des séries temporelles d’images satellites pluriannuelles combinant
plusieurs sites d’étude. Nous décrivons ensuite chacune des différentes étapes en
détail.
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5.2.1 Vue globale de la méthode
Notre approche d’analyse de séries temporelles d’images satellites pluriannuelles
compte trois étapes. La Figure 5.1 illustre ces trois étapes qui sont : (i) La dé-
tection des entités spatio-temporelles, (ii) la construction des graphes d’évolution
et (iii) le clustering des graphes d’évolution. Pour une analyse inter-sites, plusieurs
séries temporelles d’images satellites sont considérées ainsi que leur segmentation
(Figure 5.1(Entrée)).
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Figure 5.1 – Schéma général illustrant les différentes étapes d’analyse des entités spatio-
temporelles (objets de référence) pour une étude multi-site.
La première étape est la détection des objets de référence/entités spatio-
temporelles (Figure 5.1(Étape 1)). Pour chaque objet de référence détecté précé-
demment, un graphe d’évolution est construit (Figure 5.1(Étape 2)). Les graphes
d’évolution permettent d’illustrer l’évolution des objets de référence. La dernière
étapes est le clustering des graphes (Figure 5.1(Étape 3)), les graphes d’évolution
sont analysés afin d’identifier des groupes homogènes qui évoluent similairement.
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L’analyse multi-site implique plusieurs sites d’étude, lors des deux premier étapes
chaque site est analysé indépendamment. Pour chaque site, on extrait les objets de
référence puis on construit les graphes d’évolution. Lors de la dernière étape, les
graphes d’évolution construits sur tous les sites sont rassemblés puis partitionnés en
groupes homogènes pour identifier et mettre en évidence des similarités inter-sites.
5.2.2 Détection des entités spatio-temporelles
Ainsi que défini dans la Section 4.2.2, les entités spatio-temporelles correspondent
aux objets de référence. Ils représentent les objets d’intérêt à analyser. Il peut s’agir
d’une parcelle agricole, une zone forestière, un lac etc. Lors de la détection des objets
de référence, tous les objets des images satellites sont considérés. Les objets les plus
pertinents sont sélectionnés itérativement de manière à couvrir la zone d’étude au
mieux en minimisant le chevauchement. À chaque itération, les objets sont pondérés,
l’objet dont le poids est maximal est sélectionné comme un nouvel objet de référence.
Afin de minimiser le chevauchement entre les objets de référence, un paramètre α
est utilisé. Ainsi les objets dont le poids est inférieur à α sont écartés. La détection
des objets de références est décrit par l’Algorithme 5.
L’approche proposée se situe dans un contexte multi-site où plusieurs sites sont
analysés afin d’identifier et de mettre en évidence des évolutions pluriannuelles si-
milaires entre leurs entités spatio-temporelles. L’étape de détection de ces entités
spatio-temporelles analyse chaque site d’étude indépendamment. Pour chaque site,
on inspecte tout l’ensemble d’objets afin d’en sélectionner un sous-ensemble d’objets
de référence. L’évolution de ces objets de référence est par la suite illustrée par un
graphe d’évolution.
5.2.3 Construction des graphes d’évolution
Une fois les objets de référence de chaque sites sélectionnés, pour chaque objet
de référence, nous construisons un graphe d’évolution qui illustre son évolution dans
la série temporelle. Ainsi que défini en Section 4.2.3, un graphe d’évolution est un
graphe acyclique orienté défini par, Go∗ = (Vo∗ , Eo∗). L’ensemble Vo∗ représente les
nœuds de ce graphe et l’ensemble Eo∗ représente ses arcs.
La construction des graphes d’évolution compte trois étapes : la sélection des
nœuds, l’organisation des nœuds en couche et la définition de l’ensemble d’arcs
entre les nœuds.
La sélection des nœuds se base sur l’étendue spatiale de l’objet de référence
(Les pixels couverts par l’objet de référence). Les objets de la série temporelle sont
analysés afin d’identifier ceux qui chevauchent l’objet de référence. Deux seuils de
chevauchement sont définis afin de sélectionner uniquement les objets ayant un taux
de chevauchement élevé avec l’objet de référence. L’ensemble des nœuds du graphe
Go∗ est défini par l’Équation 4.1 (Section 4.2.3). Dans les travaux proposés par
(Guttler et collab., 2017), les auteurs exploitent la série temporelle complète pour
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Figure 5.2 – Exemple de deux graphes d’évolution de la Basse Plaine de l’Aude illustrant
l’évolution d’un objet de référence sélectionné sur l’image acquise en 26-06-2011. Le graphe
(1) exploite toutes les images de la série tandis que le graphe (2) exploite un sous ensemble
uniquement.
l’identification des nœuds du graphe d’évolution. En effet, la série temporelle consi-
dérée dans cet article est annuelle, elle compte six images acquises sur une période de
huit mois dans l’objective d’analyser des phénomènes phénologiques. À la différence
de ces travaux, notre analyse porte sur des sites décrits par des séries temporelles
pluriannuelles. L’exploitation de toutes les images de la série peut introduire de
la redondance d’information. En effet, la période entre le temps d’acquisition des
images peut être négligeable. Par example les dates d’acquisition de ces trois images
satellites de la MMCA : 21-08-2001, 22-08-2001 and 27-08-2001, indiquent qu’elles
sont acquises sur une période d’une semaine.
Afin d’éviter la redondance de l’information portée par les graphes d’évolution,
nous avons introduit une contrainte sur la période entre l’acquisition de deux images
satellites successives. Deux images trop similaires (dont les dates d’acquisition sont
trop proches) ne sont pas considérées toutes les deux dans la phase de construction
des graphes d’évolution. En s’appuyant sur les recommandations des experts, nous
avons fixé la période minimale entre les dates d’acquisition des images satellites à
deux mois. En se basant sur la date d’acquisition de l’image de l’objet de référence,
on considère uniquement les images satellites successives ayant une différence entre
leurs dates d’acquisition d’au moins deux mois.
Une fois les objets du graphe sélectionnés, ils sont d’abord organisés en groupes
en fonction de la date d’acquisition de leur image satellite. Ces groupes sont ensuite
ordonnés par ordre croisant. Des arcs sont enfin définis entre les objets de chaque
paire de groupe successive s’ils se chevauchent. L’ensemble des arcs du graphe Go∗
est défini par l’équation 4.2 (Section 4.2.3).
La Figure 5.2 illustre deux exemples de graphes d’évolution (1,2) correspondant
au même objet de référence. Le graphe d’évolution (1) est construit en utilisant toute
la série temporelle, tandis que le graphe (2) est construit uniquement en utilisant
les images satisfaisant la contrainte sur la différence entre le temps d’acquisition des
images qui est fixé à deux mois.
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Les objets d’un graphe d’évolution sont organisés de gauche à droite en se basant
sur les dates d’acquisition de leur image satellite. L’objet orange correspond à l’objet
de référence, tandis que les objets bleu correspondent aux objets qui chevauchent
l’objet de référence. La date d’acquisition en orange correspond à celle de l’image
de l’objet de référence. Les dates d’acquisition en bleu correspondent aux images
satellites considérées lors de la construction du graphe d’évolution. Tandis que les
dates d’acquisition en rouge correspondent aux images écartées lors de la construc-
tion du graphe d’évolution car elles ne satisfont pas la condition sur la période entre
les dates d’acquisition. Le graphe (1) met en évidence les objets écartés (encerclé
en rouge) qui n’apparaissent pas dans le graphe d’évolution final (2). Les objets des
graphes d’évolution illustrés dans la Figure 5.2 sont reliés par des arcs, seul les objets
dont les images se succèdent sont reliés.
Enfin, les graphes d’évolution construit sur tous les sites d’étude sont combinés
lors du clustering afin d’identifier des similarités inter-sites.
5.2.4 Clustering des graphes d’évolution
Le clustering des graphes est la dernière étape de la méthode d’analyse multi-site.
De même que dans le Chapitre 4, les graphes d’évolution sont d’abord transformés
en synopsis. Les synopsis permettent de calculer la distance entre les graphes d’évo-
lution. Ils résument l’information radiométrique portée par les objets des graphes
d’évolution.
Les synopsis correspondent à une séquence d’objets ÕTl , les objets du synopsis
sont calculés à partir des objets du graphe d’évolution lui correspondant. Le calcul
des objets ÕTl est défini par l’équation 5.1.
Info(ÕTl) =
∑
oTl∈Eo∗
|Pix(oTl)| Info(oTl)∑
oTl∈Eo∗
|Pix(oTl)|
(5.1)
Nous avons introduit une nouvelle formule pour le calcul de synopsis, elle permet
de les générer dans un temps raisonnable. En effet, la formule de construction des
synopsis introduite dans le Chapitre 4 se base sur l’extraction des chemins. L’appli-
quer aux graphes d’évolution pluriannuelles de taille importante implique un coût
élevé en terme de temps d’exécution.
Les graphes d’évolution sont structurés sous forme de couches. Les objets de
chaque couche sont agrégés, leurs valeurs radiométriques sont pondérées par leur
taille puis moyennées. Sachant que les objets de chaque couche appartiennent à une
seule image, le synopsis contiendra autant d’objets que d’images satellites de la série
temporelle. Chaque objet ÕTl décrit l’objet de référence dans l’image ITl .
Le processus d’extraction des synopsis est illustré dans la Figure 5.3. Ce schéma
illustre un graphe d’évolution et le synopsis qui lui correspond. Ce graphe d’évolution
se compose de quatre couches d’objets : {{o1T1 , o
2
T1
}, {o1T2 , o
2
T2
}, {o1T3}, {o
1
T4
, o2T4}}. Les
objets de chaque couche sont agrégés en un seul objet : {ÕT1 , ÕT2 , ÕT3 , ÕT4}
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Figure 5.3 – Procédure de génération des synopsis à partir des graphes d’évolution.
Chaque graphe d’évolution est transformé en synopsis. Pour chaque paire de
synopsis, on calcule la distance entre leurs objets en se basant sur les valeurs radio-
métriques de ces derniers. Le calcul de distance se base sur la mesure Dynamic Time
Warping (DTW) (Sakoe et Chiba, 1978). Étant donnés deux graphes d’évolution
G1 et G2 et leur synopsis respectifs syn1 et syn2, leur distance est calculée selon
l’Équation 5.2.
dists(syn1, syn2) = DTW (syn1, syn2) (5.2)
La mesure Dynamic Time Warpping permet de déterminer l’alignement optimal
entre deux séries temporelles de taille différente. Ainsi, elle est adaptée au traitement
de séries temporelles de longueur différente.
Nos avons utilisé cette mesure étant donné que les séries temporelles d’images
satellites acquises sur les trois sites d’étude : Basse Plaine de L’Aude, la MMCA
et le PIc Saint Loup, sont caractérisées par un échantillonnage irrégulier (dates
d’acquisitions différentes) par année et par mois comme illustré dans les Figures
3.9-3.11. Cette mesure permet de palier ce problème.
Comme exemple, nous considérons deux séries temporelles C = (c1, c2, ...., cn) et
Q = (q1, q2, ..., qm) de longueur n et m respectivement. Afin d’estimer la distance
entre C et Q, DTW se base sur une fonction de distance locale qui calcule la distance
entre chaque paire d’éléments des deux séries. Une matrice de coût de taille n ∗m
est générée comme défini par l’équation 5.3.
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D(cl, qr) = θ(cl, qr) +min



D(cl−1, qr−1)
D(cl, qr−1)
D(cl−1, qr)
(5.3)
Où :
— θ représente la fonction de distance locale.
Le coût de l’alignement optimal est donné par le dernier élément de la matrice,
cette valeur représente la distance entre les deux séries temporelles (Équation 5.4).
DTW (C,Q) = D(cn, qm) (5.4)
La matrice de coût permet aussi d’identifier le chemin de déformation. Celui-
ci représente les différent coûts optimaux à partir de l’élément (D(c0, q0)) jusqu’à
l’élément D(cn, qm) comme illustré au travers de la Figure 5.4.
q7 
q6 
q5 
q4 
q3 
q2 
q1 
c1 c2 c3 c4 c5 
C 
Q 
t 
C 
Q 
Figure 5.4 – Exemple de la matrice de coût calculée pour les deux séquences C and Q et
illustration du chemin de déformation identifié.
Cette mesure permet ainsi de détecter le déphasage entre les deux séries et de les
aligner. Elle a été utilisée initialement dans le domaine de la reconnaissance vocale
et du traitement du signal (Müller, 2007).
En se basant sur la mesure DTW, nous avons calculé une matrice de distance qui
compte la distance entre chaque paire de synopsis. Cette matrice est exploitée pour le
clustering des graphes d’évolution. Lors de cette phase, nous combinons les graphes
d’évolution construits sur les trois sites d’étude (Basse Plaine de L’Aude, la MMCA
et Pic Saint Loup) afin de réaliser une analyse inter-sites. Le clustering permet
d’identifier des groupes de graphes d’évolution dont les dynamiques sont similaires
ainsi que des similarités inter-sites. Il existe dans la littérature plusieurs algorithmes
de clustering (clustering kmeans, clustering hiérarchique, clustering spectral, etc) qui
permettent d’analyser les graphes d’évolution en se basant uniquement sur la matrice
de distance construite, indépendamment des données initiales (Image satellites).
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5.3 Expérimentations
Notre objectif est de réaliser une analyse inter-sites, nous avons présenté dans
les sections précédentes une approche qui permet d’analyser plusieurs sites simul-
tanément afin d’identifier des similarités inter-sites. Afin de valider notre approche,
nous avons mené nos expérimentations sur trois sites d’étude qui sont : Basse Plaine
de L’Aude, la MMCA et le PIc Saint Loup en se basant sur les séries temporelles
d’images satellites multi-annuelles Spot, décrites dans la Section 3.3.2. Dans cette
section, nous présentons d’abord l’approche de sélection des paramètres. Nous re-
portons ensuite les résultats de l’analyse des graphes d’évolution. Finalement, nous
décrivons quelques graphes d’évolution similaires identifiés sur les trois sites d’étude.
5.3.1 Sélection des paramètres
L’approche d’analyse des graphes d’évolution se base sur trois paramètres. Le
paramètre α qui intervient lors de la sélection des objets de référence. Les deux
paramètres sigma1 et sigma2 qui interviennent dans l’étape de construction des
graphes d’évolution. Comme décrit dans la Section 4.3.1, la sélection des valeurs de
ces trois paramètres se base sur la couverture ainsi que le chevauchement des graphes
d’évolution. De même, nous avons fait varier les trois paramètres dans l’intervalle
[0, 1] avec un pas de 0.1. Pour chaque combinaison de paramètres, nous avons rap-
porté la couverture ainsi que l’intersection des graphe d’évolution. Nous avons enfin
sélectionné des seuils de couverture pour chaque zone d’étude. La Figure 5.5 illustre
le taux de couverture des graphes d’évolution des différentes combinaisons sur la
Basse Plaine de L’Aude (a), la MMCA (b) et le Pic Saint Loup (c).
En se basant sur les résultats obtenus, plus de 50% des combinaisons présentent
un taux de couverture de plus de 95% de la zone d’étude pour les trois sites. Cepen-
dant, ces combinaisons présentent aussi un taux de chevauchement élevé. Afin de
minimiser le taux de chevauchement, les seuils sélectionnées sont de 85%, 90% et 90%
sur la Basse Plaine de L’Aude, la MMCA et le Pic Saint Loup respectivement. Les
seuils définis ont permis de sélectionner les valeurs des trois paramètres. Ces valeurs
sont rapportées dans le tableau5.1. Ce tableau définit aussi le taux de couverture et
d’intersection des graphes d’évolution résultant pour chaque site d’étude.
α σ1 σ2 Graphes
d’évolution
Couverture
des graphes
d’évolution
Chevauchement
des graphes
d’évolution
Aude Valley 0.5 0.9 0.7 67 88.27 26.02
MMCA 0.4 0.9 0.8 79 90.29 22.71
Pic Saint Loup 0.3 0.9 0.8 87 90.80 30.3
Table 5.1 – Les valeurs des paramètres α, σ1 et σ2 définis sur les trois sites d’étude. Ainsi
que le nombre de graphes d’évolution construits, leur taux de couverture et leur taux de
chevauchement.
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Figure 5.5 – Taux de couverture des graphes d’évolution générés par les différentes com-
binaisons sur les trois sites d’étude : (a) La Basse Plaine de l’Aude, (b) la MMCA et (c) le
Pic Saint Loup.
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Les valeurs des paramètres ont permis d’illustrer l’évolution des zones d’étude
au travers de 233 graphes d’évolutions : 67 graphes sur la Basse Plaine de L’Aude,
79 graphes sur la MMCA et 87 graphes sur le Pic Saint Loup. Les 233 graphe
d’évolution couvrent 89% des trois zone d’études.
5.3.2 Résultats du clustering
Les graphes d’évolution ont été analysés dans le but d’identifier des dynamiques
similaires dans les trois sites d’études. L’algorithme de clustering hiérarchique a été
utilisé afin de regrouper les graphes d’évolution. Cet algorithme permet de regrou-
per les différents graphes d’évolution successivement jusqu’à obtenir un seul cluster
contenant tout l’ensemble des entités. Il génère une hiérarchie de partitionnement
avec différent nombre de clusters. Nous avons retenu différentes hiérarchies de parti-
tionnement avec un nombre de clusters variant entre 9 et 20. Les différentes solutions
ont été évaluées par un expert. Dans ce qui suit nous présentons le partitionnement
à 20 clusters qui a été sélectionné étant le plus représentatif des évolutions des
trois zones d’étude. Le clustering des graphes d’évolution est basé sur leurs attri-
buts, c’est-à-dire les valeurs radiométriques de leurs objets. Différents descripteurs
radiométriques ont été exploités pour la description des objets. Nous avons éva-
lué la pertinence de l’information radiométrique pour la caractérisation des types
d’évolutions des entités spatio-temporelles. Dans un premiers cas, les trois bandes
spectrales des images Spot : rouge, vert et proche infrarouge, ont été utilisées pour
caractériser les objets des graphes d’évolution. Dans un deuxième cas, les objets ont
été décrits en utilisant les bandes spectrales combinées aux indices radiométriques :
rouge, vert, proche infrarouge, NDVI, NDWI, BI, CI et SAVI. Les Figures 5.6 et
5.7 présentent les résultats du clustering basé sur les deux modalités de description
bandes spectrales ainsi que bandes spectrales combinées aux indices radiométriques.
Pic Saint loup BPA MMCA 
Figure 5.6 – La répartition des entités spatio-temporelles dans les clusters résultats (20
clusters) dans les trois sites d’étude en utilisant les bandes spectrales : rouge, verte et
infrarouge.
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Pic Saint loup BPA MMCA 
Figure 5.7 – La répartition des entités spatio-temporelles dans les clusters résultats (20
clusters) dans les trois sites d’étude en utilisant les bandes spectrales combinées aux indices
radiométriques : rouge, verte, proche infrarouge, NDVI, NDWI, BI, CI et SAVI .
A) La Basse Plaine de L’Aude
Dans le premier cas, les entités spatio-temporelles de la Basse Plaine de L’Aude
ont été regroupées en dix huit clusters (Figure 5.6). Les entités de la classe
surface en eau ont été regroupées dans les clusters 4,5 et 18. Les clusters 11
et 13 rassemblent les entités de la classe zone humide. La classe plage corres-
pond au cluster 15. Les entités spatio-temporelles de la classe vignoble sont
réparties dans les clusters 6, 12 et 16. Les clusters 0, 7 et 8 regroupent les en-
tités spatio-temporelles des différentes classes de couverts végétaux (vignoble,
végétation arbustive, et culture) ainsi que de la classe zone humide et surface
en eau. Le cluster 2 correspond aux entités spatio-temporelle des classes zone
humide et surface en eau couvertes par de la végétation aquatique. Les entités
spatio-temporelles de la classe culture sont associées aux clusters 3, 14 et 17.
Dans la deuxième configuration, les entités spatio-temporelles de la Basse
Plaine de l’Aude sont réparties en treize clusters (Figure 5.7). Les indices
spectraux ont permis de discriminer les différentes classes des entités spatio-
temporelles. Les clusters 10, 13 et 4 correspondent à des entités couvertes par
de la végétation aquatique. Les entités de la classe plage sont regroupées dans
le cluster 15. Les clusters 9 et 17 regroupent les entités de la classe zone hu-
mide. Les entités des classes de végétation (culture et vignoble) sont regroupées
dans le cluster 0. Les entités des clusters 2, 6 et 12 correspondent aux classes
culture, vignoble, surface en eau et végétation arbustive dont les dynamiques
sont similaires.
B) La Montagne de la la Maure et Cause d’Aumelas
La caractérisation des entités spatio-temporelles avec les bandes spectrales
a permis de regrouper les entités spatio-temporelles de la MMCA en deux
clusters (Figure 5.6). Le cluster 0 regroupe les entités correspondants aux dif-
férentes classes de couverts végétaux ( culture, végétation arbustive, vignoble et
espace ouvert avec peu ou sans végétation). L’évolution de ces entités spatio-
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temporelles est caractérisée par des valeurs élevées de réflectance dans les trois
bandes spectrales (rouge, verte, proche infrarouge). Quant au cluster 2 , il cor-
respond aux entités spatio-temporelles des classes forêt et végétation arbustive
caractérisées par une faible réflectance dans le spectre visible (bandes rouge et
verte). Tandis que dans la bande proche infrarouge, ces entités sont caractéri-
sées par une réflectance élevée.
En considérant les deux types d’information, bandes spectrales et indices ra-
diométriques, les entités spatio-temporelles de la MMCA ont été réparties en
trois clusters (Figure 5.7). Le NDVI et le SAVI ont permis de discriminer les
différentes classes selon la densité de leur couvert végétal. Le cluster 19 est
spécifique aux entités spatio-temporelles de la classe forêt. Les entités spatio-
temporelles des classes forêt et végétation arbustive correspondent au cluster
4. Le cluster 7 regroupe les entités des classes vignoble et végétation arbustive.
C) Le Pic Saint Loup
Concernant le Pic Saint Loup, les entités spatio-temporelles caractérisées par
les bandes spectrales ont été réparties en 6 clusters (Figure 5.6). Les deux
clusters 2 et 8 correspondent aux entités spatio-temporelles de la classe forêt.
Le cluster 18 lui aussi correspond aux entités de la classe forêt, cependant
leurs valeurs radiométriques sont affectées par les zones d’ombre du Pic Saint
Loup. Le cluster 1 regroupe les entités spatio-temporelles des différentes classes
de couverts végétaux (culture, végétation arbustive et vignoble). Le cluster 2
quant à lui correspond aux entités des classes forêt et végétation arbustive, qui
sont caractérisées par une forte réflectance dans la bande proche infrarouge.
La caractérisation des entités spatio-temporelles du Pic Saint Loup en utili-
sant les bandes spectrales et les indices spectraux a permis de définir neuf
clusters (Figure 5.7). Les clusters 0, 4 et 8 correspondent à des entités spatio-
temporelles de la classe forêt. Tandis que les clusters 2, 3 et 6 regroupent les
entités spatio-temporelles des deux classes forêt et végétation arbustive qui
présentent des évolutions similaires. Les entités spatio-temporelles des classes
culture et vignoble sont associées aux deux clusters 1 et 14.
L’objective de notre étude est l’identification des similarités inter-sites c’est-à-
dire, des évolutions spatio-temporelles en commun entre plusieurs sites d’étude. La
méthode proposée exploite des séries temporelles d’images satellites pluriannuelles
afin d’identifier des entités spatio-temporelles. Les évolutions de ces entités spatio-
temporelles sont analysées afin d’identifier des patrons d’évolution inter-sites. Cette
méthode est validée sur trois sites d’étude : la Basse Plaine de l’Aude, La MMCA
et le Pic Saint Loup. Les résultats nous ont permis de distinguer les dynamiques
propres de chaque site d’étude ainsi que les dynamiques similaires entre ces trois
sites. Dans ce qui a précédé, nous avons décrit les groupes d’évolution des entités
spatio-temporelles identifiées sur chaque site. Dans ce qui suit, nous nous intéressons
aux groupes d’évolutions comprenant des entités spatio-temporelles des trois sites.
L’analyse basée sur les bandes spectrales uniquement (Figure 5.6), a permis
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d’identifier des similarités entre les trois sites d’étude à travers les deux clusters 0
et 2. Le cluster 0 regroupe des entités spatio-temporelles des différentes classes de
végétation. Les entités spatio-temporelles regroupées dans le cluster 0 correspondent
aux classes de végétation sur la MMCA et le Pic Saint Loup. Tandis que sur la
Basse Plaine de l’Aude, elles correspondent aux classes de végétation ainsi qu’à
la classe zone humide. Les profils radiométriques de ces entités spatio-temporelles
présentent des évolution similaires ce qui explique leur regroupement. La méthode a
aussi identifié des similarités entre le Pic Saint Loup et la Basse Plaine de l’Aude, les
clusters 8 et 18 regroupent des entités spatio-temporelles des deux sites. Le cluster
18 regroupent des entités spatio-temporelles de la classe surface en eau sur la Basse
Plaine de l’Aude et à des zone d’ombre sur le Pic Saint Loup. Ces entités spatio-
temporelles sont caractérisées par des réponses spectrales similaires sur les bandes
rouge et verte Le cluster 8 regroupe principalement des entités spatio-temporelles
des classes de végétation sur les deux sites, elles correspondent aux classes vignoble,
culture et zone humide sur la Basse Plaine de l’Aude ainsi qu’aux classe végétation
arbustive, forêt et culture sur le Pic Saint Loup.
L’analyse des entités spatio-temporelles en utilisant les bandes spectrales com-
binées aux indices radiométriques (Figure 5.7), a permis de regrouper les entités
spatio-temporelles similaires dans le cluster 4. Ces entités correspondent à la classe
forêt sur le Pic Saint Loup, aux classes forêt et végétation arbustive sur la MMCA
et à de la végétation aquatique sur la Basse Plaine de l’Aude. Elle sont caracté-
risées par des profils NDVI similaires. Les clusters 2 et 6 regroupent des entités
spatio-temporelles de la Basse Plaine de l’Aude et du Pic Saint Loup. Le cluster 2
correspond à des entités des classe culture, vignoble et zone humide sur le premier
site ainsi qu’à la classe forêt sur le deuxième site. Ces entités spatio-temporelles
sont regroupées ensemble car elles présentent des profils NDVI similaires. Le cluster
6 regroupe des entités spatio-temporelles de la classe végétation arbustive sur le Pic
Saint Loup et la classe zone humide sur la Basse Plaine de l’Aude. Ces entités sont
caractérisées par une même évolution considérant les trois bandes spectrales mais
aussi les indices radiométriques.
Afin d’évaluer les résultats du clustering obtenus et de quantifier les perfor-
mances de la méthode proposée, nous avons calculé des indices de validité dont
l’information mutuelle normalisée et l’indice de rand ajusté (Section 2.2.4.2). Ces
indices permettent de comparer les résultats du clustering à la classification experte
(Section 3.5.2). Nous avons d’abord comparé les résultats de clustering des entités
spatio-temporelles en utilisant les bandes spectrales uniquement à la classification
experte. Puis, nous avons comparé les résultats du clustering des entités spatio-
temporelles en utilisant les bandes spectrales et les indice radiométriques à la même
classification experte. Nous avons considéré plusieurs résultats de partitionnement
comptant différents nombres de clusters. Les résultats obtenus sont illustrés dans la
Table 5.2
Nous notons que les performance du clustering basé sur les bandes spectrales
combinées aux indices radiométriques sont plus élevées que les performance du clus-
85
CHAPITRE 5. ANALYSE DE SÉRIES TEMPORELLES D’IMAGES
SATELLITES PLURIANNUELLES
Bandes spectrales
Bandes spectrales
et indices radiométriques
ARI NMI ARI NMI
9 clusters 0.13 0.13 0.20 0.23
10 clusters 0.13 0.13 0.17 0.26
15 clusters 0.09 0.17 0.17 0.24
20 cluster 0.15 0.23 0.15 0.24
Table 5.2 – Les résultats de NMI et ARI obtenus en utilisant : (i) les bandes spectrales
et (ii) les bandes spectrales combinées aux indices radiométriques.
tering basé sur les bandes spectrales uniquement. En effet, les valeurs NMI et ARI
calculées pour le clustering basé sur les bandes spectrales combinées aux indices
radiométriques sont plus élevées que celles calculées pour le clustering basé unique-
ment sur les bandes spectrales. Ces résultats démontrent la pertinence des indices
radiométriques pour la caractérisation des évolutions des entités spatio-temporelles.
La combinaison des bandes spectrales et des valeurs radiométriques a permis une
meilleur discrimination des différents types d’évolution identifiés sur les trois sites
d’étude : la Basse Plaine de l’Aude, la MMCA et le Pic Saint Loup.
5.3.3 Analyse des graphes d’évolution
Nous avons procédé à l’analyse des graphes d’évolution identifiés par notre mé-
thode sur nos sites d’étude. Les Figures 5.8-5.12 illustrent des exemple de graphes
d’évolution. Ces graphes décrivent des exemples de patrons d’évolution identifiés au
travers des clusters 4 et 6.
Les graphes d ’évolution identifiés sur les trois sites d’étude se composent de plus
de vingt groupes d’objets correspondant aux 20 images de la série temporelle. Afin de
rendre les figures lisibles et compréhensibles, nous avons repris cinq images seulement
sur la série d’images pour chaque graphe d’évolution et nous avons remplacé les
arcs par des pointillés. Nous avons représenté pour chaque graphe d’évolution un
ensemble de nœuds. Pour chaque groupe de nœuds, nous avons identifié les objets
qui leur correspondent sur les images satellites. La couleur des objets représente
les valeurs radiométriques de celui-ci. Le changement de couleur correspond à une
évolution de la couverture du sol.
Les Figures 5.8, 5.9 et 5.10 illustrent trois graphes d’évolution de la Basse Plaine
de l’Aude, la MMCA et le Pic Saint Loup respectivement. Ces trois graphes d’évo-
lution sont regroupés dans le cluster 4. Les deux graphes en Figure 5.9 et 5.10
correspondent à des entités spatio-temporelles de la classe forêt caractérisée par un
couvert végétal dense. Ainsi les objets leur correspondant dans les images satellites
sont caractérisés par une couleur rouge foncée. En outre, le couvert forestier n’est
pas influencé par les changements saisonniers. Ainsi les valeurs radiométriques de
ces zones ne varient pas dans les images satellites de la série temporelle. Tandis que
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le graphe d’évolution de la figure 5.8 correspond à une entité spatio-temporelle de
la classe surface en eau couverte par de la végétation aquatique. La surface en eau
présente une couleur bleu foncé et la végétation apparait en rouge. Cette combi-
naison de valeur radiométrique est similaire à celle du couvert forestier. Ainsi les
trois graphes d’évolution sont caractérisés par une dynamique similaire d’où leur
regroupement dans le même cluster.
La Figure 5.11 et 5.12 représentent deux graphes d’évolution de la Basse Plaine
de l’Aude et le Pic Saint Loup respectivement. Les deux graphes d’évolution sont
regroupés dans le cluster 6. Ils illustrent l’évolution d’entités spatio-temporelles de
la classe végétation arbustive. L’évolution de la végétation arbustive est progressive,
voire constante au cours de temps. Ainsi la couleur des objets correspondant aux
deux graphes d’évolution ne varie pas dans les images satellites de la série. Les objets
de ces deux graphes sont caractérisés par les deux couleurs, rouge (végétation) et
bleu (sol nu) correspondant un couvert végétal peu dense.
2000 
06-21 
1994 
07-27 
1992 
05-05 
2007 
08-10 
2002 
09-16 
Figure 5.8 – Exemple d’un graphe d’évolution identifié sur la Basse Plaine de l’Aude
qui représente l’évolution d’une surface en eau couverte par de la végétation aquatique
regroupé dans le cluster 4.
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Figure 5.9 – Exemple d’un graphe d’évolution identifié sur la MMCA qui représente
l’évolution d’une surface de forêt regroupé dans le cluster 4.
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Figure 5.10 – Exemple d’un graphe d’évolution identifié sur le Pic Saint Loup qui repré-
sente l’évolution d’une surface de forêt regroupé dans le cluster 4.
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Figure 5.11 – Exemple d’un graphe d’évolution identifié sur la Basse Plaine de l’Aude qui
représente l’évolution d’une surface couverte par de la végétation arbustive regroupé dans
le cluster 6.
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Figure 5.12 – Exemple d’un graphe d’évolution identifié sur le Pic Saint Loup qui re-
présente l’évolution d’une surface couverte par de la végétation arbustive regroupé dans le
cluster 6.
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5.4 Conclusion
Ce chapitre présente une méthode d’analyse inter-sites exploitant des séries tem-
porelles pluriannuelles. Notre objectif est l’identification des similarités inter-sites
c’est-à-dire, des entités spatio-temporelles ayant une dynamique similaire apparte-
nant à des sites différents. La méthode présentée dans le chapitre 4 a été adaptée aux
spécificités des données. La méthode proposée permet d’identifier des entités spatio-
temporelles dans des séries temporelles d’images satellites pluriannuelles. Les séries
temporelles analysées sont segmentées puis leurs objets sont analysés afin d’identi-
fier des objets de référence. L’évolution des entités spatio-temporelles est illustrée
en utilisant des graphes d’évolution. Les graphes d’évolution sont comparés en uti-
lisant des mesures de distance adéquates telle que Dynamic Time Warpping. Un
algorithme de clustering est ensuite utilisé afin d’identifier des groupe de graphes
d’évolution homogènes. En outre la méthode proposée permet d’accomplir une ana-
lyse inter-sites en combinant des entités spatio-temporelles identifiées sur plusieurs
sites d’étude afin de mettre en évidence des similarités inter-sites.
Cette méthode a été évaluée sur trois sites d’étude : la Basse Plaine de l’Aude, la
MMCA et le Pic Saint Loup, en exploitant des séries temporelles acquissent sur une
période de dix-huit ans de 1990 à 2008. Les résultats obtenus démontrent que la mé-
thode proposée permet de mettre en lien les dynamiques de plusieurs sites d’étude en
identifiant des entités spatio-temporelles dont les évolution sont similaires. En outre
les entités spatio-temporelles ont été caractérisées par l’information radiométrique
dont les bandes spectrales et indices radiométriques. La combinaison des bandes
spectrales et des indices radiométriques permet une meilleure discrimination des
entités spatio-temporelles et de leur évolution.
Bien que les résultats obtenus soit cohérents, le partitionnement des entités
spatio-temporelles identifiées a été comparé à une classification experte. Ce par-
titionnement correspond à la classification experte. En effet, la classification experte
est subjective et dépend de l’objectif de l’analyse des images satellites. Afin d’adap-
ter le partitionnement automatique aux attentes de l’expert, nous allons proposer
d’introduire des connaissances expertes dans le processus de clustering en utilisant
des méthodes de clustering semi-supervisées. Le chapitre 6 concernera ainsi l’analyse
semi-supervisée des séries temporelles d’images satellites.
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Chapitre 6
Clustering semi-supervisé des séries
temporelles
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6.1 Introduction
Dans les Chapitres 4 et 5, nous avons présenté une méthode non supervisée pour
l’analyse de séries temporelles d’images satellites annuelles et pluriannuelles respecti-
vement. Cette méthode exploite des séries temporelles d’images satellites segmentées
afin d’identifier des entités spatio-temporelles d’intérêt. L’évolution de ces entités
spatio-temporelles est représentée au cours du temps par un graphe, nommé graphe
d’évolution. Ces graphes d’évolution sont ensuite transformés en synospis. Les sy-
nopsis constituent une représentation synthétique des graphes d’évolution. Cette
représentation permet d’appliquer un algorithme de clustering afin de regrouper les
entités spatio-temporelles évoluant similairement. Cette méthode a été validée sur
nos différents sites d’étude. Les résultats obtenus ont démontré que la représenta-
tion par synopsis permet d’identifier et de mettre en évidence des types d’évolution
caractéristiques propres à chaque site d’étude.
Cependant, il existe pour un ensemble d’entités spatio-temporelles plusieurs par-
titionnements possible. Chacun des partitionnements est adapté à une des dimen-
sions des données et à une tâche particulière. Afin de réaliser le partitionnement
souhaité par l’utilisateur, nous proposons d’introduire des données étiquetés dans
le processus de clustering pour le guider. Nous réalisons ainsi une analyse semi-
supervisée des données.
Le choix des entités à sélectionner est une étape critique. Dans ce contexte, nous
proposons une méthode de sélection nommée CSEC (Constraint Selection using an
Ensemble of Clustering) basée sur un ensemble de partitionnements. Cette méthode
identifie et sélectionne les entités les plus susceptibles d’être mal regroupées. Éti-
queter ces entités permet de guider et d’améliorer les performances du clustering.
Dans ce chapitre, nous introduisons le clustering semi-supervisé des séries tempo-
relles d’images satellites. Nous présentons le schéma général de la méthode (Section
6.2), cette méthode compte trois étapes. La première étape consiste à générer plu-
sieurs partitionnements, la deuxième permet de créer une matrice de co-occurrence
et enfin la dernière étape permet de sélectionner les contraintes. Nous présentons
aussi le protocole d’évaluation (Section 6.3), puis nous rapportons et discutons les
résultats obtenus sur nos sites d’étude (Section 6.4) .
6.2 Analyse semi-supervisée des STIS
Dans cette section, nous présentons notre méthode semi-supervisée pour l’analyse
de séries temporelles d’images satellites et nous décrivons chacune des ses étapes en
détail. Nous définissons les différents types de contraintes ainsi que l’algorithme de
clustering par contraintes utilisé.
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6.2.1 Vue globale de la méthode
L’analyse semi-supervisée de séries temporelles d’images satellites compte la
phase de détection des entités spatio-temporelles ainsi que l’illustration de leurs
évolutions par des graphes d’évolution puis des synopsis (Figure 6.1(Étape 1)). Ces
deux étapes ont été définies dans les Chapitres 4 et 5. Nous proposons dans ce cha-
pitre d’introduire les connaissances expertes dans le processus de clustering sous
forme de contraintes (clustering par contraintes).
Les connaissances expertes visent à guider le processus de clustering des en-
tités spatio-temporelles. Ces connaissances expertes se présentent sous forme de
contraintes Must-link et Cannot-link. Les contraintes Must-link spécifient que
deux entités spatio-temporelles possèdent une évolution similaire tandis que les
contraintes Cannot-link spécifient que deux entités spatio-temporelles possèdent
des évolutions différentes.
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Figure 6.1 – Schéma général illustrant les différentes étapes de l’analyse semi-supervisée
des entités spatio-temporelles.
Le clustering par contraintes (Figure 6.1(Étape 3)) implique la sélection de
contraintes. Nous proposons une méthode de sélection de contraintes (Figure
6.1(Étape 2)) qui permet d’identifier les paires d’entités spatio-temporelles les plus
informatives à fournir à l’utilisateur. Notre hypothèse se base sur la sélection des
entités spatio-temporelles les plus susceptibles d’être mal regroupées et qui diminue
les performance du clustering. En étiquetant ces instances, on guide l’algorithme
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de clustering pour les regrouper correctement. Afin d’identifier ces entités spatio-
temporelles, nous introduisons une méthode en trois étapes :
— (i) Génération de multiples partitionnements : Les données sont analysées par
différents algorithmes de clustering, afin de générer plusieurs partitionnements.
— (ii) Construction de la matrice de co-occurrence : Les différents partitionne-
ments générés permettent de calculer un score de co-occurrence pour chaque
paire d’entités spatio-temporelles. Ce score indique quelles sont les entités les
plus susceptibles d’être mal classées.
— (iii) Sélection des contraintes : En se basant sur les scores de co-occurrence, on
sélectionne des paires d’entités spatio-temporelles considérées profitables pour
l’algorithme de clustering. Ces paires d’entités sont fournies à l’expert afin de
les étiqueter comme des contraintes Must-link ou Cannot-link.
6.2.2 Contraintes
Les contraintes permettent d’exprimer la connaissance experte. Ces contraintes
sont exploitées par des algorithmes d’apprentissage semi-supervisé. Dans la littéra-
ture on définit principalement quatre types de contraintes divisés en deux groupes :
les contraintes sur les entités (Basu et collab., 2008) et les contraintes sur les clusters
(Davidson et Basu, 2007) :
— Les contraintes de type Must-link (ML) : Les contraintes Must-link sont
spécifiées sur des paires d’entités Ei et Ei′ . Elles indiquent que les deux entités
sont similaires et doivent appartenir au même cluster, LEi = LEi′ .
— Les contraintes Cannot-link (CL) : Les contraintes Cannot-link sont aussi
spécifiées sur des paires d’entités (Ei, Ei′). Elles indiquent que les deux entités
sont différentes et doivent être regroupées dans des clusters différents, LEi 6=
LEi′ .
— δ-Constraint : Les contraintes δ sont spécifiées sur des clusters. Elles in-
diquent la séparabilité minimale entre les entités de chaque paire de clusters.
Ainsi, la distance entre chaque paire d’entités appartenant à deux clusters dif-
férents doit être supérieure à δ. Soit un partitionnement P = {C1, C2, ..., Ck}
et un ensemble d’entités E = {E1, E2, ..., En}, la contrainte δ-Constraint est
notée :
∀ Ei ∈ Cj, ∀ Ei′ ∈ Cj′ alors Dist(Ei, Ei′) ≥ δ
— ǫ-Constraint : Les contraintes ǫ sont spécifiées sur des clusters. Elles in-
diquent la compacité minimale de chaque cluster. Cette contrainte définit une
distance minimale ǫ entre chaque paire d’entités appartennat à un même clus-
ter. Soit un partitionnement P = {C1, C2, ..., Ck} et un ensemble d’entités
E = {E1, E2, ..., En}, la contrainte ǫ-Constraint est notée :
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∀ Ei ∈ Cj, ∃ Ei′ ∈ Cj tel que Dist(Ei, Ei′) ≤ ǫ
Les contraintes Must-link et Cannot-link ont été introduites dans les travaux
de (Wagstaff et Cardie, 2000). Elles représentent une forme de connaissance in-
tuitive adaptable aux différents algorithmes de clustering existants (Wagstaff et
Cardie, 2000). Simple à définir, les contraintes Must-link et Cannot-link per-
mettent de spécifier les propriétés souhaitées pour le partitionnement. La méthode
d’analyse de séries temporelles d’images satellites proposée se base sur ces deux
types de contraintes.
La Figure 6.2 illustre les contraintes Must-link et Cannot-link ainsi que
leur utilisation pour guider le processus de clustering. Les entités illustrées ad-
mettent deux regroupements différents en considérant l’attribut 1 ou l’attribut 2.
Les contraintes Must-link et Cannot-link spécifient que le regroupement souhaité
par l’utilisateur est celui considérant l’attribut 1.
Figure 6.2 – Illustration des contraintes Must-link et Cannot-link(Basu et collab.,
2008).
Les contraintes Must-Link et Cannot-Link partagent des propriétés inté-
ressantes (Davidson et Basu, 2007). Les contraintes Must-Link définissent une
relation symétrique et transitive :
∀ Ei, Ei′ , Ei′′ ∈ E tels que ML(Ei, Ei′) et ML(Ei′ , Ei′′) ⇒ ML(Ei, Ei′′)
Les contraintes Cannot-link définissent une relation symétrique mais non tran-
sitive. Cependant, il existe une relation de transitivité entre les contraintes Must-
link et Cannot-link :
∀ Ei, Ei′ , Ei′′ ∈ E, tels que (ML(Ei, Ei′) et CL(Ei′ , Ei′′))
ou (CL(Ei, Ei′) et ML(Ei′ , Ei′′)) ⇒ CL(Ei, Ei′′)
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Figure 6.3 – Illustraction des contraintes Epsilon (ǫ) et Delta (δ) (Davidson et Basu,
2007).
La Figure 6.3 illustre les contraintes δ et ǫ. Les contraintes δ permettent d’obtenir
deux groupes d’entités avec une distante minimale égale à δ ce qui est équivalent
à une conjonction de contraintes Must-link entre toutes les paires d’entités dont
la distance est inférieure à δ et une conjonction de contraintes Cannot-link entre
toutes les paires d’entités dont la distance est supérieure à δ. Les contraintes ǫ
spécifient que pour chaque entité dans un cluster, il existe un voisinage dont la
distance est inférieure à ǫ ce qui correspond à une disjonction de contraintes Must-
link (Davidson et Ravi, 2005a).
6.2.3 Génération de multiples partitionnements
La génération de multiples partitionnements est inspirée des méthodes de cluste-
ring par ensemble. Le clustering par ensemble consiste à générer un partitionnement
final des données en combinant plusieurs partitionnements différents de ces mêmes
données. Il a pour objectif d’améliorer le partitionnement individuel des données
(Hansen et Salamon, 1990). Il compte deux étapes : l’étape de génération des
différents partitionnements et l’étape de consensus qui permet de générer le parti-
tionnement final (Vega-Pons et Ruiz-Shulcloper, 2011). La Figure 6.4 illustre
le processus de clustering par ensemble.
Les partitionnements peuvent être générés de plusieurs manières (Vega-Pons
et Ruiz-Shulcloper, 2011), parmi celle-ci :
— Utiliser différents algorithmes de clustering.
— Utiliser le même algorithme de clustering en variant ses paramètres.
— Projeter les données dans différents espaces de représentation.
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Figure 6.4 – Processus général du clustering par ensemble.
— Sélectionner différents sous-ensembles d’attributs des données.
Nous avons réalisé un ensemble de partitionnements sur les données en utilisant
différents algorithmes de clustering. La première étape est la sélection des N algo-
rithmes de clustering à utiliser. Une fois sélectionnés, chaque algorithme est appliqué
sur les données afin de générer un partitionnement. On obtient N partitionnements
différents de données, P = {P1, P2, ..., PN} . Chaque partitionnement Pj correspond
a un ensemble de cluster Pj = {C1, C2, ..., Ck}. Pour chaque instance de données Ei,
on identifie un label (cluster) pour chaque partitionnement Pj noté, L
Pj
Ei
.
6.2.4 Construction de la matrice de co-occurrence
Afin d’identifier les instances ambiguës qui doivent être étiquetées, on calcule
un score de confiance de regroupement. On considère que deux entités similaires
sont regroupées toujours ensemble dans les différents partitionnements tandis que
les entités ambiguës sont regroupées de manière confuse par les différents partition-
nements, c’est-à-dire certains partitionnements les regroupent dans le même cluster
tandis que d’autres les regroupent différemment.
D’abord, on identifie pour chaque paire d’entités (Ei, Ei′), les partitionnements
qui les regroupent dans le même cluster.
P (Ei, Ei′) = {Pj, L
Pj
Ei
= L
Pj
Ei′
} (6.1)
On analyse les différentes paires d’entités. Nous considérons que deux entités
regroupées dans le même cluster dans plus de deux partitionnements P (Ei, Ei′) ≥ 2,
sont similaires et non ambiguës. Plus les deux instances sont regroupées ensemble
par les différents partitionnements plus le score de confiance des deux entités doit
être élevé. Ainsi, on identifie les paires de partitionnements, (Pj, Pj′), qui regroupent
les deux entités (Ei, Ei′) dans un même cluster.
P ′(Ei, Ei′) = {(Pj, Pj′) telle que L
Pj
Ei
= L
Pj
Ei′
et L
Pj′
Ei
= L
Pj′
Ei′
} (6.2)
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On définit, pour chaque paire d’entités (Ei, Ei′), un score de confiance de parti-
tionnement, nommé score de co-occurrence W (Ei, Ei′), égal au nombre de paires de
partitionnement qui les regroupent ensemble :
W (Ei, Ei′) = |{(Pj, Pj′) telle que L
Pj
Ei
= L
Pj
Ei′
et L
Pj′
Ei
= L
Pj′
Ei′
}| (6.3)
Afin de pondérer ce score, on compare chaque paire de partitionnement (Pi, Pi′ ),
et on calcule leur similarité globale en utilisant l’indice d’information mutuelle nor-
malisée (Section 2.2.4.2). Cet indice permet de quantifier le degré d’agrément entre
les deux partitionnements.
Sim(Pj, Pj′ ) = NMI(Pj, Pj′ ) (6.4)
En sommant la similarité entre les paires de partitionnements, on obtient un
score de co-occurrence comme défini par l’équation 6.5 :
W ′(Ei, Ei′) =|{(Pj, Pj) telle que L
Pj
Ei
= L
Pj
Ei′
et L
Pj′
Ei
= L
Pj′
Ei′
}|
+
∑
Pj ,Pj′∈P
′(Ei,Ei′ )
NMI(Pj, Pj′ )
(6.5)
Dans cette étape, nous définissons une matrice de co-occurrence comprenant les
scores de co-occurrences calculés entre chaque paires d’entités.
6.2.5 Sélection des contraintes
Les contraintes permettent de formaliser la connaissance de l’expert qui est inté-
grée dans le processus de clustering. Notre hypothèse est de sélectionner les entités
les plus susceptibles d’être mal classées. On se basant sur les scores de co-occurrence
précédemment calculés, on identifie les instances à sélectionner pour interroger l’ex-
pert. Les paires d’instances sont ordonnées selon leur score de co-occurrence pour
sélectionner celles dont le score est minimal.
Const = {(Ei, Ei′) ∈ E telle que W
′(Ei, Ei′) = argmin(Ei,Ei′ )∈EW
′(Ei, Ei′)} (6.6)
6.2.6 Clustering des données
Les contraintes constituent les connaissances expertes qui permettrons de réaliser
un partitionnement de données adapté aux besoins de l’utilisateur. Les différents al-
gorithmes de clustering de la littérature ont été modifiés pour intégrer les contraintes
dans leur processus de partitionnement. Parmi ces algorithmes, nous pouvons citer :
le Kmeans (Bilenko et collab., 2004 ; Wagstaff et collab., 2001), le DBSCAN
99
CHAPITRE 6. ANALYSE SEMI-SUPERVISÉE DE SÉRIES TEMPORELLES
D’IMAGES SATELLITES
(Lelis et Sander, 2009 ; Ruiz et collab., 2007), le clustering hiérarchique (David-
son et Ravi, 2005b), le clustering spectral (Wang et Davidson, 2010), le fuzzy c-
means (Grira et collab., 2006) et le clustering leader (Vu et Bouchon-Meunier,
2009). Ces différents algorithmes utilisent les contraintes de différentes manières
(Davidson et Basu, 2007) :
— Modification de la phase d’initialisation des clusters ;
— Modification de la fonction objectif ;
— Modification de l’affectation des entités aux cluster ;
— Modification de l’espace métrique des données.
Dans la phase de clustering nous nous somme basé sur l’algorithme Kmeans.
L’Algorithme 4 décrit le partitionnement Kmeans (MacQueen et collab., 1967).
Le Kmeans est l’un des algorithmes les plus connus et utilisés en littérature (Xu
et Wunsch, 2005). Cet algorithme permet de partitionner un ensemble d’entités,
E = {E1, E2, ..., En}, en k clusters. On note P = {C1, C2, ..., Ck} le partitionnement
résultat. Ce partitionnement est réalisé d’une manière itérative, le regroupement
des entités est modifié à chaque itération dans l’objectif de minimiser la distance
intra-cluster et maximiser la distance inter-cluster.
Cet algorithme compte 3 étapes :
— L’initialisation (Ligne 4) permet de déterminer les centres des clusters, µ =
{µ1, µ2, ..., µk}, en choisissant k entités aléatoirement ;
— Le partitionnement permet d’affecter chaque entité à un cluster (Ligne 6-8).
Afin d’identifier ce cluster, nous calculons la distance entre l’entité et cha-
cun des centres des clusters puis nous sélectionnons celui dont la distance est
minimale ;
— La mise à jour des centres (Ligne 11-12) permet de réajuster les centres, en
calculant pour chaque cluster la moyenne de ses entités.
Les étapes 2 et 3 sont répétées jusqu’à convergence de la fonction objective
suivante (Arthur et Vassilvitskii, 2007) :
JKmeans =
1
2
k∑
j=1
∑
Ei∈Cj
∥∥(Ei − µj)
∥∥2
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Algorithme 4 : Kmeans
1: Entrées : Données E= {Ei}ni=1 ∈ R
d
2: Nombre de clusters k
3: Sorties : Partionnement P = {C1, C2, .., Ck}
4: (1).Initialisation des centres des clusters µ = {µ1, µ2, ..., µk}
5: (2).Affectation des entités ;
6: pour tout Ei ∈ E faire
7: Affectation de l’entité Ei au cluster Cj ∈ P tel que :
8: Dist(Ei, µj) = argminj=1,k
∥
∥Ei − µj
∥
∥
2
9: fin pour
10: (3).Mise à jour des centres
11: pour tout µi ∈ {µj}kj=1 faire
12: µj = 1|Cj |
∑
Ei∈Cj
Ei
13: fin pour
14: Répéter (2) et (3) jusqu’à convergence
15: retourner P = {C1, C2, .., Ck}
Afin de pouvoir intégrer les contraintes dans le processus de clustering, nous
avons utilisé une variante du Kmeans. De nombreux travaux de la littérature ont
proposé des variantes de cette algorithme pour prendre en compte des contraintes.
Nous citons l’algorithme COP-Kmeans (Wagstaff et collab., 2001), l’agorithme
PCKmeans (Basu et collab., 2004) et l’agorithme MPCKmeans (Metric Pairwise
Constraints Kmeans) (Bilenko et collab., 2004).
Nous avons opté pour le MPCKmeans. Cet algorithme intègre les contraintes
dans le processus de partitionnement. Les contraintes sont utilisées pour l’appren-
tissage de métriques. Elles permettent d’entrainer une mesure de distance propre
pour chaque cluster. Son objectif est d’apprendre une nouvelle distance qui permet
de minimiser la distance entre les paires d’entités Must-link et maximiser la dis-
tance entre les paire d’entités Cannot-link. Le MPCKmeans introduit une nouvelle
fonction objective à optimiser, définie par les Équations 6.7, 6.8 et 6.9 :
JMPCKmeans =
k∑
j=1
∑
Ei∈Cj
(
∥∥Ei − µj
∥∥2
Aj
− log(det(Aj))) (6.7)
+
∑
Ei,Ei′∈ML
wi,i′fML(Ei, Ei′)1[LEi 6= LEi′ ] (6.8)
+
∑
Ei,Ei′∈CL
w̄i,i′fCL(Ei, Ei′)1[LEi = LEi′ ] (6.9)
Cette fonction objective est définie par la somme des distances intra-cluster
(Équation 6.7), le coût de violation des contraintes Must-link (Équation 6.8 ) et
le coût de violation des contraintes Cannot-link (Équation 6.9) (Van Craenen-
donck et Blockeel, 2017).
La distance intra-cluster est paramétrée par une matrice symétrique positive Aj
définie pour chaque cluster Cj. Elle est définie par l’Équation 6.10 :
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Aj = |Cj|(
∑
Ei∈Cj
(Ei − µj)(Ei − µj)
T
+
∑
Ei,Ei′∈MLj
1
2
wi,i′(Ei − Ei′)(Ei − Ei′)
T
1[LEi 6= LEi′ ]
+
∑
Ei,Ei′∈CLj
w̄i,i′((E
′
j − E
′′
j )(E
′
j − E
′′
j )
T − (Ei − Ei′)(Ei − Ei′)
T )1[LEi = LEi′ ])
−1
(6.10)
Où :
— (E ′j, E
′′
j ) représente la paire d’entités appartenant au cluster Cj dont la distance
est maximale ;
— MLj représente l’ensemble de contraintes Must-link incluses dans le cluster
Cj ;
— CLj représente l’ensemble de contraintes Cannot-link incluses dans le cluster
Cj.
Le coût de violation des contraintes est défini par un poids wi,i′ et w̄i,i′ ainsi
qu’une fonction fML et fCL de pondération pour les contraintes Must-link et
Cannot-link respectivement.
L’algorithme 5 décrit le partionnment MPCKmeans (Bilenko et collab., 2004).
Le MPCKmeans étant une variante de Kmeans, il compte les mêmes étapes que
l’algorithme Kmeans :
— L’initialisation est réalisée en créant un ensemble de voisinages {Nep}λp=1 ou
groupes d’entités liées par des contraintes Must-link. Pour chaque groupe,
nous calculons un centre en moyennant ses entités. Si le nombre de groupes
est inférieur à k, le reste des centres sont initialisés aléatoirement (Ligne7-13) ;
— Le partitionnement est réalisé en identifiant pour chaque entité un cluster.
On sélectionne le cluster qui minimise la distance entre l’entité et son centre
(Ligne 15-20). Le calcul de distance est basé sur la distance locale définie par
la matrice Aj ainsi qu’un coût de violation des contraintes engendré par cette
affectation ;
— La mise à jour des centres (Ligne 22-24) permet de réajuster les centres, en
calculant pour chaque cluster la moyenne de ses entités.
Le MPCKmeans compte une étape supplémentaire qui est l’apprentissage de
métriques. Il est réalisé en mettant à jour la matrice Aj (Ligne 26-31).
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Les étapes 2, 3 et 4 sont répétées jusqu’à convergence de la fonction objective.
Algorithme 5 : MPCKmeans
1: Entrées : Données E= {Ei}ni=1 ∈ R
d
2: Nombre de clusters k
3: Contraintes Must-link : {ML(Ei, Ei′ )} ⊆ Rd ∗ Rd
4: Contraintes Cannot-link : {CL(Ei, Ei′ )} ⊆ Rd ∗ Rd
5: Sorties : Partionnement P = {C1, C2, .., Ck}
6: (1).Initialisation des centres des clusters µ = {µ1, µ2, ..., µk} ;
7: Créer λ ensembles de voisinage : {Nep}λp=1 à partir des contraintes ML et CL
8: si λ > k alors
9: Initialiser µj ∈ {µ} par la moyenne des instances de {Nep}λp=1 en utilisant la stratégie de la traversée la
plus éloignée, en commençant par le plus grand ensemble de voisinage
10: sinon si λ < k alors
11: Initialiser µj ∈ {µ} par la moyenne des instances de {Nep}λp=1
12: Initialiser le reste des centres aléatoirement
13: fin si
14: (2).Affectation des entités ;
15: pour tout Ei ∈ E faire
16: Affectation de l’entité Ei au cluster Cj ∈ P tel que :
17: Dist(Ei, µj) = argminj=1,k(
∥
∥Ei − µj
∥
∥
2
Aj
− log(det(Aj))
18: +
∑
Ei,Ei′∈ML
wi,i′fML(Ei, Ei′ )1[j 6= LEi′ ]
19: +
∑
Ei,Ei′∈CL
w̄i,i′fCL(Ei, Ei′ )1[j = LEi′ ])
20: fin pour
21: (3).Mise à jour des centres
22: pour tout µi ∈ {µj}kj=1 faire
23: µj = 1|Cj |
∑
Ei∈Cj
Ei
24: fin pour
25: (4).Mise à jour de la distance
26: pour tout Aj ∈ {Aj}kj=1 faire
27: Aj = |Cj |(
∑
Ei∈Cj
(Ei − µj)(Ei − µj)T
28: +
∑
Ei,Ei′∈MLj
1
2
wi,i′ (Ei − Ei′ )(Ei − Ei′ )1[LEi 6= LEi′ ]
29: +
∑
Ei,Ei′∈CLj
w̄i,i′ (E
′
j − E
′′
j )(E
′
j − E
′′
j )
T
30: −(Ei − Ei′ )(Ei − Ei′ )1[LEi = LEi′ ])
−1
31: fin pour
32: Répéter (2),(3) et(4) jusqu’à convergence
33: retourner P = {C1, C2, .., Ck}
6.3 Expérimentation
Dans cette section, nous décrivons notre protocole expérimental dans l’objec-
tif d’évaluer l’approche d’analyse d’entités spatio-temporelles utilisant le clustering
semi-supervisé (par contraintes). Le protocole expérimental adopté permet de com-
parer l’analyse semi-supervisée à l’analyse non supervisée. Il permet aussi d’évaluer
la méthode de sélection de contraintes CSEC en la comparant à la méthode de
sélection de contraintes aléatoire. Par la suite, nous présentons et discutons nos
résultats.
L’évaluation de la méthode proposée est réalisée sur nos quatre sites d’étude :
La Basse Plaine de l’Aude, la Vallée du Libron, la Montagne de la Moure et Casse
d’Amelas et le Pic Saint Loup.
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6.3.1 Protocole expérimental
Afin d’évaluer notre méthode, nous avons soumis les entités spatio-temporelles
à un expert du terrain afin de les classifier selon leur évolution. L’expert du terrain
a réalisé une analyse visuelle puis a regroupé les entités spatio-temporelles ayant
des évolutions similaires. La classification de l’expert a été utilisée pour valider les
résultats de la méthode proposée et évaluer ses performances. Les deux regroupe-
ments sont comparés puis leur similarité est calculée, plus les deux partitionnements
sont proches, meilleur sont les performances de notre méthode. La similarité entre les
deux partitionnements a été mesurée en utilisant les indices de qualité externes NMI
(Normalized Mutual Information) et ARI (Ajusted Rand Index) (Section 2.2.4.2).
Dans un premier temps, nous avons évalué les performances de la méthode d’ana-
lyse des STIS par rapport à la classification de l’expert. Dans un deuxième temps,
nous avons comparé les performances de notre méthode à celles de l’état de l’art.
Nous avons comparé les performances de la méthode proposée à deux méthodes
de base : (i) L’analyse non supervisée et (ii) l’analyse semi-supervisée basée sur de
clustering par contraintes sélectionnées aléatoirement. L’analyse non supervisée est
réalisée en utilisant un algorithme de clustering sans contraintes. Le clustering par
contraintes aléatoires se base sur l’algorithme MPCKmeans, à la différence de la
méthode proposé les contraintes sont sélectionnées d’une manière aléatoire.
L’objective est d’une part, de comparer les méthodes semi-supervisées aux mé-
thodes non supervisées, et d’une autre part, de comparer les approches de sélection
des contraintes : l’approche de sélection proposée et l’approche de sélection aléatoire.
La méthode proposée repose sur l’exploitation de contraintes pour guider le
processus de clustering. Afin de déterminer le nombre de contraintes permettant
d’améliorer les performances de clustering, nous avons réalisé des expérimentations
génériques. Nous avons fait varier le nombre de contraintes dans l’intervalle [0, 200]
avec un pas de cinq contraintes, puis reporté les performances du clustering en terme
des indices NMI et ARI.
Notre méthode de sélection de contraintes repose sur plusieurs résultats de clus-
tering, afin de les réaliser, nous avons sélectionné trois algorithmes de clustering les
plus utilisées dans la littérature : l’algorithme hiérarchique, l’algorithme spectral et
l’algorithme kmeans (Tan et collab., 2005).
L’évaluation de notre approche a été réalisée sur des données réelles, correspon-
dant à nos quatre sites d’étude : la Basse Plaine de l’Aude, la Vallée du Libron, la
MMCA et le Pic Saint Loup. Nous avons exploité les séries temporelles d’images
satellites Landsat décrivant la Basse Plaine de l’Aude et la Vallée du Libron sur
une période de huit mois. Nous avons aussi exploité les séries temporelles d’images
satellites Spot décrivant la Basse Plaine de l’Aude, la MMCA et le Pic Saint Loup
sur une période de dix-huit ans.
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6.4 Évaluation expérimentale
Nous avons évalué les performances de notre méthode semi-supervisée d’analyse
de séries temporelles d’images satellites en utilisant des STIS Landsat et Spot. Nous
avons reporté les résultats obtenus dans les Figures 6.5 à 6.8 en ce qui concerne les
séries temporelles Landsat. Tandis que les résultats obtenus en considérant les séries
temporelles Spot sont reportés dans les Figures 6.9 à 6.12
6.4.1 STIS Landsat
Les images Landsat décrivent la Basse Plaine de l’Aude et la Vallée du Libron. Les
Figures 6.5 et 6.6 reportent les résultats ARI et NMI de l’analyse des entités spatio-
temporelles identifiées sur la Basse Plaine de l’Aude. Chacune des figures comprend
trois courbes correspondant aux trois méthodes qui sont : l’analyse non supervisée,
l’analyse semi-supervisée basée sur une sélection de contraintes aléatoire et l’ap-
proche d’analyse semi-supervisée proposée nommée CSEC. Les résultats montrent
que la méthode semi-supervisée proposée améliore les performance du clustering
avec un valeur ARI égale à 0.5 comparée à 0.3 pour l’analyse non supervisée.
Les résultats s’améliorent en augmentant le nombre de contraintes sélectionnées.
À partir de 40 contraintes, les performances de la méthode CSEC sont plus élevées
que les performances du clustering sans contraintes. Contrairement aux résultats
de CSEC, les performances de clustering semi-supervisé avec contraintes aléatoires
diminuent en augmentant le nombre de contraintes.
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Figure 6.5 – Les résultats ARI obtenus par les méthodes : (i) clustering sans contraintes
(ii) clustering avec contraintes aléatoires et (iii) CSEC sur la Basse Plaine de L’Aude.
De même que pour le ARI, les valeurs NMI obtenues montrent que la méthode
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Figure 6.6 – Les résultats NMI obtenus par les méthodes : (i) clustering sans contraintes
(ii) clustering avec contraintes aléatoires et (iii) CSEC sur la Basse Plaine de L’Aude.
CSEC est la plus performante des trois méthodes avec une valeur de 0.6 comparée à
une valeur de 0.5 pour le clustering sans contraintes. Tandis que le clustering semi-
supervisé avec contraintes aléatoires est la moins performante. Les valeurs NMI
montrent que ses performances restent constantes malgré le nombre de contraintes
qui augmente.
Les Figures 6.7 et 6.8 illustrent les résultats de l’analyse de la Vallée du Libron.
Les valeurs ARI et NMI sur les deux figures montrent que les performances de la
méthode CSEC sont les plus élevées. On note une valeur de 0.7 pour l’indice NMI
et une valeur de 0.6 pour l’indice ARI comparées à des valeurs de 0.5 et 0.3 obtenues
pour le clustering sans contraintes.
Considérant le clustering par contraintes aléatoires, contrairement aux résul-
tats sur la Basse Plaine de L’Aude, les résultats obtenus pour la Vallée du Libron
montrent qu’il est plus performant que les clustering sans contraintes.
6.4.2 STIS Spot
Les Figures 6.9 à 6.12 illustrent les résultats de l’analyse inter-site des trois
zones : la Basse Plaine de l’Aude, la MMCA et le Pic Saint Loup. Les entités spatio-
temporelles sont d’abord caractérisées par les bandes spectrales (Figures6.9 et 6.10)
puis par les bandes spectrales combinées aux indices radiométriques (Figure 6.11 et
6.12).
Les résultats ARI et NMI présentés dans les Figures 6.9 et 6.10 montrent que
la méthode CSEC est la plus performante. La valeur ARI obtenue est égale à 0.3
et la valeur NMI est égale à 0.45. Tandis que pour le clustering sans contraintes,
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Figure 6.7 – Les résultat ARI obtenus par les méthodes : (i) clustering sans contraintes
(ii) clustering avec contraintes aléatoires et (iii) CSEC sur la Vallée du Libron.
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Figure 6.8 – Les résultat NMI obtenus par les méthodes : (i) clustering sans contraintes
(ii) clustering avec contraintes aléatoires et (iii) CSEC sur la Vallée de Libron.
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Figure 6.9 – Les résultats ARI obtenus par les méthodes : (i) clustering sans contraintes
(ii) clustering avec contraintes aléatoires et (iii) CSEC sur les trois sites d’étude : la Basse
Plaine de l’Aude, la MMCA et le Pic Saint Loup, en utilisant les bandes spectrales.
nous obtentions une valeur de ARI égale à 0.2 et une valeur NMI égale à 0.36. Le
clustering avec contraintes aléatoires obtient les performances les plus faibles.
Les résultats illustrés dans les Figures 6.11 et 6.12 montrent que la méthode
CSEC est la plus performante. Elle obtient une valeur ARI égale à 0.4 comparée à
0.15 pour le clustering sans contraintes et une valeur NMI égale à 0.5 comparée à
0.35 pour le clustering sans contraintes. Le clustering avec les contraintes aléatoires
quant à lui obtient les performance les plus faibles.
En considérant ces résultats, nous concluons que les bandes spectrales combinées
aux indices radiométriques permettent une meilleurs discrimination entre les entités
spatio-temporelles comparées aux bandes spectrales uniquement, ce qui appuie les
résultats obtenus dans le Chapitre 5.
L’analyse réalisée sur les séries temporelles Landsat et Spot démontre que le
clustering semi-supervisé par contraintes n’améliore pas les performances du clus-
tering. En effet, en comparant les résultats du clustering par contraintes aléatoires
au clustering sans contraintes, nous déduisons que les contraintes peuvent dégrader
les performances du clustering (Wagstaff, 2006). Le choix des contraintes est une
étape critique dans le processus du clustering supervisé, sélectionner des contraintes
profitables au clustering permet d’améliorer le partitionnement comme le montre les
résultats obtenus en utilisant la méthode de sélection des contraintes CSEC.
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Figure 6.10 – Les résultats NMI obtenus par les méthodes : (i) clustering sans contraintes
(ii) clustering avec contraintes aléatoires et (iii) CSEC sur les trois sites d’étude : la Basse
Plaine de l’Aude, la MMCA et le Pic Saint Loup, en utilisant les bandes spectrales.
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Figure 6.11 – Les résultats ARI obtenus par les méthodes : (i) clustering sans contraintes
(ii) clustering avec contraintes aléatoires et (iii) CSEC sur les trois sites d’étude : la Basse
Plaine de l’Aude, la MMCA et le Pic Saint Loup, en utilisant les bandes spectrales combi-
nées aux indices radiométriques.
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Figure 6.12 – Le résultats NMI obtenus par les méthodes : (i) clustering sans contraintes
(ii) clustering avec contraintes aléatoires et (iii) CSEC sur les trois sites d’étude : la Basse
Plaine de l’Aude, la MMCA et le Pic Saint Loup, en utilisant les bandes spectrales combi-
nées aux indices radiométriques.
6.5 Conclusion
Nous avons décrit une méthode d’analyse semi-supervisée de séries temporelles
d’images satellites. Cette méthode se base sur du clustering par contraintes Must-
link et Cannot-link. Les séries temporelles sont segmentées puis analysées afin
d’identifier des entités spatio-temporelles d’intérêt. L’évolution de ces entités spatio-
temporelles est ensuite illustrée en utilisant des graphes d’évolution et des synopsis
tels que décrit dans les Chapitres 4 et 5. Notre objectif est d’identifier des groupes
homogènes d’entités spatio-temporelles évoluant similairement. Afin d’obtenir un
partitionnement d’entités spatio-temporelles correspondant aux besoins et aux at-
tentes de l’utilisateur (expert), nous avons utilisé un algorithme de clustering par
contraintes MPCKmeans. Cet algorithme utilise les connaissances expertes pour gui-
der le processus de clustering. Les connaissance expertes sont exprimées sous forme
de contraintes Must-link et Cannot-link.
Nous avons introduit dans ce chapitre une méthode de sélection de contraintes
nommée CSEC. Cette méthode se base sur plusieurs résultats de clustering. Les enti-
tés spatio-temporelles sont analysées par différents algorithmes de clustering afin de
générer plusieurs partitionnements. Les différents partitionnements sont ensuite ins-
pectés afin d’identifier les paires d’entités susceptibles d’être mal classées. Ces paires
d’entités spatio-temporelles sont utilisées afin de guider le processus de clustering.
Nous avons validé cette méthode sur quatre sites d’étude : la Basse Plaine de
l’Aude, la Vallée du Libron , la MMCA et le Pic Saint Loup, en utilisant des séries
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temporelles Landsat et Spot.
Les résultats obtenus montre que le clustering semi-supervisé des STIS obtient
de meilleurs performances que le clustering non supervisé. En effet, l’intégration de
contraintes a permet de guider le processus de clustering afin de générer des clusters
cohérents. Les résultats soulignent aussi l’importance du choix des contraintes. La
méthode CSEC permet de sélectionner des contraintes profitables à l’algorithme de
clustering en comparaison à la sélection aléatoire des contraintes. Les contraintes
aléatoires peuvent dégrader les performances de clustering au lieu de les améliorer.
Afin d’évaluer notre méthode d’une manière exhaustive, nous proposons en pers-
pective de comparer la méthode CSEC aux méthodes de sélection de contraintes
proposées dans la littérateur.
Chapitre 7
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7.1 Synthèse des travaux
L’objectif de notre thèse est l’analyse des Séries Temporelles d’Images Satellites
(STIS) pour le suivi de l’évolution des habitats naturels est semi-naturels. Afin
d’analyser ces STIS, nous avons utilisé des méthodes orientées objet. Ces méthodes
exploitent des images satellites segmentées. Nous avons d’abord identifié les entités
spatio-temporelles d’intérêt parmi les objets de la série. Puis, nous avons illustré leur
évolution en utilisant des graphes d’évolution. Ces graphes permettent de représenter
les trois dimensions spatiale, temporelle et spectrale des séries temporelles d’images
satellites.
Nous avons utilisé les graphes pour identifier, mettre en évidence et organiser les
différents types d’évolution dans les STIS. Nous avons d’abord exploité l’information
portée par les graphes, afin d’estimer la distance entre les profils d’évolution des
entités. Ensuite, nous avons utilisé des méthodes d’apprentissage automatique non
supervisé et semi-supervisé pour regrouper les profils d’évolution similaires.
Nous avons proposé des méthodes qui permettent d’explorer les différentes re-
présentations des images satellites. Nous avons comparé d’une part, la représenta-
tion pixel à la représentation objet, et d’autre part, l’analyse supervisée à l’analyse
semi-supervisée. Afin d’évaluer et valider ces contributions, nous avons mené des
expérimentations sur des séries temporelles d’images satellites décrivant quatre sites
d’étude.
7.2 Contributions
Dans nos travaux de thèse, nous avons proposé trois contributions. Dans la
première contribution, nous avons abordé l’analyse de séries temporelles annuelles.
Cette approche a été évaluée sur deux sites d’étude. Chaque site d’étude est décrit
par une série temporelle composée de six images Landsat-5, acquises sur une période
de huit mois. L’évolution de chaque site a été illustrée au niveau objet en utilisant
les graphes d’évolution et au niveau pixel. Puis, ces évolutions ont été regroupées.
Les résultats ont été analysés quantitativement et qualitativement. L’analyse
quantitative a permis de comparer le regroupement automatique à un regroupe-
ment expert. Nous avons utilisé des indices de validation externes pour calculer la
similarité entre les deux regroupements. Les résultats obtenus ont montré que la
représentation par objets est pertinente pour la description des STIS. Nous avons
aussi effectué une analyse qualitative en observant les différents clusters résultats,
nous avons ainsi identifié les patrons d’évolution mis en évidence.
La deuxième contribution a permis d’effectuer une analyse pluriannuelle et multi-
site. Nous avons mené cette analyse sur trois sites d’étude. Chaque site est décrit par
une série temporelle d’images satellites pluriannuelle. Dans un premier temps, nous
avons identifié les entités spatio-temporelles d’intérêt de chaque site, puis nous avons
illustré leur évolution en utilisant des graphes d’évolution. Nous avons considéré uni-
quement les images satellites ne contenant pas d’information redondante. Dans un
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deuxième temps, nous avons regroupé les graphes d’évolution des trois sites simulta-
nément, puis nous avons calculé la distance entre chaque paire. Les différentes séries
temporelles sont caractérisées par un échantillonnage irrégulier et sont de tailles
différentes. Afin de pallier ce problème, nous avons utilisé la mesure Dynamique
Time Warpping (DTW). De même que pour la première contribution, les résultats
ont été évalué quantitativement et qualitativement. Les résultats ont montré que
notre méthode est capable de mettre en évidence des entités spatio-temporelles si-
milaires dans chaque site mais aussi des entités similaires dans les trois sites. La
mesure DTW a permis d’estimer pertinemment la distance entre les profils des enti-
tés. L’analyse quantitative et l’inspection des clusters a permis d’observer les profils
types identifiés.
Les deux premières contributions ont permis de regrouper et de mettre en évi-
dence les évolutions de différents sites. Cependant certains types d’évolution ont été
mal regroupés, nous avons par exemple identifié une confusion entre l’évolution des
différents types de couverts végétaux.
Notre dernière contribution introduit un système d’analyse basé sur l’apprentis-
sage semi-supervisé. Notre objectif est d’une part d’améliorer les performances du
partitionnement en utilisant des données étiquetées. D’autre part, ces données sont
utilisées pour guider le processus de clustering afin de l’adapter aux besoins d’un uti-
lisateur et une tache spécifique. L’intérêt du clustering semi-supervisé est d’utiliser
le minimum suffisant de données étiquetées. Le choix des données à étiqueter est une
étape critique. Nous avons proposé une méthode de sélection basée sur le clustering
par ensemble, qui permet d’associer à chaque paire d’entités un score de confiance.
La méthode identifie ensuite les paires ayant les scores minimaux. Ces paires d’en-
tités sont les plus susceptibles d’être mal regroupées, elles sont ainsi sélectionnées
pour être étiquetées. Nous avons évalué cette méthode en utilisant les entités spatio-
temporelles et les profils construits dans la première et la deuxième contribution.
Les résultats ont montré que les données sélectionnées ont permis d’améliorer les
performances du partitionnement sur les quatre sites d’étude, en utilisant les profils
annuels ainsi que les profils pluriannuels.
7.3 Perspectives
Nous travaux de thèse ont permis d’explorer conjointement le domaine de l’ap-
prentissage automatique et de la télédétection. Nous avons exploité les séries tem-
porelles d’images satellites pour le suivi de l’évolution des habitats naturels et semi-
naturels.
Nous avons introduit une méthode qui permet d’analyser des images satellites
segmentées. D’abord, nous identifions dans les images les objets d’intérêt à analyser.
Puis, nous illustrons leur évolution en utilisant des graphes. Enfin, nous appliquons
un algorithme de clustering sur les graphes pour identifier des évolutions similaires.
Dans un premier temps, nous proposons des perspectives pour chacune de ces étapes
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afin d’approfondir notre analyse.
— Nous avons introduit une méthode d’analyse objet. Nous traitons des sé-
ries temporelles d’images satellites segmentées. La segmentation fait partie
de l’étape de pré-traitement des données. Elle permet d’identifier les objets
qui seront analysés. Ce pré-traitement impacte d’une manière indirecte notre
méthode d’analyse. Une sous-segmentation ou une sur-segmentation permet
d’identifier des objets différents et ainsi d’obtenir des résultats différents. Des
expérimentations en utilisant différentes granularités de segmentation permet-
traient d’observer l’impact de la segmentation sur les résultats de notre ana-
lyse.
— Notre méthode permet d’illustrer l’évolution des entités spatio-temporelles en
utilisant des graphes. Nous avons utilisé les objets résultats de la segmen-
tation pour construire ces graphes. Pour analyser ces graphes, nous avons
principalement exploité l’information radiométrique des objets. Nous avons
aussi exploité l’information géométrique des objets en prenant en compte leur
taille. En ce qui concerne la structure du graphe, nous avons exploité l’ordre
des objets dans les graphes (les graphes construits sont orientés). La structure
des graphes peut être un indicateur caractéristique des évolutions des enti-
tés spatio-temporelles. Le regroupement des graphes peut être effectué en se
basant sur leur structure. Ainsi, nous proposons d’utiliser des algorithmes de
graphe matching. Ces algorithmes permettent de comparer les nœuds et les
arcs de deux graphes pour identifier des sous-graphes communs.
— En ce qui concerne l’étape de clustering, plusieurs algorithmes de clustering
existent. Nous avons exploité trois algorithmes de clustering : spectral, hié-
rarchique agglomératif et Kmeans. Nous avons observé que les résultats sont
impactés par l’algorithme de clustering utilisé. En outre, les méthodes pro-
posées dans la littérature utilisent principalement l’algorithme Kmeans. Des
expérimentations génériques sont nécessaires, afin observer les performances
des algorithmes de clustering pour l’analyse des STIS en utilisant les descrip-
teurs radiométriques.
— En ce qui concerne le clustering par contraintes, nous avons exploité l’algo-
rithme MPCKmeans, Cette algorithme est une variante du Kmeans, Il permet
de regrouper les entités en se basant sur la mesure de distance euclidienne.
Nous proposons de l’adapter pour gérer des séries temporelles de différentes
tailles en lui intégrant la mesure dynamic time warpping.
Dans un deuxième temps, nous proposons de nouvelles contributions qui
s’alignent avec nos travaux actuels.
— Dans notre dernière contribution, nous utilisons des données étiquetées
(contraintes) pour guider le processus de clustering des séries temporelles.
Nous proposons une méthode qui sélectionne les contraintes au début du pro-
cessus. Ces contraintes sont étiquetées par un expert. Elles sont par la suite
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exploitées pendant le clustering. Il existe cependant des méthodes permettant
de combiner l’étape de sélection et l’étape de clustering. Ces méthodes sont
connues sous le nom d’apprentissage actif. Le processus de clustering actif est
illustré dans la Figure 7.1.
Annotateur humain 
Classification/Clustering 
Données non 
étiquetées 
Données 
étiquetées 
Requête 
Étiquetage 
Figure 7.1 – Processus d’apprentissage actif.
Au cours du clustering actif, l’utilisateur interagit avec l’algorithme d’appren-
tissage d’une manière itérative. À chaque itération, l’algorithme propose à
l’utilisateur d’annoter des contraintes pour les utiliser. Chaque itération per-
met de modifier le regroupement, le clustering actif permet ainsi de réduire
l’ensemble de données étiquetées nécessaires.
En outre, cette méthode implique la présence de l’expert tout le long du pro-
cessus alors qu’il intervient uniquement sur une partie. Afin de répondre à cette
problématique, des travaux récents (Chahdi, 2017) ont proposés d’automati-
ser entièrement le processus d’annotation en utilisant des ressources externes
telles que les ontologies. Le principe de ces travaux est de requêter ces res-
sources au lieu d’un expert. Ces ressources formalisent, stockent et organisent
les connaissances expertes. Cette approche permet à l’utilisateur d’intervenir
uniquement pendant la construction de la ressource de connaissances, tandis
que le processus de clustering devient entièrement automatique.
— Dans les trois contributions présentées dans cette thèse, nous avons analysé
plusieurs séries temporelles afin d’identifier des profils d’évolution similaires.
Cependant, considérer les séries temporelles d’une façon individuelle permet-
tra d’identifier des connaissances utiles pour le suivi de l’évolution des ha-
bitats. Nous nous intéressons plus particulièrement aux phénomènes récur-
rents. Nous proposons d’analyser les graphes d’évolutions indépendamment
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pour identifier des évolutions saisonnières. Nous proposons d’étiqueter les ob-
jets du graphe afin de construire des séquences de motifs. Puis, d’exploiter des
méthodes d’analyse de motifs séquentiels, afin d’identifier des sous-séquences
fréquentes (Inokuchi et Washio, 2012 ; Vo et collab., 2017).
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Abstract
Nowadays, remotely sensed images constitute a rich source of information that
can be leveraged to support several applications including risk prevention, land
use planning, land cover classification and many other several tasks. In this thesis,
Satellite Image Time Series (SITS) are analysed to depict the dynamic of natural
and semi-natural habitats. The objective is to identify, organize and highlight the
evolution patterns of these areas.
We introduce an object-oriented method to analyse SITS that consider segmen-
ted satellites images. Firstly, we identify the evolution profiles of the objects in the
time series. Then, we analyse these profiles using machine learning methods. To
identify the evolution profiles, we explore all the objects to select a subset of ob-
jects (spatio-temporal entities/reference objects) to be tracked. The evolution of the
selected spatio-temporal entities is described using evolution graphs.
To analyse these evolution graphs, we introduced three contributions. The first
contribution explores annual SITS. It analyses the evolution graphs using clustering
algorithms, to identify similar evolutions among the spatio-temporal entities. In
the second contribution, we perform a multi-annual cross-site analysis. We consider
several study areas described by multi-annual SITS. We use the clustering algorithms
to identify intra and inter-site similarities. In the third contribution, we introduce à
semi-supervised method based on constrained clustering. We propose a method to
select the constraints that will be used to guide the clustering and adapt the results
to the user needs.
Our contributions were evaluated on several study areas. The experimental re-
sults allow to pinpoint relevant landscape evolutions in each study sites. We also
identify the common evolutions among the different sites. In addition, the constraint
selection method proposed in the constrained clustering allows to identify relevant
entities. Thus, the results obtained using the unsupervised learning were improved
and adapted to meet the user needs.
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