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Abstract
Deep neural networks for semantic segmentation always
require a large number of samples with pixel-level labels,
which becomes the major difficulty in their real-world ap-
plications. To reduce the labeling cost, unsupervised do-
main adaptation (UDA) approaches are proposed to trans-
fer knowledge from labeled synthesized datasets to unla-
beled real-world datasets. Recently, some semi-supervised
learning methods have been applied to UDA and achieved
state-of-the-art performance. One of the most popular ap-
proaches in semi-supervised learning is the entropy min-
imization method. However, when applying the entropy
minimization to UDA for semantic segmentation, the gra-
dient of the entropy is biased towards samples that are easy
to transfer. To balance the gradient of well-classified tar-
get samples, we propose the maximum squares loss. Our
maximum squares loss prevents the training process be-
ing dominated by easy-to-transfer samples in the target do-
main. Besides, we introduce the image-wise weighting ra-
tio to alleviate the class imbalance in the unlabeled target
domain. Both synthetic-to-real and cross-city adaptation
experiments demonstrate the effectiveness of our proposed
approach. The code is released at https://github.
com/ZJULearning/MaxSquareLoss.
1. Introduction
In the last few decades, deep learning has achieved great
success in the semantic segmentation task [2, 3, 4, 19, 35].
Researchers have made remarkable progress in promoting
the performance of deep models on current datasets, such
as PASCAL VOC-2012 [8] and Cityscapes [6]. However,
these real-world datasets with pixel-wise semantic labels
demand an enormous amount of manual annotation work.
For annotating Cityscapes, it takes 90 minutes to label one
∗Corresponding author
Figure 1: In UDA, the gradient of the entropy minimiza-
tion method (H) is focused on well-classified samples in
the target domain. Consequently, we propose the maximum
squares loss (MS), which is the negative sum of squared
probabilities. The gradient of the maximum squares loss is
linearly increasing, which reduces the gradient magnitude
of samples that are easy to transfer and makes difficult sam-
ples be trained more efficiently.
image accurately [25]. Because of this “curse of dataset
annotation”, real-world datasets for semantic segmentation
often contain only a small number of samples, which in-
hibits the model’s generalization to various real-world sit-
uations. One possible way to overcome this limitation is
to utilize synthetic datasets, such as the Grand Theft Auto
V (GTA5) [25] and SYNTHIA [26], which take much less
time to label and own more samples containing various situ-
ations. However, the model trained on the synthetic dataset
cannot generalize well to real-world examples via direct
transfer, due to the large appearance gap between the two
datasets.
Unsupervised domain adaptation (UDA) for semantic
segmentation [13, 28, 36] is a task aiming at solving the
above transfer problem. In UDA, the labeled synthetic
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dataset is known as the source domain, and the unlabeled
real-world dataset is known as the target domain. The gen-
eral idea of UDA is utilizing the unlabeled data from the tar-
get domain to help minimize the performance gap between
these two domains.
Recently, inspired by semi-supervised learning [11, 17],
which also utilizes the unlabeled data, semi-supervised
learning based UDA [9, 31, 36] approaches are intro-
duced to align feature distributions between domains im-
plicitly. These semi-supervised learning based approaches
achieve state-of-the-art results in both classification [9] and
semantic segmentation [36]. Entropy minimization [11],
which encourages unambiguous cluster assignments, is one
of the most popular methods in semi-supervised learning.
ADVENT [31] directly adopts the entropy minimization
method to UDA for semantic segmentation, but their result
is inferior to state-of-the-art approaches.
By analyzing the gradient of the entropy minimization
method, we find that higher prediction probability induces
a larger gradient1 for the target sample (Fig. 1). If we adopt
the assumption in self-training [36] that target samples with
higher prediction probability are more accurate, areas with
high accuracy will be trained more sufficiently than areas
with low accuracy. Therefore, the entropy minimization
method will allow for adequate training of samples that are
easy to transfer, which hinders the training process of sam-
ples that are difficult to transfer. This problem in the en-
tropy minimization can be termed probability imbalance:
classes that are easy to transfer have a higher probability,
which results in a much larger gradient than classes that
are difficult to transfer. One simple solution is to replace
the prediction probability P in the entropy formula with
Pscaled = (1 − 2γ)P + γ, in which γ is the scale ratio
(“Scaled H” in Fig. 1). Then the maximum gradient can
be bounded by the factor γ, instead of going to infinity.
However, this method introduces an extra hyper-parameter
γ, which is tricky to select.
In this paper, we introduce a new loss, the maximum
squares loss, to tackle the probability imbalance problem.
Since the maximum squares loss has a linearly increasing
gradient (Fig. 1), it can prevent high confident areas from
producing excessive gradients. Meanwhile, we show op-
timizing our loss is equivalent to maximizing the Pearson
χ2 divergence with the uniform distribution. Maximizing
this divergence can achieve class-wise distribution align-
ment between source and target domains.
Moreover, we notice the class imbalance in the unlabeled
target domain. Due to unavailable labels in the target do-
main, we propose the image-wise weighting factor based
on percentages of different classes in an image. Last but not
least, we utilize multi-level outputs to boost performance.
We apply the idea in weakly-supervised learning [34] to
1In this paper, the gradient refers to the magnitude of the gradient.
UDA and generate self-produced guidance to train the low-
level feature.
The main contributions of this paper are as follows:
• We discover the probability imbalance problem in the
entropy minimization method of UDA, by analyzing
the gradient of entropy. We propose the maximum
squares loss with a linear growth gradient to balance
the gradient of highly confident classes.
• To tackle the class imbalance in the unlabeled target
domain, we introduce the image-wise weighting factor,
which is more suitable to UDA than conventional class
weighting factors.
• Our approach can achieve competitive results with
state-of-the-art methods under multiple UDA settings.
It should be emphasized that our approach does not
need additional structure or discriminator. Moreover,
unlike self-training [36], our approach does not de-
mand redundant computation to get pseudo-labels.
2. Related Work
Semantic Segmentation. After years of research, se-
mantic segmentation models based on deep neural networks
(e.g., Deeplab [2, 3, 4], PSPNet [35]) can achieve aston-
ishing performance on the real-world datasets, e.g., PAS-
CAL VOC-2012 [8], and Cityscapes [6]. Nevertheless, the
performance heavily relies on high-quality labeled datasets,
which need lots of manual effort. One possible way to re-
duce manual labeling cost is to adopt synthetic datasets con-
structed from the virtual world, e.g., SYNTHIA [26] and
GTA5 [25]. However, due to the appearance difference be-
tween rendering and real images, there is a performance gap
during the transfer from synthetic to real datasets.
Unsupervised Domain Adaptation. Traditionally, un-
supervised domain adaptation (UDA) [10, 20, 21, 29, 30,
33] is studied to tackle the domain-shift problem between
the labeled source domain and unlabeled target domain for
the classification task. The core idea behind UDA is to min-
imize the divergence between the feature distributions of
the source and target domains, which means to learn do-
main invariant features. The distribution divergence can be
measured by Maximum Mean Discrepancy (MMD) based
methods [20, 21, 30] or adversarial learning based meth-
ods [10, 29]. Apart from global distribution alignment,
class-wise and conditional distribution alignments [21, 33]
are also widely studied.
UDA for Semantic Segmentation. For the semantic
segmentation task, it is not suitable for direct adoption of
approaches proposed for the classification task, due to the
higher dimensional feature space. FCN in the wild [14]
firstly introduced the task of UDA for semantic segmenta-
tion, and tackled it with global feature alignment and label
statistic matching. Output adaptation method [28] adapted
the structured output space to transfer the structured spa-
tial knowledge. The conditional generator can be utilized to
align the conditioned distribution [15]. Besides the adver-
sarial methods, another idea is to transfer the style of real
images to synthetic samples while keeping semantic labels.
CyCADA [13] adopted CycleGAN [16] to construct a la-
beled real-like dataset, which is more similar to the target
dataset.
Semi-supervised Learning Based Methods. Re-
cently, inspired by semi-supervised learning [11, 17] which
also utilizes the unlabeled data, there are several semi-
supervised learning based methods [9, 24, 36, 31] proposed
for UDA task. Assuming that areas with higher predic-
tion probability are more accurate, the class-balanced self-
training [36] generated pseudo labels based on class-wise
thresholds.
In semi-supervised learning study, it is concluded that
the information content of unlabeled examples decreases
as classes overlap [1, 22]. Thus making unlabeled samples
less ambiguous can help classes to be more separable, e.g.,
minimizing the conditional entropy [11]. ADVENT [31]
adopted this idea in the UDA field and minimized the pre-
diction entropy of the target sample.
3. Methods
In this section, we present our major contributions,
i.e., the maximum squares loss, and the image-wise class-
balanced weighting factor. In Section 3.1, we review UDA
for semantic segmentation. In Section 3.2, we illustrate the
probability imbalance problem in the entropy minimization
method for UDA and introduce our maximum squares loss.
Then we reveal the benefit of maximum squares loss by the
gradient analysis and explain the meaning of this loss from
the perspective of f -divergence. Furthermore, in Section
3.3, we notice the class imbalance and solve it with our
image-wise weighting factor. Last but not least, we apply
the self-produced guidance to UDA, in Section 3.4.
3.1. Overview of UDA
In unsupervised domain adaptation (UDA), the labeled
source domain is denoted as DS = {(xs, ys)|xs ∈
RH×W×3, ys ∈ RH×W }, and the unlabeled target domain
is denoted as DT = {xt|xt ∈ RH×W×3}. The general ob-
jective function of UDA for semantic segmentation can be
formulated as follows:
L(xs, xt) = LCE(ps, ys) + λTLT (xt), (1)
LCE(ps, ys) = − 1
N
N∑
n=1
C∑
c=1
yn,cs log(p
n,c
s ), (2)
where LCE is the cross entropy loss of source samples, n
represents a pixel point in the H ×W space and N = HW
Figure 2: From GTA5 to Cityscapes, the mean of prediction
probability v.s. Intersection over Union(IoU) for each target
class. They are almost linearly related. Thus well-classified
classes (high IoU) have larger prediction probability.
is the total number of pixels in a picture . pn,cs is the model
prediction probability of the class c at point n for sample
xs. LT (xt) is the loss part for target samples.
Entropy Minimization. In the [31], they try to mini-
mize the Shannon entropy of the target sample prediction.
Thus, their objective function for target samples is:
LT (xt) = − 1
N
N∑
n=1
C∑
c=1
pn,ct log(p
n,c
t ). (3)
For the sake of simplicity, we consider the binary clas-
sification case. Then the entropy formula and the gradient
function of the entropy can be written as follows:
H(p|xt) = −p log p− (1− p) log(1− p), (4)
|dH
dp
| = | log p− log(1− p)|. (5)
After plotting the gradient function image on Fig. 1, we can
see that the gradient of the high probability point is much
larger than the mediate point. As a result, the key principle
behind the entropy minimization method is that the train-
ing of target samples is guided by the high probability area,
which is assumed to be more accurate.
3.2. Maximum Squares Loss
Probability Imbalance Problem. The probability of
different classes varies widely. Classes with high accuracy
always have higher prediction probabilities (Fig. 2). How-
ever, the gradient growth (Eq. 5) of the high probability
point is approximated as | log p|(p→ 0), which will grow to
infinity. Then the simple class will produce a much larger
gradient on each pixel than the difficult class, resulting in
the probability imbalance problem mentioned in Section 1.
To remedy this problem, we define the maximum squares
loss as:
LT (xt) = − 1
2N
N∑
n=1
C∑
c=1
(pn,ct )
2. (6)
3.2.1 Benefit of Maximum Squares Loss
For the binary classification case, we have the maximum
squares loss and its gradient function as follows:
MS(p|xt) = −p2 − (1− p)2, (7)
|dMS
dp
| = |4p− 2|. (8)
As the above equation shows, the gradient of the maximum
square loss increases linearly (Fig. 1). It has a more bal-
anced gradient for different classes than the entropy mini-
mization method in the target domain. Areas with higher
confidence still have larger gradients, but their dominant
effects have been reduced, allowing other difficult classes
to obtain training gradients. Therefore, equipped with the
maximum square loss, we alleviate the probability imbal-
ance in the entropy minimization.
In the experiments (Section 4.4), we show the maximum
square loss does balance the training process of different
samples and exceeds the entropy minimization method by a
large margin.
3.2.2 Interpretation from f -divergence View
The target part loss LT (xt) can be treated as the distance
between the model prediction distribution pn,c and uniform
distribution: U = 1C . Minimizing this distance will reduce
the ambiguity of the target samples and help classes to be
more separable [11].
In probability theory, it is common to use f -divergence
functions to measure the difference between distributions:
Df (p‖q) =
∑
c
q(c)f
(
p(c)
q(c)
)
. (9)
We consider the Pearson χ2 divergence: f(t) = t2 − 1
(or f(t) = (t− 1)2 equally). Then Eq. 9 becomes:
Dχ2(p
n,c‖U) = C
∑
c
(pn,c)2 − 1. (10)
Similar to entropy, the above equation is another metric for
the ambiguity of the target sample. Maximize the Pear-
son χ2 divergence is equivalent to minimizing the objective
function (Eq. 6). Maximizing the Pearson χ2 divergence
with U will push the target features away from the decision
boundary to the corresponding source feature distribution
(Fig. 3). In this way, optimizing the maximum squares loss
can achieve class-wise distribution alignment between two
domains.
Figure 3: The illustration of the effect of the maximum
squares loss. Optimizing the maximum squares loss im-
plicitly pushes the target sample features away from the de-
cision boundary to the corresponding source feature distri-
bution, which achieves class-wise distribution alignment.
3.3. Image-wise Class-balanced Weighting Factor
As Fig. 4 demonstrates, classes with higher accuracy al-
ways have more pixels on the label map, which leads to an
imbalance in quantity. The regular method to balance the
number of classes is to introduce weighting factor αc, which
is usually set as the inverse class frequency [18]. However,
in the UDA task, there is no class label to calculate the class
frequency. It is also not appropriate to replace the target
class statistics with the class statistics on the source dataset,
because there is no guarantee that the target domain will
have the same class frequency as the source domain.
Instead of using the class frequency of the entire target
dataset, we calculate them on each target image:
mn,c
∗
=
1 if c
∗ = argmax
c
pn,c
0 otherwise ,
(11)
N c =
∑
n
mn,c. (12)
In Eq. 6, we divide the sum by N to average the loss on
the target image. Instead, we average the loss based on the
number of classes N c. Due to inaccurate predictions, inter-
polation between these two numbers is more stable:
LT (xt) = −
N∑
n=1
C∑
c=1
1
2(N c)
α ×N (1−α) (p
n,c
t )
2
, (13)
where α is treated as a hyper-parameter to be selected by
cross-validation.
3.4. Multi-level Self-produced Guidance for UDA
As mentioned in [28], adapting low-level feature can en-
hance the final performance. We extract the feature maps
Figure 4: From GTA5 to Cityscapes, the log frequency v.s.
Intersection over Union (IoU) for each target class. They are
almost linearly related. Thus well-classified classes (high
IoU) have more pixels (high frequency).
from the conv4 layer of ResNet [12] and add an ASPP mod-
ule to it as the low-level output. Then we extend the objec-
tive function of target samples as:
LT (xt) = LfinalT (xt) + λlowLlowT (xt), (14)
where LfinalT (xt) denotes the loss function of model final
prediction for the target sample, e.g., the maximum squares
loss (Eq. 6). Because the high-level output is more accurate
than the low-level output, it is more reasonable to use the
high-level output to guide the training of low-level features.
As a result, we adopt the idea of the self-produced guidance
learning [34] in weakly-supervised learning. We first get
the ensemble output Pens by averaging the output map of
different levels, i.e., Pfinal and Plow. Then we generate the
self-produced guidance yn,c
∗
t by:
yn,c
∗
t =

1 if c∗ = argmax
c
pn,cens,
pn,c
∗
final > δ or p
n,c∗
low > δ
0 otherwise ,
(15)
where the choice of δ dose not effect the experimental result
and we set δ = 0.95. We use this high-qualify guidance to
guide the low-level training:
λlowLlowT (xt) = λlowLCE(plow, yn,c
∗
t ). (16)
In the experiment, we fix λlow = 0.1, the same as [28].
4. Experiment
In this section, we first present the comparison between
entropy minimization and maximum square loss on the clas-
sification task. Then, we conduct several experiments in
the synthetic-to-real and cross-city settings to demonstrate
the effectiveness of our approach in unsupervised domain
adaptation for semantic segmentation. The code will be
available at https://github.com/ZJULearning/
MaxSquareLoss.
4.1. Datasets
Classification. Office-31 [27] is the most commonly
used dataset for unsupervised domain adaptation, which
contains 4,652 images and 13 categories collected from
three domains: Amazon (A), Webcam (W) and DSLR (D).
We evaluate all methods across six domain adaptation tasks
A→W, D→W, W→ D, A→ D, D→ A and W→ A.
Semantic Segmentation. As for the transfer from
synthetic datasets to real-world datasets, we consider
Cityscapes [6] as the target domain, and set GTA5 [25] or
SYNTHIA [26] dataset as the source domain, which is same
as the setting in previous works [28, 36]. Cityscapes dataset
contains 5,000 annotated images with 2048 × 1024 resolu-
tion taken from real urban street scenes. GTA5 dataset [25]
contains 24,966 annotated images with 1914×1052 resolu-
tion taken from the the GTA5 game. For SYNTHIA dataset,
we use the SYNTHIA-RAND-CITYSCAPES subset con-
sisting of 9,400 1280× 760 synthetic images. During train-
ing, we use the labeled training sets of GTA5 or SYNTHIA
as the source domain and the 2,975 images from Cityscapes
training set without annotation as the target domain. We
evaluate all methods on the 500 images from Cityscapes
validation set.
In the evaluation, we adopt the Intersection-over-Union
(IoU) of each class and the mean-Intersection-over-Union
(mIoU) as performance metrics. We consider the IoU and
mIoU of all 19 classes in the GTA5-to-Cityscapes case.
While SYNTHIA only shares 16 classes with Cityscapes,
we consider the IoU and mIoU of 16-class and 13-class in
the SYNTHIA-to-Cityscapes case.
As for cross-city adaptation, we choose the training set
of Cityscapes as the source domain and NTHU dataset [5]
as the target domain. The NTHU dataset consists of images
with 2048× 1024 resolution from four different cities: Rio,
Rome, Tokyo, and Taipei. For each city, we use 3200 im-
ages without annotations as the target domain for training
and 100 images labeled with 13 classes for evaluation. We
consider the shared 13-class IoU and mIoU for evaluation.
4.2. Implementation Details
Classification. We applied entropy minimization and
maximum square loss to ResNet-50 [12]. We adopt the
model pre-trained on ImageNet [7], except the final clas-
sifier layer. We train the model using stochastic gradient
descent (SGD) with momentum of 0.9. Following learning
rate annealing strategy in [10], the learning rate is adjusted
by ηp = η0(1+αp)β , where p is the training progress linearly
changing from 0 to 1, η0 = 0.01, α = 10, β = 0.75. We
set the batch size to 128, half of which is source samples
and half is target samples. We set λT = 0.3 for maximum
square loss and λT = 0.03 for entropy minimization.
Semantic Segmentation. As argued in [28], it is im-
portant to adopt a stronger baseline model to understand
Method A→W D→W W→ D A→ D D→ A W→ A Avg
ResNet-50 [12] 68.4±0.2 96.7±0.1 99.3±0.1 68.9±0.2 62.5±0.3 60.7±0.3 76.1
DANN [10] 82.0±0.4 96.9±0.2 99.1±0.1 79.7±0.4 68.2±0.4 67.4±0.5 82.2
EntMin 89.0±0.1 99.0±0.1 100.0±.0 86.3±0.3 67.5±0.2 63.0±0.1 84.1
MaxSquare 92.4±0.5 99.1±0.1 100.0±.0 90.0±0.2 68.1±0.4 64.2±0.2 85.6
Table 1: Comparison between the entropy minimization and maximum square loss on Office-31.
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Source only [36] Wider 70.0 23.7 67.8 15.4 18.1 40.2 41.9 25.3 78.8 11.7 31.4 62.9 29.8 60.1 21.5 26.8 7.7 28.1 12.0 35.4
CBST [36] ResNet-38 86.8 46.7 76.9 26.3 24.8 42.0 46.0 38.6 80.7 15.7 48.0 57.3 27.9 78.2 24.5 49.6 17.7 25.5 45.1 45.2
CBST-SP [36] [32] 88.0 56.2 77.0 27.4 22.4 40.7 47.3 40.9 82.4 21.6 60.3 50.2 20.4 83.8 35.0 51.0 15.2 20.6 37.0 46.2
AdaptSegNet [28]
ResNet101
86.5 36.0 79.9 23.4 23.3 23.9 35.2 14.8 83.4 33.3 75.6 58.5 27.6 73.7 32.5 35.4 3.9 30.1 28.1 42.4
MinEnt [31] 86.2 18.6 80.3 27.2 24.0 23.4 33.5 24.7 83.3 31.0 75.6 54.6 25.6 85.2 30.0 10.9 0.1 21.9 37.1 42.3
AdvEnt+MinEnt [31] 87.6 21.4 82.0 34.8 26.2 28.5 35.6 23.0 84.5 35.1 76.2 58.6 30.7 84.8 34.2 43.4 0.4 28.4 35.3 44.8
Source only
ResNet101
71.4 15.3 74.0 21.1 14.4 22.8 33.9 18.6 80.7 20.9 68.5 56.6 27.1 67.4 32.8 5.6 7.7 28.4 33.8 36.9
MinEnt† 84.2 34.4 80.7 27.0 15.7 25.8 32.6 18.0 83.4 29.4 76.9 58.7 24.0 78.7 35.9 29.9 6.5 28.3 31.4 42.2
MaxSquare 88.1 27.7 80.8 28.7 19.8 24.9 34.0 17.8 83.6 34.7 76.0 58.6 28.6 84.1 37.8 43.1 7.2 32.2 34.2 44.3
MaxSquare+IW 89.3 40.5 81.2 29.0 20.4 25.6 34.4 19.0 83.6 34.4 76.5 59.2 27.4 83.8 38.4 43.6 7.1 32.2 32.5 45.2
MaxSquare+IW+Multi 89.4 43.0 82.1 30.5 21.3 30.3 34.7 24.0 85.3 39.4 78.2 63.0 22.9 84.6 36.4 43.0 5.5 34.7 33.5 46.4
Table 2: Results for GTA5-to-Cityscapes experiments. “MaxSquare” denotes our maximum squares loss method and
“MaxSquare+IW” is the maximum squares loss combined with our image-wise weighting factor (Eq. 13). “ Multi” de-
notes combining the multi-level self-guided method in Section 3.4. For comparison, we reproduce the result of entropy
minimization method [31], which is denoted as “MinEnt†”. CBST [36] adopts a wider ResNet model [32], which is more
powerful than the original ResNet [12] that we adopt.
the effect of different adaption approaches and enhance the
performance for the practical application. Therefore, in all
experiment, we use Deeplabv2 [2] with ResNet-101 [12]
backbones pre-trained on ImageNet [7] as our base model,
which is the same as other works [28, 31].
Before the adaptation, we pre-train the network on the
source domain for 70k steps to get a high-quality source
trained network. We implement the algorithms using Py-
Torch [23] on a single NVIDIA 1080Ti GPU. Due to mem-
ory limitations, we train the model with batch size 2 (one
from the source domain and one from the target domain).
Following [28], we train the model with Stochastic Gra-
dient Descent (SGD) optimizer with learning rate 2.5 ×
10−4 , momentum 0.9 and weight decay 5 × 10−4. We
schedule the learning rate using “poly” policy: the learning
rate is multiplied by (1 − itermax iter )0.9 [2]. We employ the
random mirror and gaussian blur to augment data, the same
as [35].
As for the selection of hyper-parameters, we set λT =
0.1 in all experiments. In the experiments related to the
image-wise weighting factor (Eq. 13), we fix α = 0.2.
4.3. Experiments on Classification
Results Tab. 4 shows comparison results on office-31.
Although the results are uncompetitive with state-of-the-art
Figure 5: Accuracy of different difficulty samples on
A→W. For instance, “EntMin bottom” is the accuracy of
the entropy minimization on the “bottom set” (most diffi-
cult samples).
methods, the maximum square loss (MaxSquare) exceeds
the entropy minimization (EntMin) and DANN [10] by a
large margin. Because the semantic segmentation task is
much harder than the classification, this difference will be
more apparent in the following semantic segmentation ex-
periments.
Verification of Maximum Square Loss. As shown in
Section 3.2, the maximum squares loss can make difficult
samples be trained more efficiently than the entropy mini-
mization. We use A→W task to verify this conclusion ex-
perimentally. We first train the model on the source domain
SYNTHIA→Cityscapes
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Source only [36] Wider 32.6 21.5 46.5 4.8 0.1 26.5 14.8 13.1 70.8 60.3 56.6 3.5 74.1 20.4 8.9 13.1 29.2 33.6
CBST [36] ResNet-38 53.6 23.7 75.0 12.5 0.3 36.4 23.5 26.3 84.8 74.7 67.2 17.5 84.5 28.4 15.2 55.8 42.5 48.4
AdaptSegNet [28]
ResNet101
84.3 42.7 77.5 - - - 4.7 7.0 77.9 82.5 54.3 21.0 72.3 32.2 18.9 32.3 - 46.7
MinEnt [31] 73.5 29.2 77.1 7.7 0.2 27.0 7.1 11.4 76.7 82.1 57.2 21.3 69.4 29.2 12.9 27.9 38.1 44.2
AdvEnt+MinEnt [31] 85.6 42.2 79.7 8.7 0.4 25.9 5.4 8.1 80.4 84.1 57.9 23.8 73.3 36.4 14.2 33.0 41.2 48.0
Source only
ResNet101
17.7 15.0 74.3 10.1 0.1 25.5 6.3 10.2 75.5 77.9 57.1 19.2 31.2 31.2 10.0 20.1 30.1 34.3
MinEnt† 67.8 28.3 79.0 4.8 0.1 24.7 4.0 7.3 81.7 84.1 58.9 19.4 75.9 36.2 10.4 26.1 38.0 44.5
MaxSquare 77.4 34.0 78.7 5.6 0.2 27.7 5.8 9.8 80.7 83.2 58.5 20.5 74.1 32.1 11.0 29.9 39.3 45.8
MaxSquare+IW 78.5 34.7 76.3 6.5 0.1 30.4 12.4 12.2 82.2 84.3 59.9 17.9 80.6 24.1 15.2 31.2 40.4 46.9
MaxSquare+IW+Multi 82.9 40.7 80.3 10.2 0.8 25.8 12.8 18.2 82.5 82.2 53.1 18.0 79.0 31.4 10.4 35.6 41.4 48.2
Table 3: Results for SYNTHIA-to-Cityscapes experiments.
and mark the 30% most confident samples in the test set
as “top set” and the 30% least confident samples as “bot-
tom set”. Then we fine-tune the model with EntMin or
MaxSquare and record the accuracy on the test set, “top
set” and “bottom set”. As Fig. 5 shows, there is no differ-
ence between the accuracy of two methods on the “top set”.
However, the accuracy of MaxSquare on the “bottom set”
is much higher than EntMin. These results imply that the
main improvement of MaxSquare to EntMin comes from
the improvement of difficult samples.
4.4. GTA5 to Cityscapes
4.4.1 Overall Results
Table 2 summarizes the experimental results for GTA5-
to-Cityscapes adaption comparing with state of the art
methods [28, 31, 36]. As Table 2 shows, equipped
with ResNet-101 backbone, our “MaxSquare+IW+Multi”
method achieves state-of-the-art performance. Compared
with “MaxSquare”, “MaxSquare+IW” shows better trans-
fer results on small object classes, e.g., fence, person, truck,
train, and motorbike. Besides, for those hard-to-transfer
classes, e.g., terrain, bus and bike, “MaxSquare” per-
forms better than the original entropy minimization method
“MinEnt†” [31]. However, we also find the “MaxSquare’
result for the well-classified road class is also improved than
“MinEnt†”. We explain this phenomenon that the maxi-
mum squares loss not only reduces gradients of easy-to-
transfer classes but also reduces gradients of simple sam-
ples, which allows difficult samples from the road class to
be trained more efficiently. This mechanism is similar to
focal loss [18].
We notice that “CBST-SP” [36] achieves similar results
to our approach. Their method assumes the spatial priors
are shared between source and target domains. However,
different datasets may have different spatial distributions,
and their assumption does not always hold, which will be
revealed in the experiment of cross-city adaptations.
GTA5→Cityscapes
Entropy MaxSquare IW Multi mIoU
X 42.2
X 44.3
X X 43.5
X X 45.2
X X 45.2
X X X 46.4
Table 4: Ablation study.
GTA5→Cityscapes
param λT = 0.5 0.2 0.1 0.05 0.02
MaxSquare 43.2 44.1 44.3 43.7 43.0
param α = 0 0.1 0.15 0.2 0.25 0.3
MaxSquare+IW 44.3 44.8 45.2 45.2 44.8 44.4
param δ = 0.98 0.95 0.9 0.8
MaxSquare+IW+Multi 46.4 46.4 46.2 46.1
Table 5: Parameter sensitivity analysis.
4.4.2 Analysis of Maximum Square Loss
We perform the following investigative experiments on
GTA5 to Cityscapes.
Ablation Study. We investigate the effect of the image-
wise weighting factor introduced in Section 3.3. When
combined with the image-wise weighting factor (IW), per-
formances of the entropy minimization and the maximum
squares are improved by nearly 1 point (Tab. 4). As a result,
the image-wise weighting factor is a robust solution to the
class imbalance in the unlabeled target domain.
We also study the effect of the multi-level self-produced
guidance in Section 3.4. As Table 4 demonstrates, utilizing
multi-level output can significantly improve the final perfor-
mance.
Parameter Sensitivity Analysis. We show the sensi-
tivity analysis of parameters λT , α and δ in Tab 5. Too
large or too small λT cannot take advantage of the maxi-
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Rome
Cross city [5] 79.5 29.3 84.5 0.0 22.2 80.6 82.8 29.5 13.0 71.7 37.5 25.9 1.0 42.9
CBST [36] 87.1 43.9 89.7 14.8 47.7 85.4 90.3 45.4 26.6 85.4 20.5 49.8 10.3 53.6
AdaptSegNet [28] 83.9 34.2 88.3 18.8 40.2 86.2 93.1 47.8 21.7 80.9 47.8 48.3 8.6 53.8
Source only 85.0 34.7 86.4 17.5 39.0 84.9 85.4 43.8 15.5 81.8 46.3 38.4 4.8 51.0
MaxSquare 80.0 27.6 87.0 20.8 42.5 85.1 92.4 46.7 22.9 82.1 53.5 50.8 8.8 53.9
MaxSquare+IW 82.9 32.6 86.7 20.7 41.6 85.0 93.0 47.2 22.5 82.2 53.8 50.5 9.9 54.5
Rio
Cross city [5] 74.2 43.9 79.0 2.4 7.5 77.8 69.5 39.3 10.3 67.9 41.2 27.9 10.9 42.5
CBST [36] 84.3 55.2 85.4 19.6 30.1 80.5 77.9 55.2 28.6 79.7 33.2 37.6 11.5 52.2
AdaptSegNet [28] 76.2 44.7 84.6 9.3 25.5 81.8 87.3 55.3 32.7 74.3 28.9 43.0 27.6 51.6
Source only 74.2 42.2 84.0 12.1 20.4 78.3 87.9 50.1 25.6 76.6 40.0 27.6 17.0 48.9
MaxSquare 70.9 39.2 85.6 14.5 19.7 81.8 88.1 55.2 31.5 77.2 39.3 43.1 30.1 52.0
MaxSquare+IW 76.9 48.8 85.2 13.8 18.9 81.7 88.1 54.9 34.0 76.8 39.8 44.1 29.7 53.3
Tokyo
Cross city [5] 83.4 35.4 72.8 12.3 12.7 77.4 64.3 42.7 21.5 64.1 20.8 8.9 40.3 42.8
CBST [36] 85.2 33.6 80.4 8.3 31.1 83.9 78.2 53.2 28.9 72.7 4.4 27.0 47.0 48.8
AdaptSegNet [28] 81.5 26.0 77.8 17.8 26.8 82.7 90.9 55.8 38.0 72.1 4.2 24.5 50.8 49.9
Source only 81.4 28.4 78.1 14.5 19.6 81.4 86.5 51.9 22.0 70.4 18.2 22.3 46.4 47.8
MaxSquare 79.3 28.5 78.3 14.5 27.9 82.8 89.6 57.3 31.9 71.9 6.0 29.1 49.2 49.7
MaxSquare+IW 81.2 30.1 77.0 12.3 27.3 82.8 89.5 58.2 32.7 71.5 5.5 37.4 48.9 50.5
Taipei
Cross city [5] 78.6 28.6 80.0 13.1 7.6 68.2 82.1 16.8 9.4 60.4 34.0 26.5 9.9 39.6
CBST [36] 86.1 35.2 84.2 15.0 22.2 75.6 74.9 22.7 33.1 78.0 37.6 58.0 30.9 50.3
AdaptSegNet [28] 81.7 29.5 85.2 26.4 15.6 76.7 91.7 31.0 12.5 71.5 41.1 47.3 27.7 49.1
Source only 82.6 33.0 86.3 16.0 16.5 78.3 83.3 26.5 8.4 70.7 36.1 47.9 15.7 46.3
MaxSquare 81.2 32.8 85.4 31.9 14.7 78.3 92.7 28.3 8.6 68.2 42.2 51.3 32.4 49.8
MaxSquare+IW 80.7 32.5 85.5 32.7 15.1 78.1 91.3 32.9 7.6 69.5 44.8 52.4 34.9 50.6
Table 6: Results for Cross-City experiments.
mum square loss. We empirically choose λT = 0.1. As
the table shows, “MaxSquare+IW” with different α always
yields better performance than “MaxSquare”, which shows
that the image-wise weighting factor is robust to the hyper-
parameter α. Meanwhile, the choice of δ does not affect the
result significantly, as mentioned in 3.4.
4.5. SYNTHIA to Cityscapes
Following the evaluation protocol of other works [31,
36], we evaluate the IoU and mIoU of the shared 16 classes
between two datasets and the 13 classes excluding the
classes with ∗. As Table 3 shows, our methods achieve
competitive results to other methods. “MaxSquare+IW”
surpasses “MaxSquare” method on the several small object
classes, e.g., traffic light, traffic sign, and motorbike.
4.6. Cross City Adaptation
To show the efficiency of our methods for smaller do-
main shift, we conduct our experiment on the NTHU dataset
with ResNet-101 backbone. We consider the IoU and mIoU
of shared 13 classes for evaluation. Table 6 shows the
results of transferring from Cityscapes to the four cities
in the NTHU dataset. In all four adaptation experiments,
our “MaxSquare+IW” outperforms the other most advanced
methods by about 1 point. These excellent results demon-
strate the effectiveness of our maximum squares loss and
our image-wise weighting factor. Moreover, unlike self-
training [36], our approach does not assume that source and
target domains share the same spatial priors. Therefore, our
method is robust to various transfer settings.
5. Conclusion
In this paper, we demonstrate the probability imbalance
problem when applying the entropy minimization method
to UDA for semantic segmentation. We propose the max-
imum squares loss to prevent easy-to-transfer classes from
dominating the training on the target domain. We show that
optimizing the maximum squares loss is equivalent to max-
imizing the Pearson χ2 divergence with the normal distri-
bution. As for the class imbalance in the target domain,
we propose to compute class weighting factor for each im-
age, based on the prediction quantity of each class. The
synthetic-to-real and cross-city adaption experiments show
that our method can achieve state-of-the-art performance,
without the discriminator in adversarial learning methods.
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