We prove that the bicriteria single-machine scheduling problem of minimizing total completion time and maximum cost simultaneously is solvable in polynomial time. Our result settles a long-standing open problem.
Introduction
Little has been done in the area of multicriteria scheduling theory, in spite of its practical potential; after all, a schedule is evaluated on several performance measures in practice. We refer to Dileepan and Sen [ 1 ] for an overview of the literature on multicriteria scheduling problems and to Hoogeveen [4] for a survey of the few non-trivial polynomial-time algorithms and complexity results. In this paper, we prove that a fundamental and probably the most obvious and practical bicriteria problem is solvable in polynomial time.
This problem is described as follows. A set of n independent jobs has to be scheduled on a single machine that is continuously available from time zero onwards and that can process at most one job at a time. Each job Jj ( j = 1 ..... n) requires an uninterrupted positive processing time pj and has a due * Corresponding author. date dj. Without loss of generality, we assume that the processing times and due dates are integral. A schedule tr specifies for each job when it i:s executed while observing the machine availability constraints.
Hence, a schedule tr defines for each job Jj its completion time Cj(a), which we sometimes simply write as Cj.
The bicriteria problem that we consider concerns the simultaneous minimization of the perfor- Once the Pareto optimal set, that is, the set of all schedules that are Pareto optimal with respect to n the functions (Y'=i=1 Cj, fmax), has been determined, problem (P) can be solved for any function F that is non-decreasing in each of its arguments by computing the cost of each Pareto optimal point and taking the minimum. As a consequence, if each Pareto optimal schedule can be found in polynomial time and if the cardinality of the Pareto optimal set is polynomially bounded in the input size, then problem (P) is polynomially solvable. Van Wassenhove and Gelders [11] give an
finds each Par.eto optimal point in O(n log n) time; see also Nelson et al. [8] . John [5] extends their algorithm to determine the set Of Pareto optimal points for ()-~=l C/,fmax). The complexity of these algorithms depends on the number of Pareto optimal points. This number has been subject of a lot of misunderstanding. Lawler et al. [7] conjectured that this number is equal to n(n -1)/2 + 1 for (~-~=1 Cj,Lmax). Van Wassenhove and Gelders, on the other hand, supposed that the number of Pareto optimal points for ()--~=l C/, Lmax) be bounded only pseudo-polynomially; hence, they presented their algorithm as being pseudo-polynomial. This inspired Sen and Gupta [9] to present a branch-and-bound n algorithm for I II Ej=I Cj -~-Lmax.
We prove that the number of Pareto optimal points for ()--~=l C/, fmax ) is at most equal to n(n -1 )/2 + 1. We give a step-wise description of the algorithm based on deadline determination for 1 If max ~< n f[ ~j=l Cj, where f is some upper bound on the cost of the schedule. Steps 2-7 then, actually, describe Smith's rule.
Algorithm I.
Step 1: Compute for each job Jj the deadline dj induced by f j( Cj ) <~ f . Step 2: T ~ ~j=~ pj.
Step 3: Determine U +---{Jj C Jldj >>, T} as the set containing the jobs that may be completed at time T.
Step 4: Determine Jk such that ,ok --max{pj[Jj C U}; in case of ties, Jk is chosen to be the job with smallest cost when completed at time T.
Step 5: Schedule Jk in the time interval [T -Pk, T].
Step 6: J +-J -{Jk}; T ~--T-pk.
Step 7: If T > 0, then go to Step 3. Algorithm II.
Step 1: Compute f* and fmax(SPT); let k ~--1.
rt
Step 2: Solve l lfmax<<,fmax(SPT)] ~j=l Cj; this produces the first Pareto optimal schedule a! ~ ), and the first Pareto optimal point ()--~I= I Cj (a I1 ) ), fmax (a ~ l ))).
Step 3: k ~--k + 1. Solve llfmax < fmaxatk-l)[ n ~-~j=j Cj; this produces the kth Pareto optimal schedule alk), and the kth Pareto optimal point
Step 4: If fmax(6 (k)) > f*, then go to Step 3.
A crucial issue is the number of Pareto optimal points generated by Algorithm II. In the remainder of this section, we prove that there are O(n 2) such schedules, thereby establishing the polynomial nature 
