Abstract. In this paper we discuss germs of smooth hypersurface in C n . We show that if a point on the boundary has infinite D'Angelo type, then there exists a formal complex curve in the hypersurface through that point.
Introduction
Let M be a C ∞ real hypersurface in C n and p ∈ M . Then there is a C ∞ local defining function r of M near p, i.e., M = {r = 0} ∩ U , where U is some neighborhood of p and dr(p) = 0. Let ζ : (C, 0) −→ (C n , p) be a germ of a nonconstant holomorphic curve that sends 0 to p. Let ν(ζ) denote the degree of vanishing at 0 of the function |ζ 1 (t) − ζ 1 (0)| + · · · + |ζ n (t) − ζ n (0)|. Likewise, let ν(ζ * r) denote the order of vanishing of r • ζ at the origin. .
We say that p is a point of finite type if ∆(M, p) < ∞ and infinite type otherwise. We also denote ∆(M, p, ζ) := ν(ζ * r) ν(ζ) .
In the convergent case, D'Angelo [1] proved the following theorem:
Theorem 1 (D'Angelo). If M is a germ of a real analytic hypersurface in C n and p ∈ M , then ∆(M, p) = ∞ if and only if there exists a germ of a complex curve ζ(t) : (C, 0) −→ (C n , p) lying on M and passing through p.
In this paper we prove the formal analogue of this result. With a formal complex curve through p we mean an expression of the form ζ(t) = (ζ 1 (t), . . . , ζ n (t)) where each ζ j is a formal power series in the complex variable t and ζ(0) = p. Theorem 2. If M = {r = 0} is a germ of a C ∞ real hypersurface in C n and p ∈ M , then ∆(M, p) = ∞ if and only if there exists a nonconstant formal complex curve ζ(t) : (C, 0) −→ (C n , p) such that ζ(0) = p and r • ζ vanishes to infinite order at 0.
The proof is similar in outline to the proof by D'Angelo, but the formal analogue is somewhat different in some places. Denote by n O 0 the ring of germs of formal complex power series at 0 in C n . A key ingredient is the following Theorem 3. Let I be an ideal in n O 0 . If dim( n O 0 /I) = ∞, then there is a formal power curve ζ near 0 such that ζ * f ∼ 0 for all f ∈ I.
In section 2 we collect background results. Then in Section 3 we prove the Theorem using Theorem 3, a version of the Nullstellensatz, and in the last section we prove Theorem 3. The authors are grateful to Steven Krantz for suggesting this problem. For A = {a ij } ∈ M let A * = {a ji } denote the adjoint matrix. We let M 0 denote those matrices A for which all sums, j |a ij
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we define the matrix product AB = {c iℓ } where c iℓ = k a ik b kℓ if all these sums are convergent to a finite complex number. If A, B ∈ M 0 then the matrix product AB ∈ M always exists. Also let M 1 ⊂ M 0 denote the unitary matrices, i. e. those for which AA * = A * A = I =: {δ ij }.
we say that A k converges weakly to A. In this case it is easy to see that A ∈ M 0 . In particular we note that if we have a sequence U k ∈ M 0 , after taking a subsequence, we can assume that
We let M 1,k ⊂ M 1 denote those unitary matrices A = {a ij } for which a ij = δ ij whenever max{i, j} > k. Then the matrix k A = {a ij } 1≤i,j≤k is a unitary matrix on C k and A looks like the identity matrix outside the first k × k block.
Let ℓ 2 denote the infinite sequences of complex numbers c = {c j } j≥1 with norm
By weak convergence it follows that if A ∈ M 0 is a weak limit of matrices in M 1 , then we still have Ac ≤ c .
D'Angelo description of defining functions.
Let r be the defining function of a smooth hypersurface around 0 in C n . For multiindices J = (J 1 , . . . , J n ),K = (K 1 , . . . , K n ), denote |J| := n j=1 J j and set J < K using some lexicographic ordering. In other words, we say J < K if and only if either |J| < |K|, or |J| = |K| and there exists k ≤ n such that J j = K j for j ≤ k and J k+1 < K k+1 . Then we can write formally
The key property for the above decomposition is that if we truncate r at any k only finitely many terms are nonzero.
Formal Power Series Case
For any given formal complex series g, we use j k (g) to denote the k-jets of g. A slight change of D'Angelo's theorem states as follows: Lemma 1. Let ζ = ζ k be a curve passing through the origin. If j 2kν(ζ )(ζ * r) = 0, then there is an infinite unitary matrix U k such that
Note the above norms make sense since there are only finite many terms in f and g with non-vanishing k-jets for each k according to our decomposition of r. For these finitely many f J 's and g J 's, applying ([1] Theorem 3.5), one can find an elementŨ of the group of unitary matrices such that
ExtendingŨ to an unitary operator U on l 2 by letting rest of the diagonal entries to be 1 and others 0, then we have (1) 
Suppose that the domain r < 0 has infinite type at 0. Then there exists a matrix U ∈ M 0 which is a limit of matrices in M 1 so that the ideal
Proof. Since the domain has infinite type, there is a sequence of unitary matrices U k as in the previous lemma. Let U be any weak limit of the U k . Suppose that I has finite dimension. Then there exists an integer ℓ so that
), a contradiction. Corollary 1. Let M = {r = 0} be a smooth hypersurface in C n . Let ζ be a formal curve. Then ζ * r ∼ 0 if and only if there exists an operator U ∈ M 0 which is a weak limit of operators in M 1 such that ζ * f ∼ 0 for any f ∈ I as in Lemma 3.
Proof. We only need to prove the sufficient direction, so consider any formal curve
To complete the proof of Theorem 2, we only need to prove Theorem 3.
Theorem 3
In the context of formal complex power series case, many parallel algebraic properties to those of convergent power series still hold. To our interest, we mention that the local ring n O 0 is Noetherian. Moreover, Weierstrass preparation Theorem and division Theorem are both valid in the formal case. The reader may check [4] , [5] etc for references.
For any proper ideal I in n O 0 , following the idea of Gunning([3]), we can similarly construct regular system of coordinates z 1 , . . . , z n such that there exists an integer k satisfying:
In addition if I is prime, the theorem of the primitive element guarantees that by making a linear change of coordinates in z k+1 , . . . , z n plane, the quotient field
. We call the above regular system of coordinates to be strictly regular system of coordinates. Denote the discriminant of the unique irreducible defining polynomial p k+1 of z k+1 by D. Then for each coordinate function z j , we can construct
to denote the defining Weierstrass polynomial of z j . The ideal generated by p k+1 , q k+2 . . . , q n is called to be the associated ideal.
The following lemma shows that the associated ideal (p k+1 , q k+2 . . . , q n ) and the original ideal cannot differ by very much.
Lemma 4.
There exists an integer ν such that
If I is a principle ideal, we have the following result.
Lemma 5. Let P (z 1 , . . . , z k , w) be a formal Weierstrass polynomial
Proof. After linear change of coordinates on (z 1 , . . . , z k ), we assume
where a s = 0. Next we consider truncations P r of P where r >> s. Then the discriminant of P r , D r as a polynomial in the elementary symmetric functions can still be written as D r (z 1 , 0, . . . , 0) = az ℓ and that the zeroes of P ρ are contained in these discs. We need to shrink z 1 for this to be true. We can also make these discs much smaller. This means that we have trapped the zero curves for P r and so we can take formal limits and get a curve on which P vanishes to infinite order.
We have the following proposition: Proposition 1. Let P ⊂ n O 0 be a prime ideal with D(P ) = ∞. Then there exists a formal curve ζ such that ζ * f ∼ 0 for all f ∈ P .
Proof. We first choose coordinates z 1 , . . . , z n such that I is strictly regular. Note that since D(P ) = ∞, k = 0. Consider the associated ideals (p k+1 , q k+2 . . . , q n ). Notice the discriminant of p k+1 , D is not identically zero. Apply Lemma 5 to p k+1 , then there exists a formal power curve ζ ′ = (ζ 1 (t), ζ 2 (t), . . . , ζ k+1 (t)) such that ζ ′ * p k+1 ∼ 0. We mention that the curve can always be chosen so that D • (ζ 1 (t), ζ 2 (t), . . . , ζ k (t)) / ≡ 0. Next we need to add coordinates z k+2 (t), ..., z n (t) so that all functions in the ideal vanish. Recall q j = Dz j − Q j (z k+1 ) ∈ I, j > k + 1. Here Q j ∈ n O[z k+1 ]. We solve for z j = Q j /D and let ζ j (t) = z j for j = k + 2, . . . , n. Then (p k+1 , q k+2 . . . , q n ) vanishes on ζ(t) = (ζ 1 (t), ζ 2 (t), . . . , ζ n (t)). We'll show z j = Q j /D is one of the formal roots for the defining Weierstrass polynomials p j ∈ k O 0 [z j ] and therefore Q j /D vanishes at the origin. Indeed, for each j > k + 1, denote by n j the degree of p j ∈ k O 0 [z j ] with respect to z j and consider P j = D nj p j . Replacing Dz j in P j by q j + Q j . We then get P j = H(q j ) + G(Q j ) for some polynomials H(·), G(·) with no constant terms. Since P j ∈ I and p k+1 is the defining polynomial for z k+1 , G(Q j ) is divisible by p k+1 . P j therefore identically vanishes on the curve defined by (z 1 , . . . , z k+1 ) = ζ ′ (t), q j (ζ ′ ) = 0. z j = Q j /D is then one of the formal roots for the defining Weierstrass polynomials p j .
Finally we need to show for any f in the ideal I, f vanishes on the formal curve ζ(t). Indeed, by Lemma 4, there exists some high power ν, such that
Notice D vanishes to finite order on the curve, thus ζ * (f ) ∼ 0.
In order to prove Theorem 3, we also need the following simplification lemmas. We also similarly define formal radical of an ideal I as follows Recall that an ideal J is primary if whenever xy ∈ J then x ∈ J and y n ∈ J for some n or vice versa.
We can now prove Theorem 3. Let I be an ideal in n O 0 . If D(I) = ∞ then we want to show that there is a formal power curve ζ near 0 such that ζ * f ∼ 0 for all f ∈ I.
Proof. By Lasker-Noether decomposition theorem, we can write I = P 1 ∩ · · · ∩ P k , where P j 's are primary ideals. By Lemma 6, we have D(P j ) = ∞ for some j. Lemma 7 also implies D( P j ) = ∞. Notice P j is prime, Proposition 1 implies the existence of a formal curve ζ such that ζ * f ∼ 0 for all f ∈ P j . SinceI ⊂ P j ⊂ P j , ζ * f ∼ 0 for all f ∈ I. The proof of theorem is thus complete.
