Abstract Detection of nonstationarity in series of flow records is of vast scientific and practical significance. In order to develop guidance as to the choice of an appropriate test, among the many candidates, one has recourse to analysis of a controlled trend artificially introduced to generated data mimicking river flow observations. Raw series of good quality flow data were normalized and de-seasonalized and subsequently transformed to the Fourier spectral domain. Keeping the power spectrum preserved, the phase spectrum was subjected to randomization. After transformation back to the temporal domain, the data were contaminated with trends and step changes in a controlled way. The results evaluate the detectability of nonstationarity by particular tests as a quasicontinuous function of magnitude of the contaminating change. A method is devised to compare the tests' performance, with the objective of choosing an appropriate tool. Analysis of detectability versus change magnitude gives a new insight, of direct practical applicability, into the properties of the tests. Further insight is provided by examining over 200 real series of river flow records.
INTRODUCTION
The issue of change detection in river flow data is of much practical importance. Dependable river water is the core element of water resources systems, which, Open for discussion until 1 February 2001 typically, have been designed and operated based on the assumption that the essential characteristics of variability of hydrological processes do not change with time. If this stationarity assumption is abandoned, existing codes for designing water resources systems, dams and other engineering works would have to be revised. Otherwise, the systems would be either underdesigned or overdesigned, i.e. either missing the target or becoming overly costly.
Changes in the characteristics of the process of river flow can be caused by human impacts, such as river regulation or land use in the catchment (e.g. urbanization and deforestation), or change in water withdrawal (e.g. increase due to new irrigation schemes). Another possible source of change of the flow process has been the climate variability and change. Yet, as runoff is a difference between precipitation and évapotranspiration and both processes increase with temperature rise, the total impact of climate change on runoff is not clear.
In these circumstances, it is not easy to detect a weak, if any, greenhouse signature amidst a strong natural variability of flow. Flow fluctuations have been occurring since the dawn of time being often as strong as, or even stronger than, the variability recorded recently.
There have been several studies of long time series of river flow, among others under the framework of the World Climate Programme-Water (WCP-Water) coordinated by WMO (cf. Cavadias, 1992; WMO, 1988; Kundzewicz & Robson, in press ). However, even if some analyses demonstrate a nonstationary behaviour, it has not been found possible to arrive at general regional-scale conclusions on the direction of changes, which, to a large extent, seem to be chance occurrences.
Yet, even if a clear and ubiquitous presence of a greenhouse signal in river flow remains to be detected, there is still merit in building up databases, development of appropriate methodologies and preparedness to detect a greenhouse component in hydrological variables.
Analysis of long time series of existing hydrological records is therefore a useful ongoing exercise. It is a prerequisite for interpretation of exceptional events, such as severe and persistent atmospheric and hydrological drought in Africa (cf. Gautier et al, 1998; Paturel et al, 1998) .
Change detection has been a central problem in statistics, and several tests have been developed for this purpose. These tests usually do not make allowance for autocorrelation in the data, assuming independence and often normal marginal distributions. Typically, these assumptions are not valid in river flow analysis. The degree of autocorrelation grows with reduction of time intervals considered. Even if annual data are quasi-independent, monthly and, even more so, daily data can be strongly correlated. That is why most available testing techniques (including the nonparametric ones) do not lend themselves to utilization with frequently sampled data. Prior temporal aggregation of data (e.g. using derived annual values if daily records are available) means that the analyst ignores part of the information at hand. Therefore techniques tailored to properties of hydrological data are required. The phase randomization technique developed in this study is an example of techniques of potential applicability to hydrological data and an alternative to block bootstrapping methods.
The two objectives of this paper are: (a) to use the phase randomization as a means of comparing available statistical tests; and (b) to use phase randomization as a technique in its own right that avoids the need for assuming temporal independence of data.
CRITERIA FOR CHOICE OF A TEST
Many dozens of tests for change detection have been used in studies of long time series of hydrological data. Therefore, the issue of a satisfactory choice of a suitable test (or a series of tests) is appropriate. Statistical tests can support, but not prove, hypotheses. Examples of null and alternative hypotheses relevant to changes in hydrological time series are those of equality/difference of two population means or variances (before and after a step change occurred), or of zero/non-zero slope of linear regression (measuring gradual monotonie change).
Changes may have different forms, e.g. an abrupt jump vs gradual monotonie trend, and may occur in the mean and/or in variability (variance, extremes, persistence). In addition, there are complicating factors such as seasonality, missing values and, in some cases, also small sample syndromes. Detectability using a test depends on the type of change, its magnitude, the length of the series and the time instant when the change occurs in the series. A certain test may work well for a particular situation (e.g. for a gradual trend or an abrupt jump) and not so well elsewhere. Yet, many changes observed in real data do not univocally belong to either of these categories; there are intermediate cases.
Among criteria that may guide the choice are: the power of the test and its computational efficiency. The former, i.e. assessment of how well the test detects changes, embraces evaluation of probability of errors when the hypothesis is incorrectly rejected or incorrectly accepted. The computational efficiency is of decreasing importance in the era of massively growing power of computers, yet it can still be important in computation-intensive Monte-Carlo and generation studies and in multisite analyses over large spatial regions.
Every test is based on a number of assumptions. For instance, the assumptions needed for linear regression are as follows: variables are measured without errors and all pairs of the random variable are independent and normally distributed: N(0, a 2 ). The assumption of normality, typical in the case of parametric tests, can be an unacceptably simplifying one in the realm of strongly positively skewed hydrological data. As an alternative, one can transform data to normality and carry out the procedure for normalized data. Normalization helps in detection of regular changes, by smoothing extremes and weakening of outliers.
In nonparametric, robust tests, one does not need to make assumptions about distributions. Hirsch et al. (1991) found that nonparametric procedures suffer only small disadvantages (in terms of efficiency of power) in the case of normally distributed data, while offering modest advantages with small departures from normality and large advantages when the data strongly depart from normality. Yet, nonparametric tests are not assumption-free. They were traditionally developed under the assumption of independent and identically distributed random variables and the independence assumption is often problematic for river flow data. When underlying test assumptions are not fulfilled, regions for acceptance and rejection cannot be rigorously determined. Therefore, such tests can be treated more as methods of exploratory data analysis rather than as rigorous testing techniques.
Bootstrap and simulation methods offer an interesting possibility to assess the significance of a statistical test. Their advantage is that they can be applied for very different assumptions on the data. Suppose that a time series z,{t) is to be investigated. A test statistic S(z(t)) is calculated. In order to assess the significance of the result obtained, K time series with prescribed properties are generated, for each of which the test statistics S is calculated. Suppose the results are ordered:
S(zi(t))<S(z 2 (t))<.:<S(zK(t))
( 1) If
S(z m (t))<S(z(t))<S(z m+ i(t))
then the probability of not exceeding S(z(t)) is:
Ties in equations (1) and (2) can be handled by taking an appropriate average. Now, the result would be significant at the 95% level if the probability, p, were above 0.975 (indicating a high result) or below 0.025 (indicating a low result). The following notion of significance, defined in terms of probability p, is used:
The absolute value of significance corresponds directly to the significance level achieved, while the sign indicates the direction of changes in case of change-detection tests.
METHODOLOGY Change detection
The approach developed in this study uses statistics from tests given in the literature, but does not make use of the formulae for rejection/acceptance ranges of the test statistics. Such formulae are not valid where the assumption of independence of observations does not hold and are therefore of limited use in river flow analysis. Instead, a bootstrapping approach is applied: the result of each test is compared with those obtained for other series with the same autocorrelation, generated by phase randomization (Table 1) , and replaced by the value of significance computed (cf. equation (4)).
Preserving the autocorrelation structure of the raw series, guaranteed by conservation of the power spectrum, is a major advantage of phase randomization. It Table 1 Phase randomization.
1 Fourier transformation to the spectral domain. The Fourier transform (power and phase spectra) of the resulting standardized series are computed. 2 Randomizing the phases in the phase spectrum, keeping the power spectrum preserved. 3 Reverse Fourier transformation, back to the temporal domain. allows a broad range of existing tests to be adapted to the situation of long-term dependence between observations.
The list of applied tests is presented below. Since significance estimates developed for those tests in the literature are not used here, only the formulae for test statistics are given. Bootstrapping also relieves the need of normalizing factors, which do not influence the resulting significance.
Various tests are typically applied directly to values in the series or, in the nonparametric case, to their ranks or to so-called "normal scores", i.e. to the series transformed in such a way that an rth largest value is replaced by the typical value that an rth largest value from a sample of normal data would have. That is, the marginal distribution becomes normal, while the relative ranks of the values are preserved (cf. Robson et al., 1998) . However, as there is a strong intra-annual cycle present in the data under study, it is removed from such a transformed series by subtracting the regime and dividing the residue by seasonal standard deviations. The marginal distribution remains normal after this step.
Let the following notation be assumed: Cl\, ..., Cl n , denote the terms of the standardized series, m their mean, and r\, ..., r n their ranks. The test numbers correspond to those used in the discussion of results.
Test 1 (nonparametric) Mann's test This test, with statistic defined as
Tsgn(a j -a,.), is especially useful if one tries to answer a general question as to the existence of changes in the series and their direction. It gives little information about their quantitative strength, but is not disturbed by rare extreme events. The same applies to any nonparametric test (tests 2-3 and 5-6). 
Test 2 (nonparametric) normal scores linear regression

Efa-aJ is
Test 6 (nonparametric) jump fit to ranks The statistic from test 5 applied to the series of ranks. It is equivalent to maximizing , , -^-^sgn(a ; -a.) over k.
ykyl ~ & ) i<k<j
Test 7 (parametric) jump fit The amplitude of a single jump fitted to the original (not standardized) series by the least squares method.
Comparison of tests
In order to obtain a synthetic, stationary series out of a natural flow record, the procedure illustrated in Table 2 was conducted. The raw data of good quality were subject to normalization, de-seasonalization and Fourier transformation. Keeping the power spectrum preserved, the phase spectrum was subjected to randomization (Table 1 ) and the series was transformed back to the temporal domain. In this way a number of realizations were generated while preserving the essential properties of the raw series (by virtue of preserving the power spectrum), but dissipating any nonstationarity the original series might have displayed. The generated data were contaminated with a change in a controlled way. The deterministic changes of two types were introduced additively (abrupt jump and linear trend). They were of various strengths measured as a ratio of the amplitude and the standard deviation of the series to which the nonstationarity was added.
Relative performance of different tests can be assessed by comparing the significance levels they yield for the controlled, artificial series. The numerous contaminated series were subjected to the change-detection tests, listed in the previous section, and the mean significance level (obtained, again, from phase randomization) was computed for each combination of change shape, change strength and test statistic. Table 2 Algorithm of the proposed comparison methodology. 0 Departure point: long time series of raw data of good quality. 1 Normalization of the distribution, by replacing each term with the value which would have had the same non-exceeding probability in the Gaussian distribution. This step preserves the relative ranks of the data. 2 De-seasonalization. The annual cycle was removed by subtracting the regime and dividing the residue by seasonal standard deviations. 3 Phase randomization (Table 1) . 4 Artificial trends/step changes were added to the series generated from step 3. Then the original distributional and seasonal properties of the series were restored by reversing steps 2 and 1. The resulting series was tested for changes. 5 Comparison of the test statistic for the contaminated series with those obtained for some more series generated from this one by further phase randomization, in order to replace each statistic's value by the corresponding significance. 6 Steps 3-5 were repeated 2500 times and the mean significance was computed for each shape, strength and statistic under study.
Beside additive changes, one could consider (cf. Radziejewski et al., 1998 ) also multiplicative changes (adding trend to the logarithm of the series), season-dependent changes in mean or variance and changes in persistence.
RESULTS
Data used
In order to eliminate factors related to inadequate data quality, a set of river flow observations stemming from the US Geological Survey Hydro-Climatic Data Network (HCDN) (Slack et al, 1993) was used. The subset of 202 series selected for investigation fulfilled the following criteria: sufficient length of continuous daily record (at least 60 years), lack of significant anthropogenic influence and no documented ice influence. The records of the River Greenbrier at Alderson, West Virginia (1896 -1985 and the River Mississippi at Clinton, Iowa (the 1879-1967 part) served as the basis for the artificially generated series. Daily data were used in all cases, without temporal aggregation.
Discussion of results
Series contaminated with controlled artificial nonstationarities of different form and amplitude, 2500 series for each type/strength, were created following the procedure explained in Table 1 . The results evaluate the detectability of changes by particular tests as a function of the magnitude of the contaminating change. Figures 1 and 2 show the results obtained for the series contaminated with changes in mean of strength 0.1-2a in 0.1a intervals. The additive changes considered are an abrupt jump and a linear trend. Radziejewski et al. (1998) reported on the results for other types of changes.
In case of contamination with a linear trend (Fig. 1) , the tests 1-3 performed almost identically to each other and better than all the other tests. The parametric test 4 was the next one in the ranking, but still significantly worse, except for a very strong trend. The advantage of tests 1-4 in the linear trend case is not surprising, since gradual monotone changes are what these tests look for. Another close similarity is between tests 5 and 6, with a minor advantage of test 6 (jump fit to ranks). Again, these nonparametric tests performed better than their parametric counterpart (test 7). Tests 5 and 6 allowed the detection of changes they were not designed for, while test 7 was completely useless in this situation. The feature of detecting a broad range of changes is very important in real-life situations, where no information is available about the type of changes to be expected.
The mean significance level for tests 1-3 reached 95% with changes of strength 0.5o" in the case of the River Greenbrier ( Fig. 1(a) ) and 1.1a in the case of the River Mississippi ( Fig. 1(b) ). Similar discrepancy for other tests (changes had to be about 2.2 times stronger in the case of the River Mississippi to achieve the same level of significance) simply suggests that the ratio of trend amplitude to the series standard deviation is not a universal measure of the strength of artificial changes. Nevertheless, it seems sufficient for the approach presented here, when only the results obtained for the same base series and the same change type are directly compared. As expected, contamination with an abrupt jump has put tests 5 and 6 in an advantageous position. Again, there is a high degree of similarity between the two tests, both outperforming test 7 significantly. Test 7 was better than tests 1-4 in the case of the series based on the River Mississippi, but of little use otherwise. all exhibited similar performance. The advantage of parametric test 4 in the case of the River Mississippi is interesting, but it could be a chance occurrence. For a visual comparison, Fig. 3 shows a series with a change that can be easily detected by the methodology used and Fig. 4 a series with a still detectable change, but with smaller significance. Tests 1-7 were also computed for the 202 real records of flow in rivers of the USA from the HCDN database. The significance levels of the results were established using phase randomization with 2500 randomizations for each series.
The tests gave significant results at the 5% level with the positive sign for 23 series from the continental United States and with the negative sign for three series from Hawaii and only one series from the continental US. Parametric tests 4 and 7 gave 1 and 0 significant results respectively, the one obtained with test 4 being superseded by the more significant results of the nonparametric tests 1-3. Table 3 presents the significant results.
The results of a test for all the 202 series can be quantitatively summarized by plotting the 202 computed significance levels, one by one, in the order from lowest to highest (Fig. 5) . The labels on the x axis (0-100%) correspond to the result number compared to the total number of results. The plots were prepared independently for each test. Only 11 points are shown on each plot for readability. Again, increase seems to be the prevailing direction of change in this sample. One can also see that the results of parametric tests are much more often close to zero and, in general, show much less change than the nonparametric ones. That may suggest that the changes occurring in natural flow series affect the mean flow relatively less than other parameters of the distribution to which the nonparametric tests are more sensitive. The similarity between the results of tests 1-3 still holds, although it is not as close as in the case of artificial series. The difference between the results of tests 5 and 6 is even greater, but the results are still related.
It seems that tests 1-3 give very similar results and are to be particularly recommended.
CONCLUSIONS
In order to compare the performance of different tests to detect changes in flow records, one has recourse to analysis of a controlled trend artificially introduced to generated data mimicking river flow observations. The summary of the calculations presented show that step changes of magnitude comparable to the series' standard deviation can usually be detected. For detection of such changes, nonparametric tests were generally found to perform better than their parametric counterparts. Phase randomization is a powerful tool applicable in situations where the raw data do not meet the independence assumption required by standard change detection tests.
