Abstract. This paper presents eight Improved Particle Swarm Optimization (IPSO) algorithms for solving Combined Heat and Power Economic Dispatch (CHPED) problem with valve point loading e ects on fuel cost function and transmission losses. The main objective of the problem is to nd the power output and the heat output of available units so that the total fuel cost is minimized while satisfying power and heat demands and power and heat limits. The proposed IPSO algorithms are based on some modi cations on the parameters and the use of Cauchy distribution. The e ectiveness of the IPSO methods has been validated through six di erent test systems including three systems with quadratic fuel cost function of pure power units neglecting transmission losses, two systems with nonconvex fuel cost function of pure power units considering transmission losses, and one large-scale system with nonconvex fuel cost function of pure units and without transmission losses. The result comparisons between the IPSO methods and other methods in the literature have indicated that the proposed methods can obtain higher solution quality with faster computational time than many other methods. Therefore, the proposed IPSO methods would be very e cient methods for solving the nonconvex CHPED problem.
Introduction
Economic load dispatch has become one of the most important problems in electrical power system operation as it can enable the system consisting of thermal units to produce electricity possibly with the minimum fuel cost of generation. However, there is a fact that the bene t can be higher as heat from the electrical generation process released into the air is utilized to supply to industrial zones or manufacturers [1] . The best way to minimize the operating cost of the thermal units is to use both heat and electricity under working condition. Consequently, the optimal operation of combined heat and power units has played a very important role in enhancement of the e ciency of cial Immune System (AIS) [16] , Lagrangian Relaxation with Surrogate Subgradient Multiplier Updates (LR-SSMU) [17] , Selective Particle Swarm Optimization (SPSO) [18] , Particle Swarm Optimization with Time Varying Acceleration Coe cients (TVAC-PSO) [19] , Improved Group Search Optimization (IGSO) [20] , and Oppositional Teaching Learning Based Method (OTLBO) [2] . Generally, the conventional methods such as Newton Method [3] and LR [4] su er diculty when dealing with the problems with nonconvex functions. To overcome the disadvantage, the metaheuristic algorithms have been proposed based on random search for properly dealing with nonconvex problem with near optimal solution. In [5] , the proposed GA method can enhance the quality of optimal solution; however, the GA may su er from local optimal solution although the penalty factors are set from small to large values. This drawback is tackled by a combination of the augmented Lagrange function with the Lagrange function and penalty terms to update the multiplier (IGA-MU) [8] . As a result, the solution has been signi cantly improved compared to that from GA in [5] . Nevertheless, the IGA-MU method is still slow for obtaining the optimal solution. IACSA is a quick search algorithm; however, it tends to obtain near optimal solution for small-scale and simple problems and su ers the same drawback as that of the IGA-MU method. Similar to conventional EP, the EP in [7] may still cope with slow convergence and local optimum. On the contrary to LR, the LR-SQP can solve nonlinear and more complicated problems. In SARGA, the combination of tournament selection and simulated binary crossover performed on real-coded GA enables this method to quickly obtain optimal solution with low computational burden. Moreover, there also has been a penalty approach without parameters used to properly handle equality and inequality constraints. BCO and AIS have shown to be superior to EP, PSO, and Real Coded GA (RCGA) in terms of high solution quality and execution time. However, e ectiveness of the two methods has not been validated in large-scale systems. In addition, AIS can su er the premature convergence if the application of the aging operator to eliminate the bad antibodies is not successful. The HSA has been considered as a strong search algorithm since it can deal with several discrete optimization problems [21] . In [14] , the combination of each of the three search techniques including Latin Hypercube Sampling (LHS), PSO, and Design and Analysis of Computer Experiments (DACE) with MADS algorithm forms MADS-LHS, MADS-PSO, and MADS-DACE methods, where MADS-DACE is superior to the others. The NDS along with successive re nement search techniques have been employed to speed up the computation with low number of iterations and short computational time. In [17] , the two proposed rules, i.e.
Constant
Step Size (CSS) rule and Square Summable But not Summable (SSBS) rule, have successfully been applied to update Lagrange multiplier. The obtained results from LR-SSMU-CSS and LR-SSMU-SSBS in terms of cost and characteristic rate have indicated that there is no method superior to another. SPSO and TVAC-PSO are two improved versions and have obtained promising results. In [20] , Conventional GSO (CGSO) and its improved version have been implemented for a large system with 48 units. As stated in the study, the GSO methods have been superior to the PSO method; however, the actual value of cost and the veri cation of the operating zone of combined heat and power units based on the reported solution have shown that the evaluation is not reliable. Teaching Learning Based Optimization (TLBO) is also a population-based simple search algorithm with less control parameters [22] , high convergence rate, and less execution time [23] .
PSO is a population-based optimal search algorithm developed by Kennedy and Eberhart in 1995 [24] . Each individual particle searches in space by adjusting its velocity based on both its own previous best location and its neighbors' best location at each time step. The e ectiveness and robustness of the PSO have been demonstrated through several optimization problems in power systems such as reactive power and voltage control [25] , power system stabilizer design [26] , optimal power ow [27] , and short-term hydrothermal scheduling [28, 29] .
In this paper, eight di erent improvements in the PSO method are proposed to solve the CHPED problem with valve point loading e ects on pure power units and power losses in transmission lines. The proposed improved PSO (IPSO) methods are tested on six systems and the obtained results are compared with those from other methods such as LR [4] , GA [5] , IACSA [6] , EP [7] , IGA-MU [8] , LR-SQP [9] , SARGA [10] , BCO [11] , HSA [1, [12] [13] , MADS-LHS [14] , MADS-PSO [14] , MADS-DACE [14] , NDS [15] , AIS [16] , LR-SSMU-CSS [17] , LR-SSMU-SSBS [17] , TVAC-PSO [19] , CGSO [20] , and IGSO [20] in terms of cost and execution time.
Problem formulation
The main task of the problem is to determine the heat and power generations for each unit so that the total cost of the heat and power generations is minimized while the heat demand, power demand, and capacity of each unit are satis ed. In the CHPED, there is a mutual dependency between the power and heat production of combined heat and power units. A typical heat-power feasible region for a combined heat and power unit is given in Figure 1 .
The objective of the problem is to minimize Figure 1 . Typical heat-power feasible region for combined heat and power units.
the total fuel cost for heat and power production formulated as follows:
where:
or:
F pi (P pi ) =a pi + b pi P pi + c pi P 2 pi + e pi sin(f pi (P pi;min P pi )) ; 
subject to: (a) Power balance constraint: The total power output generated by pure power and combined heat and power units must satisfy the power demand:
where the power losses in transmission line are calculated by:
B 0i P i +B 00 :
(b) Heat balance constraint: The total heat produced by pure heat and combined heat and power units must satisfy the heat demand neglecting heat loss:
(c) Generation and heat limits constraints: Each unit must operate within their upper and lower bounds: P pi;min P pi P pi;max ; 
H max cj (P cj ) = minfH cj (P cj )j BC ; H cj (P cj )j CD g; (15) H min cj (P cj ) = 0:
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where c 1 and c 2 are acceleration constants; rand is random number with uniform distribution between 0 and 1.
The conventional PSO is simple for application on optimization problems. However, the conventional PSO still su ers from some disadvantages such as local optimum and slow convergence for large-scale problems with complex constraints. Therefore, we propose eight di erent PSO algorithms to improve the solution quality and convergence speed. The improved PSO algorithms are described in details as follow. 3.1.1. Global vision of PSO with inertia weight (GWPSO) By inserting an inertia weight factor into the original PSO, an improved version of PSO is developed by Shi and Eberhart [30] . The suggestion aims to improve the new velocity of each particle meanwhile the way to obtain the new position is retained as in (18) . In the paper, the improvement is named global vision of PSO with inertia weight (GWPSO) and the velocity for the GWPSO is as follows [30] : [32] indicates the usefulness of constriction factor for improving the convergence characteristic of PSO; Eberhart and Shi have applied this parameter to PSO to improve the velocity of particles as follows [31] : 
3.1.8. Local vision of PSO with constriction factor and Cauchy distribution (LCPSO CD) Similar to GCPSO CD, the Cauchy distribution is also used and the velocity is updated as follows:
Calculation of slack variables
In this research, two slack variables are used to satisfy the power balance constraint (6) and heat balance constraint (8) , including the slack pure power unit 1, P p1 , and the slack pure heat unit 1, H h1 .
3.2.1. Calculation of the slack pure power unit Suppose that the power output of all units is known excluding P p1 ; therefore, the power output of the unit is calculated using Eq. (6) as follows:
3.2.2. Calculation of the slack pure heat unit By using Eq. (8), the slack pure heat unit 1 is obtained as follows:
3.3. Implementation of the proposed IPSO algorithms 
The velocity of each particle is also initialized as follows:
where the maximum and minimum velocities are selected by:
Based on the initialized population of the particles, the tness function to be minimized corresponding to each nest for the considered problem is calculated:
where K P and K h are penalty factors; P p1;d and H h1;d are the power output and heat output of the slack pure power unit and the slack pure heat unit, respectively. The limitations in Eq. (40) need to be determined as follows: Each initialized position of particles is set to the best particle P best d (d = 1; :::; N P ) while the particle with the lowest value of tness function is set to the best global particle Gbest. In addition, each particle d with the best local particle Lbest d needs to be found as described in Section 3.1.2.
3.3.2.
Updating new velocity and new position for each particle d In the IPSO, the velocity is rst updated by eight ways as described in Section 3.1 and the new position is then determined using Eq. (18) . During the process, each new velocity and position cannot always satisfy their limits and the following de nitions are useful to x them: The power output of the slack pure power unit and heat output of the slack pure heat unit are then obtained as in Section 3.2.
Overall Procedure of IPSO for CHPED problem
The overall procedure of IPSO for solving the CHPED problem is described as follows:
Step 1: Select parameters for IPSO, including the number of particle, N P , the maximum number of iterations, Iter max , and other ones such as ! min , ! max , c 1 , and c 2 for each version of IPSO;
Step 2: Initialize N P particles randomly for power output and heat output by using Eqs. (33)-(36);
Step 3: Calculate the slack pure power unit and the slack pure heat unit using Eqs. (31) and (32) . Set the current iteration Iter = 1;
Step 4: Evaluate tness function for each particle using Eq. (40) to determine P best d , Gbest, and Lbest;
Step 5: Update new velocity and new position for each particle as in Section 3.1;
Step 6:
De ne the new velocity and position for each particle in case of violating their limits using Eqs. (43)-(47); Calculate the slack pure power unit and the slack pure heat unit;
Step 7: If Iter < Iter max , set Iter = Iter + 1 and return to Step 4;  Step 8: Calculate the tness function for each particle using Eq. (40) to determine the best particle, Gbest, and stop.
Numerical results
The proposed IPSO algorithms have been tested on six systems consisting of three systems with quadratic fuel cost function of pure power units and three systems with valve point e ects on pure power units. Each proposed IPSO algorithm is coded in MATLAB platform and twenty independent trials for each case of convex systems and fty independent trials for each case of nonconvex systems are run on a 1.8 GHz PC with 4GB of RAM.
Selection of control parameters
Each meta-heuristic algorithm possesses a set of control parameters which can be classi ed into two control parameter groups including basic control parameter group and advanced control parameter group. The former often includes the number of population and the maximum number of iterations. These parameters can easily be found based on the fact that the higher is set the number, the better solution and the longer simulation time are obtained and vice versa. The latter depends on each individual algorithm and section of these parameters is di cult since there is no rule to choose them.
In the eight proposed IPSO algorithms, there are two parameters in the basic group consisting of the number of particles and the maximum number of iterations and other ones in the advanced group comprising inertia weight and constriction factor. The rst group has a signi cant impact on the solution quality and execution time. Obviously, a large maximum number of iterations will certainly lead to time consuming and better optimal solution whereas the lower value will achieve fast simulation time and worse solution. On the other hand, the population is also dependent on the scale of considered systems, such as the complexity of constraints and objective function. Therefore, the number of individuals in population is selected based on experience. In order to implement the IPSO methods for the CHPED problem, each particle contains pure power units and pure heat units except pure power unit 1 and pure heat unit 1, and all combined heat and power units. For initialization, each particle is randomly generated within its limitations and then the slack pure power unit 1 and slack pure heat unit 1 are determined based on the power balance equation and heat balance equation. If the power losses and heat losses are neglected, the power slack unit and heat slack unit of the population are determined at once. On the contrary, the two slack units of each particle are calculated one by one since the power losses and heat losses are taken into account. This manner leads to time consumption for systems with power losses. Consequently, the population should be set to high value for systems neglecting power losses meanwhile fewer particles of population should be chosen for systems considering power losses. By experiment, the population is set to 50 for all test systems neglecting transmission losses in Section 4.3, 10 for other systems in Section 4.4, and 20 for 48-unit system 6.
In contrast to the former, the latter in uences optimal solution quality, but not the execution time. Furthermore, the section of these parameters is di cult since there is no rule to choose them. By experiment, the inertia weight and constriction factor are determined based on ! max = 0:9, ! min = 0:1, c 1 = 2:05, and c 2 = 2:05 for all test systems except system 6.
Benchmark optimization function
In this section, the proposed IPSO methods are tested on several benchmark functions [33] and given in Table 1 . For implementation of the IPSO methods, N P is set to 20 whereas Iter max is set to 2,000 for all functions, except function 1 with 150,000. Note that all methods in [34] including GA, PSO, and GSO have set the population and the maximum iterations to 48 individuals and 150,000 iterations, respectively, for all functions. There is no information about the population and iteration reported in [33] . For each case, each IPSO method is run in 100 independent trials. The comparisons between IPSO methods and others including RCGA-RTVM (RCGA with random transfer vectors-based mutation) [33] , GA, PSO, and GSO [34] are shown in Tables 2 to 6. As observed from Tables 4-6, the IPSO methods obtain better minimum and average values than RCGA-RTVM [33] for functions F3, F4, and F5 except for the average value of function F5. As compared to GA, PSO, and GSO, the IPSO methods are more e ective and robust since the average values and standard deviation values from the IPSO methods are less than those from these methods for functions F1 and F2. Furthermore, like the functions F1 and F2, the IPSO methods are also more e cient than RCGA-RTVM [33] due to less average and standard deviation values. Consequently, it can be concluded that the IPSO methods are very e cient for the benchmark functions as compared to other methods.
Systems with quadratic fuel cost function of pure power units
In this section, three systems with quadratic fuel cost function of pure power units neglecting power losses in transmission lines are considered, including one system with four units and two other systems with ve units. Tables 7-9 . For load demand 1 in Table 7 , the proposed IPSO algorithms can obtain better total cost than LR [4] , GA [5] , IACSA [6] , MADS-LHS and MADS-PSO [14] , EP [7] , and IGA-MU [8] and the same total cost with other methods except HSA [12, 13] and SPSO [18] . Note that the solution obtained by HSA in [12] [13] is infeasible since 9,257.10 ----GA [5] 9,267.20 ----IACSA [6] 9,452.20 ----EP [7] 9,257.10 ----IGA-MU [8] 9,257.08 ----HSA [12] 8606.07 ----HSA [13] 8606.07 ----MADS-LHS [14] 9277 The solution violated the feasible operating zone of cogeneration unit 3. The power generation is less than power load demand.
the power output of combined heat and power unit 3 is outside the feasible operating zone and the total power generation of the SPSO is less than power load. For computational time, the proposed algorithms are faster than the MADS-LHS, MADS-PSO, MADS-DACE, and TVAC-PSO. There is no execution time reported for other methods.
For the result comparison of load demands 2 and 3 in Tables 8 and 9 , the proposed IPSO methods can obtain better total cost than MADS-LHS and MADS-PSO in [14] and the same total cost as that obtained from MADS-DACE [14] , LR-SSMU-CSS [17] , and LR-SSMU-SSBS [17] . For the computational time, the proposed methods are also vastly faster than other methods. There is no computational time reported for LR-SSMU-CSS and LR-SSMU-SSBS methods. Comparing the obtained results by the proposed IPSO methods, LCPSO-CD and GCPSO-CD are the best two versions for load demand 1 with standard deviation values of 0.000169 and 0.000396 and load demand 2 with the values of 0.000043 and 0, respectively, whereas the best two ones for load demand 3 are LWPSO and LWPSO-CD with the values of 0.01053 and 0.01261, respectively. In addition, as observed from the two di erent method groups using Cauchy distribution and random distribution, the methods with Cauchy distribution can obtain better standard deviation than those with random distribution, except LWPSO and LWPSO-CD for load demand 2. In terms of convergence speed, the proposed IPSO can obtain the optimal solution with similar CPU time.
On the other hand, the convergence characteristics of the proposed IPSO methods for test systems have been given for comparison of their performance. Moreover, the proposed IPSO methods are the methods for random search; thus, their convergence characteristic cannot be expressed in mathematics. Therefore, it is useful to include these convergence characteristics with respect to number of iterations. Based on the convergence characteristics of the proposed IPSO methods for each case, the convergence speed of the proposed methods is discussed. For the system, the convergence characteristics of the proposed IPSO methods for three load demands of system 1 are shown in Figures 2-4 . As observed from the gures, the LWPSO and LWPSO-CD own the worst robustness since the tness values of them are higher than others at almost all iterations when the search process passes about one fourth of the maximum iterations. On the contrary, the GCPSO and GCPSO-CD are the two best algorithms due to their lowest tness values at nearly all iterations. In addition, as compared in one algorithm with Cauchy distribution and one algorithm with random distribution, it can be stated that the Cauchy distribution is more useful for the IPSO than random distribution. In fact, almost methods with Cauchy distribution are respectively better than those with random distribution, except for Figure 2 where only GWPSO-CD is worse than GWPSO and Figure 4 where only LWPSO-CD possesses worse convergence characteristic than LWPSO.
Systems 2 and 3 with 5 units
System 2 consists of 4 units of the system 1 in Section 4.3.1 and one additional steam turbine generating unit [9] . The power output of the additional unit is xed at 80 MW while it always consumes 120 MWth of heat. The power and heat demands are 250 MW and 115 MWth, respectively. For system 3, there are three di erent load demands including: 1) 160 MW and 220 MWth, 2) 250 MW and 175 MWth, and 3) 300 MW and 150 MWth [1] .
For implementation, N P is xed at 30 for system 2, 500 for load demands 1 and 3, and 300 for load demand 2 of system 3. The comparison between the IPSO methods and other methods are reported in Tables 10 and 11 . Obviously, the proposed methods can obtain less total cost than LR-SQP for system 2, and GA and HSA for three load demands of system 3. There is no execution time reported for the compared methods in [1, 9] . Figure 5 has shown the convergence characteristic by the proposed IPSO The test system consisting of four pure power units, two combined heat and power units, and one pure heat unit with nonconvex fuel cost function of pure power units and power losses in transmission lines is considered. The power and heat demands of the system are 600 MW and 150 MWth, respectively. The data for the test system is from [11, 16] . For implementation of the proposed IPSO methods for the system, the maximum number of iterations is set to 2000. The minimum total cost and average execution time of the proposed methods are compared with those of BCO and RCGA in [11] ; AIS, EP, and PSO in [16] ; and TVAC-PSO in [19] as given in Table 12. As seen from the table, the TVAC-PSO [19] has reported the lowest fuel cost; but the power loss from the method, 0.73922 MW, is much less than the exact value, 7.3922 MW, which is recalculated. Therefore, the TVAC-PSO is not valid to compare the performance of the case. As compared to other valid methods [11, 16] , the proposed IPSO methods are more e cient and faster due to obtaining less total cost with shorter computational time. Note that all methods in [11, 16] were run on a P-IV, 80 GB, and 3.0 GHz personal computer. Therefore, the proposed IPSO methods are very favourable for solving CHPED problem with nonconvex fuel cost function of pure power units.
Comparing the minimum cost and standard deviation of methods with Cauchy distribution and those of methods with random distribution has indicated that the methods which use random distribution can obtain better solution than those which use Cauchy distribution.
System 5 with 11 units
For demonstration of the practical applicability of the proposed IPSO methods, a larger-scale system The reported power loss is much less than the calculated value. including eight pure power units with nonconvex fuel cost function, two combined heat and power units, and one pure heat unit where the rst four pure power units, two combined heat and power units, and one pure heat unit are from system 4 is considered in this case. The load and heat demands for this system are 800 MW and 1000 MWth, respectively. The data of pure power units 5 to 8 and power loss coe cients for this system are given in Appendix. The obtained result by the proposed methods given in Table 13 has shown that LWPSO obtained the best minimum cost of $38800.942, whereas GWPSO-CD obtained the highest minimum cost of $39800.802. Among the methods using random distribution and Cauchy distribution, there is no obvious distinction for which group is more e ective, because LCPSO-CD and GCPSO-CD respectively obtain better minimum total costs than those of LCPSO and GCPSO, but LWPSO-CD and GWPSO-CD respectively obtain higher minimum costs than those of LWPSO and GWPSO. On the contrary to the obtained minimum costs, LCPSO-CD and GCPSO-CD respectively obtain higher standard deviation costs than those of LCPSO and GCPSO, but LWPSO-CD and GWPSO-CD respectively obtain less standard deviation costs than those of LWPSO and GWPSO. Obviously, in the comparison of the proposed methods using random distribution and Cauchy distribution, there is a con ict between minimum cost and standard deviation cost.
System 6 with 48 units
In this section, the proposed PSO methods have also been tested on a large-scale system with 48 units in 20] consisting of 26 pure power units, 12 combined heat and power units, and 10 pure heat units. For implementation of the proposed methods, the number of particles and the maximum number of iterations are respectively set to 20 and 80,000. In addition, other control parameters for each of the proposed improved PSO methods are listed below: The exact cost is much higher than the reported one. Combined heat and power unit 36 is outside the feasible operating zone.
-LCPSO, LCPSO-CD, GCPSO, GCPSO-CD: The detailed results obtained by the improved PSO methods are compared to those from other methods in Table 14 . Clearly, the total cost from CGSO and IGSO in [20] is better than that from the other methods. However, the actual total costs calculated based on the provided solutions from TVAC-PSO [19] and IGSO [20] are respectively 118962.5402 $/h and 117377.8159 $/h, which are worse than the reported total costs in these papers. The reported cost and recalculated cost from CGSO [20] are identical, but the combined heat and power unit 36 is outside the feasible operating zone. Therefore, the CGSO is not valid for comparison. In terms of the computation time comparison, the proposed IPSO algorithms are faster than TVAC-PSO and approximate to CGSO and IGSO. Note that TVAC-PSO, and GSO and IGSO have been run on computers with 2.0 GHz and 2.5 GHz, respectively.
Conclusions
In this paper, eight IPSO methods have been proposed for solving the CHPED problem considering nonconvex fuel cost function and power losses in transmission lines. The proposed IPSO methods have been developed based on several factors such as inertia weight and constriction factor and distributions such as random distribution and Cauchy distribution to improve the search ability and speed up the computation of PSO. The proposed IPSO methods have been tested on three systems with quadratic objective function and three systems with nonconvex objective function of pure power generation units, and the obtained results have indicated that the proposed IPSO methods are more e ective and robust than many other methods in the literature. Moreover, the IPSO methods using Cauchy distribution are more e cient than the ones using random distribution for the systems with quadratic function, whereas the proposed IPSO methods with random distribution are more e cient than the ones using Cauchy distribution for the systems with nonconvex fuel cost function. Therefore, the proposed IPSO methods are very favourable for solving the nonconvex CHPED problem. 
