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We performed molecular dynamics simulations to study relaxation phenomena during vapor-liquid transitions
in a single component Lennard-Jones system. Results from two different overall densities are presented; one in
the neighborhood of the vapor branch of the coexistence curve and the other being close to the critical density.
The nonequilibrium morphologies, growth mechanisms and growth laws in the two cases are vastly different.
In the low density case growth occurs via diffusive coalescence of droplets in a disconnected morphology. On
the other hand, the elongated structure in the higher density case grows via advective transport of particles
inside the tube-like liquid domains. The objective in this work has been to identify how the decay of the order-
parameter autocorrelation, an important quantity to understand aging dynamics, differs in the two cases. In the
case of the disconnected morphology, we observe a very robust power-law decay, as a function of the ratio of the
characteristic lengths at the observation time and at the age of the system, whereas the results for the percolating
structure appear rather complex. To quantify the decay in the latter case, unlike standard method followed
in a previous study, here we have performed a finite-size scaling analysis. Outcome of this analysis shows the
presence of a strong preasymptotic correction, while revealing that in this case also, albeit in the asymptotic limit,
the decay follows a power-law. Even though the corresponding exponents in the two cases differ drastically, this
study, combined with a few recent ones, suggests that power-law behavior of this correlation function is rather
universal in coarsening dynamics.
I. INTRODUCTION
Following a quench inside the coexisting curve a homo-
geneous system coarsens via the formation of domains of
particle-rich and particle-poor regions [1–42]. This coarsen-
ing is a self-similar phenomenon [1–5] with the average size,
ℓ, of the domains typically growing algebraically with time (t)
[1–5]:
ℓ(t) ∼ tα. (1)
Universality of the exponent α depends, among other param-
eters, upon [1] the conservation and number of components
of the appropriate order parameter, relevance of hydrodynam-
ics, etc. In the case of ordering dynamics in a ferromagnet [1]
or kinetics of phase separation in multi-component mixtures
[1, 2, 4, 6], with underlying state of the system being solid,
space dimension (d) and initial composition play only minor
role. However, these facts can drastically alter the value of α
in fluids, where hydrodynamics is important [1–3]. Despite
such weak universality, e.g., compared to equilibrium critical
phenomena [43], significant understanding has been obtained
with respect to the values of α in differing situations, via ex-
periments, analytical theories as well as computer simulations
[1–42].
Another aspect that is important for the deeper understand-
ing of such nonequilibrium processes is the aging property
[2, 44–54]. A crucial quantity in this context is the order-
parameter autocorrelation function, Cag. This quantity is a
function of the observation time t and the waiting time tw, the
latter being also often referred to as the age of the system, and
is defined as [2, 44]
Cag(t, tw) = 〈ψ(~r, t)ψ(~r, tw)〉 − 〈ψ(~r, t)〉〈ψ(~r, tw)〉, (2)
the angular brackets representing statistical averaging. Here
ψ(~r, t) is an appropriate space (~r) and time dependent order
parameter, which, for a vapor-liquid transition, can be defined
as the local density fluctuation around a mean value. Decay
of Cag probes the relaxation starting from different ages [44].
Due to the violation of time translation invariance during
growth processes, Cag is not expected to exhibit scaling as a
function of t− tw. Fisher and Huse (FH) [44], from the studies
of spin-glass systems, proposed a scaling form of this quantity
as
Cag(t, tw) ∼
(
ℓ
ℓw
)−λ
. (3)
Here ℓ and ℓw are the average domain lengths at times t and
2tw, respectively. FH also provided bounds on the exponent λ:
d
2
≤ λ ≤ d. (4)
The scaling of Cag as a function of ℓ/ℓw has been observed
to be valid in a number of phase ordering systems. An inter-
est in the literature has been to learn on the universality of
the scaling function. Some recent studies suggest [51, 52]
that even for solids the values of λ are far less universal [44–
52] than the growth exponent [1–27] α, the former being very
strongly dependent upon d and order parameter conservation.
It is then expected that in fluids, where growth exponent itself
is a strong function [1, 7–10] of the space dimension and the
overall composition, situation will be far more complex.
In this work we present first results on the aging dynamics
in connection with vapor-liquid phase separation with overall
density close to the vapor branch of the coexistence curve. In
addition, we also revisit the same problem for overall density
close to the critical value [54]. This is in the wake of impor-
tant development [51, 52, 55] in the techniques for analyzing
aging data. For the sake of completeness, certain differences
between the low and high density cases, with respect to struc-
ture and growth, though known, are briefly mentioned below.
For a density close to the critical value the vapor and liquid
domains percolate through the system. On the other hand, in
the case of very low overall density the morphology consists
of disconnected droplets of liquid phase. While hydrodynam-
ics is important in both the cases, it manifests differently in the
two situations, leading to different growth laws [1, 7–10, 13–
17]– overall coarsening rate being much faster in the higher
density case. Thus, more complex picture may be expected
with respect to the decay of autocorrelation. The objective
here is to see if at least a power-law decay of the function is
an universal feature and if so, how the exponents in the two
cases differ from each other. For this purpose, we take help
of a very effective finite-size scaling method, devised with the
objective of analyzing simulation results for two-time quanti-
ties.
The rest of the paper is organized as follows. In section II
we describe the model and provide details on various meth-
ods. Results are presented in section III. Finally, section IV
concludes the paper with a summary and outlook.
II. MODEL AND METHODS
We consider a single component system [13–15] in which
particles interact with each other via the Lennard-Jones (LJ)
potential [56]
U(r) = 4ε
[(
σ
r
)12
−
(
σ
r
)6]
. (5)
Here σ is the interparticle diameter, ε is the interaction
strength and r is the scalar distance between two particles. For
the sake of computational convenience we have truncated the
potential and shifted it to zero at a distance r = rc (= 2.5σ).
This exercise makes the force discontinuous at the cut-off dis-
tance. To avoid this problem a new term is added so that the
simulated potential [56] reads
u(r) = U(r) − U(rc) − (r − rc)
dU
dr
∣∣∣∣
r=rc
. (6)
The phase behavior for the vapor-liquid transition in this
model in various space dimensions have been studied [57–59]
via Monte Carlo simulations [60, 61]. In this paper we are
interested in d = 3. In this dimension the critical values of
the temperature (T ) and the overall number density (ρ) are
[58, 59] respectively Tc ≃ 0.94ε/kB and ρc ≃ 0.32, where kB
is the Boltzmann constant. For the study of aging dynamics
related to the growth in droplet morphology we will consider
ρ = 0.08, while for the percolating case simulations will be
performed with ρ = 0.3. Of course, both the densities fall in-
side the coexistence curve at the considered values of T , num-
bers for which we will mention in appropriate places.
Kinetics for the above mentioned densities have been stud-
ied via molecular dynamics (MD) simulations [56, 62]. We
present results at multiple temperatures, values of which were
controlled via the application of a suitable thermostat. For
accurate preservation of hydrodynamics, a requirement for
studying phase separation in fluids, one should work in micro-
canonical ensemble. However, a thermostat is needed to study
kinetics for temperature driven phase separation. Though not
perfectly, a number of thermostats are known to preserve hy-
drodynamics well. Examples are dissipative particle dynam-
ics thermostat [63], Nosé-Hoover thermostat (NHT) [62, 64],
Lowe-Andersen thermostat [65], etc. From the point of view
of temperature control, we observe that NHT is a better one
and will use it for the present study.
All our simulations were performed in cubic boxes of side
Lσ. Results are presented after averaging over a minimum
of 80 independent initial configurations for coarsening in low
density situation and this number is 10 for the high density
case. These configurations were prepared at T = 10ε/kB,
far above the critical value. Time in our MD simulations is
counted in units of t0 =
√
mσ2/ε, where m is the mass of
each particle. For the sake of convenience, from here on we
set σ, ε, kB, and m to unity.
We have applied periodic boundary conditions in all direc-
tions. Unless otherwise mentioned, for ρ = 0.08 we have
simulated systems with L = 200 and for ρ = 0.3 we have
considered L = 100. For these linear dimensions our systems
contain 640000 and 300000 particles, respectively. Given the
nature of the problem, that requires long runs and good statis-
tics, these numbers are significantly large, certainly for MD
simulations.
From the snapshots gathered via MD simulations, average
length scale, which is necessary to quantify λ, can be obtained
by exploiting the scaling properties of various morphology
characterizing functions [1]. These are two-point equal-time
correlation function, C(r, t); its Fourier transform, referred to
as the structure factor; domain size distribution function; etc.
E.g., the first moment of the domain size distribution function,
P(ℓd, t), provides the average size as [13–15]
ℓ =
∫
P(ℓd, t) ℓd dℓd, (7)
3where ℓd is the size of a domain that can be obtained from the
separation between two interfaces along any Cartesian direc-
tion. Equivalently, ℓ can also be obtained from the decay of
C(r, t), defined as C(r, t) = 〈ψ(~r, t)ψ(~0, t)〉 − 〈ψ(~r, t)〉〈ψ(~0, t)〉,
via [1, 13–15, 66]
C(r = ℓ, t) = f , (8)
where f is a constant. Note here that, in order to calculate the
correlation functions, ψ, at a space point ~r, has been assigned
the number +1 if the local density is higher than the critical
value and we have set ψ to −1 when this density is less than
the critical number [13–15]. This method essentially maps the
configuration to that of Ising model [61]. In this work we have
calculated ℓ from Eq. (7).
III. RESULTS
In Fig. 1 we show two snapshots, one each for ρ = 0.08
and 0.3, obtained during the evolutions of the LJ systems at
T = 0.6. The morphology in the low density case consists of
disconnected liquid drops in the vapor background [15]. On
the other hand, for the high density system we have bicontin-
uous structure made of elongated liquid and vapor domains
[13].
FIG. 1. Representative snapshots obtained during the evolutions of
the single component Lennard-Jones systems, following quenches of
high temperature homogeneous configurations to T = 0.6. We have
presented pictures or two different overall densities, viz., ρ = 0.08
(left frame) and 0.3 (right frame), both of which, for the chosen tem-
perature, correspond to state points inside the vapor-liquid coexis-
tence curve. The times at which the snapshots were recorded are
mentioned in appropriate places. For both the cases we have chosen
L = 64. The quantitative results in each of the cases will be presented
for bigger system sizes.
In absence of hydrodynamics, growth in systems with con-
served order parameter, which is also the case in the present
problem, occurs with α = 1/3, referred to as the Lifshitz-
Slyozov (LS) exponent [6]. This is due to diffusive trans-
port of material. While this mechanism is responsible for
growth in fluids as well, dominant contribution in this case
comes from hydrodynamic mechanisms. In fluids the growth
depends upon the overall density [7–17]. This is because the
above mentioned disconnected and percolating morphologies
provide different mechanisms, as discussed below.
In the high density case, advective transport through tube-
like regions is expected to provide an exponent [1] α = 1,
following a brief period of LS regime. This high value of α
can be obtained via a balance between interfacial free energy
density and viscous stress. Thus, this is referred to as the vis-
cous hydrodynamic growth [1]. At a much later time, there is
expected to be a further crossover from α = 1 to 2/3, the lat-
ter being referred to as the inertial hydrodynamic regime [1].
The corresponding exponent can be obtained by equating the
interfacial energy density with the kinetic energy density. In
this paper, for the high density part our focus will be on the
viscous hydrodynamic regime.
Manifestation of hydrodynamics is different in the discon-
nected case [9, 10]. If the background vapor density is reason-
ably high, i.e., temperature is close to the critical value, the
droplets may exhibit diffusive motion and the growth will pri-
marily occur via coalescence among these mobile clusters. In
this case, solution of a dynamical equation [67], obtained by
equating the rate of change of droplet density with the col-
lision frequency, provides the Binder-Stauffer (BS) [9, 10]
growth law α = 1/d. In d = 3, the space dimension of our
interest, value of α is 1/3, same as the LS law. However, the
amplitudes in the two cases are expected to be different.
In Fig. 2 we show plots of average domain size, versus time,
for both types of morphology [13, 17]. For ρ = 0.08 (main
frame), we have presented data from T = 0.6, whereas the
temperature for ρ = 0.3 (inset) is 0.7. For the higher density
case, related previous study [54] was at T = 0.7, which we
revisit. Nevertheless, for aging we will also present results for
T = 0.6, for this density, at the end. From this figure, it can be
clearly identified that growth is much faster when the overall
density is higher. Due to this reason, for the low density case
one needs to perform simulations over very long times to ac-
cess significant scaling regime in the growth dynamics. Thus,
the case of disconnected morphology is computationally more
difficult.
On a double-log scale, the late time growth for the discon-
nected morphology is consistent with α = 1/3. For the perco-
lating case, on the other hand, an α = 1 regime can be identi-
fied from the plot presented in double-linear scale. The slow
growth towards the end is related to finite-size effects. Note
that for very low overall density nucleation is delayed. This is
reflected in the reasonably long “no-growth” period for the dis-
connected pattern. The sharp rise of data set in this case in an
intermediate time scale corresponds to the onset of instability
and does not belong to the scaling regime of growth. Further
details on the exponents and related aspects of growth, for this
case as well as for the percolating morphology, was provided
in earlier works [13–17]. Next we move to our primary inter-
est that is in the aging property.
In Fig. 3(a) we show Cag(t, tw), with the variation of t − tw,
for ρ = 0.08 and T = 0.6. Results from a few values of tw
are included. Clearly, unlike the equilibrium situation, there
is no overlap of data from different tw, implying violation of
time translation invariance. In Fig. 3(b) we plot Cag(t, tw),
on a log-log scale, versus t/tw. In this case, it appears that
data for different tw nicely superimpose on top of each other.
This collapse confirms the scaling behavior proposed by FH
4FIG. 2. Plots of average domain size, ℓ, versus time, on a log-log
scale, for (main frame) droplet (ρ = 0.08) and (inset) percolating
(ρ = 0.3) morphologies. The data for ρ = 0.08 are from T = 0.6
and for ρ = 0.3 the temperature is T = 0.7. The continuous lines
represent power-laws, exponents of which are mentioned. Here and
in subsequent figures all results for ρ = 0.08 and 0.3 are presented
from L = 200 and 100, respectively, except for (ρ,T ) = (0.3, 0.6). In
the latter case we have used L = 96. The arrow in the inset marks the
onset of finite-size effects.
[see Eqs. (1) and (3)]. The solid line in the figure represents
a power-law decay with exponent 2.2. The simulation data,
over two decades in t/tw, are consistent with this line. Data
sets from higher values of tw also fall on the master curve.
However, given that these do not cover large range of t/tw, we
abstain from presenting them.
In Fig. 3(c) we show again the same data sets, but here Cag
is plotted as a function of ℓ/ℓw. Again, all the data sets rea-
sonably overlap with each other. Note that we have chosen tw
in such a way that we are practically in the scaling regime of
the growth. This can be verified from the main frame of Fig.
2. Again, appearance of the data sets is linear, over the whole
range, in the log-log scale, re-confirming a power-law decay
of the scaling function. This master function appears consis-
tent with the continuous line that has a power-law exponent
λ = 6.6. Noting that ℓ and t are connected to each other via
Eq. (1), the exponent values in Fig. 3(b) and Fig. 3(c) are
consistent with α ≃ 1/3, confirming again the expected BS
growth exponent in d = 3.
Our scaled data cover a range less than a decade when plot-
ted versus ℓ/ℓw. Given that the scaling in growth appears late
and the corresponding exponent is small, to reach a decade in
ℓ/ℓw, without encountering finite-size effects and with accept-
able statistics, it will be necessary to run many simulations
with L & 400, i.e., with systems containing about five million
particles, till about t = 105. This has not been possible with
the resoures available to us. But the presented ℓ/ℓw range is
comparable with the latest available studies of simplier mod-
els [55], e.g., the Ising model. We emphasize again that our
data cover a range of two decades when plotted versus t/tw, in
addition to the correlation function falling by four decades.
The value λ ≃ 7 certainly satisfies the FH lower bound [44],
which is 1.5 in d = 3. But the number violates the upper
FIG. 3. (a) Plots of the autocorrelation function, Cag(t, tw), versus
t − tw, for the droplet morphology. Results from a few different val-
ues of tw are presented. (b) Here we have plotted the correlation func-
tions, on a log-log scale, versus t/tw. The continuous line represents
a power-law decay, exponent for which is mentioned in the figure.
(c) Same as (b), but here the results are presented versus ℓ/ℓw. Again,
the continuous line is for a power-law decay. All results correspond
to T = 0.6.
bound, value of which is 3. At this point a brief discussion on
the bounds will be useful [45]. A domain of size ℓ at time t
consisted of many domains of much smaller sizes at the wait-
ing time tw. Since the average value of the order parameter
within ℓ should be ℓ−d/2 when many domains reside within
this area, one obtains the lower bound to be “d/2”. In the
special case, when no growth occurs, the upper bound “d” is
arrived at. FH themselves warned about the strictness of the
upper bound.
It is also important to mention here that Yeung, Rao and
Desai (YRD) [47] later provided a stricter lower bound: λ ≥
(d + β)/2, where β is related to the structure factor as [2, 68]
S (k → 0, t) ∼ kβ, k being the wave number. While the FH
bound typically applies to growth with nonconserved [1] or-
der parameter (β = 0), the YRD bound is more general. This
is in the sense that β is (positive) nonzero when one deals with
conserved [1, 6] order parameter. We have checked that for
the droplet morphology in Fig. 1 value of β is . 1 (see also
Ref. [69]). This implies that the observed value of λ satisfies
both FH and YRD lower bounds. However, λ = 7 is a num-
5ber much higher than both the bounds. The huge differences
can only be attributed to the dynamical aspect. Here we just
mention that this value of λ is in reasonable agreement [52]
with the corresponding number obtained for LS mechanism
in d = 3 for which also one has α = 1/3. Next, we present
results for the percolating morphology.
FIG. 4. (a) Log-log plot of Cag(t, tw) as a function of ℓ/ℓw, for a few
values of tw that are mentioned in the figure. These results are for the
percolating morphology, i.e., from ρ = 0.3, with T = 0.7. (b) Same
as (a), but in this part we have shown data for only one value of tw, on
a semi-log scale. The solid line here represents an exponential decay.
Turning to the high density case, we show log-log plots of
the Cag(t, tw) versus ℓ/ℓw data for ρ = 0.3 and T = 0.7 in Fig.
4(a). Few different values of tw, all lying in the linear growth
regime, are used. Again, collapse of data appear nice. Devia-
tions from the master curve towards the end, appearing earlier
for larger tw, are due to finite-size effects [51, 52, 55]. This
feature was absent in the low density case for which finite-
size effects did not appear yet, due to much slower growth.
Furthermore, in contrary to the low density case, the master
curve, on the double-log scale, for the present density, does
not appear linear. A continuous downward bending is clearly
visible. This bending may imply [53, 54] a faster than power-
law decay. Thus, in Fig. 4(b) we show a log-linear plot [54],
for a representative value of tw, chosen in such a way that
the chances of its falling outside the linear growth regime is
minimal. In this plot the data indeed appear linear, and paral-
lel to the continuous line that, of course, has an exponential
form. However, given that the general theoretical prediction
is that of a power-law, further analysis should be performed,
if possible. A reason for the continuous bending could be the
presence of corrections to the power-law scaling.
Similar bending was observed in Cag(t, tw) for coarsening
during ferromagnetic ordering [51, 55], as well as in kinetics
of phase separation in solid binary mixtures [52]. In both the
cases it turned out that Cag(t, tw) can be reasonably accurately
written as (A and B being constants) [51, 52, 55]
Cag(t, tw) = Aexp
(
−B
x
)
x−λ; x = ℓ/ℓw, (9)
such that one obtains a power-law only in the asymptotic limit
x = ∞. Here also we assume the validity of the similar expo-
nential correction factor and perform finite-size scaling (FSS)
analysis [51, 52, 55, 61, 70, 71] to check for consistency of
Eq. (9) with the simulation data.
For that purpose we introduce a scaling function Y that
reads [55]
Y = Cag(t, tw)exp
(
By
yw
)
yλw, (10)
where y = L/ℓ and yw = L/ℓw. The transformation of vari-
ables: x → y is motivated by the fact that an appropriate
FSS variable is L/ℓ, analogous to L/ξ in critical phenom-
ena [61, 70, 71], ξ being the equilibrium correlation length.
Given that y is a dimensionless variable, it is expected that Y
should be independent of system size. Thus, an Y versus y
plot should have collapse of data from various different sys-
tem sizes. It can be easily verified that in the thermodynamic
limit of y → ∞ (L >> ℓ), i.e., when there are no finite-size
effects, Eq. (10) will provide the behavior in Eq. (9) if
Y ∼ yλ. (11)
In the other limit, i.e., when y → 0 (t >> tw), we expect
Cag(t, tw) to vanish, which must lead to the null value of Y as
well. Observation of the latter will require long simulations
which we avoid.
An interesting fact about the FSS analysis for the aging phe-
nomena is that one can get away without simulations of differ-
ent system sizes [52, 55]. As seen in Fig. 4 (a), where we
have presented data for a fixed value of L, finite-size behav-
ior for higher values of tw appear earlier in ℓ/ℓw, analogous
to quicker emergence of the effects for smaller system sizes if
tw were kept fixed [52, 55]. This is because different “effec-
tive” system sizes are available for growth when relaxation is
studied by starting from different ages of the system. Thus,
tw essentially serves the purpose of L and so, we will look for
collapse by using data from different values of tw, by fixing L.
For an optimum collapse we will adjust the values of λ and B.
In Fig. 5(a) we show FSS exercise for percolating morphol-
ogy data from T = 0.7. The data collapse is very good and
obtained for λ = 4. For large y, the master curve is quite
consistent with the behavior in Eq. (11). The deviation from
this power-law behavior is marked on the figure. This occurs
when ℓ ≃ 0.37L. As we have previously demonstrated [14]
with growth data, this fraction of L corresponds to the onset
of finite-size effects [14]. Consistency of Y with the power-
law all the way till the finite-size effects emerge is suggestive
of the fact that the exponential factor indeed nicely sums up
the corrections, as in a number of other systems, in addition to
pointing to the possibility of a power-law decay ofCag(t, tw) in
the asymptotic limit, as opposed to an exponential decay [54].
Results from similar exercise for T = 0.6 is presented in the
main frame of Fig. 5 (b) which we describe below.
6FIG. 5. (a) Finite-size scaling plot of the autocorrelation data for the
percolating morphology. Here we have presented data from T = 0.7.
The solid line represents a power-law. Onset of finite-size effects has
been marked by an arrow. Inset: Plot of instantaneous exponent λi as
a function of ℓw/ℓ. The solid line is a guide to the eye. (b) Same as
(a) but for T = 0.6.
In this case best collapse is obtained from λ = 4.3. Again,
for large y behavior of Y is consistent with Eq. (11). Appear-
ance of finite-size effects is in agreement with that of higher
temperature data in Fig. 5 (a). If there exists any temperature
dependence in λ, further studies will be needed to confirm that.
Given that the values quoted in Figs. 5 (a) and 5 (b) differ
from each other by a little more than 5%, we are not inclined
to make a comment on this issue. Since with the variation of
temperature we expect only change in the amplitude of growth
law, it will be surprizing if the aging exponent changes due to
the variation in amplitude only. Nevertheless, we do not rule
out such a possibility, though very unlikely.
The fact on the full form can be further appreciated from
the plot of instantaneous exponent [51, 72]
λi = −
d lnCag(t, tw)
d lnx
, (12)
versus 1/x, in the insets of Fig. 5. The linear behavior in these
data sets, when incorporated in Eq. (12), in fact provides Eq.
(9). Extrapolation of these data to x = ∞, discarding the finite-
size affected parts, also lead to essentially the same values of
λ that we have obtained from the FSS analyses. The quoted
values of λ for this morphology satisfy the YRD bound 3.5.
Note here that for percolating structure in d = 3, value [68] of
β is 4.
IV. CONCLUSION
We have presented results on aging phenomena, in the con-
text of vapor-liquid phase transitions, from molecular dynam-
ics simulations of a single component Lennard-Jones fluid
[13–15]. Effects of hydrodynamics on aging have been inves-
tigated for two different coarsening mechanisms: (i) growth
via advective transport through tube-like liquid domains in in-
terconnected morphology; (ii) equilibration through diffusive
coalescence process that occurs in disconnected pattern where
isolated liquid droplets are immersed in the matrix of the va-
por phase.
We have quantified the aging dynamics via calculation of
the two-time order-parameter autocorrelation function [2, 44]
Cag(t, tw), where t and tw are respectively the observation and
waiting times. It has been demonstrated that in both the cases
Cag(t, tw) exhibits nice scaling with respect to ℓ/ℓw, the ratio
of characteristic lengths at t and tw. For the disconnected do-
main pattern very robust power-law decay emerges from the
beginning and the estimated value of the exponent λ is ≃ 7.
On the other hand, for the connected case there is no sim-
ple power-law, at least for ℓ/ℓw < ∞. Even though standard
method of analysis indicates that the decay could be exponen-
tially fast, an advanced analysis via a recently devised finite-
size scaling technique [51, 55] is supportive of an asymptotic
power-law decay. For small values of ℓ/ℓw, this method sug-
gests, there exist corrections that can be consolidated in an ex-
ponential factor, similar to the observations in studies related
to ordering in ferromagnets [51, 55] and phase separation in
solid binary mixtures [52].
Interestingly, the exponent λ ≃ 7, for the droplet morphol-
ogy, even though differs from the interconnected counterpart
of the present work, is in nice agreement with that for solid
binary mixture [52] in the same space dimension d = 3. In the
latter case, albeit due to a different mechanism, the growth ex-
ponent α is the same as the disconnected morphology part of
this work. Nevertheless, one should be careful about drawing
conclusion on expectation of similar values of λ if α remains
same. Value of α remains unaltered [1, 6] for solid binary
mixtures even in d = 2. But we have observed a drastically
different value of λ there [52]. Furthermore, the growth ex-
ponent for the percolating morphology case here is in nice
agreement with certain active matter systems [73, 74]. How-
ever, aging exponents differ, despite being in the same space
dimension [74]. Thus, the universality in the value of λ is
weaker than α and the issue is more complex. Nevertheless,
it appears that at least the asymptotic power-law behavior is
rather universal with respect to the decay of autocorrelation
in nonequilibrium processes. Also, interestingly enough, the
pre-asymptotic corrections are nicely summed up in an expo-
nential factor for apparently different systems. These include
coarsening in ferromagnets, solid binary mixtures, and now in
fluids.
For both the morphologies, the Fisher-Huse (FH) lower
bound is satisfied. Of course, the Yeung, Rao and Desai
bounds appear stricter. Nevertheless, for disconnected mor-
phology the value of λ is far higher than any of the bounds.
From the construction of the lower and higher bounds of FH
7it is expected that the value of λ should be smaller for faster
growth. Nevertheless, drawing general conclusion is difficult,
given that both structure and dynamics play important roles
that are till now unclear to us. It perhaps makes better sense
to compare the percolating morphology outcome of this work
with that of solid binary mixtures [52] in d = 3. This is be-
cause in both the cases one has similar structure, viz., value
of β is 4. In that case we should expect a slower decay of
the autocorrelation in fluids. This indeed is the case, making
the conclusion of the work more plausible. Furthermore, in
the above mentioned active matter problem [74] even though
the growth exponent and space dimension are same as the per-
colating case of this work, λ is smaller in the active matter
case. This could probably be justified by the fact that β in the
latter case is smaller. Another general trend that we observe
is that for same growth mechanism and structure, with the in-
crease of space dimensionality value of λ increases. To make
general conclusions from these observations we need to study
more cases and require appropriate theoretical considerations.
An important question onemay ask here: whether there will
be a jump from λ ≃ 7 to ≃ 4, or this change will be realized
in a continuous manner with the increase of density. Answer
to this question, we believe, will be decided by whether the
growth exponent α has a smooth dependence on density or
not. As long as the density is less than the percolation thresh-
old, the growth will occur via coalescence mechanism and the
value of α will be 1/3, keeping λ high. However, with the in-
crease of density it is possible that the onset of disconnected
morphologywill be delayed. As density increases towards the
percolation value, initially there may be random non-spherical
structures, providing the possibility of connectedness at early
time. This feature will go away at late time, as long as the
value of density remains below the above mentioned thresh-
old.
The scaling method without the need for performing simu-
lations with different system sizes is important. This becomes
possible due to the fact that for different values of tw (or ℓw)
different effective system sizes are available for the relaxation
to occur. In this sense the ratio ℓw/L, rather than L, is only
important. This outcome certainly helps avoiding time con-
suming simulations like molecular dynamics for fluid phase
separation.
Acknowledgement: Parts of the simulation results are ob-
tained by using the package LAMMPS [75]. AB acknowl-
edges research fellowship from the Council of Scientific and
Industrial Research, India.
∗das@jncasr.ac.in
[1] A.J. Bray, Adv. Phys. 51, 481 (2002).
[2] S. Puri and V. Wadhawan (editors), Kinetics of Phase Transi-
tions (CRC Press, Boca Raton, 2009).
[3] A. Onuki, Phase Transition Dynamics (Cambridge University
Press, Cambridge, 2002).
[4] K. Binder, P. Fratzl, in Phase Transformation in Materials,
p.409, edited by G. Kostorz (Wiley, Weinheim, 2001).
[5] R.A.L. Jones, Soft Condensed Matter (Oxford University Press,
Oxford, 2008).
[6] I.M. Lifshitz and V.V. Slyozov, J. Phys. Chem. Solids 19, 35
(1961).
[7] H. Furukawa, Phys. Rev. A 31, 1103 (1985).
[8] H. Furukawa, Phys. Rev. A 36, 2288 (1987).
[9] K. Binder and D. Stauffer, Phys. Rev. Lett. 33, 1006 (1974).
[10] K. Binder, Phys. Rev. B 15, 4425 (1977).
[11] H. Tanaka, J. Chem. Phys. 105, 10099 (1996).
[12] H. Tanaka, J. Chem. Phys. 107, 3734 (1997).
[13] S. Majumder and S.K. Das, EPL 95, 46002 (2011).
[14] S.K. Das, S. Roy, S. Majumder and S. Ahmad, EPL 97, 66006
(2012).
[15] S. Roy and S.K. Das, Phys. Rev. E 85, 050602 (2012).
[16] S. Roy and S.K. Das, Soft Matter, 9, 4178 (2013).
[17] S. Roy and S.K. Das, J. Chem. Phys. 139, 044911 (2013).
[18] J. Jung, J. Lee and J.S. Kim, Chemical Physics 449, 1 (2015).
[19] M. Pütz and P. Nielaba, Phys. Rev. E 91, 032303 (2015).
[20] H. Watanabe, H. Inaoka and N. Ito, J. Chem. Phys. 145, 124707
(2016).
[21] J. Jung, E. Jang, M.A. Soaib, K. Jo and J.S. Kim, J. Chem. Phys.
144, 134502 (2016).
[22] S. Roy, EPL 121, 34001 (2018).
[23] R. Shimizu and H. Tanaka, Nature Communications 6, 7407
(2015).
[24] S. Majumder, J. Zierenberg and W. Janke, Soft Matter 13, 1296
(2017).
[25] I. Azizi and Y. Rabin, J. Chem. Phys. 148, 104304 (2018).
[26] D. Bouttes, E. Gouillart, E. Boller, D. Dalmas and D. Vandem-
broucq, Phys. Rev. Lett. 112, 245701 (2014).
[27] H. Tanaka, J. Phys. Condens. Matter 12, R207 (2000).
[28] K. A. Moats, E. Asadi, and M. Laradji, Phys. Rev. E 99, 012803
(2019).
[29] A. Lipowski, D. Lipowska, and A. L. Ferreira, Phys. Rev. E 96,
032145 (2017).
[30] Hugo Ricateau, Leticia F Cugliandolo and Marco Picco, J. Stat.
Mech. 013201 (2018).
[31] P. Chaudhuri and J. Horbach, J. Stat. Mech. 084005 (2016).
[32] C. Yeung, Phys. Rev. E 97, 062107 (2018).
[33] C. Riesch, G. Radons, and R. Magerle, Phys. Rev. E 96, 052224
(2017).
[34] Z. C. Xia, W. L. Wang, S. B. Luo, and B. Wei, J. Appl. Phys.
117, 054901 (2015).
[35] A. Oprisan, Y. Garrabos, C. Lecoutre, and D. Beysens,
Molecules 22, 947 (2017).
[36] D-Y. Hsu, C-M. Chou, C-Y. Chuang, and P-D. Hong, ACS
Macro Lett. 4, 1341 (2015).
[37] F.T.N. Vüllers and R. Spolenak, Acta Materialia 99, 213 (2015).
[38] S. Razavi, J. Koplik, I. Kretzschmar, Langmuir 30, 11272
(2014).
[39] J. Stenhammar, D. Marenduzzo, R.J. Allen, M.E. Cates, Soft
Matter 10, 1489 (2014).
[40] V. Testard, L. Berthier, andW. Kob, J. Chem. Phys. 140, 164502
(2014).
[41] S. Jäger, H. Schmidle, S.H.L. Klapp, Phys. Rev. E 86, 011402
(2012).
[42] S. Jäger, H. Stark and S.H.L. Klapp, J. Phys.: Condens. Matt.
25, 195104 (2013).
[43] M.E. Fisher, Rep. Prog. Phys. 30, 615 (1967).
8[44] D.S. Fisher and D.A. Huse, Phys. Rev. B 38, 373 (1988).
[45] F. Liu and G.F. Mazenko, Phys. Rev. B 44, 9185 (1991).
[46] S.N. Majumdar and D.A. Huse, Phys. Rev. E 52, 270 (1995).
[47] C. Yeung, M. Rao and R.C. Desai, Phys. Rev. E 53, 3073
(1996).
[48] F. Corberi, E. Lippiello and M. Zannetti, Phys. Rev. E 74,
041106 (2006).
[49] M. Henkel, A. Picone and M. Pleimling, EPL 68, 191 (2004).
[50] E. Lorenz and W. Janke, EPL 77, 10003 (2007).
[51] J. Midya, S. Majumder and S.K. Das, J. Phys.: Condens. Matter
26, 452202 (2014).
[52] J. Midya, S. Majumder and S.K. Das, Phys. Rev. E 92, 022124
(2015).
[53] S. Ahmad, F. Corberi, S.K. Das, E. Lippiello, S. Puri and M.
Zannetti, Phys. Rev. E 86, 061129 (2012).
[54] S. Majumder and S.K. Das, Phys. Rev. Lett. 111, 055503
(2013).
[55] N. Vadkkayil, S. Chakraborty and S.K. Das, J. Chem. Phys. 150,
054702 (2018).
[56] M.P. Allen and D.J. Tildesley, Computer Simulations of Liquids
(Clarendon, Oxford, 1987).
[57] J. Midya and S.K. Das, J. Chem. Phys. 146, 024503 (2017).
[58] J.R. Errington and P.G. Debenedetti, J. Chem. Phys. 118, 2256
(2003).
[59] J. Midya and S.K. Das, J. Chem. Phys. 146, 044503 (2017).
[60] N.B. Wilding, J. Phys.: Condens. Matter 9, 585 (1997).
[61] D.P. Landau and K. Binder, A Guide to Monte Carlo Simula-
tions in Statistical Physics (Cambridge University Press, Cam-
bridge, 2009).
[62] D. Frenkel, B. Smit, Understanding Molecular Simulations:
From Algorithm to Applications (Academic Press, San Diego,
2002).
[63] S.D. Stoyanov and R.D. Groot, J. Chem. Phys. 122, 114112
(2005).
[64] S. Nosé, J. Chem. Phys. 81, 511 (1984).
[65] E.A. Koopman and C.P. Lowe, J. Chem. Phys. 124, 204103
(2006).
[66] S.K. Das, S. Roy, J. Midya, Comp. Rend. Phys. 16, 303 (2015).
[67] E.D. Siggia, Phys. Rev. A 20, 595 (1979).
[68] C. Yeung, Phys. Rev. Lett. 61, 1135 (1988).
[69] S. Paul and S.K. Das, Phys. Rev. E 96, 012105 (2017).
[70] M.E. Fisher, in Critical Phenomena, edited by M.S. Green
(Academic Press, London, 1971) p.1.
[71] M.E. Fisher and M.N. Barber, Phys. Rev. Lett. 28, 1516 (1972).
[72] D.A. Huse, Phys. Rev. B 34, 7845 (1986).
[73] J.M. Belmonte, G.L. Thomas, L.G. Brunnet, R.M.C. de
Almeida and H. Chaté, Phys. Rev. Lett. 100, 248702 (2008).
[74] S.K. Das, J. Chem. Phys. 146, 044902 (2017).
[75] S. Plimpton, J. Comput. Phys. 117, 1 (1995).
