We investigate the idea of using a topic model such as the popular Latent Dirichlet Allocation model as a feature selection step for unsupervised document clustering, where documents are clustered using the proportion of the various topics that are present in each document.
Introduction
Topic models [7] such as LDA [9] and PLSI [10] are statistical models most often used for analyzing document corpora. A topic in a topic model is a set of words that tend to appear together in a corpus, and the documents in the corpus are viewed as being produced by some mixture of topics. There are many reasons to build a topic model for a corpus. The modeling process typically results in each document being represented as a vector of topic proportions, where each entry of this vector describes the importance of a particular topic in the document (we subsequently refer to this vector as a document's "topic mixing proportion" vector). Thus, topic modeling is useful as a pre-processing step for any number of other mining or information retrieval tasks. One can first build a topic model, and then use this vector as a list of features describing the document, in addition to (or in lieu of) other features that might be collected. The * Computer Science Department, Rice University. This work was supported by the National Science Foundation under grant no. 0964526.
resulting feature vector can then be used along with a favorite algorithm or model to perform clustering, classification, outlier detection, similarity search, etc.
In this paper, we examine the utility of topic modeling as a pre-processing step for performing unsupervised clustering of the documents in a corpus. We consider the utility of the following process:
1. First, build a topic model for the corpus. 2. Next, use the model to obtain for each document a topic mixing proportion vector θ that represents the document's location in "topic space". In most topic models, the entries sum to one and the ith value is the prevalence of topic i in the document.
3. Finally, use all of the θ vectors as input to an unsupervised clustering algorithm.
Given that clustering is one of the most common data mining tasks, this seems like an obvious application for topic modeling-and, in contrast to the problem of supervised classification using topic models [6, 19, 12] -there has surprisingly been very little investigation into the utility of topic models for clustering of documents [2, 18, 15, 14, 17] .
Our Contributions. Rather than proposing and advocating a particular approach to topic modeling for document clustering, we instead seek to develop and rigorously evaluate a few representative alternatives and objectively evaluate how well they perform over several document clustering tasks.
The first alternative we consider is the simplest and most obvious: use "vanilla" LDA to produce the θ vectors that are used as input to the clustering. LDA is an obvious choice as it is now one of the single most widely used algorithms for processing natural language text.
However, we have reason to expect that "vanilla" LDA is not going to be the very best option for pre-processing text as input to a clustering algorithm. LDA makes use of a Dirichlet prior on the θ vectors which govern the mixture of topics that are found in each document. This prior has a parameter α that controls the mean of the various θ vectors, as well as how widely the vectors are dispersed from that mean. The problem is that the Dirichlet prior is quite wellbehaved: it does not encourage a "bumpy" distribution of θ vectors, which is what one would desire as input to a clustering algorithm. Instead, if α has a large L1-norm, the prior has a single mode, which tends to force all documents to have the same proportion of each topic. Or, if the prior has a small L1-norm, it tends to push all of the probability mass to the edges of the simplex-that is, the prior favors documents that have a few topics at the exclusion of all of the others. We might expect that a prior which favors such a distribution of topic mixing proportions would not lead to the best clustering results.
Because of this, we consider two alternatives to "vanilla" LDA that can be used to pre-process a corpus as input to a clustering algorithm. The first is a simple modification to the LDA model that we call the mixture of priors (MoP) alternative. Rather than each document sharing the same prior on its topic mixing proportions, in the MoP alternative, a document chooses its prior from a mixture of K different priors. This naturally allows for a bumpy prior on the distribution of the θ vectors, and our hypothesis is that this would result in data that are more amenable to clustering.
We then propose a second alternative that (unlike LDA) does not rely on a Dirichlet distribution to govern to what extent the various topics influence production of a document. This alternative, which we call the directional topic mixture model (DTMM) relies on a spherical distribution to place documents on a unit sphere; the position of a document on the sphere controls how topics are mixed within the document. By utilizing K mixture components in the spherical distribution, we obtain a "bumpy" prior on the topic mixing proportions. As we describe in the paper, the hoped-for benefit of this approach is that the spherical distribution allows for a document's cluster membership to have a more direct influence on the topic mixing proportions than in the MoP alternative, where cluster membership supplies only a prior to a document's topic mixing proportion.
Paper Organization. Using a clustering algorithm with LDA is simple and obvious, and requires no additional explanation. The next two sections of the paper describe two alternatives to LDA as input to a clustering algorithm: the MoP alternative, and the DTMM. Then, in Section 4 of the paper, we experimentally compare the three approaches. Section 5 of the paper considers related work, and the paper is concluded in Section 6.
Mixture-of-Priors Variant
The first option we consider for clustering documents using a topic modeling is a simple extension to the LDA model. In LDA, each word in a document is produced by one of T topics; the probability of an arbitrary word in document j being produced by topic t is given by the tth entry in the vector θ j , which we refer to as the document's topic mixing proportion vector. In "classic" LDA, θ j is sampled from a Dirichlet distribution with parameter α; α is typically taken to be a symmetric, constant vector (in practice, α = 0.1, 0.1, ..., 0.1 is often used). In the "mixture-of-priors" variant that we propose (or MoP for short), the α vector associated with document j is instead sampled from a mixture model; the identity of the mixture component producing this alpha vector is then the cluster identity for document j, and the documents in the same mixture component tend to have similar topic proportion vectors.
Given T topics, K clusters, a dictionary with M words, and a corpus with N documents where the length of document j is n j , the modified generative process of the MoP variant is:
γ, β are sampled from uninformative prior InvGamma(a, b), and a, and b are assumed to be known hyperparameters. The process can be summarized as follows. In step (1) we produce the cluster weight vector φ, where φ k is the probability of associating with cluster k. In step (2), we produce two variables. First, we produce a matrix Ψ where Ψ t,r is the probability that topic t will produce word r. We will subsequently use Ψ * ,r to denote the column listing the probability that each topic will produce word r. Second, we produce a matrix α where α k is used as the prior on the topic proportion vector for each document in cluster k.
In step (3) we produce the actual documents. To produce a document, the cluster identity c j is first generated. Next, the topic proportion vector θ j is produced using the prior α cj common to all documents in cluster c j . Using θ j , the n j words in the document are allocated to the T topics; the resulting allocation is stored in the vector z j , where z j,t is the number of words in document j produced by topic t. Finally, we produce the matrix w j having T rows and M columns, where w j,t,r indicates the number of times word r was produced by topic t in document j.
After this process completes, the jth document in the corpus (represented by a vector of word frequencies) is d j = t w j,t . Note that aside from the use of a mixture model to supply the prior on each document's topic proportion vector, the generative process is equivalent to the process used in LDA, though we have relied on a more matrix-and vector-oriented description than is commonly used. The Bayesian network of the MoP model is depicted in Figure 1 .
3 Directional Topic MM
Motivation
One worry with the MoP model is as follows. Consider a generic Bayesian inference problem where we have a vector x of observations sampled from a variable with density function g 1 (x|θ), where the parameter θ has a prior g 2 (θ). As the number of observations in x grows, the importance of g 2 (θ) to the posterior distribution f (θ|x) ∝ g 1 (x|θ)g 2 (θ) diminishes until, for all practical purposes, it disappears entirely. This is generally seen as a feature of the Bayesian approach, in that it provides a principled mechanism for reducing the influence of prior belief as the amount of observed data increases. But due to the same phenomenon, one must take care when designing a model where one expects a prior distribution such as g 2 (θ) to influence the inference process, especially if the amount of observed data will be large. Eventually, the data will swamp the prior.
One may reasonably worry that this will happen with the MoP model. The documents in a cluster share only a prior on their topic proportion vectors. If a document is of any significant length, the importance of the prior on θ j vanishes. This is obvious from the update sampler for θ j :
Since |z j | 1 = n j , for any fixed value of α cj , as n j increases, α cj decreases in importance. Thus, for large n j , cluster membership will have little influence upon the inferred topic proportion vectors, and hence little influence upon the inference of the learned topics. If this is the case, one might as well first learn an LDA model over the corpus, and then cluster the documents using the topic proportion vectors as a separate step. There is nothing wrong with such an approach-as a matter of fact, this is an approach we will explore experimentally later in the paperbut the whole reason for clustering the documents simultaneously with learning a topic model is the hope that the quality of the resulting clustering will benefit from simultaneously learning a clustering and a topic model that is conducive to the learned clustering.
Alternative Allocation
The idea we explore is simple. Rather than utilizing a mixture of Dirichlet distributions to produce the topic mixing proportions, we instead utilize a mixture of T -dimensional von Mises Fisher distributions [11] (or vMF distributions for short). The vMF distribution is a continuous, multivariate distribution over the unit sphere. We take our inspiration from some existing work on using spherical models for clustering and analysis [3, 4] including a recent spherical take on the task of topic modeling [13] . The vMF distribution takes two parameters: a mean position on the unit sphere µ, and a "concentration" parameter κ that determines the spread of the distribution across the surface of the sphere-larger κ values reduce the spread. To facilitate a clustering of the documents, we use a mixture vMF distributions to place the jth document in a latent position θ j on the unit sphere. The identities of the various mixture components used to produce the documents' positions can be used to segment the documents into clusters.
So that we can use the document's latent position on the sphere to choose the topics that are used to produce the document, the document's position is mapped to a position on the (T − 1)-simplex by the following transformation:
We use f (θ j , ρ) to denote the function that takes as input a latent position θ and applies this transformation to every one of the T dimensions, and returns the resulting vector. Note that this is similar to the transformation used by the logistic normal distribution [1] to map the output of a normal random variate in R d to the simplex, the key difference is that the logistic normal transformation uses a fixed ρ = e (where e is the base of the natural logarithm). The reason for the additional parameter ρ in our case is that since documents are positioned on the unit sphere (rather than in R d ), without ρ the extent to which a document could suppress or promote a particular topic would be limited.
Given this, the generative process underlying the DTMM model is as follows:
This process resembles the LDA-based MoP generative process given in the previous section, with a few key differences. First, the parameter ρ is generated in step (2). In step (3), the mean and concentration parameters for each of the K mixture components are produced. Note that in step (3a), vMF(0, 0) denotes a uniform distribution on the sphere. The other key difference compared to the MoP generative process is the use of the vMF distribution and the mapping function f (.) to produce the topic mixing proportion vector, as opposed to a Dirichlet distribution. The Bayesian network of the DTMM model is depicted in Figure 2 .
Why does this allow more control? We have asserted that a possible difficulty with the MoP alternative is the lack of control offered by the prior distribution on θ j , and that there was no easy or obvious way to "tweak" the model to increase the importance of the prior. The DTMM model addresses this via the use of the κ t parameter, which explicitly controls the extent to which the latent positions of the documents in a cluster can vary. With a large enough κ t value, all of the documents in a cluster must have exactly the same latent position, meaning that they must all use exactly the same topic mixing proportion vector-which in turn means that the clustering may have more of a chance to influence the way the topics are constructed. If the latent positions of the documents in a cluster are all identical, then the prominent topics in that cluster should be built to fit those documents closely.
Experimental Study
In this section, we present an experimental study of the three methods. Our goal is discover whether there is any qualitative reason to prefer one of the methods to the others.
Methodology
Our basic methodology is to use each of the three methods on a number of data sets with known clusterings, and to compare how well the resulting clusterings match the expected results.
To pre-process each of the text data sets, we used the the Natural Language Toolkit (NLTK) [5] . Documents were split into sentences and stop words were removed. In order to keep the meanings of the words and also reduce the size of the dictionary, we utilized lemmatizing as opposed to stemming. We created the dictionary for each corpus using n-grams as opposed to unigrams (we found that adding multi-word expressions almost uniformly improved the clustering results by a small amount). This was done by applying Turbo Topics [8] algorithm. This method finds multi-word expressions by using a back-off language model defined for arbitrary length expressions, and recursively employs the distribution-free permutation test to find significant phrases. Although the Turbo Topics model was originally developed to better visualize unigram topic models (after the model gets fit), we felt its use would be beneficial in the document pre-processing phase.
We utilized five data sets: CMU Newsgroups 1 (we tested our algorithms on two subsets of the original data set: 5 Newsgroups and 10 Newsgroups), Classic 3 2 , Reuters 8 3 , WebKB 4 4 , and Stock. Stock is a collection of stock price information for the S&P 500. Each stock is considered to be a "document", so the corpus size is 500. If a stock goes up on a particular day, then the "word" corresponding to that day is added to the document. There are 10 years of data in the set, and so there are approximately 10 × 365 unique "words" in the corpus. The ten clusters in the data correspond to the GICS sector of the company (Industrials, Financials, Health Care, etc.). Since stocks in the same sector tend to move together, one would expect that the stocks (that is, the "documents") in the same sector would cluster with one another.
We tested four different options:
1. Spherical k-means, using cosine distance.
First learn an MoP model, then run k-means on
the resulting model. All of the topic models were trained using 40 topics. For each option, we performed two experiments. In the first experiment, exactly the correct number of clusters was used to perform the clustering. Then the accuracy was measured using the maximum matching in bipartite graph algorithm, where a matching is performed between the true and learned labels. That is, we computed the best possible mapping of data points to "true" clusters, and the fraction of documents assigned to the correct cluster is used to measure the quality of the clustering.
In the second experiment, twice the correct number of clusters was used to perform the clustering. Again, the accuracy was measured using the maximum matching in bipartite graph algorithm permitting one-to-many assignments. In this case, the accuracy should be higher, since the underlying algorithm is allowed to group documents into smaller groups, which should thus be more "pure."
Each clustering experiment was repeated five different times. All the models were implemented in C++ with the use of gsl-1.15 and Minuit2 libraries.
Results
Tables 1a and 1b show the average accuracy over the five runs for each of the four clustering methods.
To determine the significance of the results, we performed a simple, nonparametric bootstrap test where for each pair of methods a and b, we repeatedly performed the following: (1) randomly select one of the five data sets; (2) randomly select an observed clustering accuracy on that data set for both a and b; (3) determine which method is most accurate on that data set. In Tables 2a and 2b , we display the observed probability that a would perform better than b on a randomly-selected data set. We found that the MoP method is the best choice of the methods that we tested for clustering text documents. This method was followed by spherical k-means and the DTMM model, which performed similarly when the correct number of clusters was used (Table 2a) .
We also found that if the correct number of clusters is used, LDA was clearly the poorest choice for document clustering (Table 2a) . Interestingly, LDA performed much better when twice the correct number of clusters were used-see Table 2b . Although, in this case it was still only the second poorest performance, LDA was competitive with spherical k-means. (b) Clustering methods using twice the "correct" number of clusters (b) Clustering methods using twice the "correct" number of clusters Table 2 : Bootstrapped probability (as a %) that the method associated with the row would outperform on a randomly-selected data set.
We were curious as to why the three topic models performed as they did. The first thing that we checked was the quality of the topics themselves. In Table 4 , we list the top words (by probability) for the topic that is most closely associated with each of the five clusters learned over the 5 Newsgroups data set. The words are given both for "vanilla" LDA, and for the topics learned by using the MoP model. In the table, words that are seemingly irrelevant to the newsgroup in question are bolded. It is clear that a much higher percentage of the top words associated with the LDA-based topic model were words that had little to do with the newsgroup in question. But why does LDA underperform, and why are the topics generally poor in this sort of heterogeneous data set? At the beginning of the paper, we postulated that the Dirichlet prior could be problematic when using LDA as a pre-processing step for clustering data. To examine whether this was a possible explanation for the poor performance, for each cluster, and for each model, we determined the top five topics (that is, the five topics most closely associated with the cluster). We then computed the average prevalence of those five topics in the documents that belonged to the cluster (see Table 3a and 3b). As expected, we found that the MoP model tended to produce topic proportion vectors that spread their probability across more topics than LDA did. For example, consider the sci.med data set. The fourth most common topic under the MoP model still has a 10% prevalence, whereas for LDA, the fourth most common topic had less than a 1% prevalence. One may conjecture that this forces the topics to attempt to model an entire class of documents; hence the inclusion of terms such as "subject re", which has the effect of drastically reducing the intrinsic dimensionality of the feature space. Table 3 : Average appearance probability for the top five topics in each of the clusters for the 5 Newsgroups data set.
To further examine this, we computed (for both the 5 Newsgroups and Classic 3 data sets) the two-point correlation function over all of the topic proportion vectors for the LDA, MoP and DTMM models. The two-point correlation function is essentially the PDF for the distance between two points randomly selected from the data set. In a data set having a good clustering structure, we would expect at least two modes in the correlation function: a small one close to zero (for pairs of points in the same cluster) and a larger mode far from zero (for pairs of points in different clusters). Consider Figure 3a . This is exactly what we find in the MoP correlation function over the 5 Newsgroups data and in the DTMM function over that data. But the LDA correlation function is not nearly as high quality, showing a lack of clustering structure. The results are even more striking over the Classic 3 data (Figure 3b ). This plot shows that the LDA points are almost all equi-distant from one another. However, the MoP model places the documents into a very nice clustering structure. The DTMM model over this data set does not have a clear clustering structure, but (unlike the LDA model) the documents are not all equi-distant. Relatively speaking, the LDA results are poor, with the DTMM results in the middle. Table 4 : Most frequent words in the most important topic for each of the learned clusters in the 5 Newsgroups data set. Words that are seemingly irrelevant are given in bold.
To summarize: the MoP model seems to clearly produce the best clustering structure when used as a pre-processing step for k-means. This would seem to be the preferred approach. The DTMM model can perform well on certain data sets, but it is sometimes outperformed by a simple spherical k-means algorithm. We found that a simple LDA model is possibly not a good option for feature selection for unsupervised learning.
Related Work
The first generative model that employed a mixture of vMF distributions for document clustering was discussed in [4] . In that work, a k-means inspired algorithm (which was called spherical k-means) was devised to perform the clustering, based on the derived data likelihood. In [18] an EM solution for the constrained case where each vMF component has the same concentration parameter (i.e. k) was presented and in [3] the authors extended the EM solution for the general case of different concentration parameters. In all the aforementioned approaches the vMF distribution is used to directly generate a normalized tf or tf-idf vector for each document. In contrast, the current paper focuses on employing topic models for clustering and uses the vMF distribution to position each document in the (latent) topic space.
The spherical topic models [13] are loosely related with the proposed directional topic mixture model in that both models employ the vMF distribution to derive an admixture topical model for documents.
The mixture of priors model is reminiscent to the LDA extension for clustering that was employed in [15] to summarize activities (modeled as distributions over low-level visual features) and interactions (modeled as distributions over activities) in complicated scenes. In that work a non-Bayesian version of the model was used to represent different types of interactions. A similar model has also been employed in [14] to produce better quality, low representations of documents. There, each document is partitioned into segments (e.g. physical paragraphs) and the mixture of Dirichlet distributions is used to define the distribution of topics in each segment. In our paper we discuss a Bayesian treatment of the model and investigate its performance for document clustering. Document clustering based on latent topics has recently been discussed in [16] . In that work a nonprobabilistic approach, based on matrix decompositions, was employed to identify the latent topics, which were then used for clustering through k-means. Our work is complementary to that, as we investigate the applicability of statistical topic models for document clustering. Finally, in [17] a model-then-cluster approach was used for clustering web-blogs and several variations of the scheme were compared. Again our work is complementary to that one as it focuses on the comparison of the different ways topics can be employed for document clustering.
Conclusions
In this paper, we investigated the idea of using topic models such as Latent Dirichlet Allocation and its extensions as a feature selection in a pre-processing step for unsupervised document clustering, where documents are clustered in "topic space." The first option we investigated was learning a topic model for a corpus, and then using a standard clustering algorithm to cluster the documents in topic space. We also investigated integrating a discrete mixture into the topic model itself, thereby learning the topic model and the clustering structure simultaneously. We proposed two variants of the second approach, one of which was found experimentally to be the best option.
