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Abstract 
 
Laser beam is an electromagnetic (EM) wave, which means that it is governed by Maxwell’s 
equations. In this study, we adopted the finite-difference time-domain (FDTD) method, to fully solve 
the Maxwell’s equations to obtain the accurate description of laser propagation. Since the focus is 
laser interaction with materials, so it’s very important to define a certain kind of material in the 
computational domain. In general there are 2 types of materials, dielectrics like glass and dispersive 
materials like metal. For calculating the beam absorption in materials: 1)Because of the dispersive 
characteristic of dispersive material, the standard FDTD is no longer suitable and not be able to 
describe the material behavior. Thus, 2 different codes for different materials have to be used, which 
loses the generality. In this study, a method of simulating dispersive materials by changing refractive 
index and extinction number of the material is discussed. In this regard, it is possible to use only one 
simple standard FDTD code to simulate a general material, no matter it’s dielectric or dispersive. 2) 
Laser simulation always prefers a larger scale problem but this is extremely difficult because the small 
wavelength results in the extremely high burden of the computers. A method of enlarge the 
wavelength while keeping the same reflectance is developed in this study, thus a larger domain can be 
simulated.  The simulations were conducted in 3 dimensions and perfectly matched layer (PML) 
absorption boundary condition was employed to terminate the computational domain, avoiding the 
numerically generated artificial waves. Reflectance of different polarizations (P-polarization, S-
polarization, Circular polarization) by computing the reflected energy flux using Poynting vector are 
computed with both standard and dispersive code, and the results proved the correctness of those 
methods.  Absortance of a keyhole (tilted cylindrical hole) was calculated as an example.  
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Chapter Ⅰ 
Introduction 
1.1 Development and applications of FDTD algorithm 
Since the fundamental equations of electromagnetic fields were established by Maxwell in 1873, 
Electromagnetic (E/M) wave theory and applications have been developed for over 100 years. 
Nowadays, studies on electromagnetic waves have spread into many fields, and have been extensively 
used, for instance, Radio (Wave) Propagation, Fiber Optic Communication, Mobile Communication, 
Radar Technology, Microwave, Antenna, Electromagnetic Tomography, Electromagnetic 
Compatibility, Laser Applications. The propagation of E/M waves is very complicated in practical 
conditions, like arbitrary geometry scattering object, complex structure antenna , wave propagation in 
a wave guide, etc. Even though, it’s very important to study the E/M behaviors and characteristics. 
Experiments and theoretical calculation are both vital means for studying it. Theoretical calculation 
needs practical E/M parameters in a practical condition to solve the Maxwell’s equations’ boundary 
value problem (BVP), so it is only available for some particularly classical problems. One should say 
that the analytic solutions hold great guiding significance. But since the complicity of actual 
environment, it is possible to solve the problems only using numerical methods. As the computer 
technology develops, several numerical algorithms for solving E/M problems have been presented, 
like method of moment (MoM), finite element method (FEM), boundary element method (BEM) and 
finite-difference time-domain method (FDTD) , etc.   
The finite-difference time-domain (FDTD) method, as a new method for dealing with E/M 
problems, was developed by Yee’s[1] work in 1966. It is based on the special and temporal sampling 
of the unknown electric field E and magnetic field H on the staggered grid. Each E (or H) component 
is surrounded by 4 H (or E) components, which transforms the curl equations into a set of difference 
equations, so it’s possible to solve the E/M in each discretized cell and be able to march in time. The 
sampled cells are called Yee’s Cell. The FDTD method is a fully explicit, time marching numerical 
analysis technique. It is extensively used and developed for computing the electromagnetic (E/M) 
fields. One principle advantage of FDTD method is the ability to simulate the electromagnetic fields 
in a complex geometry, which leads to a lot of applications covering many areas in electromagnetics.  
Laser beam is also an electromagnetic wave, which means that it is governed by Maxwell’s 
equations. In this study, we adopted the FDTD method, to fully solve the Maxwell’s equations and 
obtain the accurate description of laser propagation in the media (dielectrics and dispersive materials). 
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Lasers interaction with metals is simulated, and Perfectly Matched Layer absorbing boundary 
condition (PML-ABC), investigated by Berenger [2, 3], is implemented to truncate the computational 
domain. Energy flux will be computed to get the reflectance or absorption of a certain structure.   
 
1.2 Review the history of FDTD  
FDTD method is a numerical method to solve the Maxwell’s differential equations in the time 
domain, and it has become a very mature algorithm after 40 years’ development[4].  
——Yee(1966) [1] brought up the FDTD algorithm and used for calculating pulsed E/M waves’ 
propagation and reflection; 
——Taylor[5] et el (1969) analyzed E/M scattering problems with inhomogeneous medium, and 
brought up using the absorption boundary condition (ABC) to absorb the outward traveling wave, his 
ABC adopted the simplest linear interpolation; 
——Merewether [6](1971) calculated the current in a body of rotation induced by a pulsed E/M 
wave. Radiation absorption boundary condition was adopted; 
——Taflove[7] et el (1975) calculated the inhomogeneous medium’s scattering problem (steady 
state) excited by a sinusoidal source, and discussed the near-to-far field transformation and condition 
for numerical stability; 
——Holland[8] (1977) and Kunz (1978) calculated the scattering problem for complex geometry 
like F11 plane; 
——Mur[9] (1981) developed the 1st and 2nd ABC for truncated boundaries. It’s a very effective 
and widely used ABC; 
——Umashankar and Taflove[10] (1982) calculated the radar cross section (RCS) , and brought 
up an idea of splitting the domain into total field domain and scattering domain, and the connecting 
boundary condition, which was a very simple and easy method to introduce a source into the code; 
——Umashankar and Taflove[11, 12] (1987,1988) analyzed the currents in lead wire of free space 
and cavity , and discussed the method of dealing with thin lead wires; 
——Choi and Hoefer [13]1(1986) analyzed the resonance problem of a wave guide cavity and 
calculated its resonance frequency; 
——Kasher and Yee[14] (1987) developed sub-grid technique; Mei et el (1984) developed 
conformal grid technique for FDTD; 
——Luebbers and Hunsberger[15] (1990) et el studied the approach to deal with dispersive 
materials in FDTD; 
——Berenger (1994,1996) [2, 3], developed split-field perfectly matched layer (PML), it was a 
brand new ABC for truncating the computational domain ; 
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Chapter Ⅱ 
FDTD algorithm for computing electromagnetic fields 
2.1 Maxwell’s equation 
Maxwell’s equations can be solved numerically by using FDTD method. All the electromagnetic 
characteristics like wavelength, polarization, diffraction can be easily taken into account[16]. The 
FDTD method belongs in the general category of grid-based differential time-domain numerical 
techniques. It’s based on the temporal and spatial terms of the required electric and magnetic field E 
and H on the staggered grid. By discretizing both the space and time partial derivatives of the partial 
differential formed time dependent Maxwell's equations, central-difference approximations can be 
obtained and the resulting finite-difference equations can be solved in a leapfrog manner. The electric 
field vector components and the magnetic vector components can be computed alternately till the 
desired transient or steady-state E/M field behavior is fully developed. This study will be conducted 
in a 3D rectangular coordinate system (Fig.2.1). 
 
Fig 2.1 Schematic of computational domain. 
 
Maxwell’s equations are as follows: 
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where J , mJ , fr ,E, D, H and B are electrical current density, magnetic current density , free charge 
density, electric field, electric displacement vector, magnetic field, magnetic induction respectively, 
and they are all assumed to be functions of space and time.  
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Where e ,m ,s , ms  are permittivity, permeability, electrical conductivity, magnetic conductivity. 
They are in the units of F/m, H/m, S/m, / mW  respectively. In vacuum, =0s and =0ms .  
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In rectangular coordinate system, the Maxwell’s equation can be rewrite as scalar functions: 
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2.2 Standard FDTD alogrithm 
Now consider the discretized form of the scalar Maxwell’s equations. Let function ( , , , )f x y z t  
represent one of the components of E or H in the rectangular coordinate system.  
 ( , , , ) ( , , , ) ( , , )nf x y z t f i x j y k z n t f i j k= D D D D =    (5) 
  
Where , , ,i j k n  are integers. Space and time partial derivatives of the partial differential formed 
time dependent f , the central-difference approximations are: 
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In FDTD algorithm, make E fields all at integer time steps while H fields at half time steps. The 
Yee’s cell: 
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Fig 2.2 Scheme of Yee’s Cell 
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These 3 are the update equations for E fields and the H fields update equations are listed below: 
1/2 1/2
1 1
( , 1, ) ( , , )1 1 1 1 2 2( , , ) ( ) ( , , ) ( )
2 2 2 2
n n
z z
n n
x x
E i j k E i j k
H i j k CP m H i j k CQ m
y
+ -
é
+ + - +ê
+ + = + + - ê
Dê
ë
  
 
 
1 1
( , , 1) ( , , ) 1 12 2 ( , , )
2 2
n n
y yE i j k E i j k
m i j k
z
ù
+ + - + ú
- = + +ú
D ú
û
，   (13) 
1/2 1/2
1 1
( , , 1) ( , , )1 1 1 1 2 2( , , ) ( ) ( , , ) ( )
2 2 2 2
n n
x x
n n
y y
E i j k E i j k
H i j k CP m H i j k CQ m
z
+ -
é
+ + - +ê
+ + = + + - ê
Dê
ë
 
 
1 1
( 1, , ) ( , , ) 1 12 2 ( , , )
2 2
n n
z zE i j k E i j k
m i j k
x
ù
+ + - + ú
- = + +ú
D ú
û
，   (14) 
 
1/2 1/2
1 1
( 1, , ) ( , , )1 1 1 1 2 2( , , ) ( ) ( , , ) ( )
2 2 2 2
n n
y y
n n
z z
E i j k E i j k
H i j k CP m H i j k CQ m
x
+ -
é
+ + - +ê
+ + = + + - ê
Dê
ë
  
 
1 1
( , 1, ) ( , , ) 1 12 2 ( , , )
2 2
n n
x xE i j k E i j k
m i j k
y
ù
+ + - + ú
- = + +ú
D ú
û
，   (15) 
Where 
 15
 
( )( )( ) 1
2 ( )2( )
( ) ( )( )
1
2 2 ( )
mm
m m
m tmm
mtCP m
m m tm
t m
ssm
m
s sm
m
D
--
D= =
D
+ +
D
  (16) 
 
1 ( )
( )
( ) ( )( )
1
2 2 ( )
m m
t
m
CQ m
m m tm
t m
m
s sm
m
D
= =
D
+ +
D
  (17) 
 
According to the update equations, all the E/H components can be computed as the scheme describes 
below: 
 
 
 
 
 
 
 
When coding the FDTD algorithm, the “normalization” technique can be applied to the H 
components to obtain the same magnitude as the E components when it comes to plane wave source. 
Replace H by 0H Z H= where 0Z  is the impedance in vacuum, 0 0 0/Z m e= . 
 
2.3 Drude model for dispersive materials (metals) 
Dispersive materials are referred to those that their permittivities are radiant-frequency-dependant, 
just like most metals. In other words, metals are dispersive materials, heir permittivities are complex 
numbers and frequency dependant. The dispersive feature of metals makes the standard FDTD 
difference method no longer suitable. In low frequency range, we can directly assign the electric fields 
in the metals to 0 as a good approximation, known as PEC (Perfect Electrical Conductor) boundary 
condition. But in infrared spectrum range, the penetration depth is considerably large, the electric 
fields may even pass through the whole nano-scale metal structure. So the PEC condition doesn’t fit 
the case, an appropriate model for describing the dispersive materials is vital and essential. Drude 
Model , developed from Lorentz Model, is widely used for describing metals. 
Assumption for Drude Model is that all the free electrons in metals can do free motions, which 
described as free electron gas. With this approximation, the binding force for electrons is zero, and the 
Know all the E components at each location at 1 0t t n t= = D  
Compute all the H components at 2 1 / 2t t t= +D  
Compute all the E components at 1 2 / 2t t t= +D  
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electron natural oscillation frequency is zero too. Because of that, electron orbits the metal ion and is 
affected by a damping force which proportional to its velocity. Other than that, electrons will be 
scattered through collisions with other electrons, ions, nuclei or lattice imperfections. When external 
E fields are applied, electrons are governed by the Newton’s Law of Motion, E is the electric fields ,
0m is the free electron mass , e is the charge and them satisfy the classic momentum equation : 
 00 0
mdv
m v eE
dt t
+ + =   (18) 
Where v  is the electron velocity; t is the momentum relaxation time, describes the interaction 
between the electrons and metal ions, the second term in the above equation is damping term. 
Electron collision frequency (1/ 2 ) /pg p t= , describes lattice vibration and   conduction band 
electron scattering through impurities. There is a relation between electron velocity and conductivity: 
j Nev Es= - = , N is the electron density. For a plane wave, electric fields E and displacement 
vector r: 
 0( ) exp( )E t E ikr i tw= -   (19) 
 0( ) exp( )r t r ikr i tw= -   (20) 
Substitute the above 2 equations into the momentum equation we can derive the dispersive relation of 
conductivity: 
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From the relation between electric dipole ( ) ( )P t Ner t= -  and electric displacement 0D E Pe= + , 
a relation between metal’s permittivity and conductivity can be derived: 
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When studying the physical features of a certain object, only a frequency band is needed, thus the 
permittivity at infinity frequency e¥  is no longer 1. After modification, the Drude Dispersive Model 
becomes[17-20]: 
 
2
2
( ) pr
pi
w
e w e
w wg
¥= -
+
  (23) 
 
 17
Where pw is plasma frequency of the metal and pg is the electron collision frequency or damping 
constant[18]. Drude model is an approximation with not very good accuracy. 
 
2.4 FDTD for Drude model 
The dispersive permittivity relation for a one pole Drude Model is as below: 
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 And Maxwell curl equation in the frequency domain is: 
 ( ) ( ) ( )0 rH j Ew we e w wÑ´ =   (25) 
Plug the Drude model into the curl equation, then we can get: 
 ( ) ( ) ( )0H j E Jw we e w w¥Ñ´ = +   (26) 
Where current density J: 
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Transform those 2 equations to the time domain by using Fourier Theory: 
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Integrating (29) once with respect to time, and omitting the trivial constant solution, yields: 
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And (30) is the required ADE (auxiliary differential equation) for J updating. This equation can be 
easily implemented in an FDTD code by using the semi-implicit scheme, wherein yet-to-be-
computed fields at time-step n+1 are used to create an update formula for a field known at time-step 
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n[21]. Using this strategy, the finite difference expression can be obtained, centered at time-step 
n+1/2: 
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Solving for J, yields 
 1 1( )n n n np pJ k J E Eb
+ += + +   (32) 
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The second component of the ADE algorithm involves solving for 1nE + , then again use a semi-
implicit scheme centered at n+1/2 [21]. This requires to know of 1/2nJ + which can be obtained : 
 1/2 1 1
1 1
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So the Maxwell’s curl equation can be expressed as: 
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Upon collecting like terms, we obtain the following explicit time-stepping relation for E: 
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Thus , the ADE-FDTD algorithm for simulating a dispersive medium with only 1 Drude pole is only a 
three-step- fully-explicit procedure[21].  
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Make 0H H Z= ×
% where impedance 0 0 0/Z m e= . 
This is a system that called Gaussian units, which frequently used by physicists. The purpose of using 
it here is to simplify the formulations. The E and H fields have the same order of magnitude that 
holds an advantage in formulating ABC and has higher computational efficiency.
 
 
1/2
01
0 0 0
0
2 2
2 2
2 1
(1 )
2 2
n
pn n
p p
n
p
p
t t H
E E
t t Z
t
k J
t
e e b
e e b e e b
e e b
+
¥+
¥ ¥
¥
æ ö æ ö- D D
= + ×Ñ´ç ÷ ç ÷ç ÷ ç ÷+ D + Dè ø è ø
æ öD
- × +ç ÷ç ÷+ Dè ø
%
  (37) 
Discretizing in each direction we can get the update equations for each E component, for example Ex: 
 
1
1 1
2 2
1 1
2 2
0
1 1
( , , ) ( ) ( , , )
2 2
1 1 1 1
( , , ) ( , , )
2 2 2 2( )
1 1 1 1
( , , ) ( , , )
2 2 2 2
1 1
( ) (1 ( )) ( , , )
2 2
n n
x x
n n
z z
n n
y y
n
p x
E i j k CA m E i j k
H i j k H i j k
CB m
y
H i j k H i j k
z
CB m Z k m J i j k
+
+ +
+ +
+ = × +
é
+ + - + -ê
+ × ê
Dê
êë
ù
+ + - + - ú
- ú
D ú
úû
- × × + × +
% %
% %
  (38) 
Where 
1
( , , )
2
m i j k= +  
Know E,J at 1 0t t n t= = D  while H at 2 1 / 2t t t= +D
Compute E at 3 1t t t= +D  
Compute all the H components at 4 3 / 2t t t= +D  
Compute J at 
3 1t t t= +D  
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0
0
2 ( ) ( )
( )
2 ( ) ( )
p
p
m t m
CA m
m t m
e e b
e e b
¥
¥
æ ö- D
= ç ÷ç ÷+ Dè ø
  (39) 
 
0 0
1 2
( )
2 p
t
CB m
Z te e b¥
æ öD
= ç ÷ç ÷+ Dè ø
  (40) 
And the other 2 components of electric fields are: 
1 1
2 2
1
1 1 1 1
( , , ) ( , , )
1 1 2 2 2 2( , , ) ( ) ( , , ) ( )
2 2
n n
x x
n n
y y
H i j k H i j k
E i j k CA m E i j k CB m
z
+ +
+
é
+ + - + -ê
+ = × + + × ê
Dê
êë
% %
 
 
1 1
2 2
0
1 1 1 1
( , , ) ( , , )
2 2 2 2
1 1
( ) (1 ( )) ( , , )
2 2
n n
z z
n
p y
H i j k H i j k
x
CB m Z k m J i j k
+ + ù
+ + - - + ú
- ú
D ú
úû
- × × + × +
% %
  (41) 
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1
1 1 1 1
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1 1 2 2 2 2( , , ) ( ) ( , , ) ( )
2 2
n n
y y
n n
z z
H i j k H i j k
E i j k CA m E i j k CB m
x
+ +
+
é
+ + - - +ê
+ = × + + × ê
Dê
êë
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1 1
2 2
0
1 1 1 1
( , , ) ( , , )
2 2 2 2
1 1
( ) (1 ( )) ( , , )
2 2
n n
x x
n
p z
H i j k H i j k
y
CB m Z k m J i j k
+ + ù
+ + - - + ú
- ú
D ú
úû
- × × + × +
% %
  (42) 
Where 
1 1
( , , ); ( , , )
2 2
m i j k i j k= + +  respectively. 
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As is for the magnetic fields components, since there is no change in the permeability, the update 
equations should remain the same as the standard FDTD algorithm except 0/H H Z=  according to 
the normalization process, meanwhile the update equations for J are as follows: 
1 11 1 1 1( , , ) ( ) ( , , ) ( ) ( , , ) ( , , )
2 2 2 2
n n n n
x p x p x xJ i j k k m J i j k m E i j k E i j kb
+ +é ù+ = × + + × + + +ê ú
ë û
   (43) 
1 11 1 1 1( , , ) ( ) ( , , ) ( ) ( , , ) ( , , )
2 2 2 2
n n n n
y p y p y yJ i j k k m J i j k m E i j k E i j kb
+ +é ù+ = × + + × + + +ê ú
ë û
   (44) 
1 11 1 1 1( , , ) ( ) ( , , ) ( ) ( , , ) ( , , )
2 2 2 2
n n n n
z p z p z zJ i j k k m J i j k m E i j k E i j kb
+ +é ù+ = × + + × + + +ê ú
ë û
    (45) 
Where  
 
2
01 ( ) / 2 ( ) / 2( ) ; ( )
1 ( ) / 2 1 ( ) / 2
p p
p p
p p
m t m t
k m m
m t m t
g e w
b
g g
- ×D ×D
= =
+ ×D + ×D
  (46) 
And 
1 1 1
( , , ), ( , , ), ( , , )
2 2 2
m i j k m i j k m i j k= + = + = + respectively for each component. 
 
2.5 Numerical stability and temporal interval 
FDTD method is a numerical method for solving the Maxwell’s curl equations using a set of 
difference equations. In other words, we use the solutions of the difference equations to present the 
solutions of the original differential equations but only if the solutions of the difference equations are 
converged and stable. Stability means the solutions of difference equations coincide with the original 
equations’ solutions at any time and any location. It’s very important to find the stability condition for 
a numerical problem. 
The homogeneous wave equation can be derived from the Maxwell’s equation: 
 
2 2 2 2
2 2 2 2
0
f f f
f
x y z c
w¶ ¶ ¶
+ + + =
¶ ¶ ¶
  (47) 
Apply the difference approximation: 
 
2
2 2
( ) 2 ( ) ( )
( )
f f x x f x f x x
x x
¶ + D - + -D
»
¶ D
  (48) 
Now considering the solution of a plane wave: 
 0( , , . ) exp ( )x y zf x y z t f j k x k y k z twé ù= - + + -ë û   (49) 
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Plug the solution into the difference approximation then: 
 
2
2
22 2
sin ( )
exp( ) 2 exp( ) 2
( )
2
x
x x
k x
jk x jk xf
f f
x x x
D
D - + - D¶
» × = - ×
¶ D Dæ ö
ç ÷
è ø
  (50) 
So the wave equation can be written as: 
 
2 2 2
2
2 2 2 2
sin ( ) sin ( ) sin ( )
2 2 2 0
2 2 2
yx z
k yk x k z
cx y z
w
DD D
+ + - =
D D Dæ ö æ ö æ ö
ç ÷ ç ÷ ç ÷
è ø è ø è ø
  (51) 
Where 1/c em=  is the light velocity in a medium and k ( , , )x y zk k k= is the wave vector, the 
equation above is the dispersion equation of k and frequency w  and can be rewritten as: 
 
2 2 2
2 2
2 2 2
sin ( ) sin ( ) sin ( )
2 2 2 1
2 2
2 2 2
yx z
k yk x k z
c t t
x y z
w
é ùDD D
ê ú
D Dæ ö æ öê ú+ + = £ç ÷ ç ÷ê úè ø è øD D Dæ ö æ ö æ ö
ê úç ÷ ç ÷ ç ÷
è ø è ø è øë û
  (52) 
For arbitrary k the above inequality must stand so: 
 ( )
( ) ( ) ( )
2
2 2 2
1 1 1
1c t
x y z
é ù
D + + £ê ú
D D Dê úë û
  (53) 
So 
 
( ) ( ) ( )
2 2 2
1
1 1 1
c t
x y z
D £
é ù
+ +ê ú
D D Dê úë û
  (54) 
This is the correlation between time and special interval for stable solutions for FDTD method, called 
the Courant stability condition. 
In general case: 
1) For a 3-D cubic cell , x y z dD = D = D = , a simpler form of Courant condition: 
 
3
c t
d
D £   (55) 
2) For a 2-D problem, 
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( ) ( )
2 2
1
1 1
c t
x y
D £
é ù
+ê ú
D Dê úë û
  (56) 
Assume x y dD = D =  then 
 
2
c t
d
D £   (57) 
 
1) and 2) show that the time interval has to be smaller or at least equal to the time that light travels 
through 1/3 (3D case) or 1/2 (2D case) of the Yee’s cell’s diagonal. 
3) For a 1-D problem, 
 c t xD £ D   (58) 
which means that the time interval has to be smaller or at least equal to the time that light travels 
through a whole Yee cell for a 1D problem. 
 
2.6 Numerical dispersion and spatial interval 
Consider a 1D problem for simplicity: 
 
2 2
2 2
0
f
f
x c
w¶
+ =
¶
  (59) 
For a plane wave solution: 
 
 0( , ) exp[ ( )]f x t f j kx tw= - -   (60) 
Plug into the wave equation, yields: 
 
2
2
2
( ) 0k f
c
w
- + =   (61) 
Which is that k
c
w
= . At the same time, the phase velocity is 
k
j
w
u = . 
For lossless materials , assume that permittivity and permeability are not frequency dependent, so the 
phase velocity 
1
ju
em
= is not dispersive. 
Apply the difference approximation 
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2
2
2
2
sin ( )
2 0
( )
2
k x
x c
w
D
- =
D
  (62) 
 
As we can see from here that the k  and w  are not in a linear relationship, this will definitely cause 
a dispersion to this system, called numerical dispersion. Apparently the dispersion is related to 
discrete interval xD . If 0
2
k xD
» , so sin( ) 0
2
k xD
» , the above equation returns to its non-
dispersive form. From the previous discussion that the dispersion can happen even for non-dispersive 
materials because of the difference approximation we’ve done to the wave equation. This will induce 
errors , of course. With a little processing,  
 
sin( )
2
( )
2
k x
c
k xj
u
D
=
D
  (63) 
On the other hand, according to the trigonometric function, sin( )q q® when /12q p£ ( about 
15°). So: 
 /12
2
k x
p
D
£   (64) 
If the conditions are satisfied, the dispersion will be negligibly small. Since 2 /k p l= , so 
12
x
l
D £  
For 2D or 3D problems, the same requirements need to be met : 
12
12
y
z
l
l
D £
D £
 
For non-monochromatic waves, the minimum wavelength should be adopted. 
Consider a general 1D wave equation: 
 
2 2
2 2 2
1
0
f f
x c t
¶ ¶
- =
¶ ¶
  (65) 
Applying the same difference approximation yields: 
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2 2
2
2 2
sin ( ) sin ( )12 2 0
( ) ( )
2 2
k x t
x tc
wD D
- =
D D
  (66) 
The same requirement can be derived from here for time step: 
 /12
2
k t
p
D
£   (67) 
Or 
 
12
T
tD £   (68) 
Where T is the period. 
Actually when applied the difference approximation, anisotropy, which means the phase velocity is 
related to the propagation direction, is also introduced into the system. The requirement for reduce the 
anisotropy is 
8
l
d £ . So the restriction of spatial interval can be loosened to 
8
l
. 
 
2.7 Absorption Boundary conditions (CPML)  
For a numerical FDTD problem, the computational domain has to be terminated, thus resulting 
PEC boundaries which can induce artificial reflected E/M waves. For such problems, an absorbing 
boundary condition (ABC) must be introduced at the outer lattice boundary to simulate the extension 
of the lattice to infinity[21]. 
     A better way other than linear interpolation at the boundary, called Perfectly Matched Layer 
absorbing boundary condition (PML-ABC), investigated by Berenger[2, 3] in 1994. The basic idea is 
to terminate the outer boundary of the computational domain (space lattice) in an absorbing material 
medium thus the EM waves will be absorbed and diminished. Ideally, the absorbing medium is only 
several lattice cell thick, reflectionless to all impinging waves over their full frequency spectrum, 
highly absorbing and very effective in the near field, no matter of a source or a scattering object[21]. 
One other innovation of Berenger’s PML(split field) is that the plane waves of arbitrary incidence, 
polarization, and frequency are matched at the boundary. In later study of PML, the split-field 
equations are reposed in a non-split form that maps Maxwell’s equations into a complex coordinate 
space. The complex stretched-coordinate formulation allows straightforward mathematical 
manipulation of the PML equations, which in turn allows extension of the understanding of PML 
behavior[21]. An implementation of the CFS PML for FDTD was originally proposed by Gedney[22] 
later, using an ADE formulation. However, a more efficient implementation was published by Roden 
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in [23] based on a recursive-convolution technique[21]，called CPML ever since. The CPML 
formulation is more accurate, more efficient, and better suited for the application of domains with 
generalized materials[21], and it will be adopted for our problems.  
Define the relation by Denoting 1-G , the inverse Fourier transform operator : 
 [ ]1 1/ ( ) , , ,w ws s w x y zw
-= G =   (69) 
Where { }ws are the CFS stretched-coordinate tensor coefficients: 
 
0
w
w w
w
s
a j
s
k
we
= +
+
  (70) 
From the stretched form of the PML , the time-dependent Ampere’s law can be expressed as: 
 
ˆ ˆ
ˆ
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= * - * + * - *ç ÷ ç ÷
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+ * - *ç ÷
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  (71) 
 
Where *  means a convolution. 
Meanwhile , Fourier transform theory yields: 
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w w
w
w
w
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  (72) 
Where ( )u t  is the unit step function and ( )td  is the unit impulse function. So the Ampere’s law in 
(71) can be expressed more concisely as: 
 
1 1
ˆ
1 1
ˆ
1 1
ˆ
z y y z z y
y z
x z z x x z
z x
y x x y y x
x y
D
x H H H H
t y z y z
y H H H H
z x z x
z H H H H
x y x y
z z
k k
z z
k k
z z
k k
æ ö¶ ¶ ¶ ¶ ¶
= - + * - *ç ÷ç ÷¶ ¶ ¶ ¶ ¶è ø
æ ö¶ ¶ ¶ ¶
+ - + * - *ç ÷
¶ ¶ ¶ ¶è ø
æ ö¶ ¶ ¶ ¶
+ - + * - *ç ÷ç ÷¶ ¶ ¶ ¶è ø
  (73) 
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A dual expression for B fields can be derived too: 
 
1 1
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ˆ
1 1
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  (74) 
Now we need to derive explicit update equations for the E/M fields in the context of an FDTD 
algorithm. However, the challenge is how to efficiently implement discrete convolutions from
v
w
H
w
z
¶
*
¶
 and by adopting the RC (recursive-convolutional) technique published by Hunsberger and 
Luebbers[24] . 
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Where  
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Hence the convolution can be implemented with a piecewise-constant approximation: 
 
1
,
0
( )
( ) ( ) ( ) ( )
n
v
w v w t n t w v
m
H t
n t Z m H n m
w w
y z
-
= D
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¶ ¶
= * » -
¶ ¶
å   (77) 
The discrete convolution y at time n tD  can be calculated with the knowledge of n th-order 
floating-point operations. 
The recursive relationship which efficiently computes the time advanced of y can be derived ,which 
as a result , can lighten the computational burden, instead of implementing directly. 
 , ,
( )
( ) ( 1) vw v w w v w
H n
n b n c
w
y y
¶
= - +
¶
  (78) 
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Where  
 0 0
( )w w
w
a
t
wb e
s
e k e
- + D
=   (79) 
Now only consider the x-direction of Ampere’s law, we obtain: 
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H H H H
t y z y z
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Discretizing : 
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x y x z
n n
E Ei j k i j ky y+ + - +   (81) 
Where 
,x yE
y and 
,x zE
y are discrete unknowns stored only in the CPML regions with z and y normal 
boundaries, respectively. And they can be updated as follows: 
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( 1/ 2, , 1/ 2) ( 1/ 2, , 1/ 2)
x z x z
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E zk E
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  (83) 
One notable thing is that the discrete coefficients zkb , zkc are nonzero only in the CPML region with z 
normal boundaries. yjb and yjc  are the same , only non-zero in CPML region with y normal 
boundaries . 
Gathering parts and sorting: 
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Where 1/ 2, ,m i j k= +  and 
 
( ) 1.0
( )
( )
CA m
t
CB m
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=
D
=
  (85) 
The other 5 components can also be derived in the same way. 
 
2.8 Introducing the laser source (Gaussian beam) 
Gaussian beam is a beam of E/M radiation whose transverse electric field and intensity 
(irradiance) distributions are well approximated by Gaussian functions. Lots of lasers are 
approximated as Gaussian profile, Fig 2.3. It’s a convenient, widespread model in laser optics. 
  
Fig 2.3 Gaussian beam 
 
intensity 
r 
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The mathematic expression for Gaussian beam is : 
 
2 2
0
0 2
(r,z) exp( )exp( ikz ik i (z))
(z) (z) 2 (z)
r r
E E
R
w
x
w w
-
= - - +   (86) 
 Where: 
r is the radial distance from the center axis of the beam; 
z is the axial distance from the beam’s narrowest point (beam waist); 
i is the imaginary unit ( 2i = -1); 
k 2 /p l= is the wave number (in radians per meter); 
0 (0,0)E E= ; 
(z)w is the radius at which the field amplitude and intensity drop to 1/ e and 21/ e of their 
axial values, respectively; 
0 (0)w w= , beam waist; 
(z)R is the radius of vurvature of the beam’s wavefronts; 
(z)x is the Gouy phase shift, an extra contribution to the phase shift in Gaussian beam. 
For FDTD coding, we only need the amplitude of E/M fields at each location, and add the time 
marching term, so rewrite (86) (w is the laser angular frequency): 
Linearly polarized: 
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Or 
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and Circularly-polarized: 
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  (89) 
The following Fig 2.4 (a-f) showed the Linearly polarized E-fields with time marching. 
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a. 0.74 ps                           b. 1.062 ps   
 
c. 1.38 ps                           d.1.7 ps 
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e. 2.02 ps                           f.2.34 ps 
Fig 2.4 (a-f) Linearly polarized. Length of the quiver stands for the magnitude of E-fields, and the 
direction of the quiver stands for the direction of E fields.  
 
And the circularly polarized E-fields are shown in the following figures Fig 2.5 (g-l): 
 
g. 0.74 ps                           h. 1.062 ps 
 
 33
 
i. 0.74 ps                           j. 1.062 ps 
 
h. 0.74 ps                           l. 1.062 ps 
Fig 2.5 (g-l) Circularly polarized. Length of the quiver stands for the magnitude of E-fields, and the 
direction of the quiver stands for the direction of E fields. 
In FDTD coding, there are 3 common methods to introduce the source into the code: Hard source, 
Soft source, Total-Field/Scattered-Field (TF/SF)[21].  
Hard source is the method that directly assigning the field expression at the source location z0: 
 
( )2 2
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0 0 2
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( , , z ) exp( )sin( t)
(z ) (z )
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Ey x y E
w
w
w w
- +
=   (90) 
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Hard source will not be part of the iteration, so no extra memory and computation time are needed; 
but because of the way of adding the source is compulsive, so when E/M waves reach the source 
plane, they will be reflected 100%. 
Soft source is the method that adding source expression to iteration equations, like (91). In other word, 
the source is part of the iteration, so no waves will be reflected when they hit the source plane. We 
adopted this method in our simulations. 
 
( )2 2
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0 0 0 2
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( , , z ) ( , , z ) exp( )sin( t)
(z ) (z )
x y
Ey x y Ey x y E
w
w
w w
- +
= +   (91) 
TF/SF method is more focused on scattering problems. It’s impossible to split the total field and 
scattered field in hard source or soft source, but it is possible in TF/SF . one introducing the source at 
the connecting boundary[21]. But this method will need more memory for the scattered zone and 
more computation time. 
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Chapter Ⅲ 
Reflectance calculation 
 
3.1 Reflectance calculation by using Poynting Vector 
The Poynting Vector represents the directional energy flux density of an electromagnetic field, 
named after its inventor John Henry Poynting. It is defined as: 
 S E H= ´   (92) 
Where the denote S, in the unit of W/m2, represents the poyning vector, and E and H are the electric 
fields and magnetic fields, respectively.  
 
Fig 3.1 Scheme of calculating reflectance. Green line location represents the source location while 
white line location is the vacuum-material interface. Purple part is the material side. Black arrow 
stands for the direction of incident beams; white arrows stand for the direction of reflected beams. 
Red lines stands for the truncated boundaries where we calculated pointing vectors, too.  
 
 
material 
vacuum 
Source Planes 艘
Vacuum-material 
interface 
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Reflectance is the ratio of reflected beam energy and input beam energy. In order to calculate the 
reflectance of a certain geometry structure, we have to calculate the reflected and input beam energy 
first. 
Consider a CW laser as laser source, the reflectance can be calculated when the system is in 
steady state, so the energy ratio is the power ratio, which is Poynting vectors’ ratio: 
1). No other scattering material, computational domain is “filled” with vacuum; choose a plane 
right below our source plane, we can calculate the power flux through the plane: 
 0 0 0( )P S ds E H ds= = ´å å   (93) 
2). Insert the material, computational domain is divided into server parts. Choose the truncated 
boundaries and calculate the scattered beam power through each boundary: 
 ( )i i iP S ds E H ds= = ´å å   (94) 
Where i is the serial number of the truncated boundary plane. So the sum of iP  will be the total 
scattered (reflected, in our case): 
 
0 0
( ) ( ( ) )
i i
total i iP S ds E H ds= = ´å å å å   (95) 
Thus the reflectance is: 
 
0
100%total
P
R
P
= ´   (96) 
   A simple illustration in Fig 3.1. The beams hit the interface and are reflected back into the space. 
Calculate the power at red-marked boundaries (3 showed in the figure, but there will be another 2 , 
one in the front and one in the back since it’s a three D simulation).  
Since for most metals, there reflectance are quite high and there is no light passing throughthe 
material ( ttanransmi ceT =0.0), the absorptance can be obtained by: 
 bsoptance e tan ttan e tanA 1.0 R 1 Rfelc ce ransmi ce felc ceT= - - = -   (97) 
3.2 Memory requirement for FDTD simulations 
Assume that all the components of E/M fields and all the properties of the materials are in single 
precision, so each variable takes up 4 B in the memory. The total number of FDTD cells are N. So we 
can roughly calculate the total memory use we might need for the simulations. 
For a 3-D FDTD simulation, the total memory required is: 
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 var3 _ _ ( 4 )D FDTD Memory N m N B= ´ ´ ´   (98) 
Where varN is the number of variables in one cell and m is the number of variable kinds.  
Since the whole FDTD code could contain the main fields, properties, and most importantly the ABC , 
there will be a quite large number of m, usually up to tens, and there are some other variables like 
temporary variables which are not included . For a 120 120 120´ ´ problems it could take up a total 
of 800MB space in the memory. So we can see the simulations are quite expensive. 
 
3.3 A method of reducing the Memory requirement for single incident angle problems  
As we discussed above, the memory use for FDTD simulation is very expensive, and directly 
related to the total number of grids in a problem, which means the grid spacing is vital. It cannot be 
too large for accuracy while cannot be too small either for efficiency. Assume that there is a general 
material defined as : ' '' ' '',r r r r r rj je e e m m m= - = - , the wave decays in the material. So applied the 
plane wave theory， 0 r r R IK K K jKe m= = + where 0K is the wave number in vacuum and RK ,
IK are the real and imaginary parts of wave number K inside the material. So the phase velocity 
inside the material is / RKw and the wavelength is 2 / RKp ; the attenuation constant is 1/ IK . so 
min
1 2
,
I RK K
p
l d= = ,which is 0 0min ,
2n
l l
l d
pk
= = .And 0n
n
l
l = is the wavelength inside the 
material while 0
2
l
d
pk
= is the skin depth where n is the refraction index ; k  is the extinction 
coefficient in the material side ; 0l is the wavelength in vacuum.  
In the need of calculating the angle-dependent reflectance pattern of a material , the analytic 
solutions can be obtained by the following equation for S and P polarizations[25]: 
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Where PR and SR are the reflectances of P and S polarization, respectively. iq is the incident angle 
with respect to the material plane , in Fig 3.2.  
 
Fig 3.2 Incident plane 
 
In most cases, n is larger than one and so is k , this makes minl  smaller than 0l . For FDTD 
simulations, in order to get accuracy results we need grid spacing as small as possible. But smaller 
grid spacing leads to larger grid number, which is very expensive. So we usually put 10-20 grids in 
one minl . Use 10 here. Now only consider normal incident for simplicity (or any other fixed single 
incident angle), which means iq =0. So 
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2 2
2 2
1
1
S P
n
R R
n
k
k
- +
= =
+ +
  (101) 
For a given material, n and k  are known, so the analytic results can be obtained ,for example ：for 
Fe, n=3.81, k =4.44,1.06um radiation, the reflectance of normal incidence is around 0.6443. 
But since n=3.81 and k =4.44, we have to put at least 10 grids in one minl , which is quite a burden 
for simulation. Considering there are only 2 parameters n and k  are controlling the reflectance, we 
can try to choose another set of n and k  values to meet the requirement of reflectance R= 
S PR R= = 0.6443. The relationship among n, k  and R is presented as below: 
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Fig 3.3 Contour plot of reflectance respect to n andk . 
 
As illustrated in the above figure, the horizontal axis is k  and the vertical is n; the contour lines are 
the reflectances. For a given reflectance, there are infinite sets of n and k  which all satisfy the 
reflectance requirement. Since we need to decrease the memory requirements for simulations, n and 
k  need to be properly small (but keep n >1) to adopt a larger grid spacing . Meanwhile, the skin 
depth of metal is very small, in order to capture an accurate reflectance, there must be at least one full 
grid spacing in one skin depth.  
Take Fe at 1.06um as an example: n=3.81, k =4.44 changed to n=2.0, k =3.67. For the same 
memory requirement, we can run 20 grids in one wavelength with the new parameters while only 10 
with the original ones. As we can see from Fig 3.4, the incident-angle-dependent reflectance patterns 
of the two numerical results are quire comparable, although that the smaller n and k  seem to have 
slightly larger error, that’s because the grid density is smaller than the original values in the vacuum 
side.  
These simulations are conducted with a dispersive FDTD code. 
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Fig 3.4 Numerical results of using original parameters and changed parameters up to 40° 
 
3.4 A method of changing wavelength to simulate large scale problems 
In laser-interaction-with-material simulations, a larger simulation domain is always a preference 
but very difficult to achieve because of the high memory requirement of computers. For a typical 
keyhole welding simulation, domain size as large as several millimeters in each dimension is usually 
required for a three D simulation, but the typical wavelength for this process is only 1.06um, even if 
we choose to put only 10 grids in one wavelength (numerical dispersion requirement) as the grid 
spacing, there will be 104 grids in each dimension, which results 1012 grids in total, and this is too 
much even for supercomputers. In order to solve this problem, a new method of increasing the 
wavelength was adopted, but it’s only available for standard FDTD algorithm ( relative permittivity of 
the material is equal or over 1 ) . 
In fact, all materials are dispersive, only some of them are not so sensitive, like glass, its 
properties only change very little with respect to radiant frequency , this kind of materials are called 
dielectrics. On the other hand, some materials are very sensitive to the radiant frequency, like metals, 
their properties vary in a huge range with respect to laser frequency, this kind of materials are called 
dispersive materials.  
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For any kind of material, its relative permittivity can be expressed as re : 
 1 2r ie e e= +   (102) 
Where  
 2
0
s
e
we
=   (103) 
s is the electrical conductivity ,w is the laser frequency and 0e is the permittivity in free space and 
1e , 2e  are the real part and imaginary part of the relative permittivity.
 
And for any material, its relative permittivity (relative permeability assumed to be 1 here since it 
applies to most materials ) can be derived from the formula below, since refractive index n and 
extinction number k  can be easily found from literatures: 
 
2 2
1
2 2
n
n
e k
e k
ì = -
í
=î
  (104) 
For dieletrics, 2e is very small (usually assumed to be 0) since k  is very small. In this case, ,n k>
1e is a positive number (and over 1) , so the standard FDTD can be applied.  
For dispersive materials, k is not 0 anymore, but if ,n k> 1e  is still a positive number from (103), 
which means the standard FDTD algorithm still stands. The only difference here is that the electrical 
conductivity is not 0 anymore. 
From (103), re-express laser frequency as 02 /cp l , yields: 
 20 0 2=2
60
c
e
sl p e e =   (105) 
Since for a certain material at certain laser radiant frequency, n  k  are constants, so do 1e 2e . In 
the regard, (105) is a constant, which means for a certain problem in standard FDTD algorithm, the 
product of wavelength and electrical conductivity is a constant. This is a very important conclusion 
here for laser simulations, because we can simply increase the wavelength and decrease the electrical 
conductivity to keep the same material properties, and remain the same reflectance. So it’s possible 
for us to simulate large scale problems with standard FDTD algorithm. Take the previously discussed 
case as an example, the keyhole welding simulation, if the original wavelength is adopted, 1012 grids 
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are needed. But if the changed wavelength is adopted, for instance, 0l can be increased to 100um, so 
for the same size problem, only 100 grids in each direction, the total number of grids is reduced to 
only 106. 
   But for some metals, their extinction number k are larger than refractive index n , which leads 
to a negative 1e , and this can be simulated only with a dispersive code in general. But the previous 
work which has been discussed in (3.3) about changing the value of n  and k , has shed a light upon 
this matter. Now discuss the possibility of this method, changing n and k while keeping the same 
reflectance pattern, and using the standard FDTD code to simulate a dispersive material (especially 
when n  is smaller than k ). 
1) When n  > k : 
a. If k =0, then 2e =0, s =0, then it’s a lossless dielectric, which can be simulated by 
using the standard FDTD code very easily. 
 
b. If 0<k < n . Equation (105) is derived, a standard FDTD algorithm still works. 
 
2) When n  < k  
This will cause 1e <0. But since reflectance is governed by (99) , (100). We can choose 
another set of n ,k which meets the requirement of n  > k while keep the same reflectance 
pattern. After chosen a proper set of n ,k values, we can use the standard FDTD code to simulate 
dispersive materials too. Now the problem is : can different set of n ,k give us the same 
reflectance pattern. Consider iron Fe at wavelength of 1.06 mm ，which processes the values of 
n =3.81,k =4.44. For simple problems, for example, there is only one incident angle in the whole 
domain. In this case ,we can control the n ,k value to maintain the exact the same reflectance 
according to (99),(100). But for some complicated problems, in which there are more than one 
incident angles in a problem at the same time, thus , there will be different n ,k values at 
different incident angle, which is rather difficult to achieve in the code. So a global set of n ,k
value for one simulation is required , even for complex problems. As the incident angle covers the 
range from 0 to 90 degrees, it is possible that we choose a certain angle to get our desired n ,k .  
It’s totally arbitrary , but our goal is to minimize the errors. For a pre-chosen angle q , make k
=0, then we can get the minimum and maximum values of n , which is the possible range for n . 
Choose a serial values of n  in between, then plot the results for both P and S polarization. n -k
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relations and analytic reflectance solutions for changing n , k at different angles 
(0°,30°,45°,75.2°(Brewster's angle),82°) are shown as below: 
 
Fig 3.4 n -k relations at 0°. For both P and S polarization, the n -k value relations are the 
same, so we only have the same set of n -k for both S and P polarization. n and k are listed in 
Table 1.: 
 
Table 1. 
n  0.11 0.111 1.01 1.91 2.82 3.72 4.62 5.53 6.43 7.33 8.23 9.14 
k  0.0 0.111 2.71 3.61 4.14 4.42 4.51 4.42 4.14 3.61 2.71 0.0 
Values of chosen n ,k at 0°for Fe at 1.06μm( n =3.81,k =4.44) 
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Fig 3.5 Analytic results of different n ,k by choosing reference angle at 0°. Red lines are 
original values ( n =3.81,k =4.44), blue and green lines are results by changing n ,k while 
keeping the same reflectance at 0°. Green lines are P –polarization, blue lines are S-polarization. 
Brown lines are two special cases which n =k =0.111 or 4.512. The S-polarization result of 
0.111overlaps the result of n being 4.512 P-polarization, in the lower part of the graph; also the 
0.111 P-polarization also overlaps 4.512 S-polarization in the upper part of the graph, which is the 
green lines zone. The same overlapping problem happens when k =0, which are the two extreme 
cases ( minn = 0.109457  and maxn = 9.13597). For the other cases of  n ,k in the figure, P 
lines(green) go down with n  increasing  while S lines go up with n increasing .  
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Fig 3.6 n -k relations at 30°. For P and S polarization, the n -k value relations are different, so 
there are 2 different sets of n -k for S and P polarization. n andk are listed in Table 2 
 
Table 2. 
P n  0.15 1.28 2.41 3.54 4.67 5.80 6.93 8.06 9.19 
k  0.0 3.00 3.92 4.38 4.52 4.38 3.92 3.00 0.0 
S n  0.08 1.21 2.34 3.46 4.60 5.72 6.84 7.97 9.09858 
k  0.0 2.98 3.90 4.36 4.51 4.37 3.90 2.98 0.0 
Values of chosen n ,k at 30°for Fe at 1.06μm( n =3.81,k =4.44) 
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Fig 3.7 Analytic results of different n ,k by choosing reference angle at 30°. Red lines are 
original values ( n =3.81,k =4.44). Green lines are P –polarization, blue lines are S-polarization.  
 
 
Fig 3.8 n -k relations at 45°. For P and S polarization, the n -k value relations are different, so 
there are 2 different sets of n -k for S and P polarization. n andk are listed in Table 3. 
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Table 3. 
P n  0.22 1.35 2.48 3.62 4.75 5.89 7.02 8.16 9.29 
k  0.0 3.00 3.93 4.40 4.54 4.40 3.93 3.00 0.0 
S n  0.06 1.12 2.18 3.24 4.3 5.4 6.4 7.5 9.1 
k  0.0 2.91 3.82 4.31 4.50 4.43 4.10 3.43 0.0 
Values of chosen n ,k at 45°for Fe at 1.06μm( n =3.81,k =4.44) 
 
Fig 3.9 Analytic results of different n ,k by choosing reference angle at 45°. Red lines are 
original values ( n =3.81,k =4.44). Green lines are P –polarization, blue lines are S-polarization. 
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Fig 3.10 n -k relations at 75.2°. For P and S polarization, the n -k value relations are different, 
there are 2 different sets of n -k for S and P polarization. n andk are listed in Table 4. 
Table 4 
P n  1.31 2.61 3.90 5.21 6.47 7.77 9.07 10.37 11.70 
k  0.0 3.43 4.49 5.03 5.20 5.04 4.51 3.47 0.0 
S n  0.007 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.00 
k  0.0 3.73 4.23 4.47 4.47 4.24 3.74 2.83 0.0 
Values of chosen n ,k at 75.2°for Fe at 1.06μm( n =3.81,k =4.44) 
 
 
Fig 3.11 Analytic results of different n ,k by choosing reference angle at 75.2°. Red lines are 
original values ( n =3.81,k =4.44). Green lines are P –polarization, blue lines are S-polarization. 
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Fig 3.12 n -k relations at 82°. For P and S polarization, the n -k value relations are different, 
there are 2 different sets of n -k for S and P polarization. n  andk are listed in Table 5. 
 
Table 5. 
P n  2.59 4.76 6.93 9.10 11.26 13.42 15.58 17.78 19.95 
k  0.0 5.74 7.52 8.40 8.68 8.41 7.53 5.74 0.0 
S n  0.002 2.00 3.00 4.00 5.00 6.00 7.00 7.98 8.99 
k  0.0 3.73 4.24 4.46 4.47 4.24 3.73 2.83 0.0 
Values of chosen n ,k at 82°for Fe at 1.06μm( n =3.81,k =4.44) 
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Fig 3.13 Analytic results of different n ,k by choosing reference angle at 82°. Red lines are 
original values ( n =3.81,k =4.44). Green lines are S –polarization, blue lines are P-polarization. 
 
As the above figures illustrated, when n is over a certain value ,for example 1, all the lines 
follow the same pattern: the larger n  is, the lower P polarization lines and the higher S 
polarization lines after the reference angles(0°,30°,45°,75.2°(Brewster's angle),82°); the 
larger n  is, the higher P polarization and the lower S polarization before the reference angles. 
And another notable point here is, the relative errors of reflectance between the new sets of  
n ,k and the original one. The larger the reference angle is, the larger the error is: 
 
Fig 3.14 incident- angle- dependent relative error of P and S-polarization at 0°. 
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Fig 3.15 incident- angle- dependent relative error of P and S-polarization at 30° 
 
 
Fig 3.16 incident- angle- dependent relative error of P and S-polarization at 45° 
 
 
Fig 3.17 incident- angle- dependent relative error of P and S-polarization at 75.2° 
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Fig 3.18 Incident- angle- dependent relative error of P and S-polarization at 82° 
 
As we can see from the above figures, the incident- angle- dependent relative errors become larger as 
the reference angles become larger. For angle at 0°,30°and 45°, the errors are quite close because 
the analytic reflectance curves coincide with the original n ,k values very well, in which case, at small 
incident angles (0°-  60°). And this is obvious from Fig 3.5, while huge errors are generated at 
larger angles (> 60°).  
One more important thing is, by looking at all the figures,  some very import conclusions can be 
made:  
1).S-Polarization has the best simulation results, the error is extremely small in the whole 
range while the P-polarization has small errors when the angles are small, but huge when the 
angles become larger. 
2).Reference angle at small angles (0°,30°,45°)give us the best results and they are 
almost the same. But for angle at 0°, only one set of n ,k  is required since the P and S 
polarization share the same n ,k . But for other angles(30°or  45°)，there are 2 sets of n ,
k .So in the regard, we can choose angle at 0°for simplicity. 
 
As is for choosing proper n ,k , the overall relative errors for different sets of n ,k   with 
respect to refractive index n  can be calculated. 
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Fig 3.19 Overall error versus refractive index 
 
In the above figure, square marks lines are P-polarization and triangle mark lines are S 
polarization. Different colors represent different reference angles. The S-error becomes extremely 
small when refractive index is larger than 1, and the P errors are strongly related to the reference 
angles. When reference angles are set at 0°，30°or 45°，the P errors are quite close. But 
when the angle increases further (75.2°，82°)， the errors are huge alone with the change of  
n  range. The minimum errors are around n =3.81(original material property), and this is 
understandable. So the guide line for choosing n ,k is to choose the smallest n which is larger 
than k and most close to the original values. One subtle requirement is that we have to make sure 
that 1e is larger than one, and this is not difficult as long as we have a small difference between 
n andk according to (104). 
All the discuss above based on Fe at 1.06um wavelength, but the method can be applied to 
all other materials， too. 
The method can be described in the scheme as below: 
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In another word, every material can be simulated with a standard FDTD algorithm, and 
reflectance can be calculated with a enlarged wavelength. 
In order to verify this method, now try Fe at 1.06um wavelength ( n =3.81,k =4.44).  
For dispersive material, use Drude Model. Retrieve plasma frequency
p
w and damping 
constant pg (listed in Table 6) from (106) and the following formula (consider e¥ =2.0 as a free 
parameter ): 
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Table 6. 
n  
 
k  
 
1e  
 
 
2e  
 
 
 
e¥  
 
 
p
w
 
(rad/s) 
 
pg  
(rad/s) 
       
3.81 4.44 -5.19 33.83 2.0 2.29274x1016 8.35895x10
15
 
       
 
Then for changing n ,k  by using our method we can get all the required values listed in Table 6: 
 
 
Table 7.  
 
n  
 
(original) 
 
k  
 
(original) 
 
newn  
 
(new) 
 
newk  
 
 
1e  
 
 
2e  
 
0l  
 
 
s  
 
(S/m) 
Dispersive material n ,k  
 n >k  
 Standard FDTD Choose proper n ,k ( n >k ) 
yes no 
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(new) (μm) 
        
3.81 4.44 4.6227 4.512 1.00011 41.7268 1.06 656081.761 
        
 
 
Note that in Table 7 ,  we can easily change 0l  and s since we have an important conclusion as 
2
0 0 2=2
60
c
e
sl p e e =  
   Verify the results by running both standard and dispersive codes using the corresponding 
parameters in Table 6 (dispersive) and Table 7 (standard). 
 
Fig 3.20 simulation results by using standard FDTD and dispersive FDTD codes. Dashed lines are S-
polarization and solid lines are P-polarization. Red and green lines are analytic solutions for original 
values and changed values, respectively. Blue lines are standard FDTD numerical results for changed 
values while Brown lines are dispersive FDTD numerical results for original values.   
 
The S and P polarization beam propagation of Fe at 1.06um with original parameters at steady state 
for different incident angles (from 0°- 60°) are listed in Fig 3.21 (S-polarization) and Fig 3.22 (P 
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polarization) as a demonstration, scheme is just like Fig.3.1, only the source location is different and 
the vacuum-material interface tilts. 
 
a.0°                        b.10° 
 
c.20°                        d.30° 
 
e.40°                        f.50° 
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f.60° 
 
Fig 3.21(a.-f.) beam propagations ,S polarization for Fe at 1.06um with original parameters for 
different incident angles 
 
 
 
a.0°                        b.10° 
 
c.20°                        d.30° 
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e.40°                        f.50° 
 
f.60° 
Fig 3.22(a.-f.) beam propagations, P polarization for Fe at 1.06um with original parameters for 
different incident angles 
 
As we can see that the results of two different codes agree quite well. Even for circular-polarization  
 59
 
Fig 3.24 simulation results by using standard FDTD and dispersive FDTD codes. Dashed lines are S-
polarization ,solid lines are P-polarization and the lines with cross-mark are circular-polarization. Red 
and green lines are analytic solutions for original values and changed values, respectively. Blue lines 
are standard FDTD numerical results for changed values while Brown lines are dispersive FDTD 
numerical results for original values.   
 
So the method is valid and we can use this method to calculate dispersive materials by changing n ,
k with standard FDTD algorithm. 
 
3.5 Keyhole absorption simulation 
The keyhole absorption is carried here as an example of this method. The scheme is shown in 
figure 3.25, 3.26: 
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Fig 3.25 Schematic of simulation domain 
 
Fig 3.26 Schematic of simulation domain, xO’z plane 
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And the electric field propagation is listed as follow: 
 
Fig 3.27 Laser propagation of S polarization 
And the absorptance vs tilting angle is: 
 
Fig 3.28 Absorptance values vs tilting angle at different polarizations 
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And the energy distribution on the inner surface of the keyhole is listed in figure3.29: 
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Fig 3.29 Energy distribution on the keyhole surface, each row stands for different tilting angle from 
90 degrees to 45 degrees, and each column stands for S, P and Circular polarization, respectively. 
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Chapter Ⅳ 
Conclusion 
 The possibility and quality of Laser processing depend on the amount of energy absorbed by 
the material, and it’s very difficult to simulate this in large scale problem because of the small laser 
wavelength. This article focused on a new method of calculation of beam absorption in metals by 
changing the wavelength while keeping the same reflectance (absorptance). 
4.1 Main research contents and conclusion 
 1) Based on the basic theory of FDTD algorithm, derived the FDTD update formulas 
for dielectrics (standard FDTD) and dispersive materials (dispersive FDTD) , and realized the 
code of both cases , respectively; 
 2) Developed a method of changing refractive index and extinction number while 
kept the same reflectance to reduce computer memory requirement for single incident angle 
problem; 
 3) Developed a method of changing laser wavelength while keeping the same 
reflectance , in order to simulate large scale problems with standard FDTD algorithm.; 
4) Developed a method of changing refractive index and extinction number while 
kept the same reflectance in order to simulate dispersive materials with standard FDTD 
algorithm; 
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