Introduction
In recent years we have noted very fast development of computers and their applications. In storage, management and processing the amount of data is increasing. Dedicated algorithms used in the processing of large information volumes require an optimal strategy for classification (ARTIEMJEW et al. 2016 . Similarly new possibilities for the development in methodological approaches for data handling help on new improvements in data systems (MLECZKO et al. 2016) . By the use of intelligent solutions it is possible to use even incomplete data for information retrieval , ŻMUDZIŃSKI et al. 2017 . The new architectures of data base systems support various methods of information retrieval and processing (GABRYEL 2016 , GRYCUK et al. 2017 . The information and models help to build the systems that support people in daily routine (DAMASEVICIU et al. 2016 , DAMASEVICIU et al. 2016 . However still one of the important issues is the order of the data. A special role is played here by the sort methods of the large data sets , MARSZAŁEK et al. 2014 , which enable to create indexes needed to search and organize data sets in the desired way. In the recent year we can see various approaches to analyze sorting methods. Sorting methods are reported to be very efficient in NOSQL data systems, where instead of complex solutions we use efficient sorting algorithms (WOŹNIAK et al. 2016 .
Related works
Collations play a special role in the databases when searching for information. Methods of sorting are developed in various versions for multiple and standard architectures to efficiently compare the data. There were many tests on efficiency of the quick sort (AUMULLER et al. 2013 , AUMULLER et al. 2016 , from which we can see that this sorting algorithm although fast still has important drawbacks. Therefore we started to search for other possibilities to improve sorting methods to be efficient but still fast enough for big data systems. Various versions of the heap sort appeared to be a good solution (MARSZAŁEK et al. 2014 , WENGER et al. 1989 . Merge sort was also analyzed and discussed in case of efficiency for data systems (MARSZAŁEK et al. 2015 , MARSZAŁEK et al. 2014 . Even some new methods as derivatives from these classic approaches were composed (MARSZAŁEK 2016 , WENGER et al. 1989 . However, there is still an open question whether the use of recursive methods produces better results than direct programming methods.
In this work is presented not recursive version of this sorting algorithm and additionally to prove efficiency a comparison with the traditional recursive algorithm is given. Experimental tests allow us to find the best solution with the smallest possible complexity. The tests show the effectiveness and stability of the presented method.
Large databases and collected information
Currently in the database are collected enormous amounts of information from different sources and for different areas. This information is serialized and classified. Sample organization of NoSQL database is shown in Figure 1 . A variety of statistics in order to improve production processes and decisionmaking creates a possibility for development in the research on sorting methods with a view to their improvement. For serializing information in NOSQL databases are used stable algorithms of low complexity. To compare the algorithms we run tests comparing used resources by the usage of CPU (Central Processing Unit). In this way, we can compare the performance of algorithms and determine their suitability for use in the analysis of large data sets. 
Statistical studies of algorithms
The surveys we run are performed on 100 tests for each desired dimension of the sample item. The statistical tests were done by the use of methods such as in systems , MARSZAŁEK 2016 . A statistical average of n -element set of samples a 1 , ... a n is defined by the formula 
The standard deviation is defined by the formula
where n is the number of elements in the sample, a is value of the random variable in the sample, ā is the arithmetic mean of the sample. The standard deviation is characterized by the dispersion between time sorting. If we can determine the worst-case time sorting then its magnitude is the same as the average time of sort. We can say that statistical studies reflect the behavior of the algorithm in practice.
Another important factor in statistical surveys is the coefficient of variation presenting the stability of the algorithm. It is determined by formula
Where σ is standard deviation of random variables in tests, ā is the arithmetic mean of the sample. The analysis methods for sorting sets of random samples were taken for 10, 100, 1,000, 10,000, 100,000, 1,000,000 and 10,000,000 elements. The results are presented in graphs.
Merge sort
One of the most appropriate method for serializing information in database NoSQL is the merge sort algorithm. In the literature we can find many versions of this algorithm. The work shows a comparison of the recursive method with direct method presented in .
No recursive merge sort algorithm
Let us suppose we have a sequence of numbers a 0 , a 1 , ..., a n-1 . We can sort it by dividing into subsequences then merging sorted substrings. Double merge procedure in the first step begins with comparison of pairs of input sequence. In this way as a result of the first step, we obtain two-component stacks. In second step, we merge received from previous step strings. As a result of this operation we obtain stacks containing doubled number of elements. We merge until we have only one stack. If initial sequence contains an odd number of items we rewrite last element until last step in the algorithm. In the last step we merge it and get completely sorted input. Method on input receives two sorted in previous step sequences x 0 ≤ x 1 ≤ ... ≤ x m-1 and y 0 ≤ y 1 ≤ ... ≤ y m-1 . It returns sorted sequence z 0 ≤ z 1 ≤ ... ≤ z 2m-1 . We merge two sequences X and Y having comparisons, where 2m is number of elements in X and Y. Merge sort algorithm uses two components. Figure 2 shows merging two sorted sequences 6, 8 and -1, -7. We compare first elements. Element -1 is smallest therefore it goes to output string. We compare other items placed on top of the stack, as shown in Figure 3 . In this case, smallest element is found in first string. Thus, it goes to the output sequence. No recursive merge sort merges elements in pairs without division. First, elements are merged in pairs, then in fours and so on. Continuing to do so, in each step we get organized doubled stacks. If n is not power of two, merging continues leaving at the end odd element. It will be merged in last step, as show in Figure 6 . T max = n · log 2 n -n + 1
(1)
Proof. We are limiting deliberations to n = 2 k , where k = 1,2, ...
Inductive proof.
For k = 1 the dimension of sorting sequence is n = 2. At the beginning algorithm merge two one element strings into one string. We can merge two strings with u and v elements making u + v -1 operations of comparisons. To the formula (1), we get n · log 2 n -n + 1 = 2 · log 2 2 -2 + 1 + 1. So for k = 1 the theorem is true.
We assume the true of the theorem for k. Hence n = 2 k and we can sort a sequence doing no more comparison than 2 · log 2 2 k -2 k + 1
We have to prove that for k + 1 (the sequence is multiple by two and n = 2 k+1 ) the statement 2 · log 2 2 k+1 -2 k+1 + 1 is true. In step k + 1 we have two sequences with 2 k elements. Each one of two sequences, by the induction hypothesis, was sorted in no more comparisons then 2 k · log 2 2 k -2 k + 1. Now we merge 2 sequences of 2 k elements making no more than 2 · 2 k -1 comparisons to sort. So estimating is:
Which was to prove.
Presented method was implemented in C++ CLR Visual Studio Professional 2013. A simplified functional diagram no recursive method of sorting by merging is presented in Figure 7 . The algorithm is divided into parts shown in Figure 8 and Figure 9 . Sorting algorithm is invoked by specifying the array with number to sort. Fig. 9 . Sorting function string of numbers by using the merge sort algorithm
Recursive merge sort algorithm
In the recursive merge method, a ternary division was used to share over two strings. Sharing is performed until we get two strings of single elements. Then the algorithm merges and passes them to second division as consecutive substrings for merging. Relevant here is how to make the merge of two strings. This can be done e.g. as shown in (MARSZAŁEK 2016) to select the smallest element and saving it merged within or act like . A simplified functional diagram recursive method of sorting by merging is presented in Figure 10 . The whole process of sorting sequence of numbers is shown in Figure 11 . The study of the merge sort
The analysis of the tests presented for the algorithms was carried out for large data sets. Methods are implemented in C++ CLR in Visual Studio it 2013 Professional MS Windows Server 2012. Studies have been made on samples of 100 randomly generated for each desired dimension tasks using amd quad core processor 8356 8 p. The aim of the analysis was to compare the time of action for merge sort algorithm with recursive version of this algorithm. For determining the time of sorting have been selected samples of 10, 100, 1,000, 10,000, 100,000, 1,000,000, 100 million elements. Each sorting operation by examined methods was measured in time [ms] and CPU (Central Processing Unit) usage represented in track visitor interactions of CPU clock. These results are averaged for 100 sorting samples and for a given dimension size added a sample consisting of numbers, ascending and descending, as well as samples containing numbers, which is a critical situation for the quick sort algorithm (WOŹNIAK et al. 2016) . Benchmark comparison for recursive merge sort algorithm and no recursive merge sort algorithm in this paper are describe in Table 1 and Figure 12 and Figure 13 .
Comparison of coefficient of variation for recursive mere sort and no recursive merge sort algorithm for large data sets is presented in Table 2 . Both algorithms have almost identical statistical stability, which for large data sets is approximately more than 20% better for no recursive version. With an increase in the coefficient of variation task dimension stabilizes, which guarantees a repeatability of the results obtained in the work on any computer.
Comparison of time complexity algorithms
Comparison of time complexity allows to determine which algorithm transfer practical significance. Let us compare both methods of assuming the duration of the recursive merge sort and let us examine if the percentage is a longer duration of action for no recursive merge sort. The results are shown in the graphs Figure 14 and Figure 15 . Analysis of sorting times shows that the no recursive method of sorting is faster than recursive method for all tested dimensions. However both, recursive merge sort algorithm and no recursive version are a stable methods for sorting large data sets. The methods are also stable and effective for the small dimension of the task.
Final Remarks
The article presented merge sort algorithm for rapid sorting of large data sets. Studies have shown the effectiveness of the presented method for large data sets. Additional advantage of the proposed method is no deadlocks and the independence of the method from sorted strings. Sort analysis shows linear increase of sorting time. This is a very big advantage of the presented method and gives an opportunity to use it to sort data for any size task. The article compares the time complexity for a no recursive sorting algorithm by merging with the recursive merge sort algorithm. Tests confirm stability of both methods and theoretical complexity. Method of the no recursive version is faster than recursive merge sort algorithm. In addition, the method can be a simple way to write in the chipset which in turn determines the matter about the possibility of its practical application in the NOSQL databases.
