This paper addresses the problem of estimating the current population mean in two occasion successive sampling. Utilizing the readily available information on two auxiliary variables on both occasions and the information on study variable from the previous occasion, some new estimation procedures have been developed. Properties of the proposed estimators have been studied and their respective optimum replacement policies are discussed. Relative comparison of efficiencies of the suggested estimators with the sample mean estimator when there is no matching from previous occasion and the optimum successive sampling estimator when no auxiliary information is used have been incorporated. Empirical study is carried out to judge the merits of the suggested estimators and suitable recommendations are given. We have also added a practical application in order to examine the performance of the proposed estimators.
Introduction
Successive sampling is used widely in applied sciences, sociology, commerce, finance and economic researches .The sampling on two occasions is resorted to when the same variate is measured on two different occasions. In such situation, a subsample of units of the first occasion can be retained in the sample of the second occasion also (which is known as matched portion) and the estimators such ratio, regression, product and their ramification can be formed. These estimators are then combined with the estimators based on unmatched portion of the second occasion, for instance, see Cochran (1977) , pp. 346-355. Sen (1971) considered the estimators for the population mean on the current occasion using information on two auxiliary variables available on previous occasion. Feng and (1997) , and Biradar and Singh (2001) and Singh et al. (2011) used the auxiliary information on both the occasions for estimating the current population mean in two-occasion successive sampling. In some situations information on two or more than two auxiliary variables may be readily available or may be made available by diverting a small amount of fund available for the survey, for instance, see , and Singh and Vishwakarma (2009) , , , and , , and , .
The aim of the present work is to suggest a more efficient estimator of the population mean on current occasion using information on the two stable auxiliary variables on both the occasions. The behaviors of the suggested estimators are examined through empirical means and consequently suitable recommendations have been presented.
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of size n is drawn on the first occasion. A random subsample of size m = nλ is retained (matched) for its use on the second occasion; while a fresh (unmatched) simple random sample (without replacement) of size u = (n − m) = nµ is drawn on the second occasion from the entire population so that the sample size on the current (second) occasion remains n; λ and µ (λ + µ) are the fractions of the matched and fresh samples , respectively, on the current (second) occasion . The optimum values of λ and µ should be chosen for the purpose.
We have used the following notations throughout the paper. X , Y : Population means of the study variables x and y respectively. Z 1 , Z 2 : Population means of the auxiliary variables Z 2 and Z 1 respectively.
The sample means of the respective variables on the sample size shown in subscripts : x n x m , y u , y m , z jn , z ju , z jm (j=1,2).
The population variance of the variable x:
The population variances S 2 y , S 2 Z1 , S 2 Z2 of the variables y, Z 1 and Z 2 respectively, The population coefficients of variation C y , C x , C z1 , C z2 of the variables y, x, z 1 and z 2 respectively,
The sampling fraction f = n/N .
The population partial regression coefficient of y on z 1 :
The population partial regression coefficient of y on z 2 :
The sample estimate of β 01.2 based on the sample of the size û
The 
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The estimate of population regression coefficient β 01 of y on z 1 based on the sample of size uβ
The estimate of population regression coefficient β 02 of y on z 2 based on the sample of size u,β
The estimate of population regression coefficient β 12 of z 1 on z 2 based on the sample of size u,β
The estimate of population regression coefficient β 21 of z 2 on z 1 based on the sample of size u,β
02.1 are defined similarly.
We also have :
The sample estimate of population regression coefficient β 0x of y on x based on sample of size mβ
The sample estimate of population regression coefficient β 0x of y on x based on sample of size n,β 
The sample estimate of the partial regression coefficient β x1.2 of x on z 1 based on the sample of the size mβ
The sample estimate of the partial regression coefficient β x2.1 of x on z 2 based on the sample of the size mβ
x2.1 are similarly defined. ρ 0x , ρ 01 , ρ 02 , ρ x1 , ρ x2 , and ρ 12 are the correlation between (y&x), (y&z 1 ), (y&z 2 ), (x&z 1 ), (x&z 2 ) and (z 1 &z 2 ) respectively. Define also,
Now to estimate the population mean Y on the current (second) occasion in two occasion some estimators are suggested. One is based on the fresh sample of size u = nµ drawn on the second occasion and structured as
Three modified regression type estimators based on the sample of size m(= nλ) common to both the occasions are defined by 1352 where
x * * *
Combining the estimators t u and t mi (i = 1, 2, 3), we have three estimators for the population meanȲ as
and
where the η i 's, (i = 1, 2, 3) are unknown scalars to be determined under certain criterions.
3. Mean Squared Errors of the Estimators t 1 , t 2 and t 3
In the following theorem we give the mean squared errors of the estimators t u , t m 1, t m 2 and t m 3.
Theorem 1. The mean squared errors (MSEs) of the estimators t u , t m 1, t m 2 and t m 3, to the terms up to second order moments (or alternatively up to the terms of order ), are respectively given by 1353
where
Proof. It is simple, and so, omitted.
The covariance between the estimator t u and t mj , (j = 1, 2, 3) to the first degree of approximation, is given by .
The mean squared error of the combined estimator t u and t mj , (j = 1, 2, 3) to the first degree of approximation is obtained as 
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Putting the values of MSE(t u ), and MSE(t mj ) (j=1, 2, 3) from (12), (13), (14), (15) and (16), we get to the first degree of approximation in Corollary 1. Further we give the MSEs of the estimators t u and t mj , (j = 1, 2, 3), and under the following assumption.
Assumption 3.1: Since and denote the same study variable over two occasions and (z 1 , z 2 ) are two auxiliary variables correlated to x and y, therefore, as mentioned in Murthy (1967) , p.325, Reddy (1978) , and Singh and Ruiz-Espejo (2003) , the coefficient of variation is stable over time and following Cochran (1977) and Feng and (1997) , the coefficient of variation x, y, z 1 and z 2 are approximately assumed to be the same i.e. (C x C z1 C z2 C y ).
Corollary 1. : Under the Assumption (3.1), the MSEs of the estimators t u and t mj , (j = 1, 2, 3), given by (12), (13), (14) and (15) respectively reduce to:
and A 3 , D 1 and D 2 are same as defined earlier.
The covariance between the estimators t u and t mj , (j = 1, 2, 3), to the first degree of approximation under the Assumption (3.1) is same as given in 16. Putting the values of MSE(t u ), MSE(t mj ) and Cov(t u , t mj ) from 16 and 18 to 21 one can easily get the MSE(t j ), (j = 1, 2, 3) to the first degree of approximation under the Assumption (3.1). Differentiating 17 with respect to η j and equating to zero i.e.,
we get the optimum values of the η j 's (j=1, 2, 3) as
Now inserting the value of η jopt from equation (22) in (17), we get the minimum MSE of the estimator t j as
Substituting the values of M SE(t u ), M SE(t mj ) and Cov(t u , t mj ) from equations (12), (13), (14), (15) and (16) in (23) we get the simplified values of η jopt and min .M SE(t j ) opt , (j = 1, 2, 3) as
where µ, µ * , µ * * are the fractions of fresh samples drawn at the current (second) occasion. Under the Assumption (3.1), the expressions (24) to (29) respectively reduce to: 
where µ, µ * (1) , µ * * * (1) are the fractions of fresh samples drawn at the current (second) occasion.
Optimum Replacement Strategies of the Estimators t j (j = 1, 2, 3)
To get the optimum values of the fractions µ, µ * and µ * * of samples (to be drawn afresh sample at the second occasion) so that the population mean Y may estimated with maximum precision and minimum cost, it is desired to minimize min .M SE(t 1 ), min.M SE(t 2 ) and min.M SE(t 3 ) respectively with µ, µ * and µ * * , which results in quadratic equations in µ, µ * and µ * * , say µ, µ * and µ * * , respectively
It is obvious from equations (37), (39) and (41) that the real values of µ, µ * and µ * * exist, iff the quantities under square root are greater than or equal to zero . For any combination of correlations, which satisfy the condition of real situations, two real values of µ, µ * and µ * * , it should be noted that 0 ≤ µ ≤ 1, 0 ≤ µ * ≤ 1, and 0 ≤ µ * * ≤ 1, and all the other values of µ, µ * and µ * * are said to be inadmissible . If both the values of µ, µ * and µ * * are admissible, lowest one will be the best choice as it reduces the cost of the surveys.
Inserting the admissible values of µ, µ * and µ * * say µ 0 , µ * 0 and µ * * 0 respectively in (27), (28) and (29), we get the optimum values of minimum mean squared errors of the estimators t 1 , t 2 and t 3 , as: 
Under Assumption (3.1), the expressions in (37), (39), (41), (42), (43) and (44) respectively reduce to:
where µ (1)0 , µ * (1)0 and µ * * (1)0 are optimum values of the fractions of fresh samples obtained from the equations (45), (46) and (47) respectively.
Efficiency Comparison
The percent relative efficiencies (PREs) of the estimators t 1 , t 2 , and t 3 relative to (i) : sample mean estimatorȳ n , when there is no matching and (ii) : usual successive sampling estimatorŶ = η * ȳ u + (1 − η * )ȳ m , when there is no auxiliary information that is used at any occasion, whereȳ m =ȳ m + β 0x (x n −x m ) , have been computed for various choices of correlations and demonstrated in Table 1 .
The variance ofȳ n and optimum variance ofŶ are respectively given by V ar(ȳ n ) =
( 
Under the Assumption (3.1), we note that since, the optimum values of min.MSE(t 1 ), min.MSE(t 2 ) and min.MSE(t 3 ) respectively given by (48), (49) and (50) contain six correlations ρ 0x , ρ 0x , ρ 02 , ρ x1 , ρ x2 and ρ 12 , therefore for simplifying the expressions and to show the empirical results in tabular form it is assumed that
which is an intuitive assumption and also considered by Cochran (1977) and Feng and (1997) , see, .
Under the above assumption (52), the values of the quantities A * 1 , A * 2 , A * 3 , B * 1 , B * 2 , D 1 and D 2 respectively reduce to:
Thus under the assumption (52), we have
For the various choices of ρ 0x , ρ 0 and ρ 12 , for a fixed value of the sampling fraction f = n/N , Table 1 shows the optimum values of µ (1) , µ * (1) and µ * * (1) and percent relative efficiencies (E
2 ) and (E (1)
3 ) of t 1 , t 2 and t 3 with respect toȳ n andŶ respectively, where 
E
(2)
We note that µ (1)0 = µ * (1)0 , E
2 and E
2 .
Findings are given in Table 2 . (2) j ; j = 1, 2, 3; greater than 100%. It follows the proposed estimator t j 's , (j = 1, 2, 3) are better than the usual unbiased − y n (when there is no matching) and the natural successive sampling estimatorŶ . It is interesting to note that the minimum value of µ 0 is 0.2054, which reflects that the fraction to be replaced at the current occasion is as low as about = 21 percent of the total sample size , which leads substantial reduction in cost of the survey. Thus the use of auxiliary variable in the development of the estimators is very much beneficial. It is also evident from Table 1 that if highly correlated auxiliary variables are used, relatively only a fewer fraction of sample on the current (second) is to be replaced by a fresh sample which reduce the cost of the survey. Thus the proposal of the estimators are justified and recommended for their use in practice.
A Practical Application
In this section we have examined the performance of the proposed estimator t j 's (j = 1, 2, 3) over (i) sample mean − y n when there is no matching and, (ii) usual successive sampling estimatorˆ− Y . defined in Section 6 through a natural population data earlier considered by Chaturvedi and Tripathi (1983) , p.118.
Population: Source : [Chaturvedi and Tripathi (1983) ]. Z 2 = 339.95, S 2 y = 3187.4117, S 2 x = 1654.40, S 2 Z1 = 25381.00, S 2 Z2 = 123420.00, S yx = 1696.4000, S yZ1 = 4653.4000, S yZ2 = 15281.0000, S xZ1 = 2596.6000, S xZ2 = 11495.000, S Z1Z2 = 37556.0000, ρ x1 = 0.4007, ρ x2 = 0.8044, ρ 12 = 0.6710, ρ 0x = 0.7387, ρ 01 = 0.5174, ρ 02 = 0.7700.
We have computed the optimum values of µ 0 , µ * 0 and µ * * 0 , and respectively by using the formulae 37 , 39 and 41 and the percent relative efficiencies (PREs) the proposed estimators t j , (j = 1, 2, 3) with respect to − y n andŶ using the formulae:
× 100,
× 100.
Findings are given in the Table 2 .
Journal home page: www.jafristat.net, www.projecteuclid.org/as Table 2 : Optimum values (µ 0 , µ * 0 , µ * * 0 ) and the PREs the proposed estimators t j , (j = 1, 2, 3) (under the optimum conditions) with respect to − y n andŶ . It is observed from Table 2 that the proposed estimators t j , (j = 1, 2, 3) are more efficient than the usual unbiased estimator − y n (when there is no matching) and natural successive sampling estimatorŶ (when there is no auxiliary information is used at any occasion) with substantial gain in efficiency. Largest gain in efficiency is obtained by using the proposed estimator over both estimators ( − y n ,Ŷ ) followed by the suggested estimator t 2 .
Thus all the three suggested estimators t j , (j = 1, 2, 3) are to be preferred over the estimators ( − y n ,Ŷ ) in practice.
