This paper builds upon previous Brain Machine Interface (BMI) signal processing models that require a-priori knowledge about the patient's arm kinematics. Specifically, we propose an unsupervised hierarchical clustering model that attempts to discover both the interdependencies between neural channels and the self-organized clusters represented in the spatial-temporal neural data. Results from both synthetic data generated with a realistic neural model and real BMI data is used to quantify the performance of the proposed methodology. Since BMIs must work with disabled patients who lack arm kinematic information, the clustering work described within this paper is relevant for future BMIs.
INTRODUCTION
Unfortunately, thousands of people have suffered tragic accidents or debilitating diseases that have either partially or fully removed their ability to effectively interact in the external world. Some devices exist to aid these types of patients, but often lack the requirements to live a normal life. Essentially the idea behind motor Brain Machine Interfaces (BMIs) is to bridge the gap between the brain and the external world so that these patients can achieve effective interaction.
Generally, a BMI is a system that directly retrieves neuronal firing patterns from dozens to hundreds of neurons in the brain and then translates this information into desired actions in the external world. In particular, neural data is recorded from be established for unsupervised clustering in the absence of ground truths. Since the Wiener filter is critical to the paper and serves at the core of many BMI systems today, the details of the Wiener filter are presented in the appendix.
Fig. 1. BMI System Overview
Along with the supervised linear modeling, researchers have also engaged in non-linear supervised learning algorithms for BMIs [19, 1] . Very similar to the paradigm of the linear modeling, the neural data and kinematic data are fed to a nonlinear model that finds the relationship between the desired kinematic data and the neural data. Then during testing only neural data is provided to predict kinematic reconstruction.
With respect to state-space models, Kalman filters have been used to reconstruct the trajectory of a behaving monkey's hand [20, 21] . Specifically, they use a generative model for encoding the kinematic state of the hand. For decoding, the algorithm predicts the state estimates of the hand and then updates this estimate with new neural data to produce a posteriori state estimate. Our group at UF and elsewhere found that the reconstruction was slightly smoother than what input-output models were able to produce [20, 21] .
Unfortunately, these supervised BMI models pose many problems. As mentioned, training with desired data is problematic since paralyzed patients can not provide kinematic data. Second, these models will not capture inhibited neurons, which are known to exist in the brain, since a neuron that fires very little will receive less weighting. Third, there are millions of other neurons not being recorded or accounted for in these models. Including the missing information into the model would be beneficial. Lastly, all of the BMI models must generalize over a wide range of movements. Normally, generalization is good for a model of the same task, but generalization across tasks produces poor results.
The lack of a desired signal therefore necessitates the need for an unsupervised or co-adaptive solution. Recent Coadaptive solutions, have relied on the test subject to train its brain for goal oriented tasks. Other researchers have used technicians to supply an artificial desired signal as the input-output models learn a functional mapping [36] . Digiovanni et al, used reinforcement learning co-adapt their model and the rat's behavior for goal oriented tasks [37] .
Other generative model (even graphical models like Hidden Markov Models-HMMs) [11, 12, 13] work on BMIs exploit the hidden state variables to decode possible states taken or transitioned by the behaving animal. Specifically, Shenoy (et al) found that HMMs can provide representations of movement preparation and execution in the hidden state sequences [13] .
Unfortunately, this work also requires the use of supervision or a training data that must first be divided by human intervention (i.e. a user).
Although there is little BMI research into clustering neural data with graphical models, there have been efforts to use HMMs for clustering. The use of hidden Markov models for clustering appears to have first been mentioned in Juang and Rabiner [14] and subsequently used in the context of discovering subfamilies of protein sequences in Krogh et al [15] .
Other work use single HMM chains for understanding the transition matrices [15] . The work described in this paper moves significantly beyond prior work since the clustering model finds unsupervised hierarchal dependencies between HMM chains (per neuron) while also clustering the neural data. Essentially the algorithm jointly refines the model parameters and structures as the clustering iterations occur. The hope is that the clustering methodology will serve as a front end for a goal-oriented BMI (with the clusters representing a specific goal, like 'forward') or for a Co-adaptive algorithm that needs reliable clustering of the neural input (see Figure 1 ).
Generative Model
With the absence of information, a probabilistic approach is the best option to model what can be observed from the brain.
Modeling the observed and hidden neural information is accomplished with observable and hidden random processes that are interacting with each other in some unknown way. To achieve this, we make the assumption that each neuron's output is an observable random process that is affected by hidden information. Since the experiment does not provide detailed biological information about the interactions between the sampled neurons, we use hidden variables to model these hidden interactions [27, 28] . We further assume that the compositional representation of the interacting processes occurs through space and time (i.e. between neurons at different times). Graphical models are the best way to model and observe this interaction between variables in space and time [16] . Another benefit of a state-space generative model over traditional filters is that neurons that fire less during certain movements can be modeled simply as another state rather than a low filter weight value.
Given the need to incorporate spatial dependencies between neural channels (which are known to be important) [7] , Linked-Mixture of Hidden Markov Models (LM-HMM) provide a way to help cluster the class labels while also clustering spatial dependencies between channels.
Let Z represent the set of variables (both hidden and observed) included in the probabilistic model. A graphical model (or Bayesian network) representation provides insight into the probability distributions over Z encoded in a graph structure [16] . With this type of representation, edges of the graph represent direct dependencies between variables. Conversely, and more importantly, the absence of an edge allows the assumption of conditional independence between variables. Ultimately, these conditional independencies allow a more complicated multivariate distribution to be decomposed (or factorized) into simple and tractable distributions [16] .
Since there are a variety of graphical model representations that decompose the joint probability of the hidden and observed variables in Z, choosing the best approximation is overwhelming. For modeling the dependencies between multiple HMMs, the LM-HMM establishes another layer of hidden or latent variables to link and express the spatial dependencies between the lower level HMM structures (Figure 2 ), thus creating a clique tree structure T (since there are cycles), where hierarchic links exist between neural channels.
Given the model parameters for a given HMM chain Θ = {A, B, π}, the log probability for this structure ( Figure 2 ) is
Where the dependency between the tree cliques are represented by a hidden variable M i (corresponding to the ith neuron)
in the second layer,
and the hidden state Q also has a dependency on the hidden variable M in the second layer
The lower observable variables O i (shown in Figure 2 ) are conditionally independent from the second hidden layer The LM-HMM is a compromise between making an independence assumption and a full dependence assumption. For further understanding and EM implementations please see appendix A and [7] . Although this hierarchical model can find dependencies between channels in an unsupervised way, we still need to address how to obtain the class (or clustering) labels without user intervention.
Clustering Framework
This section establishes a model-based method for clustering the spatial-temporal neural signals using the LM-HMM. In effect, the clustering method tries to discover a natural grouping of the exemplar S (i.e. window of multidimensional data or sequences of the neurons) into K clusters. A discriminate (distance) metric similar to K-means is used except that the vector centroids are now probabilistic models (LM-HMMs) representing dynamic temporal data [22] .
The bipartite graph view ( Figure 3 ) assumes a set of N data objects D (e.g., exemplars, represented by S 1 , S 2 , .., S N , and K probabilistic generative models (e.g., HMMs), λ 1 , λ 2 , ..., λ K , each corresponding to a cluster of exemplars (i.e windows of data) [23] . The bipartite graph is formed by connections between the data and model spaces. The model space usually contains members of a specific family of probabilistic models. A model λ y can be viewed as the generalized 'centroid' of cluster y, though it typically provides a much richer description of the cluster than a centroid in the data space. A connection between an object S and a model λ y indicates that the object S is being associated with cluster y, with the connection weight (closeness) between them given by the log-likelihood log p(S|λ y ).
A straightforward design of a model-based clustering algorithm is to iteratively retrain models and re-partition data objects. This can be achieved by applying the EM algorithm to iteratively compute the (hidden) cluster identities of data exemplars in the E-step and estimate the model parameters in the M-step. Although the model parameters start out as poor estimates, eventually the parameters hover around their true values as the iterations progress. The log-likelihoods are a natural way to provide distances between models as opposed to clustering in the parameter space (which is unknown). Basically, during each round, each training exemplar is re-labeled by the winning model with the final outcome retaining a set of labels Fig. 3 . Bipartite graph of exemplars (x) and models that relate to a particular cluster or neural state structure (i.e. neural assembly) for which spatial dependencies have also been learned.
Setting the parameters can be daunting since the experimenter must choose the number of states, the length of the exemplar (window size) and the distance metric. To alleviate some of these model initialization problems, previous parameter settings found during early work are used for these experiments [9] . Specifically, an a-priori assumption is made that the neural channels are of the same window size and same number of hidden states. The clustering framework is outlined below:
Let data set D consist of N sequences for J neural channels,
of observables length T and Λ = (λ 1 , ...λ K ) a set of Models. We will refer to the multiple sequences in a window of time (size T) as an exemplar. The goal is to locally maximize the log-likelihood function:
1. Randomly assign K labels (with K < N ), one for each windowed exemplar S n , 1 ≤ n ≤ N . The LM-HMM parameters are initialized randomly.
2. Train each assigned model with the respective exemplars using the LM-HMM procedure discussed in Appendix A and [7] . During this step the model learns the dependency structure for the current cluster of exemplars.
3. For each model evaluate the log-likelihood of each of the N exemplars given model
is the cluster identity of the exemplar. Then re-label all the exemplars based on cluster identity to maximize equation 4.
a threshold for changing exemplars). More advanced metrics for deciding when to stop cluster could be used (like KL divergence etc).
SIMULATIONS

Simulated Data Generation
Since there are no ground truths to label real BMI neural data, simulations on plausible artificial data will help support the results found by the clustering framework on real data. Neurophysiologic knowledge provides an avenue to create a realistic BMI simulation since there is some evidence to suggest that neurons encode the direction of hand movements with cosine shaped tuning curves [4, 5] . These tuning curves provide a reference of activity for different neurons. In turn, this neural activity potentially relates to a kinematic vector, such as hand position, hand velocity, or hand acceleration, often using a direction or angle between 0 and 360 degrees. A discrete number of bins are chosen to coarsely classify all the movement directions. For the polar plots in this paper we chose 20 bins that each account for 18 degrees of the 360 degree space. For each direction, the average neural firing rate is obtained by using a non-overlapping window of 100ms. Subsequently this average firing rate on the polar plot indicates the direction of velocities, and the magnitude of the vector is the average firing rate, marked as a blue circle, for each direction. The preferred direction is computed using circular statistics as
where r N is the neuron's average firing rate for angle Θ N , and N covers all the angle range. Figure 4 shows the polar plot of four simulated neurons and the average tuning information with standard deviation across 100 Monte Carlo trials evaluated for 16 min duration. The computed circular mean, estimated as the firing rate weighted direction, is shown as a solid red line on the polar plot. The figure clearly indicates that the different neurons fired more frequently toward the preferred direction. Additionally, in order to get the statistical evaluation between Monte Carlo runs, the traditional tuning depth were not normalized to (0, 1) for each realization as normally done in real data. To calculate the tuning depth:
A neural model must be selected in order to generate realistic simulated neurons. Although multiple models have been proposed [24, 25] , we select the Linear-Nonlinear-Poisson (LNP) model since we can change different tuning properties to generate more realistic neural data. The LNP model consists of three stages. The first is a linear transformation that is then fed into a static non-linearity to provide the conditional firing rate for a Poisson spike generating model at the third stage [24, 25] .
Two simulated neural data sets are generated in the following experiments. One data set contains four neurons tuned to two classes ( Figure 4 ) and a second data set contains eight neurons tuned to four classes. We first generate a velocity time series with 100 Hz sampling frequency and 16 min duration (1000000 samples totally). Specifically, a simple 2.5 kHz cosine and sine function are used to emulate the kinematics (X-Y Velocities) for the simulation experiments. For both data sets the entire velocity time series is passed through a (LNP) model with the assumed nonlinear tuning function in Equation 7 .
where λ t is the instantaneous firing probability, µ is the background firing rate (set to .00001). The variable β represents the modulation factor for a preferred direction which we set monotonically from 1 to 4 for the four neurons in the two class simulation and a value of 3 for the eight neurons in the four class simulation. The unit vector D pref er is the preferred angular direction of the kinematics which we set to for the four class simulation (each direction is assigned two neurons for both simulations). The spike train is generated by an inhomogeneous
Poisson spike generator using a Bernoulli random variable with probability λ(t)∆ t within each 1ms time window. Once the spike trains are generated, we bin them into 100ms bins and down sample the velocity v t data accordingly.
Fig. 4. Neural Tuning depth of four simulated neurons
For each data set, an additional 100 randomly distributed spike trains (also 16mins each) are combined with the two data sets to create an artificial neural data set with a total of 104 and 108 neurons. Essentially, this allows for less than an 8% chance for the desirable channels to be randomly selected by the LM-HMMs. Figure 5 demonstrates the clustering results using the LM-HMM on the two-class simulated data set. For this particular experiment, the model parameters are set (during training) for two classes (k = 2) which is equal to the true number of classes in the simulation data. Additionally, the class labels alternate since they represent the alternating kinematics (shown at the bottom of figure) . As seen from the figure, the model is able to correctly cluster the data in a relatively small number of iterations (three to four). For the first iteration, each exemplar in the full data set is randomly assigned to one of the clusters (indicated by green and blue colors). For the remaining iterations, a pattern starts to emerge that looks similar to the alternating kinematics. Although the kinematics (cosine and sine wave) are shown below the class labels, the clustering results were acquired solely from the input space. Fig. 5 . LM-HMM cluster iterations (Two classes, k=2) Figure 6 shows the class tuning preference when the model is initialized with random data. The term class tuning refers to the angular preference of the particular class (or cluster) label. It is calculated the same way as in neural tuning, except that the data is collected from the samples that have been labeled by a particular class (i.e circular statistics are calculated on the kinematics from class 3 rather than a neuron). Figure 7 shows the angular preference of the classes after clustering. Overlaid in blue is the original angular tunings of some of the neurons. We see that the model is able to successfully find the separation in neural firings. For the simulation in Figure 8 , the LM-HMM is used to cluster a four-class simulated data set (k = 4). Again the correct number of clusters k = 4 is set during training to match the true number of classes in the input data (another oscillating Fig. 7 . Tuned classes after clustering (two classes) pattern). There are a few issues with shrinkage and expansion with respect to the class labels but is due to the temporalspatial data (not static classification). Overall the final result demonstrates that the clustering model with the LM-HMM is able to discover the underlying clusters present in the simulated neural data. Figure 9 shows the clustering on the initial random labels while Figure 10 shows the tuned preference of the four classes after clustering. Remarkably it is able to determine the separation from the four classes using the neural input only. Next, the clustering model is tested for robustness when the number of clusters is unknown or increased noise is added to the neural data.
Simulation Results
Fig. 8. LM-HMM cluster iterations (Four classes, k=4)
As with all clustering algorithms, choosing the correct number of underlying clusters is difficult. Choosing the number of clusters for BMI data is even more difficult since there are no known or established ground truths (with respect to motion primitives). To see the effect of defining too many clusters for the model, Figure 11 , illustrates when the clustering model is initialized with four classes (k = 4) despite the simulation only containing two underlying classes (or clusters) for the input space. Again, the results are generated within a relatively small number of iterations. Notice from the figure that the extra two class labels are absorbed into the two classes shown in the previous Figure 5 (also shown below the four class labels). Interestingly, a repeated pattern of consistent switching occurs with the class labels (as indicated by the pattern of color blocks). Specifically, Figure 11 shows that class 1 precedes class 3 and class 2, when combined, they correspond to class 1 in Figure 5 , while class 4 in figure 11 corresponds to class 2 in Figure 5 . This overlapping of clusters is common in clustering methods when the labels outnumber the true underlying number of classes [17] . Even the neural data from such a simple simulation is complicated yet remarkably the clustering method finds the consistent pattern of switching (perhaps indicating that the simple classes for further divisible).
For the final simulation, random spikes are added to the unbinned spiked trains of the earlier tuned neurons (Figure 4) . Specifically, uniformly random spikes are generated with a probability of spiking every 1ms. Figure 12 shows the classification performance as the probability of firing is increased from a 1% chance of spiking to 16% chance of spiking in 1ms.
Interestingly, the classification decreases but not significantly. The robustness is due to the tuned neurons still maintaining their underlying temporal structure. Figure 13 shows the tuning polar plots of the four original neurons with the added random spikes. Although this figure shows that tuning seems to broaden across many angular bins, the random spikes do not have a temporal structure. Therefore they do not displace the temporal structure of the tuned neurons significantly (as indicated by only a small change in performance). Please note that increasing the probability of random spikes to 16% every 1ms puts the spiking beyond the realistic firing rate of real neurons. 
Animal data collection
The animal data for these experiments were collected in the primate laboratory at Duke University. Using micro wire electrode arrays chronically implanted in the dorsal premotor cortex (PMd), supplementary motor area (SMA), primary motor cortex (M1, both hemispheres) and primary somatosensory cortex (S1), the firing times of up to 185 cells were simultaneously collected in an adult female monkey (Macaca mulatta) while performing a manipulandum behavioral tasks (cursor control) [1, 2] . The monkey used a hand-held manipulandum (joystick) to move the cursor (smaller circle) so that it intersects the target.
Upon intersecting the target with the cursor, the monkey received a juice reward. While the monkey performed the motor task, the hand position and velocity for each coordinate direction were recorded in real time along with the corresponding neural activity. Figure 14 illustrates that the majority of the monkey's movement occurs diagonally.
In the second experiment, neural data was recorded from an owl monkey's cortex as it performed a food reaching task.
Specifically, multiple implanted micro-wire arrays recorded this data from 104 neural cells in the following cortical areas: posterior parietal cortex (PP), left and right primary motor cortex (M1), and dorsal premotor cortex (PMd). Concurrently with the neural data recording, the 3D hand position was recorded as the monkey made three repeated movements: rest to food, food to mouth, and mouth-to-rest [1, 6] .
For both data set, each firing count represents the number of neural firings in a 100ms span of time, which is consistent with methods used within the neurological community [5, 26, 28] .The 2D cursor control monkey data set described in this paper contains 185 neural channels recorded for 43.33 minutes. This time recording corresponds to a dataset of 26000x185 time bins. The time recording for the 3D food grasping monkey experiment corresponds to a dataset of 23000×104 time bins. To determine the parameters, the observation length (window size) was varied from 5 to 15 time bins (corresponding to .5 seconds to 1.5 seconds). The number of hidden states was varied from 3 to 5. While the number of clustering iterations varied from 4 to 10. After exhausting the number of possible combinations, the parameters were set to: an observation length equal to 5 time bins, 3 hidden states and 6 clustering iterations (since less than 5% of the labels changed). These parameters are set the same for each neural channel.
The model was initialized with four classes after an empirical search (using different parameter sets). Since ground truths are unknown, trajectory reconstruction serves as the basis for how many clusters to select. Specifically, if reconstruction improves or diminishes then an adjustment to the number of clusters is made. Qualitatively, Figure 15 shows the labeling results from the LM-HMM clustering. The Y-Axis represents the number of iterations from random labels, to the final clustering iteration. Each color in the clustering results corresponds to a different class (four in all). The kinematics (x and y velocities) are overplayed at the bottom of the image for this cursor control experiment. Figure 15 shows repetitive labeling for similar kinematic profiles. These repetitive class transitions were also observed in the simulated data. Figure 16 shows trajectory reconstruction matches very closely to the original trajectory thereby indirectly validating the segmentation produced by the clustering method. Interestingly, the CC results for this unsupervised clustering are slightly better than the supervised echo state network and Wiener filter ( Table 1) . As expected random labeling of the classes produces poor results compared to actual clustering.
Additionally the random labeling results are similar to other supervised BMI models. As discussed earlier the similar results are due to the random clusters providing generalization of the full space for each filter (thereby becoming equivalent to a single Wiener filter). Table 1 shows that the correlation coefficient produced by the unsupervised LM-HMM clustering is slightly less than the correlation coefficient produced with the supervised version of the LM-HMM. This result is understandable since the supervised version of the LM-HMM can consistently isolate the neural data based on kinematic clues therefore improve reconstruction. Table 2 shows that the correlation coefficient on the unsupervised LM-HMM clustering reconstruction is better than using random labeling or a single Wiener filter. Although, the unsupervised results are not as good as the supervised version of the LM-HMM, it is remarkable that the unsupervised clustering can still outperform the majority of supervised BMI algorithms. This serves to validate that the segmentation is successful. 
DISCUSSION
Brain machine interfaces have the potential to restore movement to patients subjected to paralysis. Although great progress has been made towards BMI's there is still much work to be done. This paper addressed one of the main problems associated with the signal processing side of BMIs by using generative models with hidden variables to help model the multiple interacting processes (both hidden and observable). A probabilistic model was argued as the best approach since there is a lot of information missing in BMIs.
The clustering model discussed in this paper demonstrated the ability to discover useful clusters while operating solely in the neural input space. The results were first justified with realistic neural simulations that also included noisy and fake neurons. Despite the added noise, the clustering method is able to successfully determine the underlying separation. The division of neural input space was based on the conjecture that animals transition between neural state structures during goal seeking analogous to the motion primitives exhibited during the kinematics [30] . Then the clustering method was compared to conventional BMI signal processing algorithms on real neural data. Although, trajectory reconstruction was used to show the validity of the clusters, the model could be used as front end for a co-adaptive algorithm or goal-oriented tasks (simple classification that paraplegics could select, i.e. move forward).
Despite these encouraging results, improvements in performance are possible for the hierarchical clustering. For example, the LM-HMM in the hierarchical clustering framework may not be taking full advantage of the dynamic spatial relationships.
Specifically, spatial relationships may be evolving through time between the neurons. Although the hierarchical training methodology does create dependencies between the HMM experts, perhaps there are better ways to exploit the dependencies or aggregate the local information. There may be important dependencies since different neural processes are interacting with other neural processes in an asynchronous fashion and that underlying structure could provide insight into the intrinsic communications occurring between neurons.
As a final point, there was an interesting effect from the experiments (simulated and real neural data). Looking closely at some of the results, consistent transitions occur from different classes to other classes. For example there may be a consistent transition from class 1 to class 3 and class 2 to class 1. It would be interesting to investigate this further and see if perhaps there is a switching behavior between stationary points in the input space. Perhaps we can ascertain when a stationary switching point has occurred and exploit that information for modeling.
A. APPENDIX
A.1. LM-HMM Training With EM
We make approximations when finding the expectation of Equation 1. In particular we will first approximate P (S
by treating M i as independent from S making conditional probability equal to the familiar P (S Because the lower-level HMMs have been decoupled, we are able to use the Baum-Welch formulation to compute some of the calculations in the E-step, leaving estimation of the variational parameter for later. As a result, we can calculate the forward pass:
E step:
We can calculate this quantity recursively by setting:
The well known backward procedure is similar:
this computes the probability of the ending partial sequence o t+1 , ...o T given the start at state j at time t. Recursively, we can define β j (t) as:
Additionally, the a jk and b j (o t ) matrices are the transition and emission matrices defined for the model which are updated in the M-step. Continuing in the E-step we will rearrange posteriors in terms of the forward and backward variables. Let
which is the posterior distribution. We can rearrange the equations to quantities we have:
P (S t = j|O, Θ) = P (O, S t = j|Θ) P (O|S, Θ) = P (O, S t = j|Θ) N k=1 P (O, S t = k|Θ)
and now with the conditional independencies we can define the posterior in terms of α's and β's:
We also define:
ξ jk (t) = P (S t = j, S t+1 = k|O, Θ)
Which can be expanded:
ξ jk (t) = P (S t = j, S t+1 = k, O|Θ) P (O|S, Θ) = α j (t)a jk b k (o t+1 )β k (t + 1)
The M-step departs from the Baum-Welch formulation and introduces the variational parameter [32] . Specifically, the M-step involves the update of the parameters π j , a jk , b L (we will save u i for later):
There are two issues left to resolve. First, how can the variational parameter be estimated and maximized given the dependencies. Second, if experimentally it is not known which neurons are affecting other neurons (if at all), how can the dependencies between neurons be defined in the model.
A.2. Updating Variational Parameter via Importance Sampling
While still working within the EM framework, we treat the variational parameters u i as mixture variables generated by the i'th HMM each having a prior probability of p i . We want to estimate the set of parameters that maximize the likelihood function [15, 33, 34] :
Given the set of exemplars and current estimates of the parameters the E-step consists of computing the conditional expectation of hidden variable M:
The problem with this conditional expectation is the dependency on M i−1 . Since M i−1 is independent from O i and Θ i we can decompose this into:
The first term, a well-known expectation for Mixture of Experts, is calculated by using Bayes rule and the priori probability that M=1:
Since the integration for the second term is much harder to compute, we look to an integration approximation that will maintain the dependencies. Importance sampling is a well-known method that is capable of approximating the integration with a lower variance than Monte-Carlo integration [35] . We can approximate the integration with:
Where the n samples have been drawn from the proposal distribution P (O zi−1 |S i−1 , Θ). For the estimation of u i we need to combine the two terms:
To compute the M-step:p
