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Abstract
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Introduction
Le corps de base est le corps des nombres complexes, C.
Il est bien connu que les super algèbres de Lie simples sur C ont en général des
représentations de dimension finie non semi-simples, i.e. non décomposables en somme
directe de modules simples. L’étude des représentations indécomposables est loin d’être
terminée, même dans les cas les plus élémentaires. En particulier, si l’on sait que les
modules de dimension finie ont une cohomologie de dimension finie [6], on ne sait pas,
en général, calculer cette cohomologie. Les seuls résultats complets connus concernent la
super algèbre de Lie sl(1,2), car Tanaka [9] a effectué tous les calculs.
Dans cet article, on considère le cas de la super algèbre de Lie osp(3,2) : il s’agit de la
« première » (i.e. la plus accessible) des super algèbres de Lie basiques classiques qui ne
sont pas de type I au sens de Kac.
Dans [4], Jérôme Germoni décrit les éléments projectifs indécomposables dans la
catégorie des modules de dimension finie et les modules simples en utilisant les foncteurs
de Zuckerman introduits par Santos dans [8]. Le but de la présente rédaction est
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double : d’une part nous donnons une description élémentaire et explicite des éléments
projectifs indécomposables et des éléments simples du bloc atypique (Germoni décrit
ces modules projectifs en utilisant les foncteurs de Zuckerman). En introduisant deux
algèbres différentielles graduées, nous faisons apparaître une caractérisation directe des
modules atypiques, qui ne fait pas intervenir la forme de Killing. D’autre part, on calcule
la cohomologie de osp(3,2) à valeurs dans n’importe quel module de dimension finie.
On notera g la super algèbre de Lie osp(3,2). On a g= g0 ⊕ g1 avec g0 = sl2 × sl2 et
g1 = V0 ⊗ V1 où V0 (respectivement V1) désigne la représentation standard de o(3), on a
o(3) sl2 (respectivement de sp(2) sl2). On utilise les mêmes conventions et notations
que dans [5].
On choisit une sous-algèbre de Cartan h de g0, le système de racines ∆= {ε,−ε, η,−η,
2η,−2η, ε + η, ε − η,−ε + η,−ε − η}, on a ∆ =∆0 ∪∆1 avec ∆0 = {ε,−ε,2η,−2η}
et ∆1 = {η,−η, ε+ η, ε − η,−ε + η,−ε − η}. Pour la forme de Killing de g, les racines
impaires ±ε ± η sont isotropes. On choisit le système de racines simples S = {η, ε − η}.
On pose ρ = 12 (η− ε), la demi-somme des racines positives de ∆0 moins la demi-somme
des racines positives de ∆1.
Soit P le réseau des poids de h∗, on note P+ l’ensemble des poids dominants pour g.
On rappelle [7] qu’un module de plus haut poids λ est dit atypique s’il existe une racine
isotrope impaire α telle que (λ+ ρ,α)= 0. Ce sont donc les modules dont les plus hauts
poids sont (a + 1)ε+ aη avec a ∈N, et le module trivial.
La catégorie des g-modules de dimension finie se décompose en blocs, chaque module
simple typique déterminant un bloc et l’ensemble des modules atypiques constituant un
autre bloc. Sur ce sujet, voir [4].
1. Description du bloc atypique
On note λl le poids (l + 1)ε+ lη, Ml le module simple atypique de plus haut poids λl .
Notons V = V0⊕V1 la représentation standard de g. Pour tout l, on notera S˜l le quotient
de Sl(V ) par Sl−2(V ) : en effet, S2(V ) contient le module trivialC donc Sl−2(V ) s’injecte
dans Sl(V ). Ici, les puissances symétriques et extérieures sont entendues au sens Z/2Z-
gradué.
Rappelons (voir par exemple [4]) que si l est un entier positif et si l’on note Ml le
module simple atypique de plus haut poids (l + 1)ε + lη, on a la décomposition en g0-
modules suivante où Sa,b désigne le g0-module Sa(W)⊗ Sb(V1) avec S2(W)= V0 :
Ml = S2l+2,l ⊕ S2l+2,l−1 ⊕ S2l,l+1 ⊕ S2l,l (l  1) et M0 = S2,0 ⊕ S0,1.
Théorème 1. La couverture projective de Ml dans la catégorie des modules de dimension
finie, est l’image de l’application
Λl+2(V )⊗ S˜l+1 −→ Λl+1(V )⊗ S˜l+2,
(a0 ∧ · · · ∧ al+1 ⊗ b0 · · ·bl) −→
∑
i
(−1)p(ai)
∑
j>i p(aj )(a0 ∧ · · · ∧ aˆi ∧ · · · ∧ al+1
⊗ aib0 · · ·bl)
(où p(ai) désigne la parité de ai), image que nous noterons Pl+1.
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Remarque. Dans ces notations, le module trivial correspond à l = −1. On ne peut pas
l’obtenir par la description précédente, mais on peut calculer directement sa couverture
projective comme facteur direct du module induit I = Indgg0 C, ce qui est fait à la fin de la
Section 1.
Remarque. On obtient également une description des modules simples atypiques comme
intersection des noyaux des deux flèches décrites plus loin Pl+1 → Pl et Pl+1 → Pl+2.
Introduisons deux dérivations de la super algèbre symétrique S(V ⊕ ΠV ) (ΠV
désigne le super espace vectoriel dont la partie paire est V1 et la partie impaire V0) :
d′ (respectivement d′′) prolonge l’endomorphisme de V ⊕ΠV dont la matrice est ( 00 Id0 )
(respectivement ( 0Id 00)). Ce sont des dérivations impaires.
On remarque alors que la dérivation d′d′′ + d′′d′ induit l’identité sur V ⊕ΠV . Elle est
donc scalaire sur Sn(V ⊕ΠV ) et vaut n.
Le g-module V est donné avec une forme orthosymplectique, que nous interprétons
comme un élément non diviseur de zéro, Q, de S2(V ) ⊂ S(V ). Ceci permet de voir
S˜ =⊕k0 S˜k comme le quotient de S(V ) par QS(V ).
On considère S(V ⊕ΠV ) comme une algèbre bigraduée en convenant que les éléments
de V (respectivement ΠV ) sont de bidegré (1,0) (respectivement (0,1)). On remarque
que les dérivations d′ et d′′ sont des endomorphismes bihomogènes de bidegrés respectifs
(1,−1) et (−1,1). Comme Q, vu comme élément de S(V ⊕ΠV ) est de bidegré (2,0),
d′Q est de bidegré (3,−1) et est donc nul. La dérivation d′ passe donc au quotient
S˜(V ⊕ΠV )= S˜ ⊗ S(ΠV )= S˜ ⊗Λ(V ).
Lemme 1. Le complexe ainsi obtenu, (S˜ ⊗Λ(V ),d′) est acyclique sauf en bidegré (0,0)
et (1,1).
Démonstration. Plaçons-nous dans S(V ⊕ΠV ). Comme d′ (respectivement d′′) est une
dérivation impaire, d′2 (respectivement d′′2) est une dérivation paire S(V ⊕ ΠV ). La
restriction de d′2 (respectivement d′′2) à V ⊕ΠV est nulle. Donc d′2 = d′′2 = 0. Or on
a vu que d′d′′ + d′′d′ agit par un scalaire non nul sur Sn(V ⊕ΠV ) (n = 0), donc sur tout
élément de bidegré (i, n− i). Ainsi, les restrictions de d′d′′ et d′′d′ à Sn(V ⊕ΠV ) sont,
à un scalaire près, des projecteurs orthogonaux. On en déduit que l’image de d′d′′ est à la
fois l’image et le noyau de d′ et que donc le complexe (S(V ⊕ΠV ),d′) est acyclique sauf
en bidegré (0,0).
Or on a la suite exacte :
0−→ (S(V ⊕ΠV ),d′) mult. par Q−−−−−−→ (S(V ⊕ΠV ),d′)−→ (S˜ ⊗Λ(V ),d′)−→ 0
donc (S˜ ⊗Λ(V ),d′) est acyclique sauf en deux places : en (0,0) par transport de ce qui
se passe pour (S(V ⊕ΠV ),d′) et en (1,1) car Q est de bidegré (2,0) : Q est atteint par
d′ dans S(V ⊕ΠV ) ce qui donne un élément de S˜ ⊗Λ(V ) qui est dans le noyau de d′
sans être dans l’image de d′. Nous reverrons cet élément, qui s’appellera ω dans quelques
instants. ✷
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Soit ω l’élément impair de V ⊗ΠV qui correspond à l’élément Q ∈ S2(V )⊂ V ⊗ V :
ω est un élément de bidegré (1,1) de S(V ⊕ΠV ). Comme ω est osp(3,2)-invariant, ainsi
que d′ et Q, on a d′ω = αQ où α est un scalaire, dont on vérifie sur une base de V ⊕ΠV
qu’il est non nul. On notera µω la multiplication par ω dans S(V ⊕ΠV ).
Remarquons maintenant que la forme orthosymplectiqueQ identifie V ⊕ΠV avec son
dual (V ⊕ΠV )∗. On obtient ainsi un isomorphisme de S((V ⊕ΠV )∗) avec S(V ⊕ΠV ).
Or S((V ⊕ ΠV )∗) opère dans S(V ⊕ ΠV ) par opérateurs différentiels. On notera Dω
l’opérateur différentiel (d’ordre 2 car ω est de bidegré (1,1)) qu’on obtient ainsi à partir
de ω. Si on le voit comme élément de End(S(V ⊕ ΠV )), il est homogène de bidegré
(−1,−1) car c’est le transposé de µω, lui-même de bidegré (1,1).
Lemme 2. On a :
Dωµω +µωDω = a − b+ 1 en bidegré (a, b).
Démonstration. Le commutateur Dωµω + µωDω est un opérateur différentiel d’ordre
 1. Il suffit donc de vérifier la formule sur les éléments de bidegré (0,0), (0,1) et
(1,0). Il nous faut (hélas !) choisir une base de V ⊕ΠV : on utilise ici des lettres latines
(respectivement grecques) pour les éléments pairs (respectivement impairs).
Soient x0, x1, x2 une base orthonormale de V0, ξ0, ξ1, ξ2 la base correspondante de
(ΠV )1, η0, η1 une base de V1 de volume 1, y0, y1 la base correspondante de (ΠV )0.
On remarque que ω s’écrit :
ω= x0ξ0 + x1ξ1 + x2ξ2 + y0η1 − y1η0.
On a
Dω = ∂
∂x0
∂
∂ξ0
+ ∂
∂x1
∂
∂ξ1
+ ∂
∂x2
∂
∂ξ2
+ ∂
∂y1
∂
∂η0
− ∂
∂y0
∂
∂η1
,
et donc Dωω= 1. Ceci donne le résultat pour le bidegré (0,0).
On a (Dωµω + µωDω)(ξ0) = Dω(ξ0ω) + 0 = ξ0 + ξ0 − ξ0 − ξ0 = 0 (ξ0 ∈ ΠV ) et
(Dωµω +µωDω)(η0)=Dω(η0ω)+ 0= η0 + η0 + η0 − η0 = 2η0 (η0 ∈ V ).
Or Dωµω + µωDω est constant (car osp(3,2)-invariant) sur V et sur ΠV d’où le
lemme. ✷
Lemme 3. Le commutateur DωQ−QDω est proportionnel à la dérivation d′.
Démonstration. Ce commutateur est un opérateur différentiel d’ordre  1 qui a le même
bidegré que d′ et ne peut donc différer de lui que par une constante puisqu’ils sont tous les
deux osp(3,2)-invariants. ✷
Les éléments µω et Dω sont de carré nul car ω est un élément impair d’une algèbre
super commutative et Dω est le transposé de µω. Ceci donne des complexes :
· · · µω−→ Sa(V )⊗Λb(V ) µω−→ Sa+1(V )⊗Λb+1(V ) µω−→ · · · ,
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· · · Dω−→ Sa+1(V )⊗Λb+1(V ) Dω−→ Sa(V )⊗Λb(V ) Dω−→ · · · .
Le premier complexe est isomorphe au complexe définissant le Bérézinien, après
identification de V et V ∗.
Lemme 4. Pour toutes les valeurs de a et b, (a, b) = (2,3), ces complexes sont acycliques.
Pour (a, b)= (2,3), la cohomologie vaut C.
Démonstration. Comme µω et Dω se déduisent l’un de l’autre par transposition, il suffit
de démontrer le lemme pour µω . On appelle Z0 (respectivement Z1) la partie paire
(respectivement impaire) de V ⊕ΠV . Alors, comme algèbres (et non comme g-modules)
S(V ⊕ΠV )= S(Z0)⊗Λ(Z1) (ici, Z0 et Z1 ne sont pas Z/2Z-gradués) alors ω peut être
interprété comme un élément non dégénéré de Z0 ⊗Z1, ou bien une forme bilinéaire non
dégénérée sur Z∗0 × Z∗1 car la forme orthosymplectique sur V0 ⊕ V1 est non dégénérée ;
on a dimZ0 = dimZ1 = 5. Cette forme bilinéaire permet d’identifier Z1 à Z∗0 et Λi(Z1)
à Λ5−i (Z0)⊗Λ5(Z1). On peut aussi voir S(Z0)⊗Λ(Z1) comme le complexe de Koszul
de l’algèbre de Lie commutativeZ0 agissant dans S(Z0)⊗Λ5(Z1) par multiplication dans
S(Z0). La cohomologie de ce complexe est nulle sauf en S0(Z0)⊗Λ5(Z1) où elle vaut C.
Ceci implique que la cohomologie de µω agissant dans Sa(V )⊗Λb(V ) est triviale sauf
pour le couple (a, b)= (2,3), qui correspond à l’isomorphisme
Λ5(Z1)= S0(V0)⊗Λ2(V1)⊗ S0
(
(ΠV )0
)⊗Λ3((ΠV )1). ✷
Nous voulons maintenant passer de S(V )⊗Λ(V ) à S˜ ⊗Λ(V ).
Nous avons vu que la dérivation d′ passe au quotient.
Lemme 5. L’opérateurµω passe au quotient et le complexe (S˜⊗Λ(V ),µω) est acyclique
sauf en bidegrés (3,2) et (2,3) où la cohomologie est C. De plus, comme opérateurs sur
S˜ ⊗Λ(V ), d′ et µω (super)commutent.
Démonstration. On a la suite exacte de complexes :
0 0
· · · S˜a ⊗Λb(V ) S˜a+1 ⊗Λb+1(V ) · · ·
· · · Sa ⊗Λb(V ) µω Sa+1 ⊗Λb+1(V ) · · · .
· · · Sa−2 ⊗Λb(V ) µω
Q
Sa−1 ⊗Λb+1(V )
Q
· · ·
0 0
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Les flèches horizontales du haut proviennent du fait que µω et Q commutent, et il y a
donc passage au quotient. Le calcul de la cohomologie résulte de la suite exacte longue de
cohomologie et du Lemme 4.
La dernière assertion résulte du fait que d′ω est proportionnel à Q et est donc d’image
nulle dans le quotient S˜ ⊗Λ(V ). ✷
NotonsPa,b (respectivement P˜ a,b) le noyau de d′ dans Sa(V )⊗Λb(V ) (respectivement
S˜a(V )⊗Λb(V )). On peut également voir Pa,b (respectivement P˜ a,b) comme un quotient
de Sa−1(V )⊗Λb+1(V ) (respectivement S˜a−1(V )⊗Λb+1(V )). Le Lemme 3 se traduit par
le diagramme :
Pa,b
Dω
P a−1,b−1
Pa−2,b
µQ
Dω
P a−3,b−1.
µQ
Les colonnes sont injectives. Le conoyau de la première colonne est P˜ a,b . Notons D˜ω le
passage au quotient de Dω entre P˜ a,b et P˜ a−1,b−1. On note µ˜ω la restriction de µω à P˜ a,b .
Lemme 6. L’opérateur D˜ωµ˜ω + µ˜ωD˜ω est la multiplication par a − b − 1 sur P˜ a,b . De
plus, le complexe (P˜ , D˜ω) est acyclique sauf en bidegré (3,2) où sa cohomologie est égale
à C. On a la même assertion pour le complexe (P˜ , µ˜ω).
Démonstration. Comme P˜ a,b est un quotient de S˜a−1(V ) ⊗ Λb+1(V ), le crochet
[Dω,µω] passe au quotient et en appliquant le Lemme 2 on obtient la première assertion
puisque a − 1− (b+ 1)+ 1= a − b− 1.
Grâce à cette première assertion, le seul lieu où les complexes (P˜ , D˜ω) et (P˜ , µ˜ω)
peuvent ne pas être acycliques est a = b+1. Commençons par traiter (P˜ , µ˜ω). On applique
le Lemme 5 puis la suite exacte
0→ P˜ a,b → S˜a ⊗Λb(V )→ P˜ a+1,b−1 → 0,
qui donne une suite exacte longue de cohomologie entraînant le résultat.
Étudions maintenant (P˜ , D˜ω). On détermine d’abord la cohomologie de (P,Dω) : on
écrit la suite exacte
0→ Pa,b→ Sa ⊗Λb(V )→ Pa+1,b−1 → 0
et la suite exacte longue de cohomologie qui s’en déduit. Ceci permet de voir que la
cohomologie de (P,Dω) est triviale sauf aux bidegrés (3,2), (5,2), . . . , (2p+1,2), . . . où
elle est égale àC. On passe ensuite au cas de P˜ par une suite exacte longue de cohomologie
provenant de la suite exacte :
0→ Pa,b mult. par Q−−−−−−→ Pa+2,b→ P˜ a+2,b→ 0.
Le résultat suit. ✷
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Nous allons maintenant travailler sur des décompositions en g0-modules simples de
produits tensoriels de osp(3,2)-modules en utilisant d’une part la formule de Clebsch–
Gordan et d’autre part la formule de Kac [7, Proposition 2.11], qui décompose les g-
modules simples typiques en g0-modules simples.
La décomposition en g0-modules simples ayant beaucoup de facteurs, on choisit une
disposition « matricielle » des facteurs Sa,b pour faciliter la lecture (et limiter les erreurs
. . .).
Lemme 7. On a la décomposition en g0-modules simples suivante, pour a entier
strictement positif et b entier positif :
P˜ a,b =


S2a,b−1 ⊕ S2a,b
⊕ 2S2a−2,b−2 ⊕ 2S2a−2,b−1 ⊕ S2a−2,b ⊕ S2a−2,b+1
⊕ S2a−4,b−3 ⊕ S2a−4,b−2 ⊕ 2S2a−4,b−1 ⊕ 2S2a−4,b
⊕ S2a−6,b−2 ⊕ S2a−6,b−1
sauf pour a = 2, b= 1 où il faut retirer S0,0.
Par convention, Sa,b = 0 si a < 0 ou b < 0.
Démonstration. Par définition de P˜ a,b , on a la suite exacte :
0→ P˜ a,b→ S˜a ⊗Λb(V ) d′−→ S˜a+1 ⊗Λb−1(V ) d′−→ S˜a+2 ⊗Λb−2(V )→ ·· ·
sauf pour les exceptions du Lemme 1.
On calcule la décomposition en g0-modules simples de S˜k ⊗Λl(V ) : la décomposition
en g0-modules simples de Sk(V ) ⊗ Λl(V ) se calcule via Clebsch–Gordan et l’isomor-
phisme
Sk(V )⊗Λl(V )=
⊕
0i2, 0j3
Sk−i (V0)⊗Λj (V0)⊗Λi(V1)⊗ Sl−j (V1).
On a Λ0(V0)= C=Λ3(V0), Λ1(V0) = V0 =Λ2(V0), Λ0(V1)= C =Λ2(V1), Λ1(V1)=
V1.
D’après Clebsch–Gordan et la loi de réciprocité d’Hermite (Sk(Sl(W))= Sl(Sk(W)) si
W désigne la représentation standard de sl2), on a :
Sn(V0)= S2m(W)⊕ S2m−4(W)⊕ S2m−8(W)⊕ · · ·
(on rappelle que V0 = S2(W)).
Tout est alors en place pour faire le calcul complet, et nous n’écrivons pas les 32 facteurs
qui interviennent dans S˜k ⊗Λl(V ).
Une fois obtenue la décomposition de S˜k ⊗Λl(V ) en 32 g0-modules irréductibles, on
applique la suite exacte et on obtient le résultat annoncé. ✷
Lemme 8. Les P˜ a,b sont des g-modules projectifs, pour a + b 3.
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Démonstration. Les g-modules S˜a et Λb(V ) sont irréductibles typiques pour a  2 et
b 2, ce qui se vérifie grâce à la Proposition 2.11 de [7]. Le produit tensoriel S˜a ⊗Λb(V )
est donc un g-module projectif si a  2 ou b 2 (voir par exemple [3, 2.1]). La suite exacte
longue de la démonstration du Lemme 7 donne le résultat. ✷
Lemme 9. La composante de bidegré (a, b) du noyau de µ˜ω (agissant dans
⊕
a,b P˜
a,b) a
la décomposition suivante en g0-modules simples :
Ker D˜ω =


S2a,b−1 ⊕ S2a,b
⊕ S2a−2,b−2 ⊕ S2a−2,b−1 ⊕ S2a−2,b ⊕ S2a−2,b+1
⊕ S2a−4,b−1 ⊕ S2a−4,b,
Ker µ˜ω =


S2a−2,b−2 ⊕ S2a−2,b−1
⊕ S2a−4,b−3 ⊕ S2a−4,b−2 ⊕ S2a−4,b−1 ⊕ S2a−4,b
⊕ S2a−6,b−2 ⊕ S2a−6,b−1.
Démonstration. Ceci résulte du fait que (P˜ , µ˜ω) et (P˜ , D˜ω) sont acycliques sauf en
bidegré (3,2) et de la connaissance des P˜ a,b . ✷
Si a = b+1, le Lemme 6 implique que les deux g-modules Ker µ˜ω et Ker D˜ω en bidegré
(a, b) sont supplémentaires dans P˜ a,b . La décomposition observée dans le Lemme 9
coïncide avec celle de la Proposition 2.11 de [7] pour le g-module simple typique de
plus haut poids aε + bη. Les facteurs Ker µ˜ω et Ker D˜ω sont donc les facteurs simples
du module projectif P˜ a,b . On a donc le suivant déclaration.
Proposition 1. Soient a et b deux entiers tels que a = b + 1. Le g-module simple typique
de plus haut poids aε+ bη est le noyau de D˜ω en bidegré (a, b) ainsi que le noyau de µ˜ω
en bidegré (a + 1, b+ 1).
Nous supposons maintenant et jusqu’à la fin de la preuve du théorème que a = b + 1,
i.e. nous nous attaquons aux modules atypiques. Nous choisissons un entier a  4. Dans
ce cas, on a vu que D˜ωµ˜ω + µ˜ωD˜ω agit par zéro sur P˜ a,b . On peut donc affirmer que
Ker D˜ω ∩ Ker µ˜ω est un g-module non trivial. Par le Lemme 9, la décomposition en g0-
modules simples de ce g-module est forcément contenue dans la somme directe :
S2a−2,b−1 ⊕ S2a−2,b−2 ⊕ S2a−4,b ⊕ S2a−4,b−1.
Utilisons maintenant la suite exacte des noyaux :
0 → Ker D˜ω →Ker µ˜ωD˜ω →Ker µ˜ω → coker µ˜ω → ·· ·→ coker µ˜ωD˜ω
→ coker µ˜ω → 0
relativement à la suite de flèches
P˜ a,b
D˜ω−→ P˜ a−1,b−1 µ˜ω−→ P˜ a,b.
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En utilisant le Lemme 9 pour µ˜ω agissant dans P˜ a−1,b−1, on remarque que Ker µ˜ω contient
les g0-facteurs S2a−6,b−3, S2a−6,b−4, S2a−8,b−2, S2a−8,b−3 qui n’apparaissent pas dans
P˜ a,b (Lemme 7). Ils ne peuvent donc pas intervenir dans Ker µ˜ωD˜ω . Comme, de plus, la
suite exacte des noyaux est une suite de g0-modules, sachant que la longueur de Ker µ˜ω
et de Ker D˜ω est exactement 8, la longueur de Ker µ˜ωD˜ω est nécessairement inférieure ou
égale à 16− 4= 12.
Or Ker µ˜ωD˜ω = Ker D˜ωµ˜ω puisque D˜ωµ˜ω + µ˜ωD˜ω = 0. Donc Ker µ˜ωD˜ω contient
Ker µ˜ω où µ˜ω agit sur P˜ a,b . Il contient également Ker D˜ω . Il contient donc Ker µ˜ω +
Ker D˜ω , qui est lui de longueur au moins 12 (Lemme 7). Par conséquent, Ker D˜ω ∩Ker µ˜ω
est de longueur 4 comme g0-module, et a donc la décomposition :
S2a−2,b−1 ⊕ S2a−2,b−2 ⊕ S2a−4,b ⊕ S2a−4,b−1.
Ceci est un g-module simple car si ce n’était pas le cas, on verrait apparaître dans
sa g0-décomposition un poids g-dominant, qui serait forcément atypique puisque la
longueur de sa g0-décomposition serait inférieure à 8. Or aucun autre poids atypique que
(a − 1)ε+ (b− 1)η = (a − 1)ε+ (a − 2)η (puisque a = b+ 1) n’intervient.
On vient donc de démontrer que le g-module atypique de plus haut poids (a − 1)ε +
(a − 2)η a pour g0-décomposition celle qui est annoncée au début du paragraphe pour
a  4.
Les cas a = 1,2,3 se traitent de manière identique, en tenant compte des différentes
décompositions : résumons la situation par l’écriture des P˜ a,b concernés (Lemme 7) :
S2,2
⊕ S4,1 ⊕ S2,1 ⊕ 2S0,1
⊕ S4,0 ⊕ 2S2,0


D˜ω−−→←−−
µ˜ω


S4,3
⊕ S6,2 ⊕ S4,2 ⊕ 2S2,2
⊕ S6,1 ⊕ S4,1 ⊕ 2S2,1 ⊕ S0,1
⊕ 2S4,0 ⊕ S2,0 ⊕ S0,0
D˜ω−−→←−−
µ˜ω


S6,4
⊕ S8,3 ⊕ S6,3 ⊕ 2S4,3
⊕ S8,2 ⊕ 2S6,2 ⊕ 2S4,2 ⊕ S2,2
⊕ 2S6,1 ⊕ S4,1 ⊕ S2,1
⊕ S4,0
et on obtient le résultat par les mêmes arguments que pour a  4.
Pour démontrer le Théorème 1, il faut comprendre quelle est la couverture projective
d’un module atypique.
Nous allons démontrer que les modules projectifs P˜ a,a−1 sont indécomposables.
On écrit le complexe (P˜ , D˜ω) :
0 D˜ω←− P˜ 2,1 D˜ω←− P˜ 3,2 D˜ω←− P˜ 4,3 ←− · · · .
On a vu (Lemme 6) que ce complexe est acyclique sauf en bidegré (3,2), où sa
cohomologie est C et en bidegré (2,1) où sa cohomologie est V .
590 C. Gruson / Journal of Algebra 259 (2003) 581–598
Lemme 10. Pour a  4, P˜ a,a−1 est indécomposable.
Démonstration. On a la suite de composition suivante pour P˜ a,a−1
0⊂Ker µ˜ω ∩Ker D˜ω ⊂Ker µ˜ω +Ker D˜ω ⊂ P˜ a,a−1
dont les quotients successifs sont : Ma−2, Ma−1 ⊕Ma−3 et Ma−2 pour a  4.
Les facteurs directs non triviaux des P˜ a,a−1 sont de longueur 2 comme g-modules
puisque P˜ a,a−1 est de longueur 4 et n’a aucun facteur de longueur 1 puisque tous les
facteurs de composition sont atypiques et donc non projectifs. Supposons qu’il existe
a  4 et une décomposition P˜ a,a−1 = N1 ⊕ N2 en g-modules non triviaux, N1 et N2
sont de longueur 2 comme g-modules et contiennent l’un et l’autre Ma−2 dans leur suite
de composition (si N1 n’a pas Ma−2 pour sous-quotient, il est égal à Ma−1 ⊕ Ma−3
par Jordan–Holder, ce qui est impossible car alors Ma−1 et Ma−3 seraient projectifs).
Supposons par exemple que Ma−2 intervient comme sous-module de N1. Ceci impose
alors que N1 est soit Ker µ˜ω soit Ker D˜ω d’après la suite de composition. Le raisonnement
est le même dans les deux cas, on peut donc se limiter au cas N1 =Ker µ˜ω.
En utilisant le Lemme 9, on obtient :
0→Ma−2 →N1 →Ma−3 → 0,
donc
0→M∗a−3 =Ma−3 →N∗1 →M∗a−2 =Ma−2 → 0,
donc N∗1 est la couverture projective de Ma−2.
Par ailleurs, N2 a la suite de composition :
0→Ma−1 →N2 →Ma−2 → 0,
donc N2 est la couverture projective de Ma−2, ce qui est impossible car N∗1 et N2 n’ont
pas la même suite de composition. ✷
Une démonstration similaire (adaptée aux modules qui interviennent) vaut pour P˜ a,a−1,
a  2.
Nous avons donc démontré que la couverture projective du module simple atypique Ml
est P˜ l+2,l+1. On note P˜ l+2,l+1 = Pl+1. Le décalage de notations permet d’éviter de noter
P−1 la couverture projective du module trivial.
Il nous reste à identifier la couverture projective de C.
Notons I = Indgg0 C. Nous voulons décomposer I en g-modules indécomposables. On
a I =Λ(g1) comme g0-module, d’après le théorème de Poincaré–Birkhoff–Witt. On a :
Λ0(g1)=Λ6(g1)=C= S0,0,
Λ1(g1)=Λ5(g1)= V0 ⊗ V1 = S2,1,
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Λ2(g1)=Λ4(g1)=Λ2(V0)⊗ S2(V1)⊕ S2(V0)⊗Λ2(V1)
= V0 ⊗ S2(V1)⊕ S4,0 ⊕ S0,0 = S4,0 ⊕ S2,2 ⊕ S0,0,
Λ3(g1)=Λ3(V0)⊗ S3(V1)⊕ Sµ(V0)⊗ Sµ(V1),
où µ est la partition 3= 2+ 1.
Λ3(g1)= S0,3 ⊕ S4,1 ⊕ S2,1,
car Sµ(V1)= V1 et Sµ(V0)=Λ2(S2(V0)).
On a donc :
Λ(g1)= 4S0,0 ⊕ S0,3 ⊕ 3S2,1 ⊕ 2S2,2 ⊕ 2S4,0 ⊕ S4,1.
On cherche les facteurs de composition pour g de I : on trouve M1 avec multiplicité 1
(provenant de S4,1). Parmi les autres facteurs de composition, on trouve les g-modules
de plus haut poids ε + 2η et 2ε. Ces deux modules sont typiques, on applique la
Proposition 2.11 de Kac [7], à la suite de quoi il reste un facteur direct J de I dont les
facteurs de composition sont M1 et deux copies du module trivial.
Comme I est un module induit, il est à la fois injectif et projectif et le facteur J
l’est aussi. De plus J est indécomposable car C et M1 ne sont pas projectifs. Comme
Homg0(C, J )=Homg(I, J ), par extension des scalaires, J contient forcément C, donc J
est la couverture projective de C, et son enveloppe injective.
2. Cohomologie de osp(3,2) à valeurs dans un module de dimension finie
On sait que la cohomologie à valeurs dans un module typique est nulle, car les modules
typiques sont séparés du module trivial par le caractère infinitésimal : le raisonnement est
alors identique à celui que l’on fait pour démontrer que la cohomologie d’une algèbre de
Lie semi-simple à valeurs dans un module simple non trivial de dimension finie est nulle.
2.1. Modules simples
Proposition 2. Soit l un entier positif ou nul, la cohomologie de Pl+1 est nulle. La
cohomologie de la couverture projective P0 de C est la même que la cohomologie de g0
à valeurs dans C, i.e. H 0(g0,C)=C, H 3(g0,C)=C2, H 6(g0,C)= C, et Hi(g0,C)= 0
∀i = 0,3,6.
Démonstration. Notons U(g) l’algèbre enveloppante de g. Soit M un g0-module de
dimension finie. Notons CoindM le module coinduit HomU(g0)(U(g),M), où M est
considéré comme un U(g0)-module à gauche. On a H ∗(g0,M) = H ∗(g,CoindM), par
le théorème de Poincaré–Birkhoff–Witt. De plus, si N est un g-module, on a :
HomU(g)(N,CoindM)=HomU(g0)(M,N).
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On considère dans le g-module simple Ml (l  0) un g0-facteur M non isomorphe à C
(il en existe toujours),H ∗(g0,M)= 0, donc H ∗(g,CoindM)= 0. Or Pl+1 est l’enveloppe
projective de Ml donc l’application g-linéaire non nulle (donc injective) de Ml dans
CoindM se prolonge en une application injective de Pl+1 dans CoindM , qui fait de Pl+1
un facteur direct de CoindM , d’où la première partie de la proposition. Pour le cas de P0,
on remarque que d’après la fin du paragraphe précédent, CoindC est somme directe de P0
et de deux modules typiques : CoindC et P0 ont donc la même cohomologie. ✷
On rappelle que l’on a un isomorphisme d’anneaux :
H ∗
(
osp(3,2),C
)C[X]/X2,
où X est une indéterminée de degré 3 (voir [6]).
On pose H =H ∗(osp(3,2),C).
Théorème 2. Soit l un entier strictement positif.
La cohomologie de Ml est un module libre sur H , ayant une base homogène formée de
deux éléments de degré l et l + 2.
La cohomologie de M0 est un module libre sur H ayant un générateur de degré 2.
Notons Ul le g-module défini par la suite exacte non scindée suivante pour l  1 :
0→Ml+1 →Ul →Ml → 0.
Ce module est bien défini car Ext1(Ml,Ml+1)= C car le noyau de l’application canonique
Pl+1 →Ml a exactement un quotient isomorphe à Ml+1 (voir le début de la démonstration
du Lemme 10).
Pour U0, on considère la suite exacte :
0→M1 →U0 →M0 ⊕C→ 0.
Lemme 11. La cohomologie des g-modules Ul est nulle pour tout l  0.
Démonstration. Pour tout l  0, on a la suite exacte :
0→ Ul → Pl+1 → Ul+1 → 0,
qui provient de la suite de composition des Pl et de la définition des Ul . On a donc une
suite exacte longue :
0→ Ul → Pl+1 → Pl+2 →·· · .
Celle-ci donne lieu à une suite spectrale du premier quadrant dont le terme Ep,q1 est
E
p,q
1 =Hq(g,Pl+1+p)= 0 et d’aboutissement H ∗(g,Ul) qui est donc nul. ✷
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Reprenons la suite exacte qui définit Ul : elle donne lieu à une suite exacte longue de co-
homologie qui, comme Ul n’a pas de cohomologie, permet d’affirmer que Hk(g,Ml+1)=
Hk−1(g,Ml) pour l  1 et donc que H ∗(g,Ml+1) est le même H -module que H ∗(g,Ml)
avec un décalage de degrés de 1.
Pour l = 0, on a
Hi(g,M1)Hi−1(g,C)⊕Hi−1(g,M0).
Pour démontrer le théorème, il suffit donc de calculer H ∗(g,M0)=H ∗(g,V ).
On connait l’enveloppe injective de M0 qui est P1. On connait la suite de composition
de P1. Ses quotients successifs sont M0, M1 et M0. Ceci donne lieu à la suite spectrale
suivante (on représente les termes Ep,q1 ) :
...
...
...
H 1(g,M0)→ H 2(g,M1)→ H 3(g,M0)→ 0,
H 0(g,M0)→ H 1(g,M1)→ H 2(g,M0)→ 0,
H 0(g,M1)→ H 1(g,M0)→ 0,
H 0(g,M0)→ 0.
L’aboutissement de cette suite spectrale est la cohomologie de P1 et est donc nul.
On a un isomorphisme de Hi(g,M1) dans Hi−1(g,C)⊕Hi−1(g,M0).
On vérifie par le calcul que chacune des flèches de gauche
Hi(g,M0)→Hi+1(g,M1)=Hi(g,M0)⊕Hi(g,C)
dans la suite spectrale est injective (en fait elle induit l’identité de Hi(g,M0)). Les termes
E
p,q
2 sont donc concentrés sur les deux colonnes de droite : ces termes sont donc égaux
aux termes deE∞ et sont donc nuls. On a donc un isomorphismeHi(g,C)Hi+2(g,M0)
puisque les lignes sont des suites exactes. Ceci démontre le théorème.
2.2. Modules indécomposables
Soit M un g-module indécomposable de dimension finie qui n’est ni simple ni projectif.
On note S (respectivementQ) le plus grand sous-module (respectivement module quotient)
somme directe de g-modules simples de M .
Lemme 12. On a la suite exacte :
0→ S→M→Q→ 0.
Démonstration. Si la flèche composée de S dans Q était non nulle, on trouverait un
facteur direct somme directe de modules simples dans M . Donc cette flèche est bien nulle.
Soit I l’enveloppe injective de S. On prolonge l’inclusion de S dans I en une inclusion
de M dans I . On note T le plus grand quotient semi-simple de I . L’application naturelle
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de M dans T est nulle : en effet, notons U l’image de M dans T . Soit P la couverture
projective de U , l’application canonique de P dans U se relève en une application
g-linéaire de P dans M , qui fait de P un facteur direct dans I , qui est projectif, donc de M .
Donc l’application naturelle de M dans T est nulle. Notons K le noyau de l’application
de I dans T , on remarque que K contient S et que K/S est semi-simple, donc M/S est
semi-simple, donc M/S est un quotient de Q, d’où le lemme. ✷
Pour unifier les notations, on désignera par M−1 le g-module trivial. Remarquons que
cette notation est décalée de −1 par rapport à celle de Germoni λj dans [4].
On note V ′i = Hom(Mi, S) et V ′′i =Hom(Mi,Q). On a donc
S =
⊕
i
V ′i ⊗Mi
comme g-modules et
Q=
⊕
i
V ′′i ⊗Mi.
Le module M est un élément de
Ext1(Q,S)=
⊕
i
⊕
j
(
Hom
(
V ′′j ,V ′i
)⊗ Ext1(Mj ,Mi)).
Or Ext1(Mj ,Mi) est connu : on peut le lire sur le carquois suivant, dim Ext1(Mj ,Mi) étant
le nombre d’arêtes qui relient le sommet j au sommet i . Ce carquois, qui apparait dans [4]
avec une différence de numérotation, est noté D∞.
0• 1• 2• 3• · · ·
•−1
Lorsque Ext1(Mj ,Mi) est non nul, on l’identifie à C et on note ui,j l’élément de
Hom(V ′′j ,V ′i ) ⊗ C qui correspond à M . La donnée de M est équivalente à la collection
de ui,j . On peut donc voir M comme une représentation de la réunion disjointe des deux
carquois orientés suivants :
0• 1• 2• 3• 4• · · ·
•−1
unionsq 0• 1• 2• 3• 4• · · ·
•−1
Γ − unionsq Γ +
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On peut dessiner M de la façon suivante :
V ′′0• V
′
1• V
′′
2• V
′
3• V
′
4• · · ·
•
V ′′−1
unionsq V
′
0• V
′′
1• V
′
2• V
′′
3• V
′
4• · · ·
•
V ′′−1
Comme M est un g-module indécomposable, l’une de ces deux configurations est
formée d’espaces tous nuls, et M est donc soit une représentation de Γ − soit une
représentation de Γ +.
Germoni remarque qu’alors M correspond à une racine positive non simple α du
diagrammeD∞ ; notons αi ,−1 i ∞, les racines simples, considérées comme indexées
par les sommets du diagramme. Une racine positive non simple est une combinaison
linéaire
∑
i−1 niαi , 0  ni  2 ∀i , l’ensemble des i tels que ni  1 est un sous-graphe
connexe Γ de D∞, l’ensemble des i tels que ni = 2 n’est non vide que si n−1 = n0 = 1
auquel cas c’est un intervalle commençant à 1 et s’arrêtant avec l’extrémité droite de Γ .
Théorème 3. Pour un entier i , on note H [i] le décalé de H de i : H [i]j =Hi+j .
Soit M un g-module indécomposable qui n’est ni simple ni projectif, avec la suite
exacte :
0→ S→M→Q→ 0.
Alors H ∗(g,M) est un H module libre N-gradué et si l’on note :
H ∗(g, S)=
⊕
i0
(
H [−i])si ,
H ∗(g,Q)=
⊕
i0
(
H [−i])qi ,
H ∗(g,M)=
⊕
i0
(
H [−i])mi ,
on a : mi = (si − qi−1)+ + (qi − si+1)+ où ()+ désigne la partie positive.
Démonstration. Comme les modules indécomposables atypiques qui ne sont ni simples ni
projectifs correspondent aux racines positives non simples de D∞, on connait les matrices
((ui,j )) dans chaque cas. Si par exemple M correspond à la racine α−1 + α0 + 2α1 + α2,
la représentation de Γ + associée a pour matrice :
M1 M1
M−1 1 0
M0 0 1
M2 1 1
conformément à [2, p. 63].
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Donnons un autre exemple, si M correspond à la racine α−1 + α0 + 2α1 + 2α2 + 2α3 +
2α4 + α5, la représentation de Γ + associée a pour matrice :
M1 M1 M3 M3 M5
M−1 1 0 0 0 0
M0 0 1 0 0 0
M2 1 0 1 0 0
M2 0 1 0 1 0
M4 0 0 1 0 1
M4 0 0 0 1 1
Soient M , S et Q comme dans l’énoncé. La suite exacte du Lemme 12 donne lieu à une
suite exacte longue de cohomologie :
· · ·→Hi−1(g,Q) δi→Hi(g, S)→Hi(g,M)→Hi(g,Q) δi+1→ Hi+1(g, S)→ ·· · ,
où δi désigne le cobord. On a donc la suite exacte :
0→ cokerδi →Hi(g,M)→ ker δi+1 → 0.
Nous devons donc calculer δk en fonction de la matrice ((ui,j )) associée à M . Il suffit de
le faire dans les deux cas élémentaires suivants :
0→Mi →M→Mi+1 → 0 et 0→Mi+1 →M→Mi → 0.
Le second cas a déjà été traité dans la démonstration du Théorème 2 : on trouve
que H ∗(g,M) = 0 et on en déduit que δ∗ est un isomorphisme de H ∗(g,Mi)[1] sur
H ∗(g,Mi+1).
Pour le premier cas on va utiliser le lemme suivant.
Lemme 13. Si M est défini par la suite exacte
0→M1 →M→M2 → 0, (1)
on a H ∗(g,M)H ∗(g0,C)[−1].
Démonstration. En prenant le début d’une résolution injective minimale de M , on obtient
la suite exacte :
0→M→ P2 → P0 ⊕P1 → P2 →N → 0,
où N est définie par la suite exacte :
0→M2 →N →M1 → 0,
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duale de la suite exacte (1). Or la cohomologie de N est triviale d’après ce qui précède.
Donc H ∗(g,M)  H ∗(g,P0)[−1] puisque P2 et P1 n’ont pas de cohomologie, d’où le
lemme. ✷
On en déduit que si M provient de la suite exacte
0→Mi →M→Mi+1 → 0,
on a H ∗(g,M)=H ∗(g0,C)[−i], puis que le cobord δ∗ :H ∗(g,Mi)→H ∗(g,Mi+1)[−1]
a pour matrice
( 0
0
1
0
)
selon les décompositions (Théorème 2)
H ∗(g,Mi)=H [−i] ⊕H [−i− 2] et H ∗(g,Mi+1)[−1] =H [−i− 2] ⊕H [−i− 4].
On en déduit le théorème par un examen au cas par cas des matrices. ✷
Terminons par des exemples. Considérons la racine de
D∞α = α−1 + α0 + 2(α1 + · · · + α2i )+ α2i+1.
Soit M le module qui correspond à la représentation indécomposable de Γ + définie par α.
On a alors :
H ∗(g,M)=H [−1] ⊕H [−3] ⊕H [−2i]⊕H [−2i− 2].
Remarquons de plus que l’homologie de M est le dual de la cohomologie de M∗. On a :
H ∗(g,M∗)=H ⊕H [−2] ⊕H [−2i− 1] ⊕H [−2i− 3],
M∗ étant la représentation indécomposable de Γ − définie par α.
D’une manière générale, si M correspond à une racine positive non simple α, le
nombre de décalés de H qui apparaissent dans H ∗(g,M)⊕H ∗(g,M∗) est au plus 8, dans
l’exemple que nous avons considéré H ∗(g,M) (respectivement H ∗(g,M∗)) est constitué
de 4 facteurs. Ceci n’est pas général : si on pose α′ = α + α2i+2 et si M ′ est le module
correspondant, on a :
H ∗(g,M)=H [−1] ⊕H [−3] ⊕H [−2i] ⊕ 2H [−2i− 2] ⊕H [2i− 4]
et
H ∗(g,M∗)=H ⊕H [−2].
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