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Einleitung
Elektronen in einem kristallinen Festk

orper oder, allgemeiner formuliert, Teilchen in ei-
nem r

aumlich periodischen Potential bilden ein System, das schon seit den Anf

angen der
Quantenmechanik von fundamentalem Interesse ist. Ein wichtiges physikalisches Pro-
blem ist dabei die Berechnung der quantenmechanischen Zust

ande solcher Teilchen, die
zus

atzlich einem homogenen elektrischen Feld ausgesetzt sind [1]. Die exakte L

osung die-
ses Problems ist jedoch selbst f

ur eindimensionale Systeme nicht m

oglich, da der Versuch
einer analytischen Berechnung auf un

uberwindliche mathematische Probleme st

ot. Diese





uhrte [2]. Mit seiner Ver

oentlichung stie er eine jahrzehntelange Diskussion an,

uber die man sich in [3] und [4] einen

Uberblick verschaen kann. Vor allem die Begrif-
fe Blochoszillationen, Zener{Tunneln [5] und Wannier{Stark{Quantisierung standen im
Mittelpunkt einiger Kontroversen [6]{[9]. Ein physikalisch wichtiges Ergebnis der Dis-
kussion ist die Erkenntnis, da es sich bei den Eigenzust

anden des betrachteten Systems
um Resonanzen, d.h. metastabile Zust

ande, handelt, die sich auf eine ganz bestimmte
Art und Weise anordnen lassen. Jede Resonanzenergie ist n

amlich Teil einer Folge von

aquidistanten Energieeigenwerten, den sogenannten Wannier{Stark{Leitern [4, 10]. Die
Wannier{Stark{Quantisierung wurde zuvor lange Zeit in Frage gestellt, denn Zak zeigte
[6], da der Hamiltonoperator des Systems ein kontinuierliches Spektrum besitzt und wi-
dersprach damit der Aussage, das Systeme habe diskrete Energieeigenwerte. Tats

achlich
ist das Spektrum, wenn man nur die reelle Achse betrachtet, kontinuierlich. Die Diskre-
tisierung ergibt sich erst, wenn man zur Betrachtung der komplexen Ebene

ubergeht.
Den ersten experimentellen Hinweis auf die Existenz von Wannier{Stark{Leitern fand
man in Versuchen zur optischen Absorption in einem Festk

orperkristall [11]. In j

ungster
Zeit wurde das Interesse an diesem Gebiet der Physik durch Experimente mit Halbleiter{

Ubergittern [12]{[19] und optischen Gittern [20]{[23] erneut geweckt, denn man ndet
hier weitere Realisierungen des untersuchten Hamiltonoperators. Insbesondere erweisen
sich neutrale Atome in stehenden Laserwellen als geeignete Studienobjekte. Die Untersu-
chungen mit Hilfe dieser Experimente haben den Vorteil, da sie nicht wie Versuche mit
Elektronen in Festk

orpern durch spezische Probleme wie Gitterfehler, Verunreinigun-
gen, Phonon{Elektron{Wechselwirkung, Elektron{Elektron-Wechselwirkung, etc. gest

ort
werden. Genauer gesagt, viele theoretische Aussagen

uber das System lassen sich erst



















Den Ausgangspunkt der Untersuchungen zu dieser Thematik in unserer Arbeitsgruppe
bildete die Entwicklung einer eÆzienten Methode zur Berechnung von Wannierzust

anden
[24, 25]. Anschlieend wurden verschiedene Aspekte des Wannier{Stark{Systems betrach-
tet [26]{[37]
1





wie es beispielsweise im Experiment [21] auftaucht
2
. Die vorliegende Arbeit soll in diesem
Zusammenhang kl

aren, wie die Lebensdauer der Wannier{Stark{Resonanzen durch den
periodischen Antrieb beeinut wird. Dabei dienen die in [41] entwickelten theoretischen
Grundlagen als Ausgangspunkt.
Zu dieser Arbeit
In dieser Arbeit wird untersucht, wie ein zeitlich periodisches elektrisches Feld das Sys-
tem eines Teilchens in einem Potential, das aus einem r

aumlich periodischen Anteil und
einem homogenen elektrischen Feld besteht, beeinut. Im speziellen werden dazu die
Auswirkungen des elektrischen Wechselfelds auf die Lebensdauer der stabilsten Wannier{
Stark{Leiter betrachtet. Dabei wird folgende Vorgehensweise gew

ahlt:
 Im ersten Kapitel werden zeitunabh

angige Stark{Systeme behandelt. Zun

achst wer-
den einige grundlegende Eigenschaften eines Blochteilchens in einem elektrischen
Gleichfeld er

ortert. Dabei spielt die Erl

auterung der Begrie Blochzustand, Wan-
nierzustand, Blochzeit und Floquet{Bloch{Operator eine zentrale Rolle. Der zweite
Teil des Kapitels ist der Streutheorie gewidmet. Ausgangspunkt ist die allgemei-




angige Stark{Systeme. Mit Hilfe der im





eine alternative Denition formuliert. Darauf aufbauend ergibt sich ein eÆzien-
ter Algorithmus zur numerischen Berechnung der Pole der S{Matrix und damit der
Energieeigenwerte des Systems. Schlielich wird die G

ute des Algorithmus an einem
numerischen Beispiel demonstriert.
 Im zweiten Kapitel werden die Ergebnisse des ersten Kapitels auf zeitabh

angige
Stark{Systeme ausgedehnt. Dazu wird zun

achst der Hamiltonoperator in eine Form
gebracht, die es erm











aueren Feldes wird durch eine geeignete Transforma-
tion der potentiellen Energie zugeordnet. Anschlieend wird untersucht, wie sich










Systeme betrachtet. Dabei wird analog zum ersten Kapitel vorgegangen.
1
Im Zusammenhang mit dem Ph

anomen des resonanten Tunnelns von Wannier{Stark{Zust

anden, das
in [37] behandelt wird, sei auf [38] hingewiesen. Dort ndet man eine

Ubersicht zum Thema Tunnelpro-
zesse in getriebenen Quantensystemen.
2
Solche Systeme sind klassisch chaotisch und dienen als Studienobjekte zur Kl

arung grundlegender
Fragen des Quantenchaos [39, 40].
EINLEITUNG 7
 Die Ergebnisse der beiden vorhergehenden Kapitel werden im dritten Kapitel f

ur
numerische Anwendungen verwendet. Der erste Teil widmet sich der Analyse der
Struktur des Quasienergiespektrums, d.h. die Abh

angigkeit der Quasienergien vom
Quasiimpuls wird untersucht. Dabei beschr

ankt sich das Interesse weitgehend auf
die beiden stabilsten Zust

ande. Anschlieend wird die Quasienergie als Funktion
der Frequenz des zeitlich periodischen elektrischen Feldes betrachtet. Vor allem
der Imagin

arteil zeigt ein interessantes Verhalten. Betrachtet man die Resonanz-
breite des Grundzustands in Abh

angigkeit von der Antriebsfrequenz, so besitzt der
zugeh

orige Graph eine charakteristische Struktur mit

aquidistanten Peaks gleicher









onnen mit Hilfe Fermis Goldener Regel erkl

art werden. Zum Abschlu wird





Berechnungen mit experimentellen Daten verglichen werden. Es stellt sich heraus,






In diesem Kapitel werden die Zust

ande eines quantenmechanischen Teilchens in einem
r














+ V (x) + Fx (1.1)
mit
V (x + a) = V (x) (1.2)
beschrieben.
Die angesprochene Skalierung betrit folgende Gr

oen: Die Masse wird gleich eins
gesetzt und die L

angenskala wird meist so gew

ahlt, da die Periode des Potentials a = 2
betr

agt. Auerdem wird die Energieeinheit so festgelegt, da die Amplitude des Potentials
gleich eins ist. Die zugeh

origen Umrechnungsformeln und ein Beispiel zur Umrechnung









at sich eine Wannier{Stark{





= E+En, mit n 2 Z und E = aF , Eigenenergien
des Systems. Abbildung 1.1 zeigt eine schematische Darstellung der Wannier{Stark{Leiter
f

ur den speziellen Hamiltonoperator H = p
2
=2 + cos x+ Fx mit F > 0.





auere Feld F stets ein reines Gleichfeld
1
sein. In diesem Kapitel soll
zun

achst der Fall eines zeitunabh

angigen Potentials mit zus

atzlichem Gleichfeld behan-






Der Begri Gleichfeld wird in dieser Arbeit als Bezeichnung f

















Abbildung 1.1: Schematische Darstellung einer Wannier{Stark{Leiter f

ur vier Energie-
niveaus des Systems H = p
2
=2 + cos x + Fx mit F > 0.
durch einen Hamiltonoperator mit zeitperiodischem Potential und reinem Gleichfeld dar-
stellen. Dies ist eine wichtige Tatsache, auf die in Kapitel 2.1 n

aher eingegangen wird.
Dort werden die notwendigen Umeichungen ausf

uhrlich beschrieben.
Will man die Eigenfunktionen und die Resonanzenergien des Systems berechnen, so
spaltet man meist die potentielle Energie in zwei Teile auf, n

amlich das Potential V (x)
und das

auere Feld Fx. Einer der beiden Teile der potentiellen Energie bildet dann zu-















. Es ergeben sich also zwei M

oglichkeiten,
das System zu betrachten:
 Das

auere Feld Fx wird als St





=2+ V (x) mit
V (x + a) = V (x) angesehen.
 Das Potential V (x) mit V (x + a) = V (x) st









achst soll folgender Standpunkt eingenommen werden, den man auch als die klas-











orung ist hier nicht im Sinne von St

orungstheorie zu verstehen. Mit ihm soll vielmehr
zum Ausdruck gebracht werden, da man zun

achst ein Ausgangssystem betrachtet, das anschlieend










das ein sogenanntes Blochteilchen { also ein Teilchen in einem periodischen Potential { be-





andert. Genauer gesagt wird als Ausgangszustand ein Blochzustand gew

ahlt und
dessen Zeitentwicklung im System (1.1) betrachtet. Diesem Ansatz ist der erste Teil die-
ses Kapitels gewidmet. Dort wird auerdem gezeigt, da das System eine intrinsische
Zeitskala besitzt, die durch die sogenannte Blochzeit gegeben ist. Weiterhin wird das
Verhalten des Quasiimpulses sowie der sogenannte Floquet{Bloch{Operator untersucht.
Die eben beschriebene Betrachtungsweise des Systems macht von N

aherungen keinen




uber das Verhalten eines Bloch-
teilchens in einem

aueren Feld liefert. Will man jedoch die spektralen Eigenschaften
des Systems (1.1) untersuchen, so ist der bisherige Ansatz ungeeignet. Der Hauptgrund
hierf





ar ist und das Spektrum von (1.1) f

ur jedes
F 6= 0 kontinuierlich ist [43]. F

ur F ! 0 gehen das Spektrum und die Eigenfunktionen















ortes Ausgangssystem, das durch das Potential V (x) gest

ort wird, so lassen sich
die spektralen Eigenschaften des Systems analysieren. Hierzu ben

otigt man die Streu-






angige Stark{Systeme untersucht wird.
1.1 Blochteilchen in einem homogenen elektrischen
Feld
In diesem Abschnitt soll zun

achst das Verhalten quantenmechanischer Teilchen in einem
r

aumlich periodischen Potential betrachtet werden. Zur Beschreibung dieses Systems die-
nen Bloch{ und Wannierzust

ande, also die Eigenzust

ande des Hamiltonoperators (1.1)
im feldfreien Fall. Daher ist diesen Funktionen der erste Teil der Untersuchung gewid-
met. Anschlieend werden die Auswirkungen des homogenen elektrischen Felds diskutiert.
Dazu wird die Zeitentwicklung der Blochfunktionen untersucht. Dabei wird sich heraus-
stellen, da die Blochzust

ande zu ganz bestimmten Zeitpunkten ihren urspr

unglichen
Quasiimpuls wiedererlangen. Das System besitzt also eine intrinsische Zeitskala, die man





at. Diese Art der Darstellung wird im Anschlu
an diesen Abschnitt f













achst sollen die Eigenzust








+ V (x) mit V (x+ a) = V (x) (1.5)
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mit einem periodischen Ortsanteil

l;k




















+ V (x) (1.9)
erf

ullt. Entwickelt man den Ortsanteil 
l;k
























Funktionen des Quasiimpulses k und k

onnen daher auf die Brillouinzone  =a < k < =a
beschr





oglicht es auerdem, sie als









Die EntwicklungskoeÆzienten  
l;n
(x) sind die sogenannten Wannierfunktionen oder Wan-
nierzust















alt. Im folgenden sei noch auf einige wichtige Eigenschaften der Bloch{ und Wannier-
zust

ande hingewiesen. Bei beiden handelt es sich um eine Menge orthonormaler Funktio-
nen in beiden Indizes. W

ahrend es sich bei den Blochfunktionen 
l;k
(x) um im Ortsraum
ausgedehnte Zust

ande handelt, sind die Wannierfunktionen  
l;n
(x) exponentiell lokali-
siert [44, 46], wobei der Hauptanteil innerhalb der n{ten Zelle des Gitters liegt, das durch
das periodische Potential V (x) beschrieben wird. Aufgrund der Periodizit

at des Poten-
tials V (x + a) = V (x) vertauscht der Translationsoperator T
a
= exp(iap=~), der einer




















Da der Translationsoperator ein unit




















(x) =  
l;n
(x  a) (1.15)
zwischen den Wannierfunktionen. Schlielich sei noch darauf hingewiesen, da die Wan-






1.1.2 Einu eines Gleichfelds
In diesem Abschnitt soll der Fall eines Blochteilchens in einem reinen Gleichfeld betrachtet
werden. F

ur das Potential gilt also wie im vorhergehenden Abschnitt V (x + a) = V (x).
W

ahrend der freie Hamiltonoperator H
0
(1.5) und der Translationsoperator T
a
vertau-
schen, ist dies f






der Fall. Mit T
a
(Fx) = F (x+ a) folgt f






; H] = aFT
a
: (1.16)
Ist 	 Eigenfunktion von H zum Eigenwert E, so gilt H (T
n
a











H. Daher entspricht die Vertauschungsrelation (1.16) auch genau der analogen Relation
f

ur den Hamiltonoperator des harmonischen Oszillators und die Operatoren a und a
y
.
Betrachtet man nun die Wirkung von T
a
auf den Zeitentwicklungsoperator U(t; 0) =
exp( iHt=~), so ergibt sich aus Gl. (1.16)
T
a







ur m 2 Z gilt exp( 2im) = 1. W

ahlt man folglich die Propagationszeit t so, da
aF t
~
= 2m ; m 2 Z (1.18)
gilt, so geht Gl. (1.17) in
T
a




uber, d.h. der Translationsoperator

uber die Periode des Potentials vertauscht mit dem





achsten Abschnitt wird eine weitere Herleitung der Blochzeit gege-
ben.
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Zun
















+ V (x) + Fx (1.21)
f









die Transformation in die sogenannte Impulseichung durch (vgl. (2.23)). Die Umeichung
der Wellenfunktion (x; t) geschieht mittels
(x; t) = S(t)
e
(x; t) ; (1.23)
und man erh
























+ V (x) : (1.25)
Der Beitrag des

aueren Feldes zum Potential ist verschwunden, daf

ur taucht die Feld-
st





















wobei die Zeitordnung durch das Dachzeichen

uber der Exponentialfunktion symbolisiert
wird. Das verbleibende Potential V (x), und damit auch der gesamte Hamiltonoperator
e
H(t), vertauscht mit T
a









unglichen Wellenfunktionen (x; t) ergibt sich
aus
U(t; 0) = S(t)
e
U(t; 0) : (1.27)
Er enth

alt also eine zus

atzliche Eichtransformation. U(t; 0) l

at sich demnach als Pro-
dukt zweier Operatoren schreiben, wobei der zweite mit dem Translationsoperator T
a
vertauscht und keinen Einu auf den Quasiimpuls hat, w

ahrend die gesamte Informa-
tion






In diesem Abschnitt soll kurz auf eine alternative

Uberlegung zur Herleitung der Blochzeit
eingegangen werden. Wendet man den Operator S(t) = exp( iFtx=~) auf die ebene Welle
hxjni = (2)
 1=2
exp(inx) an, so erh

alt man
S(t)jni = jn  Ft=~i : (1.28)
Damit ist klar, warum S(t) als Impulsverschiebungsoperator bezeichnet wird. Im allge-
meinen vertauschen der Impulsverschiebungsoperator S(t) und der Translationsoperator
T
a















ucksichtigen. Ist dieser Phasenfaktor jedoch gleich
eins, so vertauschen S(t) und T
a
:




Diese Bedingung ist genau dann erf












Wendet man den Operator S(t) auf einen Blochzustand mit Quasiimpuls  an, so


















=    Ft=~. Ist t ein Vielfaches der Blochzeit 
B
, so ist die Verschiebung
ein ganzzahliges Vielfaches von 2=a. Da die Brillouinzone aber auf  =a    =a
eingeschr

ankt ist und der Quasiimpuls folglich modulo 2=a deniert ist, nimmt er genau
zu diesen Zeitpunkten wieder seinen Ausgangswert an.
Zusammenfassend l

at sich folgendes sagen: Der Impulsverschiebungsoperator S(t)
beinhaltet alle Translationseigenschaften des Zeitentwicklungsoperators (1.27). Die Trans-
lationsinvarianz des feldfreien Hamiltonoperators bewirkt, da die Dynamik des Gesamt-
systems eine intrinsische Zeitskala besitzt, n

amlich die sogenannte Blochzeit 
B
= 2~=aF .
Der Zeitentwicklungsoperator U(t; 0) vertauscht n

amlich mit dem Translationsoperator
T
a
nur zu ganz bestimmten Zeitpunkten t, die ein Vielfaches der Blochzeit 
B
sind,
d.h. die Zeitpropagation stellt die Translationsinvarianz des feldfreien Hamiltonoperators,




Das betrachtete System sei weiterhin ein Teilchen in einem periodischen Potential, also




aueren Feld ausgesetzt ist, d.h.
1.1. BLOCHTEILCHEN IN EINEM HOMOGENEN ELEKTRISCHEN FELD 16




odingergleichung (1.20). Diese kann, wie oben gezeigt, mit
Hilfe des Impulsverschiebungsoperators S(t) so umgeeicht werden, da die modizierte
Schr





(x; t) von Gl. (1.24) eine Funktion, die
Gl. (1.14) erf

ullt, und zum Zeitpunkt t = 0 den Blochindex 
0
besitzt, so besitzt sie zu
jedem beliebigen Zeitpunkt t den gleichen Blochindex, denn
e
H und der Translationsope-
rator T
a
vertauschen miteinander. Die Ver

anderung des Blochindex der Ausgangswellen-
funktion (x; t) wird lediglich durch den Impulsverschiebungsoperator S(t) bedingt. Die
Bewegungsgleichung f

ur den Blochindex l

at sich direkt aus den Gln. (1.14) und (1.27)
ableiten. Sie lautet
~ _(t) =  F (1.32)
und wurde bereits von Bloch hergeleitet [1]. F

ur das hier betrachtete reine Gleichfeld
ergibt sich das bekannte Ergebnis (t) = 
0
  Ft=~. Der Blochindex durchl

auft alle
Werte innerhalb der Brillouinzone mit konstanter Geschwindigkeit und nimmt nach der
sogenannten Blochzeit 
B




Im vorhergehenden Abschnitt wurde gezeigt, da ein Blochzustand, auf den der Zeit-
entwicklungsoperator U(t; 0) angewendet wird, zu den Zeitpunkten t, die Vielfache der
Blochzeit sind, seinen urspr










; 0), also den Zeitentwicklungs-
operator

uber eine Blochperiode, zu denieren. Mit Hilfe dieser Operatoren kann nun die





+ V (x) + Fx (1.33)
mit V (x+a) = V (x) und F > 0 beschrieben werden. Der Floquet{Bloch{Operator, seine
Eigenzust

ande und die Beziehung zu den Eigenfunktionen des urspr

unglichen Hamilton-




















; 0) : (1.34)
Die zugeh

origen Eigenfunktionen sind die Quasienergiezust

ande eines Blochelektrons in ei-
nem konstanten Feld [47]. Diese k

onnen so konstruiert werden, da sie auerdem Gl. (1.14)
erf





) sei die einem bestimmten Blochindex  zugeordnete Pro-
jektion des Floquet{Operators. Man erh
















chindex ab und damit auch die Quasienergie. F

ur einen Floquet{Zustand 

mit Quasi-























ur den Zustand 





















(x; 0)  

(x) (1.36)
aufstellen. Unter Verwendung von U( + t; t)U(t; 0) = U(t+ ; )U(; 0) und U(t+ ; t) =



















ort also zur gleichen Quasienergie, besitzt jedoch den
verschobenen Quasiimpuls 
0
=    Ft=~. Das bedeutet aber, da man durch die konti-
nuierliche Zeitentwicklung eines bestimmten Floquet{Bloch{Zustandes die Zust

ande mit
allen anderen Quasiimpulsen erh

alt. Im Umkehrschlu folgt f

ur die Numerik, da die
berechneten Eigenwerte im betrachteten Fall nicht von dem zur Konstruktion der Pro-




urfen. Dies ist ein idealer Test f

ur
die Konvergenz der berechneten Quasienergien.
Die





) kann man mit Hilfe von (1.27) und den obigen















; 0) : (1.38)








aquivalent und besitzen das gleiche Spek-
trum.
Ausgehend von einem Zustand 

(x) aus Gl. (1.36) wird die Funktion

































 (x; t) = H (x; t). Durch Einsetzen von (1.36) l

at sich (1.39) in die
Beziehung

























 (x; 0) (1.40)
umformen. Der Zustand  (x)   (x; 0) ist also eine Eigenfunktion von H zum Eigenwert
E. Andererseits l

at sich der Blochzustand 

(x) mit Hilfe einer L

osung von H (x) =






exp(ian) (x  an) : (1.41)
1.1. BLOCHTEILCHEN IN EINEM HOMOGENEN ELEKTRISCHEN FELD 18
Die Energien der Zust






 ) = [E   aFn](T
n
a
 ) : (1.42)
Nach einer Zeitentwicklung bis zur Blochzeit 
B
= 2~=aF besitzen dann alle Zust

ande
 (x an; t) den gleichen Phasenfaktor exp( iE
B
=~), denn die zus

atzliche Phase, die we-





ullt somit automatisch die Bedingung (1.35) und ist daher ein Floquet{Bloch{Zustand.





obigen Beziehung mit der Verkn

upfung zwischen den Bloch{ und Wannierzust

anden des
feldfreien Hamiltonoperators. Auch Gl. (1.39) kann man in eine zu Gl. (1.12) analo-
ge Form bringen. Wie bereits erw

ahnt, besitzt die Funktion 

(x; t) den Quasiimpuls

0
=    Ft=~, d.h. 

(x; t) = 
 Ft=~
(x; 0). Ersetzt man nun die Integration

uber die
Zeit durch eine Integration

uber die Brillouinzone, also dk =  dt 2=a
B
, und pat die










Dies entspricht Gl. (1.12) f

ur den Fall n = 0. Deniert man entsprechend (1.15) die





 (x) =  (x  an) so erh
















Die Quasienergie wird in Gl. (1.35) nur bis auf Vielfache von aF deniert. Abh

angig
davon welche der Quasienergien E
n




andert sich dann auch
der Phasenfaktor exp( iEt=~) in Gl. (1.36). Der zus

atzliche Faktor ist exp( iaFnt=~),
bzw. exp( ian) mit Hilfe des Quasiimpulses ausgedr

uckt, was genau dem Phasenfaktor
in Gl. (1.44) entspricht. Tats

achlich ist jeder Quasienergie der Floquet{Leiter eine Quasi-
energie der aus (1.16) resultierenden Wannier{Stark{Leiter zugeordnet und die spektralen
Eigenschaften von H und dem Floquet{Bloch{Operator U(
B
) sind identisch.
Damit hat man f

ur den Fall eines zeitunabh

angigen Potentials mit den zeitunabh

angig-










atze von Basisfunktionen zur Verf

ugung. Die Beziehung zwischen diesen beiden S

atzen
entspricht der Beziehung zwischen den Bloch{ und den Wannierzust

anden, wenn kein Feld
vorhanden ist, und ein Wechsel von der einen Art der Beschreibung zur anderen kann leicht
vollzogen werden. Im Rahmen der im n






















+ Fx+ V (x) (1.45)
von einem anderen Standpunkt aus betrachtet werden. Der kinetische Term bildet nun
zusammen mit dem Feldanteil das ungest






wird. Hier sollen sowohl der Feldterm Fx als auch das Potential V (x) zeitunabh

angig
sein. Die Ausweitung des hier dargestellten Formalismus auf zeitabh

angige Systeme wird
in Kapitel 2.3 durchgef

uhrt.





d.h. jV (x)j < const:, und f

ur das Feld gelte F > 0. Asymptotisch ist der Feldterm


















onnen in negativer x{Richtung zerfallen, nachdem
sie eine endliche Anzahl von Potentialw

allen durchtunnelt haben. Es handelt sich also
um Resonanzen bzw. metastabile Zust

ande. Man verwendet daher die Streutheorie, um
dieses System zu beschreiben. Mit ihrer Hilfe kann man die S{Matrix S(E) denieren,
durch deren Pole die komplexen Resonanzenergien E = E i =2 gegeben sind. Die genaue
Vorgehensweise zur Bestimmung dieser Pole wird in den folgenden Abschnitten gezeigt.
Zuerst sollen aber die Eigenschaften der S{Matrix untersucht werden.
1.2.1 Denition der S{Matrix







achst wird die S{Matrix S(E) f

ur Stark{Systeme allgemein deniert. Im n

achsten




ande benutzt, um zu
einer alternativen Darstellung der S{Matrix zu gelangen. Mit ihrer Hilfe l

at sich ein























+ Fx; F > 0; (1.46)
3
Im weiteren Verlauf dieses Kapitels werden ausschlielich periodische Potentiale V (x + 2) = V (x)
betrachtet. Diese spezielle Eigenschaft wird aber f













anden, vergleicht. Die freien Wellenfunktionen 	
0
(E) lassen







(E; x) = E	
0
(E; x) (1.47)











































ande lassen sich folglich schreiben als
	
0
















ucktransformation in den Ortsraum erh






handelt es sich um Airy{Funktionen, d.h.
	
0



























Betrachtet man die Streuwellenfunktionen 	
S
(E), so besitzen sie bis auf eine zus

atzliche
Phasenverschiebung '(E) zwischen einfallender und auslaufender Welle die gleiche As-
ymptotik. F

ur x!  1 kann man also die Beziehung
	
S














aufstellen. Im hier betrachteten Fall eines Stark{Felds ist es geschickter, den Vergleich
des asymptotischen Verhaltens im Impulsraum statt im Ortsraum durchzuf

uhren, also
die Wellenfunktionen (1.50) zu betrachten. Das ist problemlos m






ur F > 0 erfolgt der Zerfall in negativer x-Richtung.
Das bedeutet, im Grenzfall k !  1 ist 	
0
(E; k) der auslaufende Teil und im Grenzfall






















mit H = H
0







ande des freien Hamiltonoperators (1.46). Man kann







































ucksichtigung von Gl. (1.55) erh

















die im folgenden benutzt wird.
1.2.2 Denition der S{Matrix mit Floquet{Bloch{Zust

anden
Nun soll der Fall eines periodischen Potentials der Periodenl

ange 2 betrachtet werden,
d.h. V (x+a) = V (x) mit a = 2. Der betrachtete Hamiltonoperator liegt also in skalierten
































ur ein 2{periodisches Po-
tential 
B





=~) mit der Translation x! x + 2 [47]. Daher besitzen die Floquet{Bloch{
Zust

ande einen wohldenierten Quasiimpuls . Wie aus Kapitel 1.1.3 bekannt, sind die
L

osungen von Gl. (1.54) und Gl. (1.58)

aquivalent. Aus den L

osungen der zweiten Glei-














berechnen. Daher kann man in der Denition der S{Matrix (1.57) statt der Asymptoten
der Funktion 	
S

















mit n 2 Z darstellen. Aus (1.59) folgt sofort
hn+ j
S












(E; ) stimmen also an den Stellen k = n+

uberein, und
man kann die Asymptoten von 
S
(E; ) in der Formel (1.57) f

ur die S{Matrix verwenden.








(E; n)jn+ i (1.62)
und deniert die KoeÆzienten C
0





















alt man die M






ufen. D.h. man besitzt f

ur den verwendeten Algorithmus
ein Kriterium zur Festlegung der rein numerischen Parameter.
1.2.3 Asymptotik der Floquet{Bloch{Zust

ande
Sei nun der Quasiimpuls  = 0 und damit die ebenen Wellen hxjni mit n 2 Z die
Basisfunktionen. F
































+ V (x) (1.66)































upft sind. Der Impulsverschiebungsoperator S(
B
) = exp( ix) be-
wirkt hier also lediglich eine Verschiebung der Indizes, denn f























mit  = exp( iE
B
=~) = exp( iE=F ). F

ur n ! 1 wird der kinetische Term des




aherungsweise diagonal. Unter der
Annahme, da dies f




















































(E), so gelten die Beziehungen (1.69) und
(1.70) exakt f

ur jedes beliebige m. Die L





















d.h. die Fourier{transformierten Airy{Funktionen (1.50) in einer diskretisierten Form. Zur




(E) sollen die Komponenten des Vektors C
S
so angeordnet werden, da die Indizes von unten nach oben gr








































alt die KoeÆzienten mit n > N , C
( )
S






mit  N   1  n  N . Aus (1.68) und (1.69) ergibt sich sofort eine Rekursionsformel
zur Berechnung der Komponenten von C
(+)
S














ur m  N (1.73)
aus dem KoeÆzienten C
S

















ur m <  N   1 ; (1.74)
4
Der Einu der Nebendiagonalen auf die Eigenwerte und Eigenvektoren mu also vernachl

assigbar

















mj abnehmen. Mit Hilfe dieser Beziehung kann
man absch

atzen, wie gro N gew

ahlt werden mu, damit die N









angen rekursiv von C
S
( N   1) ab. Sei W die Matrix, die dadurch entsteht,
da die Matrix
e
U auf die Gr



























































wobei der Vektor C
(0)
S





ur ein gegebenes  verkn








man kann mit ihrer Hilfe die S{Matrixelemente berechnen [28].
1.2.4 Berechnung der Resonanzenergien
Aus der Denition der S{Matrix f

ur Stark{Systeme (1.57) erh






















Die S{Matrix ist eine analytische Funktion der (komplexen) Energie. Die Resonanzener-
gien des hier betrachteten Systems sind durch diejenigen Pole dieser Funktion gegeben,
deren Imagin

arteile negativ sind. Betrachtet man die Asymptoten der Streuwellenfunktio-
nen, so m

ussen diese im Falle einer Resonanz die sogenannten Siegert{Randbedingungen
erf

ullen. Das bedeutet, da die Asymptoten der entsprechenden Streuzust

ande nur aus-
laufende Wellen sind, es gibt also keinen einlaufenden Beitrag. Der Anteil der freien
L

osungen liefert keine Pole f

ur komplexe Energien E = E   i =2. Die Pole k

onnen also






uhren. Um die Siegert{Bedingung zu erf

ullen,
mu der Anteil der einlaufenden Welle verschwinden, d.h. C
(+)
S
= 0. Damit ist wegen
(1.73) auch C
S












oer man N w

ahlt, umso besser ist die Bedingung (1.69) erf

ullt und die berech-







ufen, wird im n















+ cos(x) + Fx (1.79)
wird eine Beispielrechnung mit F = 0:08 und ~ = 1:0 durchgef






) (1.65) in einer Basis von M = 2N + 1 Basiszust

anden, hier den ebenen






















= (j   1=2)t, j 2 f1; 2; :::; j
max




gilt. Dann wird gem

a
Gl. (1.75) die Matrix B
N





alt man schlielich unter Verwendung der Beziehung 
B
= ~=F aus
E = iF ln : (1.81)
Die zur Berechnung verwendeten MATLAB{Programme ndet man in Anhang A.1.1 und
A.1.2. In den Tabellen 1.1 und 1.2 sind die drei langlebigsten Resonanzen, d.h. diejenigen




ur verschiedene N und j
max
= 100 aufgelistet. Man
erkennt, da die numerischen Daten mit zunehmender Matrixgr

oe M = 2N + 1 sehr
rasch konvergieren. Es ist daher m

oglich, die Berechnung der Resonanzen mit sehr klei-
nen Matrizen durchzuf

uhren. Betrachtet man die Abh

angigkeit der Ergebnisse von der




allt auch hier die gute Konvergenz auf. Durch Ver-
vierfachung der Anzahl der Iterationsschritte erzielt man lediglich eine relative

Anderung




. Die benutzte Methode zur Berechnung von
Stark{Resonanzen mu also als sehr eektiv angesehen werden.
Abbildung 1.2 soll der Illustration der numerischen Daten dienen. Sie ist [37] ent-
nommen und zeigt die Ergebnisse einer analogen Beispielrechnung f

ur dem Hamiltonope-
rator (1.79). Bei dieser Rechnung wurden genau wie im obigen Beispiel die Parameter
~ = 1:0 und F = 0:08 verwendet. Man erkennt die charakteristische Form des Potentials
cos(x)+Fx mit F > 0. Alle Eigenzust

ande des Systems k

onnen in negativer x{Richtung
zerfallen, nachdem sie eine endliche Anzahl von Potentialbarrieren durchtunnelt haben.
Der Grundzustand (dunkelgrau) ist die langlebigste Resonanz. Die zugeh

orige Resonanz-
energie liegt dicht oberhalb des Potentialminimums und der Zustand ist im wesentlichen
innerhalb einer Potentialmulde lokalisiert. In diesem Beispiel mu er drei Barrieren durch-
tunneln, um zu zerfallen. Der erste angeregte Zustand (hellgrau) ist kurzlebiger als der
Grundzustand. Das erkennt man in Abbildung 1.2 daran, da die zugeh

orige Resonanz-
energie fast am oberen Rand der Potentialmulde liegt und der Zustand beim Zerfall nur
eine einzige Barriere durchtunneln mu. Der Abbildung entnimmt man ebenfalls, da
der erste angeregte Zustand weniger stark lokalisiert ist. Wie man sieht, ist das Betrags-













4 2.15819602e-01 4.87389279e-02 1.79010681e-01
6 2.15819246e-01 4.87147299e-02 1.78542446e-01
8 2.15819246e-01 4.87147121e-02 1.78539757e-01
10 2.15819246e-01 4.87147121e-02 1.78539757e-01
15 2.15819246e-01 4.87147121e-02 1.78539757e-01
15 2.15815339e-01 4.87108057e-02 1.78535851e-01
Tabelle 1.1: Realteile der drei langlebigsten Resonanzen des Systems (1.79) f

ur verschie-
dene N und j
max












4 -6.38753506e-09 -9.57459514e-04 -5.25006844e-02
6 -3.85914254e-09 -9.63642901e-04 -5.13947245e-02
8 -3.85242165e-09 -9.63625194e-04 -5.13997311e-02
10 -3.85241886e-09 -9.63625192e-04 -5.13997244e-02
15 -3.85241217e-09 -9.63625192e-04 -5.13997244e-02
15 -3.85241353e-09 -9.63625177e-04 -5.13997243e-02
Tabelle 1.2: Imagin

arteile der drei langlebigsten Resonanzen des Systems (1.79) f

ur ver-
schiedene N und j
max








ur den ersten angeregten Zustand sind auerdem drei Stufen der zu-
geh

origen Wannier{Stark{Leiter eingezeichnet. Man erkennt sehr gut die

Aquidistanz der
Energieniveaus. Ihr Abstand betr

agt in diesem Beispiel 2F  0:50.




angige Systeme abgeschlossen werden.





Im ersten Teil des Kapitels wurde das Verhalten von Teilchen in einem r

aumlich periodi-
schen Potential unter dem Einu eines homogenen elektrischen Felds untersucht. Zur
Beschreibung dieses Systems wurden die Bloch{ und die Wannierfunktionen eingef

uhrt
und ihre Zeitentwicklung im

aueren Gleichfeld betrachtet. Auerdem wurde dargelegt,
da das System eine intrinsische Zeitskala besitzt, die durch die Blochzeit 
B
gegeben ist.
Die Zeitentwicklung der Blochzust

ande zeichnet sich n

amlich dadurch aus, da zu Zeit-














Abbildung 1.2: Wannier{Stark{Resonanzen im Potential cos(x) + Fx (aus [37]): Der
Realteil der Resonanzenergien und das Betragsquadrat der Wellenfunktionen sind f

ur den
stabilsten Zustand (dunkelgrau) und den ersten angeregten Zustand (hellgrau) dargestellt.
Auerdem sind f





wieder annimmt. Aufgrund dieser Tatsache konnte der Floquet{Bloch{Operator deniert










me dargestellt. Es wurde gezeigt, da man aus der allgemeinen Denition der S{Matrix
mit Hilfe der Floquet{Bloch{Zust

ande zu einer alternativen Denition gelangen kann.
Diese bildet die Grundlage f

ur das anschlieend erl

auterte Verfahren zur Berechnung der
Pole der S{Matrix. Abschlieend wurde die numerische Anwendung dieses Verfahrens




















+ V (x) + F (t)x (2.1)
mit V (x + a) = V (x) und F (t + T ) = F (t) durchgef






angigen Fall vorgegangen. Zun

achst wird jedoch eine Umeichung











angigkeit ist durch die Transformation auf das Potenti-
al

ubergegangen. Mit Hilfe des umgeeichten Hamiltonoperators ist es dann problemlos
m





2.1 Eichung des Hamiltonoperators
Im folgenden wird das Hauptaugenmerk den Eigenschaften eines Blochteilchens gelten, das
sich zus

atzlich in einem kombinierten Gleich{ und Wechselfeld, also einem zeitperiodischen





aquivalent beschreiben durch ein Teilchen in einem reinen Gleichfeld, das sich in
einem modizierten zeitabh

angigen Potential bendet. Diese Art der Darstellung erweist
sich f

ur die weitere Untersuchung des beschriebenen Systems als besonders n

utzlich und
die Form des zugeh

origen Hamiltonoperators soll als Standardform bezeichnet werden. Die
notwendigen Transformationen werden in den folgenden beiden Abschnitten erl

autert.
2.1.1 Transformation der klassischen Hamiltonfunktion
Mit Hilfe einer kanonischen Transformation kann man die klassische Hamiltonfunktion





Spezialfall kurz beschrieben werden.
29
2.1. EICHUNG DES HAMILTONOPERATORS 30
Ein Teilchen der Masse M = 1 bendet sich in einem zeitunabh

angigen Potential und
ist auerdem einem Gleichfeld sowie einem zeitlich periodischen Antrieb ausgesetzt. Die
zugeh










x cos(!t) ; (2.2)
wenn man sich auf den Fall beschr

ankt, da der periodische Antrieb nur eine Frequenz
enth






























Das Wechselfeld soll also in den kinetischen Term der Hamiltonfunktion verlagert werden.
Aus Gl. (2.5) folgt durch Integration












Damit kann man die Bewegungsgleichung (2.3) f









und wiederum den explizit zeitabh




















Integriert man Gl. (2.8)
















Wenn die durch (2.6) und (2.10) beschriebene Transformation kanonisch ist, mu




onnen, so da auch f

ur die transformierten




















































) + V (x
0



















































at sich also das hier betrachtete System mit mindestens zwei

aquivalenten
Hamiltonfunktionen beschreiben. Allerdings sollte man dabei beachten, da die Dynamik
der beiden Systeme (2.2) und (2.16) nicht

ubereinstimmt. Im folgenden Abschnitt wird
gezeigt, wie die hier durchgef





2.1.2 Transformation des quantenmechanischen Hamiltonope-
rators
Nun soll das Problem eines Teilchens in einem periodischen Potential V (x) = V (x +
2), das zus

atzlich einer Kombination aus Gleich{ und Wechselfeld ausgesetzt ist, vom
Standpunkt der Quantenmechanik aus untersucht werden. Der Hamiltonoperator dieses





+ V (x) + F (t)x : (2.17)
Da sich das Feld F (t) wie gefordert aus einem Gleichfeld{ und einem Wechselfeldanteil
zusammensetzen soll, kann es in zwei Beitr

age aufgespalten werden:






 einen um Null oszillierenden Anteil F
!
(t) mit der Periode T
!
= 2=!:







ur die weitere Diskussion soll analog zur klassischen Betrachtung in Kapitel 2.1.1 eine
ausgezeichnete Form des Hamiltonoperators, die sogenannte Standardform, hergeleitet
werden. Dies erfolgt durch eine Abfolge von Eichtransformationen. Im einzelnen handelt













Die Transformation in die Impulseichung ist so gew

ahlt, da der zeitabh

angige Anteil der



























verschwindet. Sie entspricht einer elektromagnetischen Eichtransformation der Potentiale
des

aueren Feldes. Eicht man n


































) um, so wird der oszillierende Teil des

aueren
Feldes gleich null und f





(t). Nach dieser Trans-
formation ist das zeitabh

angige Feld also nicht mehr Bestandteil des Potentials, sondern
taucht nur noch als Impulsverschiebung im Ausdruck f

ur die kinetische Energie auf. Des-
halb wird hier die Bezeichnung Impulseichung verwendet. Bei der Umeichung des elek-
tromagnetischen Potentials mu auch die







werden. Aus der Quantenmechanik ist bekannt, da sich die neue Wellenfunktion 
!
(x; t)

























































ergibt sich auf analoge


















+ V (x) + F
0
x : (2.26)
Wie man sieht, entspricht die hier durchgef

uhrte quantenmechanische Umeichung genau
der analogen Transformation der klassischen Hamiltonfunktion, die durch die Gln. (2.5)
und (2.6) beschrieben wird.
Kramers{Henneberger{Transformation
Die Kramers{Henneberger{Transformation [49]{[52] besteht aus zwei Teilschritten. De-






























at sich mit Hilfe der Transformation

1
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f

ur die Wellenfunktion 
2
(x; t). Durch eine Reskalierung der Energie in der Form

2
























































was der Kramers{Henneberger{Eichung entspricht. Die hier durchgef

uhrte Transfor-
mation entspricht klassisch der in Gl. (2.10) vorgenommenen Umformung. Im Unter-
schied zur Klassischen Mechanik mu bei der quantenmechanischen Umeichung jedoch
die zus

atzliche Energiereskalierung (2.32) durchgef

uhrt werden.
Es zeigt sich also, da es f

ur ein Teilchen, das sich in einem Potential V (x) ben-












aquivalente Beschreibungen gibt. Zum einen l

at sich ein solches











atzlichen Annahme, da der Feldanteil F
!
(t) nur eine einzige Frequenz ent-
h















gilt, bekommt man f









+ V (x + [cos(!t)  1]) + F
0
x (2.36)




. Das transformierte Potential enth

alt einen oszillierenden Anteil, der























uhrt werden, d.h. die
x{Koordinate wird um einen konstanten Betrag verschoben und die Energie umgeeicht.




Integration von Gl. (2.8). Sie wird n


























ur die Wellenfunktion 

(x; t). Damit liegt der Hamiltonoperator in der gew

unschten
Standardform vor, die f

ur die weiteren Untersuchungen ben

otigt wird. Der Hamiltonope-
rator in Gl. (2.38) stimmt auerden, wie erwartet, mit der Standardform der klassischen





Aquivalenz der Spektren der Floquet{Operatoren























aquivalent sind. In die Transformation zwischen diesen beiden Hamiltonoperatoren ge-
hen zeitabh

angige Verschiebungen des Ortes, des Impulses und der Energie ein. Das
bedeutet jedoch, da die Dynamik der beiden Systeme nicht

ubereinstimmt. Betrach-
tet man aber zeitlich periodische Systeme, so kann man alle spektralen Eigenschaften
dem Floquet{Operator, dem Zeitentwicklungsoperator

uber eine volle Periode, entneh-
men. Dazu betrachtet man das System zun






(0) = 0 und somit

!




(x; 0) : (2.41)
Zum Zeitpunkt t = T gelten die Beziehungen G
!
(T ) = K
!






(t) = T .
Damit ergibt sich f

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(x; 0) und 





(x; 0), so l
















Bis auf eine konstante Energiedierenz E
p
stimmen also die Spektren der beiden Ope-
ratoren

uberein und die zugeh







Aquivalenz der beiden Systeme (2.39) und (2.40) erlaubt es, je nach Problem-
stellung dasjenige auszuw

ahlen, das zur Untersuchung eines bestimmten Aspektes am




aueres Feld stets so transformiert
werden, da die Zeitabh

angigkeit in das Potential verlagert wird. Bei der Betrachtung ei-



















 Ein Teilchen bendet sich in einem zeitunabh










x. Dieser Fall wurde in Kapitel
1 behandelt.









x, wobei V (x; t+T ) = V (x; t)
gilt.




ur Systeme mit zeitunabh

angigem Potential wurde be-
reits in Kapitel 1.1.3 behandelt. Solche Systeme besitzen nur eine intrinsische Zeitskala,
n

amlich die Blochzeit 
B
. Betrachtet man ein periodisches Potential V (x) = V (x + a)
mit a = 2, so ist 
B
= ~=F . Im Fall von zeitlich periodischen Potentialen besitzt das
System wegen der zeitlichen Periodizit

at des Potentials eine zweite intrinsische Zeitskala,
n

amlich die Periodendauer T
!
. Will man einen Floquet{Bloch{Operator mit den gleichen
Eigenschaften wie beim zeitunabh






und die Periode des Potentials T
!
kommensurabel sein, d.h. es mu eine gemeinsame
Periode T existieren, so da f





. Dann gilt nach Gl. (1.27)
f

ur den Floquet{Operator U(T )  U(T; 0)
U(T ) = exp( iqx)
e
U(T ) : (2.46)
Die Anwendung von Gl. (1.27) ist hier problemlos m

oglich, obwohl sie bei der Betrachtung
zeitunabh

angiger Stark{Systeme hergeleitet wurde. An dieser Herleitung (vgl. (1.20){
(1.27))

andert sich jedoch nichts, wenn man Kramers{Henneberger{transformierte Ha-























aquivalent waren, gilt dies im zeitabh

angigen
Fall nur noch f



































(x; t) ; 

(x; T ) = 






ucksichtigt man die zeitliche Periodizit





) = U(t; 0)
und damit




















) mit r = 0; 1; :::; p 1 sind also Floquet{Zust

ande mit der gleichen
Quasienergie, sie besitzen aber unterschiedliche Quasiimpulse   rq=p. Damit kann man
f

ur die Operatoren U
()















(T ) : (2.50)
Bei der Betrachtung zeitabh

angiger Potentiale ist somit die Brillouinzone des Floquet{
Operators U(T ) p-fach entartet und nur die Zust




















altnis zwischen den Floquet{Bloch{Zust





























mit dem Unterschied, da hier nur bestimmte diskrete Werte eingehen. Die Funktionen
'


























(x; 0) : (2.52)
Aus Gl. (2.49) folgt, da der Floquet{Operator U(T
!










onnen dann als Eigenfunktionen
beider Operatoren gew

ahlt werden. Damit erh

alt man die Beziehung
'









2.2. BLOCHTEILCHEN IN EINEM ELEKTRISCHEN WECHSELFELD 38




ande. Die Funktionen '

(x) sind also aus-
gedehnte Zust

ande. Die Brillouinzone ist jetzt um den Faktor p verkleinert, denn der







(x) hingegen hat sich wegen T
!
= T=p die Brillouinzone um den
Faktor p vergr

oert. Die Quasienergie kann nun die Werte 0  E  ~! = 2Fp=q anneh-









ande die verschiedenen Stufen
der Quasienergieleiter E
n
= E + 2Fn=q mit n = 0; :::; p   1 verwendet. Geht man von
einem Zustand '




















(x) bis auf einen Phasen-
faktor identisch. Deshalb kann der Index n nur die Werte n = 0; :::; p  1 annehmen. Aus
der Leiteroperatoreigenschaft von T
2





= E+2Fn besitzt. Da die obere Grenze der Quasienergies-
kala ~! = 2Fp=q ist, m












+ 2Fm=q, also die gleichen Werte wie bei der Quasi-





auch hier, da jeder Quasienergie der Quasienergieleiter von U(T ) eine entsprechende
Quasienergie der Quasienergieleiter von U(T
!
































upft. Die erste Beziehung ist analog zu Gl. (1.44). Die R

ucktrans-









angige Potentiale die M

oglichkeit, die Floquet{Bloch{Operatoren (1.34) und (2.46)










Basisfunktionen entspricht derjenigen zwischen Bloch{ und Wannierzust

anden im feld-
freien Fall. Welche Basis zur Beschreibung der Dynamik gew

ahlt wird, ist willk

urlich. Ist
der Ausgangszustand beispielsweise ein Blochzustand, so ist es geschickt, die Floquet{
Bloch{Zust

ande zur Beschreibung zu verwenden, da so die Zeitentwicklung leicht durch
die Floquet{Bloch{Zust

ande mit entsprechendem Quasiimpuls dargestellt werden kann.
Man sollte jedoch beachten, da der urspr

ungliche Hamiltonoperator H = p
2
=2 +
V (x)+Fx und der Translationsoperator T
2
nicht vertauschen und daher bei der Zeitent-
wicklung eines solchen Zustands der Quasiimpuls ver

andert wird. Nur zu den Zeitpunk-






Wert an. Bei einem reinen Gleichfeld ergab sich f

ur das zeitliche Verhalten des Quasiim-
pulses (t) = 
0
  Ft=~. Im n












Wie in Kapitel 1.1.2 gezeigt wurde, lautet die Bewegungsgleichung f

ur den Quasiimpuls

























auft der Quasiimpuls die gesamte Brillouinzone und besitzt
nach Ablauf der Blochzeit 
B
= ~=F wieder den Anfangswert.
Nun soll der Fall eines zeitabh






aueren Feldes nicht n
















+ V (x) + F (t)x ; V (x + 2) = V (x) (2.59)
aus. Auf sie wendet man die aus Kapitel 2.1.2 bekannte Transformation in die Impulsei-
chung an und erh













(x; t) : (2.60)
































ur die Wellenfunktion gilt entsprechend












(x; t) eine Funktion, die Gl. (1.14) erf





alt sie genau diesen Blochindex zu jedem beliebigen Zeitpunkt t bei, denn
e
H und die Translation T
2





unglichen Wellenfunktion (x; t) wird also durch die Umeichnung (2.63) bedingt.
Mit Hilfe der Gln. (1.14) und (2.63) l





~ _(t) =  F (t) (2.64)
ableiten. Sie ist also v






Nun soll der Fall eines gemischten Gleich{ und Wechselfelds betrachtet werden, d.h.
































+ cos(x +  cos(!t)) + F
0














ist also identisch mit der Bewegungsgleichung im zeitunabh

angigen Fall. Betrachtet man
die vollst

andige Transformation zwischen (2.66) und (2.67) (vgl. Kapitel 2.1.2), so erkennt
man, da wiederum nur die Transformation in die Impulseichung Auswirkungen auf den
Quasiimpuls und damit auch auf Gl. (2.64) hat. Die Dynamik der beiden Systeme unter-
scheidet sich also. Im folgenden hat diese Tatsache jedoch keinen Einu, denn es werden








In diesem Abschnitt soll die Streutheorie f

ur Stark{Systeme auf Systeme mit einem zeitlich
periodischen Potential V (x; t+T
!
) = V (x; t) ausgedehnt werden. Dabei kann problemlos




ahlt werden, denn zur Formu-









ande benutzt. Um den entsprechenden Formalismus anwenden zu
k

onnen, mu jedoch die Bedingung erf

ullt sein, da die Periodendauer T
!
des Potentials
und die Blochzeit 
B
kommensurabel sind, d.h. da es zwei nat











alt man analog zu Kapitel 1.2.2 die S{Matrix,






































































2.3.1 Denition der S{Matrix
Sowohl der Floquet{Bloch{Operator U(T
!





) vertauschen mit der Translation T
p
2
. Darum kann man auch den freien L

osungen
einen Quasiimpuls  mit  1=2p <  < 1=2p zuweisen. F

ur den freien Zeitentwicklungs-
operator l









































































mit jeder beliebigen Translation, und man kann sich sofort klarmachen, da die Beziehung
[T
2p=q






)] = 0 (2.73)
gilt. Der vollst

andige Zeitentwicklungsoperator besitzt diese Symmetrie jedoch nicht,
denn er vertauscht im Gegensatz zum freien Zeitentwicklungsoperator nicht mit einer
Translation um 2p=q. Im folgenden wird gezeigt, da diese Symmetrie im Einklang mit






















































ande, die als 
n
0;




ur n = 0; : : : ; q 1.
F



















alt man unter Ber

ucksichtigung der Eigenwertgleichung (2.70) sowie der Gln. (2.71)























osungen sind also wieder diskretisierte Airy{Funktion im Phasenraum. Die
zus

atzliche Symmetrie der ungestreuten Zust

ande mu sich auch auf die Streuzust

ande
auswirken. Bei der Berechnung der S{Matrix werden n

amlich die Asymptoten der frei-
en L










ur die freien L








ande zugeordnet sein. Das ist jedoch nur dann sinnvoll,




ande asymptotisch entkoppelt. Ausgehend















mit n = 0; : : : ; q 1 bestimmt werden, die sich asymptotisch










eine zu (2.76) analoge









(E; n + mq).




























so erkennt man, da in Analogie zu Kapitel 1.2.3 auch hier der kinetische Term f

ur groe
Impulse dominant ist und man das Potential vernachl








ahert sich folglich f

ur groe Impulse immer mehr einer Diagonalform an. Asymptotisch
koppelt der Floquet{Operator U(T
!
) also nur diejenigen ebenen Wellen jk+m=pi, deren






entkoppelt. Die q verschiedenen Asymptoten werden als Zerfallskan

ale
interpretiert. Die S{Matrix nimmt dann die Form einer q  q Matrix S(E)
m;n
an, die
die Verbindung zwischen den q einlaufenden Kan



































2.3.2 Denition der S{Matrix mit Floquet{Bloch{Zust

anden
Unter der Bedingung, da die Periodendauer T
!







mit p; q 2 N miteinander verkn

upft sind, kann man den Floquet{Bloch{
Operator U(T ) denieren. Seine Eigenzust




















ur den Quasiimpuls ist eigentlich  1=2 <  < 1=2. Hier ist sie jedoch
p{fach entartet. Deshalb kann man f

ur den Quasiimpuls auch  + r=p mit  1=2p <  <













upft. Beide Floquet{Operatoren besitzen das
gleiche Spektrum. Greift man eine bestimmte Stufe der Quasienergieleiter heraus und



































(E;m)j+ r=p+mi : (2.83)





(E;mp + r) gegeben und damit ergibt
sich f









mit n = mod(mp + r; q) und s = (mp + r   n)=q (der Modulus ist so deniert, da
mod(q; q) = 0 gilt). F












auft dann ebenfalls alle
Werte n = 0; : : : ; q 1, wobei die Reihenfolge n(m) = mod (mp+r; q) von der speziellen
Wahl von p und q abh

angt. Die Funktion n(m) ist also eine Permutation. Der zweite
Index s w








(E; s) =) G
r
S;
(E;m+ q) = pD
n
S;
(E; s+ p) : (2.85)
Damit kann man die S{Matrix umschreiben, indem man die Asymptoten der Floquet{
Zust

ande in Gl. (2.80) durch die Asymptoten der Floquet{Bloch{Streuzust

ande ersetzt.
Ebenso lassen sich die Anteile der freien L

osung ersetzen, denn auch f











gelten die obigen Beziehungen.










































alt man durch Umordnen von




uber die Permutationsmatrix P
;n
= Æ(mod(p+
r; q); n) miteinander verkn




















angige Systeme ist nach Gl. (2.46) gegeben durch






















Genau wie im zeitunabh

angigen Fall soll nun Gl. (2.81) durch Verwendung der Reihen-
entwicklung (2.83) in eine Matrixeigenwertgleichung umgewandelt werden. Dazu wird
zun





ur die gesamte Herleitung beibe-
halten wird. Deshalb k

onnen die Indizes  und r im folgenden weggelassen werden. De-
niert man  = exp( iET=~) und ber

ucksichtigt, da der Impulsverschiebungsoperator



















(E; n) = G
S
(E;m) : (2.90)
In der Basis der ebenen Wellen gilt n

amlich















ahert sich mit wachsenden Indizesm und n die Matrix
e



















[(+ r=q +m  q)
3


























n > N , G
( )
S




























ur m <  N (2.96)
f












U auf die Gr

oe (2N + 1) (2N + 1) stutzt. Mit 0
m;n
soll die m n Matrix





















































Diese Gleichung ist v

ollig analog zu Gl. (1.76) mit dem Unterschied, da im zeitun-
abh

angigen Fall nur ein Streukanal vorliegt, w








ussen. Wie (1.76) verkn

upft auch (2.98) f










miteinander. Sie ist also wiederum der Ausgangspunkt zur
Berechnung von S{Matrixelementen.
2.3.4 Berechnung der Resonanzenergien
F

ur ein System mit q Streukan

alen ist die S{Matrix S(E) eine qq Matrix, deren Elemente
S(E)
m;n
Funktionen von E sind. Ein Pol der S{Matrix liegt genau dann vor, wenn




ur eine bestimmte Energie E einen Pol besitzt., Damit
k

onnen die Ergebnisse aus Kapitel 1.2.4 f

ur das hier betrachtete System

ubernommen
werden. Auch hier gilt, da S(E) genau dann einen Pol hat, wenn  ein Eigenwert
der Matrix B
N
ist. Um die Siegert{Randbedingung zu erf

ullen, mu der Beitrag der
einlaufenden Streuwellen verschwinden, d.h. G
(+)
S
mu gleich null sein. Dann sind aber
wegen Gl. (2.95) auch alle KoeÆzienten G
S
(N + m) mit m = 1; : : : ; q gleich null und




























Stark{Systemen abgeschlossen werden. Die in den ersten beiden Kapiteln gewonnenen




ur numerische Simulationen benutzt. Mit ihrer
Hilfe wird das Verhalten der Quasienergie in Abh

angigkeit vom Quasiimpuls und der
Frequenz des elektrischen Wechselfelds untersucht.
Fazit




angige Stark{Systeme auf zeitab-
h

angige Systeme ausgeweitet werden. Dazu wurde zun

achst eine Umeichung des Hamil-
tonoperators vorgenommen, so da man sich anschlieend nur noch dem Fall eines

aueren
Gleichfelds widmen mu. Der zeitperiodische Anteil des

aueren Felds verschwindet durch
die Transformation, und die zeitliche Periodizit

at geht auf das Potential

uber. Es stell-
te sich heraus, da die Floquet{Operatoren des Ausgangssystems und des umgeeichten
Systems das gleiche Spektrum besitzen. Daher kann man je nach Problemstellung die
Beschreibung w

ahlen, die am geeignetsten erscheint. Anschlieend wurden das Verhalten
eines Blochteilchens im elektrischen Wechselfeld mit Hilfe der Floquet{Bloch{Funktionen
diskutiert. Diese wurden im letzten Teil verwendet, um die Streutheorie anlog zum ersten
Kapitel zu formulieren. Dabei mute beachtet werden, da diese Art der Beschreibung
nur dann m

oglich ist, wenn die Blochzeit und die zeitliche Periode des Potentials kom-
mensurabel sind. Schlielich wurde gezeigt, da auch im zeitabh

angigen Fall die Pole der
S{Matrix durch L






In diesem Kapitel geht es um die Anwendung des in den vorhergehenden Kapiteln her-
geleiteten Formalismus. Zun

achst werden einige numerische Berechnungen f

ur das Stan-





+ V (x +  cos(!t)) + F
0
x mit V (x) = cos(x) (3.1)
durchgef

uhrt, um die Struktur des Quasienergiespektrums zu untersuchen. Dabei wird
zuerst die Abh

angigkeit der Quasienergie der beiden stabilsten Zust

ande, also des Grund-
zustands und des ersten angeregten Zustands, vom Blochindex  bei konstanter Frequenz
! betrachtet. Anschlieend soll die Abh

angigkeit der Quasienergie von der Frequenz !
im Mittelpunkt des Interesses stehen. Vor allem das Verhalten der mittleren Resonanz-
breite des Grundzustands wird eingehend untersucht und mit Hilfe von Fermis Goldener
Regel erk

art. Schlielich werden die gewonnenen Erkenntnisse mit den Ergebnissen von
Experimenten mit ultrakalten Natriumatomen in stehenden Laserwellen verglichen. Es
wird sich zeigen, da die numerischen Simulationen die Resultate der Experimente sehr
gut wiedergeben (s. dazu auch [33]).
3.1 Struktur des Quasienergiespektrums
F

ur den Hamiltonoperator (3.1) sollen numerisch die stabilsten Resonanzen berechnet





arteil besitzen. Der stabilste Zustand wird als Grundzustand bezeichnet. Im fol-




achst wird die Abh






angige Systeme ( = 0) ist nach Kapitel 1.2.2 die S{Matrix S(E)
47
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unabh

angig vom Quasiimpuls , und somit h

angen auch die Resonanzenergien, die man
aus den Polen von S(E) erh















mit  2 N
0
, wobei man die Energien E















n ; n 2 Z (3.3)




Geht man nun zu zeitabh

angigen Systemen ( 6= 0)

uber, so werden die Quasienergien
Funktionen des Quasiimpulses. Die genaue Abh

angigkeit soll nun untersucht werden.
Um den in Kapitel 2.3 hergeleiteten Formalismus benutzen zu k

onnen, mu man sich

















und p; q 2 N gilt. In diesem Fall erh

alt man















~! ; n = 0; : : : ; p  1 : (3.4)
Die Brillouinzone ist p{fach entartet, deshalb kann man den Quasiimpuls auf das Intervall
 1=2p <  < 1=2p beschr

anken.
Betrachtet man nun ein System, bei dem die Amplitude  des zeitabh

angigen Teils des
Potentials klein ist, so kommt man mit Hilfe einer St

orungsanalyse [32] zu dem Ergebnis,
da der Bandverlauf in Abh























































angen sowohl von der Frequenz ! als auch von




orung\ ab. Diese Abh

angigkeit wird weiter unten noch genauer
betrachtet
2
. Dabei stellt sich heraus, da die Frequenzabh


































ur die mittlere Bandenergie
und die mittlere Resonanzbreite stetig sind.
1
Bei der numerischen Berechnung der Resonanzen nutzt man dieses Kriterium, um die Ergebnisse der




andnisse zu verhindern, sei explizit darauf hingewiesen, da es sich bei den hier durch-
gef

uhrten numerischen Rechnungen nicht um st






orung\ wird in dem Sinne verwendet, da man von einem zeitunabh

angigen System
ausgeht, das dann durch Hinzunahme des zeitabh

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3.1.2 Numerische Untersuchung
Numerischer Algorithmus
Die in den Gln. (3.5) und (3.6) gemachte Aussage soll durch die Ergebnisse numerischer
Berechnungen unterst

utzt werden. Deshalb wird nun eine entsprechende Beispielrech-
nung durchgef

uhrt. Dazu wird der Hamiltonoperator (3.1) mit den Parametern ~ = 2,
F
0
= 0:061 und  = 0:08 betrachtet. Diese Werte liegen ungef

ahr in dem Bereich, der
durch die Experimente mit neutralen Atomen in stehenden Laserwellen [21] erfat wird.
Auerdem illustrieren die numerischen Ergebnisse f

ur diesen Parametersatz die hier und
in den folgenden Abschnitten untersuchten Eigenschaften des Systems besonders gut.


















ur ~ = 2, F
0
=







U(T ) aus Gl. (2.89) wird in einer Basis von M = 2N + 1 Basiszust

anden























































= (j   1=2)t, j 2 f1; 2; :::; j
max
g und t = T=j
max
ist. Daraus wird dann die
Matrix B
N
() (2.97) konstruiert und ihre Eigenwerte () berechnet. Die entsprechenden
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Quasienergieb







Ein entsprechendes MATLAB{Programm, das diesen Algorithmus realisiert, ndet man in
Anhang A.1.2. Dieses Programm liefert f

ur Werte der Planckschen Konstanten im Bereich
von 1; 5 . ~ . 2; 5 brauchbare numerische Ergebnisse. Das ist ein weiterer Grund f

ur die
Wahl des Parameters ~ = 2 in der Beispielrechnung.
Dispersionsrelation des Grundzustands f




















chen Parameter wie in Abbildung 3.1.
In den Abbildungen 3.1 und 3.2 werden f








= 50 verschiedene Quasiimpulse  numerisch berechneten Daten mit der Vor-
hersage der N

aherungsformeln (3.5) und (3.6) verglichen. Dabei sind die numerischen
Daten durch Kreise dargestellt, die durchgezogene Linie entspricht der kosinusf

ormigen
Dispersionsrelationen aus den Theorieformeln. Da der Vergleich mehr qualitativer Na-
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(vgl. (3.12) und (3.13)) an die numerisch berechneten Daten angepat. Bei der Berech-
nung der numerischen Daten wurden folgende Parameter verwendet: Um zun

achst den









, also p = q = 1 gilt. F

ur die numerischen Parameter werden die Werte
Matrixgr

oe M = 21 und Anzahl der Iterationsschritte j
max
= 1024 eingesetzt. Ab-
bildung 3.1 zeigt die Abh

angigkeit des Realteils der Quasienergie vom Blochindex. Die






= 2F gemessen. Auerdem wird






















= 3:853  10
 2
. Man erkennt, da
die numerisch berechneten Daten sehr gut den vorhergesagten kosinusf

ormigen Verlauf












ubereinstimmt, denn die Kurve oszilliert fast symmetrisch
um den Nullpunkt der Energieskala. Diese Erhaltung des \Energieschwerpunktes\ beob-
achtet man allerdings nur f








die mittlere Bandenergie bedingt durch den Einu des periodischen Antriebs deutlich
von der ungest

orten Quasienergie abweichen (s. z.B. Abbildung 3.11).




arteil der Quasienergie. Die Reso-
nanzbreite  
0







ur dieses Beispiel gilt  
0
= 1:251  10
 4
. Auch hier zeigen die Daten das
erwartete Verhalten, wobei geringe Abweichungen von der Kosinusform zu erkennen sind.
Am Rand und im Zentrum der Brillouinzone ist die

Ubereinstimmung jedoch sehr gut.


















urzt aber auch verl

angert werden.






















= 1:1. Durch den zeitabh

angigen Anteil des Potentials hat sich die mitt-
lere Lebensdauer des Grundzustands also verk























untersucht. Deshalb stellt sich nun die





und numerischer Simulation f
















oglich, wie man den
Abbildungen 3.3 bis 3.6 entnimmt.
Bei der Berechnung der Dispersionsrelation E
0
() werden die bekannten Parameter
~ = 2, F
0
= 0:061 und  = 0:08 sowie die numerischen Parameter n

= 50, M = 21 und
j
max
= 1024 beibehalten und nur T
!
variiert. Dabei werden die F

alle p = 2 und q = 1
sowie p = 3 und q = 1 realsisiert. F









. Die Gln. (3.5) und (3.6) sagen hierf

ur voraus, da sich die Disper-
sionsrelationen wie cos(4) f

ur p = 2 und cos(6) f

ur p = 3 verhalten. Man erkennt
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ur ~ = 2, F
0
=




, also p = 2, q = 1.
wiederum deutlich, da sowohl der Realteil als auch der Imagin

arteil der numerisch be-
rechneten Funktion E
0
() (Kreise) mit dem vorhergesagten kosinusf

ormigen Verlauf der





man, da die Brillouinzone nun wie erwartet p{fach entartet ist, denn f

ur p = 2 (Abbil-















chen Parameter wie in Abbildung 3.3.
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ur ~ = 2, F
0
=




, also p = 3, q = 1.
dungen 3.3 und 3.4) durchl

auft die Dispersionsrelation f

ur  1=2    1=2 zwei Perioden
der Kosinusfunktion. Als neue Brillouinzone kann man daher  1=2p    1=2p fest-
legen, im hier betrachteten Fall also  1=4    1=4. Ganz

aquivalent hierzu sind die
















chen Parameter wie in Abbildung 3.5.
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Abbildungen 3.5 und 3.6 f

ur p = 3. Die Brillouinzone ist dreifach entartet und kann auf





ur den ersten angeregten Zustand












ande, betrachtet werden. F






ormige Verlauf der Funktion E
1
() als auch die Entartung der
Brillouinzone zeigen. Dies entnimmt man den Abbildungen 3.7 bis 3.10.
















ur ~ = 2, F
0
=





In den einzelnen Abbildungen sind wiederum die numerischen Daten (Kreise) den
theoretischen Kurvenverl

aufen (durchgezogene Linie) gegen

ubergestellt. Die Parameter
~ = 2, F
0
= 0:061 und  = 0:08 sowie n

= 50, M = 21 und j
max
= 1024 bleiben auch
f





andert. Die Energie E
1
() wird weiterhin











angigen Fall bezogen. Die Resonanzbreite  
1
()







Abbildung 3.7 und Abbildung 3.8 zeigen das Verhalten der Dispersionsrelation f

ur den




. Die dargestellten Kurven sind ganz analog zu
den Graphen f

ur den Grundzustand in Abbildung 3.3 und Abbildung 3.4. Gleiches gilt
f












origen Abbildungen 3.5 und 3.6 f

ur den Grundzustand, die Kosinusform
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chen Parameter wie in Abbildung 3.7.
der Dispersionsrelation und die Entartung der Brillouinzone. Abweichungen der numeri-































ur ~ = 2, F
0
=
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gleichen Parameter wie in Abbildung 3.9.
Damit sollen die Betrachtungen zur Struktur des Quasienergiespektrums abgeschlossen
werden. Es wurde gezeigt, da die Dispersionsrelationen im wesentlichen kosinusf

ormig
sind, wie es die St

orungstheorie vorhersagt. Es sei noch erw

ahnt, da man zum gleichen
Ergebnis kommt, wenn man Berechnungen mit weiteren Parametern wie z.B. p = 1 und
q = 2; 3; : : : oder f

ur andere Werte von ~, F
0
, und  durchf

uhrt. Nun soll jedoch das




Nachdem im obigen Abschnitt die Abh

angigkeit der Quasienergie vom Quasiimpuls bei
konstanter Frequenz er

ortert wurde, soll nun die Abh

angigkeit des Quasienergiespektrums
von der Frequenz ! untersucht werden. Dazu wird wiederum eine Beispielrechnung mit
den Parametern ~ = 2, F
0
= 0:061 und  = 0:08 durchgef

uhrt. Dabei geht man analog zum
vorhergehenden Abschnitt vor, d.h. man berechnet f

ur verschiedene Werte der Frequenz
! = !
B
p=q mit p; q 2 N die Matrix
e
U(T ) (2.89) in der Basis der ebenen Wellen hxjn+i.
Danach konstruiert man die Matrix B
N
(2.97) und bestimmt nach Gl. (3.9) aus ihren
Eigenwerten  die Quasienergien.







ormigen Verlauf haben. Daher wird die Dispersionsrelation als





ur jede Frequenz ! nur zwei Werte der Funktion E






ur das Zentrum der Brillouinzone  = 0 und f

ur ihren linken oder rechten Rand  =
1=2p. An diesen Stellen haben der Real{ und der Imagin

arteil der Quasienergie ihre
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Maxima bzw. Minima (vgl. Abbildungen 3.1 bis 3.10) und die Kenntnis dieser Werte
reicht aus, um mit Hilfe der Gln. (3.5) und (3.6) den gesamten Bandverlauf berechnen zu
k

onnen. Es gelten n





































Eine entsprechende Rechnung wurde f

ur die Parameter 0 < !=!
B
= p=q  14 mit


















als Funktion der Frequenz ! f

ur
~ = 2, F
0
= 0:061 und  = 0:08. Die gepunktete Kurve erh

alt man durch Interpolation aus





q 2 f1; 2; : : : ; 7g, mit der Matrixgr








orige MATLAB{Programm ndet man in Anhang A.1.3.
Die Ergebnisse f

ur den Grundzustand sind in den Abbildungen 3.11 und 3.12 zu sehen.
Die numerisch berechneten Werte f










sind als Punkte mit
"





wiedergeben. Wie in den vorhergehenden Abbildungen














bezogen. Da nur Berechnungen f

















altnisse durch Interpolation gewonnen werden (gepunktete Kurve). Man er-


















(!) durch stetige Funktionen
3.2. FREQUENZABH

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als Funktion der Frequenz ! f

ur die gleichen Parameter
wie in Abbildung 3.11. Auch hier wird die gepunktete Kurve durch Interpolation gewonnen
und die
"
Fehlerbalken\ beschreiben die Bandbreite  
0
.
beschreiben lassen. Dabei f








ur bestimmte Frequenzen sehr hohe

aquidistante Peaks aufweist. An diesen Stellen ist
die Resonanzbreite sehr viel gr

oer als im ungest

orten System, die Zust

ande sind also
sehr viel kurzlebiger. Wie dieses Verhalten zustande kommt, wird weiter unten gekl

art.





Im Gegensatz zu den oben betrachteten Mittelwerten h















ur q = 2 erh

alt man bereits
bedeutend kleinere Bandbreiten und f

ur q  3 sind die Bandbreiten in den Abbildungen
gar nicht mehr zu erkennen, d.h. sie k

onnen mit den verwendeten Skalen nicht mehr
aufgel

ost werden. Dieses Verhalten stimmt qualitativ mit dem in [53] f

ur die Bandbreite



























KAPITEL 3. NUMERISCHE ANWENDUNGEN 59
























ur ~ = 2,
F
0




. Die drei Kurven kommen durch Variation der Amplitude
des Antriebs zustande:  = 0:04 (+),  = 0:08 (o),  = 0:16 ().
Allerdings kann diese Gleichung das exakte Verhalten des hier untersuchten Systems
nicht wiedergeben, denn sie wurde im Rahmen des Tight{Binding{Modells
3
hergeleitet





Betrachtet man Gl. (3.14) f

ur den Fall q = 1 und nicht zu groe Werte von , so
gilt f

ur die Bandbreite E
0
()  . Dieses Verhalten wird durch Abbildung 3.13, in der
der Realteil der Dispersionsrelation E
0
() dargestellt ist, best

atigt. Zur Berechnung aller
drei gezeigten Kurven wurden die Parameter ~ = 2, F
0





d.h. p = q = 1 verwendet. Sie unterscheiden sich lediglich in der Wahl von . Dabei
wird E
0
(;  = 0:04) durch Pluszeichen, E
0
(;  = 0:08) (vgl. Abbildung 3.1) durch Kreise
und E
0
(;  = 0:16) durch Kreuze dargestellt. Die Energieskala ist auf den Werte der
Dispersionsrelation E
0
( = 0:5) am rechtem Rand der Brillouinzone bezogen, so da
man aus dem Wert des Minimums direkt die Bandbreite ablesen kann. Dabei entnimmt
man Abbildung 3.13 die Werte E
0
( = 0:04)  5:840, E
0
( = 0:08)  11:68 und
E
0
( = 0:16)  23:33. Das Verh

altnis der Bandbreiten ist also 1:00 : 2:00 : 3:99 und
best











nanzenergien, wie man in Abbildung 3.14 erkennt. Zur Berechnung der drei dargestellten
Kurven wurden die gleichen Parameter wie in Abbildung 3.13 verwendet. Auerdem wer-
den auch hier die Funktionswerte  
0
() auf die Resonanzbreite  
0
( = 0:5) am rechten




aherung und das Tight{Binding{Modell, auf die in dieser Arbeit nicht n

aher
eingegangen wird, werden h

aug zur Untersuchung von Blochteilchen in

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gleichen Parameter wie in Abbildung 3.13.
breite wieder. Abbildung 3.14 entnimmt man  
0
( = 0:04)  0:551 (Pluszeichen),
 
0
( = 0:08)  1:134 (vgl. Abbildung 3.2, Kreise) und  
0
( = 0:16)  2:537 (Kreuze).
Das entspricht einem Verh






Bereich  . 0:08 die Beziehung  
0
()   f

ur dieses Beispiel veriziert werden kann, gibt











ugend kleine\  eine Proportionalit






arteil unterschiedlich interpretiert werden.











ortert werden. Auch sie sind f

ur Frequenzen ! = p!
B
(also q = 1) am
gr






in der Regel deutlich gr

oer als die Bandbreite  
0
und ihre Auswirkung auf
den Zerfallsproze ist dann vernachl

assigbar klein. Es gibt jedoch auch Ausnahmen, in








, wo der Einu
der Bandbreite ber

ucksichtigt werden mu. Dieses Verhalten erkennt man ebenfalls in




(!; ) und die Bandbreite  
0
(!; ) als






ur ! = 4!
B
zeigt. Dieser Abbil-




ur kleine Werte von
 durchaus eine Rolle spielen k














kann der Fall auftreten, da die Bandbreite  
0






annimmt. Nach Gl. (3.6) bedeutet das, da die Zerfallsrate der Quasienergiezust

ande am
Rand der Brillouinzone sehr klein ist, denn
 
0









KAPITEL 3. NUMERISCHE ANWENDUNGEN 61




























(!; ) in Einheiten von  
0
(durchgezo-









angigkeit von  f












gegen Null. Der zeitabh

angige Teil des Potentials bewirkt also in




ur den Fall p = q = 1 wurde
dieser Stabilisierungseekt in [32] untersucht. Geht man davon aus, da zun

achst das
Bloch{Grundzustandsband im feldfreien Fall gleichm

aig besetzt ist und transformiert
das Band dann adiabatisch in die dem Grundzustand zugeordnete Wannier{Stark{Leiter,
kommt man zu dem Resultat, da die Abnahme der Besetzung extrem verlangsamt wird
und kein exponentielles Zerfallsgesetz gilt.


















at sich mit Hilfe Fermis Goldener Regel erkl






ute streng genommen ein quantenmechanisches System vorliegen, das durch
ein

aueres Wechselfeld beeinut wird. Wie aber in Kapitel 2.1.2 gezeigt wurde, ist




aquivalent. Besitzt ein System ein




ande auf, so lassen sich diese
als Besonderheit der Zustandsdichte auassen. F
























ur die Resonanzbreite steht. Zun

achst sei nur
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werden. Diese Annahme ist gerechtfertigt, denn der Grundzustand ist die stabilste Reso-
nanz, und somit ist seine Breite klein im Verh

altnis zur Breite der angeregten Zust

ande.







; n 2 Z (3.17)
den
"




























Uberlagerungen all jener Resonanzen, die zu den angereg-
ten Wannier{Stark{Leitern geh

oren. Wegen ihrer kurzen Lebensdauer zerfallen diese
Zust






hier verwendeten Parameter sind nur die Zust

ande der ersten angeregten Wannier{Stark{






ande (  2) sehr
gro sind. Man kann sie also als Bestandteil des kontinuierlichen Hintergrundspektrums

b
(E) betrachten und insofern vernachl





























die Resonanzenergie des ersten angeregten Zustands im Intervall 0 
E < ~!
B
ist. Nach Fermis Goldener Regel kann man die

Ubergangsrate berechnen, indem




! E) = d(~!)
mit der Zustandsdichte im Kontinuum bildet. F

ur den hier betrachteten induzierten
Zerfall des Grundzustands erh















Der Grundzustand besitzt, auch wenn kein

aueres Wechselfeld angelegt ist, bedingt













in den ersten angeregten Zustand liefern nur dann einen merklichen Beitrag, wenn man




























































). Aus dieser Gleichung kann man ablesen, da die inverse









aufweist. Die Breite aller Peaks ist gleich und durch die Resonanzbreite  
1
des ersten angeregten Wannier{Stark{Zustands gegeben.
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zogene Linie) mit der Funktion aus Gl. (3.20) (unterbrochene Linie).





werden. Dazu wird die in Abbildung 3.12 dargestellte Funktion mit Hilfe von Gl. (3.20)






















. Das Ergebnis ist in Ab-
bildung 3.16 dargestellt. Man erkennt, da zumindest f






ubereinstimmen. Insbesondere werden die Positionen und die Breite der ersten











ur diese Frequenzen der Einu des zweiten angeregten Wannier{
Stark{Zustands bedeutsam wird [35]. Auerdem wird in Gl. (3.20) nicht ber

ucksichtigt,
da die Matrixelemente komplex sind, was sich bereits f

ur kleine Frequenzen bemerkbar
macht. Zwischen den Peaks stimmen n

amlich die Minima der Fitkurve und die Minima







Variation der Amplitude  des Wechselfelds































angigkeit kann, zumindest f

ur kleine Werte von , schon in Abbildung 3.15











ur  = 0:04 berechnet und die so erhaltenen Daten mit dem Ergebnis f

ur  = 0:08 ver-











(!;  = 0:04)= 
0
 3 (Punkte) dargestellt. Wie man sieht, stimmen die bei-
3.2. FREQUENZABH

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gene Linie,  = 0; 08) mit der analogen Funktion f

ur  = 0; 04 (Punkte).
den Graphen sehr gut













atigt sich. Damit l

at sich zusammenfassend feststellen, da Gl. (3.20) das Verhal-
ten der mittleren Resonanzbreiten zumindest n

aherungsweise wiedergibt und somit die
Anwendung Fermis Goldener Regel gerechtfertigt ist.
Variation der skalierten Planckschen Konstanten ~
Es soll nun er








man den Parameter ~ variiert. Bisher war der verwendete Parametersatz ~ = 2, F
0
=
0:061 und  = 0:08. Die zugeh

orige numerische Rechnung wurde oben erl

autert und
das Ergebnis in Abbildung 3.12 dargestellt. W






ubrigen Parameter bei, so ergeben sich die in den Abbildungen 3.18 und
3.19 dargestellten Resultate. Vergleicht man diese mit dem Ergebnis f

ur ~ = 2, so erkennt






ahneln. Sie weisen alle

aquidistante Peaks gleicher





angt. So gilt im Fall ~ = 1:9 f

ur den Abstand der Peaks, der durch die




=~ = 0:202. Die Distanz zwischen den Peaks ist also
umgekehrt proportional zur skalierten Planckschen Konstanten und f

ur ~ = 2 bzw. ~ = 2:1
ist !
B
= 0:192 bzw. !
B
= 0:183. Die Peaks r

ucken folglich mit wachsendem ~ n

aher
zusammen. Dieses Verhalten wird allerdings durch die Abbildungen nicht verdeutlicht, da
die Frequenzskala auf die Blochfrequenz !
B
bezogen ist. Die Breite der Peaks ist, wie oben
gezeigt, durch die Resonanzbreite  
1
des ersten angeregten Zustands gegeben. F

ur die hier
verwendeten Parameter ergibt sich  
1








(~ = 2:1) = 1:147 10
 1
. Sie zeigen also keine eindeutige Abh

angigkeit von ~.
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als Funktion der Frequenz ! f

ur ~ = 1:9, F
0
= 0:061
und  = 0:08. Analog zu Abbildung 3.12 wird die gepunktete Kurve durch Interpolation
gewonnen und die
"
Fehlerbalken\ beschreiben die Bandbreite  
0
.
Die Kurven unterscheiden sich deutlich in der relativen Peakh

ohe und der relativen







zustands schnell ab (
0








(~ = 2:1) =













als Funktion der Frequenz ! analog zu Abbildung 3.18
f

ur ~ = 2:1.
3.2. FREQUENZABH
























(~ = 2:1) = 1:831  10
1





Grundzustand in angeregte Zust






~ = 1:9 (Abbildung 3.18) die Resonanzbreite durch den zeitperiodischen Antrieb maximal
fast vierhundert mal gr

oer wird als in zeitunabh

angigen Fall, ist f

ur ~ = 2 (Abbildung
3.12) nur noch eine Vergr

oerung um den Faktor 60 und f

ur ~ = 2:1 (Abbildung 3.19)
um den Faktor 10 zu erkennen. Man sieht ebenfalls deutlich, da der Einu der Band-
breiten auf den Zerfall um so geringer wird, je kleiner ~ ist. Im Fall ~ = 1:9 sind die
"





ur ~ = 2 m

ussen sie zumindest dort ber

ucksichtigt werden, wo durch
ihren Einu  
0
( = 1=2p)! 0 gilt, also ein Stabilisierungseekt auftritt. Dies ist bei-
spielsweise f

ur die ganzzahligen Vielfachen (p = 1) der Blochfrequenz !=!
B
= 2; 8; 11; 12
der Fall. Betrachtet man ~ = 2:1, so mu praktisch f

ur alle ganzzahligen Vielfachen der





















als Funktion der Frequenz ! f

ur ~ = 2, F
0
= 0:071
und  = 0:08. Analog zu Abbildung 3.12 wird die gepunktete Kurve durch Interpolation
gewonnen und die
"
Fehlerbalken\ beschreiben die Bandbreite  
0
.










untersucht werden. Dazu wird Abbildung 3.12 (~ = 2, F
0
= 0:061 und  = 0:08) mit







= 0:071 und F
0
= 0:051 zeigen, w

ahrend ~ und  sowie die numerischen Parameter
unver

andert bleiben. Wiederum erkennt man, da die Struktur der drei Kurven

ahnlich
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=~, nimmt also f

ur den hier
betrachteten Fall proportional mit F
0
zu und es ergibt sich !
B









(F = 0:071) = 2:231  10
 1
. Die Breite
der Peaks ist durch die Resonanzbreite  
1
des ersten angeregten Zustands im zeitun-
abh

angigen Fall gegeben und betr


















= 0:071) = 1:317  10
 1
. Sie nimmt also
mit wachsender Feldst

arke zu, d.h. die Peaks werden breiter. Man kann das auch sofort












die durchtunnelt werden m

ussen, nimmt mit zunehmender Feldst

arke ab. Auerdem wer-
den die Teilchen umso st





ist. Noch deutlicher als f

ur den



























aren sich auch die groen Unterschiede zwischen den Abbildungen 3.12,


























= 0:071 nur zwei
Gr






















die Resonanzbreite des Grundzustands f





ochstens um den Fak-
tor 30 zunehmen, wie man in Abbildung 3.20 sieht. Auch der Einu der Bandbreite




ab. Man entnimmt den Abbildungen, da die Bandbrei-































= 0:051 weniger stark ins Gewicht fallen.
Damit soll die Analyse der rein numerisch gewonnenen Daten abgeschlossen werden.




(!) nicht stetig von
der Frequenz abh

angen. Vielmehr werden sie durch die Wahl des Parameters q in der
Kommensurabilit





bestimmt. Im Fall q = 1 sind sie am
gr

oten und werden mit wachsendem q immer kleiner. F

ur kleine Amplituden  des

aueren Wechselfelds und q = 1 sind die Bandbreiten proportional zu . Dann kann der











assigt werden darf. F

ur bestimmte Werte des Quasiimpulses  kommt es dann













(!) sind im Gegensatz zu den Bandbreiten stetige Funk-





(!) untersucht. Es wurde gezeigt, da diese Funktion charakteri-
stische

aquidistante Peaks gleicher Breite aufweist. Aus Fermis Goldener Regel folgt, da




ahrend die Breiten durch die
Resonanzbreite  
1
des ersten angeregten Zustands ohne

aueren Antrieb gegeben sind.
Diese charakteristische Struktur beh

alt die Funktion auch dann bei, wenn die Parameter
, ~ und F
0
variiert werden. Durch die Variation l

at sich lediglich den Peakabstand, die
Peakbreite, die Peakh

ohe und die Position der Peaks

andern. Damit kann man einerseits
die Erkl

arung der Peakstruktur mittels der Fermischen Goldenen Regel als veriziert anse-
hen. Andererseits ist die Stabilit










ufung wird im folgenden Abschnitt fortgesetzt, indem mit Hilfe
des hier verwendeten Formalismus experimentell gewonnene Daten reproduziert werden
sollen.
3.3 Vergleich mit experimentellen Daten
In diesem Abschnitt soll das System (3.1) f

ur die Parameter analysiert werden, die in
einem Experiment [21] der Gruppe von M. G. Raizen (University of Texas, Austin/USA)
verwendet wurden. Bei diesem Experiment benden sich ultrakalte Natriumatome in
einem periodischen Potential, das durch eine stehende Laserwelle erzeugt wird. Die ste-
hende Welle wird beschleunigt und zus

atzlich werden die Atome einer zeitlich periodischen
St





















wobei M die Masse der Atome, V
0
die Amplitude des optischen Potentials, k
L
die Wel-
lenzahl des Lasers, a die Beschleunigung, 
p





Eine genaue Beschreibung des Experimentes ndet man in [21] (s. auch [22, 65]).
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Skalierte Einheiten
Um diesen Hamiltonoperator untersuchen zu k

onnen, mu er zuerst in die Form (3.1)
gebracht werden, d.h. man mu skalierte Einheiten verwenden und den Hamiltonoperator





Mit man die Energie in Einheiten von V
0



























































































wobei die Striche zur Kennzeichnung der skalierten Gr

oen dienen. Bei der Durchf

uhrung
des Experimente wurden die Parameter !
rec
=2 = 25:94 kHz, V
0
=h = 75  7 kHz, a =
1570 10m=s
2
und  = 0:096 0:002 verwendet. F










=h = 68 kHz
benutzt wurde. Spezielle f





























(!) an den Stellen 0 < !=!
B
= p=q  14 mit p; q 2 N und
1  q  7 mit Hilfe des bekannten Algorithmus, der mitM M Matrizen arbeitet, wobei








Das Ergebnis dieser Rechnung ist in Abbildung 3.22 dargestellt. Man erkennt, da
3.3. VERGLEICH MIT EXPERIMENTELLEN DATEN 70

















als Funktion der Frequenz ! f

ur die in Experiment
[21] verwendeten Parameter. Die gepunktete Kurve interpoliert die berechneten Daten.
Die
"
Fehlerbalken\ beschreiben die Bandbreite  
0
.
der Zusammenhang zwischen Resonanzbreite und Frequenz f

ur die experimentellen Para-
meter dem in Abbildung 3.12 dargestellten Ergebnis

ahnelt (vgl. auch Abbildung 3.18 bis




aufweist. Es soll jedoch darauf hingewiesen werden, da f

ur den hier benutzten Wert von
~ = 1:747 die Amplitude der St

orung  = 0:096 nicht mehr als klein angesehen werden
kann. Daher weicht die Dispersionsrelation E
0
() von der Kosinusform (3.5) und (3.6) ab.








































assigt werden, denn sie sind, wie man in Abbildung 3.22 erkennt, sehr
klein. F





(!) und eine Beobachtungszeit t = 170s, wie
sie auch im Experiment verwendet wird, ist die numerisch berechnete Funktion P
t
(!)
in Abbildung 3.23 dargestellt (durchgezogene Linie). Wie man sieht, wird der expe-









Ubereinstimmung ist bemerkenswert, da bei der numerischen Berechnung der

Uberlebens-
wahrscheinlichkeit keinerlei freie Fitparameter angepat wurden. Die einzige M

oglichkeit
der Anpassung der Theoriekurve an die experimentellen Daten besteht darin, die expe-
rimentellen Parameter V
0
=h, a und  innerhalb der oben angegebenen Fehlerschranken
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angigkeit von der Frequenz !
f

ur t = 170s. In der Abbildung werden experimentelle Daten [21] (Punkte) mit numeri-
schen Resultaten dieser Arbeit (durchgezogene Linie) verglichen.
zu variieren. Diese Ungenauigkeiten spiegeln sich auch in der Streuung der Mewerte
wider. Die drei Minima in Abbildung 3.23 entsprechen den drei ausgepr

agtesten Maxima














ein Minimum. Die Minima sind

aquidistant und ihr Abstand ist durch die Blochfrequenz
!
B





(!) ebenfalls den Abstand !
B
besitzen. Die Resonanzbreite  
1
, die der
Breite der Peaks in Abbildung 3.22 entspricht, l







(!) nicht direkt ablesen.
Die experimentellen Daten best

atigen also die Anwendbarkeit des hier beschriebe-
nen Formalismus. Andererseits k

onnen die Ergebnisse des Experiments dazu benutzt






at sich direkt die Blochfrequenz !
B
aus dem Ab-








(!) konstruieren, wenn man die zu-
geh

orige Zeit t kennt. Dann ist es nicht nur m

oglich die Blochfrequenz aus dem Abstand
der Peaks zu bestimmen, sondern man erh








ande der ersten angeregten Wannier{Stark{Leiter aus der Breite der Peaks
zu bestimmen. Das ist bemerkenswert, denn im Experiment werden nur Messungen an









at sich folgendes sagen: Im ersten Abschnitt dieses Kapitels konnte




(), solange die Amplitu-





ist. Dies wurde am Beispiel des Grundzustands und des ersten angeregten Zustands





Verhalten der mittleren Resonanzbreite des Grundzustands in Abh

angigkeit von der An-
triebsfrequenz, mit Hilfe der Fermischen Goldenen Regel erkl

art werden: Diese Funktion
zeichnet sich durch charakteristische Peaks mit

aquidistantem Abstand und gleicher Brei-
te aus. Der Abstand ist durch die Blochfrequenz !
B
, die Breite durch die Resonanzbreite
 
1










lich konnten im letzten Teil des Kapitels experimentelle Daten f

ur Versuche mit neutralen
Natriumatomen in stehenden Laserwellen mit Hilfe einer numerischen Simulation sehr
gut reproduziert werden. Die hier verwendete Methode erweist sich somit als sehr ge-




Ziel dieser Arbeit war die Untersuchung des Verhaltens von Wannier{Stark{Leitern in
elektrischen Wechselfeldern. Das spezielle Interesse galt dabei den Auswirkungen des
zeitlich periodischen Antriebs auf die Lebensdauer des stabilsten Zustands. Im einzelnen
wurden dabei folgende Themen behandelt:
 In Kapitel 1 wurden zeitunabh

angige Stark{Systeme untersucht. Der erste Teil
des Kapitels besch

aftigte sich mit Blochteilchen, die einem zus

atzlichen homoge-







uhrt und einige ihrer Eigenschaften erl

autert. Es wurde dargelegt, da das
System eines Blochteilchens in einem

aueren Gleichfeld eine intrinsische Zeitskala,
die sogenannte Blochzeit, besitzt. Betrachtet man die Zeitentwicklung von Bloch-
zust

anden in einem solchen System, so stellt sich heraus, da sie zu Zeitpunkten,
die Vielfache der Blochzeit sind, ihren urspr

unglichen Quasiimpuls wiedererlangen.
Daher kann man die sogenannten Floquet{Bloch{Operatoren denieren und die Dy-
namik des betrachteten Hamiltonoperators mit Floquet{Bloch{Zust

anden beschrei-





angigen Fall behandelt. Dabei wurde ein eÆzientes Verfahren entwickelt,
mit dessen Hilfe man die Pole der S{Matrix und damit auch die Energieeigenwerte




uber die Asymptotik der Wel-
lenfunktionen im Impulsraum die S{Matrix deniert. Anschlieend wurde unter
Verwendung von Floquet{Bloch{Zust

anden eine alternative Denition formuliert.
Mit Hilfe dieser Darstellung entstand ein Algorithmus zur Berechnung der Pole der
S{Matrix, dessen EÆzienz durch eine numerische Beispielrechnung unter Beweis
gestellt wurde.
 In Kapitel 2 wurden zeitabh

angige Stark{Systeme behandelt. Die Ergebnisse der
ersten Kapitels konnten auf den zeitabh

angigen Fall ausgedehnt werden. Zun

achst
wurde gezeigt, da man den Hamiltonoperator, wenn die

aueren Felder zeitlich










auerem Feld. Anschlieend wurden die Floquet{Operatoren der bei-
den

aquivalenten Systeme untersucht. Diese beiden Operatoren besitzen das glei-
che Spektrum. Man kann daher je nach Problemstellung die geeignetere Darstel-
lung w

ahlen. Im zweiten Teil des Kapitels wurden die Eigenschaften der Floquet{
Bloch{Operatoren untersucht, die anschlieend f

ur die Formulierung der Streutheo-
rie ben

otigt wurden. Die Vorgehensweise war dabei analog zum zeitunabh

angigen
Fall. Man mu jedoch beachten, da die zeitabh

angigen Systeme neben der Bloch-
zeit noch eine zweite Zeitskala, n

amlich die Periodendauer des Potentials, besitzen.
Nur wenn diese beiden Gr

oen kommensurabel sind, l






angige Systeme auch auf zeitabh

angige Systeme ausweiten.
 In Kapitel 3 wurden numerische Anwendungen der Ergebnisse der beiden ersten
Kapitel pr

asentiert. Das untersuchte System war dabei stets ein Teilchen in einem




auerem Stark{Feld und einem zeitlich pe-
riodischen Antrieb. Im ersten Teil des Kapitels wurde die Struktur des Quasienergie-
spektrums, also die Quasienergie als Funktion des Quasiimpulses, untersucht. Dabei
wurde best

atigt, da die Dispersionsrelation der Energieb

ander, zumindest bei ei-
nem

aueren Antrieb mit kleiner Amplitude, kosinusf

ormig ist. Der zweite Teil des
Kapitels widmete sich der Abh

angigkeit der Quasienergie von der Frequenz des elek-
trischen Wechselfelds. Dabei wurde vor allem untersucht, wie sich die Lebensdauer
des Grundzustands verh

alt. Der Graph der Resonanzbreite des Grundzustands als
Funktion der Frequenz weist charakteristische

aquidistante Peaks gleicher Breite auf.
Mit Hilfe von Fermis Goldener Regel wurde erkl













aherungsweise wurde dabei nur der erste angeregte Zu-
stand als relevant angenommen. Der Abstand der Peaks ist durch die Blochfrequenz,





Zustands gegeben. Die H

ohe der Peaks, also die Verbreiterung der Resonanzen,
ist proportional zum Quadrat der Amplitude des

aueren Antriebs, solange diese
Amplitude gen

ugend klein im Vergleich zur Feldst

arke des Gleichfelds ist. Abschlie-
end wurde mit Hilfe experimenteller Daten die Anwendbarkeit des in dieser Arbeit
verwendeten Formalismus best

atigt. Dazu wurde versucht, die Ergebnisse eines Ex-
periments mit neutralen Atomen in stehenden Laserwellen durch numerische Simu-
lationen zu reproduzieren. Dabei wurde eine sehr gute

Ubereinstimmung zwischen





des Grundzustands in Abh

angigkeit von der Antriebsfrequenz gefunden.
Im Rahmen dieser Arbeit konnte nur ein Teilaspekt des Themengebietes \Wannier{
Stark{Leitern\ behandelt werden. Es gibt f

ur dieses System immer noch eine F

ulle of-





oentlichungen zeigt. Ausgehend von den Ergebnissen dieser Arbeit wurde bereits ge-
zeigt, wie sich das Verhalten der















ucksichtigt [35]. In aktuellen Experimenten [65] werden Wannier{Stark{Leitern unter
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dem Einu zweier

auerer Wechselfelder betrachtet. Dabei ist eines der beiden Felder
als stark, das andere als schwach anzusehen. Die Ausweitung des hier beschriebenen For-
malismus auf diese Situation steht noch aus, sollte jedoch einfach durchzuf

uhren sein.
Auerdem waren bisher ausschlielich eindimensionale Systeme Gegenstand der Untersu-
chung. Daher sollte zuk

unftig auch die Betrachtung mehrdimensionaler Systeme ange-





Hier sind die Programme aufgelistet, mit deren Hilfe die numerischen Berechnungen im
Rahmen dieser Arbeit durchgef

uhrt wurden. Sie realisieren das in Kapitel 1.2 hergelei-
tete Verfahren, das es erm

oglicht, die Pole der S{Matrix zu bestimmen, indem man die
Eigenwerte der Matrix B
N
berechnet. Die Programme wurden alle unter MATLAB pro-
grammiert, denn diese Software erm








Dieses Programm (resonanz.m) ist weitestgehend [25] entnommen. Mit seiner Hilfe lassen







+ cos(x) + Fx (A.1)
berechnen.
% ***** resonanz.m *****
f = 0.07; % Feldstaerke
hbar = 1.0;
J = 100; % Iterationsschritte

















E = D(In)*f % Resonanzenergien nach zunehmendem Imaginaerteil sortiert
A.1.2 Berechnung der Dispersionsrelation E
0
()







+ cos [x+  cos(!t)] + Fx : (A.2)
Es greift dabei auf die Funktion matrix.m zur

uck, die die Zeitevolutionsmatrix
e
U in der





anige Stark{Systeme geeignet. Weil in diesem Fall die Quasienergie
unabh

angig vom Blochindex ist, sollte es dann f

ur jedes  das gleiche Ergebnis wie das
Programm resonanz.m aus Anhang A.1.1 liefern.
% ***** state.m (benoetigt die Funktion matrix.m) *****
clear
global hbar om f v NN M tmax;
hbar = 2.0;
f = 0.061; % Feldstaerke
r = 1;
q = 1;
v = 0.08; % epsilon
om = 2*pi*r*f/hbar/q; % omega = omega B * r/q
NN = 11;
M = q;
tmax = 1024; % Iterationsschritte
nkmax = 50; % Anzahl der betrachteten Quasiimpulse
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b = [diag(ones(M,1));z];
N = N+1;
%***** Berechnung der Zeitevolutionsmatrix *******************
for nk = 1:nkmax+1;
k = dk*(nk-1)-0.5;
U = matrix(k); % Zugriff auf Funktion matrix.m
U = [z' zeros(M,M); U z];







gamma = -2*log(EP(:,1))/M*f; % Breite des Grundzustands
E = EE(:,1)/M*f; % Energie des Grundzustands
% ***** Funktion matrix.m *****
function U = matrix(k)


















Das Programm state1.m ist eine modizierte Version von state.m (vgl. Anhang A.1.2),












(!), d.h. die mittlere Bandenergie und die mittlere
Resonanzbreite als Funktion der Frequenz, berechnen.
% ***** state1.m (benoetigt die Funktion matrix.m) *****
clear
global hbar om f v NN M tmax;
hbar = 2.0;
f = 0.061; % Feldstaerke
v = 0.08; % epsilon
q = 1;
for r = 1:q*14;
om = 2*pi*r*f/hbar/q; % omega = omega B * r/q
NN = 11;
M = q;
tmax = 2048; % Iterationsschritte
nkmax = 2*r;








if gcd(r,q)==1 index = 2;
elseif gcd(r,q)==q index = q+1;
else for suche = 1:floor(q/2);
if (mod(r,q)==suche | mod(r,q)==(q-suche)) index = suche+1; end;
end;
end;
%***** Berechnung der Zeitevolutionsmatrix ********************
for nk = 1:index;
if (nk==1 | nk==index)
k = dk*(nk-1)-0.5;
U = matrix(k); % Zugriff auf Funktion matrix.m
U = [z' zeros(M,M); U z];









gamma1 = -2*log(EP(:,1))/M*f; % Grundzustand
gamma2 = -2*log(EP(:,2))/M*f; % erster angeregter Zustand
E1 = EE(:,1)/M*f; % Grundzustand
E2 = EE(:,2)/M*f; % erster angeregter Zustand
end;
% ***** Funktion matrix.m *****
function U = matrix(k)
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