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ON THE NON-COMMUTATIVE FRACTIONAL WISHART PROCESS.
JUAN CARLOS PARDO, JOSÉ-LUIS PÉREZ, AND VICTOR PÉREZ-ABREU
ABSTRACT. We investigate the process of eigenvalues of a fractional Wishart process defined by N =
B∗B, where B is the matrix fractional Brownian motion recently studied in [20]. Using stochastic calculus
with respect to the Young integral we show that, with probability one, the eigenvalues do not collide at
any time. When the matrix process B has entries given by independent fractional Brownian motions with
Hurst parameter H ∈ (1/2, 1), we derive a stochastic differential equation in the Malliavin calculus sense
for the eigenvalues of the corresponding fractional Wishart process. Finally, a functional limit theorem for
the empirical measure-valued process of eigenvalues of a fractional Wishart process is obtained. The limit
is characterized and referred to as the non-commutative fractional Wishart process, which constitutes the
family of fractional dilations of the free Poisson distribution.
Key words and phrases: Fractional Wishart matrix process, measure valued process, Young
integral, fractional calculus.
1. INTRODUCTION.
In this paper, we make a systematic study of the dynamics and the limiting non-commutative dis-
tribution of the eigenvalue process of a fractional Wishart matrix process. More specifically, let H ∈
(0, 1), n, p ≥ 1 and B = {{bij(t), t ≥ 0}, 1 ≤ i ≤ p, 1 ≤ j ≤ n} be a set of p × n independent
one-dimensional fractional Brownian motions with the same Hurst parameter H. That is, each bij is a
zero mean Gaussian process with covariance
E
[
bij(t)bij(s)
]
=
1
2
(
t2H + s2H − |t− s|2H) .
As in [20], we introduce (N(t), t ≥ 0), the matrix fractional Brownian motion process with parameter
H whose components satisfy Nij(t) = bij(t), for t ≥ 0.
A fractional Wishart process is the nonnegative definite n × n matrix process defined by X =
N∗N, where N∗ denotes the transpose of some matrix N. Let (λ1(t), λ2(t), .., λn(t), t ≥ 0) be the n-
dimensional stochastic process of eigenvalues of X and consider the empirical spectral process of the
eigenvalues λ(n)1 (t) ≥ λ(n)2 (t) ≥ · · · ≥ λ(n)n (t) ≥ 0 of X(n) = n−1X , i.e.,
(1.1) µ(n)t =
1
n
n∑
j=1
δ
λ
(n)
j (t)
, t ≥ 0.
Different aspects of the dynamics and asymptotics of this spectral process have been considered by
several authors in the case H = 1/2 of the classical Wishart process. In this case, for n ≥ 1 fixed, Bru
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[3] considered the dynamics and non-colliding phenomena of the eigenvalue process, proving that the
spectral process is an n-dimensional diffusion given by the system of non-smooth diffusion equations
(1.2) λi(t) = λi(0) + 2
∫ t
0
√
λi(s) · dνi(s) +
∫ t
0
(
p+
∑
i 6=j
λi(s) + λj(s)
λi(s)− λj(s)
)
ds,
where νi are independent Brownian motions for i = 1, . . . , n, and “·” denotes the Itô stochastic integral.
Moreover, Bru [3] also showed that if λ(n)1 (0) ≥ · · · ≥ λ(n)n (0), then a.s. the eigenvalues do not collide at
any time, i.e.,
(1.3) P(λ1(t) > · · · > λn(t), ∀t > 0) = 1.
The main tool for proving (1.2) is Itô’s formula for matrix-valued semimartingales, and for (1.3), a
McKean type argument in the classical stochastic calculus.
Still in the classical case H = 1/2, for fixed t > 0, the asymptotic distribution of µ(n)t is given by the
classical pioneering work of Marchenko and Pastur, [14]. Namely, recall that the free Poisson distribution
(or Marchenko–Pastur distribution) µf,pc , c > 0 is the probability measure on R+ defined by
µf,pc (dx) =

νc(dx), c ≥ 1,(1− c)δ0(dx) + νc(dx), c < 1,
where
νc(dx) =
√
(x− a)(b− x)
2πx
1{(a,b)}(x)dx,(1.4)
a = (1−√c)2, b = (1 +√c)2.
It was shown in [14] that µf,pc is the asymptotic spectral distribution, when t = 1, of the empirical spectral
measure µ
(n)
1 as limn→∞
p
n
= c > 0. For fixed positive t 6= 1, the asymptotic spectral distribution of
the empirical spectral measure µ(n)t , as limn→∞ pn = c > 0, is the family (µc(t), t > 0) of dilations of
the free Poisson distribution which is given by µc(t) = µfpc ◦ h−1t , where ht(x) = tx (see for instance
Cavanal-Dubilard and Guionnet [4] and Pérez-Abreu and Tudor [25]).
The asymptotic behavior of the empirical spectral measure-valued process of (1.2) falls into the frame-
work of the study of limiting measure-valued processes of interacting diffusion particles governed by
Itô stochastic diffusion equations with strong interactions, as an eigenvalue process of a matrix diffusion
having the property that the particles never collide. The general aim in this framework is to show that the
empirical spectral measure process converges weakly in the space of continuous probability measure-
valued processes to a deterministic law. This general direction of study was considered by Cepa and
Lepingle [5], Chan [6], and Rogers and Shi [27], among others, in the case of some Gaussian matrix
diffusions, turning out to become limiting non-commutative processes as a free Brownian motion. See
also [13], [11], [12], [26], and references therein.
ON THE NON-COMMUTATIVE FRACTIONAL WISHART PROCESS. 3
In this tendency, for the case H = 1/2 of the Wishart process, it was proved in [4] and [25] that the
empirical spectral process {(µ(n)t , t ≥ 0);n ≥ 1} converges weakly in the space of continuous probability
measure-valued processes to the family (µc(t), t ≥ 0) of dilations of the free Poisson distribution. The
proof of this result is mainly based on an appropriate Itô’s formula for matrix-valued semimartingales
and large deviations or classical Itô calculus inequalities estimates.
The aim of the present paper is to make a systematic study of the spectra of the fractional matrix
Wishart process with Hurst parameter H ∈ (1/2, 1), and understand several properties such as the dy-
namics of its eigenvalue process, its noncollision properties, and the limiting family of the corresponding
empirical spectral measure-valued processes. Since fractional Brownian motion is not a semimartingale,
the main tools we use are based on the Skorokhod and Young stochastic calculus. Recently, Nualart and
Pérez-Abreu [20] considered the dynamics and noncollision property of the eigenvalues of a symmetric
matrix fractional Brownian motion, and in [24], there was derived the functional limit of the correspond-
ing empirical spectral measure-valued processes, which is the non-commutative fractional Brownian
motion considered by Nourdin and Taqqu [18].
The final goal of the present paper is to find the non-commutative limit process of the empirical
spectral measure-valued processes {(µ(n)t , t ≥ 0);n ≥ 1} of the fractional Wishart matrix process of
Hurst parameter H ∈ (1/2, 1), as n goes to infinity. Specifically, in this paper we introduce the non-
commutative fractional Wishart process of Hurst parameterH ∈ [1/2, 1) as the family (µc,H(t), t > 0) of
fractional dilations of the free Poisson distribution given by µc,H(t) = µf,pc ◦ (hHt )−1, where hHt = t2Hx.
That is,
(1.5) µc,H(t)(dx) =

νc(t)(dx), c ≥ 1,(1− c)δ0(dx) + νc(t)(dx), c < 1,
with µc,H(0) = δ0. Then, as our main results, we prove the following functional limit theorem for
the empirical spectral measure-valued processes {(µ(n)t , t ≥ 0);n ≥ 1}. Let Pr(R) be the space of
probability measures on R endowed with the topology of weak convergence and let C (R+,Pr(R)) be the
space of continuous functions from R+ into Pr(R), endowed with the topology of uniform convergence
on compact intervals of R+.
Theorem 1. Let H ∈ (1/2, 1) and (λ(n)1 (t) ≥ λ(n)2 (t) ≥ · · · ≥ λ(n)n (t) ≥ 0, t ≥ 0) be the eigen-
value process of X(n), the scaled fractional Wishart process of Hurst parameter H. Assume that µ(n)0
converges weakly to δ0, and that limn→∞ pn = c > 0. Then the family of empirical spectral measure-
valued processes {(µ(n)t , t ≥ 0);n ≥ 1} converges weakly in C(R+,Pr(R)) to the unique continuous
probability-measure valued function corresponding to the law of the non-commutative fractional Wishart
process of Hurst parameter H (µc,H(t), t > 0) described in (1.5).
The strategy to prove this theorem is as follows, including some results that are important on their own.
We first consider the dynamics and noncollision of the eigenvalues of a fractional Wishart process. The
4 J. C. PARDO, J. L. PÉREZ, AND V. PÉREZ-ABREU
goal of Section 2 is to derive a stochastic differential equation for the eigenvalues of a fractional Wishart
process in the framework of the Skorokhod integral with respect to the multivariate fractional Brownian
motion. For preliminaries on the stochastic calculus with respect to fractional Brownian motion, we
refer to [16], [17], and [19]. We start with results on the first and second derivatives of the eigenvalues
of a nonnegative definite matrix X = N∗N as functions of the entries of the matrix N. A detailed
consideration of the derivatives of the eigenvalues of an Hermitian matrix X , but in terms of the elements
of X , is carried out in Anderson et. al [2] and Tao [28]. Then we consider in Theorem 2 a new Itô’s
formula for the Skorokhod integral of functions related to the growth of the second derivative of the
eigenvalues of fractional Wishart processes, here denoted by X . In Section 3 we prove the noncollision
of the eigenvalues of X at any time. We follow closely the proof in the case of the fractional symmetric
matrix Brownian motion in [20], using stochastic calculus with respect to Young’s integral as well as
appropriate estimates for the moments of the repulsion force of the eigenvalue processes and the joint
distribution of the eigenvalues of the fractional Wishart matrix.
The functional asymptotics of the empirical spectral measure-valued process is considered in Section
4. We first apply our Itô’s formula to find appropriate expressions for the integrated processes
〈µ(n)t , f〉 =
1
n
n∑
i=1
f(λ
(n)
i (t)), t ≥ 0.
Then we prove tightness and the weak convergence of the family of measures {(µ(n)t , t ≥ 0);n ≥
1} in the space C(R+,Pr(R)).Finally, we characterize the family of laws (µc,H(t), t ≥ 0) of a non-
commutative fractional Wishart process of Hurst parameter H in terms of the initial value problem for
the corresponding Cauchy–Stieltjes transform Gc,H of µc,H (see Proposition 1).
2. THE STOCHASTIC DIFFERENTIAL EQUATION FOR THE EIGENVALUES.
2.1. Matrix Calculus and notation. In this section, we present some results on the eigenvalues of a
nonnegative definite symmetric matrix that will be needed during the course of this paper. The compu-
tatios are similar to those explained in [2] for the Hermitian and in [20] for the symmetric case without
the nonnegative definite assumption.
We denote by Npn the collection of p × n matrices. For a matrix N ∈ Npn, we use the coordinates
Nij , with 1 ≤ i ≤ p, 1 ≤ j ≤ n, to denote the element on the ith row and the jth column of N . For
simplicity, we write N = (Nij). Let N∗ denote the transpose of N . In order to work with Wishart
matrices, we define X := N∗N , which is clearly symmetric and therefore belongs to Hn, the space of
symmetric n-dimensional matrices.
Let Uvgn be the set of orthogonal matrices U such that Uii > 0 for all i, Uij 6= 0 for all i, j, and all
minors of U have non-zero determinants. We denote byN vgpn the set of matrices N ∈ Npn such that there
is a factorization
X := N∗N = UΛU∗,
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where Λ is a diagonal matrix with entries λi = Λii such that λ1 > λ2 > · · · > λn and U ∈ Uvgn . We also
denote by Hvgn the space of symmetric n-dimensional matrices X such that X = N∗N and N ∈ N vgpn .
The matrices in the set N vgnp will be called very good matrices, and we identify N vgnp with an open subset
of Rnp. Moreover, the complement of N vgnp has zero Lebesgue measure.
Let Sn be the set
Sn =
{
(λ1, . . . , λn) ∈ Rn : λ1 > λ2 > · · · > λn
}
.
For any λ ∈ Sn, let Λλ be the diagonal matrix such that Λλii = λi. We consider the mapping T : Uvgn →
Rn(n−1)/2 defined as follows
T (U) :=
(
U12
U11
, . . . ,
U1p
U11
, . . . ,
Un−1n
Un−1n−1
)
.
It is known that T is bijective and smooth, see [2], [20]. Next, we introduce the mapping Tˆ : Sn ×
T (Uvgn ) → Hvgn by Tˆ (λ, Z) = T−1(Z)ΛλT−1(Z)∗ which turns out to be a smooth bijection. We denote
by Φˆ the inverse of Tˆ , i.e., Φˆ(X) := (λ, T (U)), and observe that it can be defined as a function of the
associated very good matrix of X: in other words, we define a function Φ : N vgpn → Sn × T (Uvgn ) such
that Φ(N) := Φˆ(X). As a consequence of these facts, it is clear that λ(X) is a smooth function of
N ∈ N vgpn .
Next, we suppose that N is a smooth function of a parameter θ ∈ R. Then,
(2.6) ∂λi
∂θ
=
(
U∗
∂X
∂θ
U
)
ii
and ∂
2λi
∂θ2
=
(
U∗
∂2X
∂θ2
U
)
ii
+ 2
∑
j 6=i
| (U∗ ∂X
∂θ
U
)
ij
|2
λi − λj .
On the one hand, if we compute the values of the eigenvalues of X in terms of the entries of the matrix
N , we observe
(2.7) λi =
p∑
s=1
n∑
r=1
n∑
l=1
UriNsrNslUli =
p∑
s=1
(
n∑
r=1
UriNsr
)2
.
On the other hand, if we take θ = Nkh we deduce
(2.8) ∂Xrl
∂Nkh
=
p∑
s=1
(
∂Nsr
∂Nkh
Nsl +
∂Nsl
∂Nkh
Nsr
)
= Nkl1{r=h} +Nkr1{l=h},
Putting all the pieces together, we obtain
∂λi
∂Nkh
=
n∑
r=1
n∑
l=1
UriNkl1{r=h}Uli +
n∑
r=1
n∑
l=1
UriNkr1{l=h}Uli = 2Uhi
n∑
r=1
UriNkr.
Now, we are interested in computing the second derivative of the eigenvalues. We start with the first term
of (2.6) with θ = Nkh. Thus from (2.8), we deduce
∂2Xrl
∂N2kh
= 21{r=l=h},
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implying (
U∗
∂2X
∂N2kh
U
)
ii
= 2
n∑
r=1
n∑
l=1
UriUli1{r=l=h} = 2U
2
hi.
For the second term of (2.6), we use again (2.8) and observe
(
U∗
∂X
∂Nkh
U
)
ij
=
n∑
l=1
UljUhiNkl +
n∑
r=1
UriUhjNkr.
Therefore
∂2λi
∂N2kh
= 2U2hi + 2
∑
j 6=i
|∑nl=1 UljUhiNkl +∑nr=1UriUhjNkr|2
λi − λj .
Now, let us apply the above computations to the particular case of the fractional Wishart process
which is defined below. Let us consider a family of independent fractional Brownian motions with Hurst
parameter H ∈ (1/2, 1), B = {(bij(t), t ≥ 0), 1 ≤ i ≤ p, 1 ≤ j ≤ n}. As in [20], we introduce
(N(t), t ≥ 0), the matrix fractional Brownian motion process with parameter H whose components
satisfy Nij(t) = bij(t), for t ≥ 0.
Definition 1. Let (N(t), t ≥ 0) be the matrix fractional Brownian motion with parameter H . We call
fractional Wishart process of order n with parameter H to the process (X(t), t ≥ 0) satisfying X(t) =
N∗(t)N(t), for t ≥ 0.
Following the previous discussion, for any i ∈ {1, . . . , n}, we deduce that there exists a function
Φi : R
pn → R, which is C∞ in an open subset G ⊂ Rpn, with Gc having Lebesgue measure 0, and such
that λi(t) = Φi(N(t)) for t ≥ 0. Therefore using the fact that Nkh(t) = bkh(t), we have
(2.9) ∂Φi
∂bkh
= 2Uhi
n∑
r=1
Uribkr,
and
∂2Φi
∂b2kh
= 2U2hi + 2
∑
i 6=j
|∑nl=1 UljUhibkl +∑nr=1 UriUhjbkr|2
λi − λj
= 2U2hi + 2
∑
i 6=j
(
U2hi (
∑n
l=1 Uljbkl)
2
+ U2hj (
∑n
l=1 Ulibkl)
2
+ 2UhiUhj
∑n
l=1Uljbkl
∑n
l=1 Ulibkl
)
λi − λj .
(2.10)
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On the other hand, we note
p∑
k=1
n∑
h=1
∂2Φi
∂b2kh
= 2
p∑
k=1
n∑
h=1
U2hi + 2
∑
i 6=j
∑n
h=1U
2
hi
∑p
k=1 (
∑n
l=1 Uljbkl)
2
+
∑n
h=1U
2
hj
∑p
k=1 (
∑n
l=1 Ulibkl)
2
λi − λj
+ 4
∑
i 6=j
1
λi − λj
n∑
h=1
UhiUhj
∑
k
(
n∑
l=1
Uljbkl
n∑
l=1
Ulibkl
)
(2.11)
= 2
(
p+
∑
i 6=j
λi + λj
λi − λj
)
,
where in the last identity we have used the fact that U is an orthogonal matrix and the identity (2.7).
2.2. Stochastic calculus for the fractional Brownian motion. In order to describe the evolution of the
eigenvalues of a matrix fractional Brownian motion we present a modification of Theorem 3.1 of [20],
which is a multidimensional version of the Itô formula for the Skorokhod integral, in the case of functions
that are smooth only on a dense open subset of Euclidean space and satisfy some growth requirements.
More specifically, the modification is related to the growth of the second derivative.
We refer to the monograph of Nualart [19] for the definition of the Skorokhod integral. For the
definition of the space L1,pH,i, for p > 1 and 1 ≤ i ≤ n, we refer to section 2 of [20].
Theorem 2. Suppose BH is an n-dimensional fractional Brownian motion with Hurst parameter H >
1/2. Consider a function F : Rn → R such that:
(i) There exists an open set G ⊂ Rn such that Gc has zero Lebesgue measure and F is twice
continuously differentiable in G.
(ii) |F (x)| + ∣∣ ∂F
∂xi
∣∣ ≤ C(1 + |x|M), for some constants C > 0 and M > 0 and for all x ∈ G and
i = 1, . . . , n.
(iii) For each i ∈ {1, . . . , n} and for each s > 0 and q ∈ [1, 2),
E
[∣∣∣∣∂2F∂x2i (BHs )
∣∣∣∣
q]
≤ C,
for some constant C > 0.
Then, for each i = 1, . . . , n and t ∈ [0, T ], the process { ∂F
∂xi
(BHs )1[0,t](s), s ∈ [0, T ]} belongs to the
space L1,1/HH,i and
(2.12) F (BHt ) = F (BH0 ) +
n∑
i=1
∫ t
0
∂F
∂xi
(BHs )δB
H,i
s +H
n∑
i=1
∫ t
0
∂2F
∂x2i
(BHs )s
2H−1ds.
Proof. We observe that the proof of this result employs similar arguments as those used in the proof of
Theorem 3.1 of [20], with the exception of the argument that verifies that Equation (2.12) is well defined.
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To this end, it is enough to verify that the process ui(s) = ∂F∂xi (B
H
s )1[0,t](s) belongs to the space L
1,1/H
H,i .
Indeed, using conditions (ii) and (iii) we have
E
[∫ T
0
|ui(s)|1/Hds
]
≤ C1/HE
[∫ T
0
(1 + |BHs |M)1/Hds
]
<∞.
and
E
[∫ T
0
∫ T
0
|D(i)r ui(s)|1/Hdrds
]
= E
[∫ T
0
s
∣∣∣∣∂2F∂x2i (BHs )
∣∣∣∣
1/H
ds
]
≤ C
2
T 2.
On the other hand, taking q = 1 in condition (iii), we also have for each i ∈ {1, . . . , n},
E
[∫ t
0
∣∣∣∣∂2F∂x2i
∣∣∣∣s2H−1ds
]
<∞, for t > 0.
given the fact that H > 1/2. As a consequence, all the terms in (2.12) are well defined. 
2.3. The SDE governing the eigenvalues of a fractional Wishart process. In this section, we are
interested in studying the dynamics of the eigenvalues of a fractional Wishart process as governed by a
stochastic differential equation that depends on the Skorokhod integral.
Recall from Theorem 7.1.2 of [8] that the joint density of the eigenvalues of X(t) on Sn, with respect
to the Lebesgue measure, satisfies
(2.13) cn,p
n∏
j=1
(
λ
(p−n−1)/2
j s
−pnH exp
(
− λj
2s2H
))∏
j<k
|λk − λj |.
Theorem 3. Let H ∈ (1/2, 1) and {N(t), t ≥ 0} be a matrix fractional Brownian motion with parameter
H defined as above. Furthermore, let N(0) be an arbitrary deterministic p× n matrix. For each t ≥ 0,
let λi, . . . , λn be the eigenvalues of the fractional Wishart process of order n, X = N∗N . Then, for any
t > 0 and i = 1, . . . , n,
(2.14) λi(t) = λi(0) +
p∑
k=1
n∑
h=1
∫ t
0
∂Φi
∂bkh
(N(s))δbkh(s) + 2H
∫ t
0
(
p+
∑
i 6=j
λi(s) + λj(s)
λi(s)− λj(s)
)
s2H−1ds.
Proof. Without loss of generality, we may assume that N(0) = 0. Now let us check that {λi(t), i =
1, . . . , n} satisfies the conditions of Theorem 2. Using (2.7) and the Cauchy–Schwarz inequality, we
observe
n∑
i=1
Φ2i (N(t)) =
n∑
i=1

 p∑
l=1
(
n∑
r=1
Uri(t)blr(t)
)2
2
≤
n∑
i=1
(
p∑
l=1
n∑
r=1
b2lr(t)
)2
≤ n||N(t)||42,
where || · ||2 denotes the Euclidean norm of the columns of a matrix. In particular, for each 1 ≤ i ≤ n,
we have
|Φi(N(t))| ≤
√
n||N(t)||22.
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On the other hand, using (2.9) and the Cauchy–Schwarz inequality, we obtain
∣∣∣∣ ∂Φi∂bkh (N(t))
∣∣∣∣
2
= 4U2hi(t)
(
n∑
r=1
Uri(t)bkr(t)
)2
≤ 4||N(t)||22,
implying ∣∣∣∣ ∂Φi∂bkh (N(t))
∣∣∣∣ ≤ 2||N(t)||2.
Therefore, for each 1 ≤ i ≤ n, we have
|Φi(N(t))|+
∣∣∣∣∂Φi(N(t))∂bkh
∣∣∣∣ ≤ √n||N(t)||22 + 2||N(t)||2.
Now, observe that using (2.11) we can verify∣∣∣∣∂2Φi∂b2kh (N(t))
∣∣∣∣ ≤ 2U2hi(t) + 2∑
i 6=j
|∑nl=1 Ulj(t)Uhi(t)bkl(t) +∑nr=1 Uri(t)Uhj(t)bkr(t)|2
|λi(t)− λj(t)|
≤
p∑
k=1
n∑
h=1
(
2U2hi(t) + 2
∑
i 6=j
|∑nl=1 Ulj(t)Uhi(t)bkl(t) +∑nr=1 Uri(t)Uhj(t)bkr(t)|2
|λi(t)− λj(t)|
)
= 2
(
p+
∑
i 6=j
λi(t) + λj(t)
|λi(t)− λj(t)|
)
.
Hence using the joint density of the eigenvalues given by (2.13), the previous equation, and Jensen’s
inequality, we obtain for q ∈ [1, 2]
E
[∣∣∣∣∂2Φi∂b2kh (N(t))
∣∣∣∣
q]
≤ 2qE
[(
p+
∑
i 6=j
λi(t) + λj(t)
|λi(t)− λj(t)|
)q]
≤ 4qpq +Kn,p,q
∑
i 6=j
E
[ |λi(t) + λj(t)|q
|λi(t)− λj(t)|q
]
= 4qpq +Kn,p,q
∑
i 6=j
∫
Sp
n∏
j=1
(
λ
(p−n−1)/2
j t
−npH exp
(
− λj
2t2H
))∏
j<k
|λk − λj| |λi + λj |
q
|λi − λj |q dγ,
where γ denotes Lebesgue measure and Kn,p,q is a positive constant that only depends on q, p, n. Using
the change of variables λi = t2Hµi, we observe the last integral in the previous inequality is a constant
that only depends on q, p, n, thus
(2.15) E
[∣∣∣∣∂2Φi∂b2kh (N(t))
∣∣∣∣
q]
≤ K˜n,p,q,
where K˜n,p,q is a positive constant that only depends on q, p, n. The result now follows using Theorem 2
and (2.11). 
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Remark 1. Let us consider the case H = 1/2, therefore the process (N(t), t ≥ 0) corresponds to a
p× n matrix of independent Brownian motions. So we have that Equation (2.14) takes the form
λi(t) = λi(0) + 2
p∑
k=1
n∑
h=1
∫ t
0
∂Φi
∂bkh
(N(s))δbkh(s) + 2H
∫ t
0
(
p+
∑
i 6=j
λi(s) + λj(s)
λi(s)− λj(s)
)
ds.
Using the fact that the process ∂Φi
∂bkh
(N(s)) is adapted to the filtration generated by the process N , then
the Skorokhod integral coincides with the Itô integral, implying that the stochastic integral in (2.14)
satisfies
p∑
k=1
n∑
h=1
∫ t
0
∂Φi
∂bkh
(N(s))δbkh(s) =
p∑
k=1
n∑
h=1
∫ t
0
∂Φi
∂bkh
(N(s)) · dbkh(s) = 2
∫ t
0
√
λi(s) · dY i(s),
where “·” denotes the Itô integral. Using (2.9), Y i satisfies
Y it =
p∑
k=1
n∑
h=1
∫ t
0
Uhi(s)
∑n
l=1 bkl(s)Uli(s)√
λi(s)
· dbkh(s).
Computing the quadratic variation of Y i, we observe
〈Y i, Y i〉t =
p∑
k=1
n∑
h=1
∫ t
0
U2hi(s)
(
∑n
l=1 bkl(s)Uli(s))
2
λi(s)
ds = t,
where in the last equality we used (2.7) and (2.9). Hence from Lévy’s Characterization Theorem, we
deduce that Y i is a Brownian motion. Therefore Equation (2.14) takes the form
λi(t) = λi(0) + 2
∫ t
0
√
λi(s) · dνi(s) +
∫ t
0
(
p+
∑
i 6=j
λi(s) + λj(s)
λi(s)− λj(s)
)
ds,
where νi is a Brownian motion for i = 1, . . . , n, which is the system of SDE’s obtained by Bru [3].
3. NO COLLISION OF EIGENVALUES.
In this section we show that, almost surely, the eigenvalues of the fractional Wishart process do not
collide. Recall that the fractional Wishart process is defined as X = N∗N , where N denotes the ma-
trix fractional Brownian motion with Hurst parameter H > 1/2. Let us assume that X(0) is a fixed
deterministic symmetric matrix.
The following result follows closely the proof of Theorem 4.1 [20], despite the fact that the fractional
Wishart process is not Gaussian. For the sake of completeness, we provide its proof.
Theorem 4. Denote by {(λi(t))t≥0, 1 ≤ i ≤ n} the eigenvalues of the fractional Wishart process
(X(t), t ≥ 0). Assume that λ1(0) ≥ · · · ≥ λn(0). Then,
P(λ1(t) > · · · > λn(t), ∀t > 0) = 1.
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Proof. We first assume that for fixed t0 > 0, we have λ1(t0) > · · · > λn(t0). Since the matrix X is
symmetric, we can use the Hoffman–Wielandt inequality (see [9]) to deduce the following
n∑
i=1
(
λi(t)− λi(s)
)2
≤
n∑
i,j=1
(
Xij(t)−Xij(s)
)2
=
n∑
i,j=1
∣∣∣∣∣
p∑
k=1
(
bki(t)bkj(t)− bki(s)bkj(s)
)∣∣∣∣∣
2
.
On the one hand, from the previous identity and applying the Jensen inequality twice, we get for r ≥ 2,
∣∣∣λi(t)− λi(s)∣∣∣r ≤

 n∑
i,j=1
∣∣∣∣∣
p∑
k=1
(
bki(t)bkj(t)− bki(s)bkj(s)
)∣∣∣∣∣
2


r/2
≤ nr−2
n∑
i,j=1
∣∣∣∣∣
p∑
k=1
(
bki(t)bkj(t)− bki(s)bkj(s)
)∣∣∣∣∣
r
≤ nr−2pr−1
n∑
i,j=1
p∑
k=1
∣∣bki(t)bkj(t)− bki(s)bkj(s)∣∣r.
On the other hand, observe(
bki(t)bkj(t)− bki(s)bkj(s)
)
= bki(t)
(
bkj(t)− bkj(s)
)
+ bkj(s)
(
bki(t)− bki(s)
)
.
Hence using the independence between bki and bkj and the previous identity, we get
E
[∣∣bki(t)bkj(t)− bki(s)bkj(s)∣∣r] ≤ Cr|t− s|rH(trH + srH),(3.16)
where Cr is a positive constant that only depends on r. Putting all the pieces together, we deduce that for
any T > 0 and s, t ∈ [t0, T ], there exists a constant Cn,p,r,T depending on n, p, r, T , such that
(3.17) E
[∣∣λi(t)− λi(s)∣∣r] ≤ nr−2pr−1 n∑
i,j=1
p∑
k=1
E
[∣∣bki(t)bkj(t)− bki(s)bkj(s)∣∣r] ≤ Cn,p,r,T |t− s|rH .
Since rH > 1, we deduce that the paths of λi are Hölder continuous of order β for any β < H .
We now follow the same arguments as those used in Theorem 4.1 of [20]. We consider the stopping
time
τ := inf
{
t > t0 : λi(t) = λj(t) for some i 6= j
}
.
Observe that τ > t0 a.s., and that on the random interval [t0, τ) the function log(λi(t) − λj(t)), where
i 6= j, is well defined. Since the paths of λi are Hölder continuous for each β < H , we can apply the
stochastic calculus with respect to Young’s integral and deduce that for any t < τ ∧ T ,
(3.18) log(λi(t)− λj(t)) = log(λi(t0)− λj(t0)) +
∫ t
t0
1
λi(s)− λj(s)d(λi(s)− λj(s)).
Therefore for 1−H < α < 1
2
, we obtain∫ t
t0
1
λi(s)− λj(s)dλi(s) =
∫ t
t0
Ii,j(s)Jj(s)ds+
λi(t)− λi(t0)
λi(t0)− λj(t0) ,
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where
Ii,j(s) := D
α
t0+
(λi − λj)−10 (s) =
1
Γ(1− α)
[
s−α
(
1
λi(s)− λj(s) −
1
λi(t0)− λj(t0)
)
+ α
∫ s
t0
(λi(s)− λj(s))−1 − (λi(y)− λj(y))−1
(s− y)α+1 dy
]
,
and
Jj(s) := D
1−α
t− λi,t−(s) =
1
Γ(α)
(
λi(s)− λi(t)
(t− s)1−α + (1− α)
∫ t
s
λi(s)− λi(y)
(y − s)2−α dy
)
.
We claim that
(3.19) P
(∫ t
t0
|Ii,j(s)||Jj(s)|ds <∞, for all t ≥ t0, i 6= j
)
= 1.
Before we prove the above identity, we first observe that Hölder’s inequality with exponents ℓ, q > 1
such that 1/ℓ+ 1/q = 1, imply
E
[
|Ii,j(s)||Jj(s)|
]
≤ E
[
|Ii,j(s)|ℓ
]1/ℓ
E
[
|Jj(s)|q
]1/q
.
From (3.17), we deduce that for any β ∈ (1 − α,H), there exists a r.v. G with moments of all orders
such that
(3.20) |λi(u)− λi(s)| ≤ kn,p,TG|s− u|β, for all i ∈ {1, . . . , n},
for all s, u ∈ [t0, t] with t ≤ T , and kn,p,T is a positive constant that only depends on n, p and T . The
above leads to the estimate
(3.21) E
[
|Jj(s)|q
]
≤ kn,p,T,qE
[
Gq
]
,
for all q > 1 and for some constant kn,p,T,q > 0. In order to estimate E[|Ii,j(s)|ℓ], we consider the integral
part in the definition of Ii,j and we denote it by
Ki,j(s) :=
∫ s
t0
(λi(s)− λj(s))−1 − (λi(y)− λj(y))−1
(s− y)α+1 dy.
Thus using the same estimates as in the proof of Theorem 4.1 of [20], we obtain that there exists a
constant K > 0 such that
‖Ki,j(s)‖ℓ ≤ K2a‖Ga‖p1
∫ s
t0
(
‖|λi(y)− λj(y)|b−1‖p2‖|λi(s)− λj(s)|−1‖p3
+ ‖|λi(y)− λj(y)|−1‖p3‖|λi(s)− λj(s)|b−1‖p2
)
(s− y)aβ−α−1dy,(3.22)
where b = 1− a, 1
ℓ
= 1
p1
+ 1
p2
+ 1
p3
, with pi > 1 for i = 1, 2, 3. We choose a, p1, p2 and p3 such that
a >
α
β
, p3 < 2, p2 < max
{
2β
α
,
2
a
}
,
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which is possible by taking ℓ and p1 close to 1 and since α < 12 < β. In order to prove identity (3.19),
we need to estimate
E
[
|λi(s)− λj(s)|−r
]
, for r < 2.
Recall that the joint density of the eigenvalues λ1(s) > · · · > λn(s) is given by (2.13) and that γ denotes
the Lebesgue measure. Then,
E
[
|λi(s)− λj(s)|−r
]
= cn,p
∫
Sn
n∏
j=1
(
λ
(p−n−1)/2
j |λi − λj |−rs−npH exp
(
− λj
2s2H
))∏
j<k
|λk − λj|dγ.
By making the change of variable λi = µisH and performing the integration, we observe
E
[
|λi(s)− λj(s)|−r
]
≤ Cp,ns−2rH ,
for a positive constant that depends on p and n. In other words, E[|λi(s)−λj(s)|−r] is uniformly bounded
on the interval [t0, T ]. Therefore for all i 6= j,
∫ T
t0
|Ii,j(s)||Jj(s)|ds <∞, and so the claim (3.19) follows.
Finally, the identity (3.19) implies that P(T < τ) = 1, otherwise we would get a contradiction since
log(λi(τ)− λj(τ)) = −∞. Therefore as T goes to ∞, we obtain P(τ =∞) = 1. We obtain the desired
result by letting t0 go to zero. 
4. FUNCTIONAL LIMIT FOR THE FRACTIONAL WISHART PROCESS.
For a probability measure µ and a µ-integrable function f , we write 〈µ, f〉 = ∫ f(x)µ(dx). Hence,
since the empirical measure µ(n) is a point measure, we have, for f ∈ C2b , that
(4.23) 〈µ(n)t , f〉 =
1
n
n∑
i=1
f(λ
(n)
i (t)).
Therefore, applying the chain rule to the last equation, we get
(4.24) 〈µ(n)t , f〉 = 〈µ(n)0 , f〉+
1
n
n∑
i=1
∫ t
0
f ′(λ
(n)
i (s))dλ
(n)
i (s).
In order to consider the dynamics of the measure-valued process (µ(n)t , t ≥ 0), we prove the following
result. Recall that the fractional Wishart process X(n) is defined by
X(n)(t) = (N (n)(t))∗N (n)(t), for t ≥ 0,
where N (n)(t) = n−1/2N(t) and N denotes the matrix fractional Brownian motion (n× p).
14 J. C. PARDO, J. L. PÉREZ, AND V. PÉREZ-ABREU
Lemma 1. Let (µ(n)t , t ≥ 0) be the empirical measure-valued process of the eigenvalues of the fractional
Wishart process (X(n)(t), t ≥ 0). Then for f ∈ C2b (R), we have
〈µ(n)t , f〉 = 〈µ(n)0 , f〉+
1
n3/2
n∑
i=1
p∑
k=1
n∑
h=1
∫ t
0
f ′(λ
(n)
i (s))
∂Φi
∂bkh
(N (n)(s))δbkh(s)
+H
∫ t
0
∫
R2
(f ′(x)− f ′(y))x+ y
x− ys
2H−1µ(n)s (dx)µ
(n)
s (dy)ds
+
2Hp
n
∫ t
0
f ′(x)s2H−1µ(n)s (dx) +
2H
n
∫ t
0
∫
R
f ′′(x)xs2H−1µ(n)s (dx)ds.(4.25)
Proof. We first observe from [20] that we can apply Itô’s formula with respect to the Young integral to
the eigenvalues of the process X(n) and get
(4.26) λ(n)i (t) = λ(n)i (0) +
1√
n
p∑
k=1
n∑
h=1
∫ t
0
∂Φi
∂bkh
(N (n)(s))dbkh(s),
for any t ≥ 0 and i = {1, 2, . . . , n}. Hence using (4.24) and (4.26), we obtain
〈µ(n)t , f〉 = 〈µ(n)0 , f〉+
1
n3/2
n∑
i=1
p∑
k=1
n∑
h=1
∫ t
0
f ′(Φi(N
(n)(s)))
∂Φi
∂bkh
(N (n)(s))dbkh(s).
Now we will be interested in replacing the Young integrals by Skorokhod integrals in the above expres-
sion. To this end, we prove that the condition of Proposition 3 of [1] is satisfied. We will denote by Dkh
the Malliavin derivative with respect to bkh, for each 1 ≤ k ≤ h ≤ n.
We will first show that
(4.27)
∫ t
0
∫ t
0
Dkhr
(
f ′(Φi(N
(n)(s)))
∂Φi
∂bkh
(N (n)(s))
)
|s− r|2H−2drds <∞, P-a.s.
In this direction, we first observe∫ t
0
∫ t
0
Dkhr
(
f ′(Φi(N
(n)(s)))
∂Φi
∂bkh
(N (n)(s))
)
|s− r|2H−2drds
=
1
n(2H − 1)
∫ t
0
f ′′(Φi(N
(n)(s)))
(
∂Φi
∂bkh
(N (n)(s))
)2
s2H−1ds
+
1
n(2H − 1)
∫ t
0
f ′(Φi(N
(n)(s)))
∂2Φi
∂b2kh
(N (n)(s)))s2H−1ds.
(4.28)
Now, using (2.9) and the Cauchy–Schwarz inequality,
(4.29)
∣∣∣∣ ∂Φi∂bkh (N (n)(s)))
∣∣∣∣
2
=
4
n
(
U
(n)
hi (s)
)2( n∑
r=1
U
(n)
ri (s)bkr(s)
)2
≤ 4
n
n∑
r=1
b2kr(s),
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implying
E
[∣∣∣∣∣
∫ t
0
f ′′(Φi(N
(n)(s)))
(
∂Φi
∂bkh
(N (n)(s))
)2
s2H−1ds
∣∣∣∣∣
]
≤ 4
n
‖f ′′‖∞
∣∣∣∣∣
∫ t
0
n∑
r=1
E
[
b2kr(s)
]
s2H−1ds
∣∣∣∣∣
=
t4H
H
‖f ′′‖∞ <∞.
On the other hand, using inequality (2.15), we obtain
E
[∣∣∣∣
∫ t
0
f ′(Φi(N
(n)(s)))
∂2Φi
∂b2kh
(N (n)(s))s2H−1ds
∣∣∣∣
]
≤ ‖f ′‖∞
∫ t
0
E
[∣∣∣∣∂2Φi∂b2kh (N (n)(s))
∣∣∣∣
]
s2H−1ds
≤ K˜n,p,1
2H
t2H <∞,
thus, we conclude ∣∣∣∣
∫ t
0
f ′(Φi(N
(n)(s)))
∂2Φi
∂b2kh
(N (n)(s))s2H−1ds
∣∣∣∣ <∞ P-a.s.
Putting the pieces together, we obtain that (4.27) holds.
Now, we apply Proposition 3 of [1] (see also Proposition 5.2.3 of [19]) in order to express the Young
integrals that appear in (4.26) in terms of Skorokhod integrals. Therefore
〈µ(n)t , f〉 = 〈µ(n)0 , f〉+
1
n3/2
n∑
i=1
p∑
k=1
n∑
h=1
∫ t
0
f ′(Φi(N
(n)(s)))
∂Φi
∂bkh
(N (n)(s))δbkh(s)
+
H(2H − 1)
n2
n∑
i=1
p∑
k=1
n∑
h=1
∫ t
0
∫ t
0
Dkhr
(
f ′(Φi(N
(n)(s)))
∂Φi
∂bkh
(N (n)(s))
)
|s− r|2H−2drds.
Next, we apply identity (4.28) and deduce
〈µ(n)t , f〉 = 〈µ(n)0 , f〉+
1
n3/2
n∑
i=1
p∑
k=1
n∑
h=1
∫ t
0
f ′(Φi(N
(n)(s)))
∂Φi
∂bkh
(N (n)(s))δbkh(s)
+
H
n2
n∑
i=1
p∑
k=1
n∑
h=1
∫ t
0
f ′′(Φi(N
(n)(s)))
(
∂Φi
∂bkh
(N (n)(s))
)2
s2H−1ds
+
H
n2
n∑
i=1
p∑
k=1
n∑
h=1
∫ t
0
f ′(Φi(N
(n)(s)))
∂2Φi
∂b2kh
(N (n)(s)))s2H−1ds.
Since U (n) is an orthogonal matrix, we observe from (4.29) and (2.7) that
p∑
k=1
n∑
h=1
(
∂Φi
∂bkh
(N (n)(s)))
)2
= 4
p∑
k=1
(
n∑
r=1
U (n)ri (s)b
(n)
kr (s)
)2
= 4λ
(n)
i (s).
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Therefore from the latter identity and applying (2.11), we deduce
〈µ(n)t , f〉 = 〈µ(n)0 , f〉+
1
n3/2
n∑
i=1
p∑
k=1
n∑
h=1
∫ t
0
f ′(Φi(N
(n)(s)))
∂Φi
∂bkh
(N (n)(s))δbkh(s)
+
2H
n2
n∑
i=1
∫ t
0
f ′(Φi(N
(n)(s)))
(
p +
∑
j 6=i
λ
(n)
i (s) + λ
(n)
j (s)
λ
(n)
i (s)− λ(n)j (s)
)
s2H−1ds
+
4H
n2
n∑
i=1
∫ t
0
f ′′(Φi(N
(n)(s)))λ
(n)
i (s)s
2H−1ds
= 〈µ(n)0 , f〉+
1
n3/2
n∑
i=1
p∑
k=1
n∑
h=1
∫ t
0
f ′(Φi(N
(n)(s)))
∂Φi
∂bkh
(N (n)(s))δbkh(s)
+H
∫ t
0
∫
R2
(f ′(x)− f ′(y))x+ y
x− ys
2H−1µ(n)s (dx)µ
(n)
s (dy)ds
+
2Hp
n
∫ t
0
∫
R
f ′(x)s2H−1µ(n)s (dx)ds+
4H
n
∫ t
0
∫
R
f ′′(x)xs2H−1µ(n)s (dx)ds,
where in the last identity we used the definition of µ(n). This completes the proof. 
4.1. Tightness. In this section, we prove that the family of measures {(µ(n)t , t ≥ 0) : n ≥ 1} is tight.
For this purpose, we first prove the following auxiliary result.
Lemma 2. Let (λn1(t), . . . , λ
(n)
n (t); t ≥ 0) be the eigenvalues of the fractional Wishart process X(n) with
parameter H ∈ (1/2, 1). Then for all s, t ∈ [0, T ], we have
(4.30) E


(
1
n
n∑
i=1
|λ(n)i (t)− λ(n)i (s)|
)4 ≤ (p
n
)4
C|t− s|4HT 4H ,
where C is a positive constant.
Proof. As in the proof of Theorem 4, we can use the Hoffman–Wielandt inequality (see [9]) to deduce
n∑
i=1
(
λ
(n)
i (t)− λ(n)i (s)
)2
≤
n∑
i,j=1
(
p∑
k=1
(
b
(n)
ki (t)b
(n)
kj (t)− b(n)ki (s)b(n)kj (s)
))2
.
From similar arguments as those used at the beginning of the proof of Theorem 4, we get that there exists
a constant C > 0 such that for any r ∈ N
E
[(
b
(n)
ki (t)b
(n)
kj (t)− b(n)ki (s)b(n)kj (s)
)r]
≤ C
nr
|t− s|rHT rH
and,
E
[(
(b
(n)
ki (t))
2 − (b(n)ki (s))2
)r]
≤ C
n2r
|t− s|2rHT 2rH
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Therefore using the Cauchy–Schwarz inequality, Jensen’s inequality twice, and the previous inequality,
we obtain that the exists a constant K > 0, that depends only on T , such that
E


(
1
n
n∑
i=1
∣∣λ(n)i (t)− λ(n)i (s)∣∣
)4 ≤ 1
n2
E


(
n∑
i=1
∣∣λ(n)i (t)− λ(n)i (s)∣∣2
)2
≤ 1
n2
E



 n∑
i,j=1
(
p∑
k=1
(
b
(n)
ki (t)b
(n)
kj (t)− b(n)ki (s)b(n)kj (s)
))2
2

≤ E

 n∑
i,j=1
(
p∑
k=1
(
b
(n)
ki (t)b
(n)
kj (t)− b(n)ki (s)b(n)kj (s)
))4
≤ K
(p
n
)4
|t− s|4HT 4H .
This completes the proof. 
Theorem 5. Assume that p := p(n) is such that p/n → c, as n → ∞. Then the family of measures
{(µ(n)t , t ≥ 0);n ≥ 1} is tight.
Proof. It is easily seen using (4.23) that for every 0 ≤ t1 ≤ t2 ≤ T , n ≥ 1 and f ∈ C2b ,∣∣∣〈µ(n)t2 , f〉 − 〈µ(n)t1 , f〉∣∣∣ ≤ 1n
n∑
i=1
∣∣∣f(λ(n)i (t2))− f(λ(n)i (t1))∣∣∣.(4.31)
On the other hand by (3.20), we know that for each n ≥ 1, the functions λ(n)i are Hölder continuous of
order β < H . Therefore, since f ′ is bounded and applying the Mean Value Theorem, we deduce∣∣∣f(λ(n)i (r))− f(λ(n)i (s))∣∣∣ ≤ ‖f ′‖∞∣∣∣λ(n)i (r)− λ(n)i (s)∣∣∣.
Hence using the above estimate, identity (4.30), and Jensen’s inequality, we obtain
E
[∣∣∣〈µ(n)t2 , f〉 − 〈µ(n)t1 , f〉∣∣∣4
]
≤ E

( 1
n
n∑
i=1
∣∣∣f(λ(n)i (t2))− f(λ(n)i (t1))∣∣∣
)4
≤ ‖f ′‖4∞E

(1
n
n∑
i=1
|λ(n)i (t2)− λ(n)i (t1)|
)4
≤ Cf,T |t1 − t2|4H ,(4.32)
where in the last inequality we used our assumption and that Cf,T is a constant that depends on f ′ and T .
Therefore, by the well known criterion that appears in [7] (see Prop. 2.4), we have that the sequence of
continuous real processes {(〈µ(n)t , f〉, t ≥ 0);n ≥ 1} is tight and consequently the sequence of processes
{(µ(n)t , t ≥ 0);n ≥ 1} is tight on C(R+,Pr(R)). 
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4.2. Weak convergence of the empirical measure of eigenvalues. In the previous section, we proved
that the family of measures {(µ(n)t , t ≥ 0);n ≥ 1} is tight on C(R+,Pr(R)), which allows us to prove
now our main result. Before that, we first characterize the family of laws (µc,H(t), t ≥ 0) of fractional
dilations of a free Poisson distribution in terms of the initial value problem of the corresponding Cauchy–
Stieltjes transforms. We note that the case H = 1/2 was proved in Corollary 3.1 of [4].
Proposition 1. The family (µc,H(t), t ≥ 0) is characterized by the property that its Cauchy–Stieltjes
transform is the unique solution to the initial value problem
(4.33)

∂Gc,H
∂t
(t, z) = 2H
[
G2c,H(t, z) +
[
1− c+ 2zGc,1/2(t, z)
]∂Gc,H
∂z
(t, z)
]
t2H−1, t > 0,
Gc,H(0, z) = −1
z
, z ∈ C+,
satisfying Gt(z) ∈ C+ for z ∈ C+ and
lim
η→∞
η|Gt(iη)| <∞, for each t > 0.
Proof. Recall from Section 1 that the family of fractional dilations of a free Poisson distribution is such
that for each t > 0, µc,H(t) = µf,pc ◦(hHt )−1,where µf,pc is the free Poisson distribution and hHt (x) = t2Hx.
Therefore, the Cauchy–Stieltjes transform Gc,H(t, z) of the distribution µc,H(t) satisfies
Gc,H(t, z) =
∫
R
µc,H(t)(dx)
x− z =
∫
R
µf,pc ◦ (hHt )−1(dx)
x− z =
∫
R
µf,pc (dx)
xt2H − z =
1
t2H
∫
R
µf,pc (dx)
x− zt−2H ,
for all z with Im(z)6= 0. The above equality implies that
Gc,H(t, z) =
1
t2H
Gf,pc (zt
−2H) = Gc,1/2(t
2H , z),
where Gf,pc is the Cauchy–Stieltjes transform of the free Poisson distribution.
If we assume that µc,H(0) = µc,1/2(0), then by Corollary 3.1 in [4] (see also Proposition 2.1 of [25]),
we know that Gc,1/2 is the unique solution to the initial value problem

∂Gc,1/2
∂t
(t, z) = G2c,1/2(t, z) +
[
1− c + 2zGc,1/2(t, z)
]∂Gc,1/2
∂z
(t, z), t > 0,
Gc,1/2(0, z) = −1
z
, z ∈ C+.
Therefore
∂Gc,H
∂t
(t, z) =
∂Gc,1/2
∂t
(t2H , z) = 2Ht2H−1
∂Gc,1/2
∂t
(t, z)
∣∣∣∣
(t,z)=(t2H ,z)
= 2H
[
G2c,1/2(t
2H , z) + [1− c+ 2zGc,1/2(t2H , z)]
∂Gc,1/2
∂z
(t2H , z)
]
t2H−1
= 2H
[
G2c,H(t, z) +
[
1− c+ 2zGc,H(t, z)
]∂Gc,H
∂z
(t, z)
]
t2H−1.
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On the other hand, note that
Gc,H(0, z) =
∫
R
µc,H(0)(dx)
x− z .
Finally, the uniqueness of (4.33) follows from Corollary 3.1 of [4]. 
Now, we are ready to prove our main result, i.e., that the weak limit of the sequence of the measure-
valued processes {(µ(n)t , t ≥ 0);n ≥ 1} converges to the family of fractional dilations of the free Poisson
distribution {µc,H(t); t ≥ 0}.
Proof of Theorem 1. From Theorem 5, we know that the family {(µ(n)t , t ≥ 0);n ≥ 1} is relatively
compact. Hence, for our purposes, we take a subsequence {(µ(nℓ)t , t ≥ 0); ℓ ≥ 1} and we assume that it
converges weakly to (µt, t ≥ 0), with µ0 = δ0.
Now we will consider the Cauchy–Stieltjes transform (Gnlt , t ≥ 0) of (µ(nl)t , t ≥ 0) given by
Gnlt (z) =
∫
R
µ
(nl)
t (dx)
x− z .
For fixed t ≥ 0, let us consider the eigenvalues {λ(nl)(t)}ni=1 of the matrix X(nl)(t). We observe that
X(nl)(t) and t2HX(nl)(1) have the same distribution, thus {λ(nl)(t)}nli=1 and t2H{λ(nl)(1)}nli=1 also have
the same distribution. This implies that
Gnlt (z) =
∫
R
µ
(nl)
t (dx)
x− z =
∫
R
µ
(nl)
1 (dx)
t2Hx− z =
1
t2H
∫
R
µ
(nl)
1 (dx)
x− t−2Hz =
1
t2H
Gnl1 (t
−2Hz).
Now by the result of Marchenko and Pastur [14] we know that µ(nl)1 converges weakly almost surely to
the free Poisson distribution µfp which has Cauchy–Stieltjes transform Gfp given by
Gfp(z) =
−(z + 1− c) +√(z + 1− c)2 − 4c
2z
.
Hence we obtain that the Cauchy-Stieltjes transform Gt of µt is given by
Gt(z) = lim
l→∞
Gnlt (z) = lim
l→∞
1
t2H
Gnl1 (t
−2Hz) =
1
t2H
−(t−2Hz + 1− c) +√(t−2Hz + 1− c)2 − 4c
2zt−2H
=
−(z + (1− c)t2H) +√(z + (1− c)t2H)2 − 4ct4H
2zt2H
.
Using the above identity and making some straightforward computations, it is easy to verify that (Gt, t ≥
0) satisfies (4.33), and therefore the family (µt, t ≥ 0) corresponds to the family of fractional dilations
of a free Poisson distribution.
Therefore, we conclude that all limits of subsequences of (µ(n)t , t ≥ 0) coincide with the family
(µt, t ≥ 0), with its Cauchy–Stieltjes transform given as the solution to (4.33), and thus the sequence
{(µ(n)t )t≥0 : n ≥ 1} converges weakly to (µt, t ≥ 0). 
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Remark 2. A more general version of Theorem 1 can be obtained in the case when µn0 converges weakly
to a measure µ0 which is not necessarily δ0.
This is done with a more detailed analysis of equation (4.25) when applied to the deterministic se-
quence of functions
fj(x) =
1
x− zj , zj ∈ (Q×Q) ∩ C
+
,
and using a continuity argument. It can be proven that the Cauchy–Stieltjes transform (Gt, t ≥ 0) of
(µt, t ≥ 0) satisfies the integral equation
Gt(z) =
∫
R
µ0(dx)
x− z +H
∫ t
0
∫
R2
(
1
(y − z)2 −
1
(x− z)2
)
x+ y
x− ys
2H−1µs(dx)µs(dy)ds
− 2Hc
∫ t
0
∫
R
1
(x− z)2 s
2H−1µs(dx).(4.34)
After some computations it is not difficult to see that the Cauchy–Stieltjes transform (Gt, t ≥ 0) of
(µt, t ≥ 0) is the unique solution to the initial value problem given by

∂Gc,1/2
∂t
(t, z) = G2c,1/2(t, z) +
[
1− c + 2zGc,1/2(t, z)
]∂Gc,1/2
∂z
(t, z), t > 0,
Gc,1/2(0, z) =
∫
R
µ0(dx)
x− z , z ∈ C
+.
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