This paper proposes a multi-hive multi-objective bee algorithm (M 2 OBA) for optimal power flow (OPF) in power systems. The proposed M 2 OBA extend original artificial bee colony (ABC) algorithm to multi-objective and cooperative mode by combining external archive, comprehensive learning, greedy selection, crowding distance, and cooperative search strategy. Our algorithm uses the concept of Pareto dominance and comprehensive learning mechanism to determine the flight direction of a bee and maintains nondominated solution vectors in external archive based on greedy selection and crowing distance strategies. With cooperative search approaches, the single population ABC has been extended to interacting multi-hive model by constructing colony-level interaction topology and information exchange strategies. With six mathematical benchmark functions, M 2 OBA is proved to have significantly better performance than three successful multi-objective optimizers, namely the fast non-dominated sorting genetic algorithm (NSGA-II), the multi-objective particle swarm optimizer (MOPSO), and the multi-objective ABC (MOABC), for solving complex multi-objective optimization problems. M 2 OBA is then used for solving the real-world OPF problem that considers the cost, loss, and emission impacts as the objective functions. The 30-bus IEEE test system is presented to illustrate the application of the proposed algorithm. The simulation results, which are also compared to NSGA-II, MOPSO, and MOABC, are presented to illustrate the effectiveness and robustness of the proposed method.
Introduction
In many real-world optimization applications, the decision maker (DM) is always faced with the multiple noncommensurable and often competing objectives [1] [2] [3] . The solutions to these multiobjective optimization (MO) problems often result from both the optimization and decision making process. Such as in real-world power system operation and planning, many system operators need to make decisions with respect to different objectives [4] . In power system control, optimal power flow (OPF) is one of most important MO issues, which in order to find the optimal adjustments of the control variables to minimize the selected objective function while satisfying various physical and operational constraints imposed by equipment and network limitations [5] [6] [7] .
Many mathematical models and conventional techniques, such as gradient-based optimization algorithms, linear programming, interior point method, and Newton method, have been applied to solve the OPF problem [8, 9] . However, these methods suffer from severe limitations in handling non-linear, discrete-continuous functions, and complex constraints [10] . In order to overcome the limitations of classical optimization techniques, a wide variety of the heuristic methods have been proposed to solve OPF, such as genetic algorithm (GA) [11, 12] , simulated annealing (SA) [13, 14] , tabu search (TS) [15] , differential evolution (DE) algorithm [16, 17] , harmony search (HS) algorithm [18] , and biogeography based optimization (BBO) [19, 20] . The reported results are promising and encouraging for further research in this field [7] . However, all the mentioned mathematical techniques have some drawbacks such as being trapped in local optima and they are only suitable for considering a specific objective function in the OPF problem [21] .
Swarm intelligence (SI) is an innovative artificial intelligence technique for solving complex optimization problems. This discipline is inspired by the collective behaviors of social animals such as fish schools, bird flocks, ant colonies, and bee swarms. In recent years, many algorithmic SI methods were designed to deal with practical problems [22] [23] [24] [25] . Among them, the artificial bee colony (ABC) algorithm is a powerful search technique that drew inspiration from the biological foraging behaviors observed in bee colony http://dx.doi.org/10.1016/j.ijepes.2014.02.017 0142-0615/Ó 2014 Elsevier Ltd. All rights reserved. [26, 27] . ABC is a population-based optimization tool, which has been implemented and applied easily to solve multi-variable single-objective problems. The main strength of ABC is its fast convergence, which compares favorably with evolutionary algorithms (EAs) and other global optimization algorithms [27] . Although ABC is relatively new, its relative simplicity and population-based feature have made it a high competitor in solving the MO problems. Several existing multi-objective ABC (MOABC) algorithms can be found in [28, 29] . However, compare to the huge in-depth studies of other EA and SI algorithms, such as nondominated sorting genetic algorithm II (NSGAII) [30] , strength Pareto evolutionary algorithm (SPEA2) [31] , and multi-objective particle swarm optimization (MOPSO) [32] , how to improve the diversity of swarm or overcome the local convergence of MOABC is still a challenging to the MO researchers.
The purpose of this paper is to develop a multi-hives bee colony foraging algorithm for solving the multi-objective OPF (MOOPF) problem. This proposed multi-hive multi-objective bee algorithm called M 2 OBA extends the single population ABC to interacting multi-hive model by combing multi-objective handling strategies and hierarchical interaction topologies. The advantages of the proposed multi-swarm/population model can be listed as: (1) it can improve the population diversity; (2) it can fasten the convergence speed; and (3) it is easy to cooperate in hybrid with another search technique/strategy. By incorporating this new degree of complexity, M 2 OBA can accommodate a considerable potential for solving more complex MO problem. Here we provide some initial insights into this potential by evaluating M 2 OBA on a set of mathematical benchmark functions that including four two-objective problems and two three-objective cases, which have been widely employed by other researchers to evaluate their MO algorithms [33] [34] [35] [36] .
In this paper, the OPF problem is formulated as a multi-objective optimization model which consists of three important terms, namely the total fuel cost, the total emission, and the total real power loss. In addition, a fuzzy-based mechanism is employed to extract the best compromise solution. The 30-bus IEEE test system is presented to illustrate the efficiency of the proposed M 2 OBA model on MOOPF problem. The simulation results, which are compared to three successful multi-objective optimizers, namely the NSGA-II, MOPSO, and MOABC, are presented to illustrate the effectiveness and robustness of the proposed method.
The rest of the paper is organized as follows. 'Principle of multiobjective optimization' gives relevant MO optimization concepts. In 'Optimal power flow problem formulation', the mathematical formulation of the multi-objective OPF problem is presented. 'Multi-hive multi-objective bee algorithm' gives the detailed description of the proposed M 2 OBA. In 'Benchmark test', it will be shown that M 
Principle of multi-objective optimization
A multi-objective optimization problem can be stated as follows: A general multi-objective optimization problem consists of a number of objectives to be optimized simultaneously and is associated with a number of equality and inequality constraints [37] (Fig. 1) . The set of all the Pareto objectives vectors, denoted by PF ¼ fFðxÞ 2 R m jx 2 PSg, is called the Pareto front [38] (Fig. 2) .
Due to the inherent conflicting nature among the different objectives to be optimized, it is still a challenging to solve the MO optimization problems (MOPs). Fortunately, caused by the pioneering effort of [39] , many well-known evolutionary algorithm (EA) and swarm intelligence (SI) techniques for the MOPs have been proposed with remarkable success [40] [41] [42] .
Optimal power flow problem formulation
The purpose of the multi-objective OPF (MOOPF) problem is to determine the optimal control variables for minimizing a number of objective functions subject to a set of equality and inequality constraints. The MOOPF problem can be formulated as: 
where f i is the ith objective function, N obj is the number of objective functions, g is a set of constrain equations, and h is a set of formulated constrain in equations. x is the vector of dependent variables such as the slack bus power P G1 , the load bus voltage V L , generator reactive power outputs Q G , and the apparent power flow S k . x can be expressed as:
where N PQ , N G and N L are the number of load buses, the number of generator buses, and the number of transmission lines, respectively. Here u is a set of the control variables such as the generator real power output P G expect at the slack bus P G2 , the generator voltages V G , the transformer tap setting T, and the reactive power generations of var source Q C . Therefore, u can be expressed as: where N T and N C are the number of regulating transformers and the number of var compensators, respectively. In this paper, the MOOPF problem is to minimize three competing objective functions, namely the fuel cost, emission, and real power loss, while satisfying several equality and inequality constraints. Generally the problem is formulated as follows.
Objective functions

Minimization of fuel cost
The generators cost curves are represented by quadratic functions with sine components. The superimposed sine components represent the rippling effects produced by the steam admission valve openings [43] . The total $/h fuel cost of generating units considering the valve loading effects can be modeled as:
where a i , b i , c i , d i , and e i are the cost coefficients of the ith generator, and P G i is the real power output of thermal unit i.
Minimization of emission
The total ton/h emission of the atmospheric pollutants such as sulpher oxides SO x and nitrogen oxides NO x caused by fossil-fueled thermal units can be expressed as [44] :
where a i , b i , and c i are emission coefficients of the ith generating unit.
Minimization of transmission loss
The power flow solution gives all bus voltage magnitudes and angles. Then, the total MW active power loss in a transmission network can be described as follows:
where g k is the conductance of kth branch, V i , V j , d i and d j are the voltage magnitudes and phase angles of terminal buses of branch k.
Constraints
Equality constraints
The equality constraints are the nonlinear power flow equations which are formulated as below:
where P G i is the injected active power at bus i, P D i is the demanded active power at bus i, Q G i is the injected reactive power at bus i, Q D i is the demanded reactive power at bus i, G ij is the transfer conductance between bus i and j, B ij is the transfer susceptance between bus i and j, h ij is the voltage angle difference between bus i and j and N B is the total number of buses. The mechanism of handling the equality constraint related to the equality of generation level with load level plus loss is that whenever each output of generator is set to its maximum or minimum level the related velocity of the control vector for the next iteration is declined. In this regard, a negative value is added to the current velocity in order to change the direction of aforementioned element that is output power of the generator.
Inequality constraints
These constraints are the set of continuous and discrete constraints that represent the system operational and security limits as follows:
In this work, the penalty factor method is utilized for handling the inequality constraints. In this regard, each control vector which violates constraints will be fined by these penalty factors. Therefore, in the next step, this control vector will be deleted automatically.
Multi-hive multi-objective bee algorithm
The motivation From Fig. 3 [27], we can understand the basic behavior characteristics of bee colony foraging behaviors better. Assume that there are two discovered food sources: A and B. At the very beginning, a potential bee forager will start as unemployed bee. That bee will have no knowledge about the food sources around the nest.
There are two possible options for such a bee:
i. It can be a scout and starts searching around the nest spontaneously for a food due to some internal motivation or possible external clue ('S' in Fig. 3 ). ii. It can be a recruit after watching the waggle dances and starts searching for a food source ('R' in Fig. 3 ).
After finding the food source, the bee utilizes its own capability to memorize the location and then immediately starts exploiting it. Hence, the bee will become an ''employed forager''. The foraging bee takes a load of nectar from the source and returns to the hive, unloading the nectar to a food store. After unloading the food, the bee has the following options: iii. It might become an uncommitted follower after abandoning the food source (UF). iv. It might dance and then recruit nest mates before returning to the same food source (EF1). v. It might continue to forage at the food source without recruiting after bees (EF2).
As described in 'Introduction', the main objective of this paper is to develop multi-objective optimization approaches based on above bee colony foraging behaviors that improve the performance without compromising the computational efficiency of the ABC algorithm. Building on the success of preliminary work on bee foraging algorithms and multi-objective techniques, this work aims to demonstrate convincingly that the multi-objective strategies and multi-population cooperative mechanism are both effective strategies and can be utilized to help scaling up the performance of bee foraging algorithms for solving complex MO problems with high dimensionality.
In the proposed model, several multi-objective strategies, namely the external archive, comprehensive learning, greedy selection, and crowding distance strategies are employed to evaluate the fitness of the food source positions and select nondominated solutions. That is, all solutions in the external archive are regarded as food source positions and all bees are regarded as onlooker bees. Different from the original ABC algorithm, the proposed M 2 OBA no longer exists employed bees and scout bees. At the same time, M 2 OBA implements a hierarchical interaction topology that consists of two levels (i.e. individual level and colony level), in which information exchanges take place permanently. That is, each artificial bee of the multi-hive model searches the food source based on the information integration of its colony members and its cooperative partners from other hives. In the initialization phase, the ABC algorithm generates a randomly distributed initial food source positions of SN solutions, where SN denotes the size of employed bees or onlooker bees. Each solution x i (i = 1, 2, . . . , SN) is a D-dimensional vector. Here, D is the number of optimization parameters. And then evaluate each nectar amount fit i . In ABC model, nectar amount is the solution value of benchmark function or real-world problem.
The single hive algorithm
The generic steps of the single colony/hive algorithm are shown in Table 1 . The detail of all the key steps in Table 1 is elaborated in the following sections.
External archive
As opposed to single-objective optimization, multi-objective EA and SI techniques usually maintain a nondominated solutions set. In multi-objective optimization, for the absence of preference information, none of the solutions can be said to be better than the others. Therefore, in the proposed algorithm, we use an external archive to keep a historical record of the nondominated vectors found along the search process [31, 45] .
In the initialization phase, the bee hive generates a randomly distributed initial food source positions of SN solutions, namely the size of onlooker bees. Each solution
Here, D is the number of optimization parameters. After initializing the solutions and calculating the value of every solution, they are sorted based on nondomination. We compare each solution with every other solution in the population to find which one is nondominated solution. We then put all nondominated solutions into external archive EA. The external archive will be updated at each generation.
Comprehensive learning strategy
In order to ensure the diversity of population, the comprehensive learning strategy [46] is embedded in M 2 OBA algorithm. In our model, all solutions in the external archive are regarded as food source positions and all bees are regarded as onlooker bees. In each generation, each onlooker randomly chooses a food source from external archive, and goes to the food source area, and then chooses a new food source. For each onlooker bee x i , it randomly chooses m dimensions and learns from a nondominated solution which is randomly selected from EA. The new solution is produced by using the following expression: Apply greedy selection mechanism in Table 3 to decide which solution enters EA EndFor 8: The solutions in the EA are sorted based on nondomination 9: Keep the nondomination solutions of them staying in the EA 10: If the number of nondominated solutions exceeds the allocated the size of EA Use crowding distance to remove the crowded members 11: cycle = cycle + 1. 12: until cycle = Maximum Cycle Number correspond to the m dimensions above. This mechanism makes the potential search space around EA k . The potential search spaces on one dimension are plotted as a line in Fig. 4 .
The remaining each dimension in x i learns from the other nondominated solutions by:
where l -k, j 2 ð1; 2; . . . ; pÞ and j R f(m). That is, each bee x i randomly chooses a dimension and learns from a nondominated solution which is randomly selected from EA.
Greedy selection mechanism
In our algorithm, each individual will find a new solution in each generation. If the new solution dominates the original individual, then the new solution is allowed to enter the external archive. On the other hand, if the new solution is dominated by the original individual, then it is denied access to the external archive. If the new solution and the original individual do not dominate each other, then we randomly choose one of them to enter the external archive. That is, after producing new solutions in each generation, the greedy selection mechanism is applied to decide which solution enters EA. The selection mechanism is shown in Table 2 .
Crowding distance
In the course of evolution, more and more new solutions enter the external archive. Considering that each new solution will be compared with every nondominated solution in the external archive to decide whether this new solution should stay in the archive, and the computational time is directly proportional to the number of comparisons, the size of external archive must be limited. In nondominated sorting phase of each generation, the solutions in the EA are sorted based on nondomination and the nondomination solutions are maintained in the EA. If the number of nondominated solutions exceeds the size of EA, the crowding distance is used [30] to remove the crowded members.
Crowding distance is used to estimate the density of solutions in the external archive. Usually, the perimeter of the cuboid formed by the vertices (i.e. the nearest neighbors) is called crowding distance. In Fig. 5 , the crowding distance of the ith solution is the average side length of the cuboid (i.e. the dashed box in Fig. 5 ).
The crowding distance computation requires sorting the population in the external archive according to each objective function value in ascending order of magnitude. Then for each objective function, the boundary solutions (solutions with smallest and largest function values) are assigned an infinite distance value. All other intermediate solutions are assigned a distance value equal to the absolute normalized difference in the function values of two adjacent solutions. This calculation is continued with other objective functions. The overall crowding-distance value is calculated as the sum of individual distance values corresponding to each objective and each objective function is normalized before calculating the crowding distance.
Multiple hive cooperative mechanism
Original bee foraging algorithms use the analogy of a singlespecies population and the suitable definition of the artificial bee foraging behaviors reflect the social evolution in the population. However, the situation in nature is much more complex than what this simple metaphor seems to suggest. Indeed, in biological populations there is a continuous interplay between individuals of the same colony (or species), and also interaction and cooperation of various kinds with other colonies (or species) [47] .
Recent advances in EA and SI show that the introduction of ecological models and cooperative architectures are effective methods to broaden the use of traditional EA and SI algorithms [48] [49] [50] [51] [52] . In particular, multiple population cooperative techniques provide an effective means of handling large and complex problems via a divide-and-conquer strategy. Hence, this work combines the hierarchical multi-hive interaction topology and an according information transfer strategy into the proposed multi-objective optimizer. With the hierarchical interaction topology, a suitable diversity in the whole population can be maintained. At the same time, the information transfer strategy significantly improves the convergence speed and robustness of the proposed method.
Interaction topology
For the multi-hive cooperative mode of M 2 OBA, the whole population is divided into several colonies in different hives, and each colony performs a canonical single hive algorithmic paradigm described in 'The single hive algorithm'. In this multiple colony model, the interaction of bees occurred in a two-level hierarchical topology. Fig. 6 illustrates two hierarchical interaction topologies, which employed the ring and star topologies in colony level respectively and both used the star topology in their individual level. It should be noticed that according to the own property of the proposed algorithm, the topology in the individual level of M 2 OBA is always using the stars.
In Fig. 6(a) , different bee hives are arranged in a unidirectional ring. That is, each colony can accept the sending list from an adjacent colony and the individuals of its own replacement list will be replaced with the individuals of the received list. The latter topology in Fig. 6(b) is a complete star graph, where each bee hive broadcasts its sending list to the remaining hives. This complete topology ensures a global synchronization of the best position identified in the multi-hive. The dissemination of this global incumbent is slower in the ring model, since it has to jump gradually from hive to hive.
Obviously, many patterns of connection can be used in different levels of our model. The most common ones are grid, two-dimensional and three-dimensional Von Neumann, small world, and hypercubes [47] .
Information transfer strategy
After some predefined generations of optimization, according to the hierarchical interaction topology, each colony will select some individuals with superior information for information transfer. The selected individuals comprise a list and the list will be sent to another colony. On the other hand, each colony prepares a replacement list comprised of individuals which will be replaced by individuals coming from other colonies. A selection strategy is developed based on the comprehensive consideration of location of food source near each beehive, nondomination rank, and crowding-distance instead of their objective values. The constant value for the size of the sending list is predefined, and the sending list will be filled in each colony. The sending list is prepared on the basis of the following rules.
Rule-1:
The first consideration in the selection of individuals is nondomination rank. The individuals with the lower rank are preferred. Rule-2: If the number of individuals in the first rank is greater than the predefined value of the size of the sending list, the average hamming distance and the crowding distance between each pair of individuals in the colony will be calculated. The closest L individuals to the individual that has the largest average hamming distance from others will first enter the sending list and then the individuals with larger crowding distance will be selected. L is a value that depends on the size of the sending list K and the exchange factor
Rule-3: If the number of individuals in the first rank is less than the predefined value of the size of the sending list, the individuals in the first rank will first enter the sending list and then the remaining members of the sending list are chosen from subsequent nondominated fronts in the order of their ranking. If the individuals are in the same rank, we will prefer those with larger crowding distance. This procedure is continued until no more individuals can be accommodated in the sending list. The replacement list that each swarm prepares is based on the nondomination rank and crowding distance in the colony. The replacement list is prepared on the basis of the following rules.
Rule-4:
The individuals in the last rank will be replaced first and then the remaining members of the sending replacement are chosen from previous nondominated fronts in the reverse order of their ranking. Rule-5: If the individuals are in the same rank, the individuals which are located in a lesser crowded region will be replaced first.
It should be noticed that if a hive received several sending lists from its neighbors, these sending lists can be combined in one, and the rules 1-3 should be applied to it to produce a final list for this hive. In this work, we employed the topology in Fig. 6(a) . The flowchart of the M 2 OBA is presented in Fig. 7 .
Benchmark test
Test function
According to the No Free Lunch theorem, ''for any algorithm, any elevated performance over one class of problems is exactly paid for in performance over another class'' [53] . To fully evaluate the performance of the M 2 OBA algorithm without a biased conclusion towards some chosen problems, we employed four 2-objective and two 3-objective benchmark functions. The formulas of these functions are presented below. ZDT1 :
(a) (b) ZDT2 : ZDT3 : 
ZDT6:
This is a 10-variable problem having a nonconvex Pareto optimal set. Moreover, the density of solutions across the Pareto optimal region is non-uniform and the density towards the Pareto optimal front is also thin:
ZDT6 : 
where the functional g requires k = |x M | decision variables and the total number of variables is n = M + k À 1.
Performance measures
In order to facilitate the quantitative assessment of the performance of a multi-objective optimization algorithm, two performance metrics are taken into consideration: (1) convergence metric Ç ; (2) diversity metric D [30] .
Convergence metric
This metric measure the extent of convergence to a known set of Pareto optimal solutions:
where N is the number of nondominated solutions obtained with an algorithm and d i is the Euclidean distance between each of the nondominated solutions and the nearest member of the true Pareto optimal front. To calculate this metric, we find a set of H = 10,000 uniformly spaced solutions from the true Pareto optimal front in the objective space. For each solution obtained with an algorithm, we compute the minimum Euclidean distance of it from H chosen solutions on the Pareto optimal front. The average of these distances is used as the convergence metric Ç . Fig. 8 shows the calculation procedure of this metric.
Diversity metric
This metric measure the extent of spread achieved among the obtained solutions. Here, we are interested in getting a set of solutions that spans the entire Pareto optimal region. This metric is defined as:
where d i is the Euclidean distance between consecutive solutions in the obtained nondominated set of solutions and N is the number of nondominated solutions obtained by an algorithm. d is the average value of these distances. d f and d l are the Euclidean distances between the extreme solutions and the boundary solutions of the obtained nondominated set, as depicted in Fig. 9 .
Experimental setting
To fully evaluate the performance of the proposed M 2 OBA algorithm, three successful nature-inspired multi-objective optimization algorithms were used for comparison: the nondominated sorting genetic algorithm II (NSGA-II) [30] ; the multi-objective particle swarm optimization (MOPSO) [32] ; the multi-objective artificial bee colony algorithm (MOABC) [29] .
In all experiments in this section, in order to compare the different algorithms with a fair time measure, the number of function evaluations (FEs) is used for the termination criterion. The other specific parameters of algorithms are given below:
NSGA-II settings
The original NSGA-II algorithm uses Simulated Binary Crossover (SBX) and Polynomial crossover. We use a population size of 100. Crossover probability pc = 0.9 and mutation probability is pm = 1/ n, where n is the number of decision variables. The distribution indices for crossover and mutation operators as g c l = 20 and g m lm = 20 respectively.
MOPSO settings
MOPSO used a population of 100 particles, a repository size of 100 particles, a mutation rate of 0. adaptive grid. The detailed implementation and parameters setting for this MOPSO version can be refer to [32] .
MOABC settings
For the MOABC proposed in [29] , a colony size of 50, archive size A = 100 was adopted. 
Two objective functions
The experimental results found in 30 runs on each two objective benchmark, including the best, worst, average, median and standard deviation of the convergence metric and diversity metric values are proposed in Tables 3-6 , respectively. Here all algorithms are terminated after 10,000 function evaluations. Figs. 10-13 show the optimal front obtained by three algorithms for each two objective function, respectively. The continuous lines represent the Pareto optimal front, while mark spots represent found nondominated solutions by the algorithms.
On ZDT1 function, when given 10,000 function evaluations for four algorithms, Table 3 shows that the performance of MOPSO in convergence metric is one order of magnitude better than that of NSGA-II and MOABC, but it is one order of magnitude worse than that of M 2 OBA. For diversity metric, it can be observed that all algorithms have almost the same performance on ZDT1. Table 4 , it can be noticed that the performance of M 2 OBA and MOABC in convergence metric and diversity metric are three orders of magnitude better than that of MOPSO and NSGA-II after 10,000 function evaluations. We can see from Table 4 that M 2 OBA outperform MOABC one order of magnitude in terms of diversity metric. Fig. 11 shows that MOPSO and NSGA-II produces poor results on this test function and both of them cannot achieve the true Pareto front. On ZDT3and ZDT6 functions, we can observe that the algorithms achieve similar performance ranking as on ZDT1and ZDT2. Tables 7 and 8 show the optimization results of M 2 OBA, MOPSO, MOABC and NSGA-II algorithms for three objective DTLZ series problems. Figs. 14-17 show the true Pareto optimal front and the optimal front obtained by four algorithms for DTLZ2 and DTLZ6. On DTLZ2 function, we can observe from Table 7 that the performances of all the algorithms in convergence metric have been competitively good over this problem. However, we can see that the performance of NSGA-II is one order of magnitude worse than that of the other three algorithms in convergence metric, while the performance of M 2 OBA is one order of magnitude better than that of the other three algorithms in diversity metric. From Fig. 15 , it can be seen that the front obtained from M 2 OBA is found to be uniformly distributed on the true Pareto optimal front of DTLZ2. DTLZ6 problem has 2 M À 1 disconnected Pareto-optimal regions in the search space. This problem will test an algorithm's ability to maintain subpopulation in different Pareto-optimal regions. From OBA is better than all the other algorithms in both convergence and diversity metrics. From Fig 17, we can observe that the M 2 OBA is able to discover a well-distributed and diverse solution set for this problem. However, the NSGA-II cannot archive the true Pareto front for DTLZ6.
Three objective functions
Multi-objective optimal power flow based on M 2 OBA
In this section, the details of proposed approach to solve the multi-objective OPF problem are described.
Implementation of the M 2 OBA algorithm for the OPF problem
To apply the multi-objective algorithms to solve the OPF problem, the following steps should be taken and repeated.
Step 1: Input the parameters of power system, parameters of the M 2 OBA algorithm, and lower and upper limits of each variable.
Step 2: Transfer the constraint multi-objective problem to an unconstraint one as follows: where N eq and N ueq are the number of equality and inequality constraints, respectively. g j (x) and h j (x) are the equality and inequality constraints, respectively, and Z 1 and Z 2 are the penalty factors. Step 4: Calculate the objective functions value for each bee in each hive, sort them based on nondomination, and store nondominated solutions in the external archive EA of each hive.
Step 5: Update the position of each bee in each hive according to comprehensive learning mechanism. If any element of each bee breaks its limit then its position is fixed to the maximum minimum operating point.
Step 6: Update each EA of each hive according to greedy selecting strategy, sort the EA based on nondomination, and select the nondomination solutions to stay in EA. If the number of nondominated solutions exceeds the allocated the size of EA, apply crowding distance to remove the crowded members.
Step 7: If the current iteration number obtains the preordained maximum iteration number, the algorithm is stopped, otherwise go to step 4.
Best compromise solution based on fuzzy decision
Upon having the Pareto-optimal set of nondominated solution, the proposed approach presents one solution to the decision maker in power system as the best compromise solution. In this work, a fuzzy-based mechanism is employed to extract the best compromise solution over the trade-off curve and assist the decision maker to adjust the generation levels efficiently [54] . Due to imprecise nature of the decision maker's judgment, each objective function of the ith solution is represented by a membership function l i defined as flow:
where min (F i ) and max (F i ) are lower and upper bounds of ith objective function. The higher the values of the membership function are, the greater the solution satisfaction is.
For each nondominated solution, the normalized membership function l k is calculated as:
where M is the number of nondominated solutions, and N obj is the number of object. The best compromise solution is the one having the maximum of l k .
Simulation results
In order to verify the proposed approach, the IEEE 30-bus system that illustrated in Fig. 18 is used as the test systems for transformers with off-nominal tap ratio in the lines 6-9, 6-10, 4-12 and 27-28. The system data are given in [55] . The active power generation limits are listed in Table 9 . The limits of generator buses and load buses are between 0.95-1.1 p.u, and 0.9-1.05 p.u, respectively. The lower and upper limits of transformer taps are 0.9 p.u. and 1.05 p.u., respectively, and the step size is 0.01 p.u. The parameter settings for these four algorithms are the same as in 'Performance measures'. For all the results on three two-objective OPF problems, it is clear that the proposed M 2 OBA algorithm is able to obtain welldistributed Pareto-optimal fronts. It should be noted that in the proposed approach the trade-off among the competing objectives is obtained by emphasizing on non-dominated solutions and getting a well-distributed set of solutions, respectively.
From Table 10 , we can see that M 2 OBA get the best convergence solutions for fuel cost and emission objective functions. Fig. 19 shows the Pareto-optimal front for fuel cost and emission objective functions. From Fig. 19 , it can be clearly observed that M 2 OBA can discover a well-distributed and diverse solution set for this problem, while the other three algorithms only find some sparse distributions. Table 11 shows the best compromise solutions for fuel cost and emission objective functions using different algorithms. For M 2 OBA, the best compromise solution is 616.86 $/h and 0.202 ton/h. The fuel cost and emission values in the best compromise solution that are very close to their best values in Table 10 , then the truth of the aforementioned statement is clear in all Pareto fronts.
For cost-loss objective functions and emission-loss objective functions, we can observe that the algorithms achieve similar performance ranking as for fuel cost-emission objective functions.
Case II: three-objective OPF optimization
In this case, three competing objectives are optimized simultaneously by the proposed algorithm and the obtained results are shown in Fig. 22 . Table 16 shows the minimum values for each objective in the three-dimensional Pareto front.
It is clear that cost, emission and loss cannot be further improved without degrading the other two related optimized objectives. Fig. 22 clearly shows the relationships among all presented objective functions. Between the obtained Pareto-optimal solutions, it is necessary to choose one of them as a best compromise for implementation. As well as in the case I, the best compromise results are also presented in Table 17 .
From Tables 16 and 17 , we can observe that the performance of M 2 OBA is better than all the other algorithms in both best and compromise solutions on fuel cost, emission and loss objectives. From Fig. 22 , we can observe that the M 2 OBA is able to discover a well-distributed and diverse solution set for this three-objective problem. However, the other three algorithms cannot archive the true Pareto front for the three-objective OPF.
From the results, it can once again be proved that the proposed method is giving well-distributed Pareto-optimal front for the three-objective OPF optimization. The results confirm that the M 2 OBA algorithm is an impressive tool for solving the real-world multi-objective OPF problem where multiple Pareto-optimal solutions can be obtained in a single run. 
Table 10
The best solutions for cost and emission (f 1 -f 2 ) from the Pareto front based on four multi-objective algorithms. 
Statistical test
In this experiment, in order to further investigate the efficacy and robustness of the proposed M 2 OBA on the real-world OPF problem, the analysis of variance (ANOVA) test was conducted to decide on the statistical significance of each of the four tested algorithms over the others. The graphical statistics analyses are done through box plot. A box plot is a graphical tool, which provides an excellent visual summary of many important aspects of a distribution. The box stretches from the lower hinge (defined as the 25th percentile) to the upper hinge (the 75th percentile) and therefore contains the middle half of the scores in the distribution. The median is shown as a line across the box. Therefore, one-fourth of the distribution is between this line and the top of the box and onefourth of the distribution is between this line and the bottom of the box. The graphical analysis results of the ANOVA test for all algorithms on both two and three-objective cases in 30 runs are illustrated in Figs. [23] [24] [25] [26] . Looking at these box plots, the general features of the distribution can be noticed.
The box plots for the best compromise solutions of fuel cost and emission (f 1 -f 2 ) pair in Table 11 are shown in Fig. 23 . From  Fig. 23(a) , we can observe that M 2 OBA obtain the best variance distribution of compromise solutions, in which the fuel cost values are ranged from 615 to 620. Then Fig. 23(b) illustrates the M 2 OBA achieve both best variance and mean value in all algorithms, which means that M 2 OBA provides more robust performance for the f 1 -f 2 pairs optimization than that of the other three algorithms. The box plots for the results presented in Tables 13 and 15 OBA yields optimal result in all four tested MO algorithms on the real-world OPF problem.
Computation time analysis
For real-world optimization problems, we need not only the high optimization accuracy and computation robustness, but also a faster solution speed. Hence, in this experiment, the computation time analysis was also carried out to validate the efficacy of the proposed M 2 OBA. Since the time spent on each generation is different from one algorithm to another, the iterations taken by various algorithms do not mean the actual time they spent. For M 2 OBA, make a hypothesis that the computation cost of one bee in M 2 OBA is TimeCost_i, the total computation cost for one generation is N * M * Cost_i. However, due to the random and uncertainty of the heuristic algorithms used, it is very difficult to give a theoretic computation analysis for all algorithms involved. In order to straightforwardly evaluate the algorithmic time response, we presented in Fig. 27 the computing times (average in 30 runs) of all algorithms on each multi-objective OPF cases respectively. OBA took smaller iterations to achieve more robust and precise OPF solutions. Therefore, the absolute time required for a run of M 2 OBA can be saved by reducing the maximum iterations.
Conclusions
In this paper, different multi-objectives, which consider the cost, loss, and emission impacts, for OPF problem were formed. to the true Pareto optimal front, and use multiple colony cooperative coevolution to ensure the diversity of the whole population. The M 2 OBA algorithm is conceptually simple and easy to implement and has considerable potential for solving complex multi-objective optimization problems. With a set of 6 mathematical benchmark functions (including both two and three-objective cases), M 2 OBA is proved to have better performance than the MOP-SO, MOABC, and NSGA-II. Additionally, a fuzzy membership approach has been used to identify the best compromise solution for the proposed multi-objective OPF optimization model. The simulation studies, which conduct on 30-bus IEEE test system, also show that the M 2 OBA obtains statistical better than the MOPSO, MOABC, and NSGA-II methods in terms of optimization accuracy and convergence robust. 
