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2I. INTRODUCTION
We study the d-dimensional radial Schro¨dinger equation (in atomic units h̵ = 2µ = 1),
[− d2
dr2
+ (k − 1)(k − 3)
4r2
+ V (r) −E]ψ(r) = 0 , ∞∫
0
{ψ(r)}2 dr = 1 , ψ(0) = 0 , V (r) = − e2Z
r + b , (1)
where d > 1, ` is the angular-momentum quantum number, k = 2 ` + d, and b > 0 is a cut-off parameter. Thus
E = E(e2Z, b). The number of potential parameters can be reduced by scaling: for example the change of variable
r → b r with v = b e2Z and Enk(v) = b2E(e2Z, b) transforms equation (1) into the following
[− d2
dr2
+ (k − 1)(k − 3)
4r2
− v
r + 1]ψnk(r) = Enk(v)ψnk(r), v > 0, (2)
where n = 0,1,2, . . . is the number of nodes in the radial wave function ψnk(r).
The relation between Schro¨dinger’s equation (2) for ` ≠ 0 and the confluent Heun equation was pointed earlier by H.
Exton [1], (see also [2]). In the present work we study this connection in more detail. This interrelationship in turn
involves a deeper analysis of the generalized confluent Heun equation,
r (α2r + α1) f ′′(r) + (β2r2 + β1r + β0) f ′(r) − (ε1r + ε0) f(r) = 0, (3)
that can be rewritten in the self-adjoint form
1
r
β0
α1
−1
e
β2 r
α2 (α1 + α2 r) β1α2 −α1β2α22 − β0α1 −1
d
dr
[r β0α1 e β2 rα2 (α1 + α2 r) β1α2 −α1β2α22 − β0α1 df(r)
dr
] − ε1 r f(r) = ε0 f(r),
where {αi, βi, εi} are real parameters for which α2 and α1 are not simultaneously zero with no common factor between
the polynomial coefficients in (3). The differential equation (3) has two regular singular points r0 = 0 and r1 = −α1/α2
with the exponents at the singularity {0,1−β0/α1} and {0,1+(β0/α1)−β/α2+(α1β2)/α22} in addition to one irregular
singular point at r∞ =∞. If α1 ⋅α2 ≥ 0, the domain of definition is (0,∞) while if α1 ⋅α2 < 0, the domain of definition
reads (0,−α2/α1) with the assumption that the solution f(r) vanishes at the domain boundary.
The applications of equation (3) are not limited to spectral problems generated by the softcore Coulomb potential:
indeed, differential equations of the form (3) have played a key role for many diverse problems of theoretical physics
[1–13]. Hence, the problem studied here contributes to the ongoing analysis of Heun’s equation and its confluent
cases, bridging elusive problems in physics to mathematical analysis [3].
In addition to an irregular singular point at r =∞, the differential equation (2) has an additional regular singular point
at r = 0 with exponents given by the roots of the indicial equation 4s(s − 1) − (k − 1)(k − 3) = 0, namely s = (k − 1)/2
and s = (3 − k)/2. For large r, the differential equation (2) behaves as
−d2ψnk(r)
dr2
= Enk(v)ψnk(r).
The asymptotic solution allows us to factorize the wave function solution of (2) in the form
ψnk(r) = r(k−1)/2 exp (−Enk r) f(r), Enk = √−Enk(v) > 0. (4)
Substituting this ansatz solution into equation (2) gives for f(r) the following differential equation
(r2 + r)f ′′(r) + (−2Enk r2 + (k − 1 − 2Enk) r + k − 1) f ′(r) − (((k − 1)Enk − v) r + (k − 1)Enk) f(r) = 0, (5)
that is clearly a special case of the generalized confluent Heun equation (3).
The purpose of this article is threefold. First, we analyze the conditions on the equation parameters of (3) so as to
admit the polynomial solutions fn(r) = ∑nj=0 Cjrj , n = 0,1,2, . . . , and we set up a scheme to evaluate the polynomial
coefficients Ck explicitly. Second, we establish a correspondence between each solution fn(r) and a finite sequence
of orthogonal polynomials {Pj(ε0)}nj=0 for which we consider some mathematical properties, particularly the three-
term recurrence relation, Christoffel-Darboux formulas, and the moments of the weight function. In addition to
3these properties, we also show that these polynomial solutions exhibit a factorization property similar to that of the
Bender-Dunne Orthogonal Polynomials [14]. This factorization property, in turn, allows the construction of associated
(infinite) classes of orthogonal polynomials. Thirdly, as a practical use of these polynomial solutions, we study the
quasi-exact solvability of the d-dimensional Schro¨dinger equation with the scaled interaction V (r) = −v/(r + 1) as
given by (2) which, for b > 0, is essentially equivalent to the unscaled form V (r) = −e2Z/(r + b).
The present article is organized as follows. In Section II, we explore the solvability constraints on the equation (3)
and we design a procedure for constructing the polynomial solutions fn(r) = ∑∞j=0 Cj rk for each n. In Section III, we
establish a correspondence between that the solution yn and a set of orthogonal polynomials {Pj}nj=0. The recurrence
relations, the Christoffel-Darboux formulas, the weight functions, and the factorization property are presented. In
Section IV, we apply these results in the study of the d-dimensional radial Schro¨dinger equation with the softcore
Coulomb potential given by equation (2).
II. GENERALIZED CONFLUENT HEUN EQUATION: POLYNOMIAL SOLUTIONS
The nth derivative of (3) reads
[a2 r2 + a1 r ] f (n+2)(r) + [β2 r2 + (β1 + 2na2) r + na1 + β0] f (n+1)(r)+ [(2nβ2 − ε1) r + n (n − 1)a2 + nβ1 − ε0] f (n)(r) + [n (n − 1)β2 − nε1] f (n−1)(r) = 0 , n = 0,1, . . . . (6)
Thus, for the existence of an nth degree polynomial solution fn(r) = ∑nj=0 Cj rj , it is necessary that
ε1;n ≡ ε1 = nβ2, (n = 0,1,2, . . . ). (7)
On the other hand, an application of the Frobenius Method establishes for the coefficients of the polynomial solutions
fn(r) = ∑nk=0 Ck rk to the differential equation
d
dr
[rβ0/α1eβ2 r/α2(α1 + α2 r)−α1β2α22 − β0α1 + β1α2 dfn(r)
dr
]
r
β0
α1
−1
e
β2r
α2 (α1 + α2r)−α1β2α22 − β0α1 + β1α2 −1 − nβ2 r fn(r) = ε0,n fn(r), n = 0,1,2, . . . ,
the following three-term recurrence relation
[(j + 1) (j a1 + β0) ]Cj+1 + [j (j − 1)a2 + j β1 − ε0,n]Cj + [ (j − 1)β2 − ε1,n]Cj−1 = 0 , j = 0,1,2, . . . , n + 1, (8)
which allows the explicit computation of all the coefficients {Cj}nj=0 of the polynomial solutions initiated with C−1 = 0
and C0 = 1.
For each n, the recurrence relation (8) generates n + 2 linear equations in the coefficients Cj , j = 0,1, . . . , n. The
first n equations may used to evaluate, using say Cramer’s rule, the coefficients Cj , j = 1,2, . . . , n, in terms of the
non-zero coefficient C0. The equation indicated by j = n gives the sufficient (polynomial) condition for ε0,n in terms
of the other equation parameters which guarantees the existence of a polynomial solution. The very last equation
of the linear system indicated by j = n + 1 replicate the necessary condition (7). It is not difficult to show that the
sufficient (polynomial) condition is equivalent to the vanishing of the (n+ 1)th-order determinant given by the Jacobi
Tri-diagonal Matrix:
∆n+1 =
S0 T1
γ1 S1 T2
γ2 S2 T3⋱ ⋱ ⋱
γn−2 Sn−2 Tn−1
γn−1 Sn−1 Tn
γn Sn
,
for
Sj = j((j − 1)α2 + β1) − ε0,n ,
Tj = j((j − 1)α1 + β0) ,
γj = −(n − j + 1)β2 ,
where all the other entries being zero.
The determinant ∆n+1 = 0 gives an n-degree polynomial of the discrete variable ε0,ni ,1 ≤ i ≤ n. Here, the index i
introduced in reference to distinct roots of ∆n+1 = 0 for each given n. The values of ε0,ni may be regarded as the
4roots of the square matrix Ln+1 = ∆n+1 + ε0,n I where I is the (n + 1)-identity matrix. For the real square matrix
Ln+1, the characteristic roots are real and simple if the product Ti γi > 0 for all i = 1,2, . . . n. Further, between any two
characteristic roots of Ln+1 lies exactly one characteristic root of Ln. On the other hand, if Ti γi < 0, i = 1,2, . . . , n,
then all the real characteristic roots of Ln+1 lie between the least and the greatest of the main diagonal entries
sj ≡ Sj + ε0,n. Further, if s0 < s1 < ⋅ ⋅ ⋅ < sn+1, then the characteristic roots of Ln+1 and those of Ln cannot interlace
[19–22]. In short, the above discussion provide at our disposal a complete procedure to compute the nth-degree
polynomial solutions of the Generalized Confluent Heun Equation (3).
Before closing this section, we report the first few polynomial solutions generated by the recurrence relation (8):
For the zero-degree polynomial solution f0(r) = 1, n = 0, j = 0,1 that gives the necessary and sufficient conditions,
respectively:
ε1;0 = 0, ε0,01 = 0, (9)
where the subindex 1 in ε0,01 refers to only one real root for ∆1 = 0.
For the first-degree polynomial solution f1(r) = C0 + C1 r, n = 1 and thus j = 0,1,2. The coefficients Cj , j = 0,1,2 are
evaluated using (8) that gives for C0 = 1 that C1 = ε0,1i/β0 and C2 = (β0β2 − β1ε0,1 + ε20,1)/(2β0(α1 + β0)), whence
f1(r) = 1 + ε0,1i
β0
r, i = 1,2, (10)
subject to ε1,1 = β2 and
∆2 = ∣ −ε0,1 β0−β2 β1 − ε0,1 ∣ ≡ β0β2 − β1ε0,1i + ε20,1i = 0, i = 1,2. (11)
For the second-order polynomial solution f2(r) = C0 + C1 r + C2 r2, n = 2 and thus j = 0,1,2,3. The coefficientsCj , j = 0,1,2,3 are evaluated using (8) for C0 = 1 that C1 = ε0,2i/β0, C2 = (2β0β2 − β1ε0,2i + ε20,2i)/(2β0(α1 + β0))
and
C3 = ε30,2i − (2α2 + 3β1)ε20,2i + 2(β1(α2 + β1) + β2(α1 + 2β0))ε0,2i − 4(α2 + β1)β0β2
6β0(α1 + β0)(2α1 + β0) , i = 1,2,3
whence
f2(r) = 1 + ε0,2i
β0
r + 2β2β0 − β1ε0,2i + ε20,2i
2β0(β0 + a1) r2, i = 1,2,3, (12)
subject to ε1 = 2β2 and
∆3 = RRRRRRRRRRRRR
−ε0,2i β0 0−2β2 β1 − ε0,2i 2a1 + 2β0
0 −β2 2a2 + 2β1 − ε0,2i
RRRRRRRRRRRRR≡ ε30,2i − (2α2 + 3β1)ε20,2i + 2(β1(α2 + β1) + β2(α1 + 2β0))ε0,2i − 4β0β2(α2 + β1) = 0, i = 1,2,3. (13)
In summary, we have the following theorem..
Theorem II.1. (Polynomial solutions) The necessary and sufficient conditions for n-degree polynomial solutions
fn(r) = ∑nj=0Cj rj of the differential equation (3), respectively, are
ε1;n = nβ2, n = 0,1, . . . , (14)
and the vanishing of the ∆n+1-determinant
∆n+1 =
S0 T1
γ1 S1 T2
γ2 S2 T3⋱ ⋱ ⋱
γn−2 Sn−2 Tn−1
γn−1 Sn−1 Tn
γn Sn
,
for
Sj = j((j − 1)α2 + β1) − ε0,2i ,
Tj = j((j − 1)α1 + β0),
γj = (j − 1)β2 − ε1;2. (15)
5Noting that, a simple relation to evaluate this determinant ∆n+1 = 0, in terms of the lower-degree determinants, is
∆−1 = 0, ∆0 = 1,
∆j+1 = (j((j − 1)α2 + β1) − ε0)∆j − jβ2(n − j + 1) ((j − 1)α1 + β0)∆j−1, (16)
for j = 1,2, . . . , n. This Theorem can be illustrated by the following diagram:
n=0(ε1;0)
ε0;01
f01(r)
n=1(ε1;1)
ε0;11
f11(r)
ε0;12
f12(r)
n=2(ε1;2)
ε0;21
f21(r)
ε0;22
f22(r)
ε0;23
f23(r)
n=3(ε1;3)
ε0;31
f31(r)
ε0;32
f32(r)
ε0;33
f33(r)
ε0;34
f34(r)
⋯
⋯
⋯
III. FINITE SEQUENCES OF ORTHOGONAL POLYNOMIALS: MATHEMATICAL PROPERTIES
In the light of Theorem II.1, the polynomial solutions of the differential equation (3) can be written as
fn(r) = n∑
j=0
Pnj (ε0)
j!aj1 (β0a1 )j r
j , n = 0,1,2, . . . , (17)
where (α)n refers to the Pochhammer Symbol (α)n = α(α + 1) . . . (α − n + 1) defined in terms of Gamma Function as(α)n = Γ(α + n)/Γ(α) and has the property (−n)k = 0 for any positive integers k ≥ n + 1.
Denote ε0 = ζ, for fixed n, each polynomial solution fn(r) generates a finite sequence of the coefficients Pnj (ζ), j =
0, . . . , n that can be evaluated independently using the three-term recurrence relation
Pnj+1(ζ) = [ζ − j (j − 1)a2 − j β1]Pnj (ζ) + [j (n + 1 − j)β2((j − 1)a1 + β0)]Pnj−1(ζ) , Pn−1(ζ) = 0 , Pn0 (ζ) = 1. (18)
From the classical theory of orthogonal polynomials, particularly Favard Theorem [15–17], one confirms that{Pnk (ζ)}nk=0 is a finite sequence of orthogonal polynomials. In the remaining part of this section, we explore some
mathematical properties of these families of orthogonal polynomials.
Theorem III.1. (Christoffel-Darboux formula) For ζ1 ≠ ζ2,
m∑
j=0
Pnj (ζ1)Pnj (ζ2)
j! (β2a1)j (β0a1 )j (−n)j =
Pnm+1(ζ1)Pnm(ζ2) − Pnm(ζ1)Pnm+1(ζ2)
m! (β2a1)m (β0a1 )m (−n)m(ζ1 − ζ2) , m = 1, . . . , n − 1 , (19)
while for ζ2 → ζ1 = ζ
m∑
j=0
(Pnj (ζ))2
j! (β2a1)j (β0a1 )j (−n)j =
[Pnk+1(ζ)]′Pnk (ζ) − [Pnk (ζ)]′Pnk+1(ζ)
k! (β2a1)k (β0a1 )k (−n)k , m = 1, . . . , n − 1 . (20)
Proof. The recurrence relations (18) for ζ1 and ζ2 read:
Pnk+1(ζ1) = ζ1Pnk (ζ1) − [k(k − 1)a2 + kβ1]Pnk (ζ1) − [k (k − n − 1)β2((k − 1)a1 + β0)]Pnk−1(ζ1) , (i)
Pnk+1(ζ2) = ζ2Pnk (ζ2) − [k(k − 1)a2 + kβ1]Pnk (ζ2) − [k (k − n − 1)β2((k − 1)a1 + β0)]Pnk−1(ζ2) , (ii)
respectively. Multiplying (i) by Pnk (ζ2) and (ii) by Pnk (ζ1) then subtracting the latter from the prior yields:(ζ1 − ζ2)Pnk (ζ2)Pnk (ζ1) = Qk+1(ζ1, ζ2) − λk+1Qk(ζ1, ζ2),
where
λk+1 = k (k − n − 1)β2((k − 1)a1 + β0) , and Qk+1(ζ, ζ ′) = Pnk+1(ζ1)Pnk (ζ2) − Pnk (ζ1)Pnk+1(ζ2) .
6Recursively over k, we have (ζ1 − ζ2)Pnk (ζ1)Pnk (ζ2) = Qk+1(ζ1, ζ2) − λk+1Qk(ζ1, ζ2)(ζ1 − ζ2)Pnk−1(ζ1)Pnk−1(ζ2) = Qk(ζ1, ζ2) − λkQk−1(ζ1, ζ2)
. . . = . . .(ζ1 − ζ2)Pn0 (ζ1)Pn0 (ζ2) = Q1(ζ1, ζ2) .
From which, it is straightforward to obtain
(ζ1 − ζ2)[Pnk (ζ1)Pnk (ζ2) + λk+1Pnk−1(ζ1)Pnk−1(ζ2) + λk+1λkPnk−2(ζ1)Pnk−2(ζ2) + λk+1λkλk−1Pnk−3(ζ1)Pnk−3(ζ2) + . . .
+ λk+1λkλk−1λk−2 . . . λ2Pn0 (ζ1)Pn0 (ζ2)] = Qk+1(ζ1, ζ2) .
We then divide both sides of this equation by (ζ1 − ζ2)λk+1λkλk−1λk−2 . . . λ2, and sum over k to obtain
k∑
j=0
Pnj (ζ1)Pnj (ζ2)
λj+1λjλj−1 . . . λ2 = (λk+1λkλk−1 . . . λ2)−1 Pnk+1(ζ1)Pnk (ζ2) − Pnk (ζ1)Pnk+1(ζ2)ζ1 − ζ2 .
The (19) follows, by noting that
λk+1λkλk−1 . . . λ2 = k+1∏
j=2 λj = k! (β2a1)k (β0a1 )k (−n)k , k = 1, . . . , n ,
and (20) follows by taking the limit of both sides of (19) as ζ2 → ζ1 = ζ.
Another interesting property of the finite sequences {Pnk (ζ)}nk=0 deals with the normalized weight function W (ξ),
∫
S
W (ξ)dξ = 1 , (21)
for which the orthogonality
∫S Pnk (ζ)Pnk′(ζ)W (ζ)dζ = η2k δkk′ , k, k′ = 0,1, . . . , n , (22)
is defined. Here, S is the support of the measure W (ζ)dζ on the real line and δkk′ is the classical Kronecker Delta
Function δkk = 1, while for k ≠ k′, δkk′ ≠ 0.
Theorem III.2. For the monic orthogonal polynomials {Pnk (ζ)}nk=0
∫S ζjPnk (ζ)W (ζ)dζ = η2k δkj , for all j ≤ k . (23)
Proof. By writing Pnk′(ζ) = ∑k′j=0 αk′;jζj , where αk′;k′ = 1, equation (22) yields
k′∑
j=0αk′;j ∫S ζjPnk (ζ)W (ζ)dζ = ηkηk′δkk′ , k, k′ = 0,1, . . . , n , ak′;k′ = 1 . (24)
For k′ = 0,1, . . . , n, (24) generates a linear system that yields
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∫S Pnk (ζ)W (ζ)dζ∫S ζPnk (ζ)W (ζ)dζ∫S ζ2Pnk (ζ)W (ζ)dζ∫S ζ3Pnk (ζ)W (ζ)dζ⋮∫S ζk′Pnk (ζ)W (ζ)dζ
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= ηk
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 . . . 0
αn1;0 1 0 0 . . . 0
αn2;0 α
n
2;1 1 0 . . . 0
αn3;0 α
n
3;1 α
n
3;2 1 . . . 0
αn4;0 α
n
4;1 α
n
4,2 α
n
4,3 . . . 0⋮ ⋮ ⋮ ⋮ . . . ⋮
αnk′;0 αnk′;1 αnk′;2 αnk′;3 . . . 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−1
(k′+1)×(k′+1)
×
⎛⎜⎜⎜⎜⎜⎜⎜⎝
η0δk0
η1δk1
η2δk2
η3δk3⋮
ηk′δkk′
⎞⎟⎟⎟⎟⎟⎟⎟⎠(k′+1)×1
. (25)
The inverse of the lower triangular matrix is, again, lower triangular with ones on the main diagonal. This argument
establishes our assertion (22).
7Theorem III.3. The norms of all polynomials Pnk (ξ) with k ≥ n + 1 vanish.
Proof. The norms ηk can be evaluated using the recurrence relations (18) after multiplying throughout by ζ
k−1W (ζ)
and integrating over ζ. Then by Theorem III.2, a simple two-term recursion relation for the squared norm is obtained
Gk = k (k − 1 − n)β2((k − 1)a1 + β0)Gk−1 ,
with a solution given by
Gk = ∣ηk ∣2 = k∏
j=1[j (j − 1 − n)β2((j − 1)a1 + β0)] = k! (β2a1)k(−n)k (β0a1 )k , (26)
which is equal to zero for k = n + 1, n + 2, . . . , because of the Pochhammer identity (−n)k = 0 for all k ≥ n + 1.
From Theorems III.2 and III.3, it follows that
∫S Pnk (ζ)W (ζ)dζ = δk0 = 0 , for all k ≥ 1 , (27)∫S Pnj (ζ)Pnk (ζ)W (ζ)dζ = 0 , (0 ≤ j < k ≤ n) , (28)∫S [Pnk (ζ)]2 W (ζ)dζ = k! (β2a1)k(−n)k (β0a1 )k , 0 ≤ k ≤ n , (29)∫S ζ Pnk (ζ)Pnk−1(ζ)W (ζ)dζ = k! (β2a1)k(−n)k (β0a1 )k , k = 1,2, . . . , (30)∫S ζ [Pnk (ζ)]2W (ζ)dζ = k((k − 1)a2 + β1)k! (β2a1)k(−n)k (β0a1 )k , k = 0,1,2, . . . , (31)
∫S ζ2[Pnk (ζ)]2W (ζ)dζ = [(k + 1)β2(k − n) (β0 + k a1) + k (k − n − 1)β2((k − 1)a1 + β0)
+ (k(k − 1)a2 + kβ1)2 ]k! (β2a1)k(−n)k (β0
a1
)
k
. (32)
Although we don’t have a general formula for arbitrary k that evaluates the moments
µk = ∫S ζkW (ζ)dζ, k = 0,1, . . . , n , (33)
it is possible to compute µk recursively using Theorem III.2 and the recurrence relation (18). It is not difficult to
show that, for β2 β0 < 0,
∫SW (ζ)dζ = 1 , ∫S ζW (ζ)dζ = 0 , ∫S ζ2W (ζ)dζ = −nβ0β2 , ∫S ζ3W (ζ)dζ = −nβ0β1β2 . (34)
and for all k ≥ 2,
∫S ζ Pnk (ζ)W (ζ)dζ = 0 . (35)
For example,
∫S ζ3W (ζ)dζ = β1η21 , ∫S ζ4W (ζ)dζ = nβ0 β2 (2α1β2(n − 1) + β0 β2 (3n − 2) − β1) . (36)
From this discussion, the recurrence relation (19) can be rewritten as
Pn−1(ζ) = 0 , Pn0 (ζ) = 1 , Pn1 (ζ) = ζ ,
Pnk+1(ζ) = (ζ − ∫S ζ[Pnk (ζ)]2W (ζ)dζ∫S[Pnk (ζ)]2W (ζ)dζ )Pnk (ζ) − ( ∫S[P
n
k (ζ)]2W (ζ)dζ∫S[Pnk−1(ζ)]2W (ζ)dζ )Pnk−1(ζ) , k = 1, . . . , n − 1 . (37)
Another interesting property of the polynomials {Pnk (ζ)}nk=0, besides being an orthogonal sequence, is that when the
parameter n takes positive integer values the polynomials exhibit a factorization property similar to the factorization
8of the Bender-Dunne orthogonal polynomials studied earlier [14, 23]. The factorization property occurs because the
third-term in the recursion relation (18) vanishes when j = n + 1, so that all subsequent polynomials have a common
factor, Pnn+1(ζ), called a critical polynomial. To illustrate this factorization property, consider the case of n = 1:
P11 (ζ) = ζ , P12 (ζ) = ζ2 − β1ζ + β2β0 ,
P13 (ζ) = (ζ − 2β1 − 2a2)P12 (ζ) ,
P14 (ζ) = (ζ2 − (5β1 + 8a2)ζ + 6β21 − 3β2β0 + 18β1a2 + 12a22 − 6β2a1)P12 (ζ) .
Here, the critical polynomial P 12 (ζ) is a factor of every other polynomial Pnk+2(ζ), k = 1,2, . . . . For n = 2:
P21 (ζ) = ζ , P22 (ζ) = ζ2 − β1ζ + 2β2β0 ,
P23 (ζ) = −4β2β1β0 − 4β2β0a2 + (2β21 + 4β2β0 + 2β1a2 + 2β2a1) ζ − (3β1 + 2a2)ζ2 + ζ3 ,
P24 (ζ) = (ζ − 3β1 − 6a2)P23 (ζ) ,
P25 (ζ) = (12β21 − 4β2β0 + 60β1a2 + 72a22 − 12β2a1 − (7β1 + 18a2)ζ + ζ2)P23 (ζ) .
which shows that Pn3 (ζ), the critical polynomial, factorizes each of the next sequence Pnk+3(ζ), k = 1,2, . . . .
Generally, the polynomials Pnk+n+1(ζ) beyond some critical polynomial Pnn+1(ζ) are factored into the product
Pnk+n+1(ζ) = Qnk(ζ)Pnn+1(ζ), k = 0,1, . . . . (38)
The quotient polynomials {Qnk(ζ)}k≥0 are generated using the following three-term recurrence relationQnk(ζ) = [ζ − (k + n)((k + n − 1)a2 + β1)]Qnk−1(ζ) − [(k − 1)(k + n)β2((k + n − 1)a1 + β0)]Qnk−2(ζ) , k ≥ 1 , (39)
initiated with Qn−1(ζ) = 0, and Qn0 (ζ) = 1. This recurrence relation follows by substituting (38) into (18) after re-
indexing the polynomials to eliminate the common factor Pnn+1(ζ) from both sides. Hence, the quotient polynomialsQnk(ζ) form an infinite sequence of orthogonal polynomials for each value of n. The Christoffel-Darboux Formula for
this sequence of orthogonal polynomials reads
k∑
j=0
Qnj (ζ1)Qnj (ζ2)
j!(n + 2)j(β2a1)j (n + 1 + β0a1 )j =
Qnk+1(ζ1)Qnk(ζ2) −Qnk(ζ1)Qnk+1(ζ2)
k!(n + 2)k(β2a1)k (n + 1 + β0a1 )k (ζ1 − ζ2) , (40)
and in the limit ζ1 → ζ2 = ζ,
k∑
j=0
(Qnj (ζ))2
j!(n + 2)j(β2a1)j (n + 1 + β0a1 )j =
[Qnk+1(ζ)]′Qnk(ζ) − [Qnk(ζ)]′Qnk+1(ζ)
k!(n + 2)k(β2a1)k (n + 1 + β0a1 )k . (41)
Theorem III.4. The norms of all the polynomials Q nk (ξ) are given by
GQk = k! (n + 2)k (β2a1)k (n + 1 + β0a1 )k . (42)
Proof. The proof follows by multiplying the recurrence relation (39) by ζk−2W (ζ) and integrating over ζ. This
procedure implies the two-term recurrence relationGQk = k (k + n + 1)β2((k + n)a1 + β0)GQk−1 , k ≥ 1 . (43)
where GQk = ∫S ∣Qnk(ζ)∣2W (z)dz = ∫S ζkQnk(ζ)dζ, with a solution given by (42).
IV. SPECTRA GENERATED BY THE INTERACTION POTENTIAL V (r) = −v/(r + 1)
The constructive solutions of the Generalized Confluent Heun Equation discussed in the previous section allow to
establish the exact solutions of the Schro¨dinger Equation (2) subject to certain values of the potential parameter.
Denote E = √−Enk, the polynomial solutions of equation (5) demand that√−Enk = v
2n + k − 1 or v = (2n + k − 1)E , n = 0,1, . . . , k = d + 2` , d > 1 . (44)
9For fixed n the differential equation (5), namely
(r2 + r) f ′′(r) + (−2√−Enk r2 + (−2√−Enk + k − 1) r + k − 1) f ′(r) +√−Enk (2n r + 1 − k) f(r) = 0
has polynomial solutions fn(r) = ∑nj=0 Cj rj with polynomial coefficients Cj ≡ Cj(E ) evaluated using the interesting
three-term recurrence relationC−1 = 0 , C0 = 1 ,
Cj+1 = [ 2j + k − 1(j + 1) (j + k − 1) (E − j (j + k − 2)2j + k − 1 )]Cj − [ 2 (n + 1 − j)(j + 1) (j + k − 1)E ] Cj−1 , j = 0,1, . . . , n − 1 . (45)
These polynomial solutions may instead expressed as fn(r) = n∑
j=0Pnj (E ) rj/ [j! (k − 1)j] with coefficients, {Pnj (E )}nj=0,
evaluated using
Pn−1(E ) = 0 , Pn0 (E ) = 1 ,
Pnj+1(E ) + [j(j + k − 2) − E (k + 2j − 1)]Pnj (E ) + [2E j (n + 1 − j)(j + k − 2)]Pnj−1(E ) = 0 , j = 1, . . . , n − 1 . (46)
The interesting recurrence relations such as (45) and (46) have been the focus of several important investigations from
the mathematical analysis point of view. We refer the reader to the work of Leopold [18] for a thorough discussion
regarding the possible characterization of the roots of such recurrence relations. Via [18, Theorem 2.2], the roots of
the polynomials generated by (46), and therefore the eigenvalues of the corresponding Schroo¨dinger Equation (2), are
all simple, positive real, and may be generated by the vanishing of the determinant
∆n+1 =
S0 T1
γ1 S1 T2
γ2 S2 T3⋱ ⋱ ⋱
γn−2 Sn−2 Tn−1
γn−1 Sn−1 Tn
γn Sn
,
where
Sj = j(k + j − 2) − E (k + 2j − 1) ,
Tj = j(j + k − 2) ,
γj = 2(n − j + 1)E . (47)
Further, between every two consecutive roots of the polynomial ∆n+1 = 0 lies a root of the polynomial ∆n = 0 for
n = 1,2, . . . . The first few such polynomial solutions are display in Table I.
An illustration of the factorization property for the polynomials which generate the exact solutions of the Schro¨dinger
Equation (2), we report the following few examples: For n = 1,
P10 (E ) = 1, P11 (E ) = (k − 1)E ,
P12 (E ) = (k − 1)(k + 1)E (E − 1), (The critical polynomial)
P13 (E ) = P12 (E )(E (k + 3) − 2k),
P14 (E ) = P12 (E )(E 2(k + 3)(k + 5) − E (k + 3)(5k + 1) + 6k(k + 1)),⋯ = ⋯
where
Q 10 (E ) = 1,
Q 11 (E ) = E (k + 3) − 2k,
Q 12 (E ) = E 2(k + 3)(k + 5) − E (k + 3)(5k + 1) + 6k(k + 1),
Q 13 (E ) = E 3(k + 3)(k + 5)(k + 7) − 3E 2(k + 3)(k + 5)(3k + 1) + 2E (k + 1) (13k2 + 47k + 12) − 24k(k + 1)(k + 2),⋯ = ⋯
Further, for n = 2,
P20 (E ) = 1, P21 (E ) = (k − 1)E ,
P22 (E ) = (k − 1)E (E (k + 1) − k − 3),
P23 (E ) = (k − 1)(k + 3)E (E 2(k + 1) − 3E (k + 1) + 2k), (The critical polynomial)
P24 (E ) = P23 (E )(E (k + 5) − 3(k + 1))⋯ = ⋯
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For which, the factorized polynomials read
Q 20 (E ) = 1, Q 21 (E ) = E (k + 5) − 3(k + 1),
Q 22 (E ) = E 2(k + 5)(k + 7) − E (k + 5)(7k + 9) + 12(k + 1)(k + 2),
Q 23 (E ) = E 3(k + 5)(k + 7)(k + 9) − 6E 2(k + 5)(k + 7)(2k + 3) + E (47k3 + 409k2 + 993k + 711)− 60(k + 1)(k + 2)(k + 3),⋯ = ⋯
Generally, the polynomials {Q nj }∞j=0 are generated using the recurrence relation (see equation (39)):
Q n−1(E ) = 0 , Q n0 (E ) = 1 ,
Q nj+1(E ) + ((n + j + 1)(n + k + j − 1) − E (2(n + j + 1) + k − 1))Q nj (E ) − 2jE (n + j + 1 + j)(n + k + j − 1)Q nj−1(E ) = 0.
(48)
We close this section by giving explicitly the first few exact eigenstate solutions to the Schro¨dinger Equation (2),
namely,
[− d2
dr2
+ (k − 1)(k − 3)
4 r2
− (2n + k − 1)E
r + 1 + E 2]ψnk(r) = 0, ψnk(r) = r(k−1)/2e−E r n∑j=0Cj(E ) rj . (49)
(here n is the number of the zeros in the wave function in contrast to the degree n of the polynomial solutions).
For n = 1: the eigenenergy E = 1 (or E0k = −1) and thus the ground-state solutions, for d > 1, of the Schro¨dinger
Equation,
[− d2
dr2
+ (k − 1)(k − 3)
4 r2
− k + 1
r + 1 ]ψnk(r) = −ψnk(r) , (50)
are given by
ψ0k(r) = r(k−1)/2e−r [1 + r] , (k = d + 2`). (51)
VHrL  -
4
r+ 1
E0  -1
Ψ0HrL  r Hr+ 1L ã-r
2 4 6 8 10
-4
-3
-2
-1
VHrL  -
5
r+ 1
E0  -1
Ψ0HrL  r32 Hr+ 1L ã-r
2 4 6 8 10
-5
-4
-3
-2
-1
VHrL  -
6
r+ 1
E0  -1
Ψ0HrL  r2 Hr+ 1L ã-r
2 4 6 8 10
-6
-5
-4
-3
-2
-1
1
FIG. 1. Plots of the potential V (r) = −(k + 1)/(1 + r), k = 3,4,5 along with the exact eigenvalue E0 = −1 and the exact
(un-normalized) wave function ψ0(r) for Schro¨dinger equation (50).
For n = 2: the eigenenergies Ei, i = 1,2, of the Schro¨dinger equation,
[− d2
dr2
+ (k − 1)(k − 3)
4 r2
− (k + 3)Ei
r + 1 ]ψnk(r) = −E 2i ψnk(r) , (52)
are the roots of the quadratic equation,(k + 1)E 2i − 3 (k + 1)Ei + 2k = 0 , i = 1,2 , (53)
namely,
E1 = 3
2
− 1
2
√
k + 9
k + 1 , and E2 = 32 + 12
√
k + 9
k + 1 , (Ei ≡ Enk = −E 2i ) (54)
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with corresponding eigenstate solutions given by
ψnk(Ei; r) = r(k−1)/2e−Ei r [1 + Eir + Ei(Ei(1 + k) − k − 3)
2k
r2] , i = 1,2 . (55)
E1  -
1
6
17- 3 21
VHrL  -
4 9- 21
3 Hr+ 1L
Ψ1HrL -
1
6
r2 Hr + 1L II 21 - 3M r - 6M ã
1
6
J 21 -9N r
5 10 15 20
-6
-5
-4
-3
-2
-1
1
E0 -
1
6
I17 + 3 21 M
VHrL -
4 I9 + 21 M
3 Hr + 1L
Ψ0HrL
1
6
r2 Hr + 1L II3 + 21 M r + 6M ã-
1
6
J9+ 21 N r
1 2 3 4
-15
-10
-5
FIG. 2. Plot of the potential V (r) = −(k + 3)Ei/(r + 1), k = 5, i = 1,2 along with the exact eigenvalues Ei, i = 1,2 and the exact
(un-normalized) wave functions (55) for Schro¨dinger equation (52).
For n = 3: the eigenenergies Ei, i = 1,2,3, of the Schro¨dinger Equation,
[− d2
dr2
+ (k − 1)(k − 3)
4 r2
− (k + 5)Ei
r + 1 ]ψnk(r) = −E 2i ψnk(r) , (56)
are the roots of the cubic equation,
[(1 + k) (3 + k)]E 3i − [6 (1 + k)(3 + k)]E 2i + [15 + 34k + 11k2]Ei − 6k (1 + k) = 0 , i = 1,2,3 , (57)
with corresponding eigenstate solutions given by
ψnk(Ei; r) = r(k−1)/2e−Ei r
× ⎡⎢⎢⎢⎣1 + Eir + Ei(Ei(1 + k) − k − 5)2k r2 + Ei (E
2
i (1 + k)(3 + k) − 3Ei(1 + k)(5 + k) + 2k(5 + k))
6k (1 + k) r3⎤⎥⎥⎥⎦ . (58)
For n = 4: the eigenenergies Ei, i = 1,2,3,4, of the Schro¨dinger Equation,
[− d2
dr2
+ (k − 1)(k − 3)
4 r2
− (k + 7)Ei
r + 1 ]ψnk(r) = −E 2i ψnk(r) (59)
are the roots of the quartic equation,
[(1 + k)(3 + k)(5 + k)]E 4i − [10(1 + k)(3 + k)(5 + k)]E 3i+ [339 + 637k + 285k2 + 35k3]E 2i − [2(84 + 239k + 156k2 + 25k3)]Ei + 24k(1 + k)(2 + k) = 0 , i = 1,2,3,4 , (60)
with the corresponding eigenstate solution given by
ψnk(Ei; r) = r(k−1)/2e−Ei r
× ⎡⎢⎢⎢⎣1 + Eir + Ei(Ei(1 + k) − k − 7)2k r2 + Ei (E
2
i (1 + k)(3 + k) − 3Ei(1 + k)(7 + k) + 2k(7 + k))
6k (1 + k) r3
+E 3i (1 + k)(3 + k)(5 + k) − 6E 2i (1 + k)(3 + k)(7 + k) + Ei(3 + k)(7 + k)(7 + 11k) − 6k(1 + k)(7 + k)
24k(1 + k)(2 + k) ] r4 .
(61)
Higher order solutions may be obtained similarly using (45) or (46).
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A. A note on the 3-dimensional softcore Coulomb potential
From the previous section, the eigenvalues of the Schro¨dinger Equation,
[− d2
dr2
− v
r + 1]ψnk(r) = −E 2 ψnk(r) , 2 (n + 1)E = v (v = b e2Z) , (62)
are the roots of the polynomials
n = 1Ô⇒ E − 1 = 0 ,
n = 2Ô⇒ 2E 2 − 6E + 3 = 0 ,
n = 3Ô⇒ E 3 − 6E 2 + 9E − 3 = 0 ,
n = 4Ô⇒ 2E 4 − 20E 3 + 60E 2 − 60E + 15 = 0 ,
n = 5Ô⇒ 2E 5 − 30E 4 + 150E 3 − 300E 2 + 225E − 45 = 0 . (63)
These polynomials are generated using the following three recurrence relations:
Pn(E ) − [2(n + 1)(E − n)]Pn−1(E ) + [n2(n2 − 1)]Pn−2(E ) = 0 , n = 3,4, . . . , (64)
with initial conditions
P1(E ) = 8E (E − 1) , and P2(E ) = 24E (3 − 6E + 2E 2) .
Setting Pn(E ) = (n + 1)!Qn(E ) and dividing throughout by (n + 1)! yields the following recurrence relation
Qn(E ) − [2(E − n)]Qn−1(E ) + [n(n − 1)]Qn−2(E ) = 0 , n = 3,4, . . . , (65)
with initial conditions
Q1(E ) = 4E (E − 1) , and Q2(E ) = 4E (3 − 6E + 2E 2) .
Finally, by writing Qn(E ) = 4E Vn(E), we see that Vn(E ) satisfies
Vn(E ) − [2(E − n)]Vn−1(E ) + [n(n − 1)]Vn−2(E ) = 0 , n = 3,4, . . . , (66)
which is essentially the Laguerre polynomial
Vn(E ) = (−1)n n!L(1)n (2E ) . (67)
Thus, in the 3-dimenional case, the eigenvalues of the softcore Coulomb potential are given as the roots of the Laguerre
Polynomials
L(1)n (2E ) = 0 . (68)
The distribution of the the roots for Pj(E ) ≡ L(1)j (2E ) = 0, j = 1,2, . . . ,6 are illustrated in the following figure:
0 1 2 3 4 5 6 7 8 9
E
1
2
3
4
5
6
FIG. 3. The root distribution of the Laguerre Polynomials, L
(1)
n (2E ) = 0, for n = 1,2,3,4,5,6.
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V. CONCLUSIONS
The analysis of even apparently simple physical problems may lead to a wealth of mathematical structure and results.
The softcore Coulomb potential studied in the present work is a case in point. The mathematics obtained by analyzing
this elementary quantum system is remarkable: associated with each polynomial solution of the confluent Heun
equation, there are two sequences of orthogonal polynomials, one finite and the other an infinite sequence generated
by factoring out the finite one. The eigenenergies of the quantum system governed by Schro¨dinger’s equation are the
real distinct roots of the polynomial associated with the finite sequence.
VI. APPENDIX
For fixed n, the orthogonality of the polynomial solutions fni(r),1 ≤ i ≤ n, of the Generalized Heun equation
1
w(r) ddr [rβ0/α1eβ2 r/α2(α1 + α2 r)−α1β2α22 − β0α1 + β1α2 dfni(r)dr ] − nβ2 r fni(r) = ε0,ni fni(r), n = 0,1,2, . . . , (69)
with respect to the weight function
w(r) = r β0α1 −1e β2rα2 (α1 + α2r) β1α2 −α1β2α22 − β0α1 −1, (β0
α1
> 0, β2
α2
< 0, β1
α2
− α1β2
α22
− β0
α1
≥ 0) , (70)
is given by ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∫ ∞0 fni(r)fnj(r)w(r)dr = δij , if α1 ⋅ α2 ≥ 0,
∫ −α1/α20 fni(r)fnj(r)w(r)dr = δij , if α1 ⋅ α2 < 0, (71)
up to the normalization constant. In reference to the domain definition, the normalization of the weight function
∫ ∞
0
w(r)dr = 1, or ∫ −α1/α2
0
w(r)dr = 1
follows by means of the integral representation of the Kummer function [24, Eq.13.4.4] to yields
∫ ∞
0
r
β0
α1
−1
e
β2
α2
r(α1 + α2r) β1α2 −α1β2α22 − β0α1 −1dr = α β1α2 −α1β2α22 − β0α1 −11 (α1α2 )β0/α1 Γ(β0α1 )U (β0α1 , α2β1 − α1β2α22 ,−α1β2α22 ) ,(α1β2/α22 < 0, β0/α1 > 0), (72)
or
∫ −α1/α2
0
r
β0
α1
−1
e
β2
α2
r(α1 + α2r) β1α2 −α1β2α22 − β0α1 −1dr
= α β1α2 − β0α1 −α1β2α22 −11 (−α1α2 )
β0
α1
Γ ( β0
α1
)Γ (− β0
α1
+ β1
α2
− α1β2
α22
)
Γ (α2β1−α1β2
α22
) 1F1 (β0α1 ; α2β1 − α1β2α22 ;−α1β2α22 ) ,(α1/α2 < 0, α22β0 + α21β2 < α1α2β1). (73)
The normalization (71) of the exact solutions for the Generalized Heun equatiom are evaluated using either of the
the integrals
∫ −α1/α2
0
r
β0
α1
+i+j−1
e
β2
α2
r(α1 + α2r) β1α2 −α1β2α22 − β0α1 −1dr
= α β1α2 −α1β2α22 − β0α1 −11 (−α1α2 )
β0
α1
+i+j Γ ( β0
α1
+ i + j)Γ (α1
α2
− β0
α1
− α1β2
α22
)
Γ (α2β1−α1β2
α22
+ i + j) 1F1 (β0α1 + i + j; α2β1 − α1β2α22 + i + j;−α1β2α22 ) ,
(β0
α1
+ i + j > 0. β0
α1
− β1
α2
+ α1β2
α22
< 0) , (74)
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or
∫ ∞
0
r
β0
α1
+i+j−1
e
β2
α2
r(α1 + α2r) β1α2 −α1β2α22 − β0α1 −1dr
= (α1α2 )
β0
α1
+i+j
Γ (α2β1−α1β2
α22
+ i + j − 1)
α
α1β2
α2
2
+ β0α1 − β1α2 +1
1 (−α1β2α22 )−α1β2−α2(α2(i+j−1)+β1)α22
1F1 (α1β2
α22
+ β0
α1
− β1
α2
+ 1; α1β2
α22
− β1
α2
− i − j + 2;−α1β2
α22
)
+ (α1α2 )
β0
α1
+i+j
Γ ( β0
α1
+ i + j)Γ (− β1
α2
+ α1β2
α22
− i − j + 1)
α
α1β2
α2
2
+ β0α1 − β1α2 +1
1 Γ ( β0α1 + α1β2α22 − β1α2 + 1)
1F1 (β0
α1
+ i + j;−α1β2
α22
+ β1
α2
+ i + j;−α1β2
α22
) ,
(β0
α1
+ i + j > 0, α1β2
α22
< 0) , (75)
according to the domain definition.
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