Abstract-This paper addresses a new approach for predicting the generator rotor angle using an adaptive artificial neural network (AANN) for power system stability. The aim of this work is to predict the stability status for each generator when the system is under a contingency. This is based on the initial condition of an operating point, which is represented by the generator rotor angle at a certain load level. An automatic data generation algorithm is developed for the training and testing process. The proposed method has been successfully tested on the IEEE 9-bus test system and the 87-bus system for Peninsular Malaysia.
I. INTRODUCTION

S
TATIC security assessment cannot achieve the necessary level of security under the changing conditions of a power grid and generation conditions [2] . The dynamic security assessment (DSA) technique tries to provide energy management System (EMS) operators with a tool for transient stability analysis to be used online during the normal cycle of real-time operation and offline for the purpose of study and research [3] .
Different operating conditions are evaluated by the EMS under various contingencies to facilitate improvements to power system security. Furthermore, in order to meet the economic requirements, the system is designed to operate under normal conditions with economic considerations and minimum power losses. The selection of contingencies, which might cause system instability or power-system limit violations, is a desirable task with large interconnected power networks [4] .
Research into new methods for DSA can be divided into three areas: simulation (numerical integration method, direct or Lyapunov methods, and probabilistic), heuristic (expert system), and database or pattern matching approaches [5] .
Contingencies usually occur due to accidental faults, which result in the activation of the protective system to isolate the faulted elements, thus the power system may undergo significant changes in the voltage magnitude and thermal power flows during this disturbance. These swings may cause generators to lose stability, which results in an insufficiency of production to meet the load demand in some areas. Dynamic security assessment determines those faults that cause instability, and, therefore, a properly designed system can be demonstrated. It should be noted that no contingencies should lead to system instability and all constraints must operate within their limits. In practice, a power system does not always arrive at a planned point when new elements are installed. Accordingly, it is still important to check whether a contingency could lead to instability problems with these new elements. The problem is that the stability analyses are even more time consuming than the power flow calculations and become more complicated with many effective parameters for dynamic analysis, requiring online or even real-time checking of hundreds or thousands of possible contingencies [6] .
In this study, only the rotor angle stability is considered as the parameter affecting system stability. Simulations were performed using a Power System Simulator for Engineering (PSSE) for the time-domain transient stability analysis. A simulation code was written using the Python language for the adaptive artificial neural network (AANN) learning and testing process to be used for stability prediction.
II. DYNAMIC SECURITY ASSESSMENT
Computer simulation facilities provide the operator with the ability to demonstrate the practical power system and improve its performance. Techniques that can be applied for static security assessment are very helpful at the stage of developing DSA tools. Contingency screening methods could also be useful for dynamic security to isolate the unstable cases; however, this requires an approximation method to evaluate the stability of the system.
Brandwajn et al. [7] developed the technique of contingency screening to speed up the process of DSA solution. In addition, artificial intelligence, such as artificial neural networks 0885-8950/$31.00 © 2013 IEEE (ANNs), fuzzy-neurons, and support vector machines (SVMs) have been suggested for the security classification of contingencies. Although the results show a good improvement, they still do not cover many operating modes under different load levels. Moreover, an ANN application was applied to the British Columbia Hydro (the third largest electric utility in Canada 1 ), which showed that the choice of the inputs and outputs as well as the neural network features may improve the ANN performance in the manner of DSA contingency screening and ranking [8] .
Most of the traditional methods have been developed to test a contingency over a time period under the same operating conditions that allow the operator to portray system behavior in the coming hours, days, or even months. The problem of system instability has been clearly explained by Kundur [9] using various techniques, such as a transient energy function [10] , different coherency measures, signal energy, and equal area criterion. These approaches present the stability indices that were used for contingency ranking to determine the worst cases. Approximate methods calculate the time-domain solution for a short time, usually beyond the fault-clearing time, and then decide whether the system is going to be stable or otherwise.
Online DSA is still a major concern of most power utilities because of heavily loaded generators operating over long transmission interconnection links, which results in negative damping and leads to oscillations and loss of synchronization [11] . In such systems, a long-term model analysis is required to detect the effects of these kinds of contingencies. Once the DSA detects an outage that could lead to an unstable condition, the operator is alerted to take preventive/corrective action. However, the unstable situation occurs very quickly, and the operator must be alert to take the right decision in order to reduce the risk instinctively.
III. ROTOR ANGLE TRANSIENT STABILITY
Transient stability is the ability of a system to withstand the maximum power flow transfer from generation to load without losing stability. In addition, this phenomenon arises when there is a sudden change in the network conditions, such as faults or a sudden increase in load. In this event, the system suffers large excursions of generator rotor angle and is affected by the nonlinear power angle relationship. The most important parameters that influence system stability are the initial operating state and the severity of the contingency. The operator is alerted to the pre-disturbance state, which is different from the post-disturbance steady state. For this reason, a dynamic analysis is required to check stability through the change in rotor angle.
Recently, Rajapakse et al.. [12] presented a new method for predicting the rotor angle stability using a classifier that takes the similarity values calculated at the different generator buses as inputs. However, the SVM classifier could predict the transient stability status with 100% accuracy but without locating the unstable generator, which would help the operator in taking advance action to prevent any instability problem. The contingencies that are usually considered in system design are short-circuit faults of different types, such as line-line, line-ground, two-line-ground, three-phase fault, and three-phase-ground, which are usually considered for 1 [Online]. Available: http://www.bchydro.com/about/ transmission lines. However, occasionally bus and transformer faults are also measured for additional system security design. Another point is that the critical clearing time (CCT), as the fault-clearing time is called, should be identified with respect to the specific circuit breaker to isolate the faulty elements from the system. The fault is ascertained to be temporal or permanent depending on the reclosing of the circuit breakers, which may be considered in some cases. Fig. 1 illustrates the behavior of the three major cases of rotor angle stability of a synchronous machine, which is discussed in Section IV. Case 1) Rotor angle increases from its initial condition to a maximum amplitude (based on the disturbance), then oscillates until it reaches its steady state. Case 2) Rotor angle increases rapidly until synchronism is lost. This case is known as a first swing instability, which is caused by insufficient synchronizing torque. Case 3) This case is also referred to as an unstable condition because the oscillation is increasing after two cycles of the disturbance. This type of instability usually occurs when the post-fault steady-state itself is a small disturbance and not necessarily due to the transient disturbance. Generally, the duration period of the transient stability phenomenon is from 3 to 5 s after a disturbance, which may extend to 10 s for a large system with dominant inter area modes of oscillation [1] . The time frame is sufficient to confirm whether or not the rotor oscillations have settled [13] .
The rotor angle for all machines in the system is determined according to the differences between the generators, as given in (1) where and are the number of generators when for if and is the total number of generators to be monitored. The rotor angle signals between generators ( and ) have to be synchronized with each other, otherwise an unstable condition will be observed in the system. Furthermore, the difference between two generators is still not sufficient to identify the exact unstable generator, for example: if the rotor angle difference between generators and is out of the security limit or unsynchronized, it indicates that both generators have to be split from each other. The rotor angle stability process is able to locate the exact unstable generator by splitting the stable and unstable generators into two respective groups as given by Stability status Stable exclude from the unstable list Unstable are not in stable list (2) where is the number of the contingency. The system indicates the unstable condition under the applied contingency if any generator appears in the unstable array. Total number of signals can be calculated by
When the AANN is under the training mode, the new cases, which include new operating condition, will follow (4) where are the input parameters, is the static training that is used for adapting the new operating condition, and is the security status that is selected for each case.
The independent dynamical system has general nonlinear differential relationship, as given in (5) where is the predicted security status of the rotor angular, for AANN training mode and for AANN testing mode. The initial state is generated and the inputs are required to predict the state of under the automatic data generation process. After AANN training, will be equal to 1 and the neural network will follow (5) to model the dynamics of the system. Conventionally, the developments discuss the ANN application to predict system behavior using a time step prediction method. However, the proposed method is not dependent on the integration time step for security prediction and the new operating conditions are automatically adapted to the trained network.
IV. APPLICATION OF AN AANN FOR PREDICTION OF GENERATOR ROTOR ANGLE STABILITY
Adaptive neural networks were originally developed for power system security assessment. The proposed method is based on function approximation, which is the mapping between the predisturbance operation point and generator rotor angle stability. The new tool should have the ability to classify and predict the system stability when disturbances occur. The input parameters are considered to correspond to the initial rotor angle condition at a given operating point or load level and a fault ID ( for each contingency). The input variables can take into account the changes in the load demand, the rotor angle behavior of each generator, and the network configuration, for example. The automatic data knowledge generation is based on the variation of operating points, which is based on the load profile, production, contingency, and operational practices. In addition, the target data (Stable or Unstable) are also automatically generated for each generator to be included in the training data set. The output in this case is calculated using security index analysis for each alteration prior to load variation. After that, the Input/Output are introduced into the training process as patterns. The analysis of each load level or operating point is done by dynamic computation. Finally, the proposed model for the DSA should be able to classify and predict the stability status of the generators based on the initial conditions of rotor angle, load level, and type of disturbance. The response of the proposed approach is sufficiently fast to assess the system stability for every sequence of the system. Moreover, the robustness of the implemented method was demonstrated by analyzing its performance in predicting the rotor angle instability of each generator when the network configuration is changed.
1) Automatic Data Knowledge Generation:
The data generation algorithm is represented by Fig. 2 for DSA in terms of measuring the rotor angle stability. In the DSA proposed algorithm, the dynamic data includes the generators and excitation models that are required to create a snapshot file. Gradually, the snapshot file contains all the channels that are created in order to monitor each element of the system. The dynamic contingency analysis process then creates the fault that might have occurred in the system. This is done by applying a fault with a specific clearing time, which results in tripping the line ( contingency) permanently.
The initial conditions of each generator, load demand, and fault ID are selected as input parameters for the neural network predicting system, thus these data are stored in the data knowledge. In addition, time-domain rotor angle stability analysis with security monitoring has been developed in order to check rotor angle oscillations using different types of disturbance. The solution of the rotor angle for all of the machines in [14] is determined according to the angular position of the rotor angle relative to one machine. This method is not accurate since any instability case in the reference generator cannot be detected. The system center of inertia (COI) angle was used in [12] to derive the reference angle. However, this method can be applied when the internal generator rotor angle is approximated by the phase angle of the respective generator bus voltage and all generators referring to the COI angle.
The rotor angle stability using the automatic data generation model for all machines in the system is determined according to the differences between the generators. If the angle differences reach their peak values and then decrease, the system is working in a stable condition. If any of the angle differences increase indefinitely, the system is working in an unstable condition because at least one machine will lose synchronism [15] .
Following this, the target must be selected for both stable and unstable conditions; the output is set to a zero value when the system is stable after a disturbance and to a value of one when the system is unstable. This procedure is repeated until the maximum load level is reached before a system blackout occurs. The input and target data are stored in the data knowledge for all running cases and for hundreds or thousands of contingencies. The AANN training is processed after reaching the maximum load level in order to solve the problem of time consumption when determining the stability of the system.
2) Data Normalization: The normalization process that takes place at the beginning of the AANN is required in order to convert the data into a form that the neural function can deal with. Some negative values are presented for generator rotor angle, hence normalizing the vector data for the inputs is required to put all the data in the range between and 1 to prevent any volatility in the network weights (the normalization proceeds based on (6) (7) (8) For the same reason, choosing the activation function for the hidden and output nodes is based on the input and output data range [16] . In addition, as there is no specified number of neurons in the hidden layer, an optimization method has been developed to handle this matter [17] .
The input layer has the same number of neurons as the number of inputs and the output layer has the same number of neurons as the number of outputs. This is an implementation of the work in [18] and [19] , which discusses the conductivity of the inputs and outputs, as given in
for the input element , where is the column vector of input pattern matrix and and are the maximum and minimum values of the column vector, consecutively. The other two factors that can affect the ANN output are: first, the learning rate coefficient , which changes the size of the weight adjustments. Second, adding a momentum term to a grand expression can improve the convergence rate. Reference [20] focuses on a better selection method for both learning and momentum rates, which has been considered in this study. The output is considered to be zero when is constant.
3) Training Process: The back-propagation is similar to the perceptron network algorithm with more than one layer, as shown in Fig. 3 . The feedforward back-propagation (FFBP) algorithm was popularized by Rumelhart et al.. [21] and is the most commonly used method for training multilayer feedforward networks [22] . In this work, FFBP has been developed as a training algorithm for the AANN tool. The proposed network architecture consists of three layers, the first one is connected to the inputs followed by the second layer, which contains the activation functions and the third layer is the output of the network.
Back-propagation learning is an extension of the delta rule [cf. (22) and (23)], which provides the ability to adapt the weights when new inputs are introduced. The weights are initialized with random values, and the error is calculated at every single iteration with the learning procedure being repeated for all patterns or epochs ([Input, Output]) to correct the initial value for all weights. However, the back-propagation learning algorithm has a high mathematical foundation, and, with smooth training, it can give very accurate testing results.
During the training process, the inputs are applied against their output targets and propagate through the network layers to calculate the sum of the errors. In this research, an enhancement is determined by using the sum of root mean square errors (RMSE), as shown in (10) where is the total number of patterns or contingencies, is the target, and is the AANN output. The RMSE shows a better performance than the mean square error (MSE) in terms of sensitivity and accuracy. There are two stopping factor criteria: the first factor is when a threshold error has reached a performance goal value, and the second factor is when the training has reached a certain number of iterations and the network cannot reach the threshold error value. The inputs are applied into the network rather than through the first weights between the inputs and the hidden layer into the activation function, as given in (11) where and are the weight matrix between the input and hidden layers, and between the hidden and output layers, consecutively. In addition, the output is calculated in the last layer by (12) as given in . . . . . . . . .
. . .
where is the input node, is the hidden node, and is the output node. The weights are set as a random number at the beginning of the training process or when different numbers of hidden node are applied; is the output of first layer, is the output of the hidden layer and is set to 1 to speed up the convergence process.
The activation function of the hidden neurons and output neurons is a hyperbolic tangent function (the advantage of using a function is to be symmetrical with respect to the origin [18] ), as given by (15) (16) where is the output of the hidden layer and determines the shape of . Therefore, the error is calculated in (17) by comparing the output value to the target value:
Although there are three layers, the two nets have to be updated based on two error signals. The first error signal is between output and the hidden layer , as shown in (18) and the second error signal is between the hidden layer and the input layer , as shown in (19) The new weights between the output layer and the hidden layer are then updated by the use of a learning rate coefficient and a momentum term for better convergence. Similarly, the weights between the hidden layer and the input layer are updated, as given, respectively, by
The new weights are added to the old weights between the two layers on both sides as follows:
The threshold error (RMSE) is calculated based on (10) for finding the training error. Finally, the error is back-propagated if it does not reach one of the stopping factors.
4) Testing Process:
The testing process is the last step of the implementation approach to verify the model performance. Once the networks finish the training process and reach the required goal of RMSE, testing the network is required to verify the AANN and check if it is working significantly to give the required performance. This can be done first by generating another input data set called testing data, which is not included in the training process, i.e., select the same system model with different load scales to those used in the training process. This will generate a data set with the same number of inputs but under different operating conditions. It may be difficult for the AANN to accurately predict the output if a security problem arises due to an unknown condition or out of the trained data due to lack of prior knowledge unless the AANN is trained using such conditions. In such an event, a conventional DSA engine provides an accurate result and this new condition will be saved to be adapted to the existing patterns. However, no universal network architecture is suitable for all kinds of prediction problems. For each system, a detailed analysis of data generation and the acquisition of prior knowledge are essential to find a proper representing model for that system. In order to verify the robustness of AANN to detect the rotor angular stability of generators, the training data were generated from the minimum load up to maximum load levels through constant increments. In addition, the RMSE equation also brings advantages in terms of improving the neural network sensitivity when the error reaches its minimum with fewer iteration numbers. These factors enhance the performance of the neural network application making it more robust than the standard back-propagation method.
V. SIMULATION RESULT
A. IEEE 9-Bus Test System
A simple 9-bus test system is used for demonstrating the ability of applying the proposed algorithm as a power system security assessment tool. The system is shown in Fig. 4 . It consists of nine buses, six transmission lines, three synchronous machines, three transformers, and three loads.
The ability of the AANN tool for solving the DSA problem in the electric power system is demonstrated. The dynamic model is used to create the snapshot file by using the PSSE simulation. The snapshot file includes all of the data for each element of the system. Dynamic contingency analysis is implemented to create the fault that might occur in the system. This is done by applying a disturbance (three-phase faults) to the line with a specific clearing time 100 ms , which results in tripping the line ( contingency) permanently. After that, these data are used for the AANN training/testing process to determine the ability of the AANN to predict the system status based on the initial condition of the system.
The initial condition of each generator, load demand, and fault ID (each disturbance has a different fault ID) were selected as input parameters for predicting the system stability. In addition, a rotor angle stability analysis with security monitoring was produced in the output report to check the rotor angle oscillations. The existing base case was used to create a variety of cases with different load levels (starting from 60% up to 100%), different generation patterns and generator rotor angle patterns. This was achieved through constant increments with a 5% load scale starting from the 60% load level operating point. In total, 54 patterns were generated consisting of seven inputs and three outputs. Three test data sets were produced corresponding to different load levels to check the AANN accuracy and performance.
Based on the training error statistics, there were 18 neurons in the hidden layer architecture for the training/testing process. Since there is no specific rule for the determination of the optimal number of neurons in the hidden layer [23] , an optimization method was applied [17] . The training process with minimum RMSE is illustrated in Fig. 5 .
In order to verify the AANN tool accuracy, the results of each tested data set were compared with the results generated by the PSSE program using the same system model. The testing accuracy was significant, showing that the AANN works with almost 100% success for the light load testing data set (60% to 70% load level). The processing time of the AANN was about 0.0001 seconds compared to the PSS™E simulation, which was around 7.1719 s.
The power system was stable for all single line outages based on the rotor angle stability. Furthermore, the difference between the rotor angle signals of generators (1 and 2), (1 and 3), and (2 and 3) were synchronized with each other. System stability was obtained when the rotor angle returned to its initial condition after a disturbance, as shown in Fig. 6(a) .
The developed neural network was also tested for the second load pattern when the load was increased. However, these load patterns were not included in the training data knowledge. The robust AANN tool was able to predict the system status with 100% accuracy in a very short time.
The stability status was clearly identified using the rotor angle stability simulation, as shown in Fig. 6(b) . There were two contingencies (line 7-8 and line 8-9 outages) resulting in unstable cases when the rotor angle of the second machine lost its synchronism and the other machines also lost its synchronism in the next contingency. In addition, one machine could become unstable in the long-term if the rotor angle increases slightly.
In order to verify the ability of the robust AANN to detect the situation, the load was increased close to its maximum (311.8 MW). At this load level, there were many unstable cases resulting in an increasing risk of a security breakdown, as illustrated in Fig. 6(c) .The AANN was able to predict all of the cases within a very short computation time.
B. 87-Bus Peninsular Malaysia System (PMS)
The new algorithm was demonstrated on a real power system by using the AANN tool. In order to check the ability of using an adaptive neural network application tool for dynamic security assessment, the neural network was tested under different load levels. The system was divided into four areas, namely, North, East, Central, and South. The 275-KV simplified network presented in Fig. 7 comprises 87 buses connected by 171 transmission lines and supported by 23 synchronous machines.
The total system production and system load were 10652.4 and 10456.5 MW, respectively (year 2007). The percentage of system losses was 1.92% over the total generation. The subsystems interchange the power between each other to satisfy the system security. However, different neural networks were applied to classify each generator inside the area.
The (N-1) contingency analysis was conducted on the PMS for the automatic data knowledge generation, and then it was used to estimate the system stability status with different loading margins for any line outage. The data knowledge had four data sets representing the four areas in the system. Therefore, different AANN architectures were designed to predict the generator stability condition when the system was under a contingency and alert the operator to take instant control action to prevent any instability problem. Contingencies, such as three-phase faults, were included for each line in the particular area. After that, circuit breakers were operated to disconnect the respective line at the fault clearing time, which was set at 250 ms. The number of hidden neurons was adjusted based on the network inputs and outputs in each area, as shown in Table I . In addition, the number of neurons in the input layer depended on the number of generators and loads in the particular area. Likewise, the number of neurons in the output layer depended on the number of generators in the selected area. For all of the cases conducted, the weights and thresholds were initialized at random values between 0.5 and 0.5. In addition, the number of hidden neurons was optimized for the best AANN performance. Furthermore, the momentum factor was dynamically changed in the range of 0.1 to 0.01 based on the redundancy of the RMSE in the back-propagation algorithm to give a smooth training error curve, which resulted in better performance. The learning rate was chosen to be constant at 0.01 for best accuracy.
The training data containing contingencies started from the minimum operating point (80% of the total system load) up to the maximum load with a 2% increment. The total number of contingencies used in the training data is given in Table II . The RMSE of the trained AANN shows the effectiveness of using this error equation in the proposed method. However, the timedomain simulation had the fastest computation time with more than 10 min for the East section, which had a minimum number of contingencies including its I/O number. Compared with the implemented method, the AANN can predict the stability status in about 6.6 s for the largest area. This could help the operator to take action before the stability problem of the system becomes a difficult task to correct.
Meanwhile, the testing data sets were generated for different load levels, as given in Table III . To check the AANN accuracy at different operating points, each area was tested at different load level scenarios until the stability satisfied all areas. In order to verify the AANN performance corresponding to various levels of security, five testing load scenarios for each area were demonstrated.
The performance of the developed AANN and BP algorithms was evaluated by the classification error, which is given by (24) However, the classification errors were calculated based on generators that misclassified for total contingencies at each load level.
The ANN has been used with binary outputs of 1 and 0. Basically, the output is in the range of (0, 1). It can classify an output value of more than 0.5 for an unstable status and less than 0.5 for a stable status, respectively. The output layer gives the information on the severity level of the limit violation.
The results from Table III show that the AANN has good potential for assisting the operator in predicting the rotor angle stability status. The North area had the highest classification error among the PMS with 20 generators, which were misclassified from the 441 generators for 63 contingencies . The performance of the AANN testing data for the North, East, Central, and South areas were about 95.47%, 99.08%, 100%, and 100%, respectively, at maximum load level. Nevertheless, the AANN was able to predict at least one generator with an unstable status when that contingency led to an instability problem with 100% accuracy for all areas. However, the training process was time-consuming, especially when a small error goal was selected at 0.001 RMSE with epochs. Nevertheless, this training time is only required for the first-time training and when the adaptive process undergoes any update in the power system or its operation. In addition, this study is more concerned with the testing time, which is most important for generator rotor angle stability.
The reason behind the classification error in the Northern area being higher than the other areas is because the Northern area is the biggest area in terms of the number of contingencies compared to other areas. In addition, a large number of unstable generators were observed when the power system was running close to its maximum, which affected the classification error of the AANN prediction system as shown in Fig. 8 . However, the classification error increases when many generators are unstable; therefore, the unstable generators should be split into one group, and the rest of the generators into another group for maintaining a secure operating condition.
The proposed method can be connected to the real power system and acts as an automatic detecting tool if any disturbance occurs. A real-time snapshot, which contains all the necessary information to rerun the scenario, is generated automatically at each state estimation execution. The save case manager provides a convenient tool for save case creation and restoration for the data generation process. The number of patterns is the automatic indicator to point out the need to retrain or augment the training set for the AANN. Subsequently, a comparison between saved cases and new cases is automatically executed to generate the new data index for the next training. As a matter of fact, the number of contingencies reflects the changes in the system configuration due to the increase in the number of contingencies and fault IDs when the transmission lines increased. For example, a new pattern will be generated and saved to be adapted into the trained network when a new transmission line is installed into the system in terms of supporting the system to handle any weakness or to extend the load demand. Following the full security assessment and use of the AANN for DSA, the system will be able to predict the rotor angle stability of generators frequently and quickly in real-time operation.
VI. CONCLUSION
The aim of AANN application is to achieve a high level of efficiency and numerical robustness, as is necessary in an electric power system utility. This paper presents the development of an enhanced algorithm for power system DSA inclusive of generator rotor angle stability using an ANN application. Moreover, feature selection and data extraction methods were used as well as power system clustering to reduce the number of inputs and to enhance the model generalization ability. The analysis of the results presented above clearly demonstrates the ability of the AANN scheme to significantly decrease the time necessary for dynamic security assessment. A robust AANN tool was used to solve the dynamic security assessment problem based on the rotor angle stability even when the system changed its configuration. The AANN is able to solve the problem up to approximately 10% of the system modification before a new training is required. However, this study is limited by including the changes in the transmission lines and load demand only. It is assumed that no generators are installed into the system for enhancing the power system security. On the other hand, the new installed generators will not be monitored as well as the shunt capacitors or distributed generators. Further development is required to study the effects of any passive components to the rotor angle stability.
The results verified that the rotor angle stability provided by the robust neural network application is generally significant compared with the transient stability assessment provided by the results of the conventional algorithm and time-domain simulation methods. In addition, the AANN parameters and load level scale are designed to be changeable based on the operator expertise, which make this tool very helpful for the power system utilities.
The AANN also provided good evidence for dynamic security assessment of the IEEE 9-bus test system and practical PMS when it was used to predict the system situation with almost 100% accuracy for most cases, and within less than 1 s per case. Further, for each unstable contingency, the AANN is 100% able to classify at least one unstable generator that could lead to an unstable case or loss of system synchronism. The developed tool could improve the energy management system thereby enabling the operator support to take an early decision. In addition, an actual load profile can be applied with more operating point variety to explore the effectiveness of the AANN tool for stability prediction.
For a large-scale power system with more than 500 generators, training time process increase up to several hours due the large number of inputs and outputs while the adaption process will also be increased, therefore, system clustering should be properly distributed to the areas based on the load and number of generators that need to be monitored in each area. The AANN classification error is increased when the system has many problematic cases or unstable cases in that area. In this case, much effort is required to enhance the system DSA and, consequently, the AANN performance. In the work presented, parallel and distributed computing would be the most significant solution for the AANN to provide a fast training and testing computational time for the DSA.
