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Abstract
Given an arbitrary set A, one obtains the full Kleene algebra of binary relations over A by
considering the operations of union, composition, reexive-transitive closure, conversion, and the
empty set and the identity relation as constants. Such algebras generate the variety of Kleene
algebras (with conversion). As a result of a general analysis of identities satised by varieties
having an involution operation, we prove that the variety of Kleene algebras with conversion
has no nite equational axiomatization. In our argument we make use of the fact that the variety
of Kleene algebras without conversion is not nitely based and that, relatively to this variety,
the variety of Kleene algebras with conversion is nitely axiomatized. c© 2000 Elsevier Science
B.V. All rights reserved.
1. Introduction
For any set A, we can consider a number of operations that are dened for binary
relations over A. Such operations are, for example, union +, composition , reexive-
transitive closure  and conversion of relations denoted _. Thus, one obtains the full
Kleene algebra of relations on A [13]:
Rel_(A)= (P(AA);+; ; ; _; 0; 1);
where 0 is the empty relation and 1 denotes the identity relation. If we omit the
conversion operation _, we obtain the algebra Rel(A).
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Now we dene KA_ to be the variety generated by all algebras Rel_(A), called
the variety of Kleene algebras. Similarly, the variety KA of conversion-free Kleene
algebras is the one determined by all algebras Rel(A).
The aim of this note is to present proofs of the assertion thatKA_ has no nite base
for its equations, which intuitively means that the conversion does not \mix up" the
rational part of the equational theory of KA_, as KA is well known to be nonnitely
based, see [4, 5, 16, 17].
Actually, we are going to give two separate proofs of this assertion, both using the
fact, proved in [8], that KA_ has a nite axiomatization over KA. Our rst argu-
ment is rather syntactic but quite general and has some other applications. The second
argument is based on Krob’s methods, see [14], which employ some of Conway’s in-
genious constructions [4]. These constructions will be appropriately modied, and that
modication, together with the axiomatization of [8] will yield the desired proof.
2. A general fact on involution algebras
For basic notions of universal algebra we refer to [12].
Suppose that  is a nite signature consisting of a set of n-ary operation symbols
n for each n>0. The signature _ is obtained from  by adding the unary symbol _
to 1. Thus _1 =1 [f_g and _n =n, for all n 6=1. The involution equations (with
respect to ) are the equations
((x1; : : : ; xn))_= (x_n ; : : : ; x
_
1 ); (1)
(x_)_= x; (2)
where  is a symbol in n, n>0. Note that when n=0 Eq. (1) becomes _= . Any
_-algebra satisfying (1) and (2) is called an involution -algebra.
Suppose that V is a nontrivial variety of -algebras. We let bV denote the variety
of involution _-algebras satisfying all equations true in V. Thus, the -reduct of
any algebra in bV is in V. In this section we will prove Corollary 2.4 which gives
conditions that a subvariety W of bV be nitely based. Before stating this result, we
need some denitions and notation.
We let X denote a countably innite set of variables x1; x2; : : : used to construct
_-terms, or terms, for short. A term which contains no occurrence of the symbol _ is
a -term. Suppose that t is a term. The positive normal form t+ and negative normal
form t− of t are dened as follows.
1. If t= x, for some x2X , then t+ = x and t−= x_.
2. If t= (t1; : : : ; tn), where  2 n and t1; : : : ; tn, n>0 are terms, then
t+ = (t+1 ; : : : ; t
+
n );
t−= (t−n ; : : : ; t
−
1 ):
3. If t= s_ then t+ = s− and t−= s+.
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Moreover, if t is a -term, we dene
1. tR= x, if t= x2X .
2. tR= (tRn ; : : : ; t
R
1 ), if t= (t1; : : : ; tn), where 2n and t1; : : : ; tn, n>0 are -terms.
Let X = fx : x2X g denote a disjoint copy of X whose elements correspond to the
elements of X in a bijective manner. The X -generated free algebra in V, denoted
FV(X ), can be considered to be a subalgebra of the X [X -generated free algebra
FV(X [X ). For any _-term t= t0(x1; : : : ; xn; x_1 ; : : : ; x_n ) in positive normal form in
the variables x1; : : : ; xn, where t0 is a -term, we denote by jtj the element
t0FV(X [ X )(x1; : : : ; xn; x1; : : : ; xn)2FV(X [X );
which is the value of the term function t0
FV(X [X ) induced by t
0 in the algebra FV(X [X )
on the given generators. For example, if V is the variety of all -algebras, and
t=((x_))_, s=((x))_, then jt+j= (x), js+j= (x), so that jt+j is in FV(X ) and
js+j 62FV(X ).
Suppose that Ax is a set of equations between _-terms. Given terms t; t0, we write
t !Ax t0 if t0 can be obtained from t by replacing a subterm which is a substitution
instance of the term appearing on one side of an equation in Ax by the corresponding
substitution instance of the term on the other side of the equation. It is well known
that an equation t= t0 is a logical consequence of Ax i Ax ‘ t= t0, i.e., when there
is a sequence t0; : : : ; tk of terms such that t0 = t, tk = t0 and ti−1 !Ax ti holds for each
i=1; : : : ; k.
Below we will call a set E0 of equations between -terms closed for reversal if
tR1 = t
R
2 is in E0 for any equation t1 = t2 in E0.
Let Inv denote the collection of the involution equations (1), (2).
Lemma 2.1. Let E0 denote a set of equations that hold in V and suppose that a set
Ax constitutes a complete equational axiomatization of a variety W bV; over the
variety bV. Assume that the following conditions hold.
1: E0 is closed for reversal.
2: If t1; t2 are _-terms such that t1 !Ax t2 and jt+1 j is in FV(X ); then E0 [ Inv ‘
t1 = t2.
Then the set E=E0 [ Inv[Ax is an equational base for W i E0 is an equational
base for V. Moreover; V and W satisfy the same equations between -terms.
We note the following facts.
Sublemma 2.2. For any terms t1 and t2; t+1 = t
+
2 i Inv ‘ t1 = t2.
Sublemma 2.3. Suppose that E0 is a set of equations between -terms. If E0 is closed
for reversal and t1 !E0 t2; for some terms t1 and t2; then t+1 !E0 t+2 and t−1 !E0 t−2 .
Proof. Since t1 !E0 t2, there exist an equation p1(x1; : : : ; xn)=p2(x1; : : : ; xn) in E0 in
the variables x1; : : : ; xn, a term r(x1; : : : ; xm; xm+1) containing exactly one occurrence of
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the variable xm+1, and terms q1; : : : ; qn such that
t1 = r(x1; : : : ; xm; p1(q1; : : : ; qn));
t2 = r(x1; : : : ; xm; p2(q1; : : : ; qn)):
We argue by the structure of the term r to prove the claims of the lemma. When
r= xm+1, we have
t+i =pi(q
+
1 ; : : : ; q
+
n );
t−i =p
R
i (q
−
1 ; : : : ; q
−
n ); i=1; 2:
Thus, t+1 !E0 t+2 and t−1 !E0 t−2 , since pR1 =pR2 is in E0.
There are two subcases in the induction step. Here we only consider the case that
t1 = s_1 and t2 = s
_
2 , where s
+
1 !E0 s+2 and s−1 !E0 s−2 . Now t+1 = s−1 and t+2 = s−2 , so
that t+1 !E0 t+2 by the induction hypothesis. In the same way, t−1 !E0 t−2 .
Proof of Lemma 2.1. It is obvious that if E0 is an equational base of V then E
is an equational base of W. Suppose now that the set of equations E is a complete
axiomatization of W. We prove that E0 is an equational base of V.
Suppose that t and t0 are -terms such that t= t0 holds inW. Then there is sequence
of terms t0; : : : ; tk such that t= t0, t0= tk and ti−1 !E ti for each i=1; : : : ; k. We claim
that E0 ‘ t+i−1 = t+i , for each i=1; : : : ; k. Since t= t+ and t0= t0+, it follows that E0 ‘
t= t0.
We prove E0 ‘ t+i−1 = t+i by induction on i. There are several subcases in the in-
duction step. If ti−1 !Inv ti, then t+i−1 = t+i , by Sublemma 2:2. If ti−1 !E0 ti, then
t+i−1 !E0 t+i , by Sublemma 2:3. Suppose now that ti−1 !Ax ti. Since by the induction
hypothesis we have E0 ‘ t+j−1 = t+j , for each j=1; : : : ; i− 1, it follows that jt+i−1j= jt+j
is in FV(X ). Thus, by the second condition of Lemma 2.1, we have E0 [ Inv ‘ ti−1 = ti,
so that E0 ‘ t+i−1 = t+i , by Sublemmas 2:2 and 2:3.
Corollary 2.4. Suppose that a nite set of equations Ax constitutes a complete ax-
iomatization of a variety W bV; over the variety bV. If V is nitely based; then
so is W. Assume that the following conditions also hold.
 The set of valid equations of V is closed for reversal.
 There exists a nite set F of equations that hold in V such that if t1; t2 are
_-terms with t1 !Ax t2 and jt+1 j is in FV(X ); then F [ Inv ‘ t1 = t2.
Then W and V satisfy the same equations between -terms; moreover; if W is
nitely based; then so is V.
Proof. Since W is a subvariety of bV, any equation between -terms that holds in V
also holds in W. Moreover, since Inv and Ax are nite, if V is nitely based then
so is W.
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Assume that the two additional conditions of Corollary 2.1 also hold. Let E0 denote
a set of valid equations of V containing the set F that together with the equations Inv
and Ax constitutes an equational base E of the variety W. By the rst condition, we
may as well assume that E0 is closed for reversal. Since E0 clearly satises the second
condition of Lemma 2.1, E0 is an equational base of V. Moreover, V and W satisfy
the same equations between -terms, and V is nitely based if W is.
Corollary 2.5. The varieties V and bV satisfy the same equations between -terms
i the set of equations that hold in V is closed for reversal. Moreover; in this case;
V is nitely based i bV is.
Proof. It is clear that for any -terms t1; t2 we have Inv[ft1 = t2g ‘ tR1 = tR2 .
3. Applications
Denition 3.1. A -semiring is a unitary semiring [11] (S;+; ; 0; 1) equipped with a
unary operation  : S ! S. A Conway semiring [1, 11] is a -semiring which satises
the following two equations:
(x + y)=(xy)x;
(xy)=1 + x(yx)y:
Finally, a -semiring satisfying
1 = 1
is called !-idempotent.
Note that any !-idempotent Conway semiring is idempotent, i.e., satises the equa-
tion
x + x= x:
Now we consider Conway’s group matrix equations.
Denition 3.2. Let M be an n n matrix whose entries are regular expressions, i.e.,
-terms over the signature  with 2 = f+; g, 1 = fg, 0 = f0; 1g and n= ; for
all n>2. We dene the matrix M by induction on n.
 For n=1 and M = [r] (r is a single regular expression) we dene M = [r].
 Suppose n= k + 1, k>1 and
M =

A B
C D

;
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where the dimensions of the blocks A and D are kk and 11, respectively (while
the dimensions of B and C are forced). In that case,
M =

(A+ BDC) (A+ BDC)BD
(D + CAB)CA (D + CAB)

:
Denition 3.3 (Conway [4]). Let G be a nite group of order n, say G= fg1; : : : ; gng.
Dene the matrix MG = [ij]nn over the given set of variables X = fx1; x2; : : :g as
follows:
ij = xk if and only if gigk = gj:
If n denotes the 1 n row matrix with 1 as the rst entry and 0 as other entries, and
if n denotes the n1 column matrix consisting entirely of 1’s, then the group matrix
equation associated to G is the equation
n(MG)n=(x1 +   + xn):
We denote this equation by (G).
Remark 3.4. Suppose that G is a cyclic group of order p. In [4], it is proved that in
!-idempotent Conway semirings, (G) is equivalent to the equation
(1 + x +   + xp−1)(xp)= x: (3)
Recall from the introduction the denition of the varieties KA and KA_.
Theorem 3.5 ( Esik and Bernatsky [8]). The variety KA_ is nitely based relatively
to KA and one equational base for KA_ over KA is given by the involution equa-
tions Inv;
(x + y)_=(y_ + x_); (4)
(xy)_=y_x_; (5)
(x)_=(x_); (6)
0_=0; (7)
1_=1; (8)
(x_)_= x (9)
together with the equation
x + xx_x= xx_x: (10)
Note that (7) and (8) may be removed as these equations can be derived from the
rest of the axioms.
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Following [6], we will say that a nite group G divides a nite group H if G is a
quotient of a subgroup of H .
Theorem 3.6 (Krob [14]). Let G denote a subclass of the class of all nite groups.
The equations dening !-idempotent Conway semirings; together with the group ma-
trix equations (G) for G 2 G form an equational base of the variety KA i each
nite simple group divides some group in G.
The above result was formulated in a weaker form in [14]. The present formulation
is from [2]. The theorem is deduced from a more general result in [7]. The following
corollary was proved in [4, 16].
Corollary 3.7. The variety KA is not nitely based.
For any set A, let A denote the free monoid of all nite words over A including
the empty word. It is known [5] that KA is the same as the variety L generated by
the -semirings
LangA=(P(A
);+; ; ; 0; 1);
where + is set union,  is complex concatenation,  is the Kleene star operation and
where the constants 0 and 1 are, respectively, the empty set and the set containing
only the empty word. It is known that the A-generated free algebra in this variety can
be described as the substructure RegA of LangA determined by the regular subsets of
A. Thus, if t is a _-regular expression (i.e., _-term) in positive normal form, then
jtj is just the regular language in (X [X ) denoted by t.
We now prove:
Theorem 3.8. The variety KA_ is not nitely based.
Proof. It is clear that if an equation t1 = t2 holds in KA, where t1; t2 are regular
expressions, then so does the equation tR1 = t
R
2 . Thus, by Corollary 2.4, all we need to
prove is that there is a nite set F of valid equations of the variety KA such that the
following condition holds for any _-regular expressions t1 and t2: If jt+1 j 2RegX and
t1 !E0 t2, where E0 consists only of (10), then F [ Inv ‘ t1 = t2.
By assumption, t2 can be obtained from t1 by replacing a subterm of the form
pp_p + p with the term pp_p, or the other way around. Since the language jt+1 j
contains no word having an occurrence of any letter in X , this is possible only if
pp_p + p, or pp_p, occurs inside a subterm q of t1 such that the language denoted
by q is the empty set, or if p denotes the set consisting only of the empty word. In
either case, it follows easily that F [ Inv ‘ t1 = t2, where F consists of the equational
axioms of !-idempotent Conway-semirings.
Remark 3.9. Using Lemma 2.1 together with Theorems 3.5, 3.6 and the fact that in
conjunction with the Conway identities, each group matrix equation implies its reversal,
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we can prove the following version of Theorem 3.6. Let G denote a subclass of the
nite groups. Then the set consisting of the idempotent Conway semiring equations,
the group matrix equations associated with the groups in G, the involution equations
and Eq. (10) is an equational base of KA i every nite simple group divides some
group in G. However, we will prove this result by dierent methods.
We briey mention some other applications of Corollary 2.4, and in particular of
Corollary 2.5. First, since KA_ is not nitely based, it follows immediately that the
variety L_= bL is also not nitely based. However, this result is also a direct conse-
quence of Corollary 2.5 and Corollary 3.7. The variety L_ is of interest in automata
and language theory, since it is determined by the above language structures LangA
equipped with the operation _ of reversal [3].
The enrichment of language structures LangA with both the operations of shue and
reversal has been considered in [10]. Denoting the shue operation by ⊗, for each set
A, let
SLA = (P(A);+; ;⊗; 0; 1);
SL_A = (P(A
);+; ;⊗;_ ; 0; 1):
Moreover, let SL and SL_ denote the variety generated by the structures SLA and
SL_A , respectively. Now SL is not nitely based [9] and SL
_ is nitely axiomatized
over SL by the involution identities [10]. Thus, SL_ is also not nitely based.
Similar facts hold if one also considers the -operation.
4. Conway's models
Denition 4.1. Let G be a nite group. We dene Conway's model over G to be the
algebra
C(G)= (P(G1);+; ; ; 0; 1);
where G1 is the 0-group obtained by adjoining a zero element 1 to G (that is,
1  a= a  1 =1 for all a2G and 12 =1). The sum of A; BG1 is their union,
and the product AB is the complex product dened by
AB= fab: a2A; b2Bg:
The constants 0 and 1 are the empty set ; and the set feg containing only the identity
element of G, respectively. Finally, the star operation is dened in the following way
(hAi is the submonoid of G1 generated by A):
A=
 hAi if hAi 6= G;
G1 otherwise.
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Lemma 4.2. For each nite group G; C(G) is an !-idempotent -semiring.
Proof. The semiring axioms are obviously satised, while the equation 1=1 holds
because G contains a trivial subgroup.
The key result, which brings connection between group matrix equations, Conway’s
models, and the structural properties of nite groups, is the following.
Proposition 4.3 (Krob [14]). Assume G is a nite simple group. Then Conway’s
model C(G) is an !-idempotent Conway semiring. Moreover; if K is any nite group;
then (K) holds in C(G) i G does not divide K .
One direction of the above equivalence is, in fact, an extension of Theorem 6,
p. 116 of Conway’s book [4], while the other was most probably known to him (at
least for the case that G is a nonsolvable group), cf. Theorems 7{9, pp. 117{118
in [4].
We proceed by introducing a new operation on P(G1). Its task will be to \cover"
the conversion operation in Kleene algebras, in other words, to incorporate the equations
given in Theorem 3.5 into Conway’s models.
When a is a group element, let a−1 denote its inverse. Moreover, let 1−1 =1.
Denition 4.4. Suppose that G is a nite group. For AG1, we dene
A_= fa−1: a2Ag:
We call the algebra
C_(G)= (P(G1);+; ; ; _; 0; 1)
the involution Conway's model over G, provided that its _-free reduct is Conway’s
model C(G) and the operation _ is dened as above.
Lemma 4.5. Let G be a group. Then C_(G) is an involution -semiring satisfying
Eq. (10).
Proof. The rst part of the proof follows from Lemma 4.2. Eq. (4) is obviously
satised, as well as Eq. (9), because (a−1)−1 = a for all a2G1. Eq. (5) also follows
easily, because (ab)−1 = b−1a−1 holds not only for all a; b2G, but also in the case
that a or b is 1. Further, note that for AG1 containing an element a 6=1 we have
A=Afa−1gfagAA_A;
while for A = ; or A = f1g the inclusion AAA_A follows immediately. Hence,
Eq. (10) is satised by C_(G).
Thus it remains to verify Eq. (6). First, note that for each AG1, A is either a
subgroup of G or the union of a subgroup of G and f1g. Therefore, (A)_ = A.
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On the other hand, each set AG generates the same subgroup of G as A_. Also,
A contains 1 if and only if A_ does. This observation implies (A_) = A and so
Eq. (6) is conrmed to hold in the considered algebra.
The !-idempotent Conway involution semiring equations are the dening equations
of !-idempotent Conway semirings together with Eqs. (4){(6) and (9).
Theorem 4.6. Suppose that G is a subclass of the nite groups. The set EG consisting
of the !-idempotent Conway involution semiring equations; the group matrix equa-
tions associated with the groups in G; and Eq. (10) is an equational base of KA_
i every nite simple group divides a group in G.
Proof. If every nite simple group divides some group in G, then EG is an equational
base of KA_, by Theorems 3.5 and 3.6. Suppose now that EG is an equational base
of KA_, for some subclass G of the nite groups. Suppose that G is a nite simple
group and consider the involution Conway’s model C_(G). If G does not divide any
group in G, then, by Proposition 4.3 and Lemma 4.5, C_(G) satises all identities
in EG. On the other hand, (G) fails in C_(G). This contradicts the fact that (G)
holds in KA_.
Let us dene the following relation  on P(G1): For A; BG1, AB i A=B
or 12A\B. This relation is easily seen to be a congruence relation of C_(G). We
could have used the models C_(G)=  in place of the models C(G) in the proof of
Theorem 4.6. When G is the cyclic group of order p, let us denote C_(G)=  by
A_p . The
_-free reduct of this algebra is just the model Ap dened on p. 106 in [4].
Assuming that KA is nitely based, it has an equational base, which, in addition to
the involution equations and (10), consists of a nite set E of equations that hold in
KA. It is shown in [4] that there is a prime number p such that all equations in E
hold in Ap. Thus, since the involution equations and (10) hold in A_p but Eq. (3) fails,
we have
Corollary 4.7. For each nite set of equations E that hold in KA_ there is an
equation t= t0 in one variable which also holds in KA_ but E 6‘ t= t0.
Open problems. Using the above methods, it was shown in [4] that any equational
base of the variety KA contains innitely many equations in at least two variables.
We conjecture that the same holds for KA_.
As shown in [15], it is possible to enlarge the set of operations on relations such
that there exists a nite set of valid identities that proves all Kleene algebra identities
of KA. The same is true if one also adds conversion. Nevertheless, the following
problem seems to be open. Can one add a few natural operations to the collection of
operations on relations we have been considering such that the variety generated by
the resulting structures is nitely based?
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