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LARGE TIME BEHAVIOR FOR THE NON-ISENTROPIC
NAVIER-STOKES-MAXWELL SYSTEM
QINGQING LIU AND YIFAN SU
Abstract. In this paper, we are concerned with the system of the non-isentropic compressible
Navier-Stokes equations coupled with the Maxwell equations through the Lorentz force in three
space dimensions. The global existence of solutions near constant steady states is established, and the
time-decay rates of perturbed solutions are obtained. The proof for existence is due to the classical
energy method, and the investigation of large-time behavior is based on the linearized analysis of
the non-isentropic Navier-Stokes-Poisson equations and the electromagnetic part for the linearized
isentropic Navier-Stokes-Maxwell equations. In the meantime, the time-decay rates obtained by
Zhang, Li, and Zhu [J. Differential Equations, 250(2011), 866-891] for the linearized non-isentropic
Navier-Stokes-Poisson equations are improved.
1. Introduction
The Navier-Stokes-Maxwell system is a plasma physical model describing the motion of charged
particles (ions and electrons) in electromagnetic field [19, 22]. One can refer to Appendix in [3] to
see the derivation of the Navier-Stokes-Maxwell system from the Vlasov-Maxwell-Boltzmann system.
In this paper, we consider the following one-fluid non-isentropic compressible Navier-Stokes-Maxwell
system, 

∂tρ+∇ · (ρu) = 0,
ρ(∂tu+ u · ∇u) +∇P (ρ, θ) = −ρ (E + u×B) + µ∆u+ (µ+ µ
′)∇∇ · u,
ρcν(∂tθ + u · ∇θ) + θPθ(ρ, θ)∇ · u = κ∆θ +
µ
2
|∇u+ (∇u)′|2 + µ′(∇ · u)2,
∂tE −∇×B = ρu,
∂tB +∇× E = 0,
∇ · E = 1− ρ, ∇ · B = 0.
(1.1)
Here, ρ = ρ(t, x) ≥ 0 is the electron density, u = u(t, x) ∈ R3 is the electron velocity, θ = θ(t, x) is
the absolute temperature, E = E(t, x) ∈ R3, B = B(t, x) ∈ R3 for t > 0, x ∈ R3, represent electronic
and magnetic fields respectively. The pressure function P (·) ∈ R+ depending on ρ and θ is smooth.
Initial data are given as
[ρ, u, θ, E,B]|t=0 = [ρ0, u0, θ0, E0, B0], x ∈ R
3, (1.2)
with the compatible conditions
∇ ·E0 = 1− ρ0, ∇ · B0 = 0, (1.3)
which is crucial in our paper to improve the asymptotic results on Navier-Stokes-Poisson equations in
[32]. The constant viscous coefficients µ and µ′ satisfy µ+ 23µ
′ > 0.
The global existence and large time behavior of this model have been studied by Duan [3] in the isen-
tropic case. It inspires a series of researches on this model. For instance, Hou-Yao-Zhu [17] established
the global existence and uniqueness of strong solutions to the 1-D compressible Navier-Stokes-Maxwell
system with large initial data for the initial boundary value problem. Hong-Hou-Peng-Zhu [16] inves-
tigated the global existence of spherically symmetric classical solution to the Navier-Stokes-Maxwell
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system with large initial data and vacuum. Meanwhile, Feng-Peng-Wang [11] considered the full
compressible Navier-Stokes-Maxwell equations where the temperature equation takes the form of
θt +
2
3
u · ∇θ + u · ∇θ + (θ − 1) +
1
3
|u|2 = 0.
They proved the global existence and large-time behavior but without decay rate. Later, Wang-Xu [31]
continued to study the full compressible Navier-Stokes-Maxwell system appeared in [11] and obtained
the time-decay rate of the global smooth solutions based on a detailed analysis to the Green’s function
of the linearized system and some elaborate energy estimates.
Another interesting model is Navier-Stokes-Poisson system when the magnetic field is absent. A
detailed spectrum analysis of the linear semigroup in terms of the decomposition of wave modes at
both lower and higher frequency can be found in [20], which is important to capture the convergence
rates of solutions to the corresponding linearized equation. Later on, Wang-Wu [30] obtained the
pointwise estimates of solutions to the Navier-Stokes-Poisson system based on the analysis of the
Green’s function. And in [32], Zhang-Li-Zhu generalized the isentropic case to the non-isentropic case
with additional efforts in taking care of the temperature equation. See [7] [9] [23] and reference therein
for discussion and analysis of the existence results around nontrivial profile, such as stability of steady
states with non-flat doping profile [23], stability of rarefaction waves and boundary layer for outflow
on the two-fluid case [9], stability of rarefaction waves [7]. See [14] for the the global existence of
solutions in the Besov space, See [33] for a study in two space dimensions and a survey by Hsiao-Li
[15].
On the other hand, there is no analysis on the global existence and the asymptotic behavior for
the full compressible Navier-Stokes-Maxwell equations derived from the Vlasov-Maxwell-Boltzmann
system [3]. In this paper, we will prove the global existence and time-decay rates of the solutions to the
above Navier-Stokes-Maxwell system (1.1) around constant equilibrium [ρ, u, θ, E,B] = [1, 0, 1, 0, 0].
Our main result can be stated as follows.
Theorem 1.1. Assume that N ≥ 4 and initial data U0 := [ρ0, u0, θ0, E0, B0] satisfies the compatible
condition (1.3). There is δ0 > 0 such that if
‖[ρ0 − 1, u0, θ0 − 1, E0, B0]‖N ≤ δ0,
then, the Cauchy problem (1.1)-(1.3) of the non-isentropic Navier-Stokes-Maxwell system admits a
unique global solution [ρ(t, x), u(t, x), θ(t, x), E(t, x), B(t, x)] with
[ρ(t, x)− 1, u(t, x), θ(t, x) − 1, E(t, x), B(t, x)] ∈ C([0,∞);HN (R3)),
ρ− 1 ∈ L2([0,∞);HN (R3)),
∇u ∈ L2([0,∞);HN(R3)), ∇θ ∈ L2([0,∞);HN (R3)),
∇E ∈ L2([0,∞);HN−2(R3)), ∇2B ∈ L2([0,∞);HN−3(R3)),
Moreover, there is δ1 > 0 such that if
‖[ρ0 − 1, u0, θ0 − 1, E0, B0]‖L1∩HN+2 ≤ δ1,
then, the solution [ρ(t, x), u(t, x), θ(t, x), E(t, x), B(t, x)] satisfies the following decay properties,
‖ρ(t)− 1‖ . (1 + t)−1,
‖u(t)‖ . (1 + t)−
5
8 ,
‖[E(t), θ(t)− 1]‖ . (1 + t)−
3
4 ln(1 + t),
‖B(t)‖ . (1 + t)−
3
8 ,
(1.4)
for any t ≥ 0.
One of the most important characteristics of (1.1) is its regularity-loss property (see [3]), meaning
that the highest-order spacial derivative of the electromagnetic field is not time-space integrable.
Another interesting model in plasma physics which has the same feature is the Euler-Maxwell system.
One can refer to [1, 2, 5, 12, 13, 18, 21, 28, 29] for a detailed knowledge on this subject. There has
been a general theory developed in [27] in terms of the Fourier energy method to study the decay
structure of general symmetric hyperbolic systems with partial relaxations of the regularity-loss type.
The main feature of time-decay properties for such regularity-loss system is that solutions over the
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high-frequency domain can still gain the enough time-decay rate by compensating enough regularity
of initial data. On the other hand, the velocity and the temperature themselves are not time-space
integrable due to the Navier-Stokes structure of (1.1). We must be very careful to deal with the
zero-order estimates.
The time decay rates stated in Theorem 1.1 depend essentially on the spectral analysis of the
linearized system around the constant steady state. In fact, the solution to the linearized homogenous
system can be written as the sum of the fluid part and the electromagnetic part in the form of


n(t, x)
u(t, x)
σ(t, x)
E(t, x)
B(t, x)

 =


n(t, x)
u‖(t, x)
σ(t, x)
E‖(t, x)
0

+


0
u⊥(t, x)
0
E⊥(t, x)
B(t, x)

 ,
where the two terminologies, fluid part and electromagnetic part, have been used in [2, 3, 6]. With
the help of the above decomposition, the linearized system (2.5) of the non-isentropic Navier-Stokes-
Maxwell equations can be rewritten as two subsystems, the fluid part are in accordance with the
linearized Navier-Stokes-Poisson equations in [32], and the electromagnetic part coincides with that for
the isentropic Navier-Stokes-Maxwell system in [3]. This decomposition is quite useful in dealing with
complex linearized system containing curl, such as Euler-Maxwell and Navier-Stokes-Maxwell system.
We can refer to [2, 3, 6] for the detailed spectrum analysis with the use of a similar decomposition.
Compared with the decay rate (1 + t)−
5
8 of the velocity for the linearized isentropic Navier-Stokes-
Maxwell equations in [3], the velocity of the linearized Navier-Stokes-Poisson system decays at the
slower time-decay rate (1 + t)−
1
4 , which is not enough to generalize the isentropic results [3] to our
non-isentropic case. A careful observation of the compatible conditions ∇ · E0 = 1 − ρ0 implies that
the singularities at lower frequency in [32] can be eliminated and thus the time-decay rate (1+ t)−
1
4 of
momentum in [32] can be improved to (1 + t)−
3
4 , see more details in Section 3. We also mention the
works, Duan-Liu-Ukai-Yang in [4], Duan-Ukai-Yang-Zhao in [10] for the study of optimal convergence
rates of the isentropic and non-isentropic compressible Navier-Stokes equations with potential forces.
The Navier-Stokes-Maxwell equations can be viewed as the Navier-Stokes equations with Lorentz force
E+u×B, where the electromagnetic field satisfies Maxwell equations. In this sense, our result is also
the generalization of the result in [10] for the non-isentropic Navier-Stokes equations with external
force.
Notations. Let us introduce some notations for the use throughout this paper. C denotes some positive
(generally large) constant and λ denotes some positive (generally small) constant, where both C and
λ may take different values in different places. For two quantities a and b, a ∼ b means λa ≤ b ≤ 1λa
for a generic constant 0 < λ < 1. For any integerm ≥ 0, we use Hm, H˙m to denote the usual
Sobolev space Hm(R3) and the corresponding m-order homogeneous Sobolev space, respectively. Set
L2 = Hm when m = 0. For simplicity, the norm of Hm is denoted by ‖ · ‖m with ‖ · ‖ = ‖ · ‖0. We
use 〈·, ·〉 to denote the inner product over the Hilbert space L2(R3), i.e.
〈f, g〉 =
∫
R3
f(x)g(x)dx, f = f(x), g = g(x) ∈ L2(R3).
For a multi-index α = [α1, α2, α3], we denote ∂
α = ∂α1x1 ∂
α2
x2 ∂
α3
x3 . The length of α is |α| = α1 +α2 +α3.
For simplicity, we also set ∂j = ∂xj for j = 1, 2, 3.
The rest of the paper is organized as follows. In Section 2, we reformulate the Cauchy problem
(1.1)-(1.3) around the constant steady state. In Section 3, we decompose the linearized equations
(2.5) into two decoupled subsystems which have been studied before in [3, 32] and present the time-
decay properties for the linearized equations (2.5). In Section 4, we first prove the global existence of
solutions by the energy method, and then show the time decay rate of solutions around the constant
states.
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2. Reformulation of the problem
In this section, we will reformulate the Cauchy problem (1.1)-(1.3). For that, let us set n = ρ− 1,
σ = θ − 1. Then U := [n, u, σ, E,B] satisfies

∂tn+∇ · u = h1,
∂tu+ Pρ(1, 1)∇n+ Pθ(1, 1)∇σ + E − µ∆u− (µ+ µ
′)∇∇ · u = h2,
∂tσ +
Pθ(1, 1)
cν
∇ · u−
κ
cν
∆σ = h3,
∂tE −∇×B − u = h4,
∂tB +∇× E = 0,
∇ · E = −n, ∇ ·B = 0.
(2.1)
Initial data are given by
[n, u, σ, E,B]|t=0 = [ρ0 − 1, u0, θ0 − 1, E0, B0], (2.2)
with the compatibility condition
∇ ·E0 = −n0, ∇ · B0 = 0. (2.3)
Here the inhomogeneous source terms are

h1 = −∇ · (nu) = −∇ · h4,
h2 = −u · ∇u−
[
Pρ(n+ 1, σ + 1)
n+ 1
−
Pρ(1, 1)
1
]
∇n−
[
Pθ(n+ 1, σ + 1)
n+ 1
−
Pθ(1, 1)
1
]
∇σ
−u×B +
[
µ
n+ 1
−
µ
1
]
∆u+
[
µ+ µ′
n+ 1
−
µ+ µ′
1
]
∇∇ · u,
h3 = −u · ∇σ −
[
(σ + 1)Pθ(n+ 1, σ + 1)
cν(n+ 1)
−
Pθ(1, 1)
cν
]
∇ · u+
[
κ
cν(n+ 1)
−
κ
cν
]
∆σ
+
µ
2cν(n+ 1)
|∇u+ (∇u)′|2 +
µ′
cν(n+ 1)
(∇ · u)2,
h4 = nu.
(2.4)
For brevity of presentation we still use U = [n, u, σ, E,B] to denote the solution to the linearized
homogeneous system

∂tn+∇ · u = 0,
∂tu+ Pρ(1, 1)∇n+ Pθ(1, 1)∇σ + E − µ∆u− (µ+ µ
′)∇∇ · u = 0,
∂tσ +
Pθ(1, 1)
cν
∇ · u−
κ
cν
∆σ = 0,
∂tE −∇×B − u = 0,
∂tB +∇× E = 0,
∇ · E = −n, ∇ ·B = 0.
(2.5)
with the given initial data
[n, u, σ, E,B]|t=0 = [ρ0 − 1, u0, θ0 − 1, E0, B0], (2.6)
satisfying the compatibility condition
∇ ·E0 = −n0, ∇ · B0 = 0. (2.7)
3. Time-decay property of the linearized homogeneous system
In order to study the more accurate large-time asymptotic profile, we need to carry out the spectral
analysis of the linearized system (2.5). As in [2], the linearized system (2.5) can be written as two
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decoupled subsystems which govern the time evolution of n, ∇ · u, σ, ∇ · E and ∇ × u, ∇ × E and
∇×B respectively. We decompose the solution to (2.5)-(2.7) into two parts in the form of

n(t, x)
u(t, x)
σ(t, x)
E(t, x)
B(t, x)

 =


n(t, x)
u‖(t, x)
σ(t, x)
E‖(t, x)
0

+


0
u⊥(t, x)
0
E⊥(t, x)
B(t, x)

 , (3.1)
where u‖, u⊥ are defined by
u‖ = −(−∆)
−1∇∇ · u, u⊥ = (−∆)
−1∇× (∇× u),
and likewise for E‖, E⊥. For brevity, the first part on the right of (3.1) is called the fluid part and
the second part is called the electromagnetic part, and we also denote
U‖ = [n, u‖, σ], U⊥ = [u⊥, E⊥, B].
Notice that to the end, E‖ is always given by
E‖ = (−∆)
−1∇n.
The fluid part U‖ satisfies

∂tn+∇ · u‖ = 0,
∂tu‖ + α1∇n+ α2∇σ + E‖ − µ∆u‖ − (µ+ µ
′)∇∇ · u‖ = 0,
∂tσ + α3∇ · u‖ − κ¯∆σ = 0.
(3.2)
Initial data are given by
[n, u‖, σ]|t=0 = [n0, u0,‖, σ0]. (3.3)
Here, we have denoted α1 = Pρ(1, 1), α2 = Pθ(1, 1), α3 =
Pθ(1,1)
cν
, κ¯ = κcν .
Notice that the fluid part (3.2) of the linearized equation for non-isentropic Navier-Stokes-Maxwell
are in accordance with the linearized Navier-Stokes-Poisson equations in [32]. Here and in the sequel,
we still use the same notations for the convenience of comparison with [32]. For the clear reference,
we list some properties of the above linearized equations (3.2) as follows.
After taking the Fourier transformation in x for (3.2), replacing Eˆ‖ by
iξ
|ξ|2 nˆ, the fluid part Uˆ‖ =
[nˆ, uˆ‖, σˆ] satisfies the following system of 1st-order ODEs

∂tnˆ+ iξ · uˆ‖ = 0,
∂tuˆ‖ + α1iξnˆ+ α2iξσˆ +
iξ
|ξ|2
nˆ+ µ|ξ|2uˆ‖ + (µ+ µ
′)ξξ · uˆ‖ = 0,
∂tσˆ + α3iξ · uˆ‖ + κ¯|ξ|
2σˆ = 0.
(3.4)
Initial data are given as
Uˆ‖(t, ξ)|t=0 = Uˆ‖0(ξ) =: [nˆ0, ξ˜ξ˜ · uˆ0, σˆ0]. (3.5)
Here we set ξ˜ = ξ/|ξ| for |ξ| 6= 0. Then the solution to (3.4), (3.5) can be written as
Uˆ‖(t, ξ)
T = eA(iξ)tUˆ‖0(ξ)
T := (aij(ξ, t))5×5Uˆ‖0(ξ)
T ,
with the matrix A(iξ) defined by
A(iξ) =:

 0 −iξt 0−iξ(α1 + |ξ|−2) −µ|ξ|2I3×3 − (µ+ µ′)ξ ⊗ ξ −iξα2
0 −iξtα3 −κ¯|ξ|
2


5×5
. (3.6)
The Fourier transformation (nˆ, uˆ‖, σˆ, Eˆ‖) of solution (n, u‖, σ, E‖) can be expressed as
nˆ(ξ, t) = N(t)Uˆ0,‖(ξ) = (N1(t) +N2(t))Uˆ0,‖(ξ),
uˆ‖(ξ, t) = M(t)Uˆ0,‖(ξ) = (M1(t) +M2(t))Uˆ0,‖(ξ),
σˆ(ξ, t) = Q(t)Uˆ0,‖(ξ) = (Q1(t) +Q2(t))Uˆ0,‖(ξ),
Eˆ‖(ξ, t) =
iξ
|ξ|2
nˆ(ξ, t) =
iξ
|ξ|2
(N1(t) +N2(t))Uˆ0,‖(ξ),
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where the matrices Ni(t), Mi(t), Qi(t) (i = 1, 2) are defined as
N1(t) = N1(ξ, t) = (a11(ξ, t), 0)1×5, N2(t) = N2(ξ, t) = (0, a1l(ξ, t))1×5, l = 2, 3, 4, 5,
M1(t) =M1(ξ, t) = (ak1(ξ, t), 0)3×5, M2(t) =M2(ξ, t) = (0, akl(ξ, t))3×5, k = 2, 3, 4, l = 2, 3, 4, 5,
Q1(t) = Q1(ξ, t) = (a51(ξ, t), 0, a55(ξ, t))1×5, Q2(t) = Q2(ξ, t) = (0, a5l(ξ, t), 0)1×5, l = 2, 3, 4.
The following time-frequency pointwise estimates can be found in [32], which is crucial to the L2
time-decay rates of solutions to linearized equations (3.2).
Lemma 3.1 (Lemma 2.4 in [32]). For 0 < |ξ| ≤ r1, we have
|||N1(t)||| ≤ Ce
−λ|ξ|2t, |||N2(t)||| ≤ C|ξ|e
−λ|ξ|2t,
|||M1(t)||| ≤ C
1
|ξ|
e−λ|ξ|
2t, |||M2(t)||| ≤ Ce
−λ|ξ|2t,
|||Q1(t)||| ≤ Ce
−λ|ξ|2t, |||Q2(t)||| ≤ C|ξ|e
−λ|ξ|2t,
where C > 0, λ > 0 are positive constants.
Lemma 3.2 (Lemma 2.5 in [32]). For |ξ| > r1, we have
|||N(t),M(t), Q(t)||| ≤ C(1 + t)3e−λt,
where C > 0, λ > 0 are positive constants.
Remark 3.1. It is obvious that the time-pointwise estimate of |||M1(t)||| over low frequency leads to
the slow time-decay rate (1+ t)−
1
4 in L2-norm. However, we may improve the time-decay properties in
[32] below. The reasoning is that we can easily eliminate the singularity 1|ξ| in M1(t) through combining
the compatible condition iξ · Eˆ0(ξ) = −nˆ0(ξ) and the fact that M1(t) is only the coefficient of nˆ0(ξ).
Similarly the time-decay estimate for ‖∂kn(t)‖ can also be improved.
Lemma 3.3 (Improved version of Lemma 2.7 in [32]). The solution [n, u‖, σ, E‖] to the Cauchy
problem (3.2)-(3.3) satisfies the following time-decay property:

‖∂kn(t)‖ ≤ C(1 + t)−(
5
4
+ k
2 )
(
‖[E0, u0,‖, σ0]‖L1 + ‖∂
k[n0, u0,‖, σ0]‖
)
,
‖∂ku‖(t)‖ ≤ C(1 + t)
−( 34+
k
2 )
(
‖[E0, u0,‖, σ0]‖L1 + ‖∂
k[n0, u0,‖, σ0]‖
)
,
‖∂kσ(t)‖ ≤ C(1 + t)−(
3
4
+ k
2 )
(
‖[n0, u0,‖, σ0]‖L1 + ‖∂
k[n0, u0,‖, σ0]‖
)
,
‖∂kE‖(t)‖ ≤ C(1 + t)
−( 34+
k
2 )
(
‖[E0, u0,‖, σ0]‖L1 + ‖∂
k[n0, u0,‖, σ0]‖
)
,
(3.7)
where k = 0, 1, 2, · · · and C > 0 is a positive constant.
The electromagnetic part [u⊥(t, x), E⊥(t, x), B(t, x)] satisfies the following equations:

∂tu⊥ + E⊥ − µ∆u⊥ = 0,
∂tE⊥ −∇×B − u⊥ = 0,
∂tB +∇× E⊥ = 0,
(3.8)
with initial data
[u⊥, E⊥, B] = [u0,⊥, E0,⊥, B0]. (3.9)
The above linearized system coincides with the electromagnetic part for the linearized isentropic
Navier-Stokes-Maxwell system in [3]. By taking Fourier transformation to the above linearized system
(3.8)-(3.9), one has 

∂tuˆ⊥ + Eˆ⊥ + µ|ξ|
2uˆ⊥ = 0,
∂tEˆ⊥ − iξ × Bˆ − uˆ⊥ = 0,
∂tBˆ + iξ × Eˆ⊥ = 0,
(3.10)
with initial data
[uˆ⊥, Eˆ⊥, Bˆ] = [uˆ0,⊥, Eˆ0,⊥, Bˆ0]. (3.11)
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As in [3], the solution [uˆ⊥, Eˆ⊥, Bˆ] is expressed by
[uˆ⊥, Eˆ⊥, Bˆ]
T =M9×9(t, ξ)[uˆ0,⊥, Eˆ0,⊥, Bˆ0]
T ,
with the following estimates on the matrix M9×9(t, ξ).
Lemma 3.4 (Proposition 5.2 in [3]). The elements of M have the following upper bounds for
pointwise t ≥ 0, and ξ ∈ R3.
Over D0 = {ξ||ξ|
2 ≤ ǫ},
|M| .

 |ξ|2 |ξ|4 |ξ||ξ|4 |ξ|6 |ξ|3
|ξ| |ξ|3 1

 e−O(1)|ξ|4t +

 1 1 |ξ|1 1 |ξ|
|ξ| |ξ| |ξ|2

 e−O(1)|ξ|2t.
Over D∞ = {ξ||ξ|
2 ≥ L},
|M| .

 1 |ξ|−2 |ξ|−3|ξ|−2 |ξ|−4 |ξ|−5
|ξ|−3 |ξ|−5 |ξ|−6

 e−O(1)|ξ|2t +

 |ξ|−4 |ξ|−2 |ξ|−2|ξ|−2 1 1
|ξ|−2 1 1

 e−O(1)|ξ|−2t.
Over D1 = {ξ|ǫ ≤ |ξ|
2 ≤ L},
|M| .

1 1 11 1 1
1 1 1

 e−O(1)t.
As in [2, 3], it is a standard procedure to derive the following time-decay property of solutions to
the electromagnetic part [u⊥, E⊥, B], one can refer to Theorem 5.2 in [3].
Lemma 3.5. The solution [u⊥, E⊥, B] to the Cauthy problem (3.8)-(3.9) satisfies the following time-
decay property:

‖u⊥‖ . (1 + t)
− 3
4 ‖[u0, E0]‖L1∩L2 + (1 + t)
− 5
8 ‖B0‖L1∩L2 ,
‖E⊥‖ . (1 + t)
− 3
4 ‖u0‖L1∩L2 + (1 + t)
− 3
4 (‖E0 ‖L1∩L2 + ‖∇
2E0‖)
+(1 + t)−
9
8 (‖B0‖L1∩L2 + ‖∇
3B0‖),
‖B‖ . (1 + t)−
5
8 ‖u0‖L1∩L2 + (1 + t)
− 9
8 (‖E0 ‖L1∩L2 + ‖∇
3E0‖)
+(1 + t)−
3
8 (‖B0‖L1∩L2 + ‖∇B0‖),
‖∇B‖ . (1 + t)−
7
8 (‖u0‖L1∩L2 + ‖∇u0‖L2) + (1 + t)
− 11
8 (‖E0 ‖L1∩L2 + ‖∇
4E0‖L2)
+(1 + t)−
5
8 (‖B0‖L1∩L2 + ‖∇
3B0‖)
(3.12)
for any t ≥ 0.
The time decay rate of the solution to the original linearized equation (2.5)-(2.6) can be immediately
obtained by combining Lemma 3.3 and Lemma 3.5.
Lemma 3.6. The solution [n, u, σ, E,B] to the Cauchy problem (2.5)-(2.6) have the following time-
decay property:

‖n‖ . (1 + t)−
5
4 ‖[n0, u0, σ0]‖L1∩L2 + (1 + t)
− 5
4 ‖E0‖L1,
‖u‖ . (1 + t)−
3
4 ‖[n0, u0, σ0, E0]‖L1∩L2 + (1 + t)
− 5
8 ‖B0‖L1∩L2 ,
‖σ‖ . (1 + t)−
3
4 ‖[n0, u0, σ0]‖L1∩L2 ,
‖E‖ . (1 + t)−
3
4 ‖[n0, u0, σ0, E0]‖L1∩L2 + (1+ t)
− 3
4 ‖∇2E0‖
+(1 + t)−
9
8 (‖B0‖L1∩L2 + ‖∇
3B0‖),
‖B‖ . (1 + t)−
5
8 ‖u0‖L1∩L2 + (1 + t)
− 9
8 (‖E0‖L1∩L2 + ‖∇
3E0‖)
+(1 + t)−
3
8 (‖B0‖L1∩L2 + ‖∇B0‖)
(3.13)
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for any t ≥ 0.
4. Asymptotic behavior of the nonlinear system
4.1. Global existence. In this section, we will establish the global existence of solution to the com-
pressible non-isentropic Navier-Stokes-Maxwell system (2.1)-(2.3). For later use and clear reference,
the following sobolev inequality about the Lp estimate on any two product terms with the sum of the
order of their derivatives equal to a given integer is listed as follows [8, 24].
Lemma 4.1. Let n ≥ 1. Let α1 =
(
α11, · · · , α
1
n
)
and α2 =
(
α21, · · · , α
2
n
)
be two multi-indices with∣∣α1∣∣ = k1, ∣∣α2∣∣ = k2 and set k = k1 + k2. Let 1 ≤ p, q, r ≤ ∞ with 1/p = 1/q + 1/r. Then, for
uj : R
n → R (j = 1, 2), one has∥∥∥∂α1u1∂α2u2∥∥∥
Lp(Rn)
≤ C
(
‖u1‖Lq(Rn)
∥∥∇ku2∥∥Lr(Rn) + ‖u2‖Lq(Rn) ∥∥∇ku1∥∥Lr(Rn)
)
(4.1)
for a constant C independent of u1 and u2.
To the end, we assume the integer N ≥ 4. For U = [n, u, σ, E,B], we define the full instant energy
functional EN (U(t)) and the high-order instant by
EN (U(t)) = ‖[n, u, σ, E,B]‖
2
N + κ1
∑
|α|≤N−1
〈∂αu, ∂α∇n〉
+κ1
∑
|α|≤N−2
〈∂α∇× u, ∂α∇× E〉 − κ1κ2
∑
1≤|α|≤N−2
〈∂αE, ∂α∇×B〉 ,
(4.2)
and
EhN (U(t)) = ‖∇[n, u, σ, E,B]‖
2
N−1 + κ1
∑
1≤|α|≤N−1
〈∂αu, ∂α∇n〉
+κ1
∑
1≤|α|≤N−2
〈∂α∇× u, ∂α∇× E〉 − κ1κ2
∑
2≤|α|≤N−2
〈∂αE, ∂α∇×B〉 ,
(4.3)
respectively, where 0 < κ2, κ1 ≪ 1 are constants to be properly chosen later on. Notice that since all
constants κi (i = 1, 2) are small enough, one has
EN(U(t)) ∼ ‖[n, u, σ, E,B]‖
2
N , E
h
N (U(t)) ∼ ‖∇[n, u, σ, E,B]‖
2
N−1.
We further define the corresponding dissipation rates DN (U(t)), D
h
N (U(t)) by
DN (U(t)) = ‖∇u‖
2
N + ‖n‖
2
N + ‖∇σ‖
2
N + ‖∇E‖
2
N−2 + ‖∇
2B‖2N−3, (4.4)
and
DhN (U(t)) = ‖∇
2u‖2N−1 + ‖∇n‖
2
N−1 + ‖∇
2σ‖2N−1 + ‖∇
2E‖2N−3 + ‖∇
3B‖2N−4, (4.5)
respectively. Then, the global existence of the reformulated Cauchy problem (2.1)-(2.4) with small
smooth initial data can be stated as follows.
Theorem 4.1. Let N ≥ 4. Assume that the compatibility condition (2.3) holds true for the initial
data U0 = [n0, u0, σ0, E0, B0]. If EN (U0) > 0 is small enough, the Cauchy problem (2.1)-(2.4) admits
a unique global solution U = [n, u, σ, E,B] satisfying
[n(t, x), u(t, x), σ(t, x), E(t, x), B(t, x)] ∈ C([0,∞);HN (R3)),
n ∈ L2([0,∞);HN (R3)),
∇u ∈ L2([0,∞);HN(R3)), ∇σ ∈ L2([0,∞);HN (R3)),
∇E ∈ L2([0,∞);HN−2(R3)), ∇2B ∈ L2([0,∞);HN−3(R3)),
and
EN (U(t)) + λ
∫ t
0
DN (U(s))ds ≤ EN (U0), (4.6)
for any t ≥ 0.
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Proof. We only need to prove the following uniform-in-time a priori estimate. For any smooth solution
U to the Cauchy problem (2.1)-(2.4) over 0 ≤ t ≤ T with T > 0, one has,
d
dt
EN (U(t)) + cDN (U(t)) ≤
(
EN (U(t)) + E
1/2
N (U(t))
)
DN (U(t)). (4.7)
As long as the above estimate is proved, Theorem (4.1) follows in a standard way by combining it
with the local-in-time existence and uniqueness as well as the continuity argument. Therefore, in what
follows, we only prove (4.7) and other details are omitted for simplicity. The proof can be divided
into four steps as follows.
Step 1.Denote α1 = Pρ(1, 1), α2 = Pθ(1, 1), α3 =
Pθ(1,1)
cν
, κ¯ = κcν . Zero-order estimate to the
equations (2.1) imply that
1
2
d
dt
(
α1‖n‖
2
N + ‖u‖
2
N +
α2
α3
‖σ‖2N + ‖[E,B]‖
2
N
)
+ µ‖∇u‖2N + (µ+ µ
′)‖∇ · u‖2N +
κ¯α2
α3
‖∇σ‖2N
=
∑
|α|≤N
(
α1〈∂
αh1, ∂
αn〉+ 〈∂αh2, ∂
αu〉+
α2
α3
〈∂αh3, ∂
ασ〉+ 〈∂αh4, ∂
αE〉
)
.
(4.8)
In what follows, we estimate the four terms on the right-hand side. Recall that

h1 = −∇ · (nu) = −u · ∇n− n∇ · u,
h2 ∼ u · ∇u+ (n+ σ)∇n+ (n+ σ)∇σ + n∆u+ n∇∇ · u+ u×B,
h3 ∼ u · ∇σ + (n+ σ)∇ · u+ n∆σ + |∇u+ (∇u)
′|2 + (∇ · u)2.
When |α| = 0, because of the similarity of these terms, we only list some estimates for the clear
reference.
|〈u · ∇n, n〉| ≤ ‖u‖L∞‖∇n‖L2‖n‖L2 ≤ C‖n‖L2(‖∇u‖
2
H1 + ‖∇n‖
2
L2),
〈u×B, u〉 = 0,
|〈n ·∆u, u〉| ≤ ‖n‖L∞‖∆u‖L2‖u‖L2 ≤ C‖u‖L2(‖∆u‖
2
L2 + ‖∇n‖
2
H1),
|〈nu,E〉| ≤ ‖E‖‖u‖L∞‖n‖ ≤ ‖E‖L2
(
‖∇u‖2H1 + ‖n‖
2
)
.
When 1 ≤ |α| ≤ N and set |α| = k. We only estimate the following five terms, and other terms can
be estimated in a similar way.
For the terms containing (N + 1)-order derivatives of n or (N + 2)-order derivatives of u, one can
estimate them after integration by parts with respect to x.
〈∂α(u · ∇n), ∂αn〉 = 〈u · ∂α∇n, ∂αn〉+
∑
β<α
Cβα〈∂
α−βu · ∂β∇n, ∂αn〉
= −
1
2
〈∇ · u, |∂αn|2〉+
∑
β<α
Cβα〈∂
α−βu · ∂β∇n, ∂αn〉
. ‖∇u‖N−1‖∇n‖
2
N−1 +
(
‖∇u‖L∞‖∇
kn‖L2 + ‖∇n‖L∞‖∇
ku‖L2
)
‖∇kn‖L2
. ‖∇u‖N−1‖∇n‖
2
N−1,
〈∂α(n∆u), ∂αu〉 =〈n∂α∆u, ∂αu〉+
∑
β<α
Cβα〈∂
α−βn · ∂β∆u, ∂αu〉
=− 〈∇n∂α∇u, ∂αu〉 − 〈n∂α∇u, ∂α∇u〉+
∑
β<α
Cβα〈∂
α−βn · ∂β∆u, ∂αu〉
.‖∇2u‖N−1‖∇u‖N−1‖∇n‖N−1 + ‖∇n‖N−1‖∇
2u‖2N−1
+
(
‖∆u‖L∞‖∇
kn‖L2 + ‖∇n‖L∞‖∇
k−1∆u‖L2
)
‖∇ku‖L2
.‖∇2u‖N−1‖∇u‖N−1‖∇n‖N−1 + ‖∇n‖N−1‖∇
2u‖2N−1,
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and for the term containing B, one has
〈∂α(u×B), ∂αu〉 =〈∂αu×B, ∂αu〉+
∑
β<α
Cβα〈∂
βu× ∂α−βB, ∂αu〉
=
∑
β<α
Cβα〈∂
βu× ∂α−βB, ∂αu〉
.
(
‖∇B‖L∞‖∇
k−1u‖L2 + ‖u‖L∞‖∇
kB‖L2
)
‖∇ku‖L2
.‖u‖N−1‖∇
2B‖N−3‖∇u‖N−1 + ‖∇B‖N−1‖∇u‖
2
N−1.
For other terms, we can directly estimate them by using Lemma 4.1 as follows.
〈∂α(u · ∇σ), ∂ασ〉 .
(
‖u‖L∞‖∇
k∇σ‖L2 + ‖∇σ‖L∞‖∇
ku‖L2
)
‖∇kσ‖L2
. ‖∇u‖N−1‖∇
2σ‖N−1‖∇σ‖N−1,
〈∂α(nu), ∂αE〉 .
(
‖n‖L∞‖∇
ku‖L2 + ‖u‖L∞‖∇
kn‖L2
)
‖∇kE‖L2
.‖∇u‖N−1‖∇n‖N−1‖∇E‖N−1.
By collecting the above estimates, one has
1
2
d
dt
(
α1‖n‖
2
N + ‖u‖
2
N +
α2
α3
‖σ‖2N + ‖[E,B]‖
2
N
)
+ µ‖∇u‖2N + (µ+ µ
′)‖∇ · u‖2N +
κ¯α2
α3
‖∇σ‖2N
≤CE
1/2
N (U(t))DN (U(t)).
(4.9)
Step 2. It holds that
d
dt
∑
|α|≤N−1
〈∂αu, ∂α∇n〉+ λ‖n‖2N
≤C‖∇[u, σ]‖2N + EN (U(t))DN (U(t)).
(4.10)
In fact, recall the first two equations in (2.1),{
∂tn+∇ · u = h1,
∂tu+ Pρ(1, 1)∇n+ Pθ(1, 1)∇σ + E − µ∆u − (µ+ µ
′)∇∇ · u = h2,
(4.11)
with {
h1 = −∇ · (nu),
h2 ∼ u · ∇u + (n+ σ)∇n+ (n+ σ)∇σ + n∆u+ n∇∇ · u+ u×B.
Let 0 ≤ |α| ≤ N − 1, applying ∂α to the second equation of (4.11), multiplying it by ∂α∇n, taking
integrations in x, using integration by parts and also the final equation of (2.1), replacing ∂tn from
(4.11)1, one has
d
dt
〈∂αu, ∂α∇n〉+ α1‖∂
α∇n‖2 + ‖∂αn‖
2
=− 〈α2∂
α∇σ, ∂α∇n〉+ 〈µ∂α∆u, ∂α∇n〉+ 〈(µ+ µ′)∂α∇∇ · u, ∂α∇n〉
+ 〈∂αh2, ∂
α∇n〉+ ‖∂α∇ · u‖2 − 〈∂αh1, ∂
α∇ · u〉.
Then, it follows from the Cauchy-Schwarz inequality that
d
dt
〈∂αu, ∂α∇n〉+ λ(‖∂α∇n‖2 + ‖∂αn‖)2
≤C(‖∇u‖2N + ‖∇σ‖
2
N ) + C
∑
|α|≤N−1
‖∂α[h1, h2]‖
2.
(4.12)
Noticing that h1, h2 are quadratically nonlinear, by using the Leibniz formula and Lemma 4.1 one
has
‖∂αh1‖
2 + ‖∂αh2‖
2 ≤ CEN (U(t))DN (U(t)).
Substituting this into (4.12) and taking the summation over |α| ≤ N − 1 implies (4.10).
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Step 3. It holds that
d
dt
∑
|α|≤N−2
〈∂α∇× u, ∂α∇× E〉+ λ
∑
|α|≤N−2
‖∂α∇× E‖2
≤
C
ǫ
∑
|α|≤N
‖∂α∇u‖2 + ǫ
∑
1≤|α|≤N−2
‖∂α∇×B‖2 + CEN (U(t))DN (U(t)).
(4.13)
Taking the curl of the second equation of (2.1), one has
∂t∇× u+∇× E − µ∆∇× u = ∇× h2. (4.14)
Let 0 ≤ |α| ≤ N − 2, applying ∂α to the above equation, multiplying the resultant equation by
∂α∇×E, integrating it with respect to x and replacing ∂t∂
α∇×E from the fourth equation of (2.1),
one has
d
dt
〈∂α∇× u, ∂α∇× E〉+ ‖∂α∇× E‖2
=µ〈∂α∆∇× u, ∂α∇× E〉+ 〈∂α∇× h2, ∂
α∇× E〉+ 〈∂α∇× u, ∂α∇×∇×B〉
+ 〈∂α∇× u, ∂α∇× u〉+ 〈∂α∇× u, ∂α∇× h4〉,
(4.15)
which from Cauchy-Schwarz inequality further implies
d
dt
〈∂α∇× u, ∂α∇× E〉+ λ‖∂α∇× E‖2
≤
C
ǫ
∑
|α|≤N
‖∂α∇u‖2 + ǫ
∑
1≤|α|≤N−2
‖∂α∇×B‖2 + C‖∂α∇× h4‖
2 + C‖∂α∇× h2‖
2,
(4.16)
for an arbitrary constant 0 < ǫ ≤ 1. Here the third term in (4.15) has been estimated on two cases.
When |α| = 0, it follows from Cauchy-Schwarz inequality that
|〈∂α∇× u, ∂α∇×∇×B〉| ≤
C
ǫ
‖∇u‖2 + ǫ
∑
|α|=1
‖∂α∇×B‖2.
When 1 ≤ |α| ≤ N − 2, integrating by parts, one has
〈∂α∇× u, ∂α∇×∇×B〉 =〈∂α∇×∇× u, ∂α∇×B〉
≤
C
ǫ
∑
|α|≤N−1
‖∂α∇u‖2 + ǫ
∑
1≤|α|≤N−2
‖∂α∇×B‖2.
One can estimate ‖∂α∇× h4‖
2 + ‖∂α∇× h2‖
2 by using Leibniz formula and Lemma 4.1 as follow,
‖∂α∇× h4‖
2 + ‖∂α∇× h2‖
2 ≤ CEN (U(t))DN (U(t)).
Then, substituting this into (4.16) and taking the summation over |α| ≤ N − 2 implies (4.13).
Step 4. It holds that
−
d
dt
∑
1≤|α|≤N−2
〈∂αE, ∂α∇×B〉+ λ
∑
1≤|α|≤N−2
‖∂α∇×B‖2
≤
∑
1≤|α|≤N−2
‖∂α∇× E‖2 + C
∑
1≤|α|≤N−2
‖∂αu‖2 + ‖∇n‖2N−1‖∇u‖
2
N−1.
(4.17)
Let 1 ≤ |α| ≤ N−2, applying ∂α to the third equation in (2.1), and take inner product with −∂α∇×B,
one has,
−
d
dt
〈∂αE, ∂α∇×B〉+ ‖∂α∇×B‖2L2
=− 〈∂αE, ∂t∂
α∇× B〉 − 〈∂αh4, ∂
α∇×B〉 − 〈∂αu, ∂α∇×B〉
=‖∂α∇× E‖2 − 〈∂αh4, ∂
α∇×B〉 − 〈∂αu, ∂α∇×B〉,
12 QINGQING LIU AND YIFAN SU
where the fifth equation in (2.1) has been used to replace ∂t∂
α∇×B. It follows from Cauchy-Schwarz
inequality that,
−
d
dt
〈∂αE, ∂α∇×B〉+ λ‖∂α∇×B‖2
≤
∑
1≤|α|≤N−2
‖∂α∇× E‖2 + C
∑
1≤|α|≤N−2
‖∂αu‖2 +
∑
1≤|α|≤N−2
‖∂αh4‖
2
≤
∑
1≤|α|≤N−2
‖∂α∇× E‖2 + C
∑
1≤|α|≤N−2
‖∂αu‖2 + ‖∇n‖2N−1‖∇u‖
2
N−1.
(4.18)
Then, by putting the above estimates together for properly chosen constants 0 ≤ κ1, κ2, ǫ ≪ 1 ,
one has
d
dt
EN (U(t)) + cDN (U(t)) ≤
(
E
1
2
N (U(t)) + EN (U(t))
)
DN (U(t)). (4.19)
The proof of Theorem 4.1 is complete.

4.2. Large-time behavior. In this section, we assume that all conditions in Theorem 4.1 still hold
and U = [ρ, u, σ, E,B] is the solution to the Cauchy problem (2.1)-(2.3). And now, we are going to
study the time decay rate of the full energy ‖U(t)‖2HN . For this purpose, we define
X(t) = sup
0≤s≤t
(1 + s)
3
4 E(U(t)), t ≥ 0.
Then, we can derive the following Lemma.
Lemma 4.2. If ‖U0‖L1∩HN+1 is sufficiently small, then
sup
t≥0
X(t) ≤ C‖U0‖
2
L1∩HN+1 . (4.20)
Proof. Because of the smallness assumption of ‖U0‖HN , we know from the proof of Theorem 4.1 that
d
dt
EN(U(t)) + cDN (U(t)) ≤ 0 (4.21)
for any t ≥ 0. This is the basis by which we can deduce (4.20). First, fix a constant ǫ > 0 small
enough. Then, a time weighted estimate on (4.21) gives
(1 + t)
3
4
+ǫE(U(t)) + c
∫ t
0
(1 + s)
3
4
+ǫDN (U(t))ds
≤ EN (U(0)) + (
3
4
+ ǫ)
∫ t
0
(1 + s)−
1
4
+ǫEN (U(s))ds.
(4.22)
Now, we are about to deal with the second term of the right-hand part in the above inequality.
Notice that
EN(U) ∼ ‖U‖
2
HN
≤ DN+1(U) + ‖[u, σ,E,B]‖
2
L2 + ‖∇B‖
2
L2
≤ CDN+1(U) + C‖[u, σ,E,B]‖
2
L2,
and ∫ t
0
DN+1(U(s))ds ≤ CEN+1(U0),
it follows that
(1 + t)
3
4
+ǫEN (U(t)) +
∫ t
0
(1 + s)
3
4
+ǫDN (U(s))ds
≤ CEN+1(U0) + C
∫ t
0
(1 + s)−
1
4
+ǫ‖[u, σ,E,B]‖2L2ds.
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Here we have used the following inequality
‖∇B‖2L2 ≤ ‖B‖L2‖∇
2B‖L2 ≤ ‖B‖
2
L2 + ‖∇
2B‖2L2.
Combining Lemma 3.6 with Duhamel’s principle, one has
‖σ‖ . (1 + t)−
3
4 ‖[n0, u0, σ0]‖L1∩L2 +
∫ t
0
(1 + t− s)−
3
4 ‖[h1, h2, h3]‖L1∩L2ds.
Similarly, it is easy to obtain
‖u‖ . (1 + t)−
3
4 ‖[n0, u0, σ0, E0]‖L1∩L2 + (1 + t)
− 5
8 ‖B0‖L1∩L2
+
∫ t
0
(1 + t− s)−
3
4 ‖[h1, h2, h3, h4]‖L1∩L2ds,
‖E‖ . (1 + t)−
3
4 ‖U0‖L1∩H3 +
∫ t
0
(1 + t− s)−
3
4 ‖[h1, h2,h3, h4]‖L1∩L2ds
+
∫ t
0
(1 + t)−
3
4 ‖∇2h4‖ds,
and
‖B‖ . (1 + t)−
3
8 ‖[u0, E0, B0]‖L1∩H3+
∫ t
0
(1 + t− s)−
5
8 ‖h2‖L1∩L2ds
+
∫ t
0
(1 + t− s)−
9
8 (‖h4‖L1∩L2 + ‖∇
3h4‖)ds.
It is straightforward to verify
‖[h1, h2, h3, h4]‖L1∩L2 + ‖h4‖H3 ≤ CEN (U).
Then, ‖B‖ is estimated by
‖B‖ . (1 + t)−
3
8 ‖[u0, E0, B0]‖L1∩H3 +
∫ t
0
(1 + t− s)−
5
8 (1 + s)−
3
4 dsX(t)
. (1 + t)−
3
8 (‖[u0, E0, B0]‖L1∩H3 +X(t)).
In a similar way, we can find out that
‖[u,E,B]‖ ≤ C(1 + t)−
3
8 (‖U0‖L1∩H3 +X(t)).
Thus, one has
(1 + t)
3
4
+ǫEN (U(t)) +
∫ t
0
(1 + s)
3
4
+ǫDN (U(t))ds
≤ CEN+1(U0) + C
∫ t
0
(1 + s)−
1
4
+ǫ(1 + s)−
3
4 ds(‖U0‖
2
L1∩H3 +X(t)
2)
≤ CEN+1(U0) + C(1 + t)
ǫ(‖U0‖
2
L1∩H3 +X(t)
2),
(4.23)
which implies that
X(t) ≤ C(‖U0‖
2
L1∩HN+1 +X(t)
2).
Since ‖U0‖L1∩HN+1 is sufficiently small, X(t) is bounded uniformly in time and also (4.20) holds true.
This completes the proof of Lemma 4.2.

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4.3. Optimal large-time behavior. In this section we shall prove the main Theorem 1.1 on the
large-time asymptotic behavior of the obtained solutions.
Theorem 4.2. Let N ≥ 4. We have the following optimal time-decay estimates,
‖n(t)‖ . (1 + t)−1‖U0‖L1∩HN+2 ,
‖u(t)‖ . 1 + t)−
5
8 ‖U0‖L1∩HN+2 ,
‖σ(t)‖ ≤ C(1 + t)−
3
4 ln(1 + t)‖U0‖L1∩HN+2 ,
‖E(t)‖ . (1 + t)−
3
4 ln(1 + t)‖U0‖L1∩HN+2 ,
‖B(t)‖ . (1 + t)−
3
8 ‖U0‖L1∩HN+2 .
(4.24)
We shall prove the above theorem as follows. The estimate of B, in fact, has been obtained in
Lemma 4.2, the estimate of u will be given in Lemma 4.4 and the estimate of n, σ and E will be given
in Lemma 4.5.
Lemma 4.3. If ‖U0‖HN is sufficiently small, then
d
dt
EhN (U(t)) + cD
h
N (U(t)) ≤ C(‖u‖
2 + EhN(U(t)))E
h
N (U(t)) (4.25)
for any t ≥ 0.
Proof. The proof can be done by modifying the proof of Theorem 4.1 a little. In fact, by making the
energy estimates on the only high-order derivatives, then corresponding to (4.9), it can be re-verified
that
1
2
d
dt
(
α1‖∇n‖
2
N−1 + ‖∇u‖
2
N−1 +
α2
α3
‖∇σ‖2N−1 + ‖∇[E,B]‖
2
N−1
)
+ µ‖∇2u‖2N−1 + (µ+ µ
′)‖∇∇ · u‖2N−1
+
κ¯α2
α3
‖∇2σ‖2N−1 ≤ CE
h
N (U(t))
1/2DhN (U(t)) + C(‖u‖+ E
h
N (U(t))
1/2)EhN (U(t))
1/2DhN (U(t))
1/2,
where we modify the estimate for the term containing B by two cases,
• when 2 ≤ |α| ≤ N ,
〈∂α(u×B), ∂αu〉 =〈∂αu×B, ∂αu〉+
∑
β<α
Cβα〈∂
βu× ∂α−βB, ∂αu〉
=
∑
β<α
Cβα〈∂
βu× ∂α−βB, ∂αu〉
.
(
‖∇B‖L∞‖∇
|α|−1u‖L2 + ‖u‖L∞‖∇
|α|B‖L2
)
‖∇|α|u‖L2
.‖∇u‖N−2‖∇
2B‖N−2‖∇
2u‖N−2,
• when |α| = 1,
〈∂α(u ×B), ∂αu〉 =〈∂αu×B, ∂αu〉+ 〈u× ∂αB, ∂αu〉
=〈u × ∂αB, ∂αu〉
.‖u‖L2‖∇B‖L2‖∇
2u‖H1 .
Corresponding to (4.10), it can be re-verified that
d
dt
∑
1≤|α|≤N−1
〈∂αu, ∂α∇n〉+ λ‖∇n‖2N−1 ≤ C‖∇
2[u, σ]‖2N−1 + E
h
N (U(t))
(
DhN (U(t)) + E
h
N (U(t))
)
,
where we have used the following estimate,
‖∇[h1, h2]‖
2
HN−2 . E
h
N(U(t))[E
h
N (U(t)) +D
h
N (U(t))].
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Corresponding to (4.13), it can be re-verified that
d
dt
∑
1≤|α|≤N−2
〈∂α∇× u, ∂α∇× E〉+ λ
∑
1≤|α|≤N−2
‖∂α∇× E‖2
≤
C
ǫ
∑
1≤|α|≤N
‖∂α∇u‖2 + ǫ
∑
2≤|α|≤N−2
‖∂α∇×B‖2 + CEhN (U(t))
(
DhN (U(t)) + E
h
N (U(t))
)
,
where 〈∂α∇× u, ∂α∇×∇×B〉 can be re-verified as follows. When |α| = 1, it follows from Cauchy-
Schwarz inequality that
|〈∂α∇× u, ∂α∇×∇×B〉| ≤
C
ǫ
‖∇2u‖2 + ǫ
∑
|α|=2
‖∂α∇×B‖2,
when 2 ≤ |α| ≤ N − 2, integrating by parts, one has
〈∂α∇× u, ∂α∇×∇×B〉 =〈∂α∇×∇× u, ∂α∇×B〉
≤
C
ǫ
∑
1≤|α|≤N−1
‖∂α∇u‖2 + ǫ
∑
2≤|α|≤N−2
‖∂α∇×B‖2,
and when 1 ≤ |α| ≤ N − 2, the nonlinear terms can be re-estimated in the following.
‖∂α∇× h4‖
2 + C‖∂α∇× h2‖
2 ≤ CEhN (U(t))(D
h
N (U(t)) + E
h
N (U(t))).
Corresponding to (4.17), it can be re-verified that
−
d
dt
∑
2≤|α|≤N−2
〈∂αE, ∂α∇×B〉+ λ
∑
2≤|α|≤N−2
‖∂α∇×B‖2
≤
∑
2≤|α|≤N−2
‖∂α∇× E‖2 + C
∑
2≤|α|≤N−2
‖∂αu‖2 + ‖∇n‖2N−1‖∇u‖
2
N−1.
By using the above estimates, it follows that
d
dt
EhN (U(t)) + cD
h
N (U(t))
. (‖u‖+ EhN (U(t))
1/2)EhN (U(t))
1/2DhN (U(t))
1/2 + EhN (U(t))[E
h
N (U(t)) +D
h
N (U(t))].
(4.26)
Since ‖U0‖HN is sufficiently small and so is EN (U(t)) uniformly for all t ≥ 0 by (4.6), (4.25) holds by
applying the Cauchy inequality to the first term in (4.26). This completes the proof of Lemma 4.3.

Furthermore, Let us define
Y (t) = sup
0≤s≤t
(1 + s)
5
4 {‖u(s)‖2 + EhN (U(s))}, t ≥ 0. (4.27)
Similar to the derivation of the uniform-in-time bound of X(t) in Lemma 4.2, we have the following
result to show the boundedness of Y (t) for all t ≥ 0 and thus the time decay rate of ‖u‖.
Lemma 4.4. If ‖U0‖L1∩HN+2 is sufficiently small, then
sup
t≥0
Y (t) ≤ C‖U0‖
2
L1∩HN+2 . (4.28)
Proof. For a further estimate for the solutions, we shall use the high-order energy inequality (4.25).
Fix ǫ > 0 small enough. The time-weighted estimate on (4.25) gives
(1 + t)
5
4
+ǫEhN (U(t)) +
∫ t
0
(1 + s)
5
4
+ǫDhN (U(s))ds
. EN (U0) +
∫ t
0
(1 + s)
5
4
+ǫ[‖u(s)‖2 + EhN (U(s))]E
h
N (U(s))ds
+
∫ t
0
(1 + s)
1
4
+ǫEhN (U(s))ds.
(4.29)
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The second term of the right-hand side is bounded by Y (t)2 since∫ t
0
(1 + s)
5
4
+ǫ(1 + s)−
5
4
− 5
4 ds ≤ C
for ǫ > 0 small enough. Now we only need to deal with the last term on the right-hand side of (4.29).
It can be estimated as follows,∫ t
0
(1 + s)
1
4
+ǫEhN(U(s))ds
≤
∫ t
0
(1 + s)
1
4
+ǫ(DN+1(U(s)) + ‖∇B(s)‖
2)ds
≤
∫ t
0
(1 + s)
3
4
+ǫDN+1(U(s))ds+
∫ t
0
(1 + s)
1
4
+ǫ‖∇B(s)‖2ds
.(1 + t)ǫ‖U0‖
2
L1∩HN+2 +
∫ t
0
(1 + s)
1
4
+ǫ‖∇B(s)‖2ds,
where (4.23) has been used. From Lemma 3.5, we can estimate ‖∇B‖ as
‖∇B‖ . (1 + t)−
7
8 (‖u0‖L1∩L2 + ‖∇u0‖L2) + (1 + t)
− 11
8 (‖E0‖L1∩L2 + ‖∇
4E0‖L2)
+(1 + t)−
5
8 (‖B0‖L1∩L2 + ‖∇
3B0‖)
+
∫ t
0
(1 + t− s)−
7
8 (‖h2(s)‖L1∩L2 + ‖∇h2(s)‖)ds
+
∫ t
0
(1 + t− s)−
11
8 (‖h3(s)‖L1∩L2 + ‖∇
4h3(s)‖)ds.
Since
‖h2(t)‖ L1∩L2 + ‖∇h2(t)‖+ ‖h3(t)‖L1∩L2 + ‖∇
4h3(t)‖
. ‖U0‖L1∩HN+1(1 + t)
− 3
8Y (t)1/2(1 + t)−
5
8
. ‖U0‖L1∩HN+1(1 + t)
−1Y (t)1/2,
it follows
‖∇B‖ . (1 + t)−
5
8 ‖U0‖L1∩H4
+
∫ t
0
(1 + t− s)−
7
8 (‖h2(s)‖L1∩L2 + ‖∇h2(s)‖ds
+
∫ t
0
(1 + t− s)−
11
8 (‖h4(s)‖L1∩L2 + ‖∇
4h4(s)‖ds
. (1 + t)−
5
8 ‖U0‖L1∩H4
+
∫ t
0
(1 + t− s)−
7
8 ‖U0‖L1∩HN+1(1 + s)
−1Y (t)1/2ds
+
∫ t
0
(1 + t− s)−
11
8 ‖U0‖L1∩HN+1(1 + s)
−1Y (t)1/2ds
. (1 + t)−
5
8 ‖U0‖L1∩HN+1(1 + Y (t))
1/2.
Combining the estimates above, one has
(1 + t)
5
4
+ǫEhN (U(t)) +
∫ t
0
(1 + s)
5
4
+ǫD(U(t))ds
. (1 + t)ǫ‖U0‖
2
L1∩HN+2+ Y (t)
2
+
∫ t
0
(1 + s)
1
4
+ǫ(1 + s)−
5
4 ‖U0‖
2
L1∩HN+2(1 + Y (s))ds
. (1 + t)ǫ‖U0‖
2
L1∩HN+2(1 + Y (s)) + Y (t)
2,
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which implies
sup
0≤s≤t
(1 + s)
5
4 EhN (U(s)) . ‖U0‖
2
L1∩HN+1(1 + Y (t)) + Y (t)
2. (4.30)
To complete the proof, we still have to estimate the optimal time-decay of ‖u‖. From Lemma 3.6,
we have
‖u‖ . (1 + t)−
5
8 ‖U0‖L1∩L2 +
∫ t
0
(1 + t− s)−
3
4 ‖[h1, h2, h3, h4]‖L1∩L2ds
. (1 + t)−
5
8 ‖U0‖L1∩L2 + (1 + t)
− 5
8 ‖U0‖L1∩HN+1Y (t)
1/2,
that is,
sup
0≤s≤t
(1 + s)
5
4 ‖u(s)‖2 . ‖U0‖
2
L1∩HN+1Y (t) + ‖U0‖
2
L1∩L2 . (4.31)
Combining (4.30) with (4.31), one has
Y (t) ≤ C‖U0‖
2
L1∩HN+2(1 + Y (t)) + Y (t)
2.
Therefore, we’ve completed the proof by some continuity argument since ‖U0‖L1∩HN+2 is sufficiently
small. 
The last problem we have to deal with is to get the time decay estimates of n, σ and E. Actually,
we have
Lemma 4.5. If ‖U0‖L1∩HN+2 is sufficiently small, then
‖n(t)‖ ≤ C‖U0‖L1∩HN+2(1 + t)
−1,
‖[σ(t), E(t)]‖ ≤ C‖U0‖L1∩HN+2(1 + t)
− 3
4 ln(1 + t).
(4.32)
for any t ≥ 0.
Proof. For ‖n(t)‖,
‖n(t)‖ . (1 + t)−
5
4 ‖U0‖L1∩L2 +
∫ t
0
(1 + t− s)−
5
4 ‖[h1, h2, h3, h4]‖L1∩L2ds
It is straightforward to verify that
‖[h1, h2, h3, h4]‖L1∩L2 .(1 + t)
− 3
8 ‖U0‖L1∩HN+2(1 + t)
− 5
8Y (t)1/2
.(1 + t)−1‖U0‖
2
L1∩HN+2.
Thus,
‖n(t)‖ ≤ C‖U0‖L1∩HN+2(1 + t)
−1.
As for E(t), we know
‖E(t)‖ . (1 + t)−
3
4 ‖U0‖L1∩H3 +
∫ t
0
(1 + t− s)−
3
4 ‖[h1, h2, h3, h4]‖L1∩L2ds+
∫ t
0
(1 + t− s)−
3
4 ‖∇4h4‖ds.
Obviously, one has
‖[h1, h2, h3, h4]‖L1∩L2 . (1 + t)
−1‖U0‖
2
L1∩HN+2 ,
and
‖∇2h4‖ . (1 + t)
− 5
4 ‖U0‖
2
L1∩HN+2 ,
which implies that∫ t
0
(1 + t− s)−
3
4 ‖[h1, h2, h3, h4]‖L1∩L2ds ≤ (1 + t)
− 3
4 ln(1 + t)‖U0‖
2
L1∩HN+2 .
It is easy to see
‖E(t)‖ ≤ C‖U0‖L1∩HN+2(1 + t)
− 3
4 ln(1 + t).
As for σ(t), we know that
‖σ(t)‖ . (1 + t)−
3
4 ‖[n0, u0, σ0]‖L1∩L2 +
∫ t
0
(1 + t− s)−
3
4 ‖[h1, h2, h3]‖L1∩L2ds,
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Similar to the estimate on E(t), one has
‖σ(t)‖ ≤ C‖U0‖L1∩HN+2(1 + t)
− 3
4 ln(1 + t).
This completes the proof. 
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