Abstract. Let c > 1 and 0 < γ < 1 be real, with c / ∈ N. We study the solubility of the Diophantine inequality |p
Introduction
Let 0 < γ < 1 be a fixed real number. I.I. Piatetski-Shapiro [35] was the first to consider the question whether the sequence N γ = n ∈ N : n = m 1/γ for some m ∈ N contains infinitely many primes. He proved that when γ > 11/12, one has the asymptotic formula
for the number π γ (N) of primes p ≤ N that belong to N γ . This result has attracted a lot of attention, and a number of authors [3, 14, 16, 17, 19, 20, 22, 30, 36, 37] have extended the range of γ for which π γ (N) → ∞ to γ > 205/243 = 0.8436 . . . (see Rivat and Wu [37] ). In the process, prime numbers p ∈ N γ have become known as Piatetski-Shapiro primes (of index γ).
Another problem proposed by Piatetski-Shapiro [34] around the time he proved (1) deals with the solubility in primes p 1 , p 2 , . . . , p s of the Diophantine inequality 
where the exponent c > 1 is not an integer, ε > 0 is a fixed small number, and N is a large real. If H(c) denotes the least integer s such that (2) has solutions for all sufficiently large N, then Piatetski-Shapiro proved that H(c) ≤ c(4 log c + O(log log c))
for large c; he showed also that H(c) ≤ 5 when 1 < c < 3/2. These results can be considered analogues of results of L.-K. Hua from the 1930's and the 1940's that dealt with the classical Waring-Goldbach problem. In particular, Hua proved the appropriate variant of (3) for integer c. The paper [34] went unnoticed for almost forty years until the work of Tolev [38] that established the bound H(c) ≤ 3 for 1 < c < 15/14. The latter result has motivated a series of improvements [5, 7, 23, 24, 25] culminating in the recent result of Baker and Weingartner [5] that H(c) ≤ 3 for 1 < c < 10/9. There has also been further work [4, 8, 9, 12, 29, 31] on extending the range of c in Piatetski-Shapiro's result on sums of five powers of primes: the best result in that direction, also due to Baker and Weingartner [4] , states that H(c) ≤ 5 for 1 < c ≤ 2.041, c = 2. Note that the sequence of Piatetski-Shapiro primes of index γ is a "thin" sequence of primes (and gets thinner as γ decreases). As researchers in additive prime number theory have asked whether different additive questions about the primes can be resolved in prime numbers from thin sets, Piatetski-Shapiro primes have become a favorite "test case": see [1, 2, 6, 18, 21, 28, 32, 33, 41] for some results on solubility of classical additive problems in Piatetski-Shapiro primes. In the present note, motivated by recent work on solubility of Diophantine inequalities in primes from special sequences (for example, [10, 11, 39] ), we study the solubility of the Diophantine inequality (2) in Piatetski-Shapiro primes. Our main result is the following. Theorem 1. Let c > 5, c / ∈ N, and 1 − ρ < γ < 1, where ρ = (8c 2 + 12c + 12) −1 . Then for s ≥ 4c log c + 4 3 c + 10 and sufficiently large N, the inequality
has solutions in prime numbers p 1 , p 2 , . . . , p s ∈ N γ .
We remark that this theorem represents also a slight improvement on Piatetski-Shapiro's original bound (3) for H(c). In that regard, the bound on s in Theorem 1 can be compared with recent results by Wooley and the first author [26, 27] , who obtained similar improvements on the aforementioned result of Hua on the classical Waring-Goldbach problem. Such a comparison suggests that one may be able to further reduce the upper bound on H(c) by establishing analogues for Diophantine inequalities of some technical lemmas from [26, 27] that count solutions of Diophantine equations with variables in diminishing ranges. We do not pursue such improvements here, since our main focus is on the hybrid nature of our results, but we intend to return to this aspect of the problem in the future.
We study also the solubility of the ternary inequality (4) in Piatetski-Shapiro primes and establish the following variant of Tolev's result in [38] .
Theorem 2. Let γ < 1 < c and 15(c − 1) + 28(1 − γ) < 1. Then for sufficiently large N, the inequality p
has solutions in prime numbers p 1 , p 2 , p 3 ∈ N γ .
We remark that the ranges of γ and c in this result can possibly be extended by an appeal to more sophisticated exponential sum estimates. However, since the resulting improvement is not likely to be great, we have chosen not to pursue such matters. On the other hand, the proof of Theorem 2 can be easily adapted to establish the following companion results on the binary and quaternary inequalities. has solutions in prime numbers p 1 , p 2 , p 3 , p 4 ∈ N γ .
Notation. In this paper, p, p 1 , . . . will always denote primes. We also reserve ε for a fixed small positive number that can be chosen arbitrarily small; its value need not be the same in all occurrences. As usual in analytic number theory, Vinogradov's notation A ≪ B means that A = O(B), and we write A ≍ B if A ≪ B ≪ A. Sometimes we use x ∼ X as an abbreviation for x ∈ (X/2, X].
We write e(x) = e 2πix and Ψ γ (n) = ψ(−(n + 1) γ ) − ψ(−n γ ), with ψ(x) = x − ⌊x⌋ − 1/2, and we define (α) s recursively by (α) 0 = 1 and (α) s = (α) s−1 (α − s + 1) for s ≥ 1. We also write N γ (X) = N γ ∩ (X/2, X] and define several generating functions:
e(θn c ),
Lemmas
Lemma 1. Let (a n ) be a sequence of complex numbers with |a n | ≤ A. Then
Proof. This is immediate on noting that the indicator function of the set N γ can be expressed as
In particular, Lemma 1 yields
and
Lemma 2. Let (a n ) be a sequence of complex numbers with |a n | ≤ A. When 0 < σ < (2γ − 1)/3 and
where
Proof. We follow closely the proof of Theorem 4.11 in [13] . Starting with Vaaler's approximation to ψ (Theorem A.6 in [13] ), the argument on pp. 47-48 in [13] yields
A partial summation argument similar to that on p. 49 in [13] then shows that the last sum is bounded by
a n e(hn γ ) .
On the other hand, by the triangle inequality, the same sum is bounded by
Lemma 3. Let F, N be large parameters, N ≤ N 1 ≤ 2N, and let r ≥ 2 be an integer. Suppose that f : [N, N 1 ] → R has r continuous derivatives and satisfies
Then one has
where ν = ν r = (r 2 − r) −1 .
Proof. The case r = 2 of (7) is classical: see Theorem 2.2 in [13] , for example. When r ≥ 3, the bound is a version of Theorem 1 in Heath-Brown [15].
Lemma 4.
Suppose that the hypotheses of Lemma 3 hold for r = 3. If F ≥ N, one has
Proof. Bounds like (8) are well-known: the above version follows from Theorem 2.6 in [13] . When F ≤ N 3/2 , inequality (9) follows from Lemma 1 in Kumchev [23] ; otherwise, it follows from (8).
In the remainder of this section, we apply the above general bounds to exponential sums with phase functions derived from f (x) = θx c + h(x + u) γ , where u ∈ {0, 1} and θ, h are real parameters.
Lemma 5. Let 1/2 < γ < 1 < c, |h| ≤ X 4/3−γ , and X γ−c ≤ |θ| ≤ X δ for a sufficiently small δ > 0. Then, for u ∈ {0, 1} and Y ∼ X, one has
Proof. Let X α = |θ|X c and F = X α + |h|X γ , and write f (x) = θx c + h(x + u) γ . We consider two cases depending on the size of α.
Case 1: α ≥ 3/2. Then we have
and hence, Lemma 3 with r = ⌈α⌉ + 1 yields
where ν r = (r 2 − r) −1 . Case 2: γ ≤ α ≤ 3/2. Note that in this case we have X 1/2 ≤ F ≤ X 3/2 . We can split the interval (Y, X] into at most three subintervals such that on each of them
holds for r = 2 or 3. Moreover, we always have |f ′′ (x)| ≪ F X −2 . Thus, combining (9) and the case r = 2 of (7), we get
Corollary 6. Let 1 − ν < γ < 1 < c, with ν = (c 2 + 3c + 2) −1 , and X γ−c ≤ |θ| ≤ X δ for a sufficiently small δ > 0. Then one has
Proof. By Lemma 5 with h = 0 and partial summation, we have
Using (6), (10) and Lemma 2 with σ = ν + γ − 1 and H = X ν , we reduce the corollary to the bound
which is an immediate consequence of Lemma 5.
Next, we establish similar estimates for S 1 (θ; X) and S 0 (θ; X). As usual, we derive our estimates from bounds on double sums of the form
where u ∈ {0, 1} and Y ∼ X.
Lemma 7. Let c > 5, 3/4 < γ < 1, |h| ≤ X 4/3−γ , and X γ−c−δ ≤ |θ| ≤ X δ for a sufficiently small δ > 0. Also, let (a m ) be a sequence of complex numbers such that |a m | ≪ 1, and suppose that
where ρ = (8c 2 + 12c + 12) −1 . Then, for u ∈ {0, 1} and Y ∼ X, one has
, and write f m (x) = θ(mx) c +h(mx+u) γ . We consider two cases depending on the size of α.
for all r ∈ N and all x with Y < mx ≤ X. We choose r ∈ N so that K r−2 ≤ X α < K r−1 . Since r ≥ 3, we can apply Lemmas 3 or 4 to get
where ν = (r 2 − r) −1 . From (11) and the definitions of α, ρ and r, we deduce that
provided that c > 5 and δ is sufficiently small. Hence, K −ν ≪ X −ρ and the desired bound follows from (12) .
Case 2: γ − δ ≤ α ≤ 4/3 + δ. In this case, we have F < K 3 , and so we can choose r ∈ {2, 3, 4} with K r−2 ≤ F < K r−1 . We remark that if the inequality
with s = r fails for any x with Y < mx ≤ X, then those exceptional x belong to a subinterval of (Y m −1 , Xm −1 ] where (13) holds with s = r + 1. Therefore, when K r−2 ≤ F ≤ K r−1 , we can combine the cases r and r + 1 of (7) to show that
where ν = ν r+1 = (r 2 + r) −1 . When r = 3 or 4, this leads to the bound (12) with ν = 1/24 and ν = 1/25, respectively. When r = 2, we recall that F ≥ X γ−δ , and hence,
We conclude that in the present case, (12) holds with ν = 1/25, which more than suffices to deduce the claim of the lemma.
Lemma 8. Let c > 5, 1 − 2ρ < γ < 1, with ρ = (8c 2 + 12c + 12) −1 , |h| ≤ X 4/3−γ , and X γ−c−δ ≤ |θ| ≤ X δ for a sufficiently small δ > 0. Also, let (a m ) and (b k ) be sequences of complex numbers such that |a m | ≪ 1 and |b k | ≪ 1, and suppose that
Then, for u ∈ {0, 1} and Y ∼ X, one has
Proof. Let W denote the double sum in question, and write f m (x) = θ(mx)
Let Q = X 2ρ−ε . The Weyl-van der Corput lemma (Lemma 2.5 in [13] ) gives
where g q,m (x) = f m+q (x) − f m (x) and I is the subinterval of (M/2, M] defined by the inequalities
We estimate the contribution from terms with q = 0 to the sum in (15) trivially. We change the order of summation in the remainder of that sum to obtain
where I ′ is the subinterval of (K/2, 2K] subject to conditions (16) . Similarly to the proof of Lemma 7, the estimation of the last sum breaks into two cases.
Case 1: α ≥ 4/3 + δ. In this case, we have
for all r ∈ N and all x ∈ I ′ . We choose r so that K r−3 ≤ X α−1+2ρ < K r−2 and apply Lemmas 3 and 4 to obtain
where ν = (r 2 − r) −1 and β = β r ∈ (0, 1/3). We insert this bound into the right side of (17) and sum the result over m and q to get
From (14) and the definitions of α, ρ and r, we find that
provided that c > 5 and δ is sufficiently small. Hence, K −ν ≪ X −2ρ and the claim of the lemma follows from (19) .
Case 2: γ − δ ≤ α ≤ 4/3 + δ. In this case, we have 1 ≤ F X −1+2ρ ≤ K. Similarly to Case 2 of the proof of Lemma 7, we can split I ′ into at most three subintervals so that on each of them we have g
q,m (x) ≍ |q|F X −1 K 1−r with r = 3 or r = 4. Thus, the cases r = 3 and r = 4 of (7) give
Combining this bound, (14) and (17), we deduce that
Lemma 9. Let c > 5, 1 − ρ < γ < 1, with ρ = (8c 2 + 12c + 12) −1 , and X γ−c−δ ≤ |θ| ≤ X δ for a sufficiently small δ > 0. Then, one has
Proof. By (5), it suffices to show that
Lemma 2 with σ = ρ + γ − 1 and H = X ρ (and an obvious choice of the coefficients (a n )) reduces the estimate for S 1 (θ; X) to the bound
where u ∈ {0, 1} and Y ∼ X. Thus, it suffices to show that ∈ N, be parameters to be chosen momentarily subject to the constraints
A combinatorial lemma due to Heath-Brown (see Lemma If we choose u = X 2ρ , v = 4X 1/3 and z = ⌊ 1 10
, conditions (21) are satisfied and we can appeal to Lemmas 7 and 8 to estimate all Type I and Type II sums and to complete the proof of (20).
Lemma 10. Let 11/12 < γ < 1 < c and |θ| ≤ X γ−c−δ for a sufficiently small δ > 0. Then one has S 1 (θ; X) ≪ X 11/12+δ .
Proof. Similarly to the proof of Lemma 9, it suffices to show that
where u ∈ {0, 1}, Y ∼ X and H = X 1−γ+δ . The case θ = u = 0 of (22) is essentially a special case of the main part of the proof of Theorem 4.14 in [13] : see pp. 50-53 in [13] in the case of the exponent pair ( ). The more general bound required here can be established using an identical argument, since under the hypotheses on u and θ, we have d
Lemma 11. Let 6ρ < γ < 1 < c < 3/2 − 6ρ and X γ−c−δ ≤ |θ| ≤ X δ for a sufficiently small δ > 0 and a fixed ρ ∈ (0, 1/12). Then one has
Proof. Suppose that Y ∼ X. The calculations in Lemma 10 of [38] establish the inequality
Under the hypotheses of the lemma, the stated bound for S 0 (θ; X) follows by partial summation.
Lemma 12. Let 3ρ < γ < 1 < c, 1 ≤ |h| ≤ X ρ , and X γ−c−δ ≤ |θ| ≤ X δ , with 0 < ρ < c/6 and a sufficiently small δ > 0. Also, let (a m ) be a sequence of complex numbers such that |a m | ≪ 1, and suppose that
Proof. Let K = X/M and F = |θ|X c + |h|X γ and write f m (x) = θ(mx) c + h(mx + u) γ . As in the second cases of the proofs of Lemmas 5, 7 and 8, we note that when Y < mx ≤ X, we have |f
and at least one of the bounds
Hence, we can combine (9) and the case r = 2 of (7) to obtain
Moreover, since we only need to refer to (9) when |θ|X c ≍ |h|X γ , the middle term in (24) can be replaced by |θ| 1/6 X (c+3)/6 . Thus,
The lemma follows from this bound and the hypotheses on ρ, θ, h, M. + 4ρ < γ < 1 < c, 1 ≤ |h| ≤ X ρ , and X γ−c−δ ≤ |θ| ≤ X δ , with a sufficiently small δ > 0 and ρ > 0 that satisfies the conditions c + 14ρ < 2, 2γ + 14ρ < 3, 2c + 12ρ < 3.
(26)
Also, let (a m ) and (b k ) be sequences of complex numbers such that |a m | ≪ 1 and |b k | ≪ 1, and suppose that
Proof. Let W denote the double sum in question and F = |θ|X c + |h|X γ . By symmetry, we may assume that M ≤ K; hence, M ≪ X 1/2 . Similarly to (17), we have
where Q = X 2ρ−ε , I is a subinterval of (Y, X], and
Similarly to (24) and (25), we have
where ∆ q = |q|M −1 and G q = ∆ q F . We insert this bound into the right side of (29) to deduce that
The lemma follows from the last inequality and the hypotheses on ρ, θ and h. Lemma 14. Let 1 − ρ < γ < 1 < c and X γ−c−δ ≤ |θ| ≤ X δ , with a sufficiently small δ > 0 and ρ > 0 that satisfies conditions (26) . Then, one has
Proof. Similarly to the proof of Lemma 9, it suffices to establish (20) for u ∈ {0, 1}, Y ∼ X and all h with 1 ≤ |h| ≤ X ρ . As in that proof, we decompose the sum in (20) into double sums. We use Vaughan's identity (Lemma 4.12 in [13] with u = v) to reduce (20) to the estimation of O(log X) sums of the forms
of Types I and II (here, U ≤ X 1/2 is a parameter to be chosen shortly):
• Type I: where a m ≪ m ε , b k = 1 or log k, and M ≤ U 2 ; • Type II: where
For Type II sums, Lemma 13 gives the desired bound under hypotheses (26) and (27). Since a Type I sum can be viewed as a special case of a Type II sum, we may estimate a Type I sum using either of Lemmas 12 or 13. The ranges (23) and (27) overlap when c + 6ρ < 2 − δ, γ + 7ρ < 2.
Since these inequalities follow from (26), we can estimate a Type I sum when
Therefore, together Lemmas 12 and 13 allow us to estimate all the double sums arising from the application of Vaughan's identity, provided that we can choose u with
Since conditions (26) imply that ρ < 1/14, we may choose U = X 1/3 , for example.
Corollary 15. Let γ < 1 < c, with 15(c − 1) + 28(1 − γ) < 1, and X γ−c−δ ≤ |θ| ≤ X δ for a sufficiently small δ > 0. Then one has
(j = 0, 1).
Lemma 11 with ρ = c − γ + 3δ yields the bound on S 0 (θ; X), provided that
We estimate S 1 (θ; X) using Lemma 14 with ρ = c + 1 − 2γ + 3δ. With this choice, conditions (26) can be expressed as
Clearly, the first of these inequalities implies the other two as well as (31) .
Corollary 16. Let γ < 1 < c, with 8(c − 1) + 21(1 − γ) < 1, and X γ−c−δ ≤ |θ| ≤ X δ for a sufficiently small δ > 0. Then one has S(θ; X) ≪ X (3γ−c)/2−δ .
Proof. As in the proof of Corollary 15, we use (5) and Lemmas 11 and 14, but we alter the choices of ρ: we appeal to Lemma 11 with ρ = (c − γ)/2 + 2δ and to Lemma 14 with ρ = (2 + c − 3γ)/2 + 2δ. With these choices, the application of Lemma 11 requires that
and that of Lemma 14 that
Lemma 17. Let I be an interval in R. Then one has
where L = log X.
Proof. Consider (32) . We have
where we have used that #N γ (X) ≪ X γ . We now write n i = m
1/γ i
, with m i ∼ X γ , and we deduce that
The proof of (33) is almost identical, and inequalities (34) and (35) can be proved using similar (and simpler) arguments. The reader can also consult Lemma 7 in [38] for variants of (34) and (35).
Proof of Theorem 1
Let s = 2t + 2u + 1, where t, u are integers to be chosen in terms of c in due course. For a large N, we set
We use the Davenport-Heilbronn form of the circle method to count the solutions of (4) in primes p 1 , . . . , p s subject to
Let us fix a kernel K ∈ C ∞ (R) such that
where 1 I is the indicator function of the interval I = [−1, 1]. We can ensure these conditions by choosing K to be a convolution of the form K = K ⋆ K, where K ∈ C ∞ (R) is even and satisfies 1 I (4x) ≤ K(x) ≤ 1 I (2x). We consider the quantity
where d τ θ = K τ (θ) dθ and
We analyze the last integral to show that
3.1. The trivial region. We first estimate the contribution of large θ to the integral in (37) . Let δ = δ(c, γ) > 0 be a sufficiently small fixed number. Because of the compact support of the kernel K, we have
Hence, if we fix j ≥ (c + 1)δ −1 , we have
3.2. The minor arcs. The set of "minor arcs" is m = θ : X γ−c−δ ≤ |θ| ≤ X δ .
From Lemma 9, we have sup 
in integers x 1 , . . . , x s−1 subject to x 1 , . . . , x 2u ∈ N γ (X 0 ), x 2u+2j−1 , x 2u+2j ∈ N γ (X j ) (1 ≤ j ≤ t). 
for j = 0, 1. When j ≥ 2, the same approximation follows from the Prime Number Theorem. Combining (5), (48) and Lemma 10, we conclude that, for θ ∈ M, one has S(θ; X j ) = V (θ; X j ) + O X γ−2η(X) j .
Let
By (49), we have 
Moreover, a standard Fourier integral argument (similar to the proof of Lemma 6 in [38] , for example) gives
The desired bound (38) now follows from (39), (47), (50) and (51). 
