Abstract-The LHCb experiment at CERN uses a server farm to filter the events consisting of up to 4400 cores, which receives events at a rate of 1MHz and filters them with a trigger application that has an output of around 2 kHz.
I. INTRODUCTION
T HE Large Hadron Collider beauty (LHCb) experiment [1] at CERN uses a server farm to filter the events received from the detector that are interesting for physics analysis.
The trigger system is organized in two levels. The Level-0 trigger, the first one, is implemented in custom electronics and reduces the event rate from 40 MHz registered by the detector to 1 MHz. The second stage is the High Level Trigger (HLT), a computer farm consisting of currently 4400 cores running a trigger application that filters the events with an output rate of 2 kHz, which can fluctuate up to 5 kHz.
Configuring and starting O(5000) instances of a very large trigger application, each consisting of hundreds of shared libraries is a formidable task and for the efficient operation of the experiment it is essential that this can be done very quickly and reliably.
Furthermore, the size of the farm and the complexity of the application make it difficult to distribute and install the software. First of all, the application does not use a traditional package management system, such as RPM, hence it is not possible to rely on the tools available for them. Additionally, in order to ease the administration, the nodes of the server farm are diskless and they load their configuration from the network. Finally, we must guarantee that all the instances of the application are identical in terms of the version of the software they run and the trigger configuration they use.
In the current architecture the application is installed in a directory that is exported over the network using NFS and is mounted on every farm node. The central NFS servers are connected to a storage area network with Fibre Channel links and they use a clustered file system to share the files among themselves.
This approach is simple, easy to configure and it performs relatively well on a medium sized farm. However, the start up and the configuration time of the application increases with the number of nodes. Since the numbers of file servers that can be added is limited by the costs of scaling the storage area network infrastructure, this will be a major concern when we upgrade the farm to its full capacity and the number of cores augment up to 20000.
In this paper we present how we have optimised the HLT application at the LHCb experiment. First, we describe the analysis process the led us to focus on the software distribution problem and the tools we developed for benchmarking the application. Then, we review the alternatives for solving this problem, which included using a new file system on the farm nodes and two mechanisms for distributing the files across the farms. Finally, we evaluate these alternatives using the benchmarks described in the first part.
II. BENCHMARKING THE HLT APPLICATION
The HLT application is distributed across the farm, where each server runs runs as many instances of the application as there are CPU cores. The Experiment Control System (ECS) [2] launches the application in all the servers in parallel, along with the other components of the data acquisition system, such as the event builder processes and the data writing layer. The program is implemented using the Gaudi framework that provides the components used for reading and writing the events [3] .
The workflow of the system is modelled as a finite state machine, where there are states and events that trigger transitions to the next states. The main states of the HLT application are the following:
1. Not Ready: The processes have started but without setting the parameters of the filtering algorithms.
2. Ready: The processes have loaded the trigger settings and they are ready to filter the events.
3. Running: The processes are filtering the events received from the detector. 4 . Error: An error occurred during the execution of the application.
We perceived the performance limitations when the application was being configured, i. e. in the transition between the states Not Ready and Ready. The time that took increased linearly with the size of the farm, going from 100 seconds with 978-1-4244-7110-2/10/$26.00 ©2010 IEEE a fraction of the farm (176 instances) to more than 5 minutes running with 1760 instances, 40 percent of its capacity.
The operators have to wait this time for starting the HLT application or for applying a new configuration of the filtering algorithms once the system has been running. We concluded that this time was related to the infrastructure of the farm and the setup of the application, rather than the filtering software itself, and for this reason we decided to investigate the aspects that could affect it.
The first approach was to examine the system calls made by the filtering processes. This was made with the strace command and running a custom script for parsing and analysing the output. We found that the application performed around 20000 file system access operations for loading its libraries.
For the configuration of the software, the application relies on a long list of paths for loading the libraries. All these directories are located in the network share directories. This means that for every required library, the corresponding files are looked for in all the paths of the list until it is found. This causes, of course, that most of the system calls were made on files that do not exist. For example, we found in our analysis that 23174 system calls made for accessing the file system, such as 'stat', 'open' and 'access', 17140 of them resulted in an error (return code ENOENT) because they were looking for a file that did not exist.
We decided to focus on the problem of file access and distribution, since it was one of the main causes of the waiting time and because it would become more relevant when the size of the farm increases. The main criteria to evaluate the alternatives was the time to configure the HLT and, additionally, we considered its complexity and how easy was to integrate with the rest of the system, specially with the tools used for installing and deploying the software.
A. Benchmarking Tool
We developed a tool for evaluating the results of the optimizations. With this tool we systematically measured the time that took for configuring the application, i.e. the transition from the state Not Ready to Ready. The goal was to measure the time perceived by the user, and thus it automated the interaction that the operators normally made through the user interface of the ECS.
The tool automates the steps by accessing directly the communication layer of the ECS. It measures the time it takes the different components of the system for going from a state to another. The tool allows the user to repeat the process several times choosing different configurations and it generate reports of the performance results.
III. REDUCING THE FILE SYSTEM ACCESSES
In this section we describe the techniques used for reducing the number of requests to the file servers and we continue in the next one with alternatives ways for distributing the files in the HLT farm.
We made two simple changes in order to reduce the number of operations that required access to the file servers. The first one consisted in modifying the order of the paths which This list of paths is defined by the environment variable LD LIBRARY PATH and it is set in the script that launches the application, thus modifying it is relatively easy to do and we are able to test the changes without recompiling or reinstalling the software. For defining the new order of the paths, we analysed the output of the command strace and we created a table with the most accessed directories from the network. We sorted the entries according to the number of accesses trying to minimize the number of paths that needed to be examined for most of the files. However, we had to follow certain restrictions in cases where the a path contained a file that overwrites another found in a later path.
With this first modification, we reduced the total number of system calls by from a quarter, from having 23174 in the initial configuration now we had 17202 just by changing the order of the paths. With the second modification we were able to reduce the number of calls by half.
The HLT application embeds an interpreter of the Python programming language to process the configuration parameters of the filtering algorithms. The interpreter uses an environment variable analogous to LD LIBRARY PATH: PYTHONPATH. This variable dictates the paths where the Python modules are looked for. The case of Python is special, because when a module is included, for every directory in the path, the interpreter looks for at least five different files. For instance, for importing the module 'example', the interpreter will look for the directory named 'example' (to check if it contains a file init .py) and, depending on the system platform, it will look for the files example.so, examplemodule.so, example.py and example.pyc.
In addition to changing the order of the directories listed in the variable PYTHONPATH, the Python interpreter provides another solution that reduces even more the number of file access operations. Instead of using directories as entries in the path, it is possible to include a ZIP compressed file with all the modules that need to be imported. The interpreter reads it from the file system and looks for a module every time it is imported. This approach reduces the number of the file system operations required to load a module, because instead of finding the module in the entries of the path, the interpreter reads compressed file and locates the module inside it. Importing modules from a ZIP file, however, it is only We reduced the number of entries in the PYTHONPATH variable by packing together the imported modules in a ZIP file, excluding those that could not could not be included in the compressed file, like modules with a specific implementation that needed to override others. The amount of system calls that accessed the file system reduced to 11435; Figure 1 presents the results of both modifications in terms of number of file systems operations and compares them to the initial configuration.
These modifications reduced the time for configuring the application, although the problem was still perceived when running with a high number of instances of the application. Figure 2 presents the comparison of times with the different modifications.
IV. CVMFS : THE CERNVM FILE SYSTEM
In order to overcome the limitations of the central file servers, we looked for different ways for distributing the HLT software over the farm that are more suitable for handling the load when the farm size increases; having in mind that not all the features from NFS are required, for example only read access is necessary, but also that the files must be available quickly to all the farm nodes. In this section we present how we evaluated CVMFS, a file system that is well suited for this kind of tasks.
CVMFS [4] is a file system designed to mount a directory tree stored on a web server as a local file system on the client. It supports only read operations and uses intensively the cache memory on the clients to store file and metadata information. CVMFS is implemented as a FUSE Module (File System in User Space) [5] and uses HTTP or HTTPS as transport protocols. For this reason, and for its caching properties, it is suited for large scale software distribution that can use intermediate HTTP proxy servers and load balancers for improving the performance.
The use of CVMFS was a logical choice for distributing the HLT software, since the farm nodes only require read access to it, the software is infrequently updated and the system can be scaled using HTTP proxy servers and more aggressive caching policies in the clients.
Our test setup was configured as follows:
• A CVMFS repository stored in the file servers. This repository did not contain the entire software used by the HLT application, but a set of packages included in a directory that represents a third of the file system operations according to our previous analysis of the system calls.
• A single web server, configured for serving static content (plain files), since CVMFS does not require a database or any server side technology to transfer the files.
• The CVMFS client installed on the farm nodes. The mount point is an existing directory server from the central file servers that is replaced (using the option nonempty of FUSE) by the directory loaded by CVMFS.
• HTTP Proxy servers as intermediates between the clients and the main web server. The proxies were configured with policies for actively caching responses so that most of the requests can be fulfilled without accessing the web server. The first step for using CVMFS is the repository creation, this involves building a catalog file that contains the metadata information of the directory that is going to be served. Clients mount the file system by downloading this catalog from the HTTP server and present the directory tree that is described in it. This file is cached in the clients so that they don not need to connect to the server every time a metadata is performed, such as listing a directory or checking whether a file exists or not.
When a file is read the CVFMS client makes an HTTP request to the proxy server. If it has a valid copy of the response in the cache, the proxy replies directly to the client with this copy. Otherwise, it connects to the main HTTP server, sends the response and saves it in its cache for subsequent requests.
Using CVMFS for distributing the triggering application has several advantages. First, there are less file system operations sent to the central servers, since most of them can be performed locally on the clients with the information stored in the catalog or in the proxy servers. Furthermore, HTTP is a protocol more suitable for scaling the system. If the traffic demands it, additional proxy servers can be installed or multiple web servers with a load balancer. Finally, the intermediate servers can use commodity hardware and they do not need to be connected to the central storage network, where is expensive to add nodes.
The main disadvantages of CVMFS we found are related to creating and updating the repository. Creating the initial catalog of files is a time consuming process since it requires to read the entire directory tree, which contains hundreds of thousands of files, and then to copy and transform the files to a format that the client can recognize. However, the updates can be made incrementally, processing only the files that have been added or modified.
Additionally, it is necessary to guarantee that all the clients load the most recent copy of the catalog whenever it is updated. Although the expiration time of the objects in the caches can be configured, we have to ensure that the caches are properly invalidated and, if it is necessary, to force the We installed CVMFS in a fraction of the farm and we measured the time that it takes to configure the HLT application. The time to configure is less than the one obtained with the previous optimizations, although it still increases when using a higher number of instances. The results of the evaluation are summarized in Figure 3 .
V. ALTERNATIVE WAYS FOR DISTRIBUTING FILES
The results obtained with CVMFS were satisfactory, although this solution is not the most convenient one due to its complexity, specially the additional steps required for updating the files. For this reason we decided to evaluate solutions that keeps as much as possible the simplicity of the centralized file servers.
We decided to test a solution based on a secondary layer of file servers that are synchronised with the central software repository. The configuration of the farm nodes stays the same, since they use NFS to access the secondary servers.
Since the main issue of this solution is to synchronize the servers efficiency and reliably, we evaluated two are alternative ways for replicating the files on the farm: the peer-to-peer protocol BitTorrent and Nile, a tool for distributing files across many servers.
A. BitTorrent
BitTorrent [6] is a peer-to-peer protocol for sharing files. It can be used for transferring large files using efficiently the network resources. For distributing a file, it requires to create a descriptor file that contains a list of the files that need to be transferred and the information the peers need to receive the data.
This descriptor file is published via a tracker, the server that coordinates the data distribution, and the clients download it and thus they can start the data transfer. The protocol is convenient for software distribution because the clients connect among themselves to get the pieces of the files trying to maximize the total throughput.
We did an initial evaluation of BitTorrent to distribute the software to the intermediate file servers. For doing it, we measured the total time needed to transfer the files, including the time spent in creating the descriptor file. In our tests, for transferring a directory containing 3.4 GB, it took around 4 minutes to create the file descriptor file and then 20 more minutes to distribute it over 10 clients using a 10 Gigabit Ethernet network.
B. NiLe
NiLe [7] is a worm that executes commands in a list of servers and copies files to them. It is propagated via SSH and uses RSync to copy the files; the program copies itself across the configured machine before starting the transfer, and hence it is not necessary to install it previously.
One of its main features is that it can execute the commands in parallel or create a tree to propagate them in cascade mode. Additionally, it can be configured accordingly to the network topology to distribute software efficiently and with reliability.
The main advantage of using a tool like NiLe for distributing software is that there is no need to prepare the files before transferring them. In the test setup we found that this reduced the total time for replicating the files. For instance, transferring the same 3.4 GB directory to 10 nodes took 18 seconds approximately.
VI. CONCLUSION
We analysed how the file distribution architecture affects the performance of a large distributed application like the triggering application at the LHCb experiment. This analysis allowed us to reduce the start up and configuration time of the application by doing changes to the infrastructure used for serving the files, without modifying directly the application.
For overcoming the limitations of an architecture based on central file servers, we added a secondary layer of servers that replicate the files to the farm nodes. To keep these servers synchronised we used the CVMFS file system for the farm nodes that provides additional features suited for software distribution in a large farm, such as several cache layers. Additionally, we examined alternative ways for distributing the files relying on the secondary file servers, while keeping a simple setup on the farm.
While we have reduced the start up and configuration time of the application, we need to evaluate continuously the performance and the overall complexity of the system. For this reason, our future work is to monitor the current setup and to optimising it focusing in its scalability and ease of administration.
