INTRODUCTION
Statistical methods for the analysis of right censored data using various parametric and nonparametric methods are well known and generally referred to as "survival analysis" -see e.g. Cox and Oakes (1984) or Kabfleish and Prentice (1980) . In this situation, the dependent or response variable (say T) is usually time to the occurrence of event, i.e. the "survival time" (or time to failure) of an observational or experimental unit (e.g. animal, person, or machine). T may be referred to as a "lifetime random variable" and is by definition positive, and may be subject to "censoring." As a typical example, let T i represent the survival time of the ith patient in a clinical trial. If the trial ends and the patient is not known to have "failed" the observed survival time, say t * i is right censored (i.e. it is only known that T i is greater than t * i ). This can occur for several reasons. If, for example, all patients enter the trial at the same time and are followed until a specified end date, then those individuals still alive have a censored survival time that is the same for all surviving patients (type I censoring). If patients enter the trial at random and the trial ends at a fixed date, then the value of t * i is different for each surviving patient (random censoring). Statistical methods for the analysis of right-censored data are widely used and computer software for survival analyses is available in most general purpose statistical programs.
In this report, the dependent or response variable of interest is the amount, say D, of a measured quantity. D is a positive random variable and as the result of the analytic methods used, the observed value for the ith measurement may be reported as (left) "censored" and is referred to as a non-detect or less than a "limit of detection" say d * i (i.e. it is only known that D i is less than d * i ). Schmoyer et al. (1996) considered the lognormal model for contaminant concentrations in environmental risk assessment. Another general area of application of the lognormal model is occupational exposure data. Lyles and Kupper (1996) have discussed strategies for the assessment of workplace exposures using time-weighed average (TWA) exposure measurements on a representative sample of workers as a typical example. The TWA measurements are considered to be a random sample from a lognormal distribution without censoring. They describe "exact" statistical methods for testing either i) the null hypothesis that the mean exposure level for a similar exposure group (SEG) is below a certain limit, i.e., the long term average permissible exposure limit, or ii) that a specified percentile of the TWA distribution does not exceed a limit. These and other related procedures are described in detail by Mulhausen and Damiano (1998) .
STATISTICAL ANALYSIS FOR COMPLETE SAMPLES
To review what is known for the complete data case suppose that d i , i = 1,…, n is a random sample from a lognormal distribution with mean 
CONFIDENCE LIMIT FOR THE MEAN EXPOSURE LEVEL
To test the hypothesis that µ d is below a specified limit, say µ . A convenient method for testing H 0 (with type I error rate α) is to construct a one-sided upper (1 -α)100% confidence limit, and reject H 0 if this limit is less than * d µ . A number of methods have been described for calculating an upper confidence limit (UCL) for µ d -see e.g. Armstrong (1992) . For Land's (1972) 
where C depends on s y , n, and α and requires special tables. This is the "best," i.e. uniformly most powerful unbiased (UMPU), test for complete samples. The "best estimate" of µ d in complete samples is the minimum variance unbiased estimate (MVUE)--see Hewett and Ganser (1997) for details. Optimal methods (i.e., MVUE or UMPU) for randomly left censored data have not been developed. Two approximate confidence limits have been described by Land (1972) for the complete data case that can be used for censored data. 
1/2 ], where t = t (1-α,n-1) is the 100(1-α) percentage point of Student's t distribution on n-1 degrees of freedom -see e.g. Land (1972) and Armstrong (1992) . The point estimate of µ d for this method is exp ( φ ∼ ). These estimates can be viewed as "bias adjusted" maximum likelihood (ML) estimates, since the ML estimate of φ is φ = µ . For the censored data case ML estimates of the above quantities are not available in closed form, but can be obtained numerically (Cohen, 1991) . The bias adjustment of variance terms described above could be applied to the censored data ML estimates so that results will reduce to the complete data case as the proportion of non-detects goes to zero.
The second approximate method for an UCL for µ d is to calculate the sample mean d as the point estimate of µ d and the approximate UCL = d + t(1-α, n-1) s d /√n, where
/ (n-1). The central limit theorem implies that this method should converge to the exact limit as n becomes large. For left censored data the product limit estimate (PLE) (Schmoyer et al, 1996) is used to obtain a non-parametric estimate of d and an UCL for µ d .
UPPER CONFIDENCE LIMIT FOR Pth PERCENTILE
Let D p denote the 100pth percentile of the lognormal distribution. The point estimate is d p = exp ( y − + z p s y ) where z p is the pth quantile of the standard normal distribution. An exact 100γ% upper confidence limit for the pth percentile is Û(p, γ) = exp( y − + K s y ) and is referred to as the upper tolerance limit. The value of K depends on n, p, and γ and is obtained from the 100 γ percentile of the noncentral t distribution with n-1 degrees of freedom and noncentrality parameter -√n z p -see Lyles and Kupper (1996) ; or Johnson and Welch (1940) . The null hypothesis of interest is H 0 : D p ≥ L where L is a specified limit (i.e. the occupational exposure limit). If Û (p, γ) < L then reject H 0 indicating the workplace is safe, i.e., the probability is γ (we are 100γ% confident) that at least 100p% of the d values are less than U(p, γ). The R function extol(n,p,γ) will return the one-sided tolerance factor K for any reasonable values of n, p, and γ. The function extol(n,p,(1-γ)) will return the factor K΄ proposed by Tuggle (1982) that can be used to assess workplace exposure conditions. The one-sided tolerance bounds can be combined to obtain an approximate two-sided tolerance interval which is a confidence interval for D p . Hahn and Meeker (1991) discuss the relationship between exact one and two sided tolerance bounds, confidence intervals for population percentiles and other types of statistical intervals. The factors K and K΄ obtained using extol() are found in their Table A.12 for selected values of n,p, and γ.
PREDICTION DENSITY FOR FUTURE OUTCOMES
In certain situations, it is of interest to estimate the probability of observing a future (or "missed") value of a lognormal variable. This situation occurs, for example, when a dose reconstruction is needed for a radiation worker as required under EEOICPA (2000) , and there are time periods when an employed worker was not monitored or the dose is "missing." There are several situations of practical interest that can be considered as special cases of the following general regression model. Let y i = log(d i ) denote the observed values of normally distributed random variables with expected value E(y i ) = µ(x i , β) and variance σ 2 , where the row vector x i = (x i1 , …, x ip ) is the ith set of values of p known explanatory (also referred to as independent or predictor variables), and β is a p-dimensional vector of unknown parameters. The regression function µ(x,β) relates the expected value of y to the explanatory variables and the parameters. Then, given {y i , x i , i = 1, …n} from "the past" we want to estimate the density function of a "future" value, say z, of the response variable at a known future value of the explanatory variables x f . That is p(z; x f , β,
σ ) is the normal density with mean µ and variance 2 σ . The "pseudo" prediction density (Geisser, 1971) for z is
where X is the known n x p matrix of explanatory variables, y = (y 1 ,…y n ) and ∧ β and 2 ∧ σ are the ML estimates of β and σ 2 , respectively. This pseudo prediction density does not reflect the uncertainty in parameter estimates. A "large sample" maximum likelihood prediction density (MLPD) for z = log(d), as proposed by Lejeune and Faulkenberry (1982) is
where the second term in the variance of z is the variance of µ(x f , 
. Levy and Perng (1986) have shown that an "optimal" prediction density for the normal linear model is given by Student's t density σ . The prediction density (4) is equivalent to a particular Bayesian prediction density that is obtained by assuming a diffuse prior for (β,σ 2 ) (see e.g. Box and Tiao, 1973) . It is also clear that when n is "large" and p is small the MLPD (2) will provide a good approximation to (4) with var[µ(x f ,
Prediction Density without Explanatory Variables
Let d i , i = l … n denote the observed values for a random sample of size n from a lognormal distribution. This is equivalent to a regression model for a "future" or "missed" value of z = log(d) with x i = 1 for i = 1,… n. Since A = [1+1/n] the prediction density for z from (4) is
and for large n the prediction density for d is approximately lognormal.
Prediction Density with Explanatory Variables
Suppose that for each value of d i there is a known value of the vector x i of explanatory variables. For simple linear regression, let E(y i ) = α + βx i = x i β where x i = (1,x i ) and β′ = (α,β). Then the optimal prediction density for a future or missed value of y at x = x f is obtained using (4) with
Note that since var(
is the biased adjusted estimate of σ 2 , then the dispersion parameter in (6) 
ANALYSIS OF DATA WITH NON-DETECTS
In many situations a sample value may be less than a detection limit that depends on the sampling and analytic methods used. Exact methods have not been developed for the lognormal model with non-detects. The maximum likelihood principle is used for parameter estimation, and to obtain large sample equivalents of confidence limits for the mean exposure level, the pth percentile, and the prediction density. For a detailed discussion of assumptions, properties, and computational issues related to ML estimation see Cox and Hinkley (1979) and Cohen (1991) .
MAXIMUM LIKELIHOOD ESTIMATION FOR LOGNORMAL DATA WITH NON-DETECTS
For notational convenience, the m detected values d i are listed first followed by the * i d indicating non-detects, so that the data are d = {d i , i = 1,...,m, * i d , i = m + 1,...,n} and x i is the row vector of explanatory variables for each value of i. If * i d is the same for each non-detect, this is referred to as a left singly censored sample (Type I) and d * is the limit of detection (LOD); if the * i d are different, this is known as randomly (or progressively) left censored data -see Cohen (1991) and Schmoyer et al (1996) . In some situations (see Example 1) a value of 0 is recorded when the measured dose is less than the LOD. In this situation, the value of * i d = LOD indicating that d i is in the interval (0, * i d ). When d i is a radiation dose (see examples 1 and 3), and the recorded doses is 0, this is sometimes referred to as a "missed dose" and should not be confused with an unmonitored "missed dose." Assuming the data are a random sample from a lognormal distribution, the log of the likelihood function for the unknown parameters β, σ given the data is
where
is the probability density function for lognormal distribution, and G(d*;µ,σ) is the lognormal cumulative distribution function (CDF), i.e. G(d*;µ,σ) is the probability that d is less than or equal to d*. The ML equations are obtained by differentiating the log-likelihood function (7) with respect to the β j ,j = 1,…,p and σ, i.e.
These equations cannot be solved directly so a Newton-Raphson type iterative algorithm is used to find a root of this system of equations. This leads to
where G(θ) = [∂L(θ)/∂θ j ], θ j =β j , (j=1,…,p), θ p+1 = σ, and C(θ°) is the (p+1) x (p+1) information matrix with elements c jk = ∂ 2 L(θ)/∂θ j ∂θ k , j, k = 1,…,p+1. Each of the elements in C and G is elevated at the value of an initial estimate θ° = (β°, °σ ). This linear system of equations (8) is solved for δ°, and the new value θ 1 = θ° + δ° is obtained. The procedure is repeated until a is an interior point in the parameter space, it is the unique global maximum of (7) for situation considered here, i.e. µ(x i ,β) = x i β and the m by p matrix of row vector x i (the predictor variables for the m detected values) is of full column rank. Detailed instructions on how to obtain and use R are provided in the Appendix. The SAND website also contains the data used in the examples and all of the R driver functions discussed in this report. Note that for complete samples m = n and the second term in equation (7) is not present. In this case, the solution of the likelihood equations result in well known estimate
, where y i = log(d i ).
UPPER CONFIDENCE LIMIT FOR THE MEAN EXPOSURE LEVEL WITH NON-DETECTS
To test the hypothesis H o :
µ , a one-sided upper (1-α)100% confidence limit is needed. The first method considered is to use the censored data equivalent of Cox's direct method, i.e.,
In (9) ∧ µ and 2 σ ∧ are the ML estimates of µ and σ 2 , and the estimated variances and covariance are obtained from
The (1-α)100% UCL for µ x is exp[
An equivalent procedure is to estimate φ=µ+½σ 2 and its standard error directly, i.e. by solving (8) with θ 1 =µ+½σ 2 and θ 2 =σ 2 . The R function lnmlnd() provided in the Appendix returns ML estimates of µ, σ, φ, σ 2 , and estimates of the standard errors for each of these parameter. A second method for obtaining an UCL for µ d is based on the procedure proposed by Lyles and Kupper (1996) for the complete data case. They use the relationship between the statistics y + cs y and the noncentral t distribution to obtain an approximate UCL for log(µ d ) of y + u c
In (11), χ(α, n-1) is the positive square root of the 100α percentile of the chi-square distribution with n-1 degrees of freedom, and s n 2 
where t′ is the 100(α)th percentile of the noncentral t distribution with n-1 degrees of freedom and non centrality parameter σ/2. n -δ = For the censored data case, the approximate log(UCL) for µ d is
where in calculating u c ∧ n is replaced with m. We speculate that the (1-α)100% approximate UCL for µ d , exp(
should be a conservative upper bound. When the data is complete (i.e. m = n) Lyles and Kupper (1996) have shown that this procedure is similar in terms of power and type I error rate to Land's exact method in most situations they considered. Recall that the exact method depends on 
UPPER CONFIDENCE LIMIT FOR PTH PERCENTILE WITH NON-DETECTS
The point estimate of y p = log (D p ) is p y
The 100γ% UCL for D p , i.e. the estimated 100p-100γ geometric tolerance limit is
The 100% ML estimates of var( A second method that can be used to estimate the upper tolerance limit is to treat ∧ µ and σ ∧ as if they were obtained from a complete sample of size m and calculate Û (p,γ) = exp(
, where K is obtained from the non-central t distribution using m, p, and γ as described in Section 2.2. If there are no non-detects, then m = n and method 2 provides the exact upper tolerance limit (this requires the bias adjusted estimate of σ ). The R function lnclxpnd() at the SAND web site calculates estimates of the U(p, γ) using both large sample ML approach (method 1) and using K (method 2). Method 2 is the result of analogical reasoning and we view it as a conservative upper bound on U(p, γ) for lognormal data with non-detects. The K factor in Section 2.2 is obtained using the fact that y − and 2 y s are independent statistics calculated from a random sample from a normal distribution Johnson and Welch (1940) .
PREDICTION DENSITY WITH NON-DETECTS
To estimate the prediction density for z = log(d) at known values of the explanatory variables x f , we use the "large sample" MLPD in equation (2) 
i.e. the prediction density for d is lognormal. In particular, if p=2, β = (α,β), and x = (1 , x f ), then
and the MLPD is n(
NON-PARAMETRIC METHODS FOR SAMPLES WITH NON-DETECTS
The product limit estimator (PLE) of the cumulative distribution function was first proposed by Kaplan and Meier (1958) for right censored data. Turnbull (1976) provides a more general treatment of non-parametic estimation of the distribution function for arbitrary censoring. For randomly left censored data, the PLE is defined as follows -see Schmoyer et al (1996) . Let a 1 < . . . < a L be the L distinct values at which detects occur, r j is the number of detects at a j , and n j is the sum of non-detects or detects that are less than or equal to a j . Then the PLE is defined to be 0 for 0 ≤ d ≤ a 1́ where a 1́ is a 1 or the value of the detection limit for the smallest non-detect if it is less than a 1 . For a 1́ ≤ d < a L the PLE is j F ∧ = j ∏ (n j -r j )/n j , where the product is over all a j > d, and the PLE is 1 for d ≥ a L . Note that when there are only detects this reduces to the usual definition of the cumulative distribution function. The R function plend() in the Appendix is used to compute the PLE.
The PLE is used to determine the plotting positions on the horizontal axis for the censored data version of a theoretical quantile -quantile (q-q) plot for the lognormal distribution (see Chambers et al, 1983) . Waller and Turnbull (1992) provide a good overview of q-q plots and other graphical methods for censored data. The lognormal q-q plot is obtained by plotting a j (on log scale) versus H j = G -1 ( j P ∧ ), where G -1 is the inverse of the CDF of the standard normal distribution and j P ∧ = ( j F ∧ + j F ∧ -1 )/2. If the lognormal distribution is a close approximation to the empirical distribution, the points on the plot will fall near a straight line. An objective evaluation of this is obtained by calculating the square of the correlation coefficient associated with the plot, i.e. R 2 = cor(loga j , H j ) 2 . In the complete data case this will be a close approximation to the Shapiro-Wilk W statistic that is used as a test for normality. Verril and Johnson (1988) considers the large sample distribution of the correlation statistic for Type I and Type II right censored data. A formal test for normality of randomly left censored data has not been developed.
The mean ( p d ) of the PLE is a censoring-adjusted point estimate of µ d . An approximate standard error of the PLE mean can be obtained using the method of Kaplan and Meier (1958) and the (1-α)100% UCL is p d + t (α, m-1) s p , where s p is the Kaplan-Meier standard error of p d adjusted by the factor m/(m-1), where m is the number of detects in the sample. When there is no censoring this reduces to the second approximate method described by Land (1972) . The R function Kmms() in the Appendix is used to calculate p d , s p , and confidence limits.
NON-PARAMETRIC UPPER TOLERANCE LIMIT
A non-parametric upper tolerance limit can be obtained using the method described by Somerville (1958) . Given a random sample of size n from a continuous distribution, then, with a confidence level of at least γ, 100p percent of the population will be below the k th largest value in the sample. The value of k for specific values of n, p, and γ can be obtained from published tables or, for any reasonable values of n, p, and γ, by using the R function nptl() provided in the Appendix. The 100γ% upper tolerance bound is equivalent to an upper 100γ% confidence interval for the 100pth percentile of the population.
APPLICATIONS
In several situations of practical interest statistical analysis of left censored data from a lognormal distribution are required. The "exact" results for complete samples described in Section 2 have not been developed for censored data. The methods presented here are "large sample" results and follow directly from the properties of ML estimators described in Section 3. Each of the three examples will describe the censored data equivalent of one or more of the exact methods used with complete samples. The emphasis here is on describing the methods and software. More substantive issues will be considered in subsequent reports-see Watkins et al (2004) and Frome and Wambach (2004) .
EXAMPLE 1. QUARTERLY DOSES FOR A RADIATION WORKER
This example demonstrates the use of R for all of the methods described in Section 3. These "informal" or driver functions are provided for the readers' convenience (see the Appendix for details). In the discussion that follows, we assume that the reader has visited the SAND website and completed Steps 1-4. Typing the name of an R function (or any other object) at the console without the parentheses will list the function (object). The data in Table 1 are an individual's gamma radiation doses of record at the Y-12 plant in Oak Ridge, TN, from 1961 to 1970. Individuals were monitored quarterly and a recorded dose of zero means the dose to the worker was less than the limit of detection (LOD) unless a smaller value is given-see Watkins et al (2004) for details. Year 1961 Year 1962 Year 1963 Year 1964 Year 1965 Year 1966 Year 1967 Year 1968 Year 1969 Year 1970 The driver function mlnd2(dd) shown in Exhibit 1 illustrates the use of the R function optim() to obtain ML estimates of µ and σ for left censored lognormal data. The input to mlnd2(dd) is a two column matrix with the nonnegative data values d i in column 1, and column two contains a censoring indicator that is equal to zero for non-detects and one for detects. Anything to the right of the # character on a line in Exhibit 1 is a comment. The data from Table 1 in the two column matrix format are available at the SAND website in file Ex1.txt.
Results obtained using R interactively for the data in Table 1 The initial estimates of µ and σ ( see Exhibit 1) that are required by optim() are the mean and standard deviation (ignoring censoring and dividing non-detects by 2) of log(d i ). These initial estimates, in the vector est, are the first argument to optim(). The second argument to optim() is the function to be minimized. This function, nlnd(), is listed at the bottom of Exhibit 1. The first argument to nlnd() is the vector of parameters over which minimization is to take place, and the second argument is the two column data matrix. nlnd() uses base R functions dlnorm() and plnorm()to compute the values of the lognormal density and cumulative distribution function in the log-likelihood function in equation (1) The second call to optim() uses a quasi-Newton derivative based method to obtain the Hessian matrix G (the observed information matrix). The inverse of G is the variance-covariance matrix for the ML estimates. The square root of the diagonal terms are estimates of the standard errors of µ ∧ and σ ∧ , respectively. The off-diagonal element provides an estimate of the covariance of µ ∧ and σ ∧ . These second order statistics are needed to obtain the ML estimate of the upper tolerance limit and the standard deviation of the prediction density function.
The data in Table 1 are shown graphically in the censored data lognormal q-q plot (see Figure 1 ) that is obtained using the PLE (see Section 3.4), i.e. columns 1 and 2 from plend(): The data points are close to the solid line (which is calculated from the ML estimates), indicating that the lognormal distribution is reasonable model for this data. This is further confirmed by the R 2 of 0.984. The estimated (arithmetic) mean and confidence limits for the lognormal model (see Section 3.2) and the non-parametric Kaplan-Meier method (see Section 3.5) are shown in the upper left area of Figure 1 . The 95% confidence level is for a one-sided test as described in Section 3.2 (i.e. the interval is a 90% confidence interval for the mean). The estimated value of the 95% UCL for the 95th percentile Û (0.95,0.95) based on the lognormal model (see Equation 12) is shown in the lower right of Figure 1 (see 95-95 Geometric TL). Also shown are the observed 95th percentile, the estimated 95th percentile from the lognormal model, and the value of R 2 . The estimates and confidence intervals can be obtained using 
EXAMPLE 2. BERYLLIUM EXPOSURE DATA
As part of a chronic disease prevention program, the Department of Energy (DOE) adopted a threshold limit value 8-hour time-weighted average (TWA) of 0.2 micrograms per cubic meter proposed by the American Conference of Government Industrial Hygienists (DOE 10 CFR Part 850). The development of the 8-hour occupational exposure limit for beryllium is discussed by Wambach and Tuggle (2000) . Figure 2 summarizes the results of 280 personal 8-hour TWA beryllium exposure readings at a DOE facility. This data contains 175 non-detects that range in value from 0.005 to 0.100 µg/m 3 , i.e. this is an example of random (progressive) left censored data (available at the SAND web site in file Ex2.txt). The q-q plot in Figure 2 was obtained using the PLE as described in Section 3.5 using R function plend(ex2). Both Figure 1 and >ex2←read.table("Ex2.txt") >qqlognA(ex2, "Example 2", OLE=0.2, unit = "mug/m^3").
ML estimates of µ, σ, log(µ d ), and σ 2 are obtained using : The R function mlndln() is described in the Appendix and at the SAND website. To obtain the ML estimate of the 95-95 geometric upper tolerance limit (see 
EXAMPLE 3. LINEAR REGRESSION WITH NON-DETECTS
The data in Table 2 are the quarterly dose of record from 1956 to 1965 for a worker at the Oak Ridge Y-12 plant (see Example 1). The doses are assumed to follow the lognormal distribution with E(y i ) = µ i = α + βx i where y i = log(d i ) and x = year -1961, i.e. the intercept α represents the log dose in the first quarter of 1961 and β is the change per year in y. The dose data in Table 2 are in the first column of the file Ex3.txt at the SAND web site. Year 1956 Year 1957 Year 1958 Year 1959 Year 1960 Year 1961 Year 1962 Year 1963 Year 1964 Year 1965 The 0s are changed to 30 (the LOD) and the censoring indicator is in column 2. Column 3 is the predictor variable t61 = year -1961. ML estimates of α, β, and σ are obtained using the R driver function cen==1,dlnorm(d,m,s,log=T) ,plnorm(d,m,s,log=T) ) -sum(xx ) } Results obtained using R for the data in Table 2 are as follows: The ML estimates and standard errors for α, β, and σ are in the first two lines of output from lnexh2(ex3 ), followed by the estimated variance-covariance matrix. This worker was not monitored prior to 1956 and the unmonitored dose in any quarter can be estimated using the prediction density (see equation 13 
, n(z) is the standard normal density, and N(z) is the normal CDF. This example illustrates how linear regression with non-detects can be used to estimate a workers dose during a quarter when the worker was not monitored. Watkins et al (2004) consider this problem in more detail and describe a better approach that uses data on a large group of workers with a similar employment and monitoring experience to describe the change in dose over time with a log-linear regression model. Groer and Ramachandran (2004) demonstrate the practical equivalence of ML estimation and Bayesian methods for these data. Figure 4 shows the q-q plot and summary statistics for recorded doses for 844 workers at the Y-12 plant that were monitored for radiation exposure in the first quarter of 1959. Prior to 1961 only selected workers were monitored ---see Watkins et al (2004) for details.
. EXAMPLE 4. QUARTERLY GAMMA DOSES FOR A GROUP OF RADIATION WORKERS
Recorded doses are "true" doses (that have a between worker distribution) with "measurement error and recording policies" that result in recorded doses (many of which are non-detests). The recorded doses for a group of individuals during a quarter are described by a lognormal distribution. ML estimates of µ, σ, log(µ d ), and σ 2 are obtained using R function m1nd1n() as follows:
> ex4<-read. The 95-95 geometric UTL is 509.5, indicating compliance with the OEL limit, i.e. reject H o : D p ≥ 3000 (see Section 2.2). These results can be used to estimate the dose for an unmonitored worker using the MLPD (Section 3.4). The MLPD z = log(d) will be normal with mean µ 
DISCUSSION
The results in Sections 3 and 4 are based on large-sample methods and the resulting confidence intervals may be "too short" in "small samples." Schmee et al (1985) have considered confidence limits for the parameters µ and σ for Type I right censored samples from the lognormal distribution. Their report indicates that "exact" results (obtained using Monte Carlo methods) are most useful when the number of uncensored observations is small. They found that when the number of uncensored observations is greater than 20 agreements between exact and large sample ML confidence limits is good irrespective of the sample size. They did not consider confidence intervals for functions of µ and σ. As far as we know exact (small sample) results have not been developed for randomly (progressively) left censored data. In this report we have suggested that certain approximate methods for calculating confidence limits for functions of µ and σ may be useful as upper bounds for the large sample results. It also appears (based on limited simulation studies not reported here) that the percent non-detects will affect these limits. This issue will be considered in more detail in a subsequent report (Frome and Wambach, 2004) . Table 3 shows the results of applying method 1 (large sample ML) and method 2 (see Sections 3.2 and 3.3) to the data in examples 1, 2, and 4 to obtain upper confidence limits for µ d and the 95th percentile (upper tolerance limit). 
