Regularized empirical risk minimization using kernels and their corresponding reproducing kernel Hilbert spaces (RKHSs) plays an important role in machine learning. However, the actually used kernel often depends on one or on a few hyperparameters or the kernel is even data dependent in a much more complicated manner. Examples are Gaussian RBF kernels, kernel learning, and hierarchical Gaussian kernels which were recently proposed for deep learning. Therefore, the actually used kernel is often computed by a grid search or in an iterative manner and can often only be considered as an approximation to the "ideal" or "optimal" kernel. The paper gives conditions under which classical kernel based methods based on a convex Lipschitz loss function and on a bounded and smooth kernel are stable, if the probability measure P, the regularization parameter λ, and the kernel k may slightly change in a simultaneous manner. Similar results are also given for pairwise learning. Therefore, the topic of this paper is somewhat more general than in classical robust statistics, where usually only the influence of small perturbations of the probability measure P on the estimated function is considered.
Introduction
Regularized empirical risk minimization using the kernel approach including support vector machines (SVMs) based on a general convex loss function and regularized pairwise learning (RPL) methods plays a very important role in machine learning. Such kernel methods have been widely investigated from the points of view of universal consistency, learning rates, and statistical robustness, see e.g. Vapnik (1995 Vapnik ( , 1998 , Schölkopf and Smola (2002) , Cucker and Smale (2002) , Cucker and Zhou (2007) , Steinwart and Christmann (2008) , and the references cited in these books. In short words, universal consistency describes the property that the statistical method or the algorithm converges to the asymptotical optimal value of interest (i.e. the Bayes risk or the Bayes decision function) for all probability measures P, if the sample size n converges to infinity and if the regularization parameter λ n converges in an appropriate manner to 0, if n → ∞. Unfortunately, it turns out by the so-called no-free-lunch theorem shown by Devroye (1982) that universally consistent methods can in general not have a uniform rate of convergence for all P. †Corresponding author: Daohong Xiang, Email: daohongxiang@zjnu.cn The work by A. Christmann described in this paper is partially supported by two grants of the Deutsche Forschungsgesellschaft [Project No. CH/291/2-1 and CH/291/3-1]. The work by D. H. Xiang described in this paper is supported by the National Natural Science Foundation of China under Grant 11471292 and the Alexander von Humboldt Foundation of Germany. The work by D.-X. Zhou described in this paper is supported partially by the Research Grants Council of Hong Kong under project # CityU 11304114.
However, there is a vast literature that regularized empirical risk minimization based on kernels yields optimal guaranteed rates of convergence on large subsets of the set M 1 of all probability measures, see e.g. Cucker and Smale (2002) , Smale and Zhou (2007) , Caponnetto and De Vito (2007) , Xiang and Zhou (2009) , Steinwart et al. (2009) , and the references cited therein. Results on the statistical robustness or on various notations of stability have shown that under weak conditions on the loss function L and on the kernel k or its RKHS H, many regularized empirical risk minimization methods including general SVMs and RPL methods are stable with respect to small changes in the probability measure P or w.r.t. small changes of the data set, see e.g. Bousquet and Elisseeff (2001) , Steinwart (2004, 2007) , Poggio et al. (2004) , Mukherjee et al. (2006) , Christmann et al. (2013) , Hable and Christmann (2011) , Hable (2012) , Christmann and Zhou (2016) and the references cited therein. Such kernel methods can often be represented by operators which are continuous or differentiable (in the sense of Gâteaux or Hadamard) all probability measures P.
The aim of the present paper is to take a step further: we establish some total stability results which show that many regularized empirical risk minimization methods based on kernels are even stable, if the full triple (P, λ, k) consisting of the -of course completely unknown -underlying probability measure P, the regularization parameter λ, and the kernel k (or its RKHS H) changes slightly. Our main results are Theorem 2.7, Corollary 2.9, and Theorem 2.10 for classical loss functions and Theorem 3.3, Corollary 3.4, and Theorem 3.5 for pairwise learning. In particular, we establish results like
where f P j ,λ j ,k j denotes the regularized empirical risk minimization method for the triple (P j , λ j , k j ), j ∈ {1, 2}, and P 1 −P 2 tv denotes the norm of total variation between the two probability measures. We explicitly give the constants in (1.1), although the constants may not be optimal.
The rest of the paper has the following structure. Section 2 yields results for general SVM-type methods based on a classical loss function L(x, y, f (x)). Section 3 yields similar results for pairwise learning based on functions of the form L(x,x, y,ỹ, f (x), f (x)). Section 4 gives some examples of practical importance. Gaussian RBF kernels and the recently introduced hierarchical Gaussian RBF kernels for deep learning, see Steinwart et al. (2016) , are covered by our results. Section 5 contains a short discussion. All proofs are given in the appendix. As this is a theoretical paper, we omit numerical examples.
Results for SVMs
In this section we show that many kernel based methods like SVMs have nice total stability properties if simultaneously the distribution P, the regularization parameter λ and the kernel k slightly change.
Assumption 2.1. Let X be a complete separable metric space and Y ⊂ R be closed. Let (X, Y ) and (X i , Y i ), i ∈ N, be independent and identically distributed pairs of random quantities with values in X × Y. We denote the joint distribution of (X i , Y i ) by P ∈ M 1 (X × Y), where M 1 (X × Y) is the set of all Borel probability measures on the Borel σ-algebra B X ×Y .
Let k : X ×X → R be a continuous, symmetric and positive semidefinite function, i.e., for any finite set of distinct points {x 1 , . . . , x n } ⊂ X , the kernel matrix (k(x i , x j )) n i,j=1 is positive semidefinite. Such a function is called a Mercel kernel. The reproducing kernel Hilbert space (RKHS) H associated with the kernel k is defined in Aronszajn (1950) to be the completion of the linear span of the set of functions {k(·, x) : x ∈ X } with the inner product ·, · H given by Φ(x), Φ(y) H = k(x, y), where Φ(x) := k(·, x) denotes the canonical feature map of k, x ∈ X . RKHSs are interesting, because they satisfy the reproducing property Φ(x), f H = f (x), x ∈ X , f ∈ H.
(2.1) Assumption 2.2. Let k, k 1 , k 2 : X × X → R be continuous and bounded kernels with reproducing kernel Hilbert space H, H 1 , H 2 , respectively. Define k ∞ := sup x∈X k(x, x) ∈ (0, ∞), k j ∞ := sup x∈X k j (x, x) ∈ (0, ∞) for j ∈ {1, 2}, and denote κ = max{ k 1 ∞ , k 2 ∞ }. Denote the corresponding canonical feature maps by Φ j (x), j ∈ {1, 2}.
A function L : X ×Y ×R → [0, ∞) is called a loss function if L is measurable. Because constant loss functions are not useful for applications, we will always assume that L is not a constant function.
A loss function L(x, y, t) is usually represented by a margin-based loss functionL(yt) for classification and represented by a distance-based loss functionL(y − t) for regression ifL : R → [0, ∞) is a measurable function. For example, the hinge loss L hinge (x, y, t) = max{0, 1 − yt} and the logistic loss L c-logist (x, y, t) = ln(1 + exp(−yt)) for classification, the ǫ-insensitive loss L ǫ-insens (x, y, t) = max{0, |y−t|−ǫ} for some ǫ > 0, the Huber's loss L α-Huber (x, y, t) = 0.5(y − t) 2 if |y − t| ≤ α α|y − t| − 0.5α 2 if |y − t| > α for some α > 0 and the logistic loss L r-logist (x, y, t) = − ln The SVM associated with L ⋆ can be defined to solve a minimization problem as follows
where P ∈ M 1 (X × Y), H is the RKHS of a kernel k, and λ > 0 is a regularization parameter to avoid overfitting.
Although the shifted loss function L ⋆ changes the objective function of SVMs, the minimizers defined by L ⋆ and L respectively are the same for all P ∈ M 1 (X × Y) and in particular for all empirical distributions D based on a data set consisting of n data points (x i , y i ), 1 ≤ i ≤ n, if the minimizer of an SVM in terms of L instead of L ⋆ exists.
Our first main result states that the kernel based estimator f P,λ,k defined by (2.3) only changes slightly if the regularization parameter wiggles a little bit. Ye and Zhou (2007, Theorem 1) proved the assertion of the following result for margin-based loss functions for classification. Here we show it holds true for more general loss functions.
Theorem 2.6. Let Assumptions 2.1, 2.2, 2.4 and 2.5 be satisfied. Let f P,λ,k and f P,µ,k be defined by (2.3). For all λ > 0, µ > 0, we have
If there exists a constant r ∈ (0, ∞) such that min{λ, µ} > r, then
In order to present our total stability theorem for kernel based methods like SVMs, we first recall the definition for the norm of total variation of two probability measures P, Q ∈ M 1 (X × Y) :
where the supremum is with respect to all measurable functions h : X × Y ∈ R with h ∞ ≤ 1.
The following total stability theorem states that if both regularization parameters are greater than some specified constant, the supremum norm of the difference f P 1 ,λ 1 ,k 1 − f P 2 ,λ 2 ,k 2 varies in a smooth manner, if (P, λ, k) changes only slightly.
Theorem 2.7. Let Assumptions 2.1, 2.2, 2.4, and 2.5 be satisfied. If
Remark 2.8. (i) Many popular loss functions satisfy Assumptions 2.4 and 2.5. Three important examples are the logistic loss L c-logist for classification, the Huber's loss L α-Huber and the logistic loss L r-logist for regression. These three loss functions as well as their first order derivatives with respect to the last argument are Lipschitz continuous with Lipschitz constants
(ii) Unfortunately, we cannot prove (2.4) holds true for all λ > 0. Note that the RKHS-norm of the difference f P 1 ,λ 1 ,k 1 − f P 2 ,λ 2 ,k 2 is undefined here because Theorem 2.7 does not assume any relationship between H 1 and H 2 . We will later consider the case that
In the following corollary we establish total stability also in terms of the L ⋆ -risk.
Corollary 2.9. Let the assumptions of Theorem 2.7 be satisfied and the constants c 1 (L), c 2 (L) and c 3 (L, λ 1 , λ 2 ) be defined in the same manner. Define r := 1 2 κ 2 |L ′ | 1 . If there exists a constant s such that 0 < s < min{λ 1 , λ 2 } − r, then
, and c 6 (L) := |L| 2 1 2s .
Therefore, both terms
Theorem 2.7 and Corollary 2.9 establish the upper bounds with respect to the supremum norm without any assumptions on the unknown probability measures P 1 , P 2 and the kernels k 1 , k 2 besides continuity and boundedness. However, Theorem 2.7 and Corollary 2.9 unfortunately exclude the case of small values beyond min{λ 1 , λ 2 }. The next theorem shows a similar result for the case of the norm in a reproducing kernel Hilbert space, but for all λ 1 , λ 2 > 0.
Provided some prior knowledge on RKHSs H 1 and H 2 is available, we assume
Then we can show that a similar total stability theorem to Theorem 2.7 holds true in terms of H 1 -norm. Please note that the following result holds true for all positive λ 1 and λ 2 , which is contrasted to Theorem 2.7.
Theorem 2.10. Let Assumptions 2.1, 2.2, and 2.4 be satisfied. Assume that H 1 and H 2 satisfy (2.8).
(i) If additionally the loss function L is differentiable, then, for all λ 1 , λ 2 > 0, we have
Remark 2.11. There are many popular margin-based loss functions for classification and distancebased loss functions for regression satisfying Assumption 2.4. These include the hinge loss L hinge and the logistic loss L c-logist for classification, the ǫ-insensitive loss L ǫ-insens , the Huber's loss L α-Huber , and the logistic loss L r-logist for regression, the pinball loss L τ -pin for quantile regression, which are defined before. All these loss functions are Lipschitz continuous with Lipschitz constants
3 Results for pairwise learning Let (X , A) be a measurable space and Y ⊂ R be closed. A function
is called a pairwise loss function, or simply a pairwise loss, if it is measurable. A pairwise loss L is represented by ρ, if ρ : R → [0, ∞) is a measurable function and, for all (x, y) ∈ X × Y, for all (x,ỹ) ∈ X × Y, and for all t,t ∈ R,
(ii) locally separately Lipschitz continuous, if for all b ≥ 0 there exists a constant c b ≥ 0 such that, for all t,t,
Moreover, for b ≥ 0, the smallest such constant c b is denoted by |L| b,1 . Furthermore, L is called separately Lipschitz continuous 1 , if there exists a minimal constant |L| 1 ∈ [0, ∞) such that, for all t,t, t ′ ,t ′ ∈ R, (3.3) is satisfied, if we replace c b by |L| 1 .
It is essential to have a valid definition of the kernel method for all probability measures on X × Y, even if X and/or Y are unbounded. To avoid any moment conditions, which are necessary for example for the case of the least squares loss function, we will need the following notion of shifted pairwise loss functions. Let L be a pairwise loss function. Then the corresponding shifted pairwise loss function (or simply the shifted version of L) is defined by
We adopt the definitions of continuity, (locally) separately Lipschitz continuity, and differentiability of L ⋆ from the same definitions for L, i.e. these properties are meant to be valid for the last two arguments, when the first four arguments are arbitrary but fixed. We define the L ⋆ -risk, the regularized L ⋆ -risk, and the RPL method based on L ⋆ by
respectively. There exists a strong connection between L and L ⋆ in terms of convexity and separate Lipschitz continuity and also for the corresponding risks, see Christmann and Zhou (2016, Lemma B.8 to Lemma B.11) . Of course, shifting the loss function L to L ⋆ changes the objective function, but the minimizers of R reg L,P,λ (·) and R reg L ⋆ ,P,λ (·) coincide for those P ∈ M 1 (X × Y) for which R reg L,P,λ (·) has a minimizer in H, i.e., we have
Furthermore, (3.9) is valid for all empirical distributions D based on a data set consisting of n data points (x i , y i ), 1 ≤ i ≤ n, because f D,λ,k exists and is unique since R L,D (0) < ∞.
Assumption 3.2. Let L be a separately Lipschitz-continuous, differentiable convex pairwise loss function for which all partial derivatives up to order 2 with respect to the last two arguments are continuous and uniformly bounded in the sense that there exist constants c L,1 ∈ (0, ∞) and c L,2 ∈ (0, ∞) with
, be uniformly Lipschitz continuous with Lipschitz constants |D i L| 1 . Additionally, assume that L(x, y, x, y, t, t) = 0 for all (x, y, t) ∈ X × Y × R.
We can now state our total stability theorem for kernel based pairwise learning methods.
Theorem 3.3. Let Assumptions 2.1, 2.2, and 3.2 be satisfied. Define
where
Corollary 3.4. Let the assumptions of Theorem 3.3 be satisfied and the constants C 1 (L), C 2 (L), and C 3 (L, λ 1 , λ 2 ) be defined in the same manner. If there exists a constant s such that 0 < s <
and
In other words, we have relatively simple, but explicit upper bounds of
and these upper bounds are a weighted sum -with known and non-stochastic weights-of (i) the (norm of total variation) distance between the measures P 1 and P 2 ,
(ii) the distance between the regularization parameters λ 1 and λ 2 , and (iii) the supremum norm of the canonical feature maps k 1 (·, x) and k 2 (·, x), x ∈ X , of the kernels.
Theorem 3.3 and Corollary 3.4 have two advantages: (i) there are no assumptions on the unknown probability measures P 1 , P 2 and on the kernels k 1 , k 2 ; (ii) the upper bounds are with respect to the supremum norm. A special case occurs for example if both probability measures are empirical measures belonging to data sets D 1 ∈ (X × Y) n 1 and D 2 ∈ (X × Y) n 2 , respectively, where n 1 and n 2 denote the sample sizes. However, an obvious disadvantage of Theorem 3.3 and Corollary 3.4 is that values of min{λ 1 , λ 2 } close to zero are excluded. The next result shows a similar result for the case that the supremum norm is replaced by the norm in a reproducing kernel Hilbert space.
Theorem 3.5. Let Assumptions 2.1, 2.2 be satisfied. Assume that H 1 and H 2 satisfy (2.8).
(i) If additionally the pairwise loss function L satisfies Assumption 3.2, then for all λ 1 , λ 2 > 0, we have
(ii) Assume that the pairwise loss function L can be represented by a convex and Lipschitz continuous function ρ : R → R with Lipschitz constant |ρ| 1 , see (3.2), i.e. we have L(x, y,x,ỹ, t,t) := ρ (y − t) − (ỹ −t) . Then for all λ 1 , λ 2 > 0, we have
We will give some examples when P 1 − P 2 tv and sup
Examples
Let us first consider some simple conditions, when the norm of total variation P 1 − P 2 tv between two probability measures is small. Let P, P n , n ∈ N, be probability measures on the same measurable space (Ω, A), where (Ω, d Ω ) is a separable metric space. It is well-known that P n − P tv → 0, if n → ∞, implies that the Prohorov metric d Pro (P n , P) → 0 and the latter is equivalent to the weak convergence of (P n ) n∈N to P, see e.g. Huber (1981, p. 34) or Dudley (2002, Thm. 11.3.3) . Furthermore, if P n and P have densities f n and f with respect to some σ-finite measure ν on (Ω, A), then f n → f ν-a.s. implies P n − P tv → 0, because by Scheffé's theorem Billingsley (1999, p. 29) .
Let us now consider the typical situation, when a researcher asks himself what would happen if at most ℓ data points of the original data set D 1 = (x 1 , y 1 ), . . . , (x n , y n ) can be extreme outliers or may be changed in an arbitrary manner. Let us denote a second data set by D 2 = (x n+1 ,ỹ n+1 ), . . . , (x N ,ỹ N ) , where N = n + n. We assume that at most ℓ data points contained in D 2 differ from the data points in D 1 . Then we can write the corresponding empirical measures as
, where all weights satisfy w i ,w i ∈ [0, 1] and i w i = iw i = 1. Because D 1 and D 2 differ by at most ℓ data points, we obtain P 1 −P 2 tv ≤ ℓ n . Of course, a similar argumentation is possible for the case, that at most ℓ arbitrarily chosen data points can be added to the original data set D 1 .
Let us now consider the case under which conditions sup x∈X k 2 (·, x) − k 1 (·, x) ∞ is small. We can upper bound sup x∈X k 2 (·, x) − k 1 (·, x) ∞ explicitly for some special kernels. Here we take Gaussian RBF kernels, Sobolev kernels, and hierarchical Gaussian kernels as our examples.
It is well-known that a differentiable function g : R → R is Lipschitz continuous with Lipschitz constant |g| 1 = sup x∈R |g ′ (x)| if and only if g has a uniformly bounded derivative g ′ . It is easy to see that the set
equipped with the binary operations + and · is a commutative ring: Define 0 and 1 as the constant functions with values always equal to 0 and 1, respectively. We have, for all g, g 1 , g 2 , g 3 ∈ G,
Obviously, g ∈ G implies that, for all γ ∈ (0, ∞), the function
A special case of such a function in G is φ given by
where h : [0, ∞) → R is supported on [0, c] for some constant c ∈ (0, ∞] and h ′ is uniformly bounded with h ′ + (0) = 0. Many RBF kernels k on X ⊂ R d generated by φ are of the form (4.2), e.g. Gaussian RBF kernels with c = ∞ and h(r) = exp(−|r| 2 ), r ∈ [0, ∞). Another example is a radial basis kernel with compact support, where c = 1, h(r) = φ d,m (|r|), and φ d,m is a certain univariate polynomial p d,m of degree ⌊d/2⌋ + 3m + 1 for m ∈ N and the RKHSs of these kernels are special Sobolev spaces, see Wu (1995) , Wendland (1995), and Wendland (2005, Thm. 9.13, Thm. 10.35) for details. For simplicity, we exclude the case φ d,0 which yields non-differentiable functions.
Let k(x, x ′ ) = φ( x − x ′ ) be a kernel on a bounded set X ⊂ R d , where φ satisfies (4.2) and h satisfies (4.2). It follows from Steinwart and Christmann (2008, Lemma 4. 3) that, for all γ ∈ (0, ∞),
is a kernel on X , too. Fix a ∈ (0, ∞). Let 0 < a ≤ γ 1 ≤ γ 2 < ∞. We easily see that the Lipschitz continuity of φ implies
Therefore, we obtain under these conditions that
Hence Gaussian RBF kernels k γ 1 , k γ 2 and the above mentioned compactly supported RBF kernels satisfy the condition that
Steinwart et al. (2016) introduced hierarchical Gaussian kernels, which highlights the similarities to deep architectures in deep learning (see Goodfellow et al. (2017) ). The hierarchical Gaussian kernels are constructed iteratively with composing weighted sums of Gaussian kernels in each layer. We call kernels k γ,X ,H of the following form hierarchical Gaussian kernels
where k is a kernel generating RKHS H and
To investigate how hierarchical Gaussian kernels detect the deep architectures in deep learning, we introduce some notations first. For x = (x 1 , . . . , x d ) ∈ X ⊂ R d and I ⊂ {1, . . . , d}, let
be the vector projected onto the coordinates listed in I and X I = {x I : x ∈ X }. Assume that we have non-empty sets I 1 , . . . , I ℓ ⊂ {1, . . . , d} and some weights w 1 , . . . , w ℓ > 0, as well kernels k i on
The following definition considers iterations of (4.10).
Definition 4.1. Let k be a kernel of the form (4.10) and H be its RKHS. Then the resulting hierarchical Gaussian kernel k γ,X I ,H is said to be of depth
• m = 1, if all kernels k 1 , . . . , k ℓ in (4.10) are linear.
• m > 1, if all k 1 , . . . , k ℓ in (4.10) are hierarchical kernels of depth m − 1.
, the hierarchical kernels of depth 1 with I i = {i} are of the form
for some suitable w = (w i ) i∈I with w i > 0 for all i ∈ I, and γ 1 > 0. We call these kernels of form (4.11) inhomogeneous Gaussian kernels contrasted to the standard Gaussian kernels.
To derive an explicit formula for depth 2 kernels, we fix some I 1 , . . . , I ℓ ⊂ {1, . . . , d}, some first layer weight vectors w 1 = (w 1,j ) j∈I 1 , . . . , w ℓ = (w ℓ,j ) j∈I ℓ and second layer weight vector w = (w 1 , . . . , w ℓ ). Writing W (1) := (w 1 , . . . , w ℓ ), the hierarchical Gaussian kernel k W (1) ,w,γ 1 ,γ 2 of depth 2 with γ 1 > 0, γ 2 > 0 that is built upon the kernels k w 1 ,γ 1 , . . . , k w ℓ ,γ 1 and weights w = (w 1 , . . . , w ℓ ) is given by
Repeating the similar calculations and denoting
, we see that hierarchical kernel of depth m ≥ 3 with γ 1 > 0, · · · , γ m > 0 is given by
denote hierarchical kernels of depth m − 1.
The next result shows that the hierarchical Gaussian kernels only vary a little if the parameters involving in the form slightly change.
(i) For depth m = 1 hierarchical Gaussian kernels k w,γ 1 and kw ,γ 1 with different parameters w andw satisfying i∈I w 2 i ≤ 1 and i∈Iw
(4.13)
Discussion
This paper established some results on the total stability of a class of regularized empirical risk minimization methods based on kernels. We showed that such methods are not only robust with respect to small variations of the distribution P, but that these methods are even totally stable if the full triple (P, λ, k) consisting of the -of course completely unknown -underlying probability measure P, the regularization parameter λ, and the kernel k or its RKHS H changes slightly. Let us denote by f P j ,λ j ,k j the regularized empirical risk minimization method for the triple (P j , λ j , k j ), j ∈ {1, 2}. The main results show that the difference of both methods, i.e.
(where · • denotes either the supremum norm or a Hilbert space norm), depends on the norm of total variation between the probability measures P 1 and P 2 , on the difference λ 1 − λ 2 between the regularization parameters, and on the difference of the kernels measured by the supremum norm of their canonical features maps, i.e. on sup x∈X ( k 2 (·, x) − k 1 (·, x) ∞ ). We derived upper bounds for f P 1 ,λ 1 ,k 1 − f P 2 ,λ 2 ,k 2 • with explicit constants.
We did not address the following questions which are beyond the scope of this paper. It would be interesting to have modifications of our results for the supremum norm without assumptions on the regularization parameters. We obtained such results for the case of Hilbert space norms, see e.g. Theorem 2.10 and Theorem 3.5. We conjecture that other techniques are needed to obtain such results for the supremum norm. Furthermore, it seems to be an open question whether learning with hierarchical Gaussian RBF kernels is in general even stable if the depth m and the index sets are not fixed.
Finally, we would like to mention that it is possible to use the well-known identity f P,λ,k = f P,1,(k/λ) . We computed similar upper bounds than the ones given in this paper for
but the results were almost identical to the ones presented here, only the factor belonging to |λ 1 −λ 2 | can slightly change.
Appendix 6.1 Appendix A: Some tools
To improve the readability of the paper, let us first collect some properties of Bochner integrals.
Lemma 6.1. Let (Ω, A) be a measurable space, H be a Hilbert space with norm · H , and let f : (Ω, A) → (H, B(H)) be a measurable function.
(ii) Let µ be a finite signed measure on (Ω, A) and denote the total variation measure by |µ|
(iii) Let P, Q be probability measures on (Ω, A) and let g : (Ω × Ω, A ⊗ A) → (H, B(H)) be a measurable function. Then
where · tv denotes the norm of total variation.
Proof. We refer to Diestel and Uhl (1977, p.46, Thm. 4 (ii) ) for the first assertion.
We use the Hahn-Jordan decomposition of µ to prove the second assertion. We write µ as µ = µ + − µ − and denote the total variation measure by |µ| := µ + + µ − . Then
which yields the second assertion.
Let us now prove the third assertion.
where we used in the last inequality that P and Q are probability measures.
Lemma 6.2. If Assumptions 2.1, 2.2, and 3.2 are satisfied, then
Proof. To shorten the notation in the proof, we define λ := λ 1 , k := k 1 , and
Hence it suffices to derive an upper bound for
For any choice of (P 1 , λ, k), the kernel estimator f P 1 ,λ,k ∈ H exists and is unique. Define the
where D i L ⋆ denotes the partial derivative of L ⋆ with respect to the i th -argument, i ∈ {5, 6}. Of
Hence the representer theorem for pairwise loss functions, see Theorem 6.7, yields
which gives the assertion, if we combine this inequality with (6.4).
Appendix B: Proofs for results in Section 2
The general representer theorem is a main tool in our proofs. We only need it for the case of differentiable loss function. Hence, in order that our paper is self-contained, we recall the theorem for differentiable loss function below, which is a special case of Christmann et al. (2009, Thm.7) .
Theorem 6.3 (Representer theorem for SVMs). Let Assumptions 2.1, 2.2, and 2.4 be valid. We further assume that the loss L is differentiable with respect to the third argument. Then we have, for all P, Q ∈ M 1 (X × Y) and for all λ ∈ (0, ∞) :
(i) The estimator f P,λ,k defined as the minimizer of min f ∈H {E P L ⋆ (X, Y, f (X)) + λ f 2 H } exists, is unique, and satisfies
where h P denotes the first derivative
(ii) Furthermore,
Proof of Theorem 2.6. To shorten the notations in the proof, we define f λ := f P,λ,k and f µ := f P,µ,k . The representer theorem for SVMs, see Theorem 6.3, tells us that
Plugging the above formula into the RKHS norm of f λ − f µ , we get that
If we plug these two inequalities into (6.6), we get
The right hand side of above inequality is nonnegative, which implies that
The definition of f µ tells us that
from which we conclude that
Finally, we get that
In the same way, we can prove for λ > µ > 0 that
We will now show the second assertion. Hence we assume the existence of a constant r with 0 < r < min{λ, µ} and combine Proposition 3) ). We obtain
which yields the second assertion of the theorem.
To prove Theorem 2.7, we will use the triangle inequality to obtain the following error decomposition
The following lemma gives an upper bound for the third norm on the right hand side of (6.7).
Lemma 6.4. If Assumptions 2.1, 2.2, 2.4, and 2.5 are valid, then, for all
Proof. To shorten the notations in the proof, we define λ := λ 2 , P := P 2 , f 1 := f P 2 ,λ 2 ,k 1 and f 2 := f P 2 ,λ 2 ,k 2 . By the representer theorem for SVMs, see Theorem 6.3 , we know that f 1 − f 2 ∞ can be bounded as follows:
The second inequality comes from the Lipschitz continuity of L ′ .
∞ , we can solve f 1 − f 2 ∞ from above inequality and get that
Obviously, the kernels k 1 and k 2 can change their roles when we do the decomposition on the second inequality. Hence we get an analogous inequality for case λ > Proof of Theorem 2.7. We first prove the first term of (6.7). The reproducing property (2.1) yields that
Hence it suffices to bound f P 1 ,λ 1 ,
The representer theorem for SVMs, see Theorem 6.3, and the properties of Bochner integrals, see e.g. Denkowski et al. (2003, Chap. 3 .10, p. 364 ff) and Lemma 6.1, tell us that
This yields the assertion.
An application of the above assertion, Theorem 2.6, and Lemma 6.4 yields that
If we split f P 1 ,λ 1 ,k 1 − f P 2 ,λ 2 ,k 2 ∞ into three parts as stated in (6.7), there are six different decompositions. If we take all six cases into account and assume min{λ 1 , λ 2 } > r := 1 2 κ 2 |L ′ | 1 , we get the assertion (2.4).
Proof of Corollary 2.9. The inequality (2.5) follows immediately from the assumption that the positive constant s is smaller than min{λ 1 , λ 2 } − r.
Hence we only have to show the validity of (2.6). To shorten the notation in the proof, we define
Plugging ∓ X ×Y L(x, y, f 2 (x)) − L(x, y, 0) dP 1 (x, y) into the above equation and further noticing that L is a Lipschitz continuous loss function, we get from Lemma 6.1 that Christmann et al. (2009, Proposition 3) ) and λ 2 > 1 2 κ 2 |L ′ | 1 , we obtain
The above upper bound is a constant independent of P 1 , P 2 , λ 1 , λ 2 , k 1 , and k 2 .
Therefore, if we combine this result with Theorem 2.7, we obtain
The desired inequality (2.6) follows by rearranging the factors to compute the constants.
Now we are in a position to bound the H 1 -norm of the difference f P 1 ,λ 1 ,k 1 − f P 2 ,λ 2 ,k 2 for the case that H 2 ⊆ H 1 . We use the triangle inequality to obtain the following decomposition:
(6.9) To bound (6.9), we first bound the third norm for the case of a differentiable loss.
Lemma 6.5. Let Assumptions 2.1, 2.2, and 2.4 be satisfied. Assume that H 1 and H 2 satisfy (2.8). If L is additionally a differentiable loss function, then, for all λ 2 > 0, we have
Proof. To shorten the notation, we will use the following abbreviations in this proof: λ := λ 2 , P := P 2 , f 1 := f P 2 ,λ 2 ,k 1 , and f 2 := f P 2 ,λ 2 ,k 2 . Since H 2 ⊆ H 1 , we have that f 2 ∈ H 1 and f 1 − f 2 H 1 is well-defined. The representer theorem, see Theorem 6.3, tells us that, for all P ∈ M 1 (X × Y),
Plugging a zero term into the last term of the above inner product, we know that
Therefore, the reproducing property (2.1) yields
Since L is convex and differentiable with respect to its third argument, and hence L ′ (x, y, ·) is non-decreasing, for any choice of (x, y) ∈ X × Y, we obtain for the first integral on the right hand side of the above equation that
It follows that
Thus we have, for all λ > 0,
Lemma 6.6. Let Assumptions 2.1, 2.2, and 2.4 be satisfied. Assume that H 1 and H 2 satisfy (2.8).
If L is additionally a differentiable loss function, then, for all λ 1 , λ 2 > 0, we have
The representer theorem for SVMs, see Theorem 6.3, and the properties of Bochner integrals tell us that
This gives an upper bound to the first norm on the right hand side of equation (6.9).
An application of the above assertion, Theorem 2.6 and Lemma 6.5 yields that
When we apply the triangle inequality to the error decomposition (6.9), there are six different decompositions. If we take all six cases into account, we get our desired result.
Proof of Theorem 2.10. (i) Lemma 6.6 gives the first assertion.
(ii) We only need to prove the assertion holds true for the case of a non-differentiable loss, where the loss function L(x, y, t) can be represented by a margin-based loss functionL(yt) for classification or by a distance-based loss functionL(y −t) for regression with Lipschitz constant |L| 1 . Let δ j ∈ (0, 1). We use the standard technique of convolution, see e. g. Cheney and Light (2000, p.148) , to define a convex and differentiable functionL
to approximate the shifted loss functionL ⋆ .
It is easy to check thatL ⋆ δ is convex, differentiable, and Lipschitz continuous with the same Lipschitz constant |L| 1 . The approximation is valid, because, for every ξ ∈ R,
An SVM associated withL ⋆ δ can be defined as
We now show the weak convergence in
Any closed ball B R = {f ∈ H, f H ≤ R} of the Hilbert space H with a finite radius R > 0 is weakly compact. Hence there exists a decreasing sequence (δ j ) j∈N , where all δ j ∈ (0, 1), such that lim j→∞ δ j = 0 and f P,λ,k,(δ j ) weakly converges to some function g P,λ,k ∈ H. That is
Let us consider two special cases of (6.12).
If f = g P,λ,k in (6.12), then we obtain by the Cauchy-Schwartz inequality that
Therefore, we get by (6.11) that
Now we consider the special case of f = k(·, x) in (6.12). The reproducing property (2.1) yields
(6.14)
The Lebesgue Dominated Theorem gives
In the rest of the proof, we focus on estimating f P 1 ,λ 1 ,k 1 − f P 2 ,λ 2 ,k 2 H 1 . The triangle inequality yields
Now apply (6.19) to P = P 1 , λ = λ 1 , k = k 1 and H = H 1 . Then we get
and lim
In the same way, we can prove
We know thatL ⋆ δ j is a convex, differentiable and Lipschitz continuous loss function with constant |L| 1 . Hence Lemma 6.6 tells us that, for all λ 1 , λ 2 > 0,
2 min{λ 1 ,λ 2 } . Therefore, this yields the assertion.
Appendix C: Proofs for results in Section 3
The proof of Theorem 3.3 is based on the following error decomposition:
The following lemmas give upper bounds for the three norms on the right hand side of (6.20). The proof of Theorem 3.3 will then follow by combining these upper bounds.
A major tool to prove these lemmas is the following representer theorem, see Christmann and Zhou (2016, Thm. 4.3) . Note that we specialized their result to the case of a convex pairwise loss function, because we need in particular the inequality (6.24). There are of course pairwise learning algorithms involving non-convex loss functions, see Hu et al. (2015) and Fan et al. (2016) . Please note that the expectations in the next theorem are Bochner integrals. We refer to Denkowski et al. (2003, Chapter 3 .10) for details on Bochner integrals.
Theorem 6.7 (Representer theorem for pairwise learning). Let Assumptions 2.1, 2.2, and 3.2 be valid. Then we have, for all P, Q ∈ M 1 (X × Y) and all λ ∈ (0, ∞):
H exists, is unique, and satisfies
where h 5,P and h 6,P denote the partial derivatives
Lemma 6.8. If Assumptions 2.1, 2.2, and 3.2 are satisfied, then
If there exists a constant r ∈ (0, ∞) such that min{λ 1 , λ 2 } > r, then
Proof. The assertion of the lemma is obviously valid, if λ 1 = λ 2 .
From now on, we will assume w.l.o.g. that λ 1 > λ 2 . To shorten the notation in this proof, we define P := P 2 , λ := λ 1 , µ := λ 2 , k := k 1 , and H := H 1 . Furthermore, we write
Hence, we have to show that
To shorten the notation we write the partial derivatives of L ⋆ with respect to the i th argument by
We use again the representer theorem for pairwise loss functions, see Theorem 6.7,
Hence
where we used the reproducing property of the kernel, i.e.,
If we combine these inequalities and plug them into the above equation, we obtain
where we used the standard notation for the L ⋆ -risk with respect to a pairwise loss function
Because we assumed without loss of generality, that 0 < µ < λ, i.e.
Because f λ and f µ are elements of H, the definition of f λ yields that
Hence we obtain from (6.29) and after rearranging the terms in the above inequality that
Therefore, f µ H − f λ H ≥ 0 and the triangle inequality yields
If f λ = f µ , the assertion of the lemma is obviously true. Hence, we may assume that f λ = f µ . In this case we may divide by the positive term f λ − f µ H . If we combine (6.27)-(6.28) with (6.30) and (6.31), we obtain
This gives the first assertion for the case λ :
Of course we can change the roles of λ 1 and λ 2 .
We will now show the second assertion. Hence we assume the existence of a positive constant r with 0 < r < min{λ 1 , λ 2 }. Using the inequalities (B.12) in (B.13) from Christmann and Zhou (2016, Lemma B.9) , we obtain
Of course we obtain with the same argumentation that
For brevity, let us define λ min := min{λ 1 , λ 2 } and λ max := max{λ 1 , λ 2 }. If we combine (6.25) with these inequalities, we obtain
which yields the second assertion of the lemma.
Lemma 6.9. Let Assumptions 2.1, 2.2, and 3.2 be satisfied.
Now we can use the assumption that the partial derivatives of L ⋆ with respect to the fifth and to the sixth argument are Lipschitz continuous with constants
If we combine this with the uniform boundedness of the partial derivatives of L ⋆ , see Assumption 3.2, we obtain
Note that the term f 2 − f 1 ∞ is contained on both sides of the above inequality. Therefore, if the term 1
, we obtain after division by the factor 2λ and by rearranging terms that
Obviously, the kernels k 1 and k 2 can change their roles and we obtain an analogous inequality for the case λ :
This gives the assertion.
Proof of Theorem 3.3. An application of the triangle inequality allows us to use the following error decomposition
An application of Lemma 6.2, Lemma 6.8, and Lemma 6.9 yields the assertion.
Proof of Corollary 3.4. The inequality (3.12) for the difference of the estimated functions follows immediately from the assumption that the positive constant s is smaller than min{λ 1 , λ 2 } − r.
Hence we only have to show the validity of (3.13). The proof is very similar to the proof of Corollary 2.9. To shorten the notation in the proof, we define f 1 := f P 2 ,λ 2 ,k 2 and
We plug in the term ∓ (X ×Y) 2 X ×Y L x, y,x,ỹ, f 2 (x), f 2 (x) − L(x, y,x,ỹ, 0, 0) dP 2 1 (x, y,x,ỹ) into the above equation and use the triangle inequality. Because L is a separately Lipschitz continuous loss function due to Assumption 3.2, we get that
where we used in the last step an almost identical argumentation than in the proof of Lemma 6.1(iii) to get an upper bound for the second integral with respect to the product measure |P 1 − P 2 | 2 .
Now we use Christmann and Zhou (2016, Lemma B.9, (B.12) ) and obtain
If we combine this inequality with the assumption min{λ 1 ,
This upper bound is a constant independent of P 1 , P 2 , λ 1 , λ 2 , k 1 , and k 2 . If we now combine our inequalities with (3.12), we obtain
The desired inequality (3.13) follows by rearranging the factors to compute the constants.
Now we are in a position to bound the H 1 -norm of the difference f P 1 ,λ 1 ,k 1 − f P 2 ,λ 2 ,k 2 if we assume H 2 ⊆ H 1 . We use the triangle inequality to obtain the following decomposition:
(6.32) To bound (6.32), we first bound the third norm for the case of a differentiable loss.
Lemma 6.10. Let Assumptions 2.1, 2.2, and 3.2 be satisfied. Assume that H 1 and H 2 satisfy (2.8), then for all λ 2 > 0, we have
Proof. To shorten the notation, we will use the following abbrevations in this proof: λ := λ 2 , P := P 2 , f 1 := f P 2 ,λ 2 ,k 1 and f 2 := f P 2 ,λ 2 ,k 2 . We write the partial derivatives of L ⋆ with respect to the i th argument by
Since H 2 ⊆ H 1 , then f 2 ∈ H 1 . It means that f 1 − f 2 H 1 is well-defined. The representer theorem, see Theorem 6.7, tells us that, for all P ∈ M 1 (X × Y),
Applying the reproducing property (2.1), we obtain from (6.33) and the above equation that
+ D 6 L ⋆ • f 2 (x, y,x,ỹ)(Φ 1 (x) − Φ 2 (x)) dP 2 (x, y,x,ỹ), f 1 − f 2 H 1 .
Takingt 1 = f 1 (x), t 1 = f 2 (x),t 2 = f 1 (x), and t 2 = f 2 (x), then we know that the integrand in (6.34)≤ 0. It follows from (3.10) that
+ D 6 L ⋆ • f 2 (x, y,x,ỹ)(Φ 1 (x) − Φ 2 (x)) dP 2 (x, y,x,ỹ),
The desired result comes immediately from above inequality.
Lemma 6.11. Let Assumptions 2.1, 2.2, and 3.2 be satisfied. Assume that H 1 and H 2 satisfy (2.8), then for all λ 1 , λ 2 > 0, we have
where C ′ 1 (L, λ 1 , λ 2 ) := Proof. An application of the triangle inequality (6.32), Lemma 6.2, Lemma 6.8 and Lemma 6.10 yields the assertion by using f ∞ ≤ k 1 ∞ · f H 1 , ∀f ∈ H 1 .
Proof of Theorem 3.5. (i) Lemma 6.11 shows the first assertion.
(ii) We just need to prove the assertion holds true for the case of a non-differentiable loss, where the pairwise loss function L can be represented by a convex and Lipschitz continuous function ρ : R → R, see (3.2), i.e. we have L(x, y,x,ỹ, t,t) := ρ (y − t) − (ỹ −t) .
Step 1: We contruct a differentiable approximator ρ δ for the non-differentiable ρ by smoothing ρ by convolution with the uniform distribution on the interval [−δ, 0] , where δ ∈ (0, 1], see e.g. Cheney and Light (2000, p.148) .
Let ρ be convex, but non-differentiable. Let 0 < δ ≤ 1. Then we can approximate it by the function ρ δ : R → R, ρ δ (ξ) = In order to avoid any moment conditions on the probability measure, we define a shifted version of ρ δ by ρ ⋆ δ (y − f (x)) − (ỹ − f (x)) = ρ δ (y − f (x)) − (ỹ − f (x)) − ρ δ (y −ỹ), which is convex, differentiable and Lipschitz continuous with constant |ρ| 1 as well. Obviously, ρ ⋆ δ and ρ δ has the same derivative, then it comes immediately from (6.36)that (ρ (6.38)
Hence we will approximate the convex, but non-differentiable shifted pairwise loss function ρ ⋆ by the convex, differentiable shifted pairwise loss function ρ ⋆ δ .
Let us define the ρ ⋆ δ -risk, the regularized ρ ⋆ δ -risk and the regularizing function f P,λ,k,(δ) for any 0 ≤ δ ≤ 1 as below:
H , f P,λ,k,(δ) := arg inf f ∈H R ρ ⋆ δ ,P,λ, (f ).
Step 2: We now show the weak convergence in H of f P,λ,k,(δ j ) to f P,λ,k := arg inf f ∈H R ρ ⋆ ,P,λ (f ), for (δ j ) j∈N with δ j → 0 and δ j ∈ (0, 1). Christmann and Zhou (2016, Lemma B.9, (B.12 ) and (B.13)) tells us that for any 0 ≤ δ ≤ 1 f P,λ,k,(δ) H ≤ (1/λ)|ρ| 1 E P X |f P,λ,k,(δ) (X)| ≤ (1/λ)|ρ| 1 f P,λ,k,(δ) ∞ ≤ (1/λ 2 )|ρ| 2 1 k 2 ∞ = λ −1 |ρ| 1 k ∞ .
(6.39)
Any closed ball B R = {f ∈ H : f H ≤ R} of the Hilbert space H with a finite radius R > 0 is weakly compact. Hence the estimate (6.39) tells us that there exists a decreasing sequence (δ j ) j∈N , with δ j ∈ (0, 1) such that lim j→∞ δ j = 0 and f P,λ,k,(δ j ) weakly converges to some g P,λ,k ∈ H. That is lim j→∞ f P,λ,k,(δ j ) , f H = g P,k,λ , f H , ∀ f ∈ H. (6.40)
Let f = g P,λ,k in (6.40). Then we obtain by the Cauchy-Schwartz inequality that g P,λ,k 2 H = g P,k,λ , g P,k,λ H = lim j→∞ f P,λ,k,(δ j ) , g P,λ,k H ≤ g P,λ,k H lim inf j→∞ f P,λ,k,(δ j ) H .
Therefore, together with (6.39), we get that g P,λ,k H ≤ lim inf j→∞ f P,λ,k,(δ j ) H ≤ λ −1 |ρ| 1 k ∞ . (6.41) Let x ∈ X and f = k(·, x) in (6.40). The reproducing property (2.1) yields g P,λ,k (x) = g P,λ,k , k(·, x) H = lim j→∞ f P,λ,k,(δ j ) , k(·, x) H = lim j→∞ f P,λ,k,(δ j ) (x). (6.42)
The Lipschitz continuity of ρ ⋆ together with (6.42) tells us that lim j→∞ ρ ⋆ (y − f P,λ,k,(δ j ) (x)) − (ỹ − f P,λ,k,(δ j ) (x)) = ρ ⋆ (y − g P,λ,k (x)) − (ỹ − g P,λ,k (x)) .
The Lebesgue Dominated Theorem gives R ρ ⋆ ,P (g P,k,λ ) = lim j→∞ R ρ ⋆ ,P (f P,λ,k,(δ j ) ).
(6.43)
The uniform estimate (6.37) in connection with (6.42) yields lim j→∞ R ρ ⋆ δ j ,P (f P,λ,k,(δ j ) ) = lim j→∞ ρ ⋆ δ j (y − f P,λ,k,(δ j ) (x)) − (ỹ − f P,λ,k,(δ j ) (x)) dP 2 (x, y,x,ỹ) = lim j→∞ ρ ⋆ (y − f P,λ,k,(δ j ) (x)) − (ỹ − f P,λ,k,(δ j ) (x)) dP 2 (x, y,x,ỹ) = ρ ⋆ (y − g P,λ,k (x)) − (ỹ − g P,λ,k (x)) dP 2 (x, y,x,ỹ) = R ρ ⋆ ,P (g P,λ,k ). (6.44)
Appendix D: Proofs for results in Section 4
Proof of Corollary 4.2. When m = 1, we take two kernels k w,γ 1 and kw ,γ 1 both with depth 1, but with different weight parameters w andw. Notice that the univariate function g given by g(u) = exp −2γ −2 u satisfies max u∈[0,+∞) |g ′ (u)| = 2γ −2 . So we know that for all x, x ′ ∈ X , sup x∈X k w,γ 1 (·, x) − kw ,γ 1 (·, x) ∞ = sup
x,x ′ ∈X g is Lipschitz continuous. So we know that for x, x ′ ∈ X I , 
