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a b s t r a c t
Let ab = n2. We define an equitable Latin rectangle as an a × b matrix on a set of n
symbols where each symbol appears either
 b
n

or ⌊ bn ⌋ times in each row of the matrix
and either
 a
n

or ⌊ an ⌋ times in each column of the matrix. Two equitable Latin rectangles
are orthogonal in the usual way. Denote a set of ka×bmutually orthogonal equitable Latin
rectangles as a k–MOELR (a, b; n). When a ≠ 9, 18, 36, or 100, then we show that the
maximum number of k–MOELR (a, b; n) ≥ 3 for all possible values of (a, b).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Given positive integers a, b and n, an equitable (a, b; n)-rectangle is an a × b array, L, with entries from an n-set S, such
that the following two properties are satisfied:
1. every symbol s ∈ S occurs either ⌈ bn⌉ or ⌊ bn⌋ times in each row of L; and
2. every symbol s ∈ S occurs either ⌈ an⌉ or ⌊ an⌋ times in each column of L.
An equitable (a, b; n)-rectangle is row-regular if n|b, and it is column-regular if n|a. It is regular if it is both row- and
column-regular. Notice that an equitable (a, b; a)-rectangle with a = b is the same thing as a Latin square of side a.
Suppose that L is an equitable (a, b; n)-rectangle on symbol set S and R is an equitable (a, b; n′)-rectangle on symbol
set S ′, where ab = nn′. We say that L and R are orthogonal provided that, for every ordered pair (s, s′) ∈ S × S ′, there is
a unique cell c such that L(c) = s and R(c) = s′. (Equivalently, the superposition of L and R yields every ordered pair of
symbols in S× S ′.) It is easy to see that orthogonal equitable (a, a; a)-rectangles are identical to orthogonal Latin squares of
order a. Pairs of orthogonal equitable Latin rectangles were introduced in [8]. A complete solution for the existence of these
rectangles was given in [2].
Now suppose that L1 is an equitable (a, b; n)-rectangle on symbol set S, L2 is an equitable (a, b; n′)-rectangle on symbol
set S ′, and L3 is an equitable (a, b; n′′)-rectangle on symbol set S ′′ where ab = nn′ = n′n′′ = nn′′. Then it follows that
n = n′ = n′′. Therefore, a set of k mutually orthogonal equitable Latin rectangles, or a k-MOELR (a, b; n) is a set of k pairwise
equitable (a, b; n)-rectangles on a symbol set S where ab = n2. Wewill denote themaximum number ofMOELR (a, b; n) by
Nmoelr (a, b; n). For the remainder of the paper we will refer to equitable Latin rectangles as Latin rectangles for simplicity.
In this paper, we show that Nmoelr (a, b; n) ≥ 3 for all possible values of (a, b; n) except possibly when a = 9, 18, 36, or
100, or for a finite number of caseswhen n < 1110. In Section 2we give some direct constructions.Most of the constructions
used are from Sections 3 and 4. The most difficult cases are when a = 9, 18, 36, or 100. We investigate most of these cases
in Section 5. Section 6 is dedicated to proving the main theorem, which we now state.
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Main Theorem. If n2 = ab, then Nmoelr (a, b; n) ≥ 3 except possibly when
a = 9, b = 4p2, p prime;
a = 18, b = 2p2, p prime;
a = 36, b = p2, p prime;
a = 100 and gcd(100, n) = 10,
or (a, b) is one of the following:
(2, 18) (9, 1225) (18, 968) (36, 4225) (36, 17689)
(2, 50) (9, 1600) (18, 1250) (36, 5929) (36, 24025)
(8, 18) (9, 2401) (18, 2048) (36, 7225) (36, 25921)
(9, 25) (12, 27) (18, 2312) (36, 8281) (36, 28561)
(9, 49) (18, 32) (18, 2738) (36, 9025) (36, 30625)
(9, 256) (18, 128) (27, 300) (36, 13225) (49, 100)
(9, 400) (18, 200) (36, 625) (36, 14161) (81, 100)
(9, 625) (18, 512) (36, 2401) (36, 14641)
(9, 1024) (18, 800) (36, 3025) (36, 15625).
Also, Nmoelr (2, 2; 2) = 1,Nmoelr (3, 3; 3) = 2,Nmoelr (6, 6; 6) = 1, and Nmoelr (10, 10; 10) ≥ 2.
2. Small cases
A survey ofMOLS can be found in [4].We could also combining the results given by Colbourn andDinitz in [5] and Chowla
et al. in [3], we have that the maximum number of MOLS (n), Nmols (n) ≥ 3 for n ≥ 11. It was known to Euler that a pair
of orthogonal Latin squares of order 6 do not exist. However, Examples 1 and 2 show that there exists a 3-MOELR (a, b; 6)
for a = 4, b = 9 and a = 3, b = 12. When a = 2 and b = 18, the existence of a 3-MOELR (2, 18; 6) is unresolved. See
Lemma 16 for more on this.
Example 1. A 3-MOELR (4, 9; 6).
M1 =
1 2 3 4 5 6 3 5 2
3 5 6 2 1 2 4 6 4
4 6 1 5 3 1 2 4 3
2 1 4 1 6 5 6 3 5
M2 =
1 2 3 4 5 6 4 2 1
2 6 1 5 3 4 1 5 2
5 3 4 1 6 2 6 3 5
3 5 6 6 4 3 2 1 4
M3 =
1 2 3 4 5 6 2 6 3
4 3 4 1 2 5 6 2 5
3 5 6 2 1 3 4 1 6
6 4 2 5 3 4 1 5 1
. 
Example 2. A 3-MOELR (3, 12; 6).
M1 =
1 1 2 2 3 3 4 4 5 5 6 6
2 2 1 1 4 4 3 3 6 6 5 5
3 4 3 6 5 6 5 2 4 1 2 1
M2 =
1 2 1 2 4 6 2 4 3 5 5 6
2 6 3 6 3 5 5 1 4 1 2 4
3 1 2 2 6 3 1 5 6 4 4 5
M3 =
1 3 3 6 2 1 5 4 4 5 2 6
2 4 2 5 1 3 6 5 3 4 6 1
3 6 4 1 3 5 2 1 2 6 5 4
. 
Example 3. A 4-MOELR (25, 36; 30).
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Fig. 1. Rearrangement of a 30× 30 array into a 25× 36 array.
Fig. 2. Rearrangement of a 30× 30 array into a 9× 100 array.
Consider a set of 4-MOLS (30) constructed as in [1] using quasi-difference matrices. Fix the first 25 rows of each matrix.
Rearrange the last 5 rows as follows. Take the transpose of the 5× 25 sub-array represented by the last 5 rows and the first
25 columns and place it right next to the first 25 rows that were fixed. This produces a 25× 30 array, and leaves us with a
5× 5 sub-array from the original 30× 30 array. Denote the columns of this 5× 5 sub-array as c1, c2, c3, c4, c5. At this point
the first 30 columns of the 25× 35 array are equitable because they came from the 4-MOLS (30).
In the 31st column of the 25 × 35 array, replace the first 5 rows with c1. The 5 rows that we replaced will stay in the
same rows but will move to a 36th column. In the 32nd column of the 25× 36 array, replace the rows 16–20 with c2. The 5
rows that we replaced will stay in the same rows but will move to the 36th column. In the 33rd column of the 25×36 array,
replace the rows 6–10 with c3. The 5 rows that we replaced will stay in the same rows but will move to the 36th column.
In the 35th column of the 25× 36 array, replace the rows 11–15 with c4. The 5 rows that we replaced will stay in the same
rows but will move to the 36th column. In the 36th column of the 25×36 array, place c5 into the last five rows of the 25×36
array. The result is a 25× 36 array,Mi for i = 1, 2, 3, 4. An illustration is given in Fig. 1.
It is clear that each symbol appears exactly once across each row in the first 30 columns ofMi. Because the first 30 columns
are equitable, all that is left to check is that each symbol appears 0 or 1 time down each of the final 6 columns and across all
rows of the last 6 columns. 
The following example is important because it will be used in a recursive construction later.
Example 4. A 4-MOELR (9, 100; 30).
Consider a set of 4-MOLS (30) constructed as in [1] using quasi-differencematrices. Rearrange the first, second, and third
sets of 9 rows from the 4-MOLS (30) so they are next to each other. Now take the final 3 rows of the 4-MOLS (30) and cut
them up into three 3 × 10 sub-arrays, which are laid on top of each other and to the right of the matrix we have been
constructing. The result is a 9× 100 array,Mi for i = 1, 2, 3, 4. An illustration is given in Fig. 2.
It is clear that each symbol appears exactly 3 times across each row in the first 90 columns ofMi. Each symbol appears 0
or 1 time across each row in the last 10 columns ofMi therefore, each matrix is equitable across the rows. It is also easy to
see that each symbol appears 0 or 1 time down each of the first 90 columns ofMi, so all that is left to check is that symbols
appear 0 or 1 time down each of the final 10 columns.
Orthogonality holds because each matrix was rearranged the same way. 
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3. Recursive constructions
Notice that if we take the transpose of each rectangle in a k-MOELR (a, b; n), then the equitability and orthogonality
properties still hold. Thus we have the following result.
Lemma 1. If there exists a k-MOELR (a, b; n), then there exists a k-MOELR (b, a; n).
The next result is very similar to the result forMOLS that says that if there exists k-MOLS (n), then k ≤ n − 1 (see [9]).
The proof can be obtained by similar methods.
Lemma 2. If there exists a k-MOELR (a, b; n), then k ≤ n− 1.
Lemma 3. If there exists k-MOLS (n) and a|n, then there exists a k-MOELR (a, b; n).
Proof. Suppose a ≤ b and a|n. Write n = ax so ab = n2 = a2x2; and therefore, b = ax2 = xn. Let A1, A2, . . . , Ak be
k-MOLS (n). We form the jth rectangleMj as follows.
Mj[i, tn+ ℓ] = Aj[ta+ i, ℓ]
for j = 1, 2, . . . , k; i = 1, 2, . . . , a; t = 0, 1, . . . , x− 1; ℓ = 1, 2, . . . , n.
This rectangle has a rows and b = xn columns. Every symbol appears in each row x times and each column 0 or 1 times.
Furthermore, every ordered pair occurs exactly once between any two Latin rectangles. Therefore, theMj for j = 1, 2, . . . , k
form a k-MOELR (a, b; n). 
MacNeish [6] and Mann [7] showed that the maximum number ofMOLS (p(i+j)/2) is p(i+j)/2 − 1. Therefore, by applying
Lemma 3, we have the following result.
Corollary 4. There exists a complete set of mutually orthogonal equitable rectangles, or a (p(i+j)/2 − 1)-MOELR (pi, pj; p(i+j)/2)
for p a prime whenever i, j ≥ 0 and i+ j is even.
Lemma 5. If t > 2, and there exists y1-MOLS (t) and a y2-MOELR ( at ,
b
t ; nt ), then there exists a
(min{y1, y2})-MOELR (a, b; n).
Proof. Let m = min{y1, y2} and let A1, A2, . . . , Am be m-MOLS (t). Let S1, S2, . . . , St be a partition of n symbols, where
|Sj| = nt for j = 1, 2, . . . , t. Define Bi,j to be the ith rectangle of the m-MOELR ( at , bt ; nt ) on symbol set Sj. Now replace each
entry j ∈ Ai with Bi,j. This forms a set ofm a× b rectangles,M1,M2, . . . ,Mm, which we now prove is anm-MOELR (a, b; n).
For any pair of rectangles Mr and Ms, we had that Ar and As were orthogonal, so every pair of symbol sets (Sj1 , Sj2) has
occurred exactly once among the t2 pairs for all 1 ≤ j1, j2 ≤ t . Furthermore, Br,j1 and Bs,j2 are also orthogonal, so every
ordered pair of symbols among the
 n
t
2 pairs has occurred exactly once. Thus,Mr andMs are orthogonal.
Now consider any rectangleMs. In each row of As, every symbol set Sj for j = 1, 2, . . . , t occurs exactly once because As is
a Latin square. Also, every entry in symbol set Sj occurs an equitable number of times in Bs,j, so each row ofMs is equitable.
The same argument holds for each column ofMs. SoM1,M2, . . . ,Mm forms anm-MOELR (a, b; n). 
Lemma 6. Suppose a ≤ b, n = hk and ab = n2. Let x = min{Nmols (h),Nmols (k)}. If h|a and k|b, then there exists an
x-MOELR (a, b; n).
Proof. Let A1, A2, . . . , Ax be x-MOLS (k). Let S1, S2, . . . , Sk be a partition of n symbols, where |Sj| = h for j = 1, 2, . . . , k.
Define Bi,j to be the ith Latin square of a set of x-MOLS (h) on symbol set Sj. Now replace each entry j ∈ Ai with Bi,j, to form
an n× n square we denote as Xi. Apply this construction to each Ai to obtain a set of x-MOLS (n).
Ai =
1 2 · · · k
...
...
...
...
→ Xi =
Bi,1 Bi,2 · · · Bi,k
...
...
...
...
.
Permute the columns of each of these Latin squares according to the following permutation. For m = 0, 1, . . . , k − 1,
let mh + u → (u − 1)k + (m + 1) for u = 1, . . . , h. This permutation creates h × k sub-squares where the first column
of sub-squares contains the first column from each Bi,j sub-squares, the second column of sub-squares contains the second
column from each Bi,j sub-squares, and so on. Because there were k sub-squares in each row, we can now consider each
Latin square, Xi for i = 1, 2, . . . , x, as being composed of h × k sub-squares Hj, j = 1, . . . , kh. This representation is given
in Fig. 3.
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Fig. 3. 1st mutually orthogonal Latin square of the n× nmatrix.
Fig. 4. The ith rectangle of an x-MOELR (a, b; n).
Because h|a, we can write a = hr for some positive integer r , and let c = hkr . For i = 1, 2, . . . , x, rearrange the sub-
squares of Xi into an r × c array by taking them in order going across the rows. LetMi be this rearrangement of Xi; it is given
in Fig. 4.
Notice that Mi has c = hkr sub-squares in each row, and it has r sub-squares in each column. Therefore, Mi has hr = a
rows and ck columns. Because n2 = h2k2 = ab, it follows that
b = h
2k2
a
= khk
r
=

hk
r

k = ck.
Because k|b, it follows that hkr = c ∈ Z. ThusMi has b columns.
We now show that {Mi : i = 1, 2, . . . , x} forms a x-MOELR (a, b; n). Because we construct Li in the same way for each
i, orthogonality holds. Every row of Hj contains exactly 1 entry from each of the k symbol sets. It follows that every symbol
occurs exactly ⌊ ch⌋ or ⌈ ch⌉ times in every row of Mi. Because ck = b, it follows that ch = bhk = bn . Therefore each symbol
occurs ⌊ bn⌋ times or ⌈ bn⌉ times in each row ofMi.
Now suppose there is a column in Mi that is not equitable down the columns. Then there would have to be a repeated
entry in some column. This would mean we had some column in Ai with a repeated entry. But Ai was an LS(k), so that could
not have happened. Therefore, each column is equitable. This shows that we have x-MOELR (a, b; n). 
The next result shows that if we are careful in choosing h and k, then we can always be sure that h|a and k|b.
Lemma 7. Let n2 = ab where a ≤ b. If h = gcd(a, n) and k = nh , then k|b.
Proof. If h = gcd(a, n) then h|a and h|n. Write a = hr for some r ∈ Z. Then
b = n
2
a
= n · n
h · r =
n
h
 n
r

= k
n
r

.
Because gcd(a, n) = h, we have that nh ∈ Z, but nhr ∉ Z. However, a|n2 and h|n, so we must have r|n. Thus k|b. 
4. Using OA s
The results in this section rely on the existence of orthogonal arrays. An orthogonal array, OA (k, n), is equivalent to
(k− 2)-MOLS (n).
Lemma 8. If there exists a (k− 2)-MOLS (n1) and there exists a k-MOLS (n2), then there exists a k-MOELR (n2, n21n2; n1n2).
Proof. Let S1, S2, . . . , Sn1 be a partition of a set of n1n2 symbols, where |Sj| = n2 for j = 1, 2, . . . , n1. Define Mi,j to be the
ith Latin square of the set of k-MOLS (n2) on symbol set Sj. Because we have (k − 2)-MOLS (n1), there exists an OA (k, n1).
Form the array X as follows. On each entry of the OA (k, n1), O[i, s], replace O[i, s] with Mi,O[i,s] for i = 1, 2, . . . , k and
s = 1, 2, . . . , n21. Now each row of X corresponds to an n2 × n21n2 rectangle on n1n2 symbols.
For any two rows of X , i1, i2 = 1, . . . , k, we have every ordered pair (Mi1,j1Mi2,j2) for j1, j2 ∈ {1, 2, . . . , n1} exactly
once because X is an OA (k, n1). Furthermore, because Mi1,j1 and Mi2,j2 are orthogonal, we see every ordered pair among
their n2 symbols exactly once. Therefore, we see every ordered pair on n1n2 symbols exactly once among the two rows of
X . Consider some row i of X . This row corresponds to one of the n2 × n21n2 rectangles. Each Mi,j has n2 rows and it was
part of the set of k-MOLS (n2), so each symbol occurs exactly once in each column. Furthermore, each Mi,j is repeated
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Fig. 5. The arrayR1 from X .
Fig. 6. R′1 of matrix X .
n1 times for j = 1, 2, . . . , n1. Therefore, each symbol occurs exactly n1 times in each row. Thus, the k rows of X form a
k-MOELR (n2, n21n2; n1n2). 
In the next result, we first apply Lemma 8, and then we restructure our arrays to obtain the desired rectangles.
Lemma 9. Suppose there exists a set of 3-MOLS (s). Write s = ay + r for 0 ≤ r < a < s and r = a
t2
or a(t
2−1)
t2
, where a, y, r
are integers. Then there exists a 3-MOELR (a, b; ts) when s|b.
Proof. Given a set of 3-MOLS (s), construct an array X as follows. Let S1, S2, . . . , St be a partition of a set of n symbols, where
|Sj| = s for j = 1, 2, . . . , t .
Define Mi,j to be the ith Latin square of the set of 3-MOLS (s) on symbol set Sj. LetR1,R2,R3 be a 3-MOELR (s, t2s; ts)
constructed by applying Lemma 8 with k = 3, n1 = t, and n2 = s.
Let X = [R1 R2 R3]T be an array where the rows form this 3-MOELR (s, t2s; ts). Thus
X =
R1
R2
R3
=
M1,1 M1,1 M1,1 · · · M1,t M1,t M1,t M1,t M1,t M1,t
M2,1 M2,2 M2,3 · · · M2,t−5 M2,t−4 M2,t−3 M2,t−2 M2,t−1 M2,t
M3,1 M3,2 M3,3 · · · M3,t−4 M3,t−3 M3,t−2 M3,t−1 M3,t M3,1
Consider rowRi of X . For u = 1, 2, . . . , s, let ru,j denote the uth row of Mi,j. For example, we writeR1 as in Fig. 5. We
have thatRi is an s× t2 array where each column represents a LS (s). Because s = ay+ r , it follows that we can rearrange
each column ofRi into a new structure which is an a × y array followed by an r × 1 array. LetR′i be this arrangement of
columns ofRi. We giveR′1 in Fig. 6.
For c = 1, . . . , t2, letR′i,c be the a× y array from column c ofRi. Let zi,c be the r × 1 array from column c ofRi.
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Fig. 7. R′′i usingR
′
i .
Fig. 8. R′′i usingR
′
i .
Let v be the t2s-tuple obtained by taking each entry fromR′i going down the columns. Thus, fromR
′
1 we get
v = (
c=1  
r1,1, r2,1 . . . , rs,1, . . . ,
c=t2  
r1,t , . . . , rs,t).
Now write v as v = (v0, v1, . . . , v t2s
a −1
)where each vi has a entries.
LetR′′i = (vT0 , vT1 , . . . , vTt2s
a −1
).We now show thatR′′1,R
′′
2,R
′′
3 form a 3-MOELR (a, b; ts). First note thatR′′i is an a× t
2s
a
array. However, each entry represents a row of an LS (s). Thus,R′′i contains (
t2s
a )s = t
2s2
a = b columns. Because we apply
the same structuring to eachRi, it follows that orthogonality holds. Thus it remains to show equitability holds in eachR′′i .
Case 1. r = a
t2
.
UsingR′i , Fig. 7 depictsR
′′
i .
Thus the number of columns inR′′i from Fig. 7 is
s(t2y+ 1) = s

t2

s− r
a

+ 1

= s

t2s
a
− t
2r
a
+ 1

= t
2s2
a
= b.
It is easy to see that equitability holds in each column because each zi,c lies in a different column. Also, it follows that because
a < s each symbol appears exactly 0 or 1 time in each column.
Consider any row ofR′′i . In this row, each symbol appears ty+ 1 or ty times. We have:
ty = t

s− r
a

= ts
a
− tr
a
= ts
a
− t
a
· a
t2
= ts
a
− 1
t
=

ts
a

=

b
n

and
ty+ 1 = t

s− r
a

+ 1 = ts
a
− tr
a
+ 1 = ts
a
− 1
t
+ 1 = ts
a
+ 1
t
=

ts
a

=

b
n

,
thus equitability holds.
Case 2. r = (t2−1)a
t2
.
UsingR′i , Fig. 8 depictsR
′′
i .
Thus the number of columns inR′′i from Fig. 8 is
s(t2y+ (t2 − 1)) = s

t2

s− r
a

+ (t2 − 1)

= s

t2s
a
− t
2r
a
+ (t2 − 1)

= t
2s2
a
= b.
Again, it is easy to see that equitability holds in each column. As in Case 1, each symbol appears ty or ty + 1 times in each
row. 
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Fig. 9. Example ofR1 .
5. When the number of rows is small
In this section, we investigate the cases when the number of rows, a = 9, 18, or 36.
Lemma 10. Let p > 9 be a prime. Write p = 9y+ r for some y ∈ Z and 0 < r < 9. Then if n = 3p and r = 2, 4, 5, or 7, there
exists a 3-MOELR (9, p2; n).
Proof. Suppose we are given a set of 3-MOLS (p) constructed by the finite field construction. Let S1, S2 and S3 be a partition
of n symbols, where |Sj| = p for j = 1, 2, 3. DefineMi,j to be the ith Latin square of the set of 3-MOLS (p) on the symbol set
Sj. LetR1,R2,R3 be a 3-MOELR (p, 9p; 3p) constructed by applying Lemma 8 with k = 3, n1 = 3, and n2 = p.
Let X = [R1 R2 R3]T be an array where the rows form a 3-MOELR (p, 9p; 3p). Thus
X =
R1
R2
R3
=
M1,1 M1,1 M1,1 M1,2 M1,2 M1,2 M1,3 M1,3 M1,3
M2,1 M2,2 M2,3 M2,1 M2,2 M2,3 M2,1 M2,2 M2,3
M3,1 M3,2 M3,3 M3,3 M3,1 M3,2 M3,2 M3,3 M3,1
.
Consider rowRi of X . For t = 1, 2, . . . , s, let rt,j denote the tth row ofMi,j. For example, we writeR1 as in Fig. 9.
For j = 1, 2, . . . , y, letR′i,j denote the jth 9× 9 array obtained from the jth set of 9 rows ofRi. Let Bi be the last r rows of
Ri (See Fig. 9). We now restructureRi into a 9× b array. First line up the y9× 9 arrays next to each other to form a 9× 9y
array we will callR′i . Now let B
′
i be a careful rearrangement of the entries in Bi into a 9× r array. DefineR′′i as the following
array:
Ri
′′ = R′i,1 · · · R′i,y B′i = R′i B′i .
Note that R′′i is a 9 × (9y + r) array. However, each entry represents a row of an LS (s). Thus R′′i contains s(9y + r) =
9s( s−r9 )+ sr = s2 = b columns. Because we apply the same structuring to eachRi, it follows that orthogonality holds. We
must now describe the construction of the B′i and show that equitability holds.
Case 1. r = 2.
For c = 1, 2, . . . , 9, andw = 1, 2, let r (c)w,u be roww from column c of Bi and u denotes the number of spaces to cyclically
permute this row to the left. So for example r (2)1,0 is row 1 of column 2 of Bi cyclically permuted 0 columns to the left. We
represent the 2× 9 array Bi as follows:
Bi = r
(1)
1,0 r
(2)
1,0 r
(3)
1,0 r
(4)
1,0 r
(5)
1,0 r
(6)
1,0 r
(7)
1,0 r
(8)
1,0 r
(9)
1,0
r (1)2,0 r
(2)
2,0 r
(3)
2,0 r
(4)
2,0 r
(5)
2,0 r
(6)
2,0 r
(7)
2,0 r
(8)
2,0 r
(9)
2,0
.
First we simply rearrange Bi into a 9× 2 array as in Fig. 10, (i.e. no shifting has been done yet).
Because Bi is simply the last 2 rows of Ri, we know which symbol set is used in each column of Bi. For instance, in B1,
symbol set 1 is used in columns 1, 2, and3. Therefore,wehave the last two rows ofM1,1 repeated 3 times in this arrangement.
To remedy this, we cyclically shift the rows of Mi,j in such a way so that no entry is repeated among the columns. We give
B′1, B
′
2, B
′
3 in Fig. 11.
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Fig. 10. Rearrangement of Bi with no cyclic shifts of the rows.
Fig. 11. The B′i arrays.
Because we used the finite field construction for our 3-MOLS (s) which are used to build X , we know what the rows of
Mi,j are. Furthermore, the first entry of any row ofMi,j determines the entire row. Thus we can give entries of B′i as jf where
f denotes the first entry of row t ofMi,j and j denotes the symbol set.
By close inspection, it can be seen from Fig. 11 that each row of the B′i has each symbol appear 0 or 1 time. Because we
know the number of times a symbol appears in R′i is the same for each symbol, the rows of R
′′
i are equitable. It is easy to
see that each column ofR′i is equitable, and it can be see that each column of Bi is also equitable. Therefore, the columns of
R′′i are equitable.
Case 2. r = 4.
We represent the 4× 9 array Bi as follows:
Bi =
r (1)1,0 r
(2)
1,0 r
(3)
1,0 r
(4)
1,0 r
(5)
1,0 r
(6)
1,0 r
(7)
1,0 r
(8)
1,0 r
(9)
1,0
r (1)2,0 r
(2)
2,0 r
(3)
2,0 r
(4)
2,0 r
(5)
2,0 r
(6)
2,0 r
(7)
2,0 r
(8)
2,0 r
(9)
2,0
r (1)3,0 r
(2)
3,0 r
(3)
3,0 r
(4)
3,0 r
(5)
3,0 r
(6)
3,0 r
(7)
3,0 r
(8)
3,0 r
(9)
3,0
r (1)4,0 r
(2)
4,0 r
(3)
4,0 r
(4)
4,0 r
(5)
4,0 r
(6)
4,0 r
(7)
4,0 r
(8)
4,0 r
(9)
4,0
.
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We rearrange Bi into a 9× 4 array as follows.
r (1)1,0 r
(8)
1,0 r
(6)
3,0 r
(1)
3,0
r (1)2,0 r
(6)
1,0 r
(6)
4,0 r
(8)
3,0
r (8)2,0 r
(6)
2,0 r
(1)
4,0 r
(8)
4,0
r (3)1,0 r
(7)
1,0 r
(5)
3,0 r
(3)
3,0
r (3)2,0 r
(5)
1,0 r
(5)
4,0 r
(7)
3,0
r (7)2,0 r
(5)
2,0 r
(3)
4,0 r
(7)
4,0
r (2)1,0 r
(4)
1,0 r
(9)
3,0 r
(2)
3,0
r (2)2,0 r
(9)
1,0 r
(9)
4,0 r
(4)
3,0
r (4)2,0 r
(9)
2,0 r
(2)
4,0 r
(4)
4,0
.
We give B′1, B
′
2, B
′
3 in Fig. 12.
By close inspection, it can be seen from Fig. 12 that each row and column of the B′i is equitable. Thus R
′′
i is both row and
column equitable.
Case 3. r = 5.
We represent the 5× 9 array Bi as follows:
Bi =
r (1)1,0 r
(2)
1,0 r
(3)
1,0 r
(4)
1,0 r
(5)
1,0 r
(6)
1,0 r
(7)
1,0 r
(8)
1,0 r
(9)
1,0
r (1)2,0 r
(2)
2,0 r
(3)
2,0 r
(4)
2,0 r
(5)
2,0 r
(6)
2,0 r
(7)
2,0 r
(8)
2,0 r
(9)
2,0
r (1)3,0 r
(2)
3,0 r
(3)
3,0 r
(4)
3,0 r
(5)
3,0 r
(6)
3,0 r
(7)
3,0 r
(8)
3,0 r
(9)
3,0
r (1)4,0 r
(2)
4,0 r
(3)
4,0 r
(4)
4,0 r
(5)
4,0 r
(6)
4,0 r
(7)
4,0 r
(8)
4,0 r
(9)
4,0
r (1)5,0 r
(2)
5,0 r
(3)
5,0 r
(4)
5,0 r
(5)
5,0 r
(6)
5,0 r
(7)
5,0 r
(8)
5,0 r
(9)
5,0
.
We rearrange Bi into a 9× 5 array as follows.
r (1)1,0 r
(8)
1,0 r
(1)
3,0 r
(6)
3,0 r
(8)
3,0
r (1)2,0 r
(6)
1,0 r
(1)
4,0 r
(6)
4,0 r
(8)
4,0
r (8)2,0 r
(6)
2,0 r
(1)
5,0 r
(6)
5,0 r
(8)
5,0
r (3)1,0 r
(7)
1,0 r
(3)
3,0 r
(5)
3,0 r
(7)
3,0
r (3)2,0 r
(5)
1,0 r
(3)
4,0 r
(5)
4,0 r
(7)
4,0
r (7)2,0 r
(5)
2,0 r
(3)
5,0 r
(5)
5,0 r
(7)
5,0
r (2)1,0 r
(4)
1,0 r
(2)
3,0 r
(4)
3,0 r
(9)
3,0
r (2)2,0 r
(9)
1,0 r
(2)
4,0 r
(4)
4,0 r
(9)
4,0
r (4)2,0 r
(9)
2,0 r
(2)
5,0 r
(4)
5,0 r
(9)
5,0
.
We give B′1, B
′
2, B
′
3 in Fig. 13.
By close inspection, it can be seen from Fig. 13 that each row and column of the B′i is equitable. Thus R
′′
i is both row and
column equitable.
Case 4. r = 7.
We represent the 7× 9 array Bi as follows:
Bi =
r (1)1,0 r
(2)
1,0 r
(3)
1,0 r
(4)
1,0 r
(5)
1,0 r
(6)
1,0 r
(7)
1,0 r
(8)
1,0 r
(9)
1,0
r (1)2,0 r
(2)
2,0 r
(3)
2,0 r
(4)
2,0 r
(5)
2,0 r
(6)
2,0 r
(7)
2,0 r
(8)
2,0 r
(9)
2,0
r (1)3,0 r
(2)
3,0 r
(3)
3,0 r
(4)
3,0 r
(5)
3,0 r
(6)
3,0 r
(7)
3,0 r
(8)
3,0 r
(9)
3,0
r (1)4,0 r
(2)
4,0 r
(3)
4,0 r
(4)
4,0 r
(5)
4,0 r
(6)
4,0 r
(7)
4,0 r
(8)
4,0 r
(9)
4,0
r (1)5,0 r
(2)
5,0 r
(3)
5,0 r
(4)
5,0 r
(5)
5,0 r
(6)
5,0 r
(7)
5,0 r
(8)
5,0 r
(9)
5,0
r (1)6,0 r
(2)
6,0 r
(3)
6,0 r
(4)
6,0 r
(5)
6,0 r
(6)
6,0 r
(7)
6,0 r
(8)
6,0 r
(9)
6,0
r (1)7,0 r
(2)
7,0 r
(3)
7,0 r
(4)
7,0 r
(5)
7,0 r
(6)
7,0 r
(7)
7,0 r
(8)
7,0 r
(9)
7,0
.
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Fig. 12. The B′i arrays.
We rearrange Bi into a 9× 7 array as follows.
r (1)1,0 r
(8)
1,0 r
(6)
3,0 r
(1)
3,0 r
(1)
5,0 r
(6)
5,0 r
(8)
5,0
r (1)2,0 r
(6)
1,0 r
(6)
4,0 r
(8)
3,0 r
(1)
6,0 r
(6)
6,0 r
(8)
6,0
r (8)2,0 r
(6)
2,0 r
(1)
4,0 r
(8)
4,0 r
(1)
7,0 r
(6)
7,0 r
(8)
7,0
r (3)1,0 r
(7)
1,0 r
(5)
3,0 r
(3)
3,0 r
(3)
5,0 r
(5)
5,0 r
(7)
5,0
r (3)2,0 r
(5)
1,0 r
(5)
4,0 r
(7)
3,0 r
(3)
6,0 r
(5)
6,0 r
(7)
6,0
r (7)2,0 r
(5)
2,0 r
(3)
4,0 r
(7)
4,0 r
(3)
7,0 r
(5)
7,0 r
(7)
7,0
r (2)1,0 r
(4)
1,0 r
(9)
3,0 r
(2)
3,0 r
(2)
5,0 r
(4)
5,0 r
(9)
5,0
r (2)2,0 r
(9)
1,0 r
(9)
4,0 r
(4)
3,0 r
(2)
6,0 r
(4)
6,0 r
(9)
6,0
r (4)2,0 r
(9)
2,0 r
(2)
4,0 r
(4)
4,0 r
(2)
7,0 r
(4)
7,0 r
(9)
7,0
.
We give B′1, B
′
2, B
′
3 in Fig. 14.
By close inspection, it can be seen from Fig. 14 that each row and column of the B′i is equitable. Thus R
′′
i is both row and
column equitable. 
Lemma 11. Suppose s ≡ 2t, 4t, 5t, or 7t(mod 9t), where t = 1 or 2, 3 - s and s ≠ p or 2p for a prime p. If s ≥ 52when t = 1
and s ≥ 76 when t = 2, then there exists a 3-MOELR (9t, s2t ; 3s).
Proof. Let n = 3s = 3s1s2 where s1 ≥ 3 and s2 ≥ max{11, 9t}. Note that because s ≥ 52 when t = 1 and s ≥ 76 when
t = 2, we can always find such an s1 and s2. Then we can always write s so that Nmols (3s1) ≥ 3 and Nmols (s2) ≥ 3. Let
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Fig. 13. The B′i arrays.
A1, A2, A3 be 3-MOLS (s2) and let B1, B2, B3 be 3-MOLS (3s1). Let S1, S2, . . . , S3s1 , be a partition of a set of n symbols, where|Sj| = s2 for j = 1, 2, . . . , 3s1. Define Ai,j to be the ith Latin square of the set of 3-MOLS (s2) on symbol set Sj.
Define b′ = Bℓ[h, k] to be the [h, k]th entry of the ℓth Latin square of the set of 3-MOLS (3s1). To formMℓ for ℓ = 1, 2, 3,
replace Bℓ[h, k]with Aℓ,b′ for all h and k. To simplify notation, we can assume without loss that for some ℓ, we have
Bℓ =
2 3 4 · · · 1
...
...
...
. . .
...
3s1 1 2 · · · 3s1 − 1
1 2 3 · · · 3s1
.
ThenMℓ is:
Mℓ =
s2{
3s1  
Aℓ,2 Aℓ,3 · · · Aℓ,1
...
...
...
...
Aℓ,1 Aℓ,2 · · · Aℓ,3s1

3s1

s2
.
ThusM1,M2,M3 form 3-MOLS (n). Write n = 3s = 9ty+ r, for y ∈ Z, and 0 ≤ r < 9t . Note that because s ≡ 2t, 4t, 5t,
or 7t(mod 9t), we have r = 3t or 6t . For ℓ = 1, 2, 3, formRℓ from Mℓ as follows. Move the rows over to the right 9t at a
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Fig. 14. The B′i arrays.
Fig. 15. FormingRℓ fromMℓ .
Fig. 16. Array X fromRℓ .
time. BecauseMℓ is a (9ty+ r)× 3s array, we have thatRℓ is made up of y 9t × 3s arrays followed by one r × 3s array. Let
X denote the r × 3s array. We illustrate the formation ofRℓ fromMℓ in Fig. 15. The part ofRℓ labeled Y has 3ys columns.
So we need to have s
2
t − 3ys = s( st − 3y)more columns which we will form from X .
We must rearrange X from an r × 3s array into a 9t × s( st − 3y) array soRℓ will be a 9t × (3ys+ s( st − 3y)) or a 9t × s2
array. Because r = 3t or 6t we can divide X into 3 parts, X1, X2, X3, as displayed in Fig. 16.
Notice that each r× s2 sub-array is part of a Latin square of order s2 on a different symbol set. We rearrange X differently,
depending on if r = 3t or 6t .
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Case 1. r = 3t .
In this case, we have that s( st − 3y) = s. Denote X ′ as the following 9t × s array:
X ′ =
X1
X2
X3
.
For ℓ = 1, 2, 3, defineR′ℓ as follows:
R′ℓ = Rℓ\X X ′ .
Because we move eachR′ℓ in the same manner, orthogonality holds. Now we show equitability holds across the rows.
Each symbol occurs 0 or 1 time in X ′, and thus each symbol occurs y or y + 1 times in each row of R′ℓ. Note that
y = n−r9t = n−3t9t = s−t3t = ⌊ s3t ⌋ and y + 1 = n−r9t + 1 = s+2t3t = ⌈ s3t ⌉. We also have that ⌊ s3t ⌋ = ⌊ s
2
3ts⌋ = ⌊ bn⌋ and
⌈ s3t ⌉ = ⌈ s
2
3ts⌉ = ⌈ bn⌉. Thus equitability holds in each row.
Because s ≥ 52 when t = 1 and s ≥ 76 when t = 2, we have s2 > 9t , and thus each symbol is distinct down every
column. Thus each symbol occurs
 a
n
 = 0 or  an = 1 time in each column ofR′ℓ, and equitability holds in each column.
Case 2. r = 6t .
In this case s( st − 3y) = 2s. Divide X1, X2, and X3 into 2 parts: X1,1 and X1,2; X2,1 and X2,2; X3,1 and X3,2; where for
i = 1, 2, 3. We denote
Xi,1 = Rows 1, 2, . . . , 3t of Xi and
Xi,2 = Rows 3t + 1, 3t + 2, . . . 6t of Xi.
Define X ′ as the following 9× 2s array:
X ′ =
X1,1 X2,1
X1,2 X3,2
X3,1 X2,2
.
For ℓ = 1, 2, 3, defineR′ℓ as follows:
R′ℓ = Rℓ\X X ′ .
Because we move eachR′ℓ in the same manner, orthogonality holds. Now we show equitability holds across the rows.
In each 1× 2 sub-array of X ′, we have
Xi1,j1 Xi2,j2 .
Because i1 ≠ i2 in each sub-array, it follows that each entry is unique across every row. Therefore each symbol occurs y or
y+ 1 times in each row ofR′ℓ. Note that y = n−r9t = n−6t9t = s−2t3t = ⌊ s3t ⌋ and y+ 1 = n−r9t + 1 = s+t3t = ⌈ s3t ⌉.We also have
that ⌊ s3t ⌋ = ⌊ s
2
3ts⌋ = ⌊ bn⌋ and ⌈ s3t ⌉ = ⌈ s
2
3ts⌉ = ⌈ bn⌉. Thus equitability holds in each row.
In each 3× 1 sub-array of X ′, we have
Xi1,j1
Xi2,j2
Xi3,j3
.
Because s ≥ 52 when t = 1 and s ≥ 76 when t = 2, we have s2 > 9t . It is easy to see that each symbol is distinct if i1 ≠ i2.
However, if i1 = i2, then j1 ≠ j2, so it is clear that each symbol is distinct down the columns. Thus each symbol occurs
⌊ an⌋ = 0 or ⌈ an⌉ = 1 time in each column ofR′ℓ, thus equitability holds in each column. 
The next result is very similar to Lemma 11. It is tailored to the case a = 36.
Lemma 12. Let n = 6s, where s ≡ 5, 7, 11, 13, 17, 19, 23, 25, 29 or 31(mod 36), and s ≠ p for a prime p. Then there exists a
3-MOELR (36, s2; n), for all s ≥ 185.
Proof. Let n = 6s = 6s1s2 where s1 ≥ 2 and s2 > 36. Because s ≥ 185, we can always find such an s1 and s2. Then we can
always write s so that Nmols (6s1) ≥ 3 and Nmols (s2) ≥ 3. Let A1, A2, A3 be 3-MOLS (s2) and let B1, B2, B3 be 3-MOLS (6s1).
Let S1, S2, . . . , S6s1 , be a partition of a set of n symbols, where |Sj| = s2 for j = 1, 2, . . . , 6s1. Define Ai,j to be the ith Latin
square of the set of 3-MOLS (s2) on symbol set Sj.
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Define b′ = Bℓ[h, k] to be the [h, k]th entry of the ℓth Latin square of the set of 3-MOLS (6s1). To formMℓ for ℓ = 1, 2, 3,
replace Bℓ[h, k]with Aℓ,b′ for all h and k. To simplify notation, we can assume without loss that for some ℓ, we have
Bℓ =
2 3 4 · · · 1
...
...
...
. . .
...
6s1 1 2 · · · 6s1 − 1
1 2 3 · · · 6s1
.
ThenMℓ is:
Mℓ =
s2{
6s1  
Aℓ,2 Aℓ,3 · · · Aℓ,1
...
...
...
...
Aℓ,1 Aℓ,2 · · · Aℓ,6s1

6s1

s2
.
Thus M1,M2,M3 form 3-MOLS (n). Write n = 6s = 36y + r, for y ∈ Z, and 0 ≤ r < 36. Note that because
s ≡ 5, 7, 11, 13, 17, 19, 23, 25, 29, or 31(mod 36), we have r = 6 or 30. For ℓ = 1, 2, 3, form Rℓ from Mℓ as follows.
Move the rows over to the right 36 at a time. BecauseMℓ is an (36y+ r)× 6s array, we have thatRℓ is made up of y 36× 6s
arrays followed by one r × 6s array. Let X denote the r × 6s array. The formation ofRℓ fromMℓ is similar to the illustration
given in Fig. 15. The part ofRℓ labeled Y has 6ys columns. So we need to have s2 − 6ys = s(s − 6y)more columns which
we will form from X .
We must rearrange X from an r × 6s array into a 36× s(s− 6y) array soRℓ will be a 36× (6ys+ s(s− 6y)) or a 36× s2
array. Because r = 6 or 30, we can divide X into 6 parts, X1, X2, X3, X4, X5, X6, similar to what is illustrated in Fig. 16. Notice
that each r×s2 sub-array is part of a Latin square of order s2 on a different symbol set.We rearrange X differently, depending
on if r = 6 or 30.
Case 1. r = 6.
In this case s(s− 6y) = s. Denote X ′ as the following 36× s array:
X ′ =
X1
X2
X3
X4
X5
X6
.
For ℓ = 1, 2, 3, defineR′ℓ as we did in Lemma 11. Because wemove eachR′ℓ in the samemanner, orthogonality holds. Now
we show equitability holds across the rows.
Each symbol occurs 0 or 1 time in each row of each row of X ′, and thus each symbol occurs y or y+ 1 times in each row
ofR′ℓ. Note that y = ⌊ s6⌋ and y+ 1 = ⌈ s6⌉.We also have that ⌊ s6⌋ = ⌊ s
2
6s⌋ = ⌊ bn⌋ and ⌈ s6⌉ = ⌈ s
2
6s⌉ = ⌈ bn⌉. Thus equitability
holds in each row.
Earlier we stated each r×s2 array of X is on a different symbol set. It follows that each symbol occurs
 a
n
 = 0 or  an = 1
time in each column ofR′ℓ, thus equitability holds in each column.
Case 2. r = 30.
In this case s(s − 6y) = 5s. Divide X1, X2, X3, X4, X5 and X6 into 5 parts: X1,1, . . . , X1,5; X2,1, . . . , X2,5; X3,1, . . . , X3,5;
X4,1, . . . , X4,5; X5,1, . . . , X5,5; X6,1, . . . , X6,4 and X6,5, where for each i = 1, 2, 3, 4, 5, 6 we denote
Xi,1 = Rows 1, 2, 3, 4, and 5 of Xi,
Xi,2 = Rows 6, 7, 8, 9, and 10 of Xi,
Xi,3 = Rows 11, 12, 13, 14, and 15 of Xi,
Xi,4 = Rows 16, 17, 18, 19, and 20 of Xi,
Xi,5 = Rows 21, 22, 23, 24, and 25 of Xi,
Xi,6 = Rows 26, 27, 28, 29, and 30 of Xi.
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Denote X ′ as the following 36× 5s array:
X ′ =
X1,1 X2,1 X3,1 X4,1 X5,1
X1,2 X3,2 X4,2 X5,2 X6,1
X1,3 X2,2 X4,3 X5,3 X6,2
X1,4 X2,3 X3,3 X5,4 X6,3
X1,5 X2,4 X3,4 X4,4 X6,4
X2,5 X3,5 X4,5 X5,5 X6,5
.
For ℓ = 1, 2, 3, defineR′ℓ as in the previous case. Because wemove eachR′ℓ in the samemanner, orthogonality holds. Now
we show equitability holds across the rows.
In each 1× 5 sub-array of X ′, we have
Xi1,j1 Xi2,j2 Xi3,j3 Xi4,j4 Xi5,j5 .
Because it ≠ ik for all t, k = 1, 2, 3, 4, 5 and t ≠ k in each sub-array, it follows that each entry is unique across every row.
Therefore each symbol occurs y or y + 1 times in each row ofR′ℓ. Note that y = ⌊ s6⌋ and y + 1 = ⌈ s6⌉.We also have that
⌊ s6⌋ = ⌊ s
2
6s⌋ = ⌊ bn⌋ and ⌈ s6⌉ = ⌈ s
2
6s⌉ = ⌈ bn⌉. Thus equitability holds in each row.
In each 6× 1 sub-array of X ′, we have
Xi1,j1
Xi2,j2
Xi3,j3
Xi4,j4
Xi5,j5
Xi6,j6
.
If i1 = i2, then j1 ≠ j2, so it is clear that each symbol is distinct down the columns. Thus each symbol occurs ⌊ an⌋ = 0 or⌈ an⌉ = 1 time in each column ofR′ℓ, thus equitability holds in each column. 
6. Main theorem
In this section we provide the results used to prove the main theorem.
Lemma 13. If n2 = ab and gcd(n, 6) = 1, then Nmoelr (a, b; n) ≥ 3.
Proof. Without loss, assume a ≤ b. If n is a prime power, then apply Corollary 4. Otherwise n is a product of prime powers
not involving 2 or 3. Let h = gcd(a, n) and k = nh . Then by Lemma 7 we have k|b. Because h and k are both products of
prime powers greater than 3, we will never have h or k = 2, 3, 6, or 10. Thus Nmols (h) and Nmols (k) ≥ 3, and wemay apply
Lemma 6. 
Lemma 14. If n2 = ab and gcd(n, 3) = 1, then Nmoelr (a, b; n) ≥ 3, except possibly when (a, b) ∈ {(2, 50), (49, 100)} or
a = 100 and gcd(100, n) = 10.
Proof. If n is odd, apply Lemma 13. If n is a prime power, then apply Corollary 4. Thus, assume n is even, 3 - n, and a ≤ b.
If gcd(a, n) ≠ 2 or 10, then let g = gcd(a, n) and k = ng . Thus Nmols (g) ≥ 3 and Nmols (k) ≥ 3 unless k = 2 or 10.
Furthermore, g|a and k|b by Lemma 7, so we may apply Lemma 6 with h = g to obtain a 3-MOELR (a, b; n) if k ≠ 2 or 10.
If k = 2, then n = 2g . In this case, a = g or a = gq where q|g , and q ≥ 4. However, if a = gq, then a > n so we need not
consider this case. If a = g , then a|n, so we may apply Lemma 3. If k = 10, then n = 10g . In this case, a = g or a = gq
where q|g . Again, if a = g then a|n so we may apply Lemma 3. If a = gq, then a < n only if q < 10, i.e. q = 7. Here we have
n = 2 · 5 · 7 · g7 , a = 7g and b = 4 · 25 · g7 . If g ≠ 7, then we may apply Lemma 6 with h = 7 and k = 10 · g7 . If g = 7, then
we have the open case (a, b) = (49, 100).
If gcd(a, n) = 10 and a|n, then apply Lemma 3.
If gcd(a, n) = 10 and a - n, then we must have n = 2 · 5pa22 · · · paee where p2, . . . , pe are all primes and a2, . . . , ae are
non-negative integers; and a = 20, 50, or 100. If a = 20, then b = 5p2a22 · · · p2aee . Write n = 2swhere s = 20y+ r for some
y ∈ Z and 0 ≤ r < 20. Let q = pa22 · · · paee . Because q is odd, q ≡ 1 or 3(mod 4). Thus, s = 5q ≡ 5 or 15(mod 20); and
so r = 5 or 15. Furthermore s|b so we may apply Lemma 9 with a = 20 and t = 2 for all s > 20. If s = 5, then a > b so
we need not consider this case. If s = 15, then we obtain a 3-MOELR (20, 45; 30) by applying Lemma 5 with t = 5 and a
3-MOELR (4, 9; 6)which is given in Example 1. If a = 50, then let h = 5 and k = 2pa22 · · · paee . Here b = 2p2a22 · · · p2a2e , so k|b.
Thus we may apply Lemma 6. If a = 100, then we have open cases.
If gcd(a, n) = 2 and a|n, then we may apply Lemma 3, unless a = 2 and n = 10 where it is not known if 3-MOLS (10)
exist. This is the open case (a, b) = (2, 50) to the lemma. If gcd(a, n) = 2 and a - n, then we must have n = 2swhere s is a
product of prime powers not involving 2 or 3, and a = 4. Write s = 4y+ r for some y ∈ Z and 0 ≤ r < 4. Because s is odd,
r = 1 or 3. Thus we may apply Lemma 9 with a = 4 and t = 2 for all s > 4. If s = 1, then a > b and we need not consider.
If s = 3, then a 3-MOELR (4, 9; 6)was given in Example 1. 
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Lemma 15. If n2 = ab and n is odd, then Nmoelr (a, b; n) ≥ 3, except possibly when (a, b) ∈ {(9, 25), (9, 49), (9, 625),
(9, 1225), (9, 2401)}
Proof. If gcd(n, 3) = 1, then apply Lemma 14. If n is a power of a prime, then apply Corollary 4. Otherwise 3|n and without
loss, assume a ≤ b.
Let g = gcd(a, n), and k = ng . Then by Lemma 7, we have k|b. If g ≠ 3, then Nmols (g) ≥ 3, and Nmols (k) ≥ 3 unless
k = 3. Thus, if g ≠ 3 and k ≠ 3, we may apply Lemma 6 with h = g to obtain a 3-MOELR (a, b; n). If g ≠ 3 and k = 3, then
n = 3g . In this case a = g or a = gq where q|g and q ≥ 5. However if a = gq, then a > n and we need not consider the
case. Thus, a = g and so a|n; we may apply Lemma 3.
If g = 3 and a|n, then apply Lemma 3.
If g = 3 and a - n, then we must have n = 3s where s is a product of prime powers not involving 2 or 3. Write
s = 9y + r for some y ∈ Z and 0 ≤ r < 9. Because s ≢ 0(mod 3) we have r = 1, 2, 4, 5, 7, or 8. If s > 9 and r = 1
or 8, then apply Lemma 9 with a = 9 and t = 3. Suppose r = 2, 4, 5, or 7. Because s is odd, we will never have s = 2p
where p is prime. If s ≠ p and s ≥ 52, then apply Lemma 11 with t = 1. If s = p, then apply Lemma 10 for all s > 9.
If s = 5 or 7, then we have the open cases (a, b) ∈ {(9, 25), (9, 49)}. If s = 25, 35, or 49, then we have the open cases
(a, b) ∈ {(9, 625), (9, 1225), (9, 2401)}. 
Lemma 16. If n2 = ab and 6|n, then Nmoelr (a, b; n) ≥ 3 except possibly when (a, b) is one of the following:
(2, 18) (18, 32) (18, 2048) (36, 2209) (36, 9025) (36, 22201)
(8, 18) (18, 50) (18, 2312) (36, 2401) (36, 9409) (36, 22801)
(9, 16) (18, 98) (27, 300) (36, 2809) (36, 10201) (36, 24025)
(9, 196) (18, 128) (36, 49) (36, 3025) (36, 10609) (36, 24649)
(9, 256) (18, 200) (36, 121) (36, 3481) (36, 12769) (36, 25921)
(9, 400) (18, 242) (36, 169) (36, 3721) (36, 13225) (36, 26569)
(9, 484) (18, 338) (36, 289) (36, 4225) (36, 14161) (36, 27889)
(9, 1024) (18, 512) (36, 361) (36, 4489) (36, 14641) (36, 28561)
(9, 1156) (18, 800) (36, 529) (36, 5929) (36, 15625) (36, 29929)
(9, 1444) (18, 968) (36, 625) (36, 6241) (36, 16129) (36, 30625)
(9, 1600) (18, 1058) (36, 841) (36, 6889) (36, 17161) (81, 100)
(9, 2500) (18, 1250) (36, 961) (36, 7225) (36, 17689)
(9, 2704) (18, 1682) (36, 1681) (36, 7921) (36, 18769)
(12, 27) (18, 1922) (36, 1849) (36, 8281) (36, 19321)
or
a = 9, b = 4p2, p prime;
a = 18, b = 2p2, p prime;
a = 36, b = p2, p prime;
a = 100 and gcd(100, n) = 10.
Proof. Let 6|n, and without loss assume a ≤ b. Let g = gcd(a, n) and k = ng . Then by Lemma 7, k|b.
Case 1. gcd(a, n) ≠ 2, 3, 6, or 10.
Case 1.1. k ≠ 2, 3, 6, or 10.
If k ≠ 2, 3, 6, or 10, then Nmols (g) ≥ 3 and Nmols (k) ≥ 3, and we may apply Lemma 6 with h = g to obtain a
3-MOELR (a, b; n).
Case 1.2. k = 2.
In this case, n = 2g where 3|g , and a = g or a = gqwhere q|g and q > 2. If a = g , then a|n, so we may apply Lemma 3.
If a = gq, then a > n, so we need not consider this case.
Case 1.3. k = 3.
If k = 3, then n = 3g and a = g or a = gqwhere q|g . We only have a < n if q = 2. In this case, n = 3 · 2( g2 ), a = 2 · 2( g2 )
and b = 9 · g2 . There exists a 3-MOELR (4, 9; 6), so apply Lemma 5 with t = g2 to obtain a 3-MOELR (4 · g2 , 9 · g2 ; 6 · g2 )when
g
2 ≠ 1, 2, 3, 6, or 10, i.e. g ≠ 2, 4, 6, 12, or 20. We know g ≠ 2 or 6. If g = 4, then we have the open case (a, b) = (8, 18).
If g = 12, then (a, b) = (24, 54). For this we apply Lemma 6 with h = 4 and k = 9. If g = 20, then (a, b) = (40, 90), and
we may apply Lemma 6 with h = 4 and k = 15.
Case 1.4. k = 6.
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In this case, n = 6g and a = g or a = gqwhere q|g , but 2 - q and 3 - q. Hence a < n only if q = 5. If q = 5, then we must
have n = 6 · 5 · g5 , a = 5g , and b = 36 · g5 . If g ≠ 5, then we may apply Lemma 6 with h = 5 and k = 6 · g5 . If g = 5, then
we have a 4-MOELR (25, 36; 30) by Example 3.
Case 1.5. k = 10.
In this case n = 10g where 3|g , and a = g or a = gq where q|g but 2 - q and 5 - q. Hence a < n when q = 3, 7,
or 9. If q = 3, then a = 3g, n = 10g, and b = 100 · g3 but 3|g implies a = 9s, n = 30s, and b = 100s where g = 3s.
Because there exists a 4-MOELR (9, 100; 30) by Example 4, we apply Lemma 5 with t = s, s ≥ 4 and s ≠ 6 or 10 to obtain
a 3-MOELR (9s, 100s; 30s). If s = 1, we already stated there exists a 4-MOELR (9, 100; 30). If s = 2 or 3, then we have the
open cases (a, b) = (18, 200) and (27, 300) respectively. If s = 6, then apply Lemma 6 with h = 9 and k = 20; and if
s = 10, apply Lemma 6with h = 15 and k = 20. If q = 7, then wemust have n = 10 ·7 · g7 , a = 7g , and b = 100 · g7 . We will
never have g = 7 because 3|g . Therefore we may apply Lemma 6 with h = 7 and k = 10 · g7 . If q = 9, then n = 10 · 9 · g9 ,
a = 9g , and b = 100 · g9 . If g ≠ 9, then we may apply Lemma 6 with h = 9 and k = 10 · g9 . If g = 9, then (a, b) = (81, 100)
is an open case.
Case 2. gcd(a, n) = 2.
If g = 2 and a|n, then we may apply Lemma 3 unless a = 2 and n = 6 where 3-MOLS (6) do not exist. This is the open
case (a, b) = (2, 18) to the lemma.
If g = 2 and a - n, then we must have n = 2s where s is an odd product of prime powers involving 3, and a = 4. Write
s = 4y+ r for some y ∈ Z and 0 < r < 4. Because s is odd, r = 1 or 3. Thus, we may apply Lemma 9 with a = 4 and t = 2
for all s > 4. If s = 3, then n = 6 and a 3-MOELR (4, 9; 6) is given in Example 1.
Case 3. gcd(a, n) = 3.
If g = 3 and a|n, then we may apply Lemma 3 unless a = 3 and n = 6 where 3-MOLS (6) do not exist. In this case, a
3-MOELR (3, 12; 6) is given in Example 2.
If g = 3 and a - n, then we must have n = 3s where s is a product of even prime powers not involving 3, and a = 9.
Write s = 9y + r for some y ∈ Z and 0 < r < 9. Because s ≢ 0(mod 3), we have r = 1, 2, 4, 5, 7, or 8. If s > 10 and
r = 1 or 8, then apply Lemma 9 with t = 3. Suppose r = 2, 4, 5, or 7. Because s is even, we will never have s = p for a
prime p. If s ≠ 2p and s ≥ 52, then we may apply Lemma 11 with t = 1. If s ≠ 2p and s < 52, then we have the open cases
(a, b) ∈ {(9, 256), (9, 400), (9, 1024), (9, 1600)}.
If s = 10, then a 3-MOELR (9, 100; 30) exists by Example 4. If s = 2p and p ≠ 5, then we have open cases (a, b) =
(9, s2) = (9, 4p2) for a prime p. Thus if s = 2p and s < 52, then we have the open cases (a, b) ∈ {(9, 16), (9, 196), (9, 484),
(9, 1156), (9, 1444), (9, 2500)}
Case 4. gcd(a, n) = 6.
If g = 6 and a|n, then we may apply Lemma 3 unless a = n = 6 where 3-MOLS (6) do not exist.
If g = 6 and a - n, then we must have n = 6swhere s is a product of prime powers not involving 2 or 3, and a = 12, 18,
or 36.
Suppose a = 12 and n = 2s1 where s1 = 3s. Write s1 = 12y+ r for some y ∈ Z and 0 < r < 12. Because s1 is odd and
s1 ≡ 0(mod 3), we have r = 3, 9(mod 12). Thus we may apply Lemma 9 with t = 2 for all s1 > 12. If (s1, n) = (9, 18),
then we get the open case (a, b) = (12, 27). If (s1, n) = (3, 6), then a > b and we need not consider this case.
Suppose a = 18 and n = 3s1 where s1 = 2s. Write s1 = 18y+ r for some y ∈ Z and 0 < r < 18. Because s1 ≢ 0(mod 3)
and s1 is even, we have that r = 2, 4, 8, 10, 14, or 16. If r = 2 or 16, and s1 > 18, then we may apply Lemma 9 with a = 18
and t = 3. If (s1, n) = (2, 6), then a > b, so we need not consider this case. If (s, n) = (16, 48), then we have the open
case (a, b) = (18, 128). Suppose r = 4, 8, 10, or 14. Because s1 is even, we will never have s1 = p for some prime p. If
s1 ≠ 2p, then we may apply Lemma 11 with t = 2 for all s1 ≥ 76. If s1 < 76 and s1 ≠ 2p, then we have the open cases
(a, b) ∈ {(18, 32), (18, 512), (18, 800), (18, 968), (18, 1250), (18, 2048), (18, 2312)}.
If (s1, n) = (4, 12), then a > b, so we need not consider this cases. If s1 = 2p, then we have the open cases (a, b) =
(18, s
2
2 ) = (18, 2p2) for a prime p. Thus if s1 = 2p and s1 < 76, then we have the open cases (a, b) ∈ {(18, 50), (18, 98),
(18, 242), (18, 338), (18, 1058), (18, 1682), (18, 1922)}.
Suppose a = 36 and n = 6s. Write s = 36y + r for some y ∈ Z and 0 < r < 36. Because s is odd and s ≢ 0(mod 3),
we have r = 1, 5, 7, 11, 13, 17, 19, 23, 25, 29, 31, or 35. If r = 1 or 35, then we apply Lemma 9 with t = 6 for all s > 36.
Suppose r = 5, 7, 11, 13, 17, 19, 23, 25, 29, or 31. If s is not prime, then we may apply Lemma 12 for all s ≥ 185. If s is not
prime and s < 185 then we have the following open cases:
(36, 625) (36, 4225) (36, 8281) (36, 14161) (36, 17689) (36, 28561)
(36, 2401) (36, 5929) (36, 9025) (36, 14641) (36, 24025) (36, 30625)
(36, 3025) (36, 7225) (36, 13225) (36, 15625) (36, 25921).
If s = p, then we have the open cases (a, b) = (36, s2) = (36, p2) for a prime p. If (s, n) = (5, 30), then a > b and we
need not consider. Thus if s ≠ 5 is prime and s < 185, then we have the following open cases:
(36, 49) (36, 841) (36, 3481) (36, 9409) (36, 18769) (36, 27889)
(36, 121) (36, 961) (36, 3721) (36, 10201) (36, 19321) (36, 29929)
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(36, 169) (36, 1681) (36, 4489) (36, 10609) (36, 22201)
(36, 289) (36, 1849) (36, 6241) (36, 12769) (36, 22801)
(36, 361) (36, 2209) (36, 6889) (36, 16129) (36, 24649)
(36, 529) (36, 2809) (36, 7921) (36, 17161) (36, 26569).
Case 5. gcd(a, n) = 10.
If g = 10 and a|n, then we may apply Lemma 3.
If g = 10 and a - n, then we must have n = 2 · 5 · 3a2pa33 · · · paee where p3, . . . , pe are all primes not involving 2, 3, or 5
and a2, . . . , ae are non-negative integers; and a = 20, 50, or 100.
If a = 20, then b = 5 · 32a2p2a33 · · · p2aee . Write n = 2s where s = 20y + r for some y ∈ Z and 0 < r < 20. Let
q = 3a2pa33 · · · paee . Because q is odd, q ≡ 1 or 3(mod 4). Thus s = 5q ≡ 5 or 15(mod 20); and so r = 5 or 15. Furthermore,
s|b, so we may apply Lemma 9 with a = 20 and t = 2 for all s > 20. If s < 20, then we must have s = 15. This corresponds
to the case (a, b) = (20, 45). Here we apply Lemma 5 with t = 5 because there exists a 3-MOELR (4, 9; 6).
If a = 50, then let h = 5 and k = 2 · 3a2pa33 · · · paee . Here b = 2 · 32a2p2a33 · · · p2aee , so k|b. Thus we may apply Lemma 6.
When a = 100 and gcd(100, n) = 10 we have open cases. 
Suppose n = pa10 pa11 · · · patt where p0 < p1 < · · · < pt are all prime. Without loss of generality, we can assume a ≤ b, for
if a > b, then we could apply Lemma 1. So because we assume a ≤ b and n2 = ab, we need only consider a such that a ≤ n.
If n = paii , then apply Corollary 4. If pi ≠ 2 or 3 for any i, then apply Lemma 13. If p0 = 2 and pi ≠ 3 for any i, then apply
Lemma 14. If p0 = 3 and pi ≠ 2, then apply Lemma 15. Finally if p0 = 2 and p1 = 3, then apply Lemma 16.
By combining the results from the above lemmas, if n ≥ 1110 we can construct a 3-MOELR (a, b; n) for all a and b such
that n2 = abwith open cases only when a = 9, 18, 36, or 100. Notice that we can often get more than 3, but we are always
guaranteed to get 3. Thus we have the main theorem stated in the Introduction.
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