A new method for unconstrained optimization in •" is presented. This method reduces the dimension of the problem in such a way that it can lead to an iterative approximate formula for the computation of (n -1) components of the optimum while its remaining component is computed separately using the final approximations of the other components. It converges quadratically to a local optimum and it requires storage of order (n -1) × (n -1). Besides, it does not require a good initial guess for one component of the optimum and it does not directly perform gradient evaluations; thus it can be applied to problems with imprecise gradient values.
Introduction
There are a large variety of methods for unconstrained optimization of functions, f:~ ~ ~" ~ ~, (1.1) which require precise function and gradient values. However, in many optimization problems of practical interest the values of the objective functions and the corresponding gradients are known only imprecisely. For example, when the function and gradient values depend on the results of numerical simulations, then it may be difficult or impossible to obtain very precise values. Or, in other cases, it may be necessary to integrate numerically a system of differential equations in order to obtain a function value, so that the precision of the computed value is limited [11] .
Recently, new methods have been proposed [6] [7] [8] [9] for the numerical solution of a system of nonlinear algebraic and/or transcendental equations:
F(x) = 0" = (0, 0 .... ,0), (1.2) where F = (fl, ..-,f,): ~ = ~" ~ ~" is a continuously differentiable mapping in an open neighborhood 9" = ~ of a solution x* ~ ~ of system (1.2). These methods incorporate the advantages of Newton and nonlinear SOR algorithms [14] . Specifically, although these methods use reduction to simpler one-dimensional nonlinear equations, they converge quadratically.
In this paper, we derive and apply a new iterative procedure for the computation of an unconstrained optimum of functions (1.1). This method is based on the methods studied in [6] [7] [8] [9] and it incorporates the advantages of Newton and SOR algorithms. Although this new procedure uses reduction to simpler one-dimensional nonlinear equations, it generates a quadratically converging sequence of points in ~"-1 which converges to the n -1 components of the optimum while the remaining component of the optimum is evaluated separately using the final approximations of the others. For this component an initial guess is not necessary and it is at the user's disposal to choose which will be the remaining component, according to the problem. Also this method does not directly need any gradient evaluation and it compares favorably with quadratically convergent optimization methods.
In the next section the dimension-reducing optimization method is presented, its convergence is studied and the corresponding algorithm is proposed. In Section 3 we perturb the matrix obtained by the dimension-reducing procedure in order to transform it into a symmetric as well as into a diagonal one and we study the convergence of the produced scheme. In Section 4 we present the dimension-reducing optimization method utilizing finite difference approximations. Finally, we give numerical applications and some concluding remarks.
The dimension-reducing optimization method and its convergence
Notation. Throughout To obtain a sequence {xP}, p = 0, 1,..., of points in •" which converges to a local optimum (critical) point x* = (x~', ..., x*) ~ ~ of the function (1.1), we consider the sets ~i, i = 1, ..., n, to be those connected components ofgF 1 (0) containing x* on which d,gi # 0, for i = 1,..., n respectively. Next, applying the Implicit Function Theorem [14] for each one of the components g~, i = 1, ..., n, we can find open neighborhoods d~' ~ ~,-1 and ~¢*.i ~ R, i = 1 ..... n, of the points y* = (x* ..... x,*_ 1) and x,* respectively, such that for any y = (xl, ..., x,-1) ~ A~" there exist Next, working exactly as in [7] , we utilize Taylor's formula to expand the ~oi(y), i = 1 .... , n, about yP. By straightforward calculations, we can obtain the following iterative scheme for the computation of the n -1 components of x*: Next, we give a proof of convergence of the dimension-reducing optimization method (2.4). Proof. The determinant of the matrix A., obtained from the matrix Ap of(2.6) at x*, can be written as follows:
Now, since the Hessian of f at x* is nonsingular then obviously Ap Consequently, by the well-known Newton's convergence theorem [13] for an initial guess yO sufficiently close to y*, the iterations yP, p = 0, 1,..., of (2.4) converge to y* and the order of convergence is two. Suppose now that for some p, for example p = m, we obtain y" = y*. Then, relation (2. We can use any one of the well-known one-dimensional methods [14] to solve the above equations. Here we employ a modified bisection method described in [17, 18] . According to these, for the computation of a root of the equation O(x) = 0, where ~: [a, b] = ~ --* ~ is continuous, we can use the bisection method which has been modified to the following version:
where x°= a, q = sgn~(a)(b-a) and where sgn defines the well-known sign function. This method computes with certainty a root when sgn ~k(x °) sgn ~(x p) = -1 (see [19] for extensions). It is evident from (2.16) that the only computable information required by the bisection method is the algebraic signs of the function ft. We use this method since it is a global convergence method, it always converges within the given interval and it is optimal [16], in the sense that it possesses asymptotically the best rate of convergence. Besides, the number of the iterations v, which are required to obtain an approximate root r* such that ]r -r*l ~< 6 for some 6 ~ (0, 1), is given by v = l-log2 ((b -a)3-~)-], where the notation [-'7 refers to the smallest integer not less than the real number quoted. Moreover, it is the only method that can be applied to problems with imprecise function values. This procedure has been efficiently implemented for the computation of all the zeros and extrema of a function [10] .
The proposed method is illustrated in the following algorithm in pseudo-code where g =(gl,g2
.... ,gn) indicates the gradient of the objective function, x ° the starting point, a = (aa, a2,..., a,), b = (b~, b2,. .. , bn) indicate the endpoints in each coordinate direction which are used for the one-dimensional bisection (2.16), 6 the predetermined accuracy for applying the procedure (2.16), MIT the maximum number of iterations required and el, e2 the predetermined desired accuracies. 
Algorithm 1. Dimension-Reducing Optimization (DROPT)
for all i = 1, 2,..., n. If this is impossible, apply Armijo's method (see below) and go to
Step 4. 6. Compute the approximate solutions ri for all i = 1, 2,..., n of the equation
by applying the iterative scheme (2.16) in (aim, bint) within accuracy 6. Set x~,, = ri.
Set the elements of the matrix Ap of relation (2.6) using Xint instead of x.. Set the elements of the vector Vp of relation (2.7) using xi. The criterion in Step 5 ensures the existence of the solution ri which will be computed at Step 6. If this criterion is not satisfied we apply Armijo's method [-1, 20 ] for a few steps and then try again with our method. Our experience is that in many examples studied in various dimensions as well as for all the problems studied in this paper (see Section 5), the application of such a subprocedure is not necessary. We have merged it in our algorithm for completeness.
Based on this, we give the following subprocedure, where MAR is the maximum number of Armijo's iterations required, r/is an arbitrary assigned positive number and e the predetermined desired accuracy. In the case of the application of our method to imprecise problems, Algorithm 2 is replaced by other suitable algorithms as for example the corresponding one proposed in [20] .
A perturbed dimension-reducing optimization method
The proposed method computes any critical point x* off (minimum, maximum or saddle) and it minimizes it if the matrix Ap of (2.6) is symmetric and positive definite so that the critical point is a minimizer. In general this matrix is not symmetric. A case where it is symmetric is given by the following lemma: with Ai =(Ail,..., Ai,,-t). Now, by choosing ½n(n -1) arbitrary parameters A~j, i >j, and taking Finally, after a desired number of iterations of the above scheme, say p = m, the nth component of x* is approximated using relation (2.8).
Next, we give a proof of convergence of the perturbed dimension-reducing optimization method (3.5). Proof. Following the proof of Theorem 2.1, since the Hessian of f at x* is nonsingular then A r is also nonsingular at x*. Moreover, since relation (3.7) is fulfilled, then by the Banach Permutation Lemma [14] the matrix (A, + A) is also nonsingular.
Using the mapping (3.1) the scheme (3.5) can be written in the following form:
where W' denotes the corresponding Jacobian. Clearly, we have W' = (A. + A) which is nonsingular at x* and, consequently, by the well-known Newton's convergence theorem [13] , for an initial guess yO sufficiently close to y*, the iterations yP, p = 0, 1,..., of(3.5) converge to y* and the order of convergence is two. Suppose now that for some p, for example p = m, we obtain y" = y*. Then, relation (2.8) yields * (3.9)
x. "+ 1 = ~o.(y*) = x..
Thus the theorem is proved. []

A finite-difference derivative dimension-reducing optimization method
In this section we consider the dimension-reducing method for unconstrained optimization using finite difference gradients and Hessian. So, suppose that the function (1.1) is continuously differentiable in the open convex domain 9 c ~", x e 9, and let g(x) be Lipschitz continuous at x in the neighborhood 9. Assume x + he~ ~ 9, i = 1,..., n, for a small quantity h, where e/denotes the ith unit vector; then using forward finite differences we obtain
Furthermore, the Hessian H(x) can be approximated using only values of f(x). To this end, suppose that the previous conditions regarding f are satisfied and assume x, x + he~, x + hej, x + hei + hej ~ 9, 1 <<. i, j <<. n, then
For error estimates for these approximations see [-4 ]. Using the above approximations to (2.4) and (2.8) we propose the following iterative scheme for the computation of the n -1 components of an optimum x*: yp+I=yP+u;avp, The signs of the gradient which are required by our method are obtained by virtue of (4.1).
Numerical applications
The procedures described in this paper have been implemented using a new FORTRAN program named DROPT (Dimension-Reducing OPTimization). DROPT was tested on the University of Patras HP-715 system as well as on a PC IBM compatible with random problems of various dimensions. Our experience is that the algorithm behaved predictably and reliably and the results were quite satisfactory. Some typical computational results are given below. For the following problems, the reported parameters indicate: n dimension, x ° = (Xl, x2 ..... x,) starting point, h = (hi, h2, ..., h,) starting stepsizes in each coordinate direction, x*= (x~', x*, ..., x, ) approximate local optimum computed within an accuracy of e = 10-a, IT the total number of iterations required to obtain x*, FE the total number of function evaluations (including derivatives), ASG the total number of algebraic signs of the components of the gradient that are required for applying the iterative schemes (2.16).
In Tables 1-3 we compare the numerical results obtained, for various starting points, by applying Armijo's steepest descent method [1] as well as conjugate gradient methods and variable metric methods, with the corresponding numerical results of the method presented in this paper obtained on the University of Patras HP-715 system. The index e indicates the classical starting point. Furthermore, D indicates divergence or nonconvergence while FR, PR and BFGS indicate the corresponding results obtained by Fletcher-Reeves [15] , Polak-Ribiere [15] and Broyden-Fletcher-Goldfarb-Shanno (BFGS) [4] algorithms, respectively. Also we compare our method with well-known and efficient rootfinding methods such as Brown's method [3], a Brent-Gay modification of Brown's method, specifically the modification of Brown's method suggested by Brent [2] and followed by Gay (BBG) [5] , as well as with Brent and Choleski-Newton methods (CN) [15] . These root-finding methods as well as our method, for the examples examined below, are applied to the following system of equations:
where .f is the objective function.
Example 5.1 (Rosenbrock function [12] ). This example gives the optimum for the objective function f given by where Next, we apply our method using finite differences (FDDROPT) and we compare these results with the corresponding ones obtained by Brown, DROPT and BFGS methods without finite differences for various starting guesses. These results are shown in Table 4 .
Concluding remarks
This paper describes a new efficient numerical method for computing an unconstrained local optimum. This method rapidly minimizes general functions and it appears to be superior to other well-known optimization and root-finding methods on a variety of classical test functions. We have tested our method for higher dimensions and we have observed relative results. In the case of large sparse problems, if, for some reason, the component Xin t which corresponds to the dimensionreducing component is missing for some component gi, we replace it by the function gi + gk where gk includes xint.
Although the method of this paper uses reduction to simpler one-dimensional equations, it converges quadratically to n -1 components of the optimum, while the remaining component of the optimum is evaluated separately using the final approximations of the other components. Thus, it does not require a good initial estimate for one component of the optimum. Besides, this method does not directly perform gradient evaluations, since it uses the modified one-dimensional bisection method. It requires only that the algebraic signs of the function and gradient values be correct, so that it can be applied to problems with imprecise function values.
Since in general the matrix of our reduced system is not symmetric, we have transformed it to a symmetric one by using proper perturbations. Also, applying this transformation we have been able to obtain analytical forms of the equivalent diagonal matrix.
Furthermore, we have substituted finite difference approximations for the elements of the matrix Ap and we give the corresponding dimension-reducing scheme. By means of this, we have been able to compute optimum points utilizing only values of the objective function.
