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Chapter 1
Introduction
In this thesis we study the properties of word maps, their applications on compact Lie
groups, and some other related topics. The second chapter is about giving some prelim-
inary facts about compact Lie groups. In the third chapter, we study the surjectivity
of word maps. Let F2 be the free group on two letters, and let w 2 F2. The word map
w : SU(n)⇥SU(n)! SU(n) is the natural map, which is given by evaluating w on the
pair of matrices in SU(n). It has been asked by Michael Larsen at the 2008 Spring Cen-
tral Section Meeting of the AMS in Bloomington whether for every non-trivial w 2 F2
and n 2 N high enough, the associated word map w : SU(n) ⇥ SU(n) ! SU(n) is
surjective. The aim of this work is to provide evidence for a positive answer to this
question and prove the surjectivity for some classes of word maps. For convenience
we restrict our study to the case of SU(n), even though our methods extend to other
compact Lie groups.
Questions about the size of the image of word maps for general groups G (in place
of SU(n)) have a long history and led to interesting connections with various fields of
mathematics. The first result of general type is a theorem of Amand Borel [3] asserting
that any non-trivial word map is dominant (as a map between a ne complex algebraic
varieties) if G is a simple algebraic group; in particular its image is Zariski dense.
Despite this general result, the images of word maps can be very small for compact
groups. Indeed, Thom showed in [23] that for fixed n 2 N and any neighborhood U of
1n 2 SU(n), there exists w 2 F2 \ {e} such that the image of the associated word maps
is contained in U . This result is already non-trivial for n = 2 and led to answers to
various long-standing questions in non-commutative harmonic analysis [23].
Recently, there has been an extensive study of the size of word maps for finite simple
groups, see [12–14]. One of the high points was the proof of the Ore conjecture [17],
asserting that every element in a non-abelian finite simple group is a commutator.
Let us come back to G = SU(n). We will observe that Larsen’s question becomes
more complicated if w 2 F2 lies deeper in the lower central series. As usual, we define
the lower central series by F(0)2 := F2 and F
(k+1)
2 := [F
(k)
2 ,F
(k)
2 ]. It is easy to see that
for w 62 F(1)2 , w : SU(n) ⇥ SU(n) ! SU(n) is surjective, see for example Lemma 3.1.
Hence, the first non-trivial case is w(a, b) = [a, b] := aba 1b 1, the commutator of the
3
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generators of F2. This case – unlike for finite simple groups – was solved by Toˆyama
already in 1949. He proved that any element in SU(n) can be written as a commutator
[u, v] for suitably chosen elements u, v 2 SU(n), see [24] for more details. In the same
year Gotoˆ’s put this result in a more general framework, see [10]. We will recall Gotoˆ’s
proof and will take Gotoˆ’s method as the basis for the proof of our result which covers
all words w 62 F(2)2 .
For n 2 N, we denote by lpf(n) the least prime factor of n. Our main result is the
following:
Theorem 1.1. Let F2 be the free group on two generators and w 2 F2. If w 62 F(2)2 ,
then there exists an integer k 2 N, such that for all n 2 N with lpf(n)   k, the word
map w : SU(n)⇥ SU(n)! SU(n) is surjective.
It is not known to us if the restriction on the integer n 2 N in the assumptions
of the previous theorem is necessary, see Section 3.4. For particular words we can say
more. We define the sequence of Engel words by
e0(a, b) = a, ek(a, b) = [ek 1, b], for k   1.
It is easy to see that ek 62 F(2)2 for all k 2 N so that the previous theorem applies.
However, in this case we can show:
Theorem 1.2. For all k, n 2 N, the k-th Engel word map ek : SU(n)⇥SU(n)! SU(n)
is surjective.
This result complements results for finite simple groups of Lie type which were
obtained by Bandman-Grunewald-Garion in [22]. We will prove Theorem 1.2 in the
beginning of Section 3.5 in the third chapter.
For the word w = [[a, b], [a2, b2]] 2 F(2)2 , we proved that the word map w : SU(2)⇥
SU(2) ! SU(2) is surjective see Theorem 3.3. The results of this chapter are already
published in [7].
In Chapter 4 we study upper and lower bounds on the length of the shortest non-
trivial element in the derived series and lower central series in the free group on two
generators. The techniques are used to provide new estimates on the nilpotent resid-
ual finiteness growth and on almost laws for compact groups. It is a well-known and
remarkable theorem of Friedrich Levi [15,16] that any nested series of subgroups which
are characteristic in each other in a free group either stabilizes or has trivial intersec-
tion. This is non-trivial to prove directly even for the derived series (see Section 4.1
for definitions). Using his non-commutative di↵erential calculus, Ralph Fox [9] has ex-
tended this result to the lower central series and given a conceptual explanation – for
the lower central series he proved that the length of the shortest non-trivial element
in the n-th step of this series has length at least n/2. It is an interesting question
to determine the precise asymptotics of this quantity. Equivalently, one could ask for
some information on the smallest integer m, such that every element of length n in the
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free group survives in some quotient which is m-step solvable resp. m-step nilpotent.
Hence, we are trying to make the fact that the free group is residually solvable and
residually nilpotent quantitative. Similar questions have been asked in the context of
residual finiteness, see [4,5,11,20] for some recent work on this problem. We denote the
word length function with respect to the generating set {a, a 1, b, b 1} by ` : F2 ! N.
We study the growth of the functions
↵(n) := min{`(w) | w 2  n(F2) \ {e}} and  (n) := min{`(w) | w 2 F(n)2 \ {e}}.
Where  n(F2) and F(n)2 are lower central series and derived series respectively. We
set
↵ := lim
n!1
log2(↵(n))
log2(n)
and   := lim
n!1
log2( (n))
n
.
Our main result is the following:
Theorem. Let F2 be the free group on two generators and (↵(n))n2N, ( (n))n2N,↵ and
  be defined as above.
1. We have
↵  log2(3 +
p
17)  1
log2(1 +
p
2)
= 1, 4411...
2. we have
log2(3)     log2
⇣
3 +
p
17
⌘
  1 = 1.8325...
For the details see Section 4.1.
Let ⇤ ⇢ F2 be a subgroup, we define
girth(⇤) := min{`(w) | w 2 ⇤ \ {e}}.
For a normal subgroup ⇤ ⇢ F2, we show that
girth([⇤,⇤])   3 · girth(⇤).
See Section 4.3, for more details.
Let k 2 N, for a compact group like SU(k) with a natural metric, say d(u, v) :=
ku vk where k.k denotes the operator norm, we ask how long a word w 2 F2 necessarily
has to be if we demand that d(1k, w(u, v)) < " for all u, v 2 SU(k). We define
Lk(w) := max{d(1k, w(u, v))|u, v 2 SU(k)}.
It was claimed in (Remark 3.6 [23]) that for every " > 0, there exists a constant C > 0
such that
Lk(wn)  exp( C · `(wn)log14 4 ")
with log14 4 = 0, 5252... Our more refined study in this thesis yields
Lk(wn)  exp( C · `(wn) )
with   = log2(1+
p
2)
log2(3+
p
17) 1 = 0, 69391.... See Subsection 4.4.2. The results of this chapter
are already published in [8].
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Chapter 2
Compact Lie groups
In this chapter, Lie groups and some of their properties are introduced. Some examples
of compact Lie groups and their correspondence Lie algebras are given. Moreover some
preliminary facts about Haar measure and representation theory are introduced.
2.1 Lie groups
In this section, we recall some basic definitions on Lie group theory for more detail see,
[2], [21] or [25].
Definition 2.1. A Lie group G is a smooth manifold and a group so that
(1) the multiplication map µ : G⇥G! G, µ(g, h) = gh and
(2) the inverse map ◆ : G! G, i(g) = g 1are smooth maps.
Example 2.1. Rn is a Lie group with additive group structure.
We write Mn,m(F) for the set of n ⇥ m matrices where F is either R or C. The
determinant is a continous function on Mn,n(F) then det 1({1}) is a closed subset.
Thus the general linear group GL(n,F) is an open subset of Mn,n(F) and therefore a
manifold.
Example 2.2. It is easy to see that GL(n,F) is a Lie group. We can see that multipli-
cation is smooth since it is a polynomial map in the coordinates. Similary the inverse
map in GL(n,F) is a smooth map.
Definition 2.2. A submanifold N ofM is the image of a manifold L under an injective
immersion  : L ! M together with the manifold structure on N making  : L ! N
a di↵eomorphism.
Remark 2.1. A submanifold N whose topology agrees with the relative topology is
called a regular submanifold. For more details see [2] or [25]
7
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Definition 2.3. A Lie subgroup H of a Lie group G is the image in G of a Lie group K
under an injective immersive homomorphism  : K ! G together with the Lie group
structure on H making  : K ! H a di↵eomorphism map.
As with manifolds, a Lie subgroup is not required to be a regular submanifold.
Theorem 2.1. Let G be a Lie group and H ✓ G a subgroup. Then H is a regular Lie
subgroup if and only if H is closed.
For the proof of this Theorem, see [2].
As a consequence to this theorem, we can state the following proposition:
Proposition 2.1. A closed subgroup of a Lie group is a Lie group in its own right with
respect to the relative topology.
Using this proposition we can construct some examples of Lie groups.
Example 2.3. The special linear group is
SL(n,F) = {g 2 GL(n,F) | det(g) = 1} .
We can see that SL(n,F) is a closed subgroup of GL(n,F), then SL(n,F) is a Lie
group.
Now we are going to give some examples on compact Lie groups.
Example 2.4. The unitary group U(n) is defined as
U(n) = {g 2 GL(n,C) | g⇤g = I} ,
where g⇤ denotes the complex conjugate transpose of g.
It is clear that U(n) is a closed subgroup of GL(n,C), so U(n) is a Lie group. As
each column of a unitary matrix is a unit vector, we can see U(n) topologically as a
closed subet of S2n 1 ⇥ ...⇥ S2n 1 ✓ R2n2(n copies). So U(n) is a compact Lie group.
Example 2.5. The special unitary group SU(n) is defined
SU(n) = {g 2 U(n) | det(g) = 1} .
It is a closed subgroup of U(n), so SU(n) is also a compact Lie group. In the case
of n = 2 we have
SU(2) =
⇢✓
a  b¯
b a¯
◆
| a, b 2 C, |a|2 + |b|2 = 1
 
then topologically SU(2) ⇠= S3.
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Example 2.6. The orthogonal group O(n) is given by
O(n) =
 
g 2 GL(n,R)|gtg = I} ,
where gt denotes the transpose of g. The orthogonal group is a closed subgroup of
GL(n,R), so it is a Lie group. As in the case of the unitary group U(n) , each column
of an orthogonal matrix is a unit vector, so we see that topologically O(n) may be
thought of as a closed subset of Sn 1 ⇥ ...⇥ Sn 1 ✓ Rn2 . Then O(n) is a compact Lie
group. The special orthogonal group is defined as
SO(n) = {g 2 O(n) | det(g) = 1} .
It is a closed subgroup of O(n), so it is a compact Lie group.
If G is a Lie group, write G0 for the connected component of G containing e.
Proposition 2.2. Let G be a Lie group. The connected component G0 is a regular Lie
subgroup of G. If G1 is any connected component of G with g1 2 G1, then G1 = g1G0.
Proof. To prove the first statement, it is su cient to show that G0 is a subgroup. The
inverse map is a homeomorphism, so (G0) 1is a connected component of G. Since
e 2 G0 \ (G0) 1 , we have G0 = (G0) 1. We have that left multiplication by g1 is a
homeomrphism so g1G0 is a connected component and g1 2 G0\g1G0 since e, g 11 2 G0.
Then g1G0 = G0, and so G0 is a subgroup. In the same way we can prove the second
statement.
Theorem 2.2. If G is a Lie group and H a connected Lie subgroup so that G/H is
connected, then G is connected.
Proof. Since H is connected and contains e,H ✓ G0, then there is a continous map
⇡ : G/H ! G/G0 defined by ⇡(gH) = gG0. It is clear that G/G0 has the discrete
topology with respect to the quotiont topology. Since G/H is connected then ⇡(G/H)
is connected, so ⇡(G/H) = eG0. Since ⇡ is a surjective map so G/G0 = eG0, then
G = G0, i.e., G is connected.
We will state the following theorem without proof. For the details of the proof see
[2].
Theorem 2.3. Let H be a closed subgroup of a Lie group G. Then there is a unique
manifold structure on the quotient space G/H so the projection map ⇡ : G ! G/H is
smooth, and so there exist local smooth sections of G/H into G.
Definition 2.4. Let be G a Lie group and M a manifold.
An action of Gy M is a smooth map from G⇥M ! M , (g,m) 7! gm for g 2 G
and m 2M so that:
(1) em = m 8 m 2M and
(2) g1(g2m) = (g1g2)m 8 g1, g2 2 G,m 2M .
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The action is called transitive if 8 m,n 2M, 9 g 2 G, so gm = n.
The stabilizer of m 2M is Gm = {g 2 G | g.m = m}.
If the action of G on M is transitive and h 2M , then from Theorem 2.3 the action
of G on h induces a di↵eomorphism from G/Gh onto M.
Theorem 2.4. The compact Lie groups SO(n) and SU(n) are connected.
Proof. We will make the proof by induction on n. SO(1) = {1} , is connected. SO(n)
acts transitively on Sn 1 in Rn by matrix multiplication. For n   2, the stabilizer of
the north pole N = (1, 0, ..., 0), is isomorphic to SO(n   1) which is connected by the
inclusion hypothesis. From the transitive action, we have SO(n)/SO(n   1) ⇠= Sn 1
which is connected, then from Theorem 2.2 SO(n) is connected. Similarly we show
that SU(n) is connected by replacing Rn by Cn and noting that SU(1) ⇠= S1.
2.2 Haar measure
We recall that for a topological space X, we have a  -algebra B on X, which is the
smallest  -algebra that contains all open sets, and since it is a  -algebra, it contains
all closed sets as well. This  -algebra is called the Borel  -algebra. The elements of
this  -algebra are called Borel sets. Any measure µ : A![0,1] defined on a  -algebra
A   B is called a Borel measure.
We call µ a complete measure if for null set N , i.e., µ(N) = 0, and M ✓ N then
M 2 A. If µ is not complete, we can extend µ to a  -algebra generated by A and all
subsets of null sets.
A function f : X! C is called measurable if f 1(Y ) 2 A 8 Borel set Y 2 C.
A Borel measure µ is called locally finite if for every x 2 X, we have a neighborhood
U with µ(U) <1. For more details see [6].
Definition 2.5. A locally finite measure µ on B is called a Radon meaure if
(1) µ(A) = infU {µ(U)|A ⇢ U,U is open set} holds for every A 2 B, and
(2) µ(U) = supK {µ(K)|K ⇢ U,K is compact set} holds for every open set U .
Example 2.7. The Lebesgue measure on the Borel sets of R is a Radon measure.
We recall that a topological group is called a locally compact group if it is Hausdor↵
and locally compact.
Let G be a locally compact group. A measure µ on the Borel  -algebra of G is
called is called left invariant if µ(xA) = µ(A) for every measurable set A ⇢ G, and for
every x 2 G.
Example 2.8. The Lebesgue measure for the group (R,+) is invariant under transla-
tion.
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Example 2.9. The counting measure is invariant on any group.
We will state the following theorem without proof. For details of the proof see [6]
Theorem 2.5. Let G be a locally compact group. Then there is a non zero left invariant
Radon measure on G. It is uniquely determined up to positive multiples. Every such
measure is called a Haar measure and the corresponding integral is called Haar integral.
We note that the Lebesgue measure for the group (R,+) is Haar measure but the
counting measure is not since it is not locally finite.
Proposition 2.3. Let µ be a Haar measure on a locally compact group G then,
1. Every non-empty open set has stricly positive measure.
2. Every compact set has finite measure.
3. Every continuous positive function f   0 with ´G f(x)dµ(x) = 0 vanishes identi-
cally.
Proof. (1) Assume that there is an open set U with measure zero. By invariance of the
Haar measure then every translate xU of U has measure zero. Since every compact set
K can be covered by finite translates of U , then every compact set K has measure zero.
Then the Radon measure µ = 0, which is a contradiction.
(2) We have that µ is locally finite and this implies the existence of an open set U
with µ(U) <1. Then every translate of U has a finite measure. Since every compact
set K can be covered by finite translates of U , then K has a finite measure.
(3) We have for a positive measurable function f : G! [0,1],
ˆ
G
f(x)dµ(x) = sup
⇢ˆ
G
g(x)dµ(x)|g  f, g is a positive step function
 
,
where the step function g : G ! R is a function of the form g = Pni=1 ai1Aiwith
ai 2 R , Ai 2 A with µ(Ai) <1 and 1Ai is the characteristic function. For step function
g we define:
ˆ
G
g(x)dµ(x) :=
nX
i=1
aiµ(Ai).
Then the measure of the open set f 1((0,1)) is zero, so it is empty by (1).
For a locally compact group, let µ be a Haar measure on G. Then for x 2 G the
measure µx(A) = µ(Ax), is a Haar measure. Since the Haar measure is unique, there
is a number 4(x) > 0 with µx = 4(x)µ, so we get a map 4 : G ! R>0, called the
modular function of G. If 4 = 1, then G is called a unimodular group. In this case
every left invariant Haar measure is right invariant as well.
Let Cc(G) be the space of all continuous functions from G to C of a compact support.
CHAPTER 2. COMPACT LIE GROUPS 12
Definition 2.6. We say that a map f : G ! X to a metric space (X,d) is uniformly
continuous, if for evey " > 0 there exists a unit neighborhood U such that for x 1y 2 U
or xy 1 2 U one has d(f(x), f(y)) < ".
Proposition 2.4. Any function f 2 Cc(G) is uniformly continuous.
For the details of the proof see [6].
Proposition 2.5. For every f 2 Cc(G) the function s 7!
´
G f(xs)dµ(x) is continuous
on G where µ is a Haar measure on G.
For the details of the proof see [6].
Theorem 2.6.
1. For y 2 G and f 2 L1(G) one has Ryf 2 L1(G) andˆ
G
Ryf(x)dx =
ˆ
G
f(xy)dx = 4(y 1)
ˆ
G
f(x)dx.
2. The modular function 4 : G! R⇥>0 is a continuous group homomorphism.
3. One has 4 ⌘ 1 if G is abelian or compact.
Proof. (1) It is clear that if f is a characteristic function 1A of a measurable set A.
Then it follows by the usual approximation argument.
(2) For x, y 2 G and a measurable set A ⇢ G one computes
4(xy)µ(A) = µxy(A) = µ(Axy) = µy(x) = 4(y)µ(Ax) = 4(y)4(x)µ(A).
We choose A with µ(A) <1 then 4(xy) = 4(x)4(y). Thus 4 is a group homor-
phism. To prove that 4 is continuous, let f 2 Cc(G) with d =
´
G f(x)dx 6= 0. From
(1) we have:
4(y) = 1
d
ˆ
G
f(xy 1)dx =
1
d
ˆ
G
Ry 1f(x)dx.
So by proposition 2.5 continuity follows.
(3) If G is abelian, then every translation is a left translation, and so every left Haar
measure is right invariant then 4 ⌘ 1.
If G is compact, so is its image under the continuous map 4. Since 4 is a group
homomorphism, the image is a subgroup of R>0. The only compact subgroup of R>0
is the trivial group {1}, which means that 4 ⌘ 1.
Example 2.10. Let G = GL(n,R). It is an open set in M(n,R). If x1, ..., xn are the
columns of x 2 M(n,R). Then for g 2 G, L(g)x = gx = (gx1, ..., gxn), then we have
Det L(g) = (det(g))n in the way by considering rows instead of columns, then we have
Det R(g) = (det(g))n, it follows that the measure
(det(x)) n
nY
i,j=1
dxij
is a left and right invariant. Thus the group GL(n,R) is unimodular.
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2.3 Representation theory
A representation of a Lie group G on a finite dimensional complex vector space V is
a homomorphism of Lie groups ⇡ : G ! GL(V ). The dimension of a representation is
dim V. We note a representation by the pair (⇡, V ). If (⇡, V ) is a representation of G
then V is a G-module or G acts on V. We write gv in place of (⇡(g))(v) for g 2 G ,
v 2 V .
Definition 2.7. Let (⇡1, V1) and (⇡2, V2) be a finite dimensional representation of a Lie
group G.
1. T 2 Hom(V1, V2) is called G-map if T   ⇡1 = ⇡2   T .
2. The set of all G-maps is denoted by HomG(V1, V2).
3. The representations V1 and V2 are equivalent, if there is a bijective G-map from
V1 to V2.
Example 2.11. The trivial representation is given by the map ⇡ : G ! GL(1,C) =
C\{0} given by ⇡(g) = 1. This is a one dimensional representation.
Example 2.12. For GL(n,F), SL(n,F), U(n), SU(n), O(n) and SO(n), the standard
representation of these Lie groups is the representation on Cn where ⇡(g) is given by
matrix multiplication on the left by the matrix in these Lie groups.
Definition 2.8. Let G be a Lie group and V a finite dimensional representation of G.
1. A subspace U ✓ V is G-invariant if gU ✓ U 8 g 2 G. Thus U is a representation
on G.
2. A nonzero representation V is irreducible if the only G-invariant subspaces are {0}
and V. A nonzero representation is called reducible if there is a proper G-invariant
subspace of V.
Theorem 2.7. (Schur0s lemma) Let V and W be finite dimensional representation
of a Lie group G. If V and W are irreducible, then
dim HomG(V,W ) =
(
1 if V ⇠= W
0 if V   W.
Proof. If T 2 HomG(V,W ) and T 6= 0, then ker T is not all V and G-invariant, and
since V is irreducible, we have T is injective. Similarly, for the image of T so T is
surjective and therefore it is a bijection. Then there exists a nonzero T 2 HomG(V,W )
if and only if V ⇠= W . If V ⇠= W , let T0 2 HomG(V,W ) be a bijective map. If
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T 2 HomG(V,W ), then T   T 10 2 HomG(V, V ). Since V is a finite dimensional vector
space over C then there exists an eigenvalue   for T   T 10 . So if ker(T   T 10    I)
is nonzero and G-invariant, irreducibility implies that T   T 10    I = 0 , therefore
HomG(V, V ) = CT0.
From Schur’s Lemma we can state the following Corollary.
Corollary 2.1. For irreducible representation V , HomG(V, V ) = CI.
Definition 2.9. Let V be a representation of a Lie group G. An inner product (·, ·) :
V ⇥ V ! C is called G-invariant if (gv, gv0) = (v, v) for g 2 G and v, v0 2 V.
Definition 2.10. A representation V of a Lie group G is called unitary if there exists
a G-invariant Hermitian inner product on V.
Theorem 2.8. Every representation of a compact Lie group is unitary.
Proof. Assume that h·, ·i is an inner product on V and define (v, v0) = ´G hgv, gv0i dg.
This is well defined since G is compact and g 7! hgv, gv0i is continuous. Then (·, ·)
is Hermitian and it is G-invariant since dg is right invariant. By definition (v, v) is
positive for v 6= 0 since hgv, gvi > 0, so (·, ·) is positive definite.
Example 2.13. Let (·, ·) be an inner product on Cn, then
U(n) ⇠= {g 2 GL(n,C) | (gv, gv0) = (v, v0) 8 v, v0 2 Cn} .
Definition 2.11. A finite dimensional representation of a Lie group is called completely
reducible if it is a direct sum of irreducible submodules.
Proposition 2.6. Finite dimensional representations of compact Lie groups are com-
pletely reducible.
Proof. Let V be a representation of a compact Lie group G that is reducible. Let (·, ·)
be a G-invariant inner product. So if W ✓ V is a proper G-invariant subspace, then
V = W W?. W? is also a properG-invariant subspace since (gw0, w) = (w0, g 1w) = 0
for w0 2 W? and w 2 W . Since V has a finite dimension by induction then the claim
is proved.
So, any representation V of a compact Lie group G can be written in this way
V ⇠=  Ni=1niVi , where { Vi | 1  i  N} is a collection of inequivalent irreducible rep-
resentations of G and niVi = Vi   ...  Vi (ni copies).
Proposition 2.7. If V is a finite dimensional representation of a compact Lie group
G, then V is irreducible if and only if dim Hom G(V, V ) = 1.
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Proof. If V is irreducible then by Schur’s Lemma we have dim HomG(V, V ) = 1. If V
is reducible, then V = W  W 0 for proper submodules W , and W 0of V . This shows
that dim HomG(V, V )   2 since it contains the projection onto either summand. So V
is irreducible.
Let G be a compact Lie group. We denote the set of equivalence classes of irreducible
representations of G by bG. We can use a representative representation (⇡, E⇡) for each
[⇡] 2 bG. Let V be a finite dimensional representation of G , for [⇡] 2 bG, let V[⇡] be the
largest subspace of V that is a direct sum of irreducible submodules equivalent to E⇡.
The submodule V[⇡] is called the ⇡ isotypic component of V . The multiplicity of ⇡ in
V , m⇡, is
dim V[⇡]
dim E⇡
, i.e., V[⇡] ⇠= m⇡E⇡.
Proposition 2.8. If V1, V2 are direct sums of irreducible submodules isomorphic to E⇡,
then so is V1 + V2.
Proof. Since the representations are finite diminsional, it su ces to check if {Wi} are
G-submodules of a representation and W1 is irreducible satisfying W1 ✓ W2  ... Wn,
then W1 \ (W2  ... Wn) = {0} . Since W1 \ (W2  ... Wn) is G-invariant submodule
of W1 and by irreducibilty the claim is proved.
Corollary 2.2. Let V be a finite dimensional representation of a compact Lie group G
with a G-invariant inner product (·, ·). If V1, V2 are inequivalent irreducible submodules
of V , then V1?V2.
For the detail of the proof see [21].
Definition 2.12. Let V and W be finite dimensional representations of Lie group G.
G acts on V  W by g(v, w) = (gv, gw).
G acts on V ⌦W by gP vi ⌦ wj =P gvi ⌦ gwj .
G acts on Hom (V,W ) by (gT )(v) = g[T (g 1v)].
The injective finite dimensional representation of a Lie group G is called a faithful
representation.
Theorem 2.9. A compact Lie group G has a faithful representation.
For the details of the proof see [21].
Theorem 2.10. Let V be a finite dimensional representation of a compact Lie group
G.
1. There is a G-map isomorphism ↵⇡ : HomG(E⇡, V ) ⌦ E⇡ ! V[⇡] induced by
mapping T ⌦ v ! T (v) for T 2 HomG(E⇡, V ) and v 2 V. Then the multiplicity
of ⇡ is m⇡ = dim HomG(E⇡, V ).
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2. There is a G-map isomorphism  
[⇡]2Gˆ
HomG(E⇡, V )⌦ E⇡ ! V =  
[⇡]2Gˆ
V[⇡].
Proof. (1) Let T 2 HomG(E⇡, V ) , T 6= 0. Then ker T = {0} since E⇡ is irreducible
we get E⇡ is equivalent to T (E⇡) and the equivalence map is T. So ↵⇡ is well defined.
By the definition of the G-action on Hom (E⇡, V ), G acts trivially on HomG(E⇡, V ).
Then g(T ⌦ v) = T ⌦ gv, ↵⇡(g(T ⌦ v)) = T (gv) = gT (v) = g↵⇡(T ⌦ v), and therefore
↵⇡ is a G-map. To prove that ↵⇡ is surjective, let V1 ⇠= E⇡ be a direct summand in
V[⇡] with an equivalence given by T : E⇡ ! V1 then T 2 HomG(E⇡, V ) and V1 in
the image of ↵⇡. Now we show that ↵⇡ is injective. Let V[⇡] = V1   ...   Vm⇡ with
Vi ⇠= E⇡. Then dim HomG(E⇡, V ) = dim HomG(E⇡, V[⇡]) = dim HomG(E⇡, V1   ...  
Vm⇡) =
Pm⇡
i=1 dim HomG(E⇡, Vi) = m⇡ by Schur’s Lemma. So dim HomG(E⇡, V )⌦E⇡ =
m⇡ dim E⇡ = dim V[⇡].
(2) We have that V =
P
[⇡]2Gˆ V[⇡], and by Corollary 2.2 the sum is direcct.
2.4 Lie algebras
LetM be an n-dimensional smooth manifold and TM be its tangent bundle . We recall
a smooth vector field on M is a smooth map X :M ! TM satisfying ⇡  X = I where
I is the identity map and ⇡ is a projection from TM to M .
If X is a vector field and f 2 C1(M) then we define a function Xf : M ! R by
(Xf)(p) = Xpf, p 2M where Xp is a tangent vector at p so Xf 2 C1(M).
Using properties of the tangent vectors, we see that if X is a smooth vector field on
M and f, g 2 C1(M) then:
(1) X( f + µg) =  Xf + µXg where  , µ 2 C and
(2) X(fg) = (Xf)g + f(Xg).
Thus a smooth vector field X can be thought as a derivation X : C1(M)! C1(M)
of the ring of the smooth functions C1(M). We denote by X(M) the collections of all
vector fields on M. So we can define addition and scalar multiplication by smooth
functions f and g on X(M) as follows:
(1) (X + Y )f = Xf + Y f and
(2) (fX)g = fXg.
This makes X(M) a module over C1(M).
We define a Lie bracket on X(M) , [ , ] : X(M) ⇥ X(M) ! X(M) by [X, Y ]f =
XY f   Y Xf , f 2 C1(M). This binary operation satisfies:
(1) [X,X] = 0,
(2) [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0,
where X, Y and Z 2 X(M). Thus X(M) is a Lie algebra called a Lie algebra of
vector fields on M.
Definition 2.13. Let G be a Lie group , g 2 G. We define right translation of G with
respect to g, Rg : G ! G by Rg(x) = xg and left translation of G with repsect to g,
Lg : G! G by Lg(x) = gx. We have (Rg) 1 = Rg 1 and (Lg) 1 = Lg 1 . It is clear that
Rg and Lg are di↵eomorphism maps.
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Definition 2.14. A smooth vector field X 2 X(G) on a Lie group G is said to be
left invariant if dLg(X) = X   Lg for every g 2 G. Where (dLg)e : TeG ! TgG is a
di↵erential of Lg at e 2 G.
Lemma 2.1. If X, Y 2 X(G) are left invariant vector fields , [X, Y ] is an invariant
vector field.
Definition 2.15. We define the Lie algebra g of a Lie group G,
g = {X 2 X(G) | X is left invariant vector field.} .
It is easy to see that g is a vector space over C. Since G acts on itself transitively
under left multiplication, the tangent space of G at e, TeG is in bijection with the
space of left invariant vector fields. Indeed for tangent vector v 2 TeG 7! X 2 g where
Xg = dLgv, g 2 G, and conversely maps a left invariant vector field X to v = Xe 2 TeG.
So by this bijection TeG is the Lie algebra of G. We will identify TI(GL(n,C)) with
gl(n,C) where I is the identity matrix and gl(n,C)=Mn,n(C). For a compact Lie group
G there exists a faithful representation ⇡ : G! GL(n,C). So we can see G as a closed
Lie subgroup of GL(n,C).
Definition 2.16. Let G be a closed Lie subgroup of GL(n,C). The Lie algebra g of
G is g =
 
 
0
(0) |  (0) = I and a curve   : ( ✏, ✏)! G, ✏ > 0, is smooth ✓ gl(n,C),
and the Lie bracket on g is given by [X, Y ] = XY   Y X.
Let G be a Lie subgroup of GL(n,C) and X 2 g. Let X˜ be the vector field on G
defined by X˜g = gX , g 2 G. Let  X be the integral curve of X˜ through I so  X is the
unique defined smooth curve in G such that,
 X(0) = I,
and
 
0
X(t) = X˜ X(t) =  X(t)X.
For a Lie subgroup G of GL(n,C) and X 2 g,  X(t) = exp( tX) = etX =P1
n=0
tn
n!X
n, and  X is a homomorphism and complete so etX 2 G 8 t 2 R. So the
map t 7! etX is a smooth map from R to G, for X 2 g. We have that
g =
 
X 2 gl(n,C) | etX 2 G for t 2 R ,
and the map exp : g!G is a local di↵eomorphism map near 0. If G is a compact and
connected Lie group then G = exp g. For more details see [21] , [2] or [25].
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Example 2.14. For SU(n), suppose X is in the Lie algebra u(n) of U(n). Then I =
etX(etX)⇤ = etXetX⇤for t 2 R. Then ddt |t=0(etXetX
⇤
) = 0, then X + X⇤ = 0. On the
other hand if X =  X⇤then etXetX⇤ = I, so the Lie algebra u(n) is
u(n) = {X 2 gl(n,C)|X⇤ =  X} .
To determine the Lie algebra of SU(n), we consider the determinant condition thus
the Lie algebra of SU(n) is
su(n) = {X 2 gl(n,C)|X⇤ =  X, tr X = 0} .
Proposition 2.9. Let G be a Lie subgroup of GL(n,C), for X, Y 2 g, [X, Y ] = 0 if
and only if etX and esY commute for s, t 2 R, so eX+Y = eXeY .
Proof. When [X, Y ] = 0 then etX+sY = etXesY , and since etX+sY = esY+tX , so etX and
esY commute. Conversely, if etX and esY commute, then etXesY e tX = esY . Applying
@
@s |s=0 and ddt |t=0 yields XY   Y X = 0.
Definition 2.17. Let ' : H ! G be a homomorphism of Lie subgroups of GL(n,C).
The di↵erential of ', d' : h!g, is given by
d'(X) =
d
dt
'(etX)|t=0.
Let G be a Lie subgroup of GL(n,C). The conjugation map for g 2 G, cg : G !
G is the Lie group homomorphism given by cg(h) = ghg 1 , h 2 G. The adjoint
representation of G on g, Ad : G ! GL(g), is given by Ad(g) = d(cg).The adjoint
representation of g on g, ad :g ! End (g), is given by ad = d Ad, where (ad X)Y =
d
dt(Ad(e
tX)Y )|t=0 for X, Y 2 g.
We recall a torus is a Lie group of the form T k = (S1)k ⇠= Rk/Zk. The compact
abelian Lie group G is isomorphic to T k ⇥ H, where H is a finite abelian group, for
more details see [21].
Definition 2.18. Let G be a compact Lie group with Lie algebra g. A maximal torus
of G is a maximal connected abelian subgroup of G. A maximal abelian sublagebra of
g is called a Cartan subalgebra of g.
Theorem 2.11. Let G be a compact connected Lie group, T a maximal torus of G, and
g0 2 G, then there exists g 2 G so cg(g0) 2 T.
Corollary 2.3. Let G be a compact Lie group. Then G acts transitively by conjugation
on the set of maximal tori of G.
Proof. Let Ti be the maximal torus of G corresponding to the Cartan subalgebra ti.
Then Ti = expti. So cgT1 = cgexp t1 = exp (Ad(g))t1 = exp t2 = T2.
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Let G be a compact connected Lie group with maximal torus T. Let N = N(T )
be the normalizer in G of T , N = {g 2 G | gTg 1 = T} . The Weyl group of G, W =
W (G, T ), is defined by W = N/T.
If T 0 is another maximal torus ofG then it follows from Corollary 2.3 thatW (G, T ) ⇠=
W (G, T 0). So the Weyl group is independent of the choice of the maximal torus. The
Weyl group is finite, for more detail see [21].
Given u 2 N, H 2 t, and   2 t⇤ the dual space of t , define an action of N on t and
its dual by
u(H) = Ad(u)H
u( )(H) =  (u 1(H)) =  (Ad(u 1)H).
The action of Ad(T ) on t is trivial, so the action of N descends to an action of
W = N/T .
Chapter 3
Surjectivity of word maps
In this chapter we study the free group F2 of rank 2 and the properties of word maps
for words in F2. Extending a method of Gotoˆ, we show that for w not in the second
derived subgroup F(2)2 of F2, there are infinitely many n 2 N such that the associated
word map w : SU(n) ⇥ SU(n) ! SU(n) is surjective. The results of this chapter are
published in [7].
3.1 Free Group
Definition 3.1. Let S be a subset of a group F. Then F is a a free group with basis S if
for any group G and any map   : S! G, there is a unique homomorphism  ⇤ : F! G
extending  .
• The cardinality of S is called the rank of F.
• Consider S 1 = {x 1 : x 2 X}.
• We write S±1 = S [ S 1. The elements of S±1 are called letters.
• A word in S±1 takes the form an11 ...ankk for n1, ..., nk 2 Z and ai 2 S±1.
• Let Fn be the free group of rank n on the set {a1, ..., an}. We write Fn =
ha1, ..., ani.
• We define the commutator of two elements x and y in Fn, [x, y] := xyx 1y 1.
• The first derived subgroup of the free group of rank two, F(1)2 := [F2,F2] is a free
subgroup on the set S := {[an, bm] | n,m 2 Z, nm 6= 0} see Proposition 3.1.
Remark 3.1. Let F2 be the free group on the set X = {a, b}. Define the homomorphism
f : F2 ! Z  Z such that f(a) = (1, 0) and f(b) = (0, 1). The commutator subgroup
[F2,F2] is the kernel of f . Indeed for v 2 F2, v = an1bm1 ...ankbmk with ni,mi 2 Z, v lies
in [F2,F2] if and only if
P
i ni =
P
imi = 0. We have F2/[F2,F2] ' Z  Z.
20
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Proposition 3.1. The set {[an, bm] | n,m 2 Z\ {0}} is a free generating set for the first
derived subgroup F(1)2 := [F2,F2].
Proof. First, we will show that the set S := {[an, bm] | n,m 2 Z, nm 6= 0} is a generating
set for the commutator subgroup [F2,F2]. We denote byH ⇢ F2 the subgroup generated
by the set S := {[an, bm] | n,m 2 Z, nm 6= 0}. It is clear that H ⇢ [F2,F2]. It remains
to show that [F2,F2] ⇢ H. For v 2 F2, we write
v = an1bm1an2bm2 ...ankbmk (3.1)
with ni,mi 2 Z, we have that v lies in [F2,F2] if and only if
P
i ni =
P
imi = 0. Let
us denote by |w|b the block length w 2 F2, i.e., the number of times the letters changes
from a to b or from b to a. The length w 7! `(w) is the word length with respect to the
generating set {an|n 2 Z} [ {bn|n 2 Z}. We want to show that for every v 2 [F2,F2]
we have v 2 H by induction on the block length of v. Let us consider v 2 [F2,F2] in a
form as in (3.1) and assume that n1 6= 0. Then we compute
v = an1bm1a n1b m1bm1an1+n2bm2 ...ankbmk
= [an1 , bm1 ].an1+n2bm2 ...ankbmk
= [an1 , bm1 ].v
0
it is clear that |v0 |b < |v|b and v0 2 [F2,F2]. By induction on the block length v0 2 H
and hence v 2 H. The argument for the case n1 is similar and this proves that the set
S is a generating set for the commutator subgroup.
Finally, we will show that the set S is a free set. Let xnm = [an, bm], n,m 2 Z\ {0}so
we can write S := {xnm | n,m 2 Z, nm 6= 0}. Let w = x"1n1m1 ...x"knkmk , "i 2 { 1, 1}be a
reduced non-empty word in S±1. Then w can be viewed as a word in {a, b} since w =
(an1bm1a n1b m1)"1 ...(ankbmka nkb mk)"k . We have for each i = 1, ..., k   1 either "i =
"i+1 or "i 6= "i+1. When "i = "i+1 = 1 or "i = "i+1 =  1 then there is no reduction in the
subword bmia nib miani+1bmi+1a ni+1 or anib mia nibmi+1ani+1b mi+1 respectively. When
"i = 1 and "i+1 =  1, since w is reduced word on S then any reduction of w as a word on
{a, b}does not a↵ect a ni and ani+1 in the subword anibmia nib mibmi+1ani+1b mi+1a ni+1 .
When "i =  1 and "i+1 = 1, then any reduction of w as a word on {a, b} does not a↵ect
b mi and bmi+1 in the subword bmianib mia niani+1bmi+1a ni+1b mi+1 . Then we conculde
that the reduced form of w 6= 1 in F2. Then S is a free set and this proves the claim.
In the same way we can prove the following lemma.
Lemma 3.1. Let G,H be two groups, G?H and G⇥H their free product and cartesian
product respectively. Then the kernel of the natural map ⇡ : G ?H ! G ⇥H is a free
product on the set Z = {[g, h]|g 2 G \ {1} , h 2 H \ {1}}.
Definition 3.2. A Nielsen transformation on a free group of finite rank n   2, Fn =
ha1, ..., ani is the following four types of transformations:
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(N1) ai is replaced by aiaj or by ajai for some j 6= i,
(N2) ai is replaced bya
 1
i ,
(N3) ai is replaced by some aj, and at the same time aj is replaced by ai,
(N4) delet some ai if ai = 1.
We can use Nielsen transformations to change the basis of the Free group. For
example we have F2 = ha, bi, then by Nielsen transformations F2 = hab, bi.
3.2 Lie Theory
We denote by SU(n) the group of n ⇥ n special unitary matrices and by 1n 2 SU(n)
the identity matrix. The subgroup of diagonal matrices in SU(n) is denoted by
T :=
(
diag(ei✓1 , ..., ei✓n) | ✓i 2 R,
X
i
✓i = 0
)
.
Any element in SU(n) is conjugate to some element in T and T is called maximal torus
in SU(n). The Lie subalgebra of the Lie algebra su(n) corresponding to T is the Cartan
subalgebra
t :=
(
diag(i✓1, ..., i✓n) | ✓i 2 R,
X
i
✓i = 0
)
.
We denote by exp: su(n)! SU(n) the exponential map and note that its restriction to
t is a homomorphism exp: t ! T . We denote by N(T ) the normalizer of T in SU(n).
The Weyl group of SU(n) is
W (T, SU(n)) = N(T )/T ' Sn
and it acts on t by permutation of the coordinates. The linearization of this action
yields a homomorphism Ad: R[Sn] ! EndR(t), which will play an important role in
our study.
A basic property of word maps w : SU(n)⇥ SU(n)! SU(n) is the identity
w(zuz⇤, zvz⇤) = zw(u, v)z⇤.
Hence, in order to show surjectivity, it is enough to show that T ⇢ SU(n) lies in the
image of w. We will frequently make use of this fact.
3.3 Surjectivity of word maps for words w 62 F(1)2
It is easy to see that the word maps are surjective for w 62 F(1)2
Theorem 3.1. Let F2 be the free group on two generators, w 2 F2 \ F(1)2 , and n 2 N.
Then, the word map w : SU(n)⇥ SU(n)! SU(n) is surjective.
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Proof. We write
w(a, b) = an1bm1an2bm2 ...ankbmk
with ni,mi 2 Z and note that
P
i ni 6= 0 or
P
imi 6= 0. Without loss of generalityP
i ni = k 6= 0. If g 2 T , then g = hk for some h 2 T . Indeed, since the exponential
map exp: t! T is a surjective homomorphism, we can take g¯ 2 t to be some preimage
of g and set h := exp(g¯/k). Then w(h, 1n) = hk = g. We conclude that w is a surjective
map.
We will now explain the Gotoˆ’s proof of the main result from [10] in the case of
G = SU(n).
Theorem 3.2. Let n 2 N. The word map w : SU(n)⇥SU(n)! SU(n) with w(a, b) =
[a, b] is surjective.
Proof. For the permutation   = (1, 2, . . . , n) 2 Sn, it is easy to see that Ad(    1) is a
vector space automorphism of t. Indeed, it is well-known that the eigenvalues of Ad( )
acting on t are {exp(2⇡il/n) | 1  l  n  1}.
Now, let g 2 T be arbitrary. Since the exponential map exp : t ! T is surjective,
there exists g¯ 2 t such that g = exp(g¯). Since Ad(    1) is automorphism of t, there is
h¯ 2 t such that g¯ = Ad(    1)(h¯). Then, setting h := exp(h¯) we get:
g = exp g¯ = exp(Ad(    1)(h¯)) = exp(Ad( )(h¯)) exp( h¯) =  h  1h 1 = [ , h].
Now, the permutation matrix   might not be in SU(n), however if det( ) =  1, then
we just replace   by exp(⇡i/n)  2 SU(n). This proves the claim.
Remark 3.2. Note that Gotoˆ’s proof shows the stronger statement that there exists a
conjugacy class C ⇢ SU(n) such that C2 = SU(n). Indeed, for odd n 2 N just take
C to be the conjugacy class of   and note that   1 2 C; similarly for exp(⇡i/n)  if n
is even. In the world of non-abelian finite simple groups, this is known as Thompson’s
conjecture.
The idea in Gotoˆ’s proof depends on finding a suitable Laurent polynomial p(t) 2
Z[t, t 1] and a suitable element   2 W (T ) in the Weyl group of the maximal torus such
that Ad(p( )) is a vector space automorphism of the Cartan subalgebra. In the case of
the commutator word w = [a, b], we take   = (1, 2, . . . , n) 2 Sn and p(t) = t   1. Our
goal is to extend the method to cover more elements in F2.
3.4 Surjectivity of word maps for words w 2 F(1)2
In this section, we want to associate to w 2 F(1)2 a polynomial w which can be used
in an argument analogous to the one in Gotoˆ’s proof. We define a homomorphism
pw : F(1)2 ! Z[t, t 1] by setting
p[an,bm](t) = m(t
n   1), 8n,m 2 Z, nm 6= 0.
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Note that this is well-defined since {[an, bm] | n,m 2 Z, nm 6= 0} generates F(1)2 freely,
see Section 3.1. Since Z[t, t 1] is abelian, pw = 0 for all w 2 F(2)2 .
Lemma 3.2. Let F2 be the free group on two generators and let w 2 F(1)2 . If pw(exp(2⇡il/n)) 6=
0 for 1  l  n  1, then the word map w : SU(n)⇥ SU(n)! SU(n) is surjective.
Proof. We write
w = [an1 , bm1 ]"1 · · · [ank , bmk ]"k
with ni,mi 2 Z and "i 2 {±1}. Then,
pw(t) =
kX
i=1
"imi(t
ni   1).
Let g 2 T be arbitrary and let g¯ 2 t be such that exp(g¯) = g. Let   = (1, 2, · · · , n) 2
W (T ). By assumption Ad(pw( )) is invertible in EndR(t). Let h¯ 2 t be such that
Ad(pw( ))(h¯)) = g¯ and set h := exp(h¯). We claim that w( , h) = g. Indeed,
w( , h) = [ n1 , hm1 ]"1 · · · [ nk , hmk ]"k
=
kY
i=1
exp(Ad( ni)("imih¯)) exp( "imih¯)
= exp(Ad(pw( )(h¯)))
= g.
If n is even, then we must replace   by exp(⇡i/n)  2 SU(n). This proves the claim.
Remark 3.3. Assume that Ad(pw( )) is not invertible. Then we have pw(z) = 0 for
some z 2 C, zn = 1, z 6= 1. If z is a primitive dthroot of unity then z is a root of
cyclotonic polynomial  d(t), d|n where  1(t) = t   1, n(t) = tn 1Q
d|n,d 6=n  d(t)
, n 2 N. We
have that  d(t) is the minimal polynomial of z over Q, then for ' in the Galois group
Gal(Q(z)/Q), we have pw('(z)) = '(pw(z)) = 0 then  d(t)|pw(t), d|n.
Corollary 3.1. Let F2 be the free group on two generators and let w 2 F(1)2 . If pw 6= 0,
then there exists an integer k 2 N, such that for all n 2 N with lpf(n)   k, the word
map w : SU(n)⇥ SU(n)! SU(n) is surjective.
Proof. Assume that pw(t) =
P
i2Z ait
i 6= 0. Let S := {i 2 Z | ai 6= 0} and setk :=
maxS  minS. Let n 2 N and assume that ⇠ := exp(2⇡il/n) for some 1  l  n   1
satisfies pw(⇠) = 0. Let d be the degree of the minimal polynomial m⇠ of ⇠. If ⇠
is a primitive m-th root of unity, then m|n and d = '(m), where ' denotes Euler’s
'-function. For some primep which divides n, we must have (p   1)|'(m) and hence
lpf(n)   1  d. Since pw(t) has rational coe cients, we also get that m⇠|pw in the
ring Q[t, t 1] and hence d  k. Hence, if the assumption of Lemma 3.2 fails then
lpf(n)  1  k. This proves the claim.
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Let us discuss some examples to see how the previous results can be applied and
what their limitations are.
Example 3.1. The word map w : SU(n) ⇥ SU(n) ! SU(n), w(a, b) = [a, b]2 is
surjective for all n 2 N. Indeed, pw(t) = 2(t   1) and Ad(pw( )) is a vector space
automorphism of t for   = (1, 2, . . . , n).
Example 3.2. The word map w : SU(n)⇥SU(n)! SU(n) for w(a, b) = a2ba 1ba 1b 2
is surjective for all n 2 N. We have pw(t) = t2 + t  2 and Ad(pw( )) is a vector space
automorphism of t for   = (1, 2, . . . , n).
It is easy to see that pw vanishes for w(a, b) = [a, b][a, b 1] even though w 62 F(2)2 .
In this case we can still apply the method since we may interchange the role of a
and b and note that p0w 6= 0 for w(a, b) = [b, a][b, a 1]. However, for w(a, b) =
[a, b][a, b 1][a 1, b][a 1, b 1] no such trick helps and we have to consider more com-
plicated Nielsen transformations and their e↵ect on our polynomial. We will show that
for each w 62 F2, there exists a basis for F2, such that with respect to the new basis,
pw 6= 0. Any base change is induced by a sequence of Nielsen transformations. In
Proposition 3.2 we study in detail how the base change a 7! ab, b 7! b can be expressed
in the natural basis of F(1)2 .
For x, y 2 G, we use the notation yx := yxy 1. Note that this convention implies
z(yx) = zyx and z(xy) = zxzy as expected. It is well-known that for x, y, z 2 G we get:
[x, yz] = [x, y] · y[x, z] and [xy, z] = x[y, z] · [x, z]. (3.2)
From now on let us write c := ab. Note that the set {c, b} is a basis for F2. Our
next goal is to express [an, bm] in terms of the commutators [cn, bm], i.e., we want to
determine the e↵ect of the base change on the natural basis for F(1)2 . We will need the
following lemma.
Lemma 3.3. Let G be a group, a, b 2 G and c := ab. Let n,m 2 Z. Then, the following
identities hold:
a[cn, bm] = [c, b 1][b 1, cn+1][cn+1, bm 1][bm 1, c]. (3.3)
and
a 1 [cn, bm] = [b, cn 1][cn 1, bm+1][bm+1, c 1][c 1, b]. (3.4)
Proof. In order to prove (3.3), we compute
a[cn, bm] = cb 1[cn, bm]bc 1
= cb 1cnbmc nb mbc 1
= cb 1c 1bb 1cn+1bc (n+1)cn+1bm 1c (n+1)b (m 1)bm 1cb (m 1)c 1
= [c, b 1][b 1, cn+1][cn+1, bm 1][bm 1, c].
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For (3.4) we compute
a 1 [cn, bm] = bc 1cnbmc nb mcb 1
= bcn 1b 1c (n 1) · cn 1bm+1c (n 1)b (m+1) · bm+1c 1b (m+1)c · c 1bcb 1
= [b, cn 1][cn 1, bm+1][bm+1, c 1][c 1, b]
Taking the inverse of Equation (3.3) we obtain for all n,m 2 Z:
a[bm, cn] = [c, bm 1][bm 1, cn+1][cn+1, b 1][b 1, c]. (3.5)
and
a 1 [bm, cn] = [b, c 1][c 1, bm+1][bm+1, cn 1][cn 1, b]. (3.6)
We are now ready to state and prove the technical heart of our computations.
Proposition 3.2. Let G be a group, a, b 2 G, c := ab and let m 2 Z. Then the
following equations holds:
[an, bm] =
n 1Y
i=1
[ci, b i][b i, ci+1] ·
nY
i=1
[cn+1 i, bm n+i][bm n+i, cn i], n   1. (3.7)
[a n, bm] =
nY
i=1
[c1 i, bi][bi, c i] ·
nY
i=1
[c (n+1)+i, bn+m+1 i][bn+m+1 i, c n+i], n   1. (3.8)
The main feature of the formulas above is the following. For n   1, the powers of
b that appear expressing [an, bm] in the new basis will all be less or equal max{ 1,m}.
At the same time, the powers of a range between 1 and n. The powers of b that appear
when expressing [a n, bm] will be less or equal max{n, n + m} and if m   1, then
[c n, bn+m][bn+m, c n+1] will appear exactly once. We will use this consequence in the
proof of our main result.
Proof. [Proof of Proposition 3.2] We prove the claim (3.7) by induction on n 2 N. The
claim is obviously true for n = 1, since [a, bm] = [c, bm]. Let m 2 N and assume that
the claim (3.7) is known for the pair (n  1,m). We compute
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[an, bm] = [aan 1, bm]
(3.2)
= a[an 1, bm][a, bm]
(3.7)
=
 
n 2Y
i=1
a[ci, b i]a[b i, ci+1] ·
n 1Y
i=1
a[cn+1 i, bm n+i]a[bm n+i, cn i]
!
[c, bm]
(3.3)+(3.5)
=
n 2Y
i=1
[c, b 1][b 1, ci+1][ci+1, b i 1][b i 1, ci+2][ci+2, b 1][b 1, c] ·
n 1Y
i=1
[c, b 1][b 1, cn i+2][cn i+2, bm n+i 1][bm n+i 1, cn i+1][cn i+1, b 1][b 1, c] ·
[c, bm]
=
n 1Y
i=1
[ci, b i][b i, ci+1] ·
nY
i=1
[cn+1 i, bm n+i][bm n+i, cn i].
Now, we prove the claim (3.8) by induction on n. Again, the claim is true for n = 1
since
[a 1, bm] = a 1bmab m = bc 1bmcb 1b m = bc 1b 1cc 1bm+1cb (m+1) = [b, c 1][c 1, bm+1].
Let us assume that the claim (3.8) is known for the pair (n  1,m). We compute:
[a n, bm] = [a 1a (n 1), bm]
(3.2)
= a
 1
[a (n 1), bm] · [a 1, bm]
(3.8)
=
n 1Y
i=1
a 1 [c1 i, bi]a
 1
[bi, c i] ·
n 1Y
i=1
a 1 [c (n+1)+i, bn+m+1 i]a
 1
[bn+m+1 i, c n+i] ·
[b, c 1][c 1, bm+1]
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(3.4)+(3.6)
=
n 1Y
i=1
[b, c i][c i, bi+1][bi+1, c 1][c 1, b][b, c 1][c 1, bi+1][bi+1, c i 1][c i 1, b] ·
n 1Y
i=1
[b, c n+i 2][c n+i 2, bn+m i+2][bn+m i+2, c n+i 1][c n+i 1, b] ·
[b, c 1][c 1, bm+1]
=
n 1Y
i=1
[b, c i][c i, bi+1][bi+1, c i 1][c i 1, b] ·
n 1Y
i=1
[b, c n+i 2][c n+i 2, bn+m i+2][bn+m i+2, c n+i 1][c n+i 1, b] ·
[b, c 1][c 1, bm+1]
=
nY
i=1
[c1 i, bi][bi, c i] ·
nY
i=1
[c (n+1)+i, bn+m+1 i][bn+m+1 i, c n+i].
This proves the claim.
The following proposition shows that our previous computations are enough to deal
with some more complicated words.
Proposition 3.3. Let n 2 N. The word map
w : SU(n)⇥ SU(n)! SU(n)
for w(a, b) = [a, b][a, b 1][a 1, b][a 1, b 1] is surjective.
Proof. Using Proposition 3.2 we can write w in the following form:
w = [c, b][c, b 1][b, c 1][c 1, b2][b, c 1]
where c = ab. Indeed, [a, b] = [c, b], [a, b 1] = [c, b 1], [a 1, b±1] = [b, c 1][c 1, b1±1] and
hence w = [c, b][c, b 1][b, c 1][c 1, b2][b, c 1] as claimed. Now, we may compute pw with
respect to the basis {b, c} and obtain
pw(t) =  (t  1)  (t 1   1)  (t  1) + (t2   1)  (t  1) = t2   3t  t 1 + 3 6= 0.
It is easy to see that if a root of unity ⇠ satisfies pw(⇠) = 0, then ⇠ = 1. Hence, Lemma
3.2 implies that the word map associated with w is surjective for all n 2 N.
The key observation is that in the expression for [ai, bj] in terms of {[cn, bm] | n,m 2
Z, nm 6= 0} can be used to isolate certain exponents. This will be used to show that
for w 62 F(2)2 , there is always some basis such that pw 6= 0.
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Proposition 3.4. Let F2 be the free group on two generators {a, b} and w 2 F(1). If
w 62 F(2)2 , then there exists an basis of F2 such that pw(t) 6= 0, when computed with
respect to this basis.
Proof. The idea is to use the mechanism that is hidden in the proof of Proposition 3.3.
Let w 2 F(1)2 and w /2 F(2)2 . Let us write
w = [an1 , bm1 ]⌫1 [an2 , bm2 ]⌫2 · · · [ank , bmk ]⌫k
Since w 7! pw 2 Z[t, t 1] is a homomorphism for any basis of F2, we may freely
rearrange the commutators in the product above. Moreover, we may assume that
(ni,mi) 6= (nj,mj) for i 6= j and ⌫i 2 Z \ {0}.
Let n := max{|n1|, . . . , |nk|}. Without loss of generality we can assume that n =
 n1. Indeed, exchanging a with a 1, exchanges ni with  ni, so that we may assume
that ni < 0. Reordering the product allows to assume that n =  n1. Again, reordering
does not change pw in any basis, since only the class of w in F(1)2 \ F(2)2 matters in
our computation. In addition, we may assume that there exists k0 2 N such that
n = n1 = n2 = · · · = nk0 and n 6= nl for l > k0. Without loss generality, we have
m1 > m2 > · · · > mk0 and set m := m1. Upon possibly replacing b by b 1, we may
assume that m > 0.
Let us now set c := ab 2 F2. We will now analyze how w is written in terms
of the basis {c, b}. By Proposition 3.2, each factor [a n, bmi ] of w contains factors
[c n, bn] 1 and [c n, bn+mi ] and these are the only factors in w of the form [c n0 , bk] for
some k 2 Z and n0   n. Repeating this process, we can set cq := abq and consider the
basis {cq, b}. With respect to this basis w will contain a factor of the form [c nq , bqn+m].
From Proposition 3.2 and the remarks after its statement, we conclude that for q 2 N
high enough, the factor [c nq , b
qn+m][bqn+m, c n+1q ] will be the only appearance of b
qn+m.
Hence, computing pw with respect to the basis {b, cq}, the coe cient of tqn+m will be
non-zero. This proves the claim.
Now we are going to give the proof of the Theorem 1.1,
Proof. Let w 2 F2 \ F(2)2 be arbitrary. If w 62 F(1)2 , then Lemma 3.1 proves the claim.
Hence, we may assume w 2 F(1)2 and w 62 F(2)2 . By Proposition 3.4, there exists a basis
of F2 such that pw(t) 6= 0. The claim follows from Corollary 3.1.
3.5 Engel words
In this section we study Engel words and show that the associated word maps are
always surjective. Corresponding results for finite simple groups were proved in [22].
Definition 3.3. Let F2 be the free group on two generators {a, b}. The k-th Engel
word ek(a, b) 2 F2 is defined recursively by the equations:
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e0(a, b) = a,
ek(a, b) = [ek 1, b], k   1.
For a group G, the corresponding map ek : G ⇥ G ! G is called the k-th Engel
word map. We are now ready to prove Theorem 1.2
Proof. [Proof of Theorem 1.2] We want to compute pek with respect to the basis {b, a}.
First of all, it is easy to see that b[bm, an] = [bm+1, an][b, an] 1 for n,m 2 Z. Indeed, we
just compute
b[bm, an] = bbmanb ma nb 1
= bm+1anb (m+1)a nanba nb 1
= [bm+1, an][b, an] 1.
This shows that if pw(t) =
P
i ait
i, then pbw(t) =
P
i ait(t
i   1) = tpw(t)   tpw(1).
Hence,
p[w,b](t) = pw(t)  pbw(t) = (1  t)pw(t) + tpw(1).
Since pe1(t) = p[b,a] 1(t) = 1  t we conclude that pek(t) = (1  t)k for all k 2 N. Lemma
3.2 implies the claim.
3.6 Surjectivity of word maps for words in F(2)2
It is clear that the method presented in this thesis has serious limitations and cannot
possible work for words w 2 F(2)2 . A first non-trivial case is w(a, b) = [[a, b], [a2, b2]]. It
is unknown to us if Larsen’s question has a positive answer for this word.
Question: Let F2 be the free group on two generators {a, b} and let w = [[a, b], [a2, b2]].
Is the associated word map w : SU(n) ⇥ SU(n) ! SU(n) surjective for all but
finitely many n 2 N?
Theorem 3.3. For the word w = [[a, b], [a2, b2]], the word map w : SU(2) ⇥ SU(2) !
SU(2) is surjective.
Proof. The maximal torus of SU(2) is S1.We have that w is a continuous map so the
image of w is connected. We have the identity matrix I in the Image of w. For these
two matrices
a =
 
1
2 +
i
p
3
2 0
0 12   i
p
3
2
!
and b =
0@ 12   ip36 q23
 
q
2
3
1
2 +
i
p
3
6
1A
we have w(a, b) =  I and this proves the claim.
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If w 62 F(2) it would be desirable to find out if the restrictions on n 2 N in Theorem
1.1 are necessary. We are not aware of a word w 62 F(2)2 , where the associated word
map is not surjective for all n 2 N. In order to understand this problem, we need to
understand the map w 7! pw more directly. We can endow Z[t, t 1] with a ZF2-module
structure such that a · f(t) = tf(t) and b · f(t) = f(t) for all f(t) 2 Z[t, t 1]. The
quotient F(1)2 /F
(2)
2 is also a ZF2-module, where the module structure is induced from
the conjugation action. Since pw is well-defined on F(1)2 /F
(2)
2 , it is natural to study the
induced map
p¯ : F(1)2 /F
(2)
2 ! Z[t, t 1].
Lemma 3.4. The map p¯ is a homomorphism of ZF-modules.
Proof. We denote the class of [an, bm] in F(1)
2
/F(2)2 by ⇠n,m. Hence, p¯(⇠n,m) = m(tn 1) by
definition. It follows from the equations a[an, bm] = [an+1, bm][a, bm] 1 and b[an, bm] =
[an, b] 1[an, bm+1] that p¯(a · ⇠n,m) = p¯(⇠n+1,m   ⇠1,m) = m(tn+1   t) = t · p¯(⇠n,m) and
p¯(b · ⇠n,m) = p¯(⇠n,m+1   ⇠n,1) = m(tn   1) = p¯(⇠n,m). This finishes the proof.
For ⇠ 2 F(1)2 /F(2)2 and a general automorphism ↵ 2 Aut(F2), the relation between
p¯(⇠) and p¯(↵(⇠)) remains obscure.
Question: Let ⇠ 2 F(1)2 /F(2)2 . Is there an automorphism ↵ 2 Aut(F2) such that the
only root of the polynomial p¯(↵(⇠)) which is a root of unity is equal to one?
A positive answer to this question would remove the restrictions on n 2 N in Theorem
1.1.
Chapter 4
The derived and the lower central
series
The results of this chapter are already published in [8].
For a group   and a, b 2  , we write [a, b] = aba 1b 1. We note the basic identities
[a, b] 1 = [b, a], [a, a] = [a, a 1] = [a, e] = e, for all a, b 2  . If ⇤1,⇤2 ⇢   are subgroups,
we write [⇤1,⇤2] for the subgroup generated by {[ 1, 2] |  1 2 ⇤1, 2 2 ⇤2}.
For functions f, g : N! R, we write f(n) = O(g(n)) if
lim sup
n!1
|f(n)|
|g(n)| <1.
We write f(n) = o(g(n)) if
lim
n!1
|f(n)|
|g(n)| = 0
and f(n)   g(n) if there is a constant C, such that f(n)  Cg(Cn) for all n 2 N.
4.1 Growth of girth in the lower central and derived
series
Let F2 be the free group on two generators a and b. We denote the word length function
with respect to the generating set {a, a 1, b, b 1} by ` : F2 ! N.
Definition 4.1. The lower central series is a nested family of normal subgroups of a
group   which is defined recursively by
 1( ) :=   and  n+1( ) := [ n( ), ] n   1.
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Definition 4.2. A group   is called nilpotent if there is an integer m such that
 m+1( ) = 1, the least such m is called the class of the nilpotent group  .
Definition 4.3. The derived series is a family of subgroups of a group  , which is
defined recursively by
 (0) :=   and  (n+1) := [ (n), (n)], n   0.
Definition 4.4. A group   is called solvable if  (n) = 1 for some n 2 N.
Lemma 4.1. Let A,B,C be any three normal subgroups of a group   then each of the
following normal subgroups [[A,B], C], [[B,C], A], [[C,A], B] is contained in the product
of the other two.
Proof. It su ces to show that [[A,B], C] ✓ K where K = [[B,C], A][[C,A], B]. Let
a, b, c be elements of A,B,C respectively then bc 2 B, ab 2 A and ca 2 C. It is easy to
show that
[[a, b], ca][[c, a], bc][[b, c], ab] = 1. (4.1)
Then it is easy to show that [[a, b], ca] 2 K and this proves the claim
Theorem 4.1. For a group   we have that
[ n( ),  m( )] ⇢  n+m( ). (4.2)
Proof. We proof (4.2) by induction on m = 1 the results holds by the definition of the
lower central series. We assume that (4.2) holds for m by Lemma (4.1) we have that
[ n( ),  m+1( )] = [ n( ), [ m( ),  1( )]] ⇢ [[ n( ),  m( )],  1( )][[ n( ),  1( )],  m( )].
Using inductive hypothesis
[[ n( ),  m( )],  1( )] ⇢ [ n+m( ),  1( )] =  n+m+1( )
and
[[ n( ),  1( )],  m( )] = [ n+1( ),  m( )] ⇢  n+1+m( ).
Then we have [ n( ),  m( )] ⇢  n+m+1( ) and this proves the claim.
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We can show the inclusions by induction
 n( m( )) ⇢  nm( ) and  (n) ⇢  2n( ), 8n,m 2 N. (4.3)
Moreover, it is clear from the definition that
( (n))(m) =  (n+m). (4.4)
In this section we want to study the growth of the functions
↵(n) := min{`(w) | w 2  n(F2) \ {e}} and  (n) := min{`(w) | w 2 F(n)2 \ {e}}.
It is clear from (4.3) that
↵(2n)   (n). (4.5)
Definition 4.5. A graph C is two sets V and E, together with three functions   :
E ! V ,   : E ! V , and ◆ : E ! E. The elements of V are called vertices and the
elements of E are called edges. For e 2 E we call  (e) the initial point of e and  (e)
the terminal point, and say that e runs from  (e) to  (e). ◆(e) is called the inverse of
e and we write ◆(e) = e 1 and runs from  (e) to  (e). ◆ is an involution without fixed
elements.
From this definition 4.5 , we can relaise C as 1-complex and will write C =(V,E).
Definition 4.6. Let C = (V,E) be a graph and n 2 N.
1- A path in C = (V,E) is a sequence e0, ..., en of edges with consecutive edges
adjacent in V , i.e.,  (ei+1) =  (ei) for i 2 {0, ..., n  1}.
2- A cycleC = (V,E) is a sequence e0, ..., en of edges with consecutive edges adjacent
in V with  (en) =  (e0) and  (ei+1) =  (ei) for i 2 {0, ..., n  1} , so a cycle is a clothed
path.
3- The graph is called connected if any two vertices can be connected by a path.
Definition 4.7. A tree is a connected graph that does not contain any cycles.
Le   be a group and let S ⇢   be a generating set of  .
Definition 4.8. The Cayley graph of   with respect to a generating S is the graph
4( , S) whose set of vertices is   and we connect vertices g, h 2   by an edge e in 4
where  (e) = g and  (e) = h if g 1h 2 S [ S 1.
Example 4.1. The Cayley graph of the trivial group with respect to the empty gen-
erating set is just a point.
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Example 4.2. For Z = hai , the Cayley graph is a real line. Z acts on it by translation
with a quotient graph a circle that is a single vertex and a single loop.
Example 4.3. For Zn = ha|an = 1i the Cayley graph is a circuit of length n.
Example 4.4. The Cayley graph of the additive group Z2 with respect to the generating
set {(1, 0), (0, 1)} looks like the integer lattice in R2.
We can think of ↵(n) resp.  (n) as the girth the Cayley graph of the group F2/ n(F2)
resp. F2/ (n) with respect to the image of the natural generating set of F2. It is clear
that ↵(1) =  (0) = 1 and that ↵ and   are monotone increasing.
Fox ([9], Lemma 4.2) showed ↵(n)   n/2 and this was improved by Malestein-
Putman to ↵(n)   n ([19] Theorem 1.2). Since
[ n(F2),  m(F2))] ⇢  n+m(F2),
we get
↵(n+m)  2 (↵(n) + ↵(m)) .
Since in particular ↵(2n)  4↵(n), this suggests an asymptotic behaviour of the form
↵(n) = O(n2) for some constant C > 0 and infinitely many n 2 N. This indeed was
shown by Malestein-Putman [19] (on an infinite subset of N) and conjectured to be
sharp. However, already the simple computation
`([[a, b], [b, a 1]]) = `(aba 1b 1ba 1b 1abab 1a 1a 1bab 1)  8`(a) + 6`(b) (4.6)
and the observation [[ n(F2),  n(F2)], [ n(F2),  n(F2)]] ⇢  4n( ) suggests that it is enough
to multiply the length by 14 in order to increase the depth in the central series by a
factor of 4. So, this suggests ↵(n) = O(nµ) for µ = log4(14) < 2. In what follows we
want to make these considerations precise and try to minimize µ. It remains to be an
open question if µ = 1 + " for all " > 0 is possible to achieve.
Lemma 4.2. We have
inf
⇢
log2(↵(n))
log2(n)
| n 2 N
 
= lim
n!1
log2(↵(n))
log2(n)
and
inf
⇢
log2( (n))
n
| n 2 N
 
= lim
n!1
log2( (n))
n
.
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Proof. From the first inclusion in (4.3), we see that ↵(nm)  ↵(n)↵(m). Indeed, let
w 2 F2 be the shortest non-trivial word in  m(F2). Then, it is easy to see that w
and some cyclic rotation w0 of w are free and of length ↵(m). Applying the shortest
non-trivial word in  n(F2) to w and w0 yields some non-trivial element in  nm(F2) of
length less than or equal ↵(n)↵(m). Now, the first part of the lemma is implied by
Fekete’s Lemma. The second part follows in a similar way from Equation (4.4).
In view of the preceding lemma, we set
↵ := lim
n!1
log2(↵(n))
log2(n)
and   := lim
n!1
log2( (n))
n
.
By Fox’s result ([9]Lemma 4.2) and inequality (4.5), we get 1  ↵   . Our main result
is the following:
Theorem 4.2. Let F2 be the free group on two generators and (↵(n))n2N, ( (n))n2N,↵
and   be defined as above.
1. We have
↵  log2(3 +
p
17)  1
log2(1 +
p
2)
= 1, 4411...
or equivalently
↵(n)   n
log2(3+
p
17) 1
log2(1+
p
2)
+"
for all " > 0
2. we have
log2(3)     log2
⇣
3 +
p
17
⌘
  1 = 1.8325...
or equivalently
log2(3) · n  log2( (n))  (log2
⇣
3 +
p
17
⌘
  1) · n+ o(n).
It is currently unclear to us how one could improve the upper bounds. Unfortunately,
it seems even more unclear how to provide lower bounds for ↵. The proof of the upper
bounds follows from an explicit construction of short elements in the next section. The
lower bound for   is a consequence of Theorem 4.3, see Corollary 4.1.
4.2 The construction
Recall that we consider F2 to be generated by letters a and b. We set a0 := a, b0 := b
and define recursively
an+1 := [b
 1
n , an], bn+1 := [an, bn], 8n 2 N.
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Lemma 4.3. For all n 2 N, the products anan, bnbn, a 1n bn, b 1n an, anb 1n , bna 1n , a 1n b 1n ,
and bnan involve no cancellation.
Proof. We prove the claim by induction, where the case n = 0 is obvious. We check
a 1n bn = [b
 1
n 1, an 1]
 1[an 1, bn 1] = [an 1, b 1n 1][an 1, bn 1].
The claim follows since bn 1an 1 involves no cancellation. Similarly,
anb
 1
n = [b
 1
n 1, an 1][bn 1, an 1]
(and hence bna 1n ) involves no cancellation since a
 1
n 1bn 1 has no cancellation;
a 1n b
 1
n = [an 1, b
 1
n 1][bn 1, an 1]
(and hence bnan) has no cancellation since bn 1bn 1 has no cancellation. Now, similarly
anan = [b
 1
n 1, an 1][b
 1
n 1, an 1]
has no cancellation since a 1n 1b
 1
n 1 has no cancellation, and finally
bnbn = [an 1, bn 1][an 1, bn 1]
has no cancellation since b 1n 1an 1 has no cancellation. This proves the claim.
Lemma 4.4. We have `(an) = `(bn)   2n for all n 2 N.
Proof. It follows from Lemma 4.3 that
`(bn) = `(an 1bn 1a 1n 1b
 1
n 1)
= `(an 1bn 1) + `(bn 1) + `(an 1)
= `(b 1n 1an 1bn 1a
 1
n 1)
= `(an).
Now, it is obvious from this computation that `(bn)   2`(bn 1) for all n 2 N, and hence
`(bn)   2n for all n 2 N. This proves the claim.
Lemma 4.5. For all n 2 N, we have
`(bn)  3 · `(bn 1) + 2 · `(bn 2).
In particular, there exists a constant C 0 > 0, such that `(bn)  C 0 ·
⇣
3+
p
17
2
⌘n
for all
n 2 N.
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Proof. We estimate the length of bn in a straightforward way:
`(bn) = `([an 1, bn 1])
= `([[b 1n 2, an 2], [an 2, bn 2]])
 `((b 1n 2an 2bn 2a 1n 2an 2bn 2a 1n 2b 1n 2))
+ `([an 2, b 1n 2]) + `([bn 2, an 2])
 `(b 1n 2an 2bn 2) + `(bn 2) + `(a 1n 2) + `(b 1n 2)
+ `([an 2, b 1n 2]) + `([bn 2, an 2])
= 3 · `(bn 1) + 2 · `(bn 2),
where we used the equation `(b 1n 2an 2bn 2) = `(an 1)   `(an 2) (a consequence of
Lemma 4.3) in the last equality. The estimate follows from the fact that 3+
p
17
2 is the
largest root of the polynomial p( ) =  2   3   2. This proves the claim.
Our first result concerns the growth of the girth in the derived series.
Proposition 4.1. Let µ := 3+
p
17
2 = 3, 56155... . We have
 (n)  C 0 · µn
for some constant C 0 > 0 and infinitely many n 2 N. In particular, we get
   log2(µ) = 1.8325...
Proof. We set  (w) := max{n 2 N | w 2  (n+1)}. It is clear from the construction, that
 (bn)   n. Moreover, we clearly have  ( (w))  `(w). Thus,
 ( (bn)) = `(bn)  C 0µn  C 0µ (bn).
This finishes the proof.
Since ↵(2n)   (n), the previous result suggests ↵(n)  C 0nlog2(µ). We can improve
the exponent by a factor log2(1 +
p
2). Let
⌫ :=
log2(3 +
p
17)  1
log2(1 +
p
2)
= 1, 44115577304... .
Lemma 4.6. We have  (bn)   2 (bn 1) +  (bn 2) for all n 2 N. In particular, there
exists a constant C > 0, such that  (bn)   C · (1 +
p
2)n.
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Proof. We compute:
bn = [an 1, bn 1]
= [[b 1n 2, an 2], [an 2, bn 2]]
(4.7)
= [[[b 1n 2, an 2], bn 2], [an 2, bn 2]]
= [[an 1, bn 2], bn 1].
This proves the claim since  (an 1) =  (bn 1) as bn 2an 1b 1n 2 = bn 1. The estimate
on  (bn) follows as before by a study of the growth of the recursively defined sequence
 n := 2 n 1 +  n 2.
Proposition 4.2. We have ↵(n)  C 0 · n⌫ for infinitely many n 2 N and thus ↵  ⌫.
Proof. Note that we have the identities
[[a 1, b], [a, b]] = [[[a 1, b], a], [a, b]] and [[a 1, b], [b, a]] = [[[a 1, b], a], [b, a]]. (4.7)
Indeed, we just check
[[a 1, b], a] = a 1bab 1aba 1b 1aa 1 = [a 1, b][a, b]
and use that [a, b] commutes with both [a, b] and [b, a] = [a, b] 1. This proves Equation
(4.7). We set
 (w) := max{n | w 2  n(F2)}. 8w 2 F2. (4.8)
Clearly,  (w1w2)   min{ (w1),  (w2)} and  ([w1, w2])    (w1) +  (w2).
By lemma 4.6 we are now ready to prove the upper bounds on ↵(n). Note that
↵( (bn))  `(bn) for all n 2 N. Thus, as a consequence of Lemma 4.5 and Lemma 4.6,
we get
n  log2( (bn))  log2(C)
log2(1 +
p
2)
and hence
↵( (bn))  `(bn)
 C 0 · µn
 C 0 exp
✓
log(µ) · (log2( (bn))  log2(C))
log2(1 +
p
2)
◆
= C 0 exp
✓  log(µ) log2(C)
log2(1 +
p
2)
◆
· ( (bn))⌫ .
This proves the claim.
Question Can we prove better bounds of the form  (w)  `(w)  for some   < 1?
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4.3 Lower bounds for the derived series
Again, we consider F2 the free group with generators a, b. For a subgroup ⇤ ⇢ F2, we
define
girth(⇤) := min{`(w) | w 2 ⇤ \ {e}}.
Theorem 4.3. Let ⇤ ⇢ F2 be a normal subgroup. Then we have
girth([⇤,⇤])   3 · girth(⇤).
Proof. Recall, a subset S ⇢ F2 is called Nielsen reduced if
(1) u 6= e, for all u 2 S,
(2) `(uv)   max{`(u), `(v)}, for all u, v 2 S±1 with uv 6= e,
(3) `(uvw) > `(u)  `(v) + `(w), for all u, v, w 2 S±1 with uv 6= e and vw 6= e.
It is well-known that ⇤ has a Nielsen reduced basis ([18] Proposition 2.9) – let us
denote it by S. We use the notation
|w| := min{`(vwv 1) | v 2 F2}.
We will show that |w|   3 · girth(⇤) for all non-trivial w 2 [⇤,⇤]. Every element
w = [⇤,⇤] is a product of elements in S±1, so that that the exponent sum of each
individual s 2 S is equal to zero. Hence, we may assume that w = sw1tw2s 1w3t 1
or w = sw1s 1w2tw3t 1 for some w1, w2, w3 2 ⇤ and s, t 2 S± such that st 6= e
and st 1 6= e. Since we are assuming that our basis for ⇤ is Nielsen reduced, the
cancellations from the left and right inside some element of S cannot overlap and each
will never touch more that one half of the word. Without loss of generality, we may
assume that the cancellation that occurs in the product t 1 · s is the longest among
the cancellations between all other letters that appear in w. Let us write t = at1 and
s = as1 so that t
 1
1 s1 is reduced. Let us discuss the first case, i.e., w = sw1tw2s
 1w3t 1.
Now, the cancellation in the product of sw1 and tw2s 1 must be an initial segment b of
a, and similarily the cancellation in the product of tw2s 1 and w3t 1 must be an initial
segment c of a. Since ⇤ is a normal subgroup, we get that
girth(⇤)  `(tw2s 1)  2`(a),
girth(⇤)  `(sw1)  2`(b),
girth(⇤)  `(w3t 1)  2`(c).
Hence,
3 · girth(⇤)  `(sw1) + `(tw2s 1) + `(w3t 1)  2`(a)  2`(b)  2`(c) = |w|.
In the second case, i.e., w = sw1s 1w2tw3t 1, we consider the words sws 1, w2 and
tw3t 1 and argue in a similar way. Indeed, the word b cancelled in the product of
sws 1 and w2 must be an initial segment of a. Similarly, the word c cancelled in the
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product of w2 and tw3t 1. Without loss of generality, c is an initial segment of b. Now,
we get
girth(⇤)  `(tw2t 1)  2`(a),
girth(⇤)  `(sw1s 1)  2`(a),
girth(⇤)  `(w2)  2`(c).
Hence, also in this case we get:
3 · girth(⇤)  `(sw1s 1) + `(w2) + `(tw3t 1)  4`(a)  2`(c)  |w|.
This proves the claim.
Corollary 4.1. We have
girth(F(n)2 )   3n.
In particular, we get     log2(3) = 1.5849....
4.4 Some applications
4.4.1 Nilpotent residually finiteness growth
Definition 4.9. We define F nilF2 (n) to be the smallest integer k so that for every element
w 2 F2 of length less than or equal n, there exists a homomorphism to a finite nilpotent
group of cardinality at most k which does not map w to the neutral element.
Definition 4.10. The growth behaviour determined by F nilF2 is called the nilpotent
residual finiteness growth of the free group.
Claim 1 in the proof of Theorem 3 in [4] stated
exp(n1/2)   F nilF2 (n).
Using the upper bound on ↵ in Theorem 4.2, we can improve a little bit on this.
Theorem 4.4. We have exp(n )   F nilF2 (n) with
  =
log2(1 +
p
2)
log2(3 +
p
17)  1 = 0, 69391....
Proof. Indeed, an 2  k(F2) for some k   C(1 +
p
2)n and `(an)  C 0(3+
p
17
2 )
n. Since
any finite nilpotent group of size less than 2k has nilpotency class k, we conclude
that any finite nilpotent quotient of F2 in which an survives must be of size at least
exp((C 00(1 +
p
2)n). This implies the claim.
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4.4.2 Almost laws for compact groups
For a compact group G, and an element w 2 F2 we consider a word map w : G⇥G! G
which is given by evaluation. In [23] Thom proved that there exists a sequence of non-
trivial elements (wn)n in the free group on two generators, such that for every compact
group G and every neighborhood V ⇢ G of the neutral element, there exists m 2 N
such that wn(G⇥G) ⇢ V for all n   m. This statement is already non-trivial for a fixed
compact group such as SU(2). Following (Section 5.4 [23]), we call such a sequence an
almost law for the class of compact groups.
For a specific group like SU(k) with a natural metric, say d(u, v) := ku  vk where
k.k denotes the operator norm, it is natural to ask how long a word w 2 F2 necessarily
has to be, if we demand that d(1k, w(u, v)) < " for all u, v 2 SU(k). We set
Lk(w) := max{d(1k, w(u, v)) | u, v 2 SU(k)}.
In (Remark 3.6 [23]) it was claimed that there is a construction of an almost law (wn)n
as above such that for every " > 0, there exists a constant C > 0 (which depends also
on k) such that
Lk(wn)  exp( C · `(wn)log14 4 ")
with log14 4 = 0, 5252.... This construction relies on the basic idea that was already
mentioned in connection with Equation (4.6). The more refined study yields:
Theorem 4.5. Let k 2 N. There exists an almost law (wn)n for SU(k) such that the
following holds. There exists a constant C > 0 such that
Lk(wn)  exp
  C · `(wn)  
with
  =
log2(1 +
p
2)
log2(3 +
p
17)  1 = 0, 69391....
Proof. Our basic method is a well-known contraction property of the commutator map
in a Banach algebra. Let k be fixed. In terms of the function Lk, (Lemma 2.1 [23]) says
Lk([w, v])  2 · Lk(w)Lk(v). (4.9)
We conclude from ([23] Corollary 3.3) that there exist words w, v 2 F2 which generate
a free subgroup and satisfy Lk(w), Lk(v)  13 . Let us set wn := an(w, v). It is clear that
`(wn)  C 00 ·
 
3 +
p
17
2
!n
(4.10)
for some constant C 00 > 0. On the other side, Equation (4.9) and the equation
bn = [[an 1, bn 2], bn 1]
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from the proof of Lemma 4.6 shows that
Lk(wn)  4 · Lk(wn 1)2Lk(wn 2)
or equivalently
  log(2Lk(wn))    2 log(2Lk(wn 1))  log(2Lk(wn 2)).
Thus – precisely as in the proof of Lemma 4.6 – there exists a constant D > 0 such
that
  log(2Lk(wn))   D · (1 +
p
2)n, (4.11)
for some constant D > 0. Hence,
Lk(wn)
(4.11)
 1
2
exp
⇣
 D · (1 +p2)n
⌘ (4.10)
 exp   C · `(wn)  
for some constant C. This implies the claim.
It would be interesting to find a more direct relationship between the growth of the
girth of the lower central series and the asymptotics encountered in Theorem 4.5. It is
presently unclear if 1 + " for any " > 0 (or even for " = 0) is enough in Theorem 4.5,
see also (Section 5.4 [1]) for a discussion of this question.
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