Abstract. The structure of a self-similar group G naturally gives rise to a transformation which assigns to any probability measure µ on G and any word w in the alphabet of the group a new probability measure µ w . If µ w is a convex combination of µ and the δ-measure at the group identity, then the asymptotic entropy of the random walk (G, µ) vanishes; therefore, the random walk is Liouville and the group G is amenable. Using this method we prove amenability of several classes of self-similar groups.
Introduction
The starting point of the present paper was a recent work of Bartholdi -Virág [BV03] who gave a proof of the amenability of the so-called Basilica group B based on using random walks.
This group was first studied by Grigorchuk -Żuk [GŻ02a] whose work was continued in the subsequent papers by Grigorchuk -Żuk [GŻ02b] and Bartholdi -Grigorchuk [BG02] . Interesting algebraic and analytic properties of the Basilica group obtained in these papers made especially relevant the question about its amenability formulated in [GŻ02a] , also see [BGN02] .
The simplest description of the group B consists just in saying that it is the iterated monodromy group of the endomorphism z → z 2 − 1 of the Riemann sphere [BGN02] , [Nek03] (this is why the group is now called this way: the Julia set of z 2 − 1 is "named after the Basilica San Marco in Venice; one can see the basilica on top and its reflection in the water below" [Bie90] ). More explicitly, the group B is generated by two recursively defined automorphisms a and b of the rooted binary tree acting as (1) a(1w) = 1b(w) a(2w) = 2w ,
where vertices of the tree are presented as words in the 2-letter alphabet {1, 2}, so that B is a self-similar group. Equivalently, it can be defined as the group generated by the corresponding automaton. The recursive rules (1) give rise to an embedding
σ of the Basilica group B into the wreath product B S = B 2 S, where S ∼ = Z 2 is the group of permutations of the alphabet {1, 2}.
The idea of Bartholdi -Virág [BV03] consisted in considering on B the random walk (g n ) determined by a symmetric probability measure µ with µ(a ±1 ) = α µ(b ±1 ) = β , 2α + 2β = 1 .
They showed that the components g
n , g
n of the random walk with respect to the embedding (2) considered along appropriately defined sequences of stopping times t also perform a random walk of the same type, and, moreover, for a certain choice of the parameters α, β this is precisely the original random walk. The next step of [BV03] was to introduce a special "fractal distance" on the group B recursively defined as (3) g = min |g|, 1 + g (1) + g
, where |g| is the usual word length in the generators a ±1 , b ±1 . The balls of · still happen to have exponentially bounded growth, Since θ < 1/2, the rate of escape
of the random walk (g n ) with respect to the fractal distance must then vanish by the subadditivity of the latter:
It implies that the probability of returning to the identity in n steps decays subexponentially, so that by Kesten's criterion the group B is amenable.
The approach to amenability of self-similar groups presented in this paper is, broadly speaking, based on the same "Münchhausen trick" as in [BV03] (we are referring to the story about how the legendary baron allegedly succeeded to pull himself out of a quagmire by his own hair; physically this would imply that Münchhausen's weight is zero); the implementation is, however, different.
We work with an arbitrary probability measure µ on a general self-similar group G acting on the regular rooted tree T of degree d (we think about the vertices of T as words in the finite alphabet X = {1, 2, . . . , d}). Such a group is determined by an embedding (5) ϕ : g → (g 1 , g 2 , . . . , g d ; σ) = (g, σ)
of G into the permutational wreath product
where S = S(X) is the group of permutations of the alphabet X. This generality actually allows us to clarify the nature of the "Münchhausen trick". Namely, any word w ∈ T determines the associated measure µ w which is the law of the induced random walk on the group G ⊂ Aut(T w ) ∼ = T considered at the moments n when g n (T w ) = T w , where T w is the subtree of T consisting of all words beginning with w (for the Basilica group B the stopping times t
k used in [BV03] correspond to further restricting the random walk (B, µ 1 ) to the moments when its increments are different from the identity). The "Münchhausen trick" consists then in choosing an appropriate asymptotic invariant of the random walk ("baron's weight") and showing that if for a certain word w the measure µ w is a non-trivial convex combination (6) µ w = (1 − α)δ e + αµ , 0 < α < 1 of the original measure µ and the δ-measure at the identity of the group (in which case we call the measure µ self-similar ), then the "weight" must vanish, which, in turn, would imply amenability of the group. Although one could do it for the rate of escape with respect to the fractal distance as in [BV03] , we prefer to take for such an invariant the asymptotic entropy h(G, µ) = lim n H(µ n ) n of the random walk, owing to which our argument has entirely informational nature. In particular, the subadditivity of the entropy with respect to the wreath product embedding, cf. (4), is automatic. Note that the class of measures with finite entropy is larger than the class of measures with finite first moment (which is the condition for the rate of escape to be well-defined). Recent examples [Ers04a] show usefulness of (at first glance exotic) measures with finite entropy and infinite first moment; however, it remains to be seen whether such measures may arise as self-similar measures in our context.
Vanishing of the asymptotic entropy is equivalent to the Liouville property (absence of non-constant bounded harmonic functions) for the random walk, i.e., to the strong convergence of the n-fold convolutions µ n of the measure µ to a left-invariant mean [KV83] . Therefore, in this way we not only prove the amenability, but also provide an explicit sequence of asymptotically invariant probability measures on the group (actually, the proof of amenability of the Basilica group in the earlier version [Vir03] of the paper [BV03] consisted in deducing the Liouville property from vanishing of the rate of escape).
The paper has the following structure.
After fixing the setup in Section 1, we pass in Section 2 to considering the random walk on a self-similar group G determined by a probability measure µ. The image of the random walk (G, µ) under the embedding (5) is the random walk
so that by the definition of the group operation in G
denotes the natural (right) action of S on G X by automorphisms. In particular, for any
is a G-invariant Markov chain on the state space G × X, i.e., a random walk with internal degrees of freedom X (RWIDF) on G [KS83], or, in yet another terminology, a covering Markov chain with the deck group G and the quotient space X [Kai95] . The transition probabilities of a general RWIDF are determined by a matrix M = (µ xy ) x,y∈X whose entries are subprobability measures on G. In our situation this matrix is M = µ(g)M g , where M g are the matrices determined by the embedding (5) as
It is this matrix form of describing a self-similar group (used, for instance, for identification of the spectrum of the lamplighter group in [GŻ01] ) that turns out to be the most adequate for our purposes. The trace of the RWIDF (G, M ) on the recurrent subset G × {x} ∼ = G is the random walk (G, µ x ) governed by the measure
where M xx (resp., M xx ) denotes the row (µ xy ) y =x (resp., the column (µ yx ) y =x ) of the matrix M with the removed element µ xx , and M xx is the matrix obtained from M by removing its x-th row and column (Theorem 2.15). Iterating this procedure one obtains the corresponding measure µ w for an arbitrary word w in the alphabet X.
In Section 3 we prove the entropy inequalities necessary for applying the "Münchhausen trick". Namely, we show that the asymptotic entropy does not decrease when passing from the measure µ to any measure µ w (Theorem 3.3). This follows at once from the subadditivity of the entropy with respect to the projections (7). Therefore, relation (6) automatically implies that h(G, µ) = 0 (because in this case h(G, µ w ) = αh(G, µ) by the standard properties of the asymptotic entropy), hence the group G must be amenable.
Finally, in Section 4 we give a number of examples of self-similar groups, amenability of which can be established by the "Münchhausen trick". We restrict ourselves just to looking for finitely supported self-similar measures, in which case the question about their existence can be reduced to purely combinatorial considerations. Namely, (i) by formula (9) the result of inverting the matrix (I − M xx ) over the (l 1 -completed) group algebra of G must be finitely supported, and (ii) the expansion (9) must give a non-zero weight to the group identity e (provided µ(e) = 0 for the original measure µ). Passing to the supports of the measures from relation (9), we obtain algebraic conditions guaranteeing existence of a finitely supported self-similar measure (Theorem 4.2 and Theorem 4.4). These conditions are, however, quite restrictive. For instance, for groups acting on the binary rooted tree (i.e., when the alphabet X consists just of 2 symbols) one is lead essentially just to two series B n , B n of self-similar groups, amenability of which can be established by our methods. In the matrix presentation (8) they are defined as
. . , a n−1 → a n 0 0 1 , a n → 0 a 1 1 0 and
. . , a n−1 → a n 0 0 1 , a n → 0 a
In these series the Basilica group B is B 2 , whereas other groups B n , B n are also iterated monodromy groups of rational maps of degree 2 (V. Nekrashevych, private communication). In particular , B 2 = IMG ((z 2 − 1) /z 2 ) (the "basilica inside-out" map), B 3 = IMG(z 2 + c) for c 3 + 2c 2 + c + 1 = 0, c / ∈ R, and B 3 = IMG ((z 2 − ϕ 2 ) /z 2 ) for ϕ = (1 − √ 5)/2 (amenability of the series B n had been indicated in [BV03] as well).
The number of possibilities grows with the size of the alphabet X. For instance, for card X = 3 one can prove amenability not only for groups similar to the groups B n , B n as, for example,
but also for the groups
where w is an arbitrary word in the alphabet {a α 2 w 2α 1 . It would be interesting to look at other algebraic and analytic properties of these groups. In all these examples the transformation
restricted to symmetric measures on the set of generators is actually periodic, so that the random walk governed by any such measure is Liouville.
Let us finish this introduction with mentioning several natural questions.
1. Neither the original argument of Bartholdi and Virág nor its modification exposed in the present article provide an explicit form of Følner sets in the Basilica group B (or, more generally, in the groups B n , B n ). We prove (Theorem 4.12) that for any of these groups the n-fold convolutions µ n of any symmetric probability measure concentrated on the generators are asymptotically invariant. However, saying anything explicit about the geometrical structure of the measures µ n (i.e., about the typical behaviour of the n-step transition probabilities of the associated random walk) does not seem to be an easy task. In particular, it would be interesting to obtain a concrete family of Følner sets in these groups. Note that the quantitative methods from [BV03] give a lower bound on the return probabilities which leads to an upper bound for the growth of Følner sets.
2. What is the scope of the "Münchhausen trick"? We show that it is rather limited if one looks just for finitely supported self-similar measures. Are there any examples of infinitely supported self-similar measures?
3. The general problem of understanding amenable self-similar groups remains very much open. Although there exist non-amenable self-similar groups (see [GM03] for examples; for instance, the free group can be realized is this way), it is not known whether any contracting group is amenable (V. Nekrashevych, private communication), cf. [BGN02] , [Bar02] , [BGŠ03] .
4. Can one say anything specific about the relationship between amenability and the Liouville property for self-similar groups? We remind that amenability of a countable group is equivalent to existence of a Liouville measure on the group [KV83] . However, such a measure need not be finitely supported [KV83] nor even have finite entropy [Ers04b] . On the other hand, there are recent examples of non-Liouville measures with finite entropy and infinite first moment on certain self-similar groups of intermediate growth [Ers04a] .
1. Self-similar groups 1.A. Setup and definitions. Self-similar groups are defined as groups of automorphisms of regular rooted trees with some special properties reflecting their "self-similarity".
Let us fix a finite alphabet
and define the associated rooted tree
as the (right) Cayley graph of the free semigroup generated by X, i.e., its vertex set is the set of finite words in the alphabet X
(including the empty word ∅ which is the root of the tree), and neighbors are the pairs (w, wx) with w ∈ X * and x ∈ X. Each vertex w ∈ X * is the root of the subtree T w which consists of all words beginning with w. The map w → ww provides then a canonical identification of the trees T and T w .
Any automorphism of the tree T automatically preserves the root ∅. Therefore, the group of all automorphisms Aut(T ) preserves each level of T (which consists of words from X * with the same length).
In other words, under the action of any element g ∈ G each subtree T x (identified with T as above) is first transformed by the corresponding automorphism g x from the same group G, after which it is attached to the vertex x (replacing the subtree T x ).
We shall use the notation
for the relations (1.2), where
are, respectively, the corresponding elements of the group G X (the direct product of card X copies of the group G indexed by the alphabet X), and of the permutation group S = S(X), i.e., σ = ϕ(g) for the homomorphism (1.4) ϕ : G → S which consists in restricting g to the first level of the tree T . Clearly, one can obtain the presentations (1.3) for all elements g ∈ G just from those for g from a generating set A ⊂ G, see formula (1.8) below. Moreover, any set of generators A with the associated rules (1.3), where the components of g are words in the alphabet A ∪ A −1 , recursively defines the associated self-similar group G.
1.B. Examples. The following groups defined by sets of rules (1.3) for the alphabet X = {1, 2} are self-similar (here ε denotes the permutation of the symbols 1 and 2):
• The "adding machine" (isomorphic to the group Z) a = (e, a; ε) ,
• The Grigorchuk group of intermediate growth
See [BGN02] for a detailed discussion of self-similar groups and numerous other examples.
(1.5)
From now on we shall fix a self-similar group G. We shall assume that it is level transitive in the sense that it acts transitively on each level of the tree T .
1.C. Wreath product embedding. The rules (1.3) are equivalent to specifying an embedding of the group G into the permutational wreath product
Indeed, both groups S and G X are canonically embedded into Aut(T ): the first one as
and the second one as g(xw) = xg x (w) .
Therefore, for any g = (g, σ)
so that (xw).g = ((xw).g).σ = (xw).(gσ)
,
is actually the product of the elements g and σ in the group Aut(T ).
Remark 1.7. We prefer to use the postfix notation
corresponding to the right action of a transformation group on its state space. One of the reasons for this is that later on it will allow us to deal with the more habitual right random walks without resorting to the inversion g → g −1 .
The composition gg of two elements g = (g, σ) and g = (g , σ ) acts on a word xw as
i.e., in the "coordinates" g = (g, σ) the multiplication in G takes the form
denotes the natural action of S on G X by automorphisms. Thus,
is an embedding of the group G into the permutational wreath product G (1.6). For convenience let us write down the inversion formula in G:
.
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2.A. Preliminaries.
Recall that the (right) random walk on a countable group G determined by a probability measure µ is the Markov chain with the state space G and the transition probabilities π g (g ) = µ(g −1 g ) equivariant with respect to the left action of the group on itself. In other words, from a point g the random walk moves at the next moment of time to the point gh, where the random increment h is chosen according to the distribution µ. We shall use for this description of transition probabilities of the random walk (G, µ) the notation
Thus, if the random walk starts at the moment 0 from a point g 0 , then its position at time n is g n = g 0 h 1 h 2 . . . h n , where h i is a Bernoulli sequence of independent µ-distributed increments.
(2.2)
We shall always assume that the measure µ is non-degenerate in the sense that the subgroup generated by the support of µ is the whole group G (otherwise one would have to pass from the group G to the group generated by the support of µ).
For a self-similar group G and a probability measure µ = µ G on G denote by
the images of µ under the homomorphisms ϕ : G → S (1.4) and ϕ : G → G (1.9), respectively.
Then
where (h i , τ i ) are the µ G -distributed increments of the random walk, so that by the definition (1.8) of the group operation in G (2.3)
2.B. Reduction to a random walk with internal degrees of freedom. In particular, formula (2.3) implies that for any fixed x ∈ X (2.4)
σn , so that at any given time n the transition law from (g n ) x to (g n+1 ) x is determined just by the values of (g n ) x and x.σ n . Therefore, the image
of the original random walk ( G, µ G ) under the projection
is also a Markov chain.
Remark 2.7. Strictly speaking, given a Markov chain on a state space S with transition probabilities π s , the necessary and sufficient condition for its projection s → s onto a quotient space S to be again Markov is that the projections π s 1 and π s 2 coincide whenever s 1 = s 2 , which is clearly satisfied in our case.
Formula (2.4) shows that in the notations (2.1) the transitions of the quotient chains (2.5) on G × X are
Therefore, (i) The transition probabilities (2.8) of the chains (2.5) are the same for all x ∈ X; (ii) These transition probabilities are equivariant with respect to the action of the group G on itself on the left. Thus, the chains (2.5) are random walks with internal degrees of freedom (RWIDF) on G (the space of these degrees being X) [KS83] . Using another terminology, they are covering Markov chains with the deck transformation group G and the quotient space X [Kai95] .
Recall that the transition probabilities
(where d = card X is the cardinality of the space of internal degrees of freedom X) of sub-probability measures on the group with y µ xy = 1 .
In the case of a usual random walk this matrix is 1 × 1 and consists just of a single probability measure on the group which determines the random walk.
The image of the RWIDF (G,
which is the image of the matrix M under the augmentation homomorphism a : g → 1.
Remark 2.10. For simplicity we pass from now on to the group algebra notations putting g for a δ-measure δ g , g = e and just 1 for the δ-measure δ e concentrated at the identity of the group. Probability measures on the group G then become elements of the ( 1 -completed) group algebra of G over the reals 1 (G, R).
In our situation, since the measure µ G is the image of the measure µ under the map ϕ (1.9), the matrix M is
where M g are the matrices determined by the rules (1.3) as
Remark 2.13. The map g → M g is in fact an embedding of the group G into the algebra
matrices over the group algebra of G, which is yet another way of defining a self-similar group. In particular, the group inversion (1.10) in G corresponds to the usual matrix inversion in Mat(d, 1 (G, R)).
For the RWIDF (G, M ) determined by the matrix M (2.11) the quotient chain on X has the transition probabilities (2.9)
Or, equivalently, (2.14)
i.e., this chain is the result of the action of the random walk (S, µ S ) on X.
2.C. Self-similar reduction. Since the Markov chain (2.14) is obtained from a random walk on the group of permutations S(X), any state x ∈ X is recurrent. Therefore, the corresponding set G×{x} is recurrent for the RWIDF (2.8). Recall that stopping a Markov chain at the times when it visits a certain recurrent subset of the state space gives a new Markov chain on this recurrent subset (the trace of the original Markov chain). In our case the transition probabilities of the induced chain on G × {x} are obviously equivariant with respect to the left action of the group G on itself (because the original RWIDF also has this property). Therefore, the induced chain on G × {x} is actually the usual random walk determined by a certain probability measure µ x on G.
Theorem 2.15. The measures µ x , x ∈ X can be expressed in terms of the matrix M (2.11) as (2.16)
where M xx (resp., M xx ) denotes the row (µ xy ) y =x (resp., the column (µ yx ) y =x ) of the matrix M with the removed element µ xx , and M xx is the (d − 1) × (d − 1) matrix (where d = card X) obtained from M by removing its x-th row and column. The multiplication above is understood in the usual matrix sense.
Proof. This is elementary probability. We look at the quotient chain on X and replace its transition probabilities p xy with the transition measures µ xy in the identity (2.17) 1 = p xx + ∞ n=0 y 0 ,...,yn p xy 0 p y 0 y 1 · · · p y n−1 yn p ynx = p xx + P xx I + P xx + P 2 xx + . . . P xx = p xx + P xx (I − P xx ) −1 P xx , which yields
The first term in formula (2.16) corresponds to staying at the point x (and performing on G the jump determined by the measure µ xx ), whereas in the second term the first factor corresponds to moving from x to X \ {x}, the second one to staying in X \ {x} (each matrix power M n xx corresponding to staying in X \ {x} for precisely n steps), and the third one to moving back from X \ {x} to the point x. The matrix notation automatically takes care of what is going on with the G component of the RWIDF.
The measures µ
x admit the following interpretation in terms of the original random walk (G, µ) with the sample paths g n : we look at it only at the moments n when g n (T x ) = T x , and µ x is then the law of the induced random walk on the group Aut(T x ) ∼ = Aut(T ). Of course, one can iterate this procedure further and define in the same way the measures µ w associated with any vertex w of the tree T as
Remark 2.19. Such an iteration is easily seen to be associative. For instance, one obtains the same measure µ xy either as (µ x ) y or by directly restricting the original random walk to the subtree T xy .
Remark 2.20. Given a measure µ on G denote by µ(g) = µ(g −1 ) its reflected measure. Then the entries of the associated matrix M = µ(g)M g (2.11) are
see Remark 2.13. In particular, if the measure µ is symmetric, i.e., µ = µ, then µ xy = µ yx , and therefore the measure µ x from Theorem 2.15 is easily seen to be symmetric as well.
Entropy estimates
3.A. Asymptotic entropy of random walks. Recall that the entropy of a probability measure θ = {θ i } is defined as
If µ is a probability measure on a countable group G with H(µ) < ∞, then the (asymptotic) entropy of the random walk (G, µ) is defined as the limit
where µ n denotes the n-fold convolution of the measure µ, i.e., the distribution of the position at time n of the random walk (G, µ) issued from the identity of the group G. Another (equivalent) definition of the asymptotic entropy can be given in terms of the Poisson boundary of the random walk (which is the space of ergodic components of the time shift in the path space, see [Kai96] ). Namely, for P-a.e. sample path g of the random walk
where P is the probability measure in the space of sample paths g = (g n ) issued from the identity e = g 0 of the group, bnd is the canonical projection from the path space (G Z + , P) onto the Poisson boundary (Γ, ν), and g n ν = ν gn is the harmonic measure on the Poisson boundary corresponding to the starting point g n .
These definitions from [KV83] can be carried over to the more general setup of RWIDF, cf. [Kai86] , [Kai95] . Namely, let us consider a RWIDF (G, M ) with a finite space of internal degrees of freedom X (we keep using the notations from Section 2.B) such that the transition matrix M satisfies the following conditions:
(i) All non-zero normalized measures µ xy / µ xy have finite entropy; (ii) The quotient chain on X is irreducible (i.e., has a unique stationary measure). Then both definitions (3.1) and (3.2) of the asymptotic entropy make sense for the RWIDF (G, M ) and give the same quantity called the asymptotic entropy of the RWIDF (G, M ) and denoted h(G, M ). More precisely, in formula (3.1) one has to take the entropy of one-dimensional distributions π n g,x on G × X issued from a certain (≡ any) point (g, x), and in formula (3.2) one has to take the Radon-Nikodym derivatives dν gn,xn /dν g 0 ,x 0 of harmonic measures along sample paths (g n , x n ) of the RWIDF.
3.B. Entropy of self-similar groups.
Theorem 3.3. If a measure µ on a self-similar group G has finite entropy H(µ), then for all vertices w ∈ T
Corollary 3.5. The asymptotic entropy of the measure µ and of all measures µ w , w ∈ X * is zero or non-zero simultaneously.
In view of Remark 2.19 for proving Theorem 3.3 it is sufficient to consider only the case when the length of the word w is 1, i.e., w = x ∈ X and to prove that
To be sure that the entropy h(G, µ x ) is well-defined we first have to check the inequality H(µ x ) < ∞.
Lemma 3.7. In the setup of Theorem 3.3 H(µ x ) < ∞ for all x ∈ X.
Proof. We shall use two well-known inequalities:
for a convex combination i α i θ i of probability measures θ i with the weights α i , and
for the convolution µ 1 µ 2 of any two probability measures µ 1 , µ 2 on the group G. Denote by C the upper bound of the entropies of the normalized measures µ yz / µ yz , y, z ∈ X. Then inequalities (3.8) and (3.9) applied to formula (2.16) give
is the distribution on the space of paths returning to x given by formula (2.17) with α n = p xx , n = 1 , P xx P n−2 xx P xx , n > 1 . being the probability of first returning to x in precisely n steps, and θ n being the corresponding normalized distribution on the space of loops of length n in X. Thus, by (3.8)
Since the cardinality of the support of the measure θ n does not exceed (card X) n ,
Finally, irreducibility of the quotient chain on X (i.e., of the matrix P ) implies that the spectral radius of the matrix P xx is strictly less than 1, so that there exists λ < 1 such that α n < λ n for all sufficiently large n , whence the claim.
We shall now proceed with proving inequalities (3.6) by following the construction of the measures µ x from Section 2.B and Section 2.C.
Proof of Theorem 3.3. Notice that our standing assumptions on level transitivity of the group G (1.5) and on non-degeneracy of the measure µ (2.2) imply irreducibility of the quotient chain (2.14) on X, so that the entropy h(G, M ) is well-defined (finiteness of the entropies of the normalizations of all non-zero measures µ xy obviously follows from finiteness of the entropy of the measure µ). The projections Π y : G → G×X, y ∈ X (2.6) separate points of the group G. Therefore, for any probability measure θ on G
Applying this inequality to the one-dimensional distributions of the random walk ( G, µ G ) we obtain that
Further, when passing from the RWIDF (G,
where m denotes the normalized stationary measure of the quotient chain (2.14) on X (by irreducibility this measure is unique), i.e., the asymptotic frequency of the number of occurrences of x along a.e. sample path of the chain (2.14). The counting measure on X is obviously invariant with respect to the action of the group of permutations S. Since the chain (2.14) is induced by a random walk on the group of permutations S, the counting measure is stationary for the chain (2.14), so that m(x) = 1/ card X, and we arrive at the claim.
3.C. Entropy and amenability. The fundamental fact relating the asymptotic entropy with amenability of the group G is that h(G, µ) = 0 if and only if the Poisson boundary of the random walk (G, µ) is trivial, i.e., there are no non-constant bounded µ-harmonic functions on the group (the Liouville property) [KV83] . Corollary 3.5 of Theorem 3.3 immediately implies Theorem 3.10. Under conditions of Theorem 3.3 all measures µ w , w ∈ T are Liouville or non-Liouville simultaneously with the measure µ.
Remark 3.11. If µ is a finitely supported symmetric measure on a finitely generated group G, then h(G, µ) = 0 if and only if the rate of escape of the random walk (G, µ) vanishes. The latter is defined as (G, µ) = lim
where | · | is a word length in G. Therefore, for finitely supported symmetric measures the Liouville property is equivalent to vanishing of the rate of escape [Var85] .
The Liouville property in turn implies amenability of the group G, and, moreover, strong convergence of the n-fold convolutions of the measure µ to an invariant mean [KV83] . Therefore, if a group G carries a non-degenerate random walk with vanishing asymptotic entropy, then it must be amenable.
Definition 3.12. We shall say that a probability measure µ on a self-similar group G is self-similar if there exists a word w ∈ X * such that the associated measure µ w (2.18) is a nontrivial convex combination of the measure µ and the δ-measure concentrated at the identity of the group, (3.13)
Theorem 3.14. Any self-similar measure µ with finite entropy H(µ) is Liouville.
Proof. It is well-known that
see [KV83] (it follows from the coincidence of the Poisson boundaries of the measures µ and (1 − α) + αµ in combination with formula (3.2)). On the other hand, by Theorem 3.3
which is only possible if h(G, µ) = 0.
Theorem 3.15. If a self-similar group G carries a self-similar non-degenerate measure µ with finite entropy H(µ) < ∞, then it is amenable.
Examples
We shall now give several examples of self-similar groups, amenability of which can be established by using Theorem 3.15.
4.A. Finitely supported measures.
The question about the existence of finitely supported self-similar measures can be, by looking at formula (2.16), reduced to purely combinatorial considerations.
For a subset K ⊂ G and x, y ∈ X let K xy = {g x : there exists g = (g 1 , . . . , g d ; σ) ∈ K with y = x.σ} , so that for any measure µ with supp µ = K K xy = supp µ xy in the notations from Section 2.B. We put (4.1)
where in the definition of the matrix multiplication for set-valued matrices the multiplication is the usual group multiplication of subsets of G, whereas the addition is replaced by taking the union, so that, for instance, the product of the row (A 1 , A 2 ) and the column B 1 B 2 is the set A 1 B 1 ∪ A 2 B 2 . In other words,
for any measure µ with supp µ = K, cf. formula (2.16).
Theorem 4.2. If there exist a finite generating subset K ⊂ G \ {e} and x ∈ X such that
then the group G is amenable.
Proof. Let us fix K and x from the formulation of the theorem and consider the transformation
where µ x is the measure from Theorem 2.15. By condition (i) above supp µ x = K ∪ {e} for any µ with supp µ = K, so that Φ is well-defined on the interior of the simplex P(K) of probability measures on K and maps it into itself. The continuity of Φ up to the boundary of P(K) follows from the explicit formula (2.16). Therefore, by Brouwer's theorem the transformation Φ has a fixed point µ 0 , and by condition (ii) supp µ 0 = K. Thus, µ 0 is a non-degenerate self-similar measure with finite entropy (being finitely supported), so that G is amenable by Theorem 3.15.
If the set K is symmetric, i.e., K = K −1 , then by Remark 2.20 the transformation Φ (4.3) acts on the subsimplex P(K) ⊂ P(K) consisting of symmetric probability measures on K. Therefore, in this situation one can weaken condition (ii) from Theorem 4.2 by requiring the sets L to be also symmetric. 
4.B. Self-similar groups on the binary tree. If the tree T is binary, i.e., the alphabet X consists of 2 symbols, then in formula (4.1) all matrices are just 1 × 1, and formula (4.1) takes the form
Trying to satisfy the condition K 1 = K ∪ {e} from Theorem 4.2 one is naturally led to the assumption that K 22 = {e} (are there any good examples with a periodic set K 22 ?), which means that all elements g ∈ K whose image under the homomorphism ϕ : G → S (1.4) is the trivial permutation ε S of the set X actually preserve the subtree T 2 . Then the above formula takes the form
Let us put
so that the matrices (2.12) for g ∈ P are
In the same way, there are two maps ζ 1 , ζ 2 : Q → G with
so that
. Then the sets P and Q and the maps ξ, ζ 1 , ζ 2 have to satisfy the relation (4.5)
4.C. The Basilica group and its relatives. There are two families of groups satisfying (4.5), namely, let B n (resp., B n ) denote the group determined by the embeddings (cf. Remark 2.13) (4.6) a 1 → a 2 0 0 1 , a 2 → a 3 0 0 1 , . . . , a n−1 → a n 0 0 1 , a n → 0 a 1 1 0 and (4.7) a 1 → a 2 0 0 1 , a 2 → a 3 0 0 1 , . . . , a n−1 → a n 0 0 1 , a n → 0 a
respectively (the only difference is in the last terms). The group B 2 (now known as the Basilica group, see Introduction) has many interesting properties. It coincides with the iterated monodromy group (IMG) of the map z → z 2 − 1.
The groups B 3 , B 2 , B 3 are also the iterated monodromy groups of the following rational maps (see [BGN02] ):
the basilica inside-out, e.g., see [Bie90] ,
The groups B n , B n for n > 3 can also be realizable as the iterated monodromy groups of appropriate rational maps (V. Nekrashevych, private communication).
Remark 4.8. It seems that the groups B n , B n are essentially the only non-trivial ones among the groups satisfying condition (4.5). One should be able to make this a rigorous statement.
Let (4.9)
be the set of generators a i and their inverses in the group B n or B n . Then
and ζ 1 (a n ) = a
, and
Condition (4.5) is therefore fulfilled, so that the set K (4.9) satisfies condition (i) from Theorem 4.2.
Let us now look at conditions (ii) from Theorem 4.2 and Theorem 4.4 for the set K.
For the group B n a ε n ∈ L =⇒ a ε 1 ∈ L , and for the group B n a ε n ∈ L =⇒ a −ε 1 ∈ L . Finally, again for both groups B n and B n {a n , a
Therefore, the set K satisfies condition (ii) from Theorem 4.2 for the groups B n , but not for the groups B n (take L = {a 1 , a 2 , . . . , a n }). However, the symmetric condition (ii) from Theorem 4.4 is satisfied for both groups B n and B n , and we have Theorem 4.10. All groups B n , B n are amenable.
4.D. Symmetric random walks on the groups B n , B n . Actually, there is no need to resort to the abstract fixed point theorem for proving amenability of the groups B n , B n , since the transformation Φ (4.3) for the set K (4.9) can be written down quite explicitly by using formula (2.16). It takes especially simple form for symmetric measures. Namely, let
Then by (4.6) and (4.7) /(1 − α n ) .
In other words, subject to projectivization of the weights, Φ acts as Φ : (α 1 , α 2 , . . . , α n ) → α n 2 , α 1 , . . . , α n−1 .
Then it is clear that not only Φ admits a fixed point 1, 2 1/n , 2 2/n , . . . , 2 (n−1)/n , but also that Φ n = Id .
Therefore, Theorem 3.14 implies Theorem 4.12. Any symmetric random walk supported by the generating set K (4.9) (in particular, the simple random walk for which the measure µ is equidistributed on K) is Liouville for any of the groups B n , B n .
Remark 4.13. Bartholdi -Virág [BV03] outline a proof of amenability of the groups B n based on periodicity of the transformation Φ (along the same lines as for the Basilica group, see Introduction).
Remark 4.14. If the measure µ is not assumed to be symmetric then Theorem 4.12 fails as shows the example of the Basilica group B 2 , for which the semigroup generated by a 1 , a 2 is free [BG02] , so that any measure µ supported by {a 1 , a 2 } is not Liouville.
Remark 4.15. By looking at formula (2.16) for the measure µ 1 for a general (a priori not necessarily symmetric) µ supported by the set K (4.9) (which is formula (4.11) in the symmetric case), one can see that any self-similar measure µ with supp µ = K on the groups G = B n , B n is actually symmetric. The reason is that when passing from µ to µ 1 the ratios of the weights of g and g −1 (g ∈ K) change as Analogous statements are also true for other groups considered in Section 4.E and Section 4.F below.
4.E. Basilica-like groups on higher order trees. Let us now try to find self-similar finitely supported measures for groups acting on higher order rooted trees, i.e., when the alphabet X consists of more than 2 symbols. Following the same heuristics as before we shall first look for a set-valued matrix K xx = supp M xx such that its powers remain bounded.
One possibility is to have the matrix K xx just of the form This observation leads to two families of self-similar groups, amenability of which can be established by using our machinery. The first one G w is determined by the embeddings
