This demonstration presents a novel interactive online shopping application based on visual search technologies. When users want to buy something on a shopping site, they usually have the requirement of looking for related information from other web sites. Therefore users need to switch between the web page being browsed and other websites that provide search results. The proposed application enables users to naturally search products of interest when they browse a web page, and make their even causal purchase intent easily satisfied. The interactive shopping experience is characterized by: 1) in session-it allows users to specify the purchase intent in the browsing session, instead of leaving the current page and navigating to other websites; 2) in context-the browsed web page provides implicit context information which helps infer user purchase preferences; 3) in focus-users easily specify their search interest using gesture on touch devices and do not need to formulate queries in search box; 4) natural-gesture inputs and visual-based search provides users a natural shopping experience. The system is evaluated against a data set consisting of several millions commercial product images.
INTRODUCTION
Typical online shopping experience mainly contains three activities: browsing, search and transaction. Usually users will spend many efforts in browsing and search activities to do product research, while the step of placing order costs much less time. Consider the two main categories of shopping websites: 1) online shopping sites like Amazon.com; 2) product search engine like Google Product Search, users often need to frequently switch between browsing and search. For example, when a user is browsing a laptop product page on Amazon, he or she may also want to search similar products on Amazon, or the price information of the same laptop of other shopping sites. Obviously, the frequent switch between websites is not efficient, especially when touch devices like tablet PC or pad are used.
In the industrial efforts, Google recently released a new feature in Chrome, "Google Related", to recommend relevant information during users' browsing sessions [1]. However, users cannot specify their search intents and in many cases they have to conduct separate search. Some recent academic efforts are towards interactive search [2, 4, 5] , but they do not concern the integrated browse and search behaviors.
In this demonstration, we present a novel interactive shopping application. The system involves a natural user interaction which seamlessly integrates the browse and search behaviors to promote user's online shopping experience. The user can specify the purchase intent by selecting objects naturally using gestures (instead of the conventional query methods such as typing keywords in text box or using an input image to do search) when browsing e-commerce websites or even some ordinary Web pages, and to obtain the relevant products instantly within the same browsing session. In this work, we infer user search intent by analyzing visual properties of the user selection, with help of the context information collected from the browsed web page. The faceted search is conducted to rank candidate products. 
SYSTEM ARCHITECTURE
In order to capture the purchase intent, and facilitate users making further decisions, our system is designed with a three-stage process as illustrated in Fig. 1: 1 ) purchase intent expression allows users to select the interested product image at the client side using multi-touch gestures on Tablet PC (called "Lasso" gesture in the system). The backend server in the cloud recognizes the selected visual content and also analyzes the surrounding context; 2) multidimensional preference prediction is accomplished through the multi-modality query suggestion strategy at the cloud which recommends the relevant product attributes with the associated images to help users designate the dominant preferences; 3) faceted search & compare performs a joint textualvisual search at the cloud side and return the most relevant products to the users for better decision-making.
SYSTEM IMPLEMENTATION

Purchase Intent Expression
We introduce a natural gesture by circling a region to indicate the object inside the interested image. Such intent expression method provides a unique experience as (1) users do not have to formulate a text query, which is inconvenient for a touch device; and (2) it is not necessary to upload a query image, which usually needs several steps to complete.
Then the selected visual content and the context formed by the surrounding texts are transferred to the cloud side. There are three modules to understand users' intent: (1) context validation aims to extract the valid product specific attributes; (2) large-scale image search aims to understand the properties of the products by finding similar images from the visual perspective; and (3) attribute mining aims to discover attributes, such as the prices, brand names, categories, etc., by analyzing the outputs of the above two modules.
Multidimensional Preference Prediction
Multimodal query suggestion algorithm [6] runs at the cloud to analyze the multidimensional preferences of the purchase intent among the similar product images, and to suggest the most representative attributes with keywords (by attribute recommendation) and images (by image recommendation) to the users at the client side.
We use the stored associated metadata of the similar images and the extracted context to exploit the semantic attributes representing the preferences. We bound two characteristics: representativeness and divergence to ensure the suggested attributes are not only representative of the dominant preferences, but also reflect the diversity of aspects.
Faceted Search & Compare
A two-step intent-driven image search process is performed to search the relevant products. The first step is an attributebased search step, which joins all the faceted aspects of the user intent, visual content and context. The second step is to re-rank the returned images and allow users to compare the products for making a decision.
SYSTEM DEMONSTRATION
The system is deployed as an application on iPad and running through a database with 5 million product images, which currently supports 83 product categories. Fig. 2 shows the user interface of the system. A user expresses his/her purchase intent as shown in Fig. 2(a) ; the preference predicted results shown as Fig. 2(b) and faceted search results shown as Fig. 2(c) ; Fig. 2(d) shows the linked purchase page if the user clicks the interested product.
We perform the normalized discount accumulation gain (nDCG) measure [6] to evaluate our search strategy. The nDCG score of the top returned products is improved from 45.37% by the vocabulary-tree based method [3] to 75.54% by the proposed method. The subjective evaluation demonstrates the merit of the system with 73.47% satisfying scores on a 12 users feedback. We also evaluate the system latency. Averagely, it returns a satisfying result within 1.5 seconds.
CONCLUSIONS
We present a novel system to integrate the browse and search behaviors into one explorative lifecycle for online shopping. The system is deployed on Tablet Pad by taking the advantages of the multi-touch interfaces and the proposed interactive visual search solution. Our experimental results with both objective and subjective evaluations indicate that the system is effective and efficient in terms of search performance, user satisfaction in usability, and overall boosting in online shopping experience.
