This paper presents an achievable second-order coding rate for the discrete memoryless Gel'fand-Pinkser channel. The result is obtained using constant-composition random coding, and by using an asymptotically negligible fraction of the block to transmit the type of the state sequence.
I. INTRODUCTION
In this paper, we present an achievable second-order coding rate [1] - [3] for channel coding with a random state known non-causally at the encoder, as studied by Gel'fand and Pinsker [4] . The alphabets of the input, output and state are denoted by X , Y and S respectively, and each are assumed to be finite. The channel transition law is given by W n (y|x, s) n i=1 W (y i |x i , s i ), where n is the block length. The state sequence S = (S 1 , · · · , S n ) is assumed to be independent and identically distributed (i.i.d.) according to a distribution π(s). The capacity is given by [4] 
where the mutual informations are with respect to P SU Y (s, u, y) = π(s)Q U |S (u|s)W (y|φ(u, s), s) (2) and the maximum is over all finite alphabets U, conditional distributions Q U |S and functions φ : U × S → X . We say that a triplet (n, M, ) is achievable if there exists a code with block length n containing at least M messages and yielding an average error probability not exceeding , and we define M * (n, ) max M : (n, M, ) is achievable . Letting P Y |U , P Y , etc. denote the marginals of (2), we define the information densities
with a slight abuse of notation. i(u, y) be as given in (2)-(4) under these parameters.
for
Proof: We provide a number of preliminary results in Section II, and present the proof in Section III.
It should be noted that the equality in (7) holds under the capacity-achieving parameters, but more generally (7) is at least as high as (6), with strict inequality possible for suboptimal choices of Q U |S .
To our knowledge, the only previous result on the secondorder asymptotics for the present problem is that of Watanabe et al. [5] and Yassaee et al. [6] , who used i.i.d. random coding. In [7] , we show that for < 1 2 our second-order term is at least as good as that of [5] , [6] , with strict improvement possible. Furthermore, we show in [7] that Theorem 1 recovers, as a special case, the dispersion for channels with i.i.d. state known at both the encoder and decoder, which was derived in [8] .
Notation: Bold symbols are used for vectors and matrices (e.g. x), and the corresponding i-th entry of a vector is denoted with a subscript (e.g. x i ). The marginals of a joint distribution P XY are denoted by P X and P Y . The empirical distribution (i.e. type [9, Ch. 2]) of a vector x is denoted byP x . The set of all types of length n on an alphabet X is denoted by P n (X ). The set of all sequences of length n with a given type P X is denoted by T n (P X ), and similarly for joint types. We make use of the standard asymptotic notations O(·) and o(·).
II. PRELIMINARY RESULTS
In this section, we present a number of preliminary results which will prove useful in the proof of Theorem 1. We assume that U, Q U |S and φ(·, ·) achieve the capacity in (1).
A. A Genie-Aided Setting
We prove Theorem 1 by first proving the following result for a genie-aided setting.
Theorem 2. Theorem 1 holds true in the case that the empirical distributionP S of S is known at the decoder.
To see that Theorem 2 implies Theorem 1, we use a technique which was proposed in [10] . We use the first g(n) = K 0 log(n + 1) symbols of the block to transmit the International Zurich Seminar on Communications (IZS), February 26 -28, 2014 type of the remainingñ = n−g(n) symbols. Using Gallager's random-coding bound [11, Sec. 5.6] and the fact that the number of such types is upper bounded by (n + 1) |S|−1 , it is easily shown that there exists a choice of K 0 such that the decoder estimates the state type correctly with probability O 1 n . Thus, n − O(log n), M, − O 1 n -achievability in the genie-aided setting implies (n, M, )-achievability in the absence of the genie. By performing a Taylor expansion of the square root and Q −1 (·) function in (5) , we obtain the desired result.
B. A Typical Set
We define a typical set of state types given bỹ
We will see the second-order performance is unaffected by types falling outsideP n , due to the fact that [8, Lemma 22]
C. Approximations of Distributions
For each P S ∈ P n (S), we define an approximation Q
U |S,n (·|s) is arbitrary (e.g. uniform). Assuming without loss of generality that π(s) > 0 for all s ∈ S, we have from (8) that min s nP S (s) grows linearly in n for all P S ∈P n . Thus,
uniformly in P S ∈P n and (s, u).
We will make use of the following joint distributions:
U |S,n (u|s)W (y|φ(u, s), s). (12) Using (10), we immediately obtain that
uniformly in P S ∈P n and (s, u, y).
D. A Taylor Expansion of the Mutual Information
Let (11), and define
We observe from (1) that C = I(π). The following Taylor expansion (about P S = π) is proved in [7] :
whereĨ
and max PS ∈Pn
for some constant K 1 .
III. PROOF OF THEOREM 1 As stated above, it suffices to prove Theorem 2. Thus, we assume that the state type P S is known at the decoder.
1) Random-Coding Parameters: The parameters are the auxiliary alphabet U, input distribution Q U |S , function φ : U × S → X , and number of auxiliary codewords L (PS ) for each state type P S ∈ P n (S). We assume that U, Q U |S and φ are capacity-achieving.
2) Codebook Generation: For each state type P S ∈ P n (S) and each message m, we randomly generate an auxiliary codebook {U (PS ) (m, l)} L (P S ) l=1 , where each codeword is drawn independently according to the uniform distribution on the type class T n (P (PS ) U,n ) (see (12) ). Each auxiliary codebook is revealed to the encoder and decoder.
3) Encoding and Decoding: Given the state sequence S ∈ T n (P S ) and message m, the encoder sends
where U is an auxiliary codeword U (PS ) (m, l) with l chosen such that (S, U ) ∈ T n (P (PS ) SU,n ), with an error declared if no such auxiliary codeword exists. Given y and the state type P S , the decoder estimates m according to the pair (m,l) whose corresponding sequence U (PS ) (m,l) maximizes
where
with P (PS ) SU Y defined in (11) . It should be noted that P (π) SU Y coincides with the distribution in (2), and hence i (π) (u, y) coincides with (4). We consider the events International Zurich Seminar on Communications (IZS), February 26 -28, 2014 4) Analysis of E 1 : We study the probability of E 1 conditioned on S having a given type P S ∈P n . Combining (13) with a standard property of types [12, Eq. (18) ], each of the auxiliary codewords induces the joint type P (PS ) SU,n with probability at least p 0 (n) −1 e −nI (P S ) (U ;S) , where I (PS ) (U ; S) is defined in Section II-D, and p 0 (n) is polynomial in n. Since the codewords are independent, we have
where (25) follows using 1 − α ≤ e −α and defining
Choosing
with K 2 equal to one plus the degree of the polynomial p 0 (n), we obtain from (25) that
for some ψ > 0 and sufficiently large n.
5) Analysis of E 2 :
We study the probability of E 2 conditioned on S having a given type P S ∈P n , and also conditioned on E c 1 . By symmetry, all (s, u) ∈ T n (P (PS ) SU,n ) are equally likely, and hence the conditional distribution given P S = P S and E c 1 of the state sequence S, auxiliary codeword U , and received sequence Y is given by
where P 
where p 1 (n) is polynomial in n.
Recall that the decoder maximizes i (PS ) n given in (19). Using a well-known threshold-based non-asymptotic bound [2] , we have for any γ (PS ) that
where U ∼ P (PS ) U independently of (S, U , Y ). Using the change of measure given in (31), we can apply standard steps (e.g. see [3] ) to upper bound the second term in (32) by p 2 (n)M L (PS ) e −γ (P S ) , where p 2 (n) is polynomial in n. We can ensure that this term is O 1 n by choosing γ (PS ) = log M L (PS ) + K 3 log n, where K 3 is one higher than the degree of p 2 (n). Under this choice, and defining K 4 K 2 + K 3 , we obtain from (27) and (32) that
6) Application of the Berry-Esseen Theorem: Combining (28) and (33), we have for all P S ∈P n that
In order to apply the Berry-Esseen theorem to the right-hand side of (34), we first compute the mean and variance of i SU Y,n defined in (12) , it follows that
where (35) follows by expanding the expectation as a sum from 1 to n, and (36) follows from (13) 
It should be noted that V (P S ) is bounded away for zero for P S ∈P n and sufficiently large n, since V (π) > 0 by assumption in Theorem 1. Furthermore, the O(1) terms in (36) and (38) are uniform in P S ∈P n . Using the definition of I(P S ) in (14), we choose
where β n will be specified later, and will behave as O( √ n).
Combining (34), (36), (38) and (39), we have
where (41) follows by conditioning on (S, U ) = (s, u) for some (s, u) ∈ T n (P 
where we have factored the constants K 5 and K 6 into the remainder term using standard Taylor expansions along with the assumption β n = O( √ n); see [7] for details. Analogously to [8, , we simplify (42) using two lemmas.
Proof: This follows using standard Taylor expansions along with the definition ofP n in (8) and the fact that V (P S ) is continuously differentiable at P S = π; see [7] . Lemma 2. For any β n , we have PS ∈Pn P P S = P S Q β n + nI(P S ) − nI(π) nV (π)
where V is defined in (6) .
Proof: Using the expansion of I(P S ) in terms ofĨ(P S ) and ∆(P S ) given in (15), along with the property given in (17), we can easily show that the left-hand side of (44) is upper bounded by PS ∈Pn P P S = P S Q β n − nI(π) + nĨ(P S ) nV (π) + O log n √ n . = Q β n n V (π) + V * (π)
where V * (π) Var π [ψ(S)]. Using (16), we see that ψ(S) = E[i (π) (U, Y )−i (π) (U, S) | S], and it follows that V (π)+V * (π) is equal to V , defined in (6) . The proof is concluded by expanding the summation in (45) to be over all types, and substituting (46). Using (42) along with Lemmas 1 and 2, we have
Setting p e = and solving for β n , we obtain β n = √ nV Q −1 ( ) + O(log n).
Consistent with (42) and Lemma 1, we have β n = O( √ n).
Substituting (48) into (39) yields the desired result with V of the form given in (6) . By analyzing the Karush-Kuhn-Tucker (KKT) corresponding to the maximization in (1), it can be shown that the equality in (7) holds under any Q U |S which maximizes the objective for a given pair (U, φ) [7] . Since the parameters are capacityachieving by assumption, this completes the proof.
