Self rated health status (SRHS) is one of the most frequently used health measures in empirical health economics. This paper documents the temporal correlation structure of SHRS in the first seven waves of the Health and Retirement Study (HRS). It argues that commonly used panel data models including random effects and/or state dependence are unable to explain the findings and suggests a parsimonious alternative with an autocorrelated latent health component. Furthermore, the problem of survivorship bias is accounted for in a joint model of SRHS and mortality. Simulations show that this model succeeds well in explaining the empirical facts.
Introduction
Self rated health status (SRHS) is one of the most frequently studied measures of individual health. While it is a subjective evaluation of the own health, it does have considerable objective content such as predictive power for mortality. Furthermore, it is very easy to collect and therefore available in many large scale surveys.
Panel data permit a much richer analysis of the determinants of health than pure cross-sectional data and allow to study and account for unobserved heterogeneity and changes over time. Typical empirical studies of SHRS estimate a model with a simple specification for the correlation over time on a data set of the living respondents. This paper discusses two issues regarding panel data models of SRHS and suggests a parsimonious model structure to overcome the problems of the commonly used approaches.
The first issue concerns the modeling of the intertemporal correlation structure. While it is obvious that individual SRHS is positively correlated over time conditional on observable characteristics, the strategies to explain and account for this fact vary in the literature. Contoyannis, Jones and Rice (2004) carefully discuss classical panel data models of SRHS. They distinguish state dependence from time-constant unobserved heterogeneity. State dependence refers to a causal effect of past outcomes on current outcomes. These kinds of models are common in labor economics, see for example Card and Sullivan (1988) . While it is plausible to assume a causal link from yesterday's labor market status for example through human capital accumulation, this seems more questionable for SRHS: Where on the scale a respondent made a tick in a previous wave does most likely not causally affect the results of a later survey. Unobserved heterogeneity refers to individual differences not captured by observable characteristics.
While the presence of unobserved heterogeneity in SRHS models is very plausible, it is not so clear while the idiosyncratic health differences should be constant over time.
A closer look at the first seven waves of the Health and Retirement Study (HRS) reveals that the dynamic pattern of SRHS is incompatible with a combination of time-constant unobserved heterogeneity and (low-order) state dependence. This paper suggests a somewhat different model specification which explains the intertemporal correlation pattern with state dependence of an underlying latent health status instead of SRHS itself. It can also be interpreted as unobserved heterogeneity which is correlated but not necessarily constant over time.
The second issue discussed in this paper is selective mortality or survivorship bias (Jones, Koolman and Rice 2006) . Health is obviously only observed for living respondents. Since SRHS is highly correlated over time and a strong predictor of mortality, cross-sectional age profiles necessarily confound effects of age on health with an increasing selection of the relatively healthy survivors. The same holds for any potential determinant of health such as socio-economic status or policy interventions: Increases of health are potentially confounded by changes of the composition of survivors. To account for survivorship bias, this paper proposes a joint dynamic model of SRHS and mortality and estimates it on the HRS sample. This allows to disentangle effects on health from selection effects through mortality. Unlike the approach of inverse probability weighting used by and Jones et al. (2006) , the joint models allows for selection on unobservables which affect both SRHS and mortality. Simulations show that the model captures both the SRHS dynamics and mortality selection observed in the data well.
The paper is structured as follows. Section 2 discusses SRHS, introduces the sample used for the empirical analyzes, and provides descriptive analyzes with a focus on SRHS and mortality. Section 3 discusses how to reconcile the findings with econometric panel data models. Based on this discussion, a joint model for SRHS and mortality is suggested. Results and simulations are presented in Section 4 and section 5 concludes.
SRHS: Background and Descriptives

Self-Rated Health Status
Self rated health status (SRHS) is collected in many surveys. The wording of the question used in the Health and Retirement Study (HRS) is "Would you say your health is excellent, very good, good, fair, or poor?" Obviously, SRHS is a very subjective measure and prone to both random measurement error and potentially systematic reporting biases. Crossley and Kennedy (2002) find that many respondents report a different level of SRHS when answering the same question twice within one survey. Groot (2000) and Lindeboom and van Doorslaer (2004) discuss the effects of different scales of reference for self-reported measures. A different strand of literature studies the effect of health on labor supply and retirement decisions and finds effects of these decisions on the reporting of SRHS -an effect called justification bias, see for example Disney, Emmerson and Wakefield (2006) and Dwyer and Mitchell (1999) .
On the other hand, more objective health measures such as the prevalence of chronic conditions are error-ridden as well as long they are reported by the respondent, see Baker, Stabile and Deri (2004) , Bound (1991) , and Butler, Burkhauser, Mitchell and Pincus (1987) . Despite its obvious drawbacks, SRHS has been found a useful and powerful measure. It maps the high-dimensional and complex concept of health into one dimension using individual perceptions and judgments. And it has been found to have real content, for example it is a strong predictor of other health measures (Gerdtham, Johannesson, Lundberg and Isacson 1999) and mortality (Idler and Benyamini 1997, van Doorslaer and Gerdtham 2003) .
With all its advantages and disadvantages, SRHS is one of the most widely studied measures of individual health in empirical health economics. A very incomplete list of papers which make use of SRHS includes Adams, Hurd, McFadden, Merrill and Ribeiro (2003) , Allison and Foster (2004) , Buckley, Denton, Robb and Spencer (2004) , Contoy-annis and Jones (2004) , Deaton and Paxson (1998), van Doorslaer and Jones (2003) , Ettner (1996) , and Smith (1999).
Sample
The data used for the empirical example are from the Health and Retirement Study (HRS). 1 For the analyzes presented here, the RAND HRS Data File (Version G) is used.
It is a user-friendly data set produced by the RAND Center for the Study of Aging, with funding from the National Institute on Aging and the Social Security Administration. 2
The HRS contains data on different cohorts of elderly Americans which entered the panel survey at different points in time. Table 5 gives an overview these cohorts and shows the wave of the first interview, the number of individuals, and the number of observations and deaths in the working sample. It includes all individuals aged 50 or older in the initial interview and excludes individuals with missing information on one of the key variables used in this study. The distribution of these variables in the sample is shown in Table 2 .
SRHS dynamics and mortality
The key issue studied in this paper is the dynamics of the self rated health status (SRHS). Table 3 shows the transitions between two adjacent waves in the HRS data. SRHS is highly persistent -47 percent of the respondents report the same level of health and more than 86 percent do not change their report by more than one "unit". At the same time, SRHS is a strong predictor of mortality. A respondent who reported poor SRHS in one wave has ten times the risk to die before the next wave compared to someone who reported excellent SRHS.
1 The HRS is sponsored by the National Institute of Aging (grant number NIA U01AG009740) and conducted by the University of Michigan. 2 See http://www.rand.org/labor/aging/dataprod for details.
Current SRHS has predictive power not only for the next wave, but also for the longer future. Figure 1 (a) plots the share of the deceased during the next waves by SRHS in wave 1. While only 6.75% of the respondents who reported excellent SRHS in wave 1 have died by wave 7, this is true for 43.65% who reported poor SRHS in wave 1. The mortality risk differs in all future waves, so the lines keep diverging instead of becoming parallel at some point.
Figure 1(b) shows the share of respondents in poor or fair health among those who survive all seven waves by initial SRHS. The effect of SRHS in wave 1 decreases slowly over time but it has still strong predictive power for SRHS in wave 7.
The age profile of the share of respondents who report poor or fair SRHS is plotted as the solid line in Figure 2 . It rises with age except for the very old. As shown above, SRHS is highly correlated over time and a strong predictor of mortality. The age profile obviously only represents the living respondents, so it is a compound effect of individual development and selection due to differential mortality. The shorter lines in Figure 2 illustrate this effect. They show the age profile only for those respondents who are are observed living at least at age 60, 70, 80, 90, and 95 . This takes out the selection effect from the first appearance in the sample through the respective age. These lines are much steeper and represent the pure effect of aging, whereas the difference to the solid line represents the selective mortality.
As already shown, SRHS in wave 1 has explanatory power for both SRHS and mortality in wave 7. The question Table 4 The striking result is that even if six lags of SRHS are included so that only the seventh wave for the original HRS cohort is analyzed, the magnitude of the coefficients decreases with the lag length but all lags have significant explanatory power on their own. For mortality, the picture looks similar, but there are only 235 deaths observed between waves 6 and 7, so hardly any coefficients are estimated significantly different from zero. This is especially the case for the highly correlated lagged values of SRHS.
With three lags, all previous SRHS states have a highly significant predictive power for mortality. It with increasing lag length. The next section discusses how all these findings can be explained by a parsimonious model.
Models of SRHS dynamics and mortality
This section discusses how the dynamics of SRHS and mortality can be modeled in a way which is consistent with the descriptive findings of section 2. Section 3.1 ignores mortality for a moment and looks at SRHS of the survivors alone and section 3.2 adds mortality to the preferred model.
SRHS dynamics
To use a consistent notation, assume that SRHS is determined by a standard ordered response model. Individual i = 1, ..., N reports a SRHS y it ∈ {1, ..., 5} at time t = 1, ..., T if a latent continuous variable y * it is between two thresholds:
where α 0 = −∞, α 5 = ∞, and α 1 through α 4 are unknown model parameters. 4
Let x it denote a vector of strictly exogenous covariates and u it a random error term which is independent over time and individuals and independent of x it . Consider four common types of models for y * it as discussed by :
The independent model (1) implies that conditional on x it , there is no explanatory power of past values of SRHS which clearly violates the findings in Table 4 , at least with the set of covariates used there.
The first-order Markov model (2) assumes that the latent variable y * it is affected by the previous outcome y i,t−1 . This implies that the first lag of SRHS has explanatory power for today's SRHS, but not the longer lags. The findings in Table 4 disagree with that.
Of course, this model can be changed to a higher-order Markov chain, but the results show that one would need at least six lags and there is no sign that the seventh lag would be insignificant if it were available. Intuitively, this model is not very plausible either.
If the dependent variable were labor force participation, previous outcomes could affect today's outcomes causally by signaling or human capital depreciation. With SRHS, it is much less clear why the tick I made in one of five boxes in the past should causally affect my current health or SRHS.
The random effects model (3) is more plausible in this sense. It assumes that there is unobserved heterogeneity represented by the random variable a i which is usually assumed to be independent of x it as well as u it . Individuals differ by factors beyond the ones captured by the covariates. This creates an additional correlation of the outcomes. In reduced-form regressions like those in Table 4 , lagged outcomes are significant predictors since they contain information on a i . The i.i.d. error term u it might reflect temporary health shocks like a cold or just random influences on the response process like the current mood. They make the signal of lagged SRHS noisy so that all lags have additional explanatory power. But since the random effects are assumed to be constant over time, each lag tends to have the same amount of information and so the predictive power of all lags should not systematically vary. This contradicts the finding in Table 4 that the explanatory power decreases with the lag length.
Specification (4) is the preferred model of . The combination of a Markov chain model with a random effect has the advantage that it introduces additional flexibility in the correlation structure over time. Compared to the RE model, the first lag is allowed to have additional predictive power due to the state dependence.
While this fits the observed pattern in Table 4 better than the previous models, it still cannot capture the decreasing explanatory power of the higher lags.
Instead of the models discussed so far, consider a model with an AR(1) error component instead of the random effect:
For the random process a it to be stationary, assume that the i.i.d. shocks e it have a variance of (1 − ρ 2 )σ 2 a , where σ 2 a is the variance of a it . Similar to the RE model, this model implies that lagged SRHS values y i,t−s predict outcomes because they contain information on a it , but the information becomes noisier with an increasing lag length because of the accumulated shocks e i,t−s through e it . This can explain the decreasing explanatory power found in Table 4 . Note that the random effects model emerges as a special case of this model with ρ = 1.
As with nonlinear RE models, the unobserved health component has to be integrated out numerically for the calculation of individual likelihood contributions. While a i and therefore the integral is univariate for RE models, a it in this model is a sequence which makes numerical integration more difficult. Heiss (2007) discusses the use of a sequential numerical integration algorithm and shows that it works well for models like this. That paper also has Stata code for the estimation of such models. A brief discussion of the likelihood approximation for this model can be found in the appendix. Table 5 shows maximum likelihood results for the independent, random effects, and latent AR(1) models for the HRS sample, separately by gender. The models are sequentially nested: The independent model follows from the RE and AR(1) model with σ = 0 and the RE is a special case of the AR(1) model with ρ = 1. Both restrictions are clearly rejected by Wald and likelihood ratio tests, so the AR(1) model fits the data significantly better than the other two models.
In the AR(1) model, the idiosyncratic unobserved health component a it has an estimated standard deviation of 3.0 and 2.9 for females and males, respectively. These are large numbers compared to the i.i.d. error u it which by normalization of the underlying ordered logit model has a standard deviation of The model parameters are not easy to interpret directly except for the signs and relative magnitudes. Before turning to substantive interpretations and simulations in section 4, the next section discusses how to add selective mortality to the latent AR (1) model.
SRHS and mortality
The fact that healthy individuals have a higher life expectancy creates a selection effect which tends to attenuate true health differentials if it is ignored. This effect was demonstrated for the age profile of SRHS in section 2, but it works also for other ef-fects. For example the impact of a chronic disease on SRHS is underestimated if the selection through mortality is stronger for the chronically ill. And the impact of policy interventions on health is underestimated if its effect on mortality is ignored. and Jones et al. (2006) attempt to correct for survivorship bias in a SRHS model using an inverse probability weighting estimator for a pooled ordered probit model. This approach has the disadvantages that it cannot account for unobserved heterogeneity in the SRHS model and that selection is assumed to be random conditional on covariates. In this section, a joint model of SRHS and mortality is presented which allows for the unobserved health component as discussed in the previous section. In addition to covariates, mortality is also allowed to be driven by this latent variable.
Let d it denote an indicator which has the value 1 if individual i dies at time t and 0 otherwise. Consider the following model which adds mortality to the AR(1) model of SRHS in equations (1) and (2).
The SRHS part of this model corresponds to the AR(1) model discussed in section 3.1.
Mortality is modeled as a binary outcome which depends not only on the same set of covariates as SRHS but also on the same latent health process as SRHS. This generates a correlation of SRHS and mortality conditional on covariates and allows to capture selective mortality beyond the observed differences.
The i.i.d. error terms u y it and u d it are assumed to be independent. This allows a straightforward calculation of outcome probabilities given values of a it . The conditional mortality risk is given by its binary choice probability. The joint probability of survival and SRHS of j is the product of the binary and the ordered choice probabilities. Similar models have proved to be useful for the study the trajectories of health and disability in old age (Heiss, Börsch-Supan, Hurd and Wise 2007) and for the modeling of the dynamics of prescription drug use (Heiss, McFadden and Winter 2008) .
The likelihood function can be approximated in the same fashion as for the SRHS model of section 3.1 except for one detail: the mortality selection has worked before the initial sampling. If a respondent appears in the sample for the first time at age 90, she belongs to a relatively healthy part of the population. This has to be accounted for when calculating the likelihood function. A discussion of how this can be done can be found in the appendix. Implementations of this type of model in the software package Stata can be requested from the author.
Results and Simulations
Parameter estimates for the joint model of SRHS and mortality presented in section 3.2 are shown in Table 6 . The latent health state a it enters both the SRHS and the mortality equation highly significantly for females and males. This captures the fact that even when controlling for observable characteristics, these outcomes are correlated due to the common influence.
Because the estimated parameters have no direct quantitative interpretation, Table 7 presents estimated average partial effects of the explanatory variables on the probability of poor or fair SRHS. The first two columns show the results of the independent and AR(1) SRHS models without mortality correction. The other columns are results from the joint model and disentangle direct effects on SRHS and selection effects. The third and fourth column are the partial effects on the mortality risk over the next two years and on poor or fair SRHS, respectively. The fifth column presents the estimated survivorship bias if selective mortality is ignored. The true effect on SRHS and the selection effect are combined in the last column which now presents the estimated difference of the share poor or fair health among the survivors. As can be expected, this is pretty much in line with the results from the models without mortality correction.
The fact that ceteris paribus fewer females are in poor or fair SRHS is pretty much offset by the lower mortality of women so that in the surviving population, SRHS hardly differs by gender. Selective mortality attenuates the SRHS differences by education since the low educated have both worse SRHS and a higher mortality risk. The highest differences can be seen in the age effects. Since both SRHS and mortality selection increase steeply with age, poor or fair SRHS increases much slower if only the surviving are analyzed and the survivorship bias is ignored as has already been observed in Figure   2 .
Of course, these results only account for the survivorship bias, not for differences in reporting styles. To add these effects, similar approaches as discussed in the literature such as vignettes (Kapteyn, Smith and Van Soest 2007) could added to the model, but this is beyond the scope of this paper.
The joint model of SRHS and mortality is very parsimonious -in addition to the slope parameters of the explanatory variables, only three parameters capture the dynamics of SRHS and its relation to mortality. The following simulation exercises allow to check whether it is able to explain the full dynamics of the seven SRHS waves. The simulations are based on 1000 artificial data sets. Each of those consists of individuals with the same socio-economics as the initial HRS sample. For each individual, a latent health, SRHS, and mortality process is simulated through wave 7 according to the model with the estimated parameters. Table 8 repeats the descriptive regression of Table 4 (third column) of wave 7 SRHS on socio-demographics and six lags of SRHS. Besides the results for the HRS sample, these regressions were performed on each of the 1000 artificial data sets generated according to the model with a latent AR(1) health component. The table shows means, standard deviations, the first, and the 99 th percentile of these 1000 point estimates. All HRS coefficients are well within these intervals except for the coefficient of the first lag which is slightly higher in the HRS sample than for the artificial data. Table 9 shows results of a similar exercise. It repeats the regression of mortality on socio-demographics and three lags of SRHS from Table 4 (fifth column). The coefficients of the socio-demographic variables agree very well using the HRS and the artificial samples. The coefficients of lagged SRHS only agree qualitatively. The explanatory power of the first lag is higher and then decreases faster in the HRS sample compared to the data set generated by the estimated model. But the model is able to reproduce the qualitative structure of significant but decreasing predictive power of lagged SRHS.
One possible explanation would be that there are actually two latent processes: One encompasses deadly health problems and affects both SRHS and mortality risk. A second one could be chronic but not deadly health problems and/or response styles which only affect SRHS but not mortality. Such a generalized model would allow to more flexibly explain the observed data.
Another way to compare the HRS and simulated samples is to reproduce Figure 2 for the latter. Figure 3 shows the age profile of the respondents who (are simulated to) survive to the corresponding age. The profiles look very similar. Notably, the model is able to reproduce the decreasing share of living individuals in poor or fair SRHS beyond age 90 which it explains by survivorship bias. The level in the very high ages is somewhat lower in the simulated sample, but sample sizes are very low in this area.
The interesting question is whether the model can also explain the decomposition of the pure age and the selection effect depicted in Figure 2 . Figure 4 repeats these results and adds the simulated counterparts. To facilitate the comparison, the simulated SRHS levels are adjusted for the differences seen in Figure 3 . The results agree strikingly well except for a few outliers where sample sizes are small in the original HRS sample.
Overall the simulation results suggest that even the very simple and parsimonious model discussed in the previous section can explain most of the dynamics of SRHS and mortality seen in the first seven waves of the HRS.
Conclusions
Self rated health status (SRHS) is a frequently used measure of individual health in survey data. Despite its subjectiveness, it has considerable real content. For example it is a strong predictor of mortality. This leads to a potential survivorship bias -effects of all kinds of determinants of health are confounded by their effect on selective mortality.
This paper documents the dynamics of SRHS and mortality in the first seven waves of the Health and Retirement Study (HRS). It suggests that the findings are inconsistent
with typically applied econometric models and suggests a parsimonious alternative. Simulations show that this model succeeds much better in capturing the dynamic structure of the data. They agree with all correlation patterns qualitatively and in most cases also quantitatively.
The strongest survivorship bias is found for the age profile, but also the SRHS differences by gender and education are attenuated by selective mortality. and a i , the individual outcomes are independent over time. The conditional outcome probabilities are
with Pr(y it |x it , a it ) representing standard ordered logit probabilities for y it with a it as additional regressors. The evaluation of the likelihood function requires integrating the sequence of latent states out of this expression:
where f (a i |x i ) is the joint p.d.f. of a i . The easiest approach to approximate this integral is simulation: Draw a number of vectors a 1 i , ..., a R i from this joint distribution, calculate Pr(y i |x i , a r i ) for r = 1, ..., R and average the results. For a thorough discussion of estimation using approximation by simulation, see Hajivassiliou and Ruud (1994) .
The sequential numerical integration algorithm of Heiss (2007) can be a computationally efficient alternative to such a simulation for an accurate approximation of the probabilities. It expresses the joint probability as the product of conditional time-specific probabilities Pr(
and approximates each of these terms in a sequential fashion using Gaussian quadrature.
Approximating outcome probabilities of the joint model
In the joint model, simulation works similarly. A complication arises from the fact that the selection by survival was working before the sample started. Let's assume no selectivity before age 50 and change notation slightly so that now x i = [x is , ..., x iT ] and
, where s refers to the time when individual i was 50 years old. Since in this paper only time-constant regressors and age are used, their value in the past is known. Conditional on surviving through the first wave, the joint outcome probabilities can be written as
For the evaluation of the likelihood function, the expression
must be evaluated. The main difference to the separate SRHS model is that the joint density of a i is now conditional on survival through the initial interview at t = 1. One way to deal with this is importance sampling. Bayes' rule implies
So to approximate (8) by simulation, draw a number of sequences a 1 i , . . . , a R i of values from f (a is , ..., a iT |x i ), evaluate (7) and instead of a raw average over draws, calculate a weighted average, where the weight for the r th draw is proportional to
With sequential quadrature instead of simulation, the same approach works accordingly. -111,015.8 -53,289.5 -7,110.9 -19,837.9 -10,651.6 -885.4 Standard errors (clustered by respondent) in parentheses.
Tables
*/**: different from 0 at 5%/1% significance level. -102,265.5 -86,756.3 -86,281.4 -78,601.7 -67,827.5 -67,437.6 Standard errors (clustered by respondent) in parentheses. */**: different from 0 at 5%/1% significance level. 
