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a b s t r a c t
We introduce Genetic Systems, a formalism inspired by genetic regulatory networks and
suitable for modeling the interactions between the genes and the proteins, acting as
regulatory products.
The generation of new objects, representing proteins, is driven by genetic gates: a
new object is produced when all the activator objects are available in the system, and
no inhibitor object is available. Activators are not consumed by the application of such an
evolution rule. Objects disappear because of degradation: each object is equipped with a
lifetime, and the object decays when such a lifetime expires.
We investigate the computational expressiveness of Genetic Systems: we show that
they are Turing equivalent by providing encodings of Random Access Machines in Genetic
Systems.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Most biological processes are regulated by networks of interactions between regulatory products and genes. To
investigate the dynamical properties of these genetic regulatory networks, various formal approaches, ranging fromdiscrete
to stochastic and to continuous models, have been proposed (see [6] for a review).
The goal of this paper is to investigate the ability of genetic networks to act as a computational device. To this aim, we
introduce Genetic Systems, a simple discrete formalism for the modeling of genetic networks.
The basic ingredients of the model are genetic gates, that are rules modeling the behaviour of genes, and objects,
representing proteins. Proteins both regulate the activity of a gene – by activating or inhibiting transcription – and represent
the product of the activity of a gene.
A genetic gate is essentially a contextual rewriting rule consisting of three components: the set of activators, the set of
inhibitors and the transcription/translation product. A genetic gate is activated if the activator objects are present in the
system, and all inhibitor objects are absent. The result of the application of a genetic gate rule is the production of a new
object. It is worthwhile to note that the application of such a rule does not remove the activator objects from the system.
In biological systems, proteins can disappear in (at least) two ways (see, e.g., [1]): a protein can either decay because its
lifetime is elapsed, or be neutralized by a repressor protein.
To model the decaying process, we equip objects with a lifetime, which is decremented at each computational step.
When the lifetime of an object becomes equal to zero, the object disappears. In our model we represent both decaying
and persistent objects: while the lifetime of a decaying object is a natural number, persistent objects are equipped with an
infinite lifetime.
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The behaviour of repressor proteins is modeled through repressor rules, consisting of two components: the repressor
object and the object to be neutralized. The rule is activated when both objects are present in the system. When the rule is
applied, the object to be neutralized disappears, while the repressor is not removed.
We consider first theMaximal parallelism semantics. This means that in the same computational step all the rules that can
be applied simultaneously,must be applied at the same time.We investigate the computational power of Genetic Systems by
presenting an encoding of RandomAccessMachines (RAMs) [13], a well-known, deterministic Turing equivalent formalism.
The encodingweprovide turns out to be deterministic (i.e., in each state of the system, atmost one computational step can be
performed). Moreover the encoding enjoys the following property: a RAM terminates if and only if its encoding terminates
(this means that no additional divergent or failed computations are added in the encoding).
Of course, other semantics can be considered: for example, at the opposite side of the spectrum we find Interleaving
semantics, where a single rule is applied at each computational step. In general, Interleaving semantics is less powerful with
respect to maximal parallelism semantics, as in the last case we automatically have a strong synchronization mechanism.
Nonetheless, we show that this is not the case for Genetic Systems, as universality can be obtained even when we consider
Interleaving semantics.
The paper is organized as follows. In Section 2 we provide some basic definitions that will be used throughout the paper.
The syntax and the maximal parallelism semantics of Genetic Systems is presented in Section 3, and in Section 4 we show
that Genetic Systemswithmaximal parallel semantics are Turing equivalent, by providing an encoding of RAMs. In Section 5,
we show that the same result can be obtained evenwhenwe considerGenetic Systemswith Interleaving semantics. Section 6
reports some conclusive remarks.
2. Basic definitions
In this section we provide some basic definitions that will be used throughout the paper. With N we denote the set of
natural numbers, whereas N∞ denotes N ∪ {∞}. We start with the definition of multisets and multiset operations.
Definition 1. Given a set S, a finite multiset over S is a function m : S → N such that the set dom(m) = {s ∈ S |m(s) 6= 0}
is finite. The multiplicity of an element s in m is given by the natural number m(s). The set of all finite multisets over S is
denoted byMfin(S); variablesm,m′, . . . range overMfin(S). A multisetm such that dom(m) = ∅ is called empty. The empty
multiset is denoted by ∅.
Given the multiset m and m′, we write m ⊆ m′ if m(s) ≤ m′(s) for all s ∈ S while ⊕ denotes their multiset union:
m⊕m′(s) = m(s)+m′(s). The operator \ denotesmultiset difference: (m \m′)(s) = ifm(s) ≥ m′(s) thenm(s)−m′(s) else
0.
The set of parts of a set S is defined as P (S) = {X | X ⊆ S}.
Given a set X ⊆ S, with abuse of notation we use X to denote also the multiset
mX (s) =
{
1 if s ∈ X
0 otherwise.
We provide some basic definitions on strings, cartesian products and relations.
Definition 2. A string over S is a finite (possibly empty) sequence of elements in S. Given a string u = x1 . . . xn, the length
of u is the number of occurrences of elements contained in u and is defined as follows: |u| = n. The empty string is denoted
by λ.
With S∗ we denote the set of strings over S, and u, v, w, . . . range over S. Given n ≥ 0, with Sn we denote the set of
strings of length n over S. Given a string u = x1 . . . xn, the multiset corresponding to u is defined as follows: for all s ∈ S,
mu(s) = |{i | xi = s ∧ 1 ≤ i ≤ n}|. With abuse of notation, we use u to denote alsomu.1
Definition 3. With S× T we denote the cartesian product of sets S and T , with×nS, n ≥ 1, we denote the cartesian product
of n copies of set S and with×ni=1Si we denote the cartesian product of sets S1, . . . , Sn, i.e., S1 × · · · × Sn.
Definition 4. Given a binary relation R over a set S, with Rn we denote the composition of n instances of R, with R+ we
denote the transitive closure of R, and with R∗ we denote the reflexive and transitive closure of R.
3. Genetic Systems
In this section, we present the definition of Genetic Systems (G Systems for short) and the definitions which we need to
describe their functioning. To this aim, given a set X , we defineRX = P (X)× P (X)× (X × N∞).
1 In some cases we denote a multiset by one of its corresponding strings, because this permits us to define functions on multisets in a more insightful
way.
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Definition 5. A Genetic System with timed degradation is a tuple
G = (V ,GR, RR, w0)
where
(1) V is a finite alphabet whose elements are called objects;
(2) GR is a finite multiset2 over RV of genetic gates over V ; these gates are of the forms uact ,¬uinh :→ (b, t) where
uact ∩ uinh = ∅. uact ⊆ V is the positive regulation (activation),3 uinh ⊆ V is the negative regulation (inhibition), b ∈ V is
the result of the transcription/translation operation executed by the gate4 and t ∈ N∞ is the duration of object b;
(3) RR is a finite set5 of repressor rules of the form (rep : b→)where rep, b ∈ V and rep 6= b;
(4) w0 is a string over V × N∞, representing the multiset of objects contained in the system at the beginning of the
computation. The objects are of the form (a, t), where a is a symbol of the alphabet V and t > 0 represents the decay
time of that object.
We say that a gate is unary if |uact ⊕ uinh| = 1. The multiset represented by w0 constitutes the initial state of the system. A
transition between states is governed by an application of the transcription/translation rules (specified by the genetic gates)
and of the repressor rules.
During a single computational step, it may happen that different gates are activated at the same time, using different
activating objects. In order to consider different parallel semantics for the application of rules, we will describe the
simulation of a single evolution step by dividing it into various partial sub-steps. Each partial sub-step simulation of a single
genetic gate, which is done by bounding the activator or inhibitor objects to the gate itself, by decreasing the decaying time
of such objects, and then by ‘‘freezing’’ the activators or inhibitors, the involved gate, and eventually the objects just created
by the gate. Then, we consider the non-frozen objects and we check whether or not they can activate another non-frozen
gate. We proceed in this way until no further gate can be activated. Then, we decrement the decaying time of all remaining
unused objects, and we conclude the whole evolution step by releasing all frozen objects, so that a whole new evolution
step can start.
Hence, the gate uact ,¬uinh :→ (b, t) can be activated if the current state of the system contains enough free activators
and no free inhibitors.When a gate is activated, the regulation objects (activators) in the set uact are bound to such a gate, and
they cannot be used for activating any other gate in the same evolution step. In other words, the gate uact ,¬uinh :→ (b, t) in
a state formed by amultiset of (not yet bound) objectsw can be activated if uact is contained inw and no object in uinh appears
inw; if the gate is activated, then a new object (b, t) is produced. Note that the objects in uact and uinh are not consumed by
the operation, but will be released at the end of the operation and (if they do not disappear because of the decay process)
they can be used in the next evolution step. Each object starts with a decay number, which specifies the number of steps
after which this object disappears. The decay number is decreased after each parallel step; when it reaches the value zero,
the object disappears. If the decay number of an object is equal to∞, then the object is persistent and it never disappears
due to the decaying process (but it can disappear due to a repressor rule).
The repressor rule (rep : b→) is activated when both the repressor rep and the object b are present. The repressor rep
neutralizes the object b by modifying it, so that it cannot be used anymore in any reaction (and thus, we destroy it). The
parentheses surrounding the repressor rule are omitted when the notation is not ambiguous.
We adopt the following notation for gates. The activation and inhibition sets are denoted by one of the corresponding
strings, i.e. a, b,¬c :→ (c, 5) denotes the gate {a, b},¬{c} :→ (c, 5). If either the activation or the inhibition is empty
then we omit the corresponding set, i.e., a :→ (b, 3) is a shorthand for the gate {a},¬∅ :→ (b, 3). The nullary gate
∅,¬∅ :→ (b, 2) is written as :→ (b, 2).
3.1. Partial configurations, reaction relation, and maximal parallelism step
Having defined Genetic Systems, we are ready to describe their functioning. Informally, a computational step is a
transition between two states of the system, governed by an application of the transcription/translation rules (specified
by the genetic gates) and of the repressor rules. In one time unit, applicable rules are used with free objects which can take
part in the reaction, while the decaying time of unused objects is decreased. Of course different semantics can be adopted,
depending on the number of rules that are applied in each computational step, and on the way in which the set of rules to
be applied is chosen.
2 Here we use multisets of rules, instead of sets, because each rule can be used at most once in each computational step, as it represents the activity of a
specific genetic gate.
3 We consider sets of activators, meaning that a genetic gate is never activated by more than one instance of the same protein.
4 Usually the expression of a genetic gate consists of a single protein.
5 Each repressor rule denotes a chemical reaction where certain substances can neutralize other proteins (e.g. by modifying their shape or by breaking
them up). We stress the fact that such rules do not relate to a specific genetic gate but, instead, to environmental conditions, thus we use sets rules instead
of multisets; hence, a repressor rule can be applied for an unbounded number of times in each computational step.
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As we said previously, we will consider a single complete evolution step divided in various partial sub-steps. Each partial
sub-step considers the activation of a single gate, by bounding the activators objects to the gate itself. The objects and
gate involved are ‘‘frozen’’. When all possible rules (according to the chosen semantic) have been applied, we decrease the
decaying time of unused objects andwe let all ‘‘frozen’’ objects free, so that they can be used again in the following evolution
step.
We will first consider the so-calledmaximal parallelism semantics: all the rules that can be applied simultaneously,must
be applied in the same computational step. Later on, we will consider interleaving semantics, where at each computational
step only one rule is applied.
In order to formally define a computational step, we give now the definitions for partial configuration, configuration,
reaction relation, and heating and decaying function.
Definition 6. Let G = (V ,GR, RR, w0) be a Genetic System.
A partial configuration of G is a tuple (w, R, w¯, R¯) ∈Mfin(V × N∞)×Mfin(RV )×Mfin(V × N∞)×Mfin(RV ).
The set of partial configurations of G is denoted by ConfG. We use γ , γ ′, γ1, . . . to range over ConfG.
The multisetw contains the active objects, whereas w¯ is the multiset of the frozen (already used) objects; R represents the
active gates, while R¯ represents the frozen (already used) gates.
A configuration is a partial configuration containing no frozen objects; configurations represent the states reached after
the execution of a computation step.
Definition 7. Let G = (V ,GR, RR, w0) be a Genetic System.
A configuration of G is a partial configuration (w, R, w¯, R¯) satisfying the following: w¯ = ∅ and R¯ = ∅.
The initial configuration of G is the configuration (w0,GR,∅,∅).
The activation of a genetic gate is formalized by the notion of reaction relation. In order to give a formal definition we need
the function obj : (V × N∞)∗ → V ∗, defined as follows. Assume that (a, t) ∈ (V × (N∞)) and w ⊆ (V × (N∞))∗. Then,
obj(λ) = λ and obj((a, t)w) = a obj(w).
We also need to define a function DecrTime which is used to decrement the decay time of objects, destroying the objects
which reached their time limit.
Definition 8. The function DecrTime : (V × N∞)∗ → (V × N∞)∗ is defined as follows:
DecrTime(λ) = λ, and
DecrTime((a, t)w) =
{
(a, t − 1)DecrTime(w) if t > 1
DecrTime(w) if t = 1.
We are now ready to give the notion of reaction relation.
Definition 9. Let G = (V ,GR, RR, w0) be a Genetic System.
The reaction relation 7→ over ConfG × ConfG is defined as follows:
(w, R, w¯, R¯) 7→ (w′, R′, w¯′, R¯′) iff one of the following holds:
• there exist uact ,¬uinh :→ (b, t) ∈ R andwact ⊆ w such that
. uinh ∩ dom(obj(w)) = ∅
. obj(wact) = muact 6
. w′ = w \ wact
. w¯′ = w¯ ⊕ {(b, t)} ⊕ DecrTime(wact)
. R′ = R \ (uact ,¬uinh :→ (b, t))
. R¯′ = R¯⊕ (uact ,¬uinh :→ (b, t))
• there exists rep : b→∈ RR such that
. there exists trep, tb ∈ N∞ such that {(rep, trep), (b, tb)} ⊆ w
. w′ = w \ {(rep, trep), (b, tb)}
. w¯′ = w¯ ⊕ DecrTime((rep, trep))
. R¯ = R.
The function heat&decay – used in the definition of a computational step – permits us to make the frozen objects and
rules active again, and decrements the decaying time of the objects that have not been used in any rule during the last
computational step.
6 We recall that muact is the multiset containing exactly one occurrence of each object in the set uact . Hence, the operator = is intended here to be the
equality operator on multisets.
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Definition 10. The function heat&decay : ConfG → ConfG is then defined as follows:
heat&decay(w, R, w¯, R¯) = (DecrTime(w)⊕ w¯), R⊕ R¯,∅,∅).
Now we are ready to define the maximal parallelism computational step Z⇒:
Definition 11. Let G = (V ,GR, RR, w0) be a Genetic System.
Themaximal parallelism computational step Z⇒ over (nonpartial) configurations of G is defined as follows: γ1 Z⇒ γ2 iff one
of the following holds:
• there exists a partial configuration γ ′ s.t. γ1 7→+ γ ′, γ ′ 67→ and γ2 = heat&decay(γ ′),7 or
• γ1 = (w, R,∅,∅), exists (a, t) ∈ w s.t. t 6= ∞ and γ2 = (DecrTime(w), R,∅,∅).
We say that a configuration γ is terminated if no maximal parallelism step can be performed, i.e., γ 6Z⇒.
Note that in a computational step we can either have a maximal parallel application of rules plus the decreasing of decaying
time of unused objects, or simply the decreasing of decaying time of all objects, in case the system is deadlocked (i.e., no
rule can be applied).
We also need to consider computational steps of the second kind, because it may happen that the computation restarts
after some object – acting as inhibitor for some rule – decays. Consider, e.g., the system with a negative gate ¬b :→ (a, 3)
and a positive gate a :→ (a, 3), reaching a configuration containing only the object (b, 2); the system can perform nomove,
but, after 2 time units have elapsed, an object (a, 3) is produced and, by the positive gate, the system will never terminate.
4. Expressiveness of Genetic Systems
In this sectionwe show that Genetic Systemswith parallel application of the rules are Turing powerful. It’s easy to see that
Genetic Systems can be simulated by a Turing complete formalism. In this section we show how to model Random Access
Machines (RAMs) [13], a well known Turing powerful formalism, in Genetic Systems. We start recalling the definition of
RAMs.
4.1. Random Access Machines
RAMs are a computational model based on finite programs acting on a finite set of registers. More precisely, a RAM R is
composed of the registers r1, . . . , rn, that can hold arbitrary large natural numbers, and by a sequence of indexed instructions
(1 : I1), . . . , (m : Im). In [9] it is shown that the following two instructions are sufficient to model every recursive function:
• (i : Succ(rj)): adds 1 to the contents of register rj and goes to the next instruction;
• (i : DecJump(rj, s)): if the contents of the register rj is not zero, then decrease it by 1 and go to the next instruction,
otherwise jump to the instruction s.
The computation starts from the first instruction and it continues by executing the other instructions in sequence, unless a
jump instruction is encountered. The execution stops when an instruction number higher than the length of the program is
reached.
A state of a RAM is modelled by (i, c1, . . . , cn), where i is the program counter indicating the next instruction
to be executed, and c1, . . . , cn are the current contents of the registers r1, . . . , rn, respectively. We use the notation
(i, c1, . . . , cn) →R (i′, c ′1, . . . , c ′n) to denote that the state of the RAM R changes from (i, c1, . . . , cn) to (i′, c ′1, . . . , c ′n), as
a consequence of the execution of the i-th instruction.
A state (i, c1, . . . , cn) is terminated if the program counter i is strictly greater than the number of instructionsm. We say
that a RAM R terminates if its computation reaches a terminated state. The output of the RAM is the contents of register r1 in
the terminated state of the RAM (if such a state exists).
4.2. Encoding RAMs in Genetic Systems with maximal parallelism semantics
In this section we show how to model RAMs in Genetic Systems. The basic idea consists in representing the contents of
registers by sets of copies of persistent objects. More precisely, the fact that register ri contains value ci is represented by
the presence of ci copies of object (ri,∞) in the state of the system.
The fact that the program counter contains the value i (i.e., the next instruction to be executed is the ith) is represented
by the presence of object pi. At the beginning of the computation, the program counter is represented by the decaying object
(p1, 1). In general, just before starting the execution of the ith instruction, the system contains the object (pi, 1).
7 With γ 67→we denote the fact that there exist no γ ′ such that γ 7→ γ ′ .
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The instructions could be encoded by genetic gates. Basically, the encoding of a successor instruction i : Succ(rj) produces
a new instance of a persistent object (rj,∞), as well as the new program counter (pi+1, 1). The encoding of a decrement or
jump instruction i : DecJump(rj, s)may have two different behaviours. One gate checks (by negative regulation) if no object
rj occurs in the system: if this is the case, then the program counter (ps, 1) is produced. Another gate checks (by positive
regulation) if there exists an object rj in the system: if this is the case, then a repressor for object rj is produced to model the
decrement of the register; the repressor decays just after destroying rj, and the program counter (pi+1, 1) is produced.
When providing a RAM encoding, we need to specify how to extract the output of the system. As the output of the RAM is
the contents of register r1 in the terminated state of the RAM, we decided to take as output of the RAM encoding the number
of occurrences of object (r1,∞) in a terminated configuration of the system.
We provide a deterministic RAM encoding which satisfies the following condition: the RAM terminates with output k if
and only if the RAM encoding terminates in a state containing exactly k occurrences of object (r11 ,∞).
For the sake of brevity, we consider RAMs that satisfy the following constraint: if the RAM has m instructions, then all
the jumps to addresses higher than m are jumps to the address m + 1. This constraint is not restrictive, as for any RAM
not satisfying the constraint it is possible to construct an equivalent RAM (i.e., a RAM computing the same function) which
satisfies the constraint above. Given a RAMwithm instructions, the first constraint can be easily satisfied by replacing each
jump to an address higher thanm by a jump to the addressm+ 1.
If the ith instruction is (i : Succ(rj)), then the following sequence of rules is executed.8 On the left we report the
genetic gate that performs a transcription/translation, while on the rightwe report the set of nonpersistent objects currently
contained in the system.
(pi, 1)
step 1 : pi :→ (inc i1, 2)
(inc i1, 2)
step 2 : inc i1,¬inc i2 :→ (inc i2, 2)
(inc i1, 1), (inc
i
2, 2)
step 3 : inc i1, inc i2 :→ (r1j ,∞)
(inc i2, 1)
step 4 : ¬inc i1, inc i2 :→ (pi+1, 1)
(pi+1, 1)
The main difficulties in the design of the encoding are concerned with the following facts. As the activators of a genetic gate
are not removed from the state by the operation, we must ensure that some operations (such as the production of object
(rj,∞)) are executed exactly once.Wemake use of decaying objects to ensure that there exists a single time unitwhere such
an operation can be performed. The other difficulty is due to the fact that the activation of a genetic gate produces a single
object. As we need to produce both the object (rj,∞) and the new program counter, we make use of auxiliary decaying
objects. Note that each of the gates reported above can be activated only if at least one of the objects in the set {pi, inc i1, inc i2}
is contained in the current state; as we will see in the following, one of the objects in the above set is present in the system
if and only if we are executing the ith instruction; moreover, no one of these objects will be used as activator or inhibitor
in the gates used to encode the other instructions. Note also that, when starting from a system containing only (pi, 1) as
nonpersistent object, the only possible execution is the one reported above.
If the i-th instruction is (i : DecJump(rj, s)) and the contents of rj is zero, then the following rule is executed:
(pi, 1)
step 1 : pi,¬rj :→ (ps, 1)
(ps, 1)
On the other hand, if the contents of rj is not zero, then the following sequence of rules is executed:
(pi, 1)
step 1 : pi, rj :→ (dec i1, 2)
(dec i1, 2)
step 2 : dec i1,¬dec i2 :→ (dec i2, 2)
(dec i1, 1), (dec
i
2, 2)
step 3 : dec i1, dec i2 → (reprj, 1)
(dec i2, 1), (reprj, 1)
step 4 : reprj : rj →
¬dec i1, dec i2 :→ (pi+1, 1)
(pi+1, 1)
8 Here we recall that before starting the execution of the ith instruction, the system contains the object (pi, 1).
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If the decrement of rj is performed, the following operations need to be done: a repressor for object (rj,∞) is created,
such a repressor removes an instance of (rj,∞) and the program counter corresponding to the next instruction is created.
We ensure that exactly a single instance of (rj,∞) is removed by producing a nonpersistent repressor with timelife of
a single unit. Note that in step 4 two rules (a repressor rule and a genetic gate) are executed simultaneously in the
same step.
5. Encoding RAMS in Genetic Systems with interleaving semantics
As maximal parallelism semantics is a very powerful synchronization mechanism, often it turns out that the
expressiveness of a formalism is decreasedwhen other forms of parallelism are considered, such as in the case of Interleaving
semantics, where a single rule is applied at each computational step. Examples of this phenomenon can be found, for
example, in [8] for the area of Membrane Systems [10], and in [2] for a fragment of the Brane Calculus [5].
In this section we show that this is not the case when we use Genetic Systems: we prove that Interleaving semantics is
enough to obtain Turing equivalence.
The definitions concerning the functioning of Genetic Systems given in the previous section are still valid. We only need
to give the definition of an Interleaving computational step :
Definition 12. Let G = (V ,GR, RR, w0) be a Genetic System. The interleaving computational step over configurations of G
is defined as follows:w1  w2 iff one of the following holds:
• eitherw1 7→ w2, or
• w1 67→ and there exists (a, t) ∈ w1 such that t 6= ∞ andw2 = DecrTime(w1).
We say that a configurationw is terminated if no interleaving step can be performed, i.e.,w 6 .
The set of configurations reachable from a given configuration w is defined as Reach(w) = {w′ | w  ∗ w′}. The set of
reachable configurations in G is Reach(w0).
Note that, as for the case of maximal parallelism, a computational step can consist either in the application of a rule, or in
the passing of one time unit, in case the system is deadlocked (i.e., no rule can be applied).
To illustrate the difference between the interleaving and the maximal parallelism semantics, consider the system with
gates ¬d, a :→ b and ¬b, c :→ d and with initial state ac. According to the maximal parallelism semantics only the
following step can be performed: ac Z⇒ acbd 6Z⇒, where Z⇒ is a maximal parallelism computational step. On the other hand,
according to the interleaving semantics also the following sequence of steps can be performed: ac  acb  acbb  acbbb  
. . ..
5.1. Simulating RAMs by Genetic Systems with interleaving semantics
We show now how to simulate RAMs by using Genetic Systems with Interleaving semantics. We point out that the
encoding developed in the previous section, concerning maximal parallelism semantics, does not work directly with
interleaving semantics. The problem is concernedwith the two rules in step 4 of the execution of the encoding of a decrement
instruction, that must be sequentialized.
The first, naïve solution consists in extending of one time unit the decaying time of objects dec i1 and dec
i
2, i.e., in producing
object (dec i1, 3) at step 1 and object (dec
i
2, 3) at step 2. However, in this way the rule applied in step 3 (dec
i
1, dec
i
2 :→
(repri, 1)) can still be applied at step 4, because after step 3 both dec i1 and dec
i
2 are still alive. If this is the case, then at step
5 we can apply rule ¬dec i1, dec i2 :→ (pi+1, 1); at this point, both repressors created at steps 3 and 4 are decayed, and no
instance of (rj,∞)will be removed.
The solution consists in adding a third decaying object to impose an ordering on the execution of the rules, as we explain
in the following.
The general idea of the simulation is, of course, the same as we described in the maximal parallelism case: we represent
the contents of registers by sets of copies of persistent objects. If register ri contains value ci, then ci copies of object (ri,∞)
are present in the state of the system. If the program counter contains the value i, then the object pi is present (initially the
object (p1, 1) is present in the system).
For what concerns the output, we still take as output of the RAM encoding the number of occurrences of object (r1,∞)
in a terminated configuration of the system. The RAM terminates with output k if and only if the RAM encoding terminates
in a state containing exactly k occurrences of object (r11 ,∞).
The encoding for the instructions of increment and decrement with counter value equal to zero remain the same as in
the case of maximal parallelism, as only one instruction per step was applied also in that case.
In order to simulate a rule (i : DecJump(rj, s))when the contents of rj is not zero, using single rules which are applied in a
sequential manner, we consider the same objects we used for the maximal parallel case plus an object dec i3. The simulation
is done as follows:
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(pi, 1)
step 1 : pi, rj :→ (dec i1, 3)
(dec i1, 3)
step 2 : dec i1,¬dec i2 :→ (dec i2, 3)
(dec i1, 2), (dec
i
2, 3)
step 3 : dec i1, dec i2¬dec i3 → (dec i3, 3)
(dec i1, 1), (dec
i
2, 2), (dec
i
3, 3)
step 4 : dec i1, dec i2, dec i3 → (reprj, 1)
(dec i2, 1), (dec
i
3, 2), (reprj, 1)
step 5 : reprj : rj →
(dec i3, 1)
step 6 : ¬dec i1,¬dec i2, dec i3 :→ (pi+1, 1)
(pi+1, 1)
If the decrement of rj is performed, we need to remove the object (rj,∞) by means of a repressor, and then to create
the program counter corresponding to the next instruction is created. To ensure that exactly a single instance of (rj,∞) is
removed, we produce a nonpersistent repressor (reprj, 1)with timelife of a single unit. Once a single object (rj,∞) has been
destroyed, we produce the object (pi+1, 1). The whole process is synchronized by means of the objects dec i1, dec
i
2, and dec
i
3.
Thus, Genetic Systems with interleaving semantics are Turing powerful, too. Also in this case, the encoding is
deterministic and we have that a RAM terminates if and only if its encoding terminates.
6. Conclusions
In this paperwe investigate the computational expressiveness of Genetic Systems, a formalismmodeling the interactions
occurring between genes and regulatory products.
A study of the expressiveness of rewriting rules inspired by genetic networks has been carried out by the authors
in [3], in the context of Membrane Systems [10]. The result presented in [3] is incomparable with the result presented
in this paper, because the semantics of the rules are different (in this paper, the modeling of repressors is more faithful
to the biological reality, and a more abstract semantics for genetic gates is used), and because the result in [3] crucially
depends on the use of membranes, permitting us to localize to a specific compartment the objects and the rules, and of rules
modeling the movement of objects across membranes. As we already said in the Introduction, several models for genetic
regulatory networks have been proposed to investigate the behaviour of genes; however, to the best of our knowledge, their
computational power has never been investigated. While both approaches are inspired by DNA, Genetic Systems turn out
to be different from DNA computing (see, e.g., [11] for a survey), where the basic ingredients are strings, representing DNA
strands, that evolve through the splicing operation.
In the present paper, several ingredients are used to achieve Turing equivalence: the use of both persistent and decaying
objects, repressor rules, positive and negative regulation. It is worthwhile wondering if all these ingredients are really
needed to get Turing equivalence. Partial investigations have been done in [4], where it is shown that Genetic Systems
with interleaving semantics, genetic gates, repressor rules, and persistent objects only (i.e., the lifetime of each object is
∞) are not Turing equivalent; the idea is to provide a reduction of Genetic Systems to Safe Petri Nets [12], that preserves
the terminating behaviour. It is not known if this result holds also in the case of Genetic Systems with maximal parallelism
semantics.
Another related result, also proved in [4], shows that Genetic Systems with either interleaving or maximal parallelism
semantics, repressor rules, both persistent and decaying objects, and genetic gates with positive regulation (i.e., no
inhibition) are not Turing equivalent; this can be proved by resorting to the theory ofWell-Structured Transition Systems [7].
References
[1] R. Blossey, L. Cardelli, A. Phillips, A compositional approach to the stochastic dynamics of gene networks, in: Transactions on Computational Systems
Biology IV, in: LNCS, vol. 3939, Springer, 2006, pp. 99–122.
[2] N. Busi, On the computational power of the mate/bud/drip Brane calculus: Interleaving vs. maximal parallelism, in: Proc 6th International Workshop
on Membrane Computing, WMC6, in: LNCS, vol. 3850, Springer, 2006, pp. 144–158.
[3] N. Busi, C. Zandron, Computing with genetic gates, proteins and membranes, in: Proc. 7th International Workshop on Membrane Computing, WMC7,
in: LNCS, vol. 4361, Springer, 2007, pp. 250–265.
[4] N. Busi, C. Zandron, On the computational power of genetic gates with interleaving semantics: The power of inhibition and degradation, in: Proc. of
FCT 2007 Conference, in: LNCS, vol. 4639, Springer, 2007, pp. 173–186.
[5] L. Cardelli, Brane calculi — interactions of biological membranes, in: Proc. Computational Methods in System Biology, CMSB 2004, in: LNCS, vol. 3082,
Springer, 2005, pp. 257–280.
[6] H. De Jong, Modeling and simulation of genetic regulatory systems: A literature review, Journal of Computational Biology 9 (2002) 67–103.
[7] A. Finkel, Ph. Schnoebelen, Well-structured transition systems everywhere! Theoretical Computer Science 256 (2001) 63–92.
[8] R. Freund, Asynchronous P systems and P systems working in the sequential mode, in: Proc. 5th International Workshop on Membrane Computing,
WMC2004, Milan, Italy, 2004, in: LNCS, vol. 3365, Springer, Berlin, 2005, pp. 36–62. Revised Selected and Invited Papers.
[9] M.L. Minsky, Computation: Finite and Infinite Machines, Prentice-Hall, Englewood Cliffs, 1967.
[10] G. Păun, Membrane Computing. An Introduction, Springer, 2002.
[11] G. Păun, G. Rozenberg, A. Salomaa, DNA Computing. New Computing Paradigm, Springer, 1998.
[12] W. Reisig, Petri Nets: An Introduction, in: EATCS Monographs in Computer Science, Springer, 1985.
[13] J.C. Shepherdson, J.E. Sturgis, Computability of recursive functions, Journal of the ACM 10 (1963) 217–255.
