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Abstract
A complete system of equations of the advanced phase-field theory for martensitic phase
transformations (PTs) under a general stress tensor is presented. Theory includes a fully
geometrically nonlinear formulation for the general case of finite elastic and transformational
strains as well as anisotropic and different elastic properties of phases. Material parameters
are calibrated, in particular, based on the crystal lattice instability conditions from atomistic
simulations for martensitic PTs between cubic Si I and tetragonal Si II phases under complex
triaxial compression-tension loading. A finite element algorithm and numerical procedure is
developed and implemented in the code deal.II. Various 3D problems on lattice instabilities
and following nanostructure evolution in single-crystal silicon are solved for compression in
one direction under lateral stresses and analyzed. Strong effects of the stress states and
local stress hysteresis on the interface width and nanostructure evolution are presented. In
particular, the interface width diverges when lateral stress tends to the region in which insta-
bility stresses for direct and reverse PTs coincide. Direct and reverse transformations both
occur in the unique homogeneous way without hysteresis, energy dissipation, and damage
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due to internal elastic stresses. Stress fields within a sample and especially within interfaces
are determined and their effect on the nanostructure evolution is analyzed. Problems with
definition of the elastic interfacial tension (stress) are analyzed. It is demonstrated that the
instability stresses for initiation of the PTs are independent of the prescribed stress measure;
however, this does not mean that PT will be completed at such stresses.
Keywords:
phase-field approach, martensitic phase transformation, lattice instability condition,
nanostructure,
1. Introduction
In part 1 of this paper (Levitas (2018b)) the general phase-field approach (PFA) to
stress- and temperature-induced martensitic phase transformations (PTs) is developed. This
approach takes into account the crystal lattice instability conditions obtained in Levitas et
al. (2017a,b) using molecular dynamics (MD) simulations. In the current paper:
(a) we specify and simplify the general theory; further study the new PFA analytically
and numerically for homogeneous deformation-transformation processes;
(b) develop the finite element method (FEM) approach for solution of the coupled PFA
and mechanics problem, and
(c) model various nontrivial nanostructures and phenomena during PTs between diamond
cubic phase Si I and β−tin phase Si II under action of three stresses normal to the cubic
faces.
In Section 2 we present a specific and simplified version of the general theory. Since the
structural part of the interfacial stresses is found to be small in comparison with elastic in-
terfacial stresses, they are neglected here. This slightly changes the expressions for the local
and gradient parts of the Helmholtz free energy, the thermodynamic driving force for varia-
tion of the order parameter η, the lattice instability criteria and the material parameters in
2
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
them obtained from MD simulations. The complete system of equations is formulated for two
large-strain kinematic models, one based on interpolation of the transformation strain tensor
and the other, on interpolation of the logarithmic transformation strain. The anisotropic
elastic properties of the cubic Si I and tetragonal Si II are included in the model. The
fifth-degree interpolation polynomial for all material properties that satisfied all formulated
requirements are utilized.
In Section 3 we calibrate the model for cubic-tetragonal Si I↔Si II PTs using known
experimental material properties and MD results from Levitas et al. (2017a,b). A serious
problem was observed after initial calibration using the fifth-degree interpolation polyno-
mials for all components of the transformations strain tensor. trangely, the stress-order
parameter curve for uniaxial loading exhibited a local minimum within the intermediate
states 0 < η < 1, where the stress fell far below the reverse PT instability stress. Such a plot
results in an unphysical stationary microstructure, which contains incomplete Si II bands
and corresponds to the minimum in the stress-strain curve. The problem can be resolved
if the fourth-degree interpolation function is used for the transformation strain in the load-
ing direction while keeping the fifth-degree polynomials for two lateral directions. For the
logarithmic transformation strain-based model, the problem is resolved for a large arbitrary
strain. However, for the transformation strain-based model, the problem is fully resolved
only for small strain. For the finite strains, small non-monotonicity of the stress-strain curve
during the PT is observed, leading to more complex instability behavior which is discussed
in Section 7.
Simulation results are presented in Sections 4-7. The effect of the lateral stress on nanos-
tructure evolution during compression is analyzed in Section 4. Because the increase in tensile
lateral stress reduces the stress hysteresis to zero, the interface width increases and tends
to infinity. For such lateral stresses, Si I↔Si II PTs occur in the unique homogeneous way
without nucleation and growth, hysteresis, energy dissipation, and damage due to internal
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elastic stresses. These properties are ideal for various PT-related engineering applications. If
one increases the tensile lateral stresses starting with two-phase structure under prescribed
strain, the nanostructure continuously transforms to the homogenous intermediate structure.
There is an infinite number (continuum) of the homogeneous intermediate phases along the
homogeneous Si I↔Si II path which are in indifferent thermodynamic equilibrium. These
results are in good agreement with the MD results in Levitas et al. (2017a). The effect of
the hysteresis width of the nanostructure evolution and the distribution of the driving force
for PT was analyzed in Section 5. Due to the large transformation strain and internal elas-
tic stresses, for the relatively small hysteresis, Si II evolve not only by growth of complete
Si II regions, but also by loss of stability of the residual Si I and its quasi-homogeneous
evolution toward Si I. Also, the total width of all phase interfaces becomes comparable to
the sample size; thus interfaces overlap and fill the entire sample until completing the PT.
Stresses in the sample, with focus on the stresses within interfaces, were studied in Section
6. A detailed analysis of the lattice instability conditions under prescribed Cauchy and first
Piola–Kirchhoff stress is presented in Section 7. It is shown that the lattice instability condi-
tions (i.e. deviation of η from 0 and 1) are indeed independent of whether the Cauchy or the
first Piola–Kirchhoff stresses are prescribed. However, this does not mean that PT will be
completed at such stresses. The second instability points, which depend on the prescribed
stress measure, appear due to geometric nonlinearity after which PT completes. Section 8
contains concluding remarks.
Vectors and tensors are designated with boldface symbols. We designate contractions
of tensors A = {Aij} and B = {Bji} over one and two indices as A·B = {Aij Bjk} and
A:B = Aij Bji. The transpose of A is A
T , the symmetrized tensor A is As and I is the unit
tensor; ∇0 is the gradient operator with respect to the undeformed state.
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2. Complete system of equations
The phase-field theory developed in Levitas (2018b) is simplified and specified for the
cubic-to-tetragonal Si I↔Si II PTs. Thus, the structural interfacial stresses will be neglected
because the elastic interfacial stresses are found to be much larger, simplifying simulations.
Due to a lack of the higher-order elastic constants in the literature we considered the
available second-order constants only. Because the elastic constants do not contribute to
the instability criteria, this simplification does not hurt our main points of study. However,
stress-strain curves before PT are obviously affected by neglecting the higher-order elasticity.
In addition to large strain formulations, equations will also be presented in the small strain
approximation to make them more comprehensible for the broader audience.
2.1. Kinematics
The motion of the elastic material with PTs will be described by a continuous vector
function r = r(r0, t), where r0 and r are the positions of points in the reference (undeformed)
Ω0 and the current (deformed) Ω configurations, respectively; t is the time. The deformation
gradient F = ∂r
∂r0 =∇0r can be multiplicatively decomposed
F = F e·U t, (1)
into an elastic part and a symmetric (rotation-free) transformational part. The intermediate
stress-free configuration, designated as Ωt, is characterized by U t after elastic unloading from
Ω to zero stresses. The Jacobian determinants, which describe ratios of volumes V in the
corresponding configurations, are
J =
dV
dV0
= detF ; Je =
dV
dVt
= detF e; Jt =
dVt
dV0
= detU t. (2)
The transformational deformation gradient is expressed in two different ways (Levitas (2018b)),
both in a way that allows us to satisfy the lattice instability conditions obtained from MD
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simulations. First, based on the interpolation of the transformation strain:
U t(η) = I + εt ◦ϕ(aε,wε, η);
ϕ := [aεη
2 + (10ι − 3aε +wε) η3 + (3aε − 2wε − 15ι)η4 + (6ι − aε +wε)η5], (3)
where εt = U t(1) − I is the transformation strain after complete transformation from the
parent phase P0 to the product phase P1; ϕ (and consequently, aε,wε, ι) are matrices (not
second-rank tensors), which have the same non-zero components and symmetry as εt in the
coordinate system of crystal lattice of P1; these matrices were defined in Levitas (2018b)
and specified in Section 3.4; all non-zero components of matrix ι are equal to one. The
Hadamard product is defined as εt ◦ ϕ := {εijt ϕij} with no summation over i and j. Phase
transformation is described by the order parameter η with η = 0 for P0 and η = 1 for P1. For
transformations between cubic and tetragonal phases Si I↔ Si II, all matrices are defined in
the cubic axes of Si I and all non-diagonal components are zero.
Second, the exponential-logarithmic representation that generalizes the one presented in
Tu˚ma and Stupkiewicz (2016); Tu˚ma et al. (2016) and separates volumetric and deviatoric
parts (see Levitas (2018b)):
U t(η) = exp {lnU t(0) +H (η)} ; with H (1) = lnU t(1)− lnU t(0) & H (0) = 0, (4)
where the tensor H (η) is interpolated as
H (η) = Hv(1)Iϕv(av, wv, η) +H dd(1) ◦ϕdd(ad,wd, η); (5)
Hv(1) =
1
3
trH (1) =
1
3
ln
Jt(1)
Jt(0)
; H dd(1) = H (1)−Hv(1)I ; (6)
tr [H dd(1) ◦ϕ(ad,wd, η)] = 0 ∀η. (7)
Thus, the tensorH (η) consists of a spherical part Hv, which solely determines the volumetric
transformation strain, and a diagonal deviatoricH dd part, which do not affect the volumetric
transformation strain.
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Here, the main motivation for using the logarithmic expression is to separate the con-
tributions due to the change of volume and shape to the driving force for PT and lattice
instability conditions.
The Lagrangian total, elastic, and transformation strains are respectively given by
E =
1
2
(F t·F − I ); E e = 1
2
(F te·F e − I ); E t =
1
2
(U t·U t − I ); (8)
for small strains, they simplify to
E ' ε = (∇u)s = εe + ε¯t; (9)
ε¯t = εt ◦ϕ(aε,wε, η), (10)
where u is the displacement vector and subscript 0 in the gradient is omitted due to the neg-
ligible difference between the reference and actual configurations. With interpolation for the
transformation strain and for the logarithmic transformation strain, both kinematic models
coincide. Note, as it was shown in Basak and Levitas (2017), that the elastic interfacial
stresses depend on the second order terms of εt in the Taylor expansion of E t, which are
neglected in the traditional small strain approach. Because these stresses are quite large,
this demonstrates the danger of using small strain approximation.
2.2. Helmholtz free energy
The Helmholtz free energy per unit reference volume can be written as
ψ¯(F , η, θ,∇0η) = Jtψe + ψθ + ψ∇, (11)
where ψe is the elastic energy per unit volume in the intermediate configuration Ωt, which is
the reference configuration for the elasticity rule; ψθ is the thermal energy, which includes the
energy barrier between phases as well as the thermal driving force for phase transformation;
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and ψ∇ is the gradient energy which penalizes interfaces. In contrast with Levitas (2018b),
we consider all energies per unit reference volume rather than per unit mass.
Also, because the interfacial stresses are neglected, the gradient and double well energies
are not multiplied by J .
The simplest elastic energy for an anisotropic crystal is expressed as (Lekhnitskii (1963))
ψe =
1
2
E e:C:E e =
1
2
CijklEije E
kl
e =
1
2
3∑
n=1
[
λn(Ee
nn)2 + 2µnEnne E
kk
e + 4ν
nEnke E
kn
e
]
. (12)
The fourth rank elastic moduli for orthotropic materials with three orthogonal symmetry
planes are considered as
Cijkl =
3∑
n=1
[λnδinδjnδknδln + µn(δinδjnδkl + δijδknδln)
+νn(δinδjkδln + δjnδikδln + δinδjlδkn + δjnδilδkn)], (13)
where constants λn, µn and νn can be expressed in terms of nine independent elastic constants
as
λ1 = C11 + C23 + 2C44 − (C12 + C13 + 2C55 + 2C66),
λ2 = C22 + C13 + 2C55 − (C12 + C23 + 2C44 + 2C66),
λ3 = C33 + C12 + 2C66 − (C13 + C23 + 2C44 + 2C55),
2µ1 = C12 + C13 − C23, 2ν1 = C55 + C66 − C44,
2µ2 = C12 + C23 − C13, 2ν1 = C44 + C66 − C55,
2µ3 = C13 + C23 − C12, 2ν1 = C44 + C55 − C66. (14)
However, two of the symmetry planes are equivalent in the case of materials with tetragonal
crystal lattices. Therefore, C11 = C22 , C13 = C23 and C44 = C55, so that Eq. (14) simplifies
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to
λ1 = λ2 = C11 − (C12 + 2C66),
λ3 = C33 + C12 + 2C66 − 2(C13 + 2C44),
2µ1 = 2µ2 = C12, 2µ3 = 2C13 − C12,
2ν1 = 2ν2 = C66, 2ν3 = 2C44 − C66. (15)
Besides, all three orthogonal symmetry planes are equivalent for materials with cubic crystal
lattices, resulting in C11 = C22 = C33 , C13 = C23 = C13 and C44 = C55 = C66, so that Eq.
(14) reads to
λ1 = λ2 = λ3 = C11 − C12 − 2C44,
2µ1 = 2µ2 = 2µ3 = C12,
2ν1 = 2ν2 = 2ν3 = C44. (16)
During the PT, the elastic constants λn, µn and νn for the three orthogonal directions
are interpolated as
λn = λn0 + (λ
n
1 − λn0 )ϕe(η); µn = µn0 + (µn1 − µn0 )ϕe(η); νn = νn0 + (νn1 − νn0 )ϕe(η), (17)
with λn0 , µ
n
0 , ν
n
0 and λ
n
1 , µ
n
1 , ν
n
1 for the elastic constants of P0 and P1, respectively. The
corresponding interpolation function is (Levitas (2018b)):
ϕe(η) = η
3(10− 15η + 6η2). (18)
The first and second derivatives of this function at η = 0 and 1 are zero. This function is
used to prevent the term due to change in elastic moduli, which includes nonlinear elastic
energy, from contributing to the instability criteria, which were found to be linear in stresses
by MD simulations for Si I ↔ Si II PTs (Levitas et al. (2017a,b)).
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The thermal part of the free energy is
ψθ = Aη2(1− η)2 + ∆ψθ(3η2 − 2η3) = (A+ 3∆ψθ)η2(1− η)2 + ∆ψθη3(4− 3η), (19)
where A is a material parameter, ∆ψθ is the difference between the thermal free energy of
P1 and P0, and combination A+ 3∆ψ
θ is the magnitude of the double-well barrier between
P0 and P1, which represents a barrier in the criterion for P0 to P1 PT in Eqs.(29) and (30).
This is a particular case of the general expression for ψθ obtained by considering tradi-
tional a = 3 in Eq. (58) in Levitas (2018b), because there are no data for choosing another
value.
The gradient part of the free energy is expressed as
ψ∇ =
β
2
|∇0η|2, (20)
where β is a constant coefficient. In contrast to Levitas (2018b), the gradient is defined in
the reference configuration rather than the actual configuration, again due to the neglected
interfacial stresses.
The following simplifications are valid for small strains: Jt ' 1, E e ' εe, and ∇0 '∇.
2.3. The first Piola-Kirchhoff and Cauchy stress tensors
The first Piola-Kirchhof stress and the Cauchy stress have the following expressions
(Levitas (2018b)):
P = JtF e· ∂ψ
e
∂E e
·U−1t = JtF e·C:E e·U−1t ;
σ = J−1P ·F T = JtF e· ∂ψ
e
∂E e
·F Te = J−1e F e·C:E e·F Te ; (21)
for small strains they simplify to
P ' σ ' ρ∂ψ
e
∂εe
= C:εe. (22)
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2.4. Ginzburg-Landau equation
The evolution of the order parameter and corresponding martensitic nanostructure can be
described by the Ginzburg-Landau equation, which represents a linear relationship between
the rate of change of the order parameter, η˙, and the conjugate generalized thermodynamic
force, X:
η˙ = LX = L
(
−∂ψ¯
∂η
∣∣∣
E
+∇0·
(
∂ψ¯
∂∇0η
))
, (23)
where L is the kinetic coefficient. Substituting the free energy Eq. (11) into Eq. (23) results
in the more explicit but still compact form of the Ginzburg-Landau equation in the reference
configuration
η˙ = LX = L
(
P T ·F e:∂U t
∂η
− Jt∂ψ
e
∂η
∣∣∣
E e
− JtψeU−1t :
∂U t
∂η
− ∂ψ
θ
∂η
+ β∇20η
)
, (24)
and for small strains it reduces to
η˙ = LX = L
(
σ:
∂ε¯t
∂η
− ρ∂(ψ
e + ψθ)
∂η
+ β∇2η
)
. (25)
2.5. Equilibrium equation
The mechanical equilibrium equation is presented in the reference configuration as
∇0·P = 0. (26)
For small strains the equilibrium equation reduces to ∇·σ = 0.
2.6. Crystal lattice instability criteria
By definition, if a spontaneous deviation of the order parameter from the thermodynamic
equilibrium values ηˆ = 0 or 1 is thermodynamically admissible under the prescribed boundary
conditions, then the equilibrium is unstable. As elaborated in Levitas (2018b, 2013), the
general PFA criterion for the instability of the equilibrium phase ηˆ can be presented as:
∂X (P ,F e, ηˆ)
∂η
= P T ·F e : ∂
2U t
∂ η2
− Jt∂
2ψe
∂η2
∣∣∣
E e
− JtψeU−1t :
∂2U t
∂η2
− ∂
2ψθ
∂η2
≥ 0, η = ηˆ. (27)
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While Eq. (27) was obtained at fixed P , it is proven in Levitas (2018b) that the result does
not change if one fixes any stress measure. For small strains Eq. (27) reduces to
∂X (σ,εe, ηˆ)
∂η
= σ :
∂2 εt
∂ η2
− ∂
2ψe
∂η2
∣∣∣
εe
− ∂
2ψθ
∂η2
≥ 0, η = ηˆ. (28)
By substituting all of the terms in Eq. (27), expressing the first Piola-Kirchhoff stress in
terms of Cauchy stress, and neglecting shear stresses, one obtains the criteria for direct and
reverse PTs for both kinematic models (Eqs. (128-131) in Levitas (2018b)). The difference
in Jacobians is caused by neglecting Jacobian J in the expression for thermal energy due
to neglecting the interfacial stresses. First, considering the kinematic model based on the
transformation strain εt, we obtain
P0 → P1 : ∂X
∂η
∣∣∣
η=0
≥ 0 ⇒ (σ − ψ
e
Je
I ):εt ◦ aε − 1
Je
(A+ 3∆ψθ) ≥ 0;
P1 → P0 : ∂X
∂η
∣∣∣
η=1
≥ 0 ⇒ (σ − ψ
e
Je
I ):U−1t (1)·εt ◦wε −
1
J
(A− 3∆ψθ) ≥ 0.(29)
Second, for the logarithmic transformation strain measure, one has
P0 → P1 : ∂X
∂η
∣∣∣
η=0
≥ 0⇒ (σ0 − ψ
e
Je
) ln (Jt(1)) av +S: {H dd(1) ◦ add} − 1
Je
(A+ 3∆ψθ) ≥ 0;
P1 → P0 : ∂X
∂η
∣∣∣
η=1
≥ 0⇒ (σ0 − ψ
e
Je
) ln (Jt(1))wv +S: {H dd(1) ◦wdd} − 1
J
(A− 3∆ψθ) ≥ 0,(30)
where σ0 and S are the spherical and deviatoric parts of the Cauchy stress tensor, respec-
tively. Let us find more explicit expressions for Eqs.(29) and (30).
The term ψe can be neglected from here on for two reasons. First, the elastic energy
is an order of magnitude smaller than the stresses. Second, ψe is a nonlinear expression of
the stress components; however, the MD simulations shows that the instability criteria are
linear in stresses. For the next step, we either consider loading three stresses σi normal to
the cubic faces or neglect some geometrically nonlinear terms related to the contribution of
the shear stresses to the instability condition (see Levitas et al. (2017b)). Elaborating the
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first terms in Eq. (29) for cubic to tetragonal PT and taking into account that εt2 = εt1 due
to tetragonal symmetry, we obtain the simplified version of Eq. (29) as
P0 → P1 : (σ1 + σ2)εt1aε1 + σ3εt3aε3 ≥ 1
Je
(A+ 3∆ψθ);
P1 → P0 : (σ1 + σ2) εt1wε1
1 + εt1
+
σ3εt3wε3
1 + εt3
≥ 1
J
(A− 3∆ψθ). (31)
Next, elaborating the second terms in Eq. (30) using constraints in Eq. (7), the instability
criteria for the logarithmic model simplify to
P0 → P1 : σ0 ln (Jt(1)) av + (2σ3 − σ1 − σ2)H33dd(1)ad/2 ≥
1
Je
(A+ 3∆ψθ);
P1 → P0 : σ0 ln (Jt(1))wv + (2σ3 − σ1 − σ2)H33dd(1)wd/2 ≥
1
J
(A− 3∆ψθ). (32)
For small strains, the criteria for both versions coincide:
P0 → P1 : (σ1 + σ2)εt1aε1 + σ3εt3aε3 ≥ (A+ 3∆ψθ);
P1 → P0 : (σ1 + σ2)εt1wε1 + σ3εt3wε3 ≥ (A− 3∆ψθ). (33)
3. PFA calibration using MD results and stress-order parameter and stress-
strain curves
The following material parameters are used (Levitas et al. (2003); Hennig et al. (2010)):
L = 2600 (Pa.s)−1, β = 2.59× 10−10 N, C110 = C220 = C330 = 167.5 GPa, C440 = C550 = C660 =
80.1 GPa, C111 = C
22
1 = 174.76 GPa, C
33
1 = 136.68 GPa, C
44
1 = C
55
1 = 60.24 GPa, C
66
1 =
42.22 GPa, C121 = 102 GPa, C
13
1 = C
23
1 = 68 GPa.
The thermal driving force for PT, ∆ψθ, the transformation strain, εt, and the double-well
barrier constant, A, along with the constants in the interpolation function for transforma-
tion strain, aε1, aε3, wε1, and wε3 within the transformation strain kinematic model as
well as av, ad, wv and wd within the logarithmic kinematic model, are obtained as the
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result of PFA calibration with the MD simulations (Levitas et al. (2017a,b)). In par-
ticular, Si I ↔ Si II transformation strain measures εt = (0.1753; 0.1753;−0.447) and
H (1) = lnU t(1) = (0.1616; 0.1615;−0.5924) are obtained using MD simulations. There-
fore, Jt(1) = (1 + εt1)
2(1 + εt3) = 0.764; trH = lnJt(1) = −0.2694; H dd(1) = devH =
(0.2513; 0.2513;−0.5026).
3.1. Trial calibration of the instability criteria
The lattice instability conditions for cubic-to-tetragonal Si I↔Si II PTs were obtained via
MD simulations for various combinations of all six components of the Cauchy stress tensor
in Levitas et al. (2017a,b). In 3D stress σi space, all points for direct and reverse instability
stresses have been located close to two intersecting planes:
P0 → P1 :
0.36(σ1 + σ2)− σ3 ≥ 12.29 GPa if − σ3 ≥ 6.23 GPa0.19(σ1 + σ2)− σ3 ≥ 9.45 GPa otherwise
P1 → P0 : 0.19(σ1 + σ2)− σ3 ≤ 9.45 GPa, (34)
For equal stresses in two lateral directions (σ1 = σ2), the instability conditions are shown
in 2D stress planes in Fig. 1. It was obtained in Levitas et al. (2017a,b) that the contribu-
tions of shear stresses were negligible. It can be observed that increasing the lateral tensile
stresses reduces not only the direct and reverse instability stresses but also their difference,
namely the stress hysteresis, all the way down to the intersection point. From there on,
the two instability lines coincide and the stress hysteresis vanishes. By equaling the PFA
instability criteria for the transformation strain kinematic model, Eqs.(31), with the MD
14
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Figure 1: Crystal lattice instability stress lines in 2D stress space for direct and reverse phase transformations
in Si. σ3 is uniaxal compressive stress and σ1 = σ2 are lateral biaxal tensile stresses.
lattice instability conditions, Eq. (34), the following equations are obtained
aε1
aε3
( εt1
εt3
) = 0.36 ⇒ aε1
aε3
= 0.9211 if − σ3 ≥ 6.23 GPa
aε1
aε3
( εt1
εt3
) = 0.19 ⇒ aε1
aε3
= 0.4896; otherwise
(35)
wε1
wε3
(
εt1(1 + εt3)
εt3(1 + εt1)
)
= 0.19 ⇒ wε1
wε3
= 1.0406; (36)
1
Jeεt3aε3
(A+ 3∆ψθ) = 12.29; if − σ3 ≥ 6.23 GPa
1
Jeεt3aε3
(A+ 3∆ψθ) = 9.45 otherwise;
(37)
1 + εt3
Jεt3wε3
(A− 3∆ψθ) = 9.45, (38)
which can be used to calibrate the four interpolation constants aε1, aε3, wε1 and wε3. Fur-
thermore, in the case of the logarithmic transformation strain-based kinematic model, by
15
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equaling Eq. (32) with Eq. (34) we obtain
0.2513−0.0898av/ad
0.5026+0.0898av/ad
= 0.36 ⇒ av
ad
= 0.5707 if − σ3 ≥ 6.23 GPa
0.2513−0.0898av/ad
0.5026+0.0898av/ad
= 0.19 ⇒ av
ad
= 1.4462; otherwise
(39)
0.2513− 0.0898wv/wd
0.5026 + 0.0898wv/wd
= 0.19 ⇒ wv
wd
= 1.4462; (40)
1
Jead(0.5026+0.0898av/ad)
(A+ 3∆ψθ) = 12.29; if − σ3 ≥ 6.23 GPa
1
Jead(0.5026+0.0898av/ad)
(A+ 3∆ψθ) = 9.45 otherwise;
(41)
1
Jwd(0.5026 + 0.0898wv/wd)
(A− 3∆ψθ) = 9.45, (42)
which can be used to calibrate the constants av, ad, wv and wd.
3.2. Stress-order parameter curve for the transformation strain-based interpolation function
However, a serious issue arises during the first attempt to calibrate parameters. The
equilibrium stress-order parameter curve can be obtained by finding the third nontrivial
root of the thermodynamic equation X(σ, θ, η) = 0 (i.e. excluding roots η = 0 and η = 1)
and resolving it for stresses. Considering σ1 = σ2 = 0 for brevity, we obtain the following
for the transformation strain-based model
σ3 = −(A(2η − 6η
2 + 4η3) + ∆ψθ(6η − 6η2))(1 + εt3φ3(η))
Jεt3
dφ3(η)
dη
, (43)
where
φ3(η) = aε3η
2 + (10− 3aε3 + wε3)η3 + (3aε3 − 2wε3 − 15)η4 + (6− aε3 + wε3)η5 (44)
is the fifth-degree interpolation function for the third spatial direction. The plot of the
function σ3(η) is shown in Fig. 2a. The main problem is that this curve has a local minimum
in 0 < η < 1 with the stress far below the instability stress for the reverse PT. With the
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4th degree - Small Strain
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4th degree - Logarithmic transformation strain based model
(a) (b)
Figure 2: (a) Equilibrium analytical Cauchy stress-order parameter curves for both kinematic models based
on the transformation strain and logarithmic transformation strain, considering fourth-degree and fifth-
degree interpolation functions. (b) Unphysical stationary nanostructure due to the fifth-degree interpolation
function with local minimum in the stress-order parameter curve.
fifth- and higher-degrees interpolation function φ3(η) for transformation strain, there is no
way to eliminate this local minimum by varying the material parameters aε3 and wε3. Such
a plot results in an unphysical stationary solution for the boundary-value problem, shown in
Fig. 2b. The nanostructure in this figure is obtained for a thin square sample by applying
compressive strain on the top and bottom faces with periodic boundary conditions and
free lateral faces (see detailed problem formulation in Section 4). It can be seen that the
solution forms partially-transformed bands with the value of the order parameter around 0.7
corresponding to the local minimum rather than 1.
To eliminate the undesired local minimum and obtain a monotonous stress-order param-
eter curve in the instability range, the interpolation polynomial for the third direction is
reduced to a fourth-degree function by assuming wε3 = aε3 − 6:
φ3(η) = aε3η
2 + (4− 2aε3)η3 + (aε3 − 3)η4, (45)
while two others remain fifth-degree. After canceling the common η and (1 − η) factors in
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the numerator and denominator, the stress-order parameter curve for this case simplifies to
σ3 = −(A(1− 2η) + 3∆ψ
θ)(1 + εt3[aε3η
2 + (4− 2aε3)η3 + (aε3 − 3)η4])
Jεt3(aε3 − 2(aε3 − 3)η) . (46)
If we neglect the geometric nonlinearities for small strain formulation, and consider aε3 = 3
this equation reduces to
σ3 = −A(1− 2η) + 3∆ψ
θ
3εt3
, (47)
which is a linear expression in the order parameter (Fig. 2a).
However, as shown in Fig. 2a, despite significant progress, the equilibrium stress-order
parameter curve is still slightly non-monotonous due to the effect of the geometric nonlin-
earity produced by the term (1 + εt3φ3(η)) in the numerator of Eq. (43).
3.3. Stress-order parameter curve for the logarithmic transformation strain-based interpo-
lation function
Interestingly, it turns out that the logarithmic strain based kinematic model can resolve
the problem with the non-monotonous stress-order parameter curve in the instability range
due to the geometric nonlinearity. Through the same process as for Eq. (43), we find the
equilibrium stress-order parameter curve for the logarithmic model to be
σ3 = −(A(2η − 6η
2 + 4η3) + ∆ψθ(6η − 6η2))
J(Hv(1)
dφv(η)
dη
+H33dd(1)
dφdd(η)
dη
)
, (48)
where
φv(η) = avη
2 + (10− 3av + wv)η3 + (3av − 2wv − 15)η4 + (6− av + wv)η5;
φdd(η) = adη
2 + (10− 3ad + wd)η3 + (3ad − 2wd − 15)η4 + (6− ad + wd)η5. (49)
It can be observed that with the logarithmic strain formulation, there is no geometric non-
linear term in the stress function, which can resolve the issue with the transformation strain-
based formulation. However, because there are still fifth-degree polynomials in the denom-
inator of Eq. (48), it again leads to a undesirable local minimum within 0 < η < 1. The
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same approach, namely reducing the polynomials in the denominator of Eq. (48) to the
fourth degree, can be taken to remedy this issue. Thus, we assume wd = ad − 6, so that
not only does φdd reduce to a fourth-degree function, but Eq. (39) and Eq. (40) lead to
wv = av−6 and φv reduces to a fourth-degree function as well. Therefore, after canceling the
common factors η and (1− η) in the numerator and denominator, the simplified stress-order
parameter relation is obtained as
σ3 = − A(1− 2η) + 3∆ψ
θ
JHv(1)(av − 2(av − 3)η) + JH33dd(ad − 2(ad − 3)η)
. (50)
For the calibrated values of av and ad, the logarithmic kinematic model with the fourth-
degree interpolation functions results in the linear monotonous instability curve even for
large strains.
3.4. Final calibration of the models
Therefore, to calibrate the parameters, first using Eqs.(37) and (38), and the mentioned
additional condition wε3 = aε3 − 6, we obtain aε3 , wε3, and A in terms of ∆ψθ. Next,
we plot the σ3 as a function of order parameter for various ∆ψ
θ. Then we find the best
∆ψθ that leads to a monotonous σ3 within the range 0 < η < 1. Then, having the best fit
for ∆ψθ, the calibrated aε3 , wε3 and A are obtained. Next, Eqs.(35) and (36) are used to
find aε1 and wε1. The following interpolation constants aε and wε for transformation strain,
double-well barrier magnitude A, and jump in the thermal energy ∆ψθ are the final results
of the calibration procedure. First, for the transformation strain-based model:
if − σ3 ≥ 6.23 GPa→
∆ψθ = 6.35 GPa, A = 0.75 GPa, aε1 = 3.31, aε3 = 3.60, wε1 = −2.48, wε3 = −2.39,
otherwise→
∆ψθ = 6.35 GPa, A = −9.48 GPa, aε1 = 1.10, aε3 = 2.26, wε1 = −3.88, wε3 = −3.73. (51)
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Second, a similar process for the logarithmic strain based model results in
if − σ3 ≥ 6.23 GPa→
∆ψθ = 6.42 GPa, A = 2.34 GPa, av = 1.81, ad = 3.17, wv = −4.08, wd = −2.82,
otherwise→
∆ψθ = 6.42 GPa, A = −2.55 GPa, av = 4.61, ad = 3.18, wv = −5.27, wd = −3.64. (52)
The Jacobian determinants, J and Je at η = 1 have been considered to be 0.64 and 0.76
respectively, based on their magnitude in our PFA simulations of Si I↔Si II PT. The material
parameters here are slightly different from those in Levitas (2018b) because multiplication
of Jacobian determinants in the thermal part of the free energy that produces interfacial
stresses, is neglected.
While there is a jump in material parameters (A, ∆ψθ, etc.) at stresses for which both
instability lines coincide, these jumps are obtained from conditions that instability stresses
are continuous but have jump in derivatives, (see Fig. 1). If both states coexist in the
solution of the boundary-value problem, instability stresses are again continuous across the
boundary despite the jump in material parameters.
3.5. Stress-strain curves: PFA versus MD
More precise results for the compressive stress-strain curves considering different lateral
tensile stresses are shown in Fig. 3. The curves are obtained for a single finite element with
homogeneous stress and strain using the transformation strain-based kinematic model. In
this solution the Jacobian determinant is calculated rather than approximated. It can be
observed that the instability points for both direct and reverse PTs, obtained with the PFA,
are in satisfactory agreement with those of the MD simulations. Therefore, the calibration
goal is achieved. Besides, the stress-strain curve is very slightly non-monotonous between
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Figure 3: True compressive stress, σ3, versus Lagrangian strain, E3, for different lateral tensile stresses,
applied on a single element and obtained using PFA modeling; symbols are instability points obtained using
the MD simulations (Levitas et al. (2017a)).
instability points, causing a small increase in stresses at the beginning of direct PT. However,
there is no local minimum of stresses before completion of the transformation.
4. Effect of the lateral stress on nanostructure evolution: unusual phenomena
The FEM algorithm and numerical procedure have been developed in the deal.II pro-
gram (Bangerth et al. (2007)), which is a C++ library aimed at the computational solution
of partial differential equations. The three-dimensional and fully geometrically nonlinear
response of an anisotropic crystal has been modeled. While the simulations are performed
in the reference configuration, the results are presented in the deformed configuration.
A 3D square thin sample with the size of 20 × 20 × 1 nm3 is considered in this section.
The periodic boundary condition for both solution variables, namely displacement and order
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parameter, is implemented on the top and bottom external pair faces (orthogonal to the axis
3). Also, the simulation box was subjected to a relative compressive displacement u3 between
the upper and lower faces. The left and right lateral faces, as well as one of the faces in
the thickness direction, were subjected to the homogeneous external tensile stresses σ1 = σ2.
The other face in the thickness direction is fixed for normal-to-the-face displacement, namely
u2 = 0. One displacement degree of freedom in every direction is required to be fixed, which
was done at the center of the sample. No shear stresses are applied to the external faces.
Randomly distributed values within the range 0−0.01 are considered as the order parameter
initial condition for all simulations.
The entire phase transformation process and nanostructure evolution is highly affected by
the stress state. To study this effect, three different lateral tensile stress cases ( σ1 = σ2 = 0, 5
and 10 GPa ) are considered. Macroscopic (averaged) stress-strain curves for all of the stress
cases are plotted in Fig. 4. For uniaxial compression at σ1 = σ2 = 0, the microstructure
evolution is shown in Fig. 5. It can be observed that once stress reaches the instability stress
for direct PT, the order parameter starts to rise. Two martensitic bands, whose positions
are governed by the periodic boundary conditions for the upper and lower external faces, are
formed.
Initially, they consist of the intermediate structure; then transformation in bands com-
pletes and complete austenite-martensite finite-width interfaces are formed. The bands were
initially slightly curved but they became planes after completion of the transformation within
them. Transformation also started between bands but later it reversed back to the austen-
ite. Such a microstructure with the optimal inclination angle minimizes the combined elastic
and surface energies. The averaged stress σ3 drops during band formation and then remains
practically constant during interface propagation, i.e. growth stage. When the interfaces
start to overlap and the bands reach each other, the austenite disappears and stress drops
again due to the disappearance of the interface and internal elastic energies.
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Figure 4: True compressive stress, σ3, versus Lagrangian strain, E3, for three different lateral tensile stresses.
Figure 5: Evolution of martensitic nanostructure in Si I - Si II PT for uniaxial compression under σ1 = σ2 = 0.
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Figure 6: Evolution of martensitic nanostructure during Si I - Si II PT under compression and tensile lateral
stresses σ1 = σ2 = 5 GPa.
Figure 7: Evolution of martensitic nanostructure in Si I - Si II PT under compression and tensile lateral
stresses σ1 = σ2 = 10 GPa: unique homogeneous phase transformation.
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For lateral stresses σ1 = σ2 = 5 GPa, the evolution process still includes nucleation and
band formation and propagation (Fig. 6). However, the band interfaces are widened and are
not as plain and distinct as in the first case. Also, there are some regions of intermediate
phase within the bands where PT is not completed. The stress-strain curve has the same
features as in the case of σ1 = σ2 = 0, but, with smaller transformation stress and stress
hysteresis, in accordance with Fig. 4. This behavior can be qualitatively rationalized by
considering the relationship between some parameters in the simplified model (Levitas and
Preston (2002a)) for which an analytical solution is available (Levitas et al. (2003)). Thus,
for the uniaxial stress-strain curve, the stress hysteresis H during the PT is proportional
to the magnitude of the double-well energy barrier between phases at equilibrium A˜. On
the other hand, the interface energy γ ∼
√
A˜ and interface width δ ∼ 1/
√
A˜. Therefore,
reduction in stress hysteresis because of lateral tensions, not only reduces A˜ and in turn the
interface energy but also increases the interface width. As a result, the interface widths are
comparable with the sample size, leading to various size effects (Levitas et al. (2006a,b)).
When complete martensitic bands with plane interfaces are formed, the material between
them is already in the intermediate state with η ' 0.5.
The next case with the lateral stresses σ1 = σ2 = 10 GPa (Fig. 7) corresponds to the
merged region of the instability lines where the stress hysteresis disappears. As shown in
Fig. 7, despite considering a heterogeneous initial perturbation for the order parameter,
the system undergoes a unique homogeneous and hysteresis-free first order PT with no
nucleation and two-phase band formation and growth. The same behavior was observed in
MD simulations for Si I↔Si II PTs for such stress states at which the instability lines for
direct and reverse PTs coincide (Levitas et al. (2017a)). To give a simple geometric and
energetic interpretation of this phenomenon, we consider small strains and will operate with
the Gibbs energy per unit volume for homogeneous states G(σ, η, θ) = ψ(ε, η, θ) − σ:ε, the
same as what was done in Levitas and Preston (2002a). Formulation of the Gibbs energy
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Direct PT
Figure 8: Schematics of the Gibbs energy curves for different stress states at direct and reverse instability
lines.
in terms of the Cauchy stress for large strains encounters major problems due to the lack
of a strain measure which is work-conjugate to the Cauchy stress for the general loading.
However, small strain interpretation of Gibbs energy is sufficient for our purposes. For the
fixed stress tensor and temperature and equal energy of the phases, a schematic plot of the
Gibbs energy versus order parameter is shown in Fig. 8. With increasing tensile lateral
stresses,
H ∼ A˜→ 0 ⇒ δ ∼ 1/
√
A˜→∞ & γ ∼
√
A˜→ 0, (53)
i.e. the stress hysteresis and energy barrier A˜ between phases tend to zero resulting in a
flat (plateau) region in the Gibbs energy, diverged interface width and zero interface energy.
With the barrier, there are two reasons for PTs through nucleation and growth within a two-
phase structure. First, thermally activated or heterogeneous barrierless nucleation may occur
only in a small volume. Second, the energy of a two-phase mixture is smaller than the energy
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of homogeneous intermediate states. Without the barrier, there is no need for nucleation in
the small volume and because the interface width is infinite, it is larger than any finite-size
sample. This is why the entire system homogeneously transforms while passing through the
intermediate states (phases), which all have the same Gibbs energy and, consequently, are
in indifferent thermodynamic equilibrium with the product and parent phases. Each of the
infinite number (i.e. continuum) of intermediate states can be considered as a separate phase
with a distinct lattice parameter, and transformation between each of them is accompanied
by a change in the strain and the latent heat. Each intermediate phase can be arrested by
fixing one of the strain components and studied in a bulk sample. They may possess unique
and desirable material properties; in particular, electronic transition from semiconducting
to metallic phase occurs along this path. In addition, coherent interfaces between phases
generate elastic stresses which lead to accumulated damage during cyclic direct and reverse
PTs. For homogeneous PT, internal stresses are absent and damage should be minimal.
To summarize, PFA, similar to MD, predicts that it is possible to find special stress
states for which unique homogeneous, hysteresis-free, dissipation-free, and damage-free di-
rect and reverse PTs can occur through a continuum of intermediate phases in indifferent
thermodynamic equilibrium transition. All of these properties are the optimal ones for mul-
tiple PT-related applications (Cui et al. (2006)), such as shape memory and elastocaloric
applications. Moreover, they are also of great fundamental interest.
Finally, transition from a two-phase intermediate structure to a homogeneous intermedi-
ate structure is studied. Therefore, a uniaxal compressive strain E3 = 0.3 at σ1 = σ2 = 0 is
applied to the sample to obtain complete martensitic bands and an intermediate two-phase
state, the same as in Fig. 5. Afterwards, further straining is stopped; namely E3 remains
constant, and lateral tensile stress is applied gradually up to σ1 = σ2 = 10 GPa, i.e. up to
the state with no stress hysteresis and energy barrier between phases. It can be observed in
Fig. 9 that by approaching the stress state with merged region of instability lines, the inter-
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Figure 9: Nanostructure evolution during transformation of the two-phase Si I-Si II mixture into the inter-
mediate homogeneous phase with the order parameter η = 0.66 under fixed strain E3 = 0.3 and increasing
tensile lateral stresses from 0 to 10 GPa.
face width in the traditional two-phase system increases and the order parameter decreases
from 1 to some intermediate value. At t > 2.3, Si I disappears and the sample consists of
a heterogeneous intermediate structure which does not contain Si I and II. At t = 2.9, the
system completes its gradual transformation to the intermediate homogeneous phase. Again,
all of the unique heterogeneous intermediate structures that the system goes through and
which may possess unexpected properties, can be stabilized and studied. As shown in Fig.
10, the stress σ3 drops to the instability stress corresponding to the applied lateral stress at
constant E3.
Note that the PFA results obtained in this section are in good qualitative agreement
with the MD results in Levitas et al. (2017a,b). Homogeneous PT is not related to the small
size (Levitas et al. (2006a,b)) but is a consequence of zero energy barrier between phases.
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Figure 10: True compressive stress, σ3, versus Lagrangian strain, E3, for the loading and nanostructure
evolution shown in Fig. 9.
In MD simulations Levitas et al. (2017a,b), the same results were obtained when sample
size varied from 5 to 40 nm. For small hysteresis, when the increased interface width is
becoming comparable with the sample size or the distance between martensitic bands, the
microstructure is also affected by the sample size.
For comparison, the same problem as in Fig. 5 (i.e. for the same boundary condition,
material parameters and loading condition) was solved for the logarithmic transformation
strain-based model. The nanostructures in Fig. 11, significantly differ from those in Fig.
5. Curved incomplete martensitic bands with widened interfaces and internal heterogeneous
structures are observed, and transform to nearly straight bands with intermediate structure
and then to Si II. We hypothesize that the difference is caused by much larger elastic inter-
facial stresses for this model in comparison with the model based on the interpolation of the
transformation deformation gradient. This model was obtained in Basak and Levitas (2017)
for a twin interface that the elastic interfacial stress for the logarithmic model is more than
two times larger than for the transformation deformation gradient based model. To reduce
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Figure 11: Evolution of martensitic nanostructure during Si I - Si II PT for uniaxial compression under
σ1 = σ2 = 0 and the logarithmic strain based interpolation.
the additional elastic interfacial energy, the system increases the interface width and pro-
duces intermediate phases. Therefore, although the logarithmic transformation strain-based
model is highly beneficial due to separation of the effect of change in volume and shape and
corresponding terms in the driving force for PT and instability conditions, as well as because
of the monotonous stress-order parameter curve for finite strains, one must find a way to
reduce the elastic interfacial stresses before it can be used for nanostructure modeling. For
this reason, the transformation strain-based model will be used for the rest of the simulations
in this study.
5. Effect of the stress hysteresis on the nanostructure evolution
In this section, we perform simulations for a cubic sample of size 20 × 20 × 20 nm3
and periodic conditions on all external pair faces for the model with the transformation
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Figure 12: Instability line for the direct PT and five different instability lines for the reverse PT used in
studying the effect of stress hysteresis on the nanostructure evolution.
strain-based interpolation. We apply compressive displacements u3 to the upper face of the
box with respect to the lower face along the vertical axis. Tensile relative displacements
u1 = u2 = 0.28u3 were applied to the box on both lateral faces, where 0.28 was the factor
determined numerically for uniaxial loading of Si I before PT. A single point at the center of
the cube is fixed for displacement in all directions. No shear stresses are applied to the exter-
nal faces. We expect that, for such a sample, the internal stresses will be much larger than in
the previous thin plate domain, which may lead to some interesting effects. The magnitude
of the stress hysteresis effect on the nanostructure evolution has been studied based on the
result. All cases of the instability lines are shown in Fig. 12. These lines are characterized
by the instability stress at σ1 = σ2 = 0. We keep the same instability line for the direct PT
(σd = 12.29 GPa) and consider five parallel lines for the reverse PT from σr = 9.45 GPa,
obtained from the MD calibration, down to σd = −9 GPa for comparison. The evolutions
of the nanostructure for all cases are shown in Fig. 13. To analyze the difference in the
nanostructure evolution for different cases, the total driving force for PT, X, is plotted
along a line passing through the sample connecting the upper left corner to the lower right
31
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
Figure 13: Nanostructure evolution corresponding to five different instability stresses for the reverse PT
under uniaxial compression, with periodic boundary conditions on all pair faces.
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Figure 14: Thermodynamic driving force along a line passing through the nanostructure from the upper left
corner to the lower right corner for the case σr = 9.45 GPa.
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Figure 15: Thermodynamic driving force along a line passing through the nanostructure from the upper left
corner to the lower right corner for the case σr = 3 GPa.
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Figure 16: Thermodynamic driving force along a line passing through the nanostructure from the upper left
corner to the lower right corner for the case σr = −3 GPa.
corner in Figs. 14-16 for different σr cases. Surprisingly, for σr = 9.45 GPa with the lowest
hysteresis, evolution of the order parameter starts everywhere with the appearance of two
incomplete bands, which continuously transform to the intermediate homogeneous structure
and undergo a homogeneous transformation afterwards. As shown in Fig. 14, at t = 0.5ps,
the driving force outside of the initial intermediate bands exceeds the driving force within
the bands, leads to the disappearance of the initial tendency to form martensitic bands, and
transforms the system transition to a homogeneous PT with uniform driving force across
the domain. For σr = 3 GPa and a broader hysteresis, the first transformation starts within
two bands with maximum driving force within them. However, as shown in Fig. 15, there is
considerable driving force outside the martensitic bands. Thus, along with the completion
of the transformation in the martensitic bands, the austenite becomes unstable outside the
martensitic bands and starts transformation as well. Further evolution combines the broad-
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ening of the of martensitic bands and an increase in the order parameter between them.
Regarding the case σr = 0 GPa, with even broader hysteresis, when transformation was
completed within two martensitic bands, two wide complete austenite-martensite interfaces
were formed, as would be expected. However, due to the relatively large widths of the inter-
faces, they overlap and a significant part of the sample transforms through the increase in
the order parameter between the growing martensitic bands. For lower σr, namely σr = −3
and σr = −9, the interface width is smaller and PT occurs in a traditional way through
formation and growth of two fully transformed bands. As σr decreases, the interface width
decreases as well so that the case σr = −9 has the thinnest interface. It can be observed in
Fig. 16 that the driving force is always at its maximum at the interface and negative in the
austenitic regions.
Two factors are responsible for the observed phenomena. First, with the reduction of
the stress hysteresis, the widths of all interfaces increase and the total width of all interfaces
becomes comparable with the sample height, which decreases during PT. As a result, the
interfaces overlap and produce the transformation everywhere in a sample, in addition to
broadening of the martensitic plate. Second, internal stresses are much larger for the 3D
cube sample than for the thin sample, especially σ2 in the direction orthogonal to the front
face of the cube. They are tensile in the austenite and compressive in the martensite. Thus,
(a) they suppress the evolution of the order parameter with incomplete martensitic bands,
(b) promote the transformation within austenite and regions with smaller order param-
eters rather than in the main martensitic bands, and
(c) reduce the stress hysteresis and increase the interface width in the intermediate region
with tensile stresses.
Therefore, due to these effects, one observes the entire spectrum of the above phenomena
depending on σr and the hysteresis width.
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Figure 17: Evolution of normal stress fields in three mutually orthogonal directions including normal-to-
the-front-face stress, σ2, normal-to-the-interface stress, σn, and tangential-to-the-interface stress, σt, for the
problem with σr = −3 GPa.
6. Stress field within the interface
Regarding the problem with σr = −3 GPa, the evolution of normal stress fields in three
mutually orthogonal directions including normal to the front face stress, σ2, normal-to-
the-interface stress, σn, and tangential-to-the-interface stress, σt, are shown in Figs. 17 in
3D and in Fig. 18-20 along a line connecting two points at the center of the martensitic
bands. By comparing three stress fields, it can be observed that σ2 has the largest variation
between the austenitic and martensitic regions. Such a large difference in σ2, comes from
the transformation expansion of εt2 = 0.1753 within the martensitic bands, which generates
a tensile stress in the austenite and a compressive stress in the martensite. Stress σ2 varies
monotonously inside the diffuse interface. Once the martensitic band is completed, the stress
36
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
0 2 4 6 8 10 12
x (nm)
-20
-15
-10
-5
0
5
10
2
(G
P
a)
t=0.5 ps
t=1.0 ps
t=1.5 ps
t=2.0 ps
t=2.5 ps
t=3.0 ps
t=3.3 ps
t=3.4 ps
t=3.5 ps
Figure 18: Evolution of σ2 for the solution shown in Fig. 17 along a line passing through the austenitic and
martensitic bands shown in Fig. 17.
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Figure 19: Evolution of σt for the solution shown in Fig. 17 along a line passing through the bands.
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Figure 20: Evolution of σn for the solution shown in Fig. 17 along a line passing through the bands.
σ2 in the martensite reaches −14 GPa and remains constant for some steps. Also, during the
band propagation, the stress in the austenite grows from 3 to 10 GPa due to the widening of
the martensitic bands. As the martensitic bands approach each other, their interfaces overlap
and mismatch reduces, which in turn results in a drastic reduction of the internal stresses.
The stress in the martensite reduces to −15.5 GPa, and because the difference between
the stresses in the martensite and the overlapped interface region drastically decreases, the
stress σ2 in this region falls from 10 GPa to −15.5 GPa. Finally, when the martensitic bands
coalesce, σ2 is homogeneous and the magnitude of the compressive stress slightly increases
due to the loading.
The internal stresses σt are much smaller than σ2, because the lattice mismatch in this
direction is significantly reduced due to optimal inclination of the interface, theoretically to
zero. This is governed by minimization of the elastic energy of the internal stresses. Thus,
the difference between the stresses in the austenite and the martensite deceases from 2 GPa
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to zero. Interestingly, the internal stresses, when nonzero, are compressive in the austenite
and tensile in the martensite. They increase slightly when the interfaces start overlapping
and then monotonously reduce to zero during coalescence of the two plates. The magnitude
of the compressive σt stress then increases homogeneously due to loading.
An important problem is the definition of the interfacial tension (stresses). Any interfa-
cial property is defined as an integral along the interface normal of the excess quantity within
the interface with respect to the bulk value (Fischer et al. (2008); Gibbs (1948); Sutton and
Balluffi (1995)). It is straightforward to define excess stress σt for t ≥ 2ps, when values of
the stress σt in bulk from both sides of a single interface or merged interfaces are the same.
These values vary from 4.33 J/m2 for t = 2ps to 8.54 J/m2 for t = 3ps. For instance,
when there is a difference between the values of stresses from both sides of the interface,
for instance, at t = 1.5ps for σt, one must choose a dividing surface and integrate an excess
of σt with respect to the value in the martensite from the martensite side to the dividing
surface and with respect to the value in the austenite from the austenite side to the dividing
surface. The position of the dividing surface is strictly defined only for the liquid-gas and
liquid-liquid interfaces, which do not support bending moments (Levitas (2014a,b)). One
can use the zero-moment condition for determining the position of the dividing surface for
solids as well, which means that the distributed stresses are substituted with the resultant
force without moments. When the difference in stresses in bulk from both sides of the inter-
face are small, a small deviation in the position of the dividing surface does not change the
surface tension significantly. However, for monotonous variation within the interface stresses
σ2 (Fig. 18), the resultant force strongly depends on the choice of the dividing surface and
there is a large bending moment for any position of the dividing surface within an interface.
Thus, a strict definition of the interfacial force and the bending moment for interfaces in
solids is an open problem.
The stress σn is constant within the sample, i.e. it is continuous across each of the
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interfaces, in agreement with mechanical equilibrium in the normal-to-the-interface direction
(Fig. 20).
Note that the difference in stresses in coexisting Ge I and Ge II under pressure during
Ge I→Ge II PT (very similar to the Si I→SI II PT) was recently measured with in situ
synchrotron x-ray diffraction and Raman spectroscopy (Yan et al. (2015)).
7. Concerning the independence of instability condition of the prescribed stress
tensor
It is well-known and intuitively understood that any instability condition under large
strains depends on which stress measure is prescribed (Milstein et al. (1995); Wang et al.
(1993); Hill and Milstein (1977)). On the other hand, it was strictly proven for our PFA
that the lattice instability criterion is independent of the prescribed stress measure (Levitas
(2018b, 2013)). This independence is a consequence of the accepted requirement that the
order parameters for austenite (η = 0) and martensite (η = 1) satisfy the condition X = 0 for
all stresses and temperatures. Such a difference with well accepted results requires further
analyses.
Although the independence of the lattice instability condition of the prescribed stress
measure can be strictly analytically proven, here it is investigated numerically for prescribed
Cauchy and first Piola-Kirchhoff stresses. We consider a single 3D finite element with ho-
mogeneous stress and strain and stress-free lateral faces. First, through a uniaxial strain-
controlled compressive loading in the vertical direction, the stress-strain curves for both the
Cauchy and the first Piola-Kirchhoff stresses are obtained, as shown in Fig. 21. According to
the definition, our instability condition is concerned with a deviation of the order parameter
from zero. It can be observed that such an instability at which the driving force for the
change of the order parameter, X, becomes positive and the order parameter starts to rise,
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occurs at a specific strain marked in Fig. 21, and the corresponding Cauchy and the first
Piola-Kirchhoff instability stresses are obtained.
Now let us consider two different loadings with the prescribed Cauchy and the first Piola-
Kirchhoff stresses instead of displacement. In each case, once each of the stress measures
exceeds the corresponding instability stress, the order parameter ceases to be zero and starts
to rise . This means that, the instability condition is met and that the instability indeed starts
at the same value of the strain corresponding to the values of the Cauchy or the first Piola-
Kirchhoff stresses, independent of which stress is prescribed. However, such an instability
does not mean that the order parameter will continue evolving to unity toward the completion
of the PT with fixing stresses at the instability values. This is because the peak points, i.e.
maximum stress points, do not coincide with the instability points and are located at strains
larger than the instability strains. This means that if we prescribe the Cauchy or the first
Piola-Kirchhoff stresses between the instability and the peak points for each of the curves, the
instability occurs, however, the order parameter and strain are equilibrated at some values
corresponding to the prescribed stresses. When the prescribed Cauchy stress slightly exceeds
the corresponding peak point, a second instability occurs, the order parameter evolves to
unity, and PT is completed. Even if the instability and peak stresses coincide for the Cauchy
stress (like in small strain models), for the first Piola-Kirchhoff stress it may still not coincide
and the second instability will depend on the prescribed stress measure.
Thus, the instability point for the deviation of the order parameter from zero is indeed in-
dependent of the prescribed stress measure. However, if the peak points do not coincide with
the instability points, the stress for completion of the PT represents the second instability
points, and they depend on the prescribed stress measure.
During the solution of a boundary-value problem with heterogeneous fields, stress tensors
can only be prescribed at the boundaries and each material point within the bulk undergoes
a sophisticated loading process. Therefore, defining which stress is prescribed at each point
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is impossible. Let us consider the case of a heterogeneous process in which the Cauchy stress
exceeds the peak point but the first Piola-Kirchhoff stress does not, i.e. strain is between
two peak points. Because one of the instability conditions (for the Cauchy stress) is met and
there is no constraint that the instability condition for the first Piola-Kirchhoff stress should
also be satisfied, PT may evolve until completion. This means that the fulfillment of the
instability criterion for at least one of the stress measures (in the given case for the Cauchy
stress) is sufficient for material instability. As a corroborating example, we mention that
the curve for the second Piola-Kirchhoff stress versus the Lagrangian strain is monotonous
through the PT (Levitas et al. (2017b)), i.e. there is no peak stress and no second instability
point when the second Piola-Kirchhoff stress is prescribed. This, however, does not prevent
PT in simulations when the second instability point for other stress measures is overcome.
Thus, the chief stress measure that is responsible for PT completion is the measure with
the lowest strain at the peak point. Because of this, it is reasonable that the PT criterion for
multiaxial compression in Levitas et al. (2017b) is formulated in terms of the Cauchy stress.
It is worth mentioning that, for the PT caused by tension, the tensile Cauchy stress exceeds
the first Piola-Kirchhoff stress and the latter is the chief stress measure that is responsible
for the complete PT.
8. Concluding remarks
This two-part paper brings description of mechanically-induced PTs to a new level and
makes it consistent with the results of MD simulations under multiaxial loading. A com-
plete system of equations of the advanced PFA for martensitic PTs under a general stress
tensor is presented. Theory includes a fully geometrically-nonlinear formulation for the gen-
eral case of finite elastic and transformational strains, as well as anisotropic and different
elastic properties of phases. In particular, material parameters are calibrated based on the
crystal lattice instability conditions obtained using MD simulations for cubic to tetrago-
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Figure 21: Stress-strain curve for uniaxial compressive strain-controlled loading for both the Cauchy and
first Piola-Kirchhoff stresses. Markers show corresponding instability points and stress peak points.
nal Si I↔Si II PTs during compression in one direction and lateral tensile stresses in two
other directions. These PTs fully test the general theory because they are characterized by
large transformation strains, εt = (0.1753; 0.1753;−0.447), and finite elastic strains. This
allowed us to address several problems which do not exhibit themselves for smaller strains.
Two large-strain kinematic models, one based on interpolation of the transformation strain
tensor and the other on interpolation of the logarithmic transformation strain, are used.
A FEM algorithm and numerical procedure was developed and implemented in the code
deal.II. Various 3D problems on lattice instabilities and following nanostructure evolution in
single-crystal silicon are solved and analyzed for complex loading in three cubic directions.
The key feature of the Si I↔Si II PTs is that the instability lines for direct and reverse
PTs have different slopes so that they intersect and then coincide, which follows from MD
simulations (Levitas et al. (2017a,b)). Such a case was never considered within PFA before,
and it has a number of important consequences.
(a) Each independent component of the transformation strain tensor should have a differ-
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ent material parameter in the interpolation polynomial. Note that the interpolating function
for transformation strain evolved from η (Artemev et al. (2001); Salje (1990); Ichitsubo et al.
(2000)) and η2 (Artemev et al. (2000); Boulbitch and Toledano (1998); Lindg and Mouritsen
(1986); Wang and Khachaturyan (1997)) to one-parametric fourth-degree potential (Levitas
and Preston (2002a,b); Levitas (2013)) and 2 − 4 − 6 potential (Levitas (2013); Levitas et
al. (2003)) for the entire transformation strain tensor. Here, we developed a two-parametric
fifth-degree polynomial with different parameters for each independent component of the
transformation strain tensor.
(b) The traditional fourth-degree interpolating polynomials (Levitas and Preston (2002a,b);
Levitas (2013)) are not sufficient and thus the fifth-degree polynomials must be used. How-
ever, the general wisdom that one can resolve all current and future problems by increasing
the degree of polynomials, failed. Thus, for the fifth-degree and higher-degree polynomials
for each component of the transformation strain tensor, the stress-order parameter curve
(and, consequently, the stress-strain curve) for uniaxial compression has unacceptable fea-
tures. Namely, instead of monotonous reduction in stress from its value at η = 0 to its value
at η = 1, stress reaches a minimum value for some 0 < η < 1, which is much lower than
the stress at η = 1 (see Fig. 2a). This results in an unphysical stationary intermediate
microstructure instead of complete martensite (Fig. 2b). To eliminate this feature, we re-
turned to the fourth-degree interpolating polynomial for the compressive component of the
transformation strain while keeping the fifth-degree polynomial for two tensile components.
However, we fixed the only free parameter, which was available in interpolation of all com-
ponents of the transformation strain tensor. Thus, the theory no longer has free parameters
for further development, because increasing the polynomial degree leads to an unacceptable
stress-order parameter curve and microstructure. However, the same undesired features may
be observed for some of the types of 3D loadings, e.g. with large stresses along the tensile
components of the transformations strain tensor, for which the fifth-degree polynomial is
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used. Consequently, some completely different approaches should be developed in the fu-
ture, e.g. based on several different polynomials within the 0 ≤ η ≤ 1 range, similar to the
FEM method.
(c) The fact that the stress hysteresis strongly depends on the stress state, namely, on
the magnitude of the tensile lateral stresses, leads to numerous new phenomena. Thus, the
interface width increases and the interface energy decreases with increasing tensile lateral
stresses. This produces the possibility of controlling the interface properties, which in turn
may produce various scale effects in the microstructure morphology and PT parameters
(Levitas and Javanbakht (2011); Levitas (2018a)) when the ratio of two different length-
scale parameters (like width of the phase interface and external surface) varies.
For instance, applying stresses in the low hysteresis regions leads to some complex mi-
crostructures with bands of intermediated phases. Finally, when the instability stresses for
the direct and reverse PTs coincide, the interface width diverges, and both direct and reverse
transformations occur as a unique homogeneous deformation process without hysteresis and
energy dissipation. Due to a lack of interfaces and misfit stresses, damage due to internal
elastic stresses should not occur. These properties are perfect for various PT-related engi-
neering applications. In addition, if starting with a two-phase structure under prescribed
strain, one increases the tensile lateral stresses, the nanostructure continuously transforms
to the homogenous intermediate structure. This means that, in addition to Si I and Si II,
an infinite number (continuum) of the homogeneous intermediate phases exist and are in
indifferent thermodynamic equilibrium. These phases can be arrested and studied by fixing
strain.
(d) Due to the presence of only one martensitic variant which is strongly incompatible
with the austenite, internal stresses and elastic strains, that are quite large, are generated,
and the pure geometric crystallographic theory of martensite (Bhattacharya (2004)) is not
applicable. Large internal stresses in residual Si I promote a quasi-homogeneous transfor-
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mation of Si I to Si II, along with growth of Si II bands.
(e) Stress fields within interfaces exhibit several types of behavior. When stresses in
bulk from both sides of interfaces are the same, it is straightforward to define excess stresses
and their resultant force, which is an elastic part of the surface tension. When stresses in
bulk differ insignificantly, one can make an assumption about the position of the Gibbsian
dividing surface and define the interfacial stresses as well. However, we observed the case
when stresses vary monotonously across an interface, and they are consequently equivalent
to the resultant force and bending couple.
(f) It is demonstrated that the instability stresses for the initiation of the PTs (i.e. η > 0
or η < 1) are independent of the prescribed stress measure. However, even if they correspond
to the maximum of the Cauchy stress and PT can be completed at the fixed Cauchy stress,
the first Piola–Kirchhoff stress increases and reaches the maximum for larger strain. If the
first Piola–Kirchhoff stress is prescribed, an intermediate small value of η is stabilized after
the first instability point, i.e. the PT will not be completed at such stresses. The PT
only completes after exceeding the maximum of the first Piola–Kirchhoff stress (the second
instability point). For the transformation strain-based model, even the Cauchy stress has
a local maximum slightly higher than the first instability point, and an intermediate η is
stabilized for the prescribed Cauchy stress between the instability and the maximum point.
Similarly, the PT completes only after exceeding the maximum of the Cauchy stress. For
the logarithmic transformation strain-based model, the Cauchy stress-order parameter curve
reduces monotonously and fulfillment of the instability condition for the initiation of the PT
(i.e. η > 0) at fixed Cauchy stress leads to completion of the PT.
(g) The model based on interpolation of the logarithmic transformation strain has two
advantages in comparison with the transformation strain-based model.
(1) It separates volumetric change and change in shape and corresponding stress-related
contributions to the thermodynamic driving force and lattice instability conditions. If the
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final and initial transformation strain have the same volumetric part, such as variant-variant
PT or twinning, the volume is preserved during the entire transformation process for the
logarithmic model and varies for the transformation strain-based model.
(2) The stress-order parameter curve is monotonous for the logarithmic strain-based
model and slightly non-monotonous for the transformation strain-based model (see Fig. 2a),
leading to more complex instability and transformation behavior.
Both of these advantages are desirable but not fundamental and mandatory. At the
same time, the logarithmic strain-based model generates much larger interfacial stresses
than the alternative model (see also Basak and Levitas (2017)). Because they do not allow
an alternate complete Si I - Si II band structure to be obtained, like in MD simulations
(Levitas et al. (2017a,b)) and with the transformation strain-based model, these stresses are
too high. One must find a way to relax these stresses before this model can be successfully
used. Note that as we discussed above, interfacial stresses cannot be reduced by changing
the interpolation functions because we do not have free parameters and cannot increase
the polynomial degree. Finding the correct level of the interfacial stresses from atomistic
simulations and reproducing them in PFA is one the most important problems in PFA.
The current model will be generalized for multivariant martensitic PTs and for multiphase
PFA, to be able to include multiple other high-pressure phases of Si. Our model may be
also useful for PFA modeling of P s in other materials, e.g. in Mamivand et al. (2014);
Paranjape et al. (2016); Zhu et al. (2017)
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• Large strain phase-field theory for phase transformations is described and calibrated for Si I - Si 
II transformations. 
• Various 3D problems on the nanostructure evolution in single crystal silicon are solved. 
• Effects of stress state on transformation hysteresis, the interface width and stresses, and 
nanostructure are presented. 
• Unique homogeneous, dissipation- and damage-free phase transformation is predicted at 
specific stress states.  
• The effect of geometric nonlinearity on lattice instability conditions is analyzed.  
