We consider a stochastic differential equation in a Hilbert space with time-dependent coefficients for which no general existence and *
Introduction
In recent years there has been a lot of interest in Fokker-Planck and transport equations with irregular coefficients in finite dimensions (see e.g. [1] , [2] , [21] , [22] , [19] , [20] and the references therein and also the fundamental paper [18] ). More recently, also transport equations in infinite dimensions have been analyzed (see, e.g., [3] , [10] ). In [8] , [9] we have started a study of FokkerPlanck equations in infinite dimensions, more precisely, on Hilbert spaces. In the present paper we continue this study by proving existence and uniqueness results for irregular (even non continuous) drift coefficients. Here we consider the case of full noise (i.e. the diffusion operator is invertible). Another paper concerned with degenerate (Hilbert-Schmidt) noise is in preparation. The case of zero noise, even when the drift coefficients depends (nonlinearly) on the solutions is treated in finite dimensions in [12] and in infinite dimensions in [10] .
Before we describe our framework and results more precisely, we would like to stress that we can also prove the Chapman-Kolmogorov equations for our solutions to the Fokker-Planck equations. This is, of course, a consequence of uniqueness of solutions, which in turn follows from a technique developed by us in several papers first in finite (see [11] and also [13] , [14] for the elliptic case) and subsequently in infinite dimensions (see [8] and Section 3 below).
Let H be a separable real Hilbert space with inner product ·, · and corresponding norm |·|. L(H) denotes the set of all bounded linear operators on H with its usual norm · , B(H) its Borel σ-algebra, B b (H) the set of all bounded B(H)-measurable functions from H to R and P(H) the set of all probability measures on H, more precisely on (H, B(H)).
Consider the following type of non-autonomous stochastic differential equation on H and time interval [0, T ]:
   dX(t) = (AX(t) + F (t, X(t)))dt + √ CdW (t), X(s) = x ∈ H, t ≥ s.
(1.1)
Here W (t), t ≥ 0, is a cylindrical Wiener process on H defined on a stochastic basis (Ω, F , (F t ) t≥0 , P), C is a symmetric positive operator in
, is a measurable map, and A : D(A) ⊂ H → H is the infinitesimal generator of a C 0 -semigroup e tA , t ≥ 0, in H. Without further regularity assumptions on F it is, of course, not at all clear whether (1.1) has a solution in the strong or even in the weak sense. If, however, there is a weak solution to (1.1), then it is a well known consequence of Itô's formula that its transition probabilities p s,t (x, dy), x ∈ H, s ≤ t, solve the Fokker-Planck equation determined by the associated Kolmogorov operator. The purpose of this paper is to describe very general conditions on F above for which one can solve the Fokker-Planck equation directly for Dirac initial conditions and thus to obtain the transition functions p s,t , s ≤ t, corresponding to (1.1) though one might not have a solution to it. In particular, we prove that p s,t , s ≤ t, satisfy the Chapman-Kolmogorov equation under wide conditions.
The general motivation to study Fokker-Planck equations instead of Kolmogorov equations, as done in our previous papers, is that the latter are equations for functions, whereas the first are equations for measures for which one has e.g. much better compactness criteria in our infinite dimensional situation. So, there is a good chance to obtain very general existence results.
Before we write down the Fokker-Planck equation we recall that the Kolmogorov operator L 0 corresponding to (1.1) reads as follows:
where D t denotes the derivative in time and D x , D 2 x denote the first and second order Fréchet derivatives in space, i.e. in x ∈ H, respectively. The operator L 0 is defined on the space D(L 0 ) := E A ([0, T ] × H), the linear span of all real parts of functions u φ,h of the form 
where a dt-zero set may depend on u. When writing (1.3) (or (1.5), (1.6) or (1.7) below) we always implicitly assume that
, so that all involved integrals exist in the usual sense.
Remark 1.1 (Equivalent formulations) (i) We would like to emphasize that a priori we do not assume any continuity of the map
for "sufficiently many" nice functions ϕ : H → R, as e.g. ϕ ∈ E A (H), defined to be the set of linear combinations of all real parts of functions of the form
Nevertheless, one can prove that, under the assumption (1.4), identity (1.3) is equivalent to the usual "differential form" of the Fokker-Planck equation:
Here (since no continuity is assumed on t → µ t , t ∈ [s, T ]) the limit in (1.6) has to be understood in the following sense: there exists a map t → µ t ∈ P(H), t ∈ [s, T ], equal to t → µ t outside a set of dt-measure zero so that (1.6) holds with µ t in place of µ t . That (1.3) and (1.5)+(1.6) are indeed equivalent, was proved in [9, Remark 1.2] . Considering D(L 0 ) as test functions and dualizing we then turn (1.5)+(1.6) into the familiar form of the Fokker-Planck equation
(ii) Setting t = T and recalling that u(T, ·) ≡ 0 for all u ∈ D(L 0 ) we see that (under assumption (1.4)) equation (1.3) is obviously also equivalent to
(iii) By an easy approximation argument it follows that if (1.3) holds for all u ∈ D(L 0 ), then it holds for all u of the form (
Solving (1.3) (if this is possible) with ζ = δ x (:=Dirac measure in x ∈ H) for x ∈ H and s ∈ [0, T ) and expressing the dependence on x, s in the notation, we obtain probability measures p s,t (x, dy), t ∈ [s, T ], such that the measure p s,t (x, dy)dt on [s, T ] × H is a solution of (1.3). We shall see in Section 3 below, that if we have uniqueness for (1.3) and a "sufficient continuity" of the functions t → p s,t (x, dy), then these measures satisfy the ChapmanKolmogorov equations, i.e. for 0 ≤ r < s < t ≤ T and x ∈ H (or in a properly chosen subset thereof) 8) where the left hand side is a measure defined for A ∈ B(H) as
The theoretical component of the paper consists of two parts. In the first part (see Section 2 below) we shall prove existence of solutions to (1.3) under very general assumptions on coefficients A, F and C. There is a well known generic difference between the case when C has finite trace or not. We shall concentrate on the latter, more precisely, even on the extreme situation when C −1 ∈ L(H) (hence including the "white noise" case). The reason is that if Tr C < ∞, there are a number of known existence results (cf. [7] and also [5] , [6] ) based on the method of constructing Lyapunov functions with weakly compact level sets for the Kolmogorov operator L 0 , which does not apply when Tr C = ∞. We refer to Theorem 2.5 below for the precise formulation of our result and to Remark 2.3(ii) for the relations of our method with Lyapunov functions. We only emphasize here that under the assumptions of Theorem 2.5, on the one hand we are very far away from being allowed to apply Girsanov-Maruyama's theorem to weakly solve (1.1), whereas, on the other hand, the proof of Theorem 2.5 heavily relies on applying GirsanovMaruyama's transformation to a proper approximation. Furthermore, we only need the continuity of the components x → h, F (x) , h ∈ H, of F (but see also Remark 2.6(ii) below).
The second part of the paper (see Section 3) is devoted to uniqueness of solutions to (1.3) and to deriving the Chapman-Kolmogorov equations (1.8).
Here additional dissipativity (not continuity) conditions on F are needed and we rely heavily on the uniqueness results in [8] , which hold no matter whether C is of trace class or not, hence also apply in case of the existence results of [7] .
In the last part (see Section 4) we present applications which, in particular include reaction-diffusion equations with polynomially growing, time dependent nonlinearities.
Finally, we would like to mention that some of our results in Section 2 have been announced (though in a weaker formulation) in [9] with rough sketches of the proofs.
Existence of solutions of the Fokker-Plank equation
Let us first introduce some assumptions to be used below.
Hypothesis 2.1 (i)
A is self-adjoint and such that there exists ω ∈ R such that
is of trace class.
Let us notice that it follows from (iii) that the embedding D(A) ⊂ H is compact.
It is well known that, under Hypothesis 2.1, the stochastic convolution
is a well defined mean square continuous process in H with values in D((−A) δ ) and that sup
Hypothesis 2.2 There exist bounded measurable maps
for some constant c(h) > 0.
Now we consider the following approximating stochastic equations for fixed
, by Girsanov's theorem it follows that for every x ∈ H equation (2.4) has a martingale solution which we denote by X α (·, s, x) (see e.g. [17, Proposition 10.22] ). Let W (t), t ≥ s, denote the corresponding cylindric Wiener process on H and set
Let us introduce the transition evolution operator
From now on we fix s ∈ [0, T ) and set
where ζ ∈ P(H) is the initial condition. So,
Then by Itô's formula this gives a solution to the corresponding FokkerPlanck equation
Now we introduce our crucial assumption.
Hypothesis 2.3 There exist K > 0 and a lower semicontinuous function
, where here and below
, and
Remark 2.4 (i) Since we can always add a constant to V preserving all its properties, the assumption that V ≥ 1 is not a restriction. Furthermore, (2.6) implies that
where
(ii) Roughly speaking to satisfy Hypothesis 2.3 means that we have to find a function which is a Lyapunov function for P α s,t (not for L 0 as in [7] ) uniformly in α, and whose square root dominates the nonlinear part of the drift of (1.1).
Lemma 2.5 Assume that Hypotheses 2.1 and 2.3 hold. Then for all
In particular, if
Proof. The first assertion is an immediate consequence of (2.6). The second then follows from (2.
by our assumption. Now we can state and prove our main existence result.
Theorem 2.6 Assume that Hypotheses 2.1-2.3 hold and that
Then there exists a solution µ t (dx)dt to the Fokker-Planck equation (ii) We believe that, in fact, condition (2.8) is superfluous. This was proved in [16, Theorem 5.2] in the time independent case. Some of the ingredients of the proof have, however, not yet been proved in the time dependent case though they are very likely to hold also here. A corresponding paper is in preparation.
(iii) If the continuity condition (2.8) can be dropped, then so can Hypothesis 2.2. Simply define for α ∈ (0, 1]
Then obviously F α enjoys all properties in Hypothesis 2.2.
Proof of Theorem 2.6. Below we shall use the weak topology τ w on H and weak convergence of a sequence of measures ν n ∈ P(H) on (H, | · |) and on (H, τ w ). To avoid confusion we shall use the terminology "weak convergence of ν n " as usual if we refer to the norm topology of H and "τ wweak convergence of ν n " if we refer to τ w . Here we recall that since H is always assumed to be separable, the Borel σ-algebra with respect to τ w coincides with B(H).
The proof is structured in three claims. converge τ w -weakly to µ t for all t ∈ [0, T ]. Furthermore,
Claim 2. Selecting another subsequence we may assume that the measures µ
, is defined as in Claim 1. Furthermore, (2.10) holds. Proof of Claim 1. Let α ∈ (0, 1], set X α (t) := X α (t, s, x), x ∈ H, and
Then in the mild sense
Multiplying both sides by Y α (t) for t > s we obtain
Integrating over [s, T ] and applying Young's inequality we get that for t ≥ s
The above derivation of (2.12) is a bit informal since A is in general unbounded. This can, however, easily be made rigorous by approximation (see [15, Section 3 .27]). Dropping the term involving A and applying Gronwall's lemma we deduce from (2.12) that for t ≥ s
Taking expectation and applying (2.2) and Hypothesis 2.3, yields
and after resubstituting according to (2.11) it follows that for s ≤ t ≤ T
Now we integrate with respect to ζ over x ∈ H and obtain for s 14) for some C > 0. By (2.9) the right hand side of (2.14) is finite. But it is also independent of α ∈ (0, 1]. Consequently, since closed balls in H are τ w -compact and metrizable we can apply a version of Prohorov's theorem on completely regular topological spaces (see [4, Theorem 8.6.7] ) which implies that given any sequence in (0, 1] convergent to zero, for each t ∈ [s, T ], there exists a sub-sequence {α n } (dependent on t) such that the measures µ αn t converges τ w -weakly to a measure µ t ∈ P(H) as n → ∞.
To prove that this sequence {α n } can indeed be chosen independently of t ∈ [s, T ] we need to prove that for each ϕ ∈ E A (H) and
we have:
Suppose (2.15) is true for all ϕ ∈ E A (H), then we can proceed as follows. By a diagonal argument we can choose {α n } such that µ αn t → µ t τ w -weakly as n → ∞ for every rational t ∈ [s, T ]. We note that since | · | 2 is an increasing (double) limit of bounded weakly continuous functions it follows that (2.14) holds for µ t in place of µ α t for each t ∈ [s, T ] ∩ Q. Hence [4, Theorem 8.6 .7] also applies to this family in P(H). In particular, for each t ∈ [s, T ]\ Q there exist r n (t) ∈ [s, T ] ∩ Q, n ∈ N, converging to t and µ t ∈ P(H) such that µ rn(t) → µ t τ w -weakly as n → ∞. We claim:
So, fix t ∈ [s, T ] \ Q and suppose that {µ αn t } does not weakly converge to µ t . Then by (2.14) and [4, Theorem 8.6.7] there exists a subsequence {α n k } and ν ∈ P(H) \ {µ t } such that µ αn k t → ν τ w -weakly as k → ∞. Since E A (H) is measure separating there exists ϕ ∈ E A (H) such that µ t (ϕ) = ν(ϕ). On the other hand for all n, k ∈ N one has
Since ϕ is weakly continuous, letting first k → ∞ and then n → ∞ it follows by (2.15) that µ t (ϕ) = ν(ϕ). This contradiction proves (2.16). Letting µ t :=μ t for t ∈ [s, T ] ∩ Q, by construction the first assertion in Claim 1 follows for this family µ t , t ∈ [s, T ], in P(H). Furthermore, (2.14) then implies that
We have lim n→∞ µ αn t (ϕ) = µ t (ϕ) for all t ∈ [s, T ] and all ϕ ∈ E A (H). Hence from (2.15) the second assertion in Claim 1 follows first for ϕ ∈ E A (H), but then by (2.17) and Lebesgue's dominated convergence theorem, this remains true for all u ∈ D(L 0 ). By a monotone class argument, the last assertion in Claim 1 is then an easy consequence. Hence to complete the proof of Claim 1 it remains to prove (2.15). So, fix ϕ ∈ E A (H). Then by (2.5), (2.2), Hypothesis 2.3 and Lemma 2.5 for
where · ∞ denotes sup-norm on H. Since obviously all three sup-norms in (2.18) are finite, (2.15) now follows from (2.9) and (2.14).
Proof of Claim 2. For δ ∈ (0, 1 2 ) as in Hypothesis 2.1(iii) from (2.12) and (2.13) with t = T we obtain for some C > 0
Resubstituting according to (2.11), taking expectation and using (2.1) we deduce that
Hence using (2.2), Hypothesis 2.3 and Lemma 2.5 we find
for some constant C 1 independent of α. Since (−A) −δ is compact, (−A) δ has compact level sets in H, hence by Prohorov's theorem the sequence of measures µ αn t (dx)dt with α n from Claim 1 has a subsequence weakly convergent to a finite measure µ(dt, dx) (of total mass T ) on [0, T ] × H. For simplicity we denote this subsequence again by {µ αn t (dx)dt}. But for ϕ ∈ E A (H) and
where we used the weak continuity of ϕ and Lebesgue's dominated convergence theorem. From this it follows that µ(dt, dx) = µ t (dx)dt. The last part of Claim 2, i.e. (2.10), follows from Lemma 2.5, (2.14), (2.19) and the lower semicontinuity of
The proof of Claim 2 is complete.
Proof of Claim 3. We first note that (1.4) is already verified because of (2.8). Furthermore, every h ∈ C 1 ([0, T ]; D(A)) can be written as a uniform limit of piecewise affine h n ∈ C([0, T ]; D(A)), n ∈ N, uniformly bounded by h with α n as in Claims 1, 2. Therefore, by Claim 2, to show that (1.6) holds for µ t (dx)dt it suffices to prove that for all
20) where
We note that F h α is continuous on [s, T ] × H because of (2.8) and because h is piecewise affine. For δ ∈ (0, 1] we have
By (2.3) and the inequality
we can find γ(h) > 0 such that for all n ∈ N and all α, β ∈ (0, 1]
By Hypothesis 2.3, Lemma 2.5, (2.14) and (2.9) the integral on the right hand side of (2.22) is bounded by a constant independent of α. So, letting n → ∞ and δ → 0 the first two terms in (2.21) converge to zero. Using the last part of Claim 2, by the same arguments we deduce that this also holds for the third term. The last summand on the right hand side of (2.21) can be estimated for every δ ∈ (0, 1] by
Since, as pointed out above, F h is continuous on [0, T ]×H, the first summand in (2.23) converges to zero as n → ∞ by Claim 2. Arguing as before we see that the the second summand is bounded by δ times a constant independent of n. So, letting first n → ∞ and then δ → 0, also the last term on the right hand side of (2.21) converges to zero and thus (2.20) is proved, which completes the proof of Claim 3.
Uniqueness and Chapman-Kolmogorov equations
First let us recall the uniqueness result from [8] on solutions of Fokker-Planck equations. This result is proved under certain assumptions on the coefficients A, F and C in equation (1.1) which differ from those in Section 2. We start with recalling them first.
(ii) C ∈ L(H) is symmetric, nonnegative and such that the linear operator
is of trace class for all t > 0 and some α ∈ (0, ∞).
tA and
Hypothesis 3.2 There exists a family {F
(t, ·)} t∈[0,T ] of m-quasi-dissipative mapsF (t, ·) : D(F (t, ·)) ⊂ H → 2 H , t ∈ [0, T ],
i.e., for each t ∈ [0, T ] the domain D(F (t, ·)) belongs to B(H) and there exists K > 0 independent of t such that
and for every λ > K one has , ·) ) and for all x ∈ D(F (t, ·) one has
Remark 3.3 We recall that forF (t, ·) as above the setF (t, ·) is convex and closed, so that the minimum in (3.1) exists and is unique.
To formulate the uniqueness result from [8] , let us introduce, for every ζ ∈ P(H) and s ∈ [0, T ], the set M s,ζ of all finite measures ν on [s, T ] × H which have the following properties:
We note that (ii) above implies ( 
On the basis of [7] , however, we can only treat cases where Tr C < ∞ (unless one can enlarge the state space H in an appropriate way). Using our results from Section 2 above, in the present paper we shall analyze the case Tr C = ∞, more precisely, the case C −1 ∈ L(H).
( 
Then, for every ζ ∈ P(H) satisfying (2.9), the measure µ t (dx)dt 
in particular,
Proof. By Remark 3.5(ii) we can apply Theorem 2.6 to obtain a measure µ t (dx)dt which, as stated there, satisfies the defining properties (i) and (iii) of M s,ζ . But also (ii) holds by (2.10) since by (3.2)
For the proof of the last part of the assertion, we first recall that the family of measures µ α t (dx)dt, α ∈ (0, 1], is a weakly compact set of finite positive measures of mass T by (2.19) and, for each t ∈ [s, T ], by (2.18) and [4, Theorem 8.6.7] , the family of measures µ α t (dx), α ∈ (0, 1], is a τ w -weakly compact set in P(H).
In the proof of Theorem 2.6 it was shown that every sequence converging to zero in (0, 1] has a subsequence {α n } such that µ αn t , t ∈ [s, T ], satisfy Claims 1-3. However, as shown above, their corresponding limits µ t (dx)dt must all coincide as measures on [s, T ] × H. Since all these limits have the property that t → µ t (ϕ) is continuous on [s, T ] for each ϕ ∈ E A (H) and the latter set is measure separating, it follows that for all these limits also measures µ t , t ∈ [s, T ], are uniquely determined. Hence the last parts of the assertion also follow.
As we shall see in the last section the additional assumption (3.2) above is satisfied in many cases. Now we turn to the Chapman-Kolmogorov equations (1.8) . Let the assumptions in Theorem 3.6 hold for all s ∈ [0, T ] with the same function V and set 
Proof. For all α ∈ (0, 1] and x ∈ H let p α s,t (x, dy) be the probability measure defined by p with the same function V . Let 0 ≤ r < t ≤ T and p s,t (x ′ , dy), x ′ ∈ H 0 , be as above. Then for every x ∈ H 0 , s ∈ (r, t) such that p r,s (x, H 0 ) = 1 we have
i.e. the Chapman-Kolmogorov equation holds.
Remark 3.9 Let us discuss some conditions implying that 
Here f, h : (0, 1) × [0, T ] × R → R are functions such that for every ξ ∈ (0, 1) the maps f (ξ, ·, ·), h(ξ, ·, ·) are continuous on (0, T )×R and have the following properties:
(f1) ("polynomial bound"). There exist m ∈ N and a nonnegative function
also assuming without loss of generality that m is odd.
(h1) ("linear growth"). There exists a nonnegative function c 3 ∈ L 2 (0, T ) such that for all t ∈ [0, T ], z ∈ R, ξ ∈ (0, 1), one has |h(ξ, t, z)| ≤ c 3 (t)(1 + |z|).
Finally, let C ∈ L(H) be symmetric, nonnegative and such that C −1 ∈ L(H). It is worth noting that it is not known whether under these assumptions the stochastic differential equation (1.1) has a solution.
We set Y := D(F ) = L 2m (0, 1) and prove that Hypotheses 2.1-2.3 and condition (2.8) are fulfilled. So, we can apply Theorem 2.6 to get existence of solutions to the Fokker-Planck equation (1.3) in this situation.
Note that Hypothesis 2.1 holds with ω = −π 2 because A −1 is of trace class. Furthermore, for α ∈ (0, 1] and (t, x) ∈ [0, T ] × H we set
Then F α has all properties mentioned in Hypothesis 2.2 and (2.8) also holds by Lebesgue's dominated convergence theorem. Set
(4.2) We are going to prove that Hypothesis 2.3 is fulfilled for this function V for all s ∈ [0, T ]. First observe, that by (f1) and (h1) one has
Furthermore, (2.6) follows for all s ∈ [0, T ) from the next proposition. Proof. We first note that by (f1), (f2), and (h1), for all y, z ∈ R, t ∈ [0, T ], ξ ∈ (0, 1), one has f (ξ, t, y + z)y + h(ξ, t, y + z)y = (f (ξ, t, y + z) − f (ξ, t, z))y + f (ξ, t, z)y + h(ξ, t, y + z)y ≤ c 2 (t)|y| 2 + c 1 (t)(1 + |z| m )|y| + c 3 (t)(1 + |y| + |z|)|y| ≤ c(t)(1 + |y| 2 + |z| m |y|), 
