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Abstract
In the present thesis work, we have developed two different experimental setups for
the optical detection of the OH radical in discharges at atmospheric pressure. The first one
allows us to improve the time-resolved broad-band absorption spectroscopy. The main ad-
vances of the new set up are a better collimation of the UV light and a novel gating scheme.
They both significantly reduce the interference of the plasma-induced emission on the ab-
sorption measurement. The second setup is dedicated to an improved laser induced fluor-
escence experiment, which takes advantage of a novel multi-transition excitation scheme.
This permits the simultaneous measurements of both the OH density and its ground state
rotational temperature. In addition, we have developed a new rate-equation model to ra-
tionalize LIF spectra, by taking into account the electronic quenching, the vibrational and
rotational energy transfers, and the spatial profile of the laser beam. Finally, the electrical
power dissipated in the discharge was accurately measured.
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Chapter 1
Introduction
1.1 Applications of atmospheric-pressure non-thermal plasmas
Laboratory plasmas are ionised gases, in the vast majority of the cases sustained by the
application of electric fields. The energy of the electric field is transferred, in the first in-
stance, to free electrons. It is subsequently distributed through collisions to the feedstock
molecules and their dissociation products. The sum of all possible excitation mechanisms
leads to the key aspect of non thermal plasmas (NTPs): the injected energy is not equally
distributed across all the species and their degrees of freedom. In particular, heating of the
gas can remain low (due to the large mass difference between the colliding electron and
molecule), while certain molecular states are highly excited. They promote bond breaking
and dissociation. Controlling and tailoring the non-equilibrium nature of the plasma is the
key to delivering the injected energy specifically to the bonds that are to be broken up. In
essence, NTP is an environment that is far from thermodynamic equilibrium conditions so
that conventional chemical processes are intensified and very high values of energy effi-
ciency can be achieved. Techniques based on atmospheric pressure non thermal plasmas are
used in several different fields. Important examples directly related to the present research
are the plasma reforming of CO2 for the production of solar fuels, the plasma destruction
of pollutants and the plasma medicine. Regardless of the specific application, the quantitat-
ive detection of the active species generated in the plasma is an imperative requirement for
the understanding of the plasma effects, because experimental molecular densities can be
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compared with the results of model calculations, and eventually validate them. The quan-
tification of transient species is particularly challenging. My research activity in the last
three years, at the Doctoral School in Physics of the University of Trento, was devoted to
develop optical diagnostics in gaseous discharges for the detection of transient species, and
in particular of the OH radical.
1.1.1 Plasma reforming and solar fuels
Solar fuels are energy vectors that are produced from CO2 by using renewable energy
sources, i.e. solar energy, ultimately. The production of fuels and chemicals from renew-
able sources appears a promising way to store energy into value-added chemicals. Since
renewable energy sources are often intermittent, their exploitation requires storage systems,
ideally liquid chemicals that have high energy density. As the installed capacity of these
sources increases, so do issues related to load-balancing and to temporal and geographical
disparities between supply and demand. Implementation of quick-start systems for the con-
sumption of excess renewable energies could play a role in resolving these issues. This has
an incidental benefit in terms of the cost-effectiveness of the technology because the elec-
tricity generated during such periods of excess production is of relatively low cost. Plasma-
based systems are ideally suited to this task due to low inertia, low investment costs, and no
requirement for rare materials. At the same time reusing CO2 is a key element for curbing
green house gas (GHG) emissions [1].
NTPs have been explored for their capability to activate very stable molecules such as
methane and carbon dioxide at low temperature. In fact NTP are able to reform CO2 and
CH4 to get value-added chemicals. Depending on the particular experimental set-up and the
specific operational features, different gaseous [2, 3], liquid [4, 5, 6] or solid chemicals [7]
are produced by the discharge in addition to the most abundant products CO and H2.
In our recent works [8, 9], our attempts to convert CO2 and CH4 in syngas (hydrogen
and carbon monoxide) and other value-added chemicals are presented. We show that a par-
tial control of the product selectivity can be achieved by modulating the electrical power
delivered to the discharge[8]. In addition, we investigated the catalytic effect of the elec-
trode surface on the production of oxygenate products[9]. The aim of our study was to
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contribute to a better understanding of the fundamental processes involved. To this purpose,
the product branching ratio must be known as a function of discharge parameters. However,
if ones desire to investigate the detailed chemical mechanisms leading to the final products,
knowledge of the latter is not sufficient, and intermediate, transient species, such as CH3, H
and OH, must be identified as they are chemical markers of specific reaction paths [10].
1.1.2 Plasma medicine
As outlined by Fridman in [11] “Plasma medicine embraces physics required to develop
novel plasma discharges relevant for medical applications, medicine to apply the techno-
logy not only in vitro but also in vivo testing and, last but not least, biology to understand
the complicated biochemical processes involved in plasma interaction with living tissues”.
Radicals, in particular O-atoms and OH, are effectively generated in atmospheric pressure
discharges and they play a role in several plasma induced oxidation processes [12, 13].
For this reason radical diagnostics is a key point for the rapidly developing field of plasma
medicine[14]. In addition, OH measurements in test cases are of interest for comparison to
recent model calculations [15].
1.1.3 Plasma abatement of pollutant
Nowadays environmental protection is an important issue. Exhausts from mobile and
stationary sources pollute the air with a variety of dangerous substances for the human
health and the ecological life. Volatile organic compounds (VOCs) are an important group
among these pollutants. VOCs play an important role at global level (global warming pro-
moters), at regional scale (acid rain promoters), but especially at local scale, directly affect-
ing human health given that several VOCs are carcinogens. Also in the everyday indoor en-
vironments, organic compounds can be detrimental for human health. NTPs offer interesting
opportunities in the field of air-cleaning systems. There is a clear opportunity for NTP tech-
niques to be employed for the activation and dissociation of the feedstock molecules[16].
Reactive oxygen species (ROS), such as O, OH, O3, H2O2, HO2 and O2(a1∆g), play an
important role in pollutants remediation. Indeed, VOCs destruction mainly proceeds via ox-
idative reactions. Therefore any effective destruction method should maximise the amount
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of oxidant species, and their quantitative detection is a critical issue to improve the perform-
ance.
1.2 Optical spectroscopy diagnostics of discharges at
atmospheric pressure
Spectroscopic diagnostics are particularly suitable to estimate quantities such as gas
temperature, electron density, electric field and density of transient species. The main optical
diagnostic techniques are: optical emission spectroscopy (OES), laser induced fluorescence
(LIF), and absorption spectroscopy (AS). OES is the simplest technique and thus it is widely
used. Unfortunately, it provides information only about excited species, which depend in a
complex and indirect way on the corresponding ground state populations. Molecules in their
ground state can be instead detected either by AS or by LIF. AS is cheap, provides absolute
outcomes, but its spatial and temporal resolution is low [17, 18].
Laser induced fluorescence (LIF) is the best technique if sensitivity, time and space
resolution are a crucial requirement [19]. LIF, however, needs a calibration because the
outcome is not absolute. In addition, the LIF signal depends on collisional processes of the
excited state, and therefore a detailed model is necessary to rationalise the experimental
outcomes.
Chapter 2
Time-resolved broad-band
absorption spectroscopy
In absorption spectroscopy, the light radiation passes through the plasma, and the modi-
fication of the spectrum as a function of the wavelength of the incoming light by absorption
and scattering is measured. Absorption spectroscopy is the technique of choice to get the
absolute density of molecules in their ground state. When dealing with plasma-mediated
processes, absorption can be achieved by simply using an incoherent broadband light source
much brighter than the plasma itself, like broad-band xenon or deuterium lamps [20]. Un-
fortunately, not all the spectral regions can be covered by broadband sources. When no
broadband light sources are available, self-absorption can be used. In this case the plasma
itself can be used as source [21]. Resonant transitions can be also achieved by using tunable
laser-based systems [22].
Various types of arrangements and techniques have been developed in the past years in
the field of non-thermal atmospheric pressure plasmas or other similar environments (like
flames or plasma activated flames), such as resonant absorption [17], broad-band absorption
spectroscopy (BBAS) [18, 23], cavity enhanced absorption spectroscopy (CEAS) or cavity
ring-down spectroscopy (CRDS) [24, 25, 26, 27]. An example of the application of absorp-
tion spectroscopy in plasma environments is the detection of CF2 by using a Xe arc lamp
as a light source in Ar/fluorocarbon mixtures [28]. As far as tunable laser diode absorption
spectroscopy is concerned, Pipa et al. [29] measured NO density in an atmospheric pres-
5
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sure plasma jet operating at 13.56 MHz in argon with small admixtures of air in a multi-pass
cell. Ar(1s5) metastable density measurements were carried out by Belostotskiy et al. [30]
in a pulsed dc argon micro-plasma discharge by using diode laser absorption spectroscopy.
The populations of the excited Ar atoms were studied by Penache et al. [31] using diode
laser atomic absorption spectroscopy. Also Niemi et al. [32] measured metastable He with
the same technique.
In recent years the development of cheap, broad-band, very stable near-UV sources
(UV-LED) has increased the interest for the BBAS technique. In fact, many radicals have
strong electronic transition in the near-UV range. An example is the OH radical and its
A2Σ+ ← X2Π transitions that were used by Dilecce et al. [18] and Bruggeman et al.
[33] for absolute temperature and concentration measurements. In the following sections I
describe our new attempt to improve the TR-BBAS technique [23].
2.1 Broad band absorption spectroscopy: principles and applic-
ation to OH
2.1.1 Basics nomenclature in light-matter interaction
When molecules undergo an electronic transition between an upper level j and a lower
level i, a spectral line is emitted. The wavelength λji of the emitted line is proportional to
the energy gap between the two levels:
νji =
Ej − Ei
h
λji =
c
νji
,
where c indicates the speed of light. If the transition is spontaneous the variation of the
population of the upper level nj is proportional to the population density and to the Einstein
coefficient of spontaneous emission Aji:
− dnj
dt
= Ajinj .
When the emission of photons is induced by the radiation, one gets
− dnj
dt
= Bjiξνnj .
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The induced emission is proportional to the level population, the Einstein coefficient Bji
and to the spectral radiant energy density ξν , like its inverse process, the absorption:
− dni
dt
= Bijξνni. (2.1)
The Einstein coefficients for absorption and induced emission are related by:
giBij = gjBji,
where gi and gj are the statistical weights of the lower and higher level, respectively.
2.1.2 Broad band absorption
The BBAS technique consists in the measurement of changes of the spectral radiance
I(x, ν) induced by the absorption process along the optical path[20]. Radiation absorption
within a media can be described by introducing a wavelength-dependent absorption coeffi-
cient κ(x, ν) defined as
dI(x, ν) = −κ(x, ν)I(x, ν)dx (2.2)
that represents the variation of the spectral radiance I(x, ν) along the direction x by a thin
slab dx of absorbing medium. The unit of κ(x, ν) is m−1 and the spectral radiance I(x, ν)
unit is W s−1 m−2 sr−1. By the spatial integration of Eq. 2.2 along the length l (the optical
path inside the discharge) one gets the well known Lambert-Beer law:
I (l, ν) = I (0, ν) e−
∫ l
0 κ(x,ν)dx (2.3)
Given the central frequency of a certain transition νji, the line absorption coefficient can
be written as a function of the transition line shape function L(ν − νji), with its integral
respect to the frequency normalised to one, and the integrated line absorption coefficient
κL(x, νji):
κji (x, ν) = κ
L (x, νji)L (ν − νji) ,
∫ −∞
+∞
L (ν − νji) dν = 1.
The integrated line absorption coefficient unit is Hz m−1. If we consider the spectral flux
absorption in a plasma slab of thickness ∆x defined in Eq. 2.1 and we multiply it by a factor
8 CHAPTER 2. TR-BBAS
hξν it becomes equal to the right-hand side of Eq. 2.2 after the integration of the absorption
coefficient κ(x, ν):
Bjiξν (νji)nj∆xhνji = Iν (νji) ∆x
∫ −∞
+∞
κ(x, ν − νji)dν
= κL (x, νji) Iν (νji) ∆x.
Considering the case of collimated radiation, the radiance and the radiant energy density are
related by
ξ (ν) =
1
c
I (ν) ,
changing the coefficients unit from frequency to wavelength one gets:
κL (x, λji) =
hλji
c
Bjinj .
Considering the cross-section σji as the absorption coefficient divided by the density of the
species in the lower state j we have
σji(x, λ) =
κji (x, λ)
Nj(x)
=
κL (x, λji)L(λ− λji)
Nj(x)
= σLjiL(λ− λji).
Assuming that the spatial dependence is only in the Nj(x) term, one gets
σLji ≈
κL (λji)
Nj(x)
=
hλji
c
Bji. (2.4)
The Lambert Beer law (Eq. 2.3) for a single molecular band with Nj(x) = njN(x),
where nj is the fractional population of the rotational level involved in the transition j,
becomes:
Iλ (l, λ) = Iλ (0, λ) e
− ∫ l0 N(x)dx∑j njσLjiL(λ−λji). (2.5)
2.2 Time-resolved broad-band absorption spectroscopy experi-
mental set-up
The TRBBAS set-up is composed of two main parts: the broad-band light source and
the light detection system.
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2.2.1 Light Source
The light source used to probe the OH molecule is a UV-LED (UVTOP-310-TO39-
BL, SET) with a peak-emission wavelength at 3089 Å and a full width at half maximum
(FWHM) of 89 Å (Figure 2.1). The UV-LED is housed in a TO-39 package and equipped
with a ball lens with a focal length of ≈ 18 mm. The maximum LED forward current in cw
mode is 30 mA, but it can be increased to 200 mA in pulse mode (at 1 kHz, 1% duty cycle).
To inject the UV-light into the discharge gap it is crucial to collimate the LED radiation.
A good collimation permits a multiple pass configuration and the possibility to add a spatial
0.0
0.2
0.4
0.6
0.8
1.0
2975 3025 3075 3125 3175 3225
I 
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Figure 2.1: Measured spectral profile of the UVTOP-310-TO39-BL (SET) UV-LED. The vertical lines set the
range of OH absorption.
filter after the discharge to decrease the amount of spontaneous emission radiation reaching
the detector. Unfortunately, the LED is not a point-source of light, and the quality of the
beam obtained using a single-lens collimation system is poor, i.e. the beam remains well
collimated only over a short distance (in the order of ≈ 100 − 200 mm [18]). In this con-
dition, it is possible to get only a single-pass configuration through the discharge area (that
is 35 mm wide). On the other hand, the rejection of the spontaneous emission is achieved
by putting one or more irises between the plasma and the detector. A proper rejection of
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Figure 2.2: Scheme of the LED collimation arrangement. The LED has a ball lens on top. The skimmer is made
of polished nickel; its internal walls are partially reflective. The 200 µm nozzle of the skimmer acts
as a small size source allowing a good collimation by the 50 mm focal length collimation lens [23]
the spontaneous emission with spatial filters requires putting the detector centimetres away
from the discharge. Increasing the beam collimation corresponds to a significant increase
of the spontaneous emission rejection, as well as the possibility to lengthen the optical path
inside the plasma.
The solution adopted is presented in Figure 2.2, where we put the UV-LED inside a
skimmer made of polished nickel. The skimmer’s walls help to canalise the UV-light to
the 200 µm exit bore that is placed in correspondence of the LED ball lens focal point.
A f = 50 mm lens is used to collimate the light exiting from the nozzle. The resulting
beam remains well collimated for a distance of ≈ 500 mm with a section in the order of
1− 2 mm2. Thanks to the better beam collimation we could adopt a two-pass configuration
inside the discharge and we could add two irises in order to spatially filter the spontaneous
emission. Of course the disadvantage is that an increasing beam collimation decreases the
beam intensity.
Figure 2.3 shows the schematic representation the TR-BBAS apparatus. The light travels
inside the discharge area perpendicular to the gas flux. The total absorption length is 70 mm
The UV-LED driver is an home-made gateable current source circuit made of fast JFET
transistors, with a maximum output current of 160 mA and a minimum gate time of 500 ns.
The UV-LED gate trigger is generated by a waveform generator (33250A, Agilent).
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Figure 2.3: Schematic representation of TR-BBAS apparatus. The UV-LED beam is injected in the discharge
area with a double pass configuration. Irises serve as spatial filters in order to stop the spontaneous
emission emitted by the discharge. The f = 40 mm lens matches the incoming UV-beam to the
f-number of the monochromator.
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2.2.2 Light Detectors
The first detection setup D1 is based on a 140 mm focal length monochromator (mi-
croHR, Jobin-Yvon) equipped with a 1200 gr mm−1 300 nm blaze grating with a 100 µm
input slit. The light detector is a charge coupled device (CCD) (GARRY 3000, Ames
Photonics). This device is non-cooled, non-intensified, gateable 3000 elements linear CCD
array. The second detection setup D2 is composed of a 300 mm focal length monochromator
(Shamrock 303i, Andor) equipped with a 1200 gr mm−1 300 nm blaze grating, 70 µm input
slit. The detector coupled to the Shamrock 303i is a cooled, 1024 × 1024 pixel, intensified
CCD (ICCD) (DH334T-18U-03, Andor).
2.2.3 Discharge Design
Figure 2.4: Schematic representation of the DBD set-up. FC1−4: mass flow controllers; A: 35×35 mm2 copper
electrodes; B: 0.7 mm thick alumina plates.
A schematic representation of the discharge gas feed and electrical apparatus is shown
in Figure 2.4. The discharge set-up is composed of two main components, the plasma power
supply, the monitoring system and the discharge chamber gas feed lines controller.
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Discharge configuration and gas feed
The dielectric barrier discharge used is a parallel plate configuration composed of 35×
35 mm2 copper electrodes. Two 0.7 mm thick alumina plates are used as dielectric barriers.
Two inter-electrode gaps have been used (4.5 mm and 2.0 mm). With these two configura-
tions the electrode surface is 12.25 cm2 and the discharge volume 5.50 cm3 and 2.45 cm3
for 4.5 mm and 2.0 mm, respectively. The discharge gas feed is composed of three separ-
ate gas lines: a pure He (99.995% purity) carrier controlled by a 1000 sccm full scale mass
flow controller FC1 (1179B, MKS); a pure He (99.995% purity) flow injected in a bubbler
filled with distilled water, whose temperature is measured with a type K thermocouple, con-
trolled by a 500 sccm full scale mass flow controller FC2 (1179A, MKS); and a pure O2
(99.995% purity) line controlled by a 10 sccm full scale mass flow controller FC3 (1179A,
MKS). Another 5000 sccm full scale mass flow controller FC4 (1179A, MKS) is placed
in between the discharge chamber and the 4 m3 h−1 membrane pump. Thanks to FC4 the
pressure inside the discharge chamber is kept at a constant value 20 torr above atmospheric
pressure, in order to prevent air to penetrate inside the discharge chamber. The water partial
pressure inside the discharge chamber is described by the equation:
PH2O = P
vap
H2O
(T )
φ2
φ1 + φ2 + φ3
,
where P vapH2O (T ) is the water vapour pressure at the temperature T , φ1 is the flux of the
He carrier, φ2 is the He flux injected in the bubbler and φ3 is the O2 flux, as described
in [34, 35]. The total flux injected into the discharge chamber is kept at a constant value of
500 sccm during measurements. Mass flow controllers are driven by a computer controllable
multi-gas controller (647B, MKS).
Power supply and electrical diagnostic
The high-voltage (HV) power supply is composed of a wave form generator (33220A,
Agilent) that generates a sinusoidal signal amplified by a 2 kW bridged class-D audio amp-
lifier (UCD2k OEM, Hypex). The amplified low-voltage signal is converted in a HV stim-
ulus Vs by using a HV transformer (Al-T1000.7-P10, Amp-Line). The secondary coil of
the HV transformer is connected to the parallel between one electrode of the reactor and
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a HV high bandwidth (DC - 75 MHz) probe (P6015A, Tektronix) that is used as a voltage
monitor. The second discharge electrode is connected directly to the ground and a high
bandwidth (200 Hz - 500 MHz) I/V converter (CT-01-b, Magnelab) is placed around the
wire that connects the reactor to the ground. Signals acquired by the voltage and current
probes are digitalised and recorded by a four-channel 4 GSps 600 MHz bandwidth digital
signal oscilloscope (DSO) (Infiniium 54831B, Agilent).
2.2.4 PC based control program
I wrote a program by using LabWindows/CVI (National Instruments) to control the
discharge gas feed apparatus, plasma power supply and to record the spectrum acquired by
the CCD/ICCD. A schematic representation of the connection between the apparatus and the
PC is presented in Figure 2.5. The program initialises the waveform generators in order to
Figure 2.5: Schematic representation of the pc-based control system. WFG 1-2: waveform generators synchron-
ised in frequency and phase by sharing the 10 MHz external time-base reference. Black lines: analog
and digital signals; Blue lines: UV-LED light signal; Green line: gas feed connection.
generate the gates for the UV-LED and for the detector, sets amplitude, frequency and duty
cycle of the sinusoidal signal that drives the discharge. For every mixture of He−O2−H2O,
the PC sets the mass flow controllers and records the temperature inside the bubbler and the
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pressure inside the discharge chamber. Absorption measurement requires the acquisition of
the light generated by the UV-LED interacting with the discharge. In order to avoid the
influence of the light source fluctuations or changes in the external light background, each
acquisition of an absorption spectrum is followed by that of the UV-LED light signal, i.e.
with the plasma switched off. Several spectra were taken in order to increase the statistics
and to achieve a better detection limit.
2.3 Measurement strategy
The transitions involved in the absorption belong to the (0,0) band of the OH 3064 Å sys-
tem, A2Σ+ ← X2Π. In order to eliminate measurement baseline drift, LED low-frequency
intensity fluctuations, and to reduce as much as possible the spontaneous emission from
the plasma, we adopted a time-resolved detection strategy for the TR-BBAS. The timing
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Figure 2.6: Red line: CCD/ICCD gate and LED pulsing for the TR-BBAS scheme, Led-on period discharge
OFF provides the reference (without absorption) light intensity. Black line: sinusoidal stimulus
applied to the discharge.
scheme of a TR-BBAS experiment is shown in Figure 2.6. We modulate the sinusoidal
voltage of the discharge with a square wave, generating a burst of 200 20 kHz sine waves.
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During the sine wave burst, the plasma switches on (the duration of the burst is defined by
the number of burst times the period of the sine wave TON = 10 ms). After the burst of
sine waves, the waveform generator output goes to zero for a time TOFF = 90 ms, and
consequently the plasma switches off. The sum of TON and TOFF defines the total period
T of the on-off cycle, which is T = 100 ms. The OH concentration is probed by acquir-
ing the absorption spectrum IMλ (l, λ) at the end of the TON period, for a total duration of
TONLED = 300 µs (the same gate was applied to the UV-LED driver and to the CCD-ICCD
gate). A further acquisition is carried out 50 ms after the first one in order to record the
LED profile IMλ (0, λ) when the [OH] becomes negligible[34, 35, 18]. The resulting gate
sequence is a combination of the sine-wave burst at 10 Hz and the LED/detector-gate at
20 Hz. Gates are generated by two waveform generators, whose synchronisation is ensured
by sharing the 10 MHz external time-base reference. In this way, the two devices are syn-
chronised in phase and frequency.
The gate configuration just described was used in conjunction with the D1 scheme based
on the non-cooled, non-intensified, gateable linear CCD array. In this case, the spontaneous
emission rejection was achieved by using spatial filters (irises) placed in between the dis-
charge area and the monochromator. The rejection of the spontaneous emission can be fur-
ther increased by using the improved detection scheme D2, which is based on the synchron-
isation of the ICCD acquisition with respect to the periodical null value of the discharge
current (see Figure 2.8), i.e. when the spontaneous emission is minimal. For comparison, in
the scheme D1, the signal is acquired continuously during the LED gate, i.e. for each value
of current.
Spontaneous emission is detrimental for BBAS because, in many cases, it is much
more intense than the absorption signal. Besides the OH concentration value, it can also
affect the temperature estimate. We notice that the spontaneous emission is generated by
the A2Σ+ (υ = 0) → X2Π (υ = 0) band, that is the same interested by the absorption
A2Σ+ (υ = 0) ← X2Π (υ = 0). Bruggeman et al. in [33] proposed to calculate the ab-
sorption spectrum of OH subtracting the spontaneous emission from the transmitted LED
light (which of course contains also the plasma spontaneous emission). However, if the
emission is much larger than the absorption, the estimation of the transmittance is affected
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by a strong systematic error. For these reasons, we chose alternative strategies in order to
decrease the incidence of spontaneous emission in the measurement:
• using light sources with an adequate radiant energy density, much larger than the
spontaneous emission. In this way, it is possible to adopt short CCD gates and in turn
to acquire less spontaneous emission radiation.
• rejecting the spontaneous emission that travels from the discharge to the detector by
stopping all the radiation that is not collimated with the UV-LED beam.
• adopting a multi-pass strategy to increase the optical path, i.e. the absorbance signal.
Finally, we emphasise the importance of the light source that has to be gateable and well
collimable.
During the TON period the spontaneous emission intensity is not constant, and it follows
the time dependence of the voltage. We measure the spontaneous emission intensity versus
time using the D2 configuration. The gate scheme is equal that presented in Figure 2.6, but
the LED is always kept in the off state. In this way, during TON the spontaneous emission
plus background is recorded ISEλ (λ), and during TOFF only background light I
BG
λ (λ) is
acquired. We used a 5 µs gate for the ICCD. ISEλ (λ) and I
BG
λ (λ) are obtained by averaging
2000 single ICCD acquisitions. The integral respect to the wavelength of
ISE (λ) = I
SE
λ (λ)− IBGλ (λ) ,
is used to quantify the spontaneous emission intensity. The results, taken at various delay
times with respect to the excitation voltage, are presented in Figure 2.7. The spontaneous
emission reaches the maximum value when the current flowing inside the discharge is at
its largest values. On the other hand, when the current is zero, the spontaneous emission is
negligible (that happens two times every excitation voltage period). The spontaneous emis-
sion is related to exited OH molecules that are generated by the plasma when the current
increases rapidly inside the voltage excitation period. These excited molecules decay radi-
atively to the ground state rapidly inside a Vs semi-period, while the ground state [OH] is
expected to remain constant [35]. Starting from the experimental observation of the time
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Figure 2.7: Top:
∫ λmax
λmin
ISE (λ) dλ in function of time, points are interpolated with a spline. Bottom: current
(red line) and voltage (black line) in function of time.
dependence of the spontaneous emission, we decided to improve the spontaneous emission
rejection only by changing the gates sequence of the acquisition.
The image intensifier (multi-channel plate, MCP) coupled with a cooled CCD, permits
to use the MCP as an electrical shutter. Taking advantage of the integration on chip (IOC)
function of the ICCD, we realised the possibility to gate the MCP several times during
a single CCD acquisition. In this way, it is possible to sample IMλ (l, λ) when the spon-
taneous emission is negligible, for a 10 µs time interval immediately before the discharge
current increases. During the following 15 µs, the MCP is switched off, thus avoiding to
detect the spontaneous emission (25 µs is a Vs semi-period). The CCD signals (IMλ (l, λ)
and IMλ (0, λ)) are then acquired by switching the MCP on and off 14 times during a single
400 µs CCD-LED gate. A representation of the CCD-LED and MCP gates together with
the I-V characteristic of the discharge are shown in Figure 2.8. The resulting effective gate
time for the signal acquisition decreases from 300 µs in the case of detection system D1 to
140 µs in the case of D2, at the expense of the signal to noise ratio. A comparison between
the ISE (λ) values acquired with and without the MCP gating is presented in Figure 2.9.
The new MCP gating strategy reduces the spontaneous emission by about a factor four.
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Figure 2.8: Top: Detail of the gating at the end of the discharge packet, the MCP gating (blue line) is for
detection system D2 only. It is open (negative level) in the null discharge current intervals. The
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Figure 2.9: Spontaneous emission (blue line) and transmittance spectrum (black line) in function of wavelength
for the spatial filtering strategy. The red and yellow lines are the transmittance spectrum and the
spontaneous emission, respectively, for the spatial filtering plus MCP gating strategy. Dashed lines
are smoothed spontaneous emission profiles. Measurements were taken using detection system D2.
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However, although effective in the case of the OH detection in a DBD, this strategy cannot
be applied in general, in particular either to short living molecule or discharges where the
excitation period is short compared to the life time of the states responsible of spontaneous
emission.
For both the measurement configurations, (in order to decrease the measurement noise)
the quantities IMλ (l, λ) and I
M
λ (0, λ) are obtained by averaging 10000 gate CCD signals.
2.3.1 Fit of the experimental data
Our experiment is based on transitions of the 3064 Å system (0, 0) band. The outcomes
are values of the spectral radiance when the discharge is on and off, IMλ (l, λ) and I
M
λ (0, λ),
respectively. These two quantities and the modelled spectral radiance Iλ (l, λ) (Eq. 2.5) are
related by the equations
IMλ (l, λ) =
∫ +∞
−∞
Iλ(l, λ
′)S(λ′ − λ)dλ′, (2.6)
IMλ (0, λ) =
∫ +∞
−∞
Iλ(0, λ
′)S(λ′ − λ)dλ′, (2.7)
where S(λ) is the spectrometer instrumental function, that of course is different for the two
detection systems. In the case of the second detection setup D2, the instrumental function
is presented in Figure 2.10. The instrumental function was recorded by putting a He−Ne
calibration lamp (6034, Newport) in front of the spectrometer slit entrance. The optimum slit
width was chosen in order to have the maximum signal to noise ratio with a good spectral
resolution [18]. The entrance input slit widths used were 100 µm and 70 µm in the case
of detection setup D1 and D2, respectively. The transmittance spectrum is defined as the
ratio between the spectral radiance in the discharge-on condition (Eq. 2.6) and the spectral
radiance in the discharge-off condition (Eq. 2.7).
IMλ (l, λ)
IMλ (0, λ)
=
∫ +∞
−∞
e−lNave
∑
i niσ
L
i L(λ′−λi)SN (λ′ − λ)dλ′. (2.8)
In the limit of a narrow instrumental function, i.e. narrow with respect to the wavelength
dependence of the light source, Iλ(0, λ) can be brought out of the integral sign in Eq. 2.8.
The term Nave refers to the average particles density along optical path (l = 70 mm)
Nave =
1
l
∫ l
0
N(x)dx,
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Figure 2.10: Detection system D2 instrumental function for a 70 µm input slit width.
and SN (λ) is the normalised instrumental function of the spectrometer
SN (λ) = S(λ)∫ +∞
−∞ S(λ)dλ
.
The terms niσLi L(λ− λi) in the sum over the i transitions of the (0, 0) band are calculated
starting from the LIFBASE spectral simulation program [36]. Given a certain temperature
and line shape function, LIFBASE calculates a spectrum normalised to the peak absorption
line (only proportional to niσLi L(λ−λi)). The line shape function used in our simulations is
given by a Doppler plus pressure broadening profile (Figure 2.11). The pressure broadening
is taken from [37], and its value of 3.5 GHz atm−1 at 298 K is assumed to be the same for
all rotational levels.
Starting from a set of simulated transition spectra, corresponding to various temper-
atures, and by comparing them with the experimental data, it is possible to estimate the
absolute mean concentration of OH radical along the optical path.
We wrote a C program that fits Eq. 2.8 on the experimental data. An example of the
measured transmittance TM (λ) = I
M
λ (l,λ)
IMλ (0,λ)
is shown in Figure 2.12. It is visible an an-
omalous negative baseline that deviates from the expected value of a transmittance spectra
(equal to 1). This anomalous baseline is probably due to a change in the refractive index of
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Figure 2.11: Black line: simulated transmittance spectrum, the line shape function is given by a Doppler plus
pressure broadening profile. Red line: simulated transmittance spectrum convoluted with the in-
strumental function of detection system D2.
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Figure 2.12: Black line: experimental transmittance spectrum. Blue line: baseline best fit of a 4th order poly-
nomial function. Red line: experimental transmittance spectrum after baseline subtraction.
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the media along the optical path during the plasma-on condition, which in turn creates an an-
omalous transmittance signal. A change in the refractive index of the medium corresponds
to a shift in the wavelength of the UV-LED profile. In order to eliminate this spurious effect
we fitted the baseline with a 4th order polynomial function (the blue line in Figure 2.12)
and we subtracted it from the experimental transmittance. The result is the red graph in Fig-
ure 2.12 where only the transmittance spectra of the A2Σ+ (υ = 0) ← X2Π (υ = 0) band
is present.
We then re-normalise the LIFBASE spectrum to the value required in Eq. 2.8 by taking
an isolated line, the P1(2) one, and normalising its spectral integral to n(N=2, F1e)σ
L
P1(2)
, us-
ing formula Eq. 2.4 with the absorption coefficient taken from LIFBASE database. n(N=2, F1e)
is the population of the rotational sublevel N = 2, F1e (J = 2.5), parity e at a given
rotational temperature [18, 38] (see Appendix B for the nomenclature of transitions and
rotational levels).
Given a OH density value, all the niσLi L(λ − λi) transitions of the (0,0) band were
multiplied by the average OH density and the optical path length. After computing the ex-
ponential term inside the integral of Eq. 2.8 we calculated the circular convolution with the
monochromator instrumental function. In order to estimate the right value of the OH con-
centration all these calculation were carried out using a multidimensional nonlinear last-
squares fitting tool written using the GNU Scientific Library [39]. After the baseline sub-
traction, 150 points of the experimental transmittance spectrum were used to fit the model
of Eq. 2.8 to the experimental spectrum. This allows us to estimate Nave (the OH density)
and the wavelength offset ωo between the experimental data and the model. The program
minimises the squared residuals of the n = 150 functions fi via the parameters Nave and
ωo
Φ (Nave, ω0) =
1
2
‖F (Nave, ω0) ‖2 =
=
1
2
χ2 =
1
2
n∑
i=1
(
T (Nave, ω0, λi)− TM (λi)
)2
σ2i
, (2.9)
where σi are the errors associated with each of the 150 points of the transmittance spectrum
TM (λi). We estimated the errors by acquiring the spectrum TM (λi) with the plasma off
condition. In this way the expected transmittance spectrum is a constant equal to one. In
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Figure 2.13: Standard deviation of 150 points of the experimental spectrum in function of the number of the
CCD acquisition. Measurements were taken using detection system D2, keeping the discharge
always in the off-condition, at three different CCD temperatures.
Figure 2.13, the standard deviation of the n = 150 points used to fit the experimental
plot is presented as a function of the number of acquisitions of TM (λi) (i.e. for every
acquisition of IMλ (l, λ) and I
M
λ (0, λ)) carried out with detector scheme D2 (300 µs CCD
and MCP gate). We computed the standard deviation for three temperature values of the
CCD, which works in a quasi-saturated regime. Figure 2.13 shows that for achieving a lower
uncertainty in the transmittance spectrum, the CCD has to be kept at room temperature
or even higher temperatures. We decided to set the temperature of the CCD to TCCD =
15 ◦C. In this condition, the standard deviation of the 150 points is around 1.5× 10−4 after
averaging 10000 TM measurements. We decided to associate to every measured point of
the transmittance spectrum an error equal to 3× σi ≈ 5× 10−4. The fitting program starts
from initial guesses for OH density N0ave, and the wavelength offset ω
0
0 . Then it evaluates
the term:
φ (Npave, ω
p
0) = ‖F
(
N0ave +N
p
ave, ω
0
0 + ω
p
0
) ‖ ≈
≈ ‖F (N0ave, ω00)+ J (Npave, ωp0) ‖
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where Npave and ω
p
0 are the proposed steps, and J (N
p
ave, ω
p
0) is the Jacobian defined as:
Jij (N
p
ave, ω
p
0) =
1
σi
∂ (T (Nave, ω0, λi))
∂xj
.
In the Jacobian, xj are the parameters to be fit, and the algorithm tries to minimise the linear
system ‖F (N0ave, ω00)+ J (Npave, ωp0) ‖ using the Levenberg-Marquardt [40]. The terms of
the jacobian matrix are computed numerically using a two-point numerical derivative. Best
fit parameter errors are inferred from the covariance matrix. Figure 2.14 shows an example
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Figure 2.14: Absorption spectrum in the 2 mm gap discharge with [H2O] = 0.56%, no added oxygen. IM (l, λ)
is measured at the end of the discharge packet, and IM (0, λ) is measured in the post-packet. The
best fit simulated spectrum is at a gas and rotational temperature of 380 K and at OH density of
6.62× 1013 cm−3
of experimental transmittance spectrum fitted with the algorithm. In order to find the best
temperature that fits the experimental spectrum, the multidimensional nonlinear last-squares
fit is computed for a set of temperature (i.e. synthetic spectra). The best temperature (and
associated OH density and wavelength offset) is the one that minimises the χ˜2, defined as
in Eq. 2.9, but with the sum restricted to two 1 Å wavelength intervals centred on the two
local minima of the transmittance spectrum (3083 Å and 3093 Å, Figure 2.14), respectively.
These are the regions that are more sensitive to temperature changes. The temperature T f of
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the trial set that minimises χ˜2 and the associatedNfave and ω
f
0 are the best fitting parameters.
2.3.2 Errors and the lower detection limit
As reported in [18] the errors related to the density estimate are: 4% due to a ±20 K
temperature uncertainty, 5% caused by the optical length uncertainty, 6% error due to the
absorption coefficients. The statistical error associated with fit, given by the covariance
matrix, is around 6%. The final uncertainty of the absolute density value is about 20%. The
lower detection limit is the OH density that corresponds to an absorption spectrum with an
amplitude equal to the noise amplitude. In our case its value is 9× 1012 cm−3.

Chapter 3
Laser induced fluorescence
In classical absorption spectroscopy, radiant sources with a broad band emission spec-
trum are used. As reported in Chapter 2, the absorption spectrum is obtained by comparison
of the transmitted light inside the absorptive media with the reference light beam. The spec-
tral resolution is limited by the resolution power of dispersing spectrometer. The detection
sensitivity (the minimum absorbed power which can still be detected) is limited by the de-
tector noise, light source fluctuation or change in the refractive index of the medium. The
limit is generally reached at relative absorption ∆I
M
λ (l,λ)
IMλ (0,λ)
≈ 10−5. More sensitive detection
methods were developed in the past, thanks to the introduction of tunable lasers. In order to
overcome the sensitivity limits connected to the measurement of a small difference between
two large quantities, it is more convenient to detect directly the absorbed energy. The latter
can either be converted into fluorescence energy and recorded by a fluorescence detection
system (laser-induced fluorescence or excitation spectroscopy), or it can be converted by
collisions into thermal energy with a consequent temperature and pressure rise, which can
be detected by a microphone (photoacustic spectroscopy). Other spectroscopy techniques
are based on the dependence of laser-intensity on absorption losses that happen inside the
laser resonator (intracavity laser absorption) [22, 41].
A LIF measurement relies on atomic or molecular excitation by laser radiation, and
on the observation of the resulting spontaneous emission from the exited state or from the
nearby states that have been populated by collisions. Although LIF is not a scattering pro-
cess (because radiation is absorbed by atoms or molecules and then the fluorescence is
29
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observed due to the spontaneous emission of the exited species), it is useful to introduce
the concept of scattering in order to compare LIF with other techniques that are based on
light scattering. If we consider the cross section of the LIF phenomena, it is several orders
of magnitude larger than Rayleight and Thomson scattering [42]. Like scattering processes,
LIF signals can be observed with very high spatial resolutions without the needs of optical
or acoustic cavities (like intracavity laser absorption or photoacustic spectroscopy). From
a time dependent view, thanks to the use of pulsed lasers, the time resolution of LIF is
essentially limited by the duration of the laser pulse.
3.1 Literature overview
Atmospheric pressure discharge applications, like plasma medicine and plasma assisted
combustion, deal with a gas stream with some degree of humidity. OH radical is readily
formed and, it being the most reactive oxidizing species, its amount in the discharge is a
relevant parameter. Many papers have been recently published on OH quantitative detection
by LIF: in a pulsed corona discharge [43, 44, 45, 46, 47], in a DBD [48], in a pulsed DBD
[18, 34, 49], in a plasma-jet [50, 51, 52, 53, 54, 55, 56], in a pulsed discharge over a liquid
surface [46], in a pin-to-pin single filament discharge [57, 58, 59], in a nanosecond H2-air
plasma for plasma assisted combustion at 50− 100 torr [60].
Excitation transitions commonly used in LIF spectroscopic of OH radicals are
1) A2Σ+ (υ = 3) ← X2Π (υ = 0) around 2480 Å [43, 47], the 2) A2Σ+ (υ = 1) ←
X2Π (υ = 0) around 2820 Å [48, 18, 57] or the 3) A2Σ+ (υ = 0)← X2Π (υ = 0) around
3060 Å [55].
In the first case, the LIF signal is recorded around 2970 Å and, in the case of mixtures
containing oxygen, the excitation spectra is strongly disturbed by either LIF signal from
vibrational-excited O2 (X, υ = 6) [43] or the O3 strong absorption band at around 2480 Å
[44]. In the second case, the fluorescence signal is recorded from the A2Σ+ (υ = 1) →
X2Π (υ = 1) around 3150 Å and from A2Σ+ (υ = 0) → X2Π (υ = 0) centred in 3090 Å
thanks to vibrational energy transfer from A2Σ+ (υ = 1) to A2Σ+ (υ = 0).
In many applications involving NTP of noble gas (i.e. He and Ar) with the addition
of OH precursors like H2O, spontaneous emission from plasma-excited OH molecules is
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emitted from the same bands involved in the LIF process [18], thus introducing a potential
source of error in the measurement. In the last excitation scheme, the fluorescence signal
is observed from the transitions A2Σ+ (υ = 0) → X2Π (υ = 0) that is centred at 3090 Å,
very close to the excitation wavelength (3060 Å), that in turn can cause scattered light to be
recorded by the LIF signal detection system [53]. Laser-beam stray light collection causes
a decrease in the signal-to-noise ratio of the LIF readout apparatus.
3.2 Spectroscopic scheme
In general the choice of N must be guided by the criteria of maximum population and
smooth dependence on the rotational temperature, so that small local changes of temperat-
ure do not influence appreciably the outcome. Low rotational levels generally satisfy these
requirements. For example, when using the Q1(1) line of A2Σ+ (υ = 1) ← X2Π (υ = 0),
the relevant sublevel of the ground state is F1(N = 1). Its relative population is 0.196 at
300 K, 0.167 at 350 K and 0.145 at 400 K. In cold pulsed discharges, where the gas tem-
perature remains below 350 K, neglecting temperature variations produces an error within
15%. The situation is even better for the sublevel F1(N = 2) that goes from 0.196 at 300 K
to 0.161 at 400 K, and for F1(N = 3) that ranges from 0.149 to 0.140 in the 300 − 400 K
interval, and drops only to 0.127 at 500 K. The choice, for example, of the P1(3) line for
excitation makes the rotational population of the initial state almost constant in a wide tem-
perature range.
In the present work we adopted the classical excitation-detection scheme that involves
transitions of the 3064 Å system [34]:
OH(X2Π, v,N) + hνL → OH(A2Σ+, v′, N ′)→ OH(X2Π, v′′) + hνF (3.1)
with v = 0, v′′ = v′ = 1. We used several rotational transitions (see Appendix B for
the nomenclature of transitions and rotational levels) :
• the Q1(1) at 2819.13 Å and the Q2(3) at 2829.37 Å for measurements of OH density;
• the P1(3) at 2830.09 Å for the recovery of the saturation characteristic;
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• the group of lines Q12(1) at 2829.21 Å, Q2(1) at 2829.23 Å, Q1(6) at 2829.27 Å,
Q12(3) at 2829.31 Å and Q2(3) at 2829.37 Å for temperature measurements.
Figure 3.1: Laser Induced Fluorescence spectrum in a He−H2O dielectric barrier discharge, after excitation of
OH(A2Σ+, v′ = 1, N ′ = 1) by scheme 1. The rotational transitions labels refer to the nascent
spectrum, which is the expected one in the absence of RET collisions.
The fluorescence is captured by a broadband detection. Due to fast RET collisions, the
initial population of the rotational level N’ excited by the laser is quickly redistributed in
the whole rotational manifold towards a Boltzmann distribution at equilibrium with the gas
temperature. This can be seen in Figure 3.1, in which the observed fluorescence spectrum
shows a thermalised rotational distribution, in contrast with the nascent spectrum (i.e. in the
absence of RET collisions) that contains only transitions coming from the N’=1 pumped
level.
Another clear feature of the spectrum shown in Figure 3.1 is the presence of the (0,0)
vibro-electronic band, in spite of the fact that only the (1,1) band has been pumped by the
laser. This is due to VET processes induced by collision with water molecules. Figure 3.2
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Figure 3.2: Schematic representation of a LIF experiment; the sampled volume is defined by interception
between the laser beam (that excite the OH molecules) and the collection lens cone of acceptance.
presents the basic arrangement of our LIF experiment. The laser beam is injected into the
target either directly or focalised (as in Figure 3.2). The fluorescence signal is observed
in the scattering arrangement, in which the signal is collected from a different direction
from the laser beam [42]. Collecting the LIF signal perpendicular to the laser beam is the
arrangement of choice in order to prevent stray light caused from scattering at optical sur-
faces. Thanks to this configuration, the spatial resolution of the measurement is very high.
The sampled volume is defined by the intersection of the laser beam (whose diameter is
2w0) and the collection lens acceptance cone (defined by the solid angle Ω and the distance
between the sampled volume and the lens).
3.3 LIF Experimental Set-up
The LIF experimental set-up is composed of three main parts: the laser light generation
and manipulation apparatus, the collection and detection of fluorescence signal system, and
the PC-based control system.
3.3.1 Laser light generation and manipulation
The quality (in terms of beam profile) of the generated laser beam, energy and wave-
length stability are crucial requirements in order to carry out precise and accurate measure-
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ments. We modified the laser-light source to have a more stable source in terms of wave-
length and more reliable wavelength scanning. In addition we spatially filtered the laser
beam, so that hot spots and excessive long tails are removed from the laser beam spatial
profile.
Laser source
Figure 3.3: UV-laser source setup: Nd:YAG: Q-switched laser, SHG: frequency doubling crystals, Trg. PD:
interferometer sample and hold circuit trigger source photodiode, Int PD: interferometer signal
photodiode, CCD: camera to record the etalon fringe pattern
The laser source set-up is shown in Figure 3.3. It is composed of a dye laser (TDL50,
Quantel) pumped by a Q-switched Nd:YAG laser (YG580, Quantel). The Nd:YAG laser
works with a repetition rate of 10 Hz, generating a 1064 nm pulse. Frequency doubling is
achieved by passing the beam through a second harmonic generator (type II KDP crystal).
The obtained 532 nm average power is 360 mJ pulse−1 and serves to pump the dye laser. A
mixture of methanol and Rhodamine 590 chloride (Exciton, 89 mg l−1, tuning range 552−
584 nm ) flows in the dye laser oscillator and pre-amplifier dye cells. Only methanol flows in
the second capillary dye cell, because the energy of the beam generated by the pre-amplifier
(around 11 mJ pulse−1) is enough for second harmonic generation. The dye output beam is
then frequency doubled using a KDP crystal harmonic generator. The UV-beam energy at
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2810 Å, after fundamental separation, is around 0.53 mJ pulse−1. UV-beam separation from
the fundamental is achieved using a wavelength filter composed of two CaF2 Pellin-Broca
prisms and a beam stopper in the middle.
In order to prevent dye laser wavelength fluctuations during fixed wavelength opera-
tions, and to perform more accurate scans (avoiding the use of the dye laser motors to move
the tuning mirror), we modified the moving system of the tuning mirror of the laser cavity.
A representation of the Quantel TDL50 sine drive mechanism is presented in Figure 3.4.
Figure 3.4: Comparison between the original sine drive mechanism of the dye laser tuning mirror (on the left),
and the modified one (on the right)
On the left it is shown the original one, where the sine bar rotating arm (B), that is con-
nected through the rotational axis (A) to the tuning mirror, is moved by a liner translation
stage. The translation stage and the nut (C) are moved by the lead screw (D) rotation. On
the right the modified mechanism is presented. An adjustment screw (G) and a piezoelec-
tric actuator (E) (Thorlabs AE0505D16, housed in a holder (F) connected to the sine bar
rotational arm) are placed between the sine bar rotating arm and the translation stage. The
measured conversion factor between the linear translation stage displacement and the wave-
length variation is ξ = 5× 103 pm mm−1 in the original mechanism. In this configuration
the distance between the centre of the rotational axis (A) and the point of contact of the
linear translation stage with the sine bar translation arm is L = 85 mm. In the new con-
figuration the distance between the centre of the rotational axis (A) and the centre of the
piezoelectric actuator holder (F) is l = 35 mm. In both cases the angle between the vertical
and the sine bar translation arm, in the wavelength region around 562 nm, is α = 25 ◦C.
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The nominal piezoelectric actuator displacement at the maximum working voltage ( 100 V)
is ∆l = 12(2) µm, so the maximum wavelength displacement is given by:
∆υ = ξ
L
l
∆l
cos (α)
= 16(3)× 10 pm.
In this way, it is possible to perform wavelength scans by using only the piezoelectric ac-
tuator (for intervals smaller than ∆υ), or to use the original system based on DC motors
controlled by the PC (see Chapter 3.3.4). Moving the tuning mirror with the piezoelectric
actuator has the disadvantage that the dye laser control unit cannot read the actual wave-
length. The laser control unit calculates the wavelength by using an optical encoder connec-
ted directly to the lead screw and moved by the DC motors.
During fixed wavelength laser operations, when the laser needs to be tuned to a mo-
lecular transition for a long time, it is crucial to avoid changes of the output wavelength of
the dye laser. Temperature drifts and mechanical relaxations of the mechanism that controls
the tuning mirror of laser cavity cause variations of the beam wavelength in the order of
10 − 20 pm h−1. To fix this problem, we implemented a feedback mechanism for the dye
laser based on a etalon and a CCD (Figure 3.3). A fraction of the laser beam is sampled be-
fore the Pellin-Broca prisms by using a wedge quartz window. The sampled beam is sent to
a f = 40 mm BK7 lens. The etalon (FSR = 10 GHz, broadband) is placed behind the lens
focal point, in order to have a divergent beam incident on it. A 50 − 200 mm manual cam-
era lens (Tamron) coupled with a grey-scale CCD (DMK 41AU02.AS, Imaging Source) are
used to record the interference fringes. The exposure time of the CCD is set to 300 ms, shots
are recorded and analysed with a program written in LabVIEW. The stabilisation program
of the laser records the etalon picture, creates the image histogram, along a direction defined
by the user, which intercepts the more intense interference fringes and performs the peak
detection. Positions (in pixel) of two fringes are recorded to track the wavelength (absolute
position) and to calculate the conversion factor between the etalon free spectral range (FSR)
and the camera pixels (relative position). The change in the absolute position of one of the
two fringes is used to generate a signal that is converted in the voltage of the piezoelec-
tric actuator to correct the dye laser output wavelength. The laser beam is stabilised within
0.1 pm h−1 around the desired wavelength.
In the case of wavelength scanning carried out by using the piezoelectric actuator, it is
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necessary to measure the change in wavelength. For this purpose, a small fraction of the
dye beam is sampled by a quartz wedge window and sent to a low-finesse Fabry–Pérot
interferometer made by a 1/2′′ thick 2′′-diameter BK7 window. The interferometer FSR is
given by:
FSR =
λ2
2nlcosϑ
= 8.1 pm
where n = 1.51794 is the BK7 refractive index at λ = 562 nm, ϑ = 0◦ is the angle between
the incident beam and the window, and l = 12.84 mm the window thickness. An iris is
placed in between the two windows to align the etalon. Interference fringes reflected by
the interferometer are detected for each laser shot, by using a photodiode placed behind the
wedge window. The other part is sent to another photodiode that serves as trigger source for
the sample-and-hold circuit that carries out the interferometer readout.
3.3.2 Beam Optics
Figure 3.5: UV-beam optics set-up schematic representation. Var. Atten.: optical variable attenuator; trg PD:
oscilloscope acquisition trigger source; PM1: low energy (< 4 µJ pulse−1) power monitor; PM2:
high energy (> 4 µJ pulse−1) power monitor.
The UV laser beam is injected in a separate breadboard, where it is manipulated to hit
the target with a known shape and power (Figure 3.5). The UV-beam is collected by two
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right angle prisms that correct propagation, height, and direction of the beam. To change
the power injected into the target, we developed a variable optical attenuator based on Fres-
nel reflection, suitable for applications where a high-peak power is involved [61]. A further
requirement is that the optical variable attenuator does not significantly alter the beam pro-
file, position and direction. A detailed description of the device design and performances is
reported in Appendix A.1.
The attenuated beam passes through a spatial filter composed of two f = 100 mm bi-
convex UVFS lenses, and a pinhole to filter the beam noise. The pinhole cuts the wings
of the spatial Fourier-mode spectrum of the incoming beam. Beam imperfections, due to
laser generation, frequency doubling and optics quality, cause structures in the beam with
higher spatial modes that are cut off by the pin-hole [62]. The estimated beam waist is
23(3) µm in the focal plane of the spatial filter. We chose a ∅50 µm high-power precision
pinhole (P50C, Thorlabs) coupled with a precision positioning system (M-461-XYZ-M,
Newport). A wedge UVFS window is placed after the spatial filter to sample a fraction of
the incident beam, which is then used to generate the acquisition trigger signal. A 12 V
reverse biased broad-band UV SiC photodiode (SG01M, Sglux), coupled with a diffuser,
collects the trigger beam and records the time profile of the laser. The filtered laser beam is
then injected in the target area, either directly (with a 2 mm beam diameter) or focalised by
a f = 250 mm UVFS plano-convex lens (expected beam diameter is 0.2 mm).
In order to avoid back reflection of the UV-beam into the target area, an aluminium
mirror (working at 45◦) directs the beam towards the detection system. For low energies
(E < 4 µJ pulse−1), a single-channel silicon-based thermopile (DX-0576, Dexter research
center) is used. The thermopile output voltage is amplified by a non-inverting amplifier with
gain G = 500, and the peak voltage of the signal is acquired by using a digital multimeter
(34410A, Agilent). The pulse energy is inferred from the peak voltage, which in turn is
proportional to the energy deposited on the detector (see Appendix A.2.1 for a detailed de-
scription). In the case of higher energies (E > 4 µJ pulse−1), the moving mirror is removed
and the UV-beam energy is measured by using a pyroelectric detector (P1-13, Molectron),
amplified by a high speed non-inverting amplifier, and then digitising by using an oscillo-
scope (Infiniium 54831B, Agilent). In this case, the detector has a fast time response, which
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allows us to record the amplifier output simultaneously to the signal of the photomultiplier
tube. I describe two devices in Appendix A.2.
3.3.3 Fluorescence detectors
The laser induced fluorescence is emitted isotropically from the target [63]. The col-
lection of the fluorescence emitted perpendicular with respect to the laser beam is the ar-
rangement of choice in order to minimise the possibility of collecting scattered laser light.
A schematic representation of the fluorescence detection optics is shown in Figure 3.6. The
Figure 3.6: Schematic representation of the laser induced fluorescence detector arrangement. PMT: gated pho-
tomultiplier tube for time-resolved measurement; ICCD: multi-channel plate plus charge coupled
device.
fluorescence signal emitted is collected by a f = 200 mm ∅ = 1′′ UVFS plano-convex
lens. Two ∅ = 2′′ enhanced aluminium mirrors (omitted in figure) are used to direct the
light to the monochromator entrance slit. A f = 75 mm UVFS plano-convex matches the
incoming beam to the f-number of the monochromator. A set of four neutral density fil-
ters (NDUV01B,NDUV03B,NDUV06B and NDUV510B, Thorlabs) is placed in front of
the input slit to change the incoming light intensity. A Shamrock 303i 300 mm focal length
monochromator, equipped with two gratings (1200 gr mm−1 blaze 300 nm and 600 gr mm−1
blaze 300 nm) is used to separate the spectral components of the fluorescence signal. The
monochromator is coupled with two different detectors: a 1024× 1024 px intensified CCD
(ICCD) (DH334T-18U-03, Andor) and a gateable photomultiplier tube (PMT) (8575, Burle
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Electron Tubes). The ICCD is used to record the spectrum of fluorescence signal, while the
PMT serves to record the temporal evolution of the LIF signal.
When LIF is applied to targets with a strong spontaneous emission at the same wave-
lengths involved in the fluorescence, it is crucial to use gated detectors. ICCDs gating can
be simple, since the multi-channel plate (MCP) can be used as an electrical shutter. PMTs
can be gated by using a proper bias circuit, the latter been described in Appendix A.3.
3.3.4 Control System
To control the laser source, to record the LIF signal, and to synchronise the measurement
with the discharge, we developed a PC-based control system, represented schematically in
Figure 3.7. The two main building blocks of the apparatus are the digital delay generator
(DDG), and the control program (CP) that is written by using LabWindows/CVI (National
Instruments).
Digital Delay Generator
The five-channel DDG was developed using the evaluation board ZedBoard based on the
Zynq-7000 All Programmable SoC (Z-7020, Xilinx). The presence in a single device of a
ARM Cortex A9 dual core processor and a field programmable gate array (FPGA) permits
to develop stand-alone devices where real-time operations are carried out by the FPGA,
with the possibility to communicate with the latter using user space programs running on a
linux operating system. A FPGA-design was developed in order to create five independent
delayed channels starting from an either external or internal clock reference. The minimum
time step is 2.5 ns. The maximum settable delay is 21.4 s, the external source to channel
jitter, expressed in terms of 3σ is jext−ch = 2.2 ns, the internal source to channel jitter is
jint−ch = 74.3 ps, and the channel to channel jitter is jch−ch = 35.1 ps. An AXI-Lite core
(32 bit for 32 bit address) is used to ensure the communication between ARM (master) and
FPGA (slave). The developed custom device (delay generator plus the AXI-lite interface) is
integrated in a linux-based system running on the ZedBoard. Programs in C language were
written in order to set channel states, delays and on-times.
Two channels of the DDG (D and E) are used to trigger the Nd:YAG control unit to start
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Figure 3.7: Schematic representation of the control system of the apparatus. monoc: monocromator; trg-energy
detectors: acquisition photodiode, thermopile and pyroelectric energy monitors;
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the capacitors charge (charge-order) and the flash of the laser lamps (fire-order). Another
delayed channel is used to control the Q-switch unit of the laser. The same trigger signal
is sent to the laser-motor control unit that records the dye laser wavelength and controls
the DC-motor that moves the tuning mirror of the laser. The laser-motor control unit is
composed of two elements: a digital control unit based on a FPGA evaluation board (Spartan
3 starter kit, Digilent-Xilinx), and an analog multiplexing unit. The digital control unit reads
the wavelength of the laser, communicates the wavelength via rs232 to the PC (either on
software trigger or on laser shot) and it can receive a set of commands used to control
the dye laser tuning mirror. The analog multiplexing unit is composed of two high-voltage
4-channel multiplexer (ADG5404, Analog Devices). In our configuration the operator can
chose two voltage levels (slow and fast scanning) by setting the output of a two channel
power supply (E3631A, Agilent).
The dye laser control box, after every laser shot, repeats a delayed (100 µs) trigger signal
that is recorded by a counter implemented in a USB DAQ card (NI-USB 6009, National In-
struments). During LIF measurements, the counter state is continuously checked, and when
there is a new count the program starts the acquisition from the oscilloscope (PMT-LIF sig-
nal and pyroelectric detector signal), from the DAQ analog channels (interferometer signal
and reference), from the multimeter (thermopile detector signal) and reads the rs232 buffer
in order to get the laser wavelength. The signals generated by the interferometer photodi-
ode and its reference are stored in a sample and hold circuit (SHC) prior to acquisition.
The SHC acquisition is triggered by the interferometer reference signal, and the sampling
time is chosen to get the maximum signal from the photodiodes. An analog output of the
DAQ card is used to control the high-voltage output of the piezoelectric driver (MDT694A,
Thorlabs).
The remaining two channels of the DDG (A and B) are used to trigger the on-state of
the PMT, and to trigger the discharge. The DDG internal reference is used to trigger the
ICCD’s DDG that sets the on-state of the CCD and MCP.
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PC based control program
The program for the control of the apparatus (CP) can acquire LIF excitation spectra
while laser is scanning using the DC motor (usually long scan) or using the piezoelectric ac-
tuator (short scan). The operator can choose the type of detection, start and stop wavelength
scan, the total number of points for the scan and the number of averages to be computed.
The CP records shot by shot the fluorescence signal recorded by the PMT, computes the
integral of the signal corrected by the baseline (the user can choose the integration interval
and set the baseline). The CP controls also all the ICCD features (exposure, temperature,
binning etc. ) and the spectrometer. It is also possible to change the fluorescence detector
by moving via software the flipping mirror inside the monochromator and consequently set-
ting the appropriate grating (PMT is used with the 600 gr mm−1, blaze 300 nm grating; the
ICCD with the 1200 gr mm−1, blaze 300 nm grating).
3.3.5 Discharges Design
LIF measurements were performed on two different types of discharges. The first one
is a He−H2O DBD discharge with small amount of O2, already described in Chapter 2.2.3.
The second one is a RF plasma jet. The capability of non-thermal plasma to generate react-
ive oxygen species (ROS) is well known [23, 58]. When dealing with biological or medical
applications, plasmas are required to operate at atmospheric pressure and the plasma efflu-
ent has to remain at low-temperature to avoid thermal damages of the biological targets.
He, due to its excellent thermal conductivity, is considered the carrier of choice for these
non-thermal plasmas. In order to produce ROS, precursors like O2 or H2O, can be added to
the gas carrier [15, 64].
Figure 3.8 shows a schematic representation of the RF plasma jet. The plasma source
consists of a tungsten needle of 2 mm diameter that acts as high voltage electrode, surroun-
ded by a quartz tube (3 mm inner diameter, 5 mm outer diameter) where a mixture of He
and H2O flows. In order to prevent contamination of the plasma plume by the outside atmo-
sphere a PTFE tube (6 mm inner diameter, 7 mm outer diameter) concentric to the needle is
used to inject a co-flow of pure He. The He−H2O mixture is obtained by injecting a frac-
tion of the gas carrier inside a bubbler filled with distilled water at room temperature. Gas
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Figure 3.8: Schematic representation of the RF-driven plasma jet, the gas feed and electrical set-up. He: He
cylinder 99.995% purity; FMC1, FMC2 and FMC3: mass flow controllers for He carrier, He carrier
injected in the water-bubbler and co-flow He respectively.
flows are controlled by using three mass flow controller (1179A, MKS) with 5000 sccm,
500 sccm and 20 000 sccm full scale for the carrier, carrier injected in the bubbler and co-
flow, respectively. The grounded electrode (an aluminium cylinder of 20 mm diameter) is
placed 11(1) mm below the tungsten needle tip and a temperature sensor (LM35, Texas In-
struments) is placed inside it to monitor the target temperature. The used targets are liquid,
placed inside a small PTFE cylindrical vessel on the grounded electrode. In this configura-
tion, the plasma jet is a so-called linear field plasma jet, because the electric field and the
gas flow have the same direction [65]. A 500 W RF power supply (RF5S, RFPP) working at
13.56 MHz generates the discharge. Impedance matching between the power supply and the
plasma jet is achieved by using an automatic matching network (AM5, RFPP). In order to
measure the power dissipated in the plasma, we used a voltage probe (P6015A, Tektronix)
and a high bandwidth (200 Hz to 500 MHz) I/V converter (CT-01-b, Magnelab). Their sig-
nals are recorded and digitising with a DSO (Wavesurfer 104MXs-A 1 GHz 5 GSps, LeC-
roy).
As described previously in Chapter 2, spontaneous emission arising from the plasma
plume generate a strong signal in the same bands interested by the fluorescence. Thanks
to the possibility to gate the RF power supply, the plasma jet can be switched on and off.
After the plasma is switched off, excited OH vanishes faster than ground state OH. Thus an
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appropriate gate strategy is the best solution for decreasing or even eliminating the interfer-
ence spontaneous emission on LIF signal. The LIF measurement is carried out 14.6 µs after
switching off the plasma.
3.4 Model description
The model of the LIF process is based on a set of rate equations that describe the time
evolution of the population of the involved states.
The simplest treatment [52], assumes that the population of the ground state is con-
stant. This approach is valid only in a strictly linear regime. In addition, the laser pulse
is approximated by a rectangular function. With these approximations, an analytical solu-
tion can be found for the LIF outcome. Similar choices were made in [51]. A three level
model was implemented in [34], assuming a rate equation for the ground state and an ar-
bitrary laser pulse. Although in principle the three level model includes the possibility to
handle saturation effects, it does not account for rotational energy transfer (RET) processes,
which play an important role in the saturation regime. In [66], a fourth level equation for the
state (X, υ = 1) was added. The idea is that electronic quenching of (A, υ = 1) terminates
into (X, υ = 1), that is then coupled to the initial (X, υ = 0) state by vibrational relaxa-
tion. As a matter of fact, vibrational relaxation in the ground state is slow, and this path is
negligible for (X, υ = 0) re-population within the laser duration time. In the same model,
electronic quenching of (A, υ = 0) was assumed to terminate the molecule into (X, υ = 0).
Although not explicitly stated in that paper, we believe that such an assumption is based on
the Franck-Condon factors of the A − X transition, that feature a large prevalence of the
(0,0) transition. In [67] a long discussion on this issue is given, without a clear conclu-
sion. Since modelling which fraction of the A state terminates into X state after electronic
quenching is quite arbitrary, the authors of [67] calculated the effect of variations of such
a fraction on the LIF model outcome. In order to contribute to the process, refilling of the
X state by electronic quenching should be competitive with RET refilling. Its influence to
the populations cycle can be important only at very high laser irradiance, when the popula-
tion of the whole (X, υ = 0) rotational manifold starts to be significantly decreased within
the laser pulse duration. For this reason we decided to neglect this process in our model.
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RET collisions were considered also in [68] and [67]. The six-level model of [67] was also
used in [69]. In this model the two ro-vibronic N and N ′ states involved in the absorption
process are connected by total RET collision rates to two additional “lumped” states that
include the whole remaining rotational manifold of the (X, υ = 0) and (A, υ = 1) vibro-
electronic states. Given that RET rates, although somewhat uncertain, are very high, it was
shown in [66] that the model outcomes are substantially independent of the exact values of
RET rates, provided these are sufficiently larger than the absorption rate. Then the model
can be simplified by dropping the two equations for the lumped states and setting the N
and N ′ states always at Boltzmann equilibrium with the gas temperature. This is equivalent
to saying that RET are so fast that both X and A rotational manifolds achieve equilibrium
with the gas temperature at any time during the laser pulse. The validity of this four-level
model was empirically tested with a 250 µm diameter laser beam with energy up to 9 µJ.
In the previous models the spatial distribution of the laser beam is assumed to be uniform.
Only in [67] it was taken into account, with a test of different functional forms of the spatial
dependence of the laser fluence.
RET collisions in both X and A states can be neglected in the linear regime, since
the depletion of the initial state and its refilling by stimulated emission is negligible. In
addition, to assume a spatially uniform laser beam is a good approximation. Thus in the
linear regime the rationalisation of the LIF process is greatly simplified, since phenomena
that are difficult to model can be neglected. It is then critical to establish the laser energy
range in which linearity is achieved. As a rule of thumb, with current spectral bandwidths
of dye lasers, and with beam section of the order of 1 mm diameter, linearity is found up to
few µJ of laser pulse energy, for the transitions of scheme 3.1. On the other hand in an ATP
plasma jet a sub-mm space resolution is required. The laser beam section can be reduced by
a focusing lens to the order of a 100 µm diameter, that is suitable for jet space scales. As a
consequence, linearity is found at energies below 0.1 µJ, while the sampled volume, i.e. the
LIF signal, is also reduced by about two orders of magnitude. To ensure space resolution
and sensitivity it is then necessary to operate LIF in a partially saturated regime. We present
in the following a detailed model that takes into account RET processes in both X and A
states and a non-uniform (gaussian) space distribution of the laser fluence. The aim is to
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understand better the whole process and to provide a realistic description that allows us to
operate LIF in a partially saturated regime with a focused beam.
3.4.1 Validity of the rate equations model
The exact description of the interaction of matter with intense, coherent light is given
by a density matrix formulation, the so-called optical Bloch equations [70]. In a two-level
interaction with a classical electromagnetic field, the off-diagonal matrix elements contain
the dipole interaction term and account for coherent effects. In the absence of any damping
term, the equations have an oscillating solution at the Rabi frequency. Damping terms in
the equations of the off diagonal equations are added empirically and account for processes
that destroy the coherence of the interaction. Radiative decay and collision processes then
have the effect of damping the Rabi oscillations up to reaching a steady-state in a time
that depends on the damping rate. The validity of rate equations (RE) in place of density
matrix equations (DME) in the case of a pulsed laser field was examined in [71], where it
was shown that DME formalism is equivalent to RE in the steady-state approximation, i.e.
when coherence damping suppresses Rabi oscillations. In the pulsed case this condition is
obtained when the damping rate is much larger than the rate of change of the electric field,
or, in other words, the damping characteristic time is much less than the laser pulse rise
time, so that steady state is achieved with good approximation at any time during the laser
pulse. In our case, as in ordinary pulsed dye lasers, the pulse duration is about 10 ns FWHM,
and the rise time is of the order of some ns. All kinds of collisions in addition to pressure
broadening ones, are de-phasing events, i.e. also velocity changing collisions and quenching
collisions. A pressure broadening of the order of 2 GHz in He [37] gives a de-phasing time
of the order of 5× 10−10 s. Velocity changing collisions have times of the same order of
magnitude. RET rates, that also at equilibrium provide a continuous exchange of population,
in both states, have a time of the order of 3× 10−10 s . As a whole, then, and even in
pure He, a de-phasing characteristic time of the order of 1× 10−10 s can be estimated, that
is much less than the pulse rise time. The addition of molecular gases has the effect of
reducing the de-phasing time, since it generally increases both the pressure broadening and
the quenching rate. A quantitative analysis of the difference between DME and RE model
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Figure 3.9: Scheme of the five levels of the model and of their mutual interactions. See text for symbols explan-
ation.
outcomes, reported in [72], confirmed these results. In addition, the RE formulation, in
conditions of sufficiently fast de-phasing as in our case, and in the presence of quenching,
was seen to decrease its accuracy on increasing electric field strength and on increasing
the electronic quenching up to values comparable to the pulse duration, but always with a
reasonable error never larger than about 15% [72]. For this reason, anyway, the choice of
working at moderate saturation conditions is a conservative one.
All the previous discussion refers to a single-mode laser. Our laser is, instead, a multi-
mode one, with a variable composition of 3-5 modes per pulse, and rare pulses with 2
modes only. Modes are totally uncorrelated between each other, so that the interaction of a
molecule with such a multi-mode field implies a series of photon exchanges that may not be
in phase. This subject is quite difficult to treat, but certainly we can state qualitatively that it
is a further source of de-phasing, at the limit of thermal light interaction when the number
of modes is large, giving further validity to the RE approach. In [73], it was stated that the
RE approach is valid if the coherence time of the laser is short compared to the pumping
time (reciprocal of absorption probability).
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3.4.2 Five-level model
We describe the LIF process by a 5-level system, schematically represented in Fig-
ure 3.9, in which the time evolution of the population of five states is calculated. We choose
to label as population the density, and not the number of molecules, since we want to write
the sampled volume explicitly in the formulas. As in [68, 67] RET collisions are taken into
account by two rate equations for “lumped” states:
dPXN
dt
= −BEL(t)ψ(PXN − PA1N ) + (FXNPX − PXN )KXR
dPXL
dt
= −(FXNPX − PXN )KXR
dPA1N
dt
= BEL(t)ψ(PXN − PA1N )−QA1PA1N −KAR(PA1N −FAPA1)
dPA1L
dt
= KAR(PA1N −FAPA1)−QA1PA1L
dPA0
dt
= R(1→0)PA1 −QA0PA0
with :
PX = PXN + PXL
PA1 = PA1N + PA1L
(3.2)
• XN is the (X, υ = 0, N) state that absorbs the laser photons;
• A1N is the (A, υ′ = 1, N ′) state that is populated by optical absorption;
• XL is the sum of all the rotational levels of (X, υ = 0) exceptN . In the equationXN
is depleted by absorption of the laser light, re-populated by stimulated emission from
(A, υ′ = 1, N ′) and by RET collisions from XL. The refilling of XN by RET from
XL is described by a term proportional to the difference between the actualXN popu-
lation and its equilibrium population, given by FXNPX , where FXN is the rotational
population factor (fraction) at a given temperature. This is an approximation. The cor-
rect calculation should treat individual rotational levels with state-to-state rotational
energy transfer rates. Both the poor knowledge of state-to-state rate coefficients and
the difficulty of such a task recommend the approximation with a single equation for
a “lumped” XL state.
50 CHAPTER 3. LASER INDUCED FLUORESCENCE
• A1L, analogously is the sum of all the rotational levels of (A, υ′ = 1) exceptN ′.A1N
is populated by optical absorption and depopulated by stimulated emission, spontan-
eous emission and by collisions with neutrals (QA1 is the radiative plus electronic
quenching plus vibrational relaxation rate). The rotational coupling between A1N
and A1L is described in the same way as for the ground state case;
• A0 is the (A, υ = 0) total rotational manifold, that is populated by vibrational relax-
ation from (A, υ = 1) with rate R(1→0) and depopulated by radiative plus electronic
quenching with rate QA0;
The initial conditions for the populations are: PA0(t = 0) = PA1(t = 0) = 0, PXN (t =
0) = FXN [OH], PXL(t = 0) = [OH] − PXN . PXN (t = 0) is the initial population of
OH(X, υ = 0, N), given by the product of the rotational population factor FXN and the
OH density. The optical processes are calculated as follows.
• B is the Einstein coefficient for absorption. When the statistical weights are equal for
both initial and final state, as it is for Q branch transitions, BXA = BAX = B.
• EL(t) is the radiant energy density of the laser, that is a function of time, given by
W (t)/cS with c the velocity of light, S the laser beam section and W (t) the laser
power. We have calculated W (t) using a measured laser time profile normalised such
that the time integrated W (t) is equal to the measured laser pulse energy EL.
• ψ is the spectral overlap integral of the laser line and the absorption line:
ψ =
∫ ∞
−∞
ε(ν − νL)b(ν − νx)dν,
where ε(ν) and b(ν) are the spectral profile of the laser and the absorption line, re-
spectively:
Eν(t, ν) = EL(t)ε(ν − νL) with
∫ ∞
−∞
ε(ν − νL)dν = 1,
Bν,x(ν) = Bxb(ν − νx) with
∫ ∞
−∞
b(ν − νx)dν = 1.
The subscript x indicates the absorption line. The spectral profile of the laser line,
ε(ν), has been deduced from the fit of laser excitation spectra (see fig. 3.10). b(ν) is
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Figure 3.10: Laser excitation spectrum (laser wavelength scan) of an isolated ro-vibrational line (P1(3)), with
pressure (0.00535 Å) + Doppler (0.00916 Å) broadening = 0.0122 Å . The model simulation is
obtained by a Lorentzian laser profile with 9× 10−3 Å width.
Figure 3.11: Spectral absorption and laser line profiles with the laser tuned on the P1(3) line. In this case ψ =
8.65× 10−11 s
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given by the Doppler plus pressure broadening. The superposition of ε(ν − νL) and
b(ν − νx) is shown in Figure 3.11, where the laser is tuned on the P1(3) line. Note
finally that the product EL(t)ψ has the correct dimensions of a spectral radiant energy
density required for multiplication with the Einstein coefficient B.
Model results are related to measured quantities as follows. The fluorescence pulse S(t)
is measured by the PMT. It is the sum of the contribution of the two bands:
S(t) = S1(t) + S0(t) = CVs(A(1,1)PA1 +A(0,0)PA0).
A(1,1) and A(0,0) are the radiative rates of (1,1) and (0,0) bands and Vs is the sampled
volume. The time integrated spectrally dispersed fluorescence ILIF (λ) is measured by the
ICCD:
ILIF (λ) = Ψ(1,1)(λ)
∫ TG
0
S1(t)dt+ Ψ(0,0)(λ)
∫ TG
0
S0(t)dt.
The two Ψ(λ) are the normalised emission spectra of (1,1) and (0,0) bands. TG, the ICCD
time gate, is larger than the fluorescence lifetime. C is a constant accounting for the transfer
function of the optical collection plus measuring apparatus:
C = Ω
4pi
TηeGR.
Ω is the solid angle subtended by the collection optics, i.e. by a 1 inch lens at a 200 mm
focal length distance from the sample. T is the transmission factor of the fluorescence col-
lection optical path, given by the grating efficiency at 3100 Å and by the loss of the trans-
mitting/reflective surfaces of the path. η is the quantum efficiency of the photo-cathode,
G the gain of the photomultiplier and e, the electron charge, converts the number of pho-
toelectrons per second into a current. R = 50 Ω is the input resistance of the digitising
oscilloscope. The quantitative analysis of LIF outcomes then requires the knowledge of C,
of the sampled volume Vs, of the collision rates, and, finally, the correct absorption rate
that depends also on the laser beam section. Although C can be determined by a calibration
of the optical arrangement, Vs is a critical parameter especially with a focused laser beam,
due to the fact that the laser energy is not distributed uniformly in the beam section. Such a
parameter requires a specific treatment and must be determined by investigation of the laser
energy dependence in a calibration cell.
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Figure 3.12: Fluorescence pulse as a function of time. The pulse is obtained averaging 200 values for the trans-
ition Q2(3). The simulated fluorescence signal S(t) and its components S0(t) and S1(t) are calcu-
lated for [OH]= 2.52× 1014 cm−3, OH rotational temperature T = 500 K, air pressure 3.0 torr
and H2O pressure 2.9 torr.
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Figure 3.13: Time integrated spectrally dispersed fluorescence. The simulated spectraum is calculated for a
rotational temperature T = 500 K, air pressure 3.0 torr and H2O pressure 2.9 torr.
Example of a measured fluorescence pulse and the corresponding simulated values are
presented in Figure 3.12. The ICCD measured time integrated spectrally dispersed fluores-
cence is shown in Figure 3.13.
3.4.3 Spatial energy distribution of the laser beam
The laser beam irradiance is not uniform in the beam section. In the frame of combus-
tion research, in order to get rid of the collision quenching in unknown gas mixtures, the so
called saturated fluorescence spectroscopy was proposed [67] , since running LIF in high
saturation conditions makes the LIF outcome independent of electronic quenching. Unfor-
tunately true saturation is very difficult to achieve due to the spatial non-uniformity of the
beam. Calculations with a 2D gaussian energy distribution:
Elas(r) ∝ e
− r2
w20 , (3.3)
were proposed in [74], showing a logarithmic dependence of the LIF outcome on the laser
energy. In [67] the effect of top-hat, triangular, lorentzian and gaussian profiles were tested.
In our case, the use of a spatial filter to clean the laser beam can give out an almost gaussian
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Figure 3.14: 3D and 2D plot of gaussian beam profile, w = 80µm.
beam distribution. This should be verified experimentally. We have not actually the possib-
ility to perform such a test, then we use a gaussian distribution as a reasonable assumption
for pointing out the effects of a spatial distribution.
First we point out that the functional dependence of Eq. 3.3 is normally used in text-
books for the electric field of a gaussian beam, implying for energy related quantities the
form e
− 2r2
w20 , i.e. still a gaussian with half the waist of the electric field. We have chosen
Eq. 3.3, as in [74], since any method for visualising the beam, being it a trace on photo-
graphic paper or a true measurement, is sensitive to the energy, not to the electric field, so
that w0 is more immediately correlated to the measured/estimated beam size. Integrating
Eq. 3.3 over r and over the whole 2pi angle we get that the energy within a circle of radius
R is:
ER = Elas
(
1− e
−R2
w20
)
,
so that the energy flowing through the annulus with surface S1,2 enclosed within the radii
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Figure 3.15: 3D and 2D plot of gaussian beam profile, w = 80µm, with the 17 annuli used in order to estimate
the LIF outcome.
R1 and R2 is:
E1,2 = Elas
(
e
−R
2
1
w20 − e−
R22
w20
)
,
S1,2 = pi(R
2
2 −R21).
With this distribution we have a central region, (circle with r ≤ w0) with 63.2 % of the
energy, an intermediate region (annulus with w0 ≤ r ≤ 2w0) with 35 % of the energy, and
a peripheric region (r ≥ 2w0 ) with 1.8 % of the energy (see Figure 3.14). We treat the
calculation with a gaussian beam as follows. We discretise the radius into 17 values up to
3.4 × w0 (see Figure 3.15). For each circular corona we solve numerically the model 3.2,
with a radiant energy density given by
E(i,i+1)L =
W (t)
cSi,i+1
e−R2iw20 − e−R2i+1w20
 ,
and we then sum up the model outcomes over all the annuli (Pi,i+1), weighted by a number
proportional to the sampled volume fraction:
PA1(t) =
1
piw20
16∑
i=0
Pi,i+1Si,i+1.
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The volume fraction is equal to the surface fraction, the other dimension being determined
by the slit width. Normalisation to the waist surface makes this factor adimensional and
loads the sampled volume into the calibration constant. In practice at large radii, although
the energy is very low, the contribution to the LIF outcome is still significant due to the
larger volume fraction. This is particularly true when the energy is large, and the beam core
is highly saturated.
3.4.4 Collision data
Total quenching rates of level (A, υ = 0), QA0, level (A, υ = 1), QA1, and the VET
rate from υ = 1 to υ = 0, R(1→0) can be calculated with good accuracy in He/Ar + H2O +
air since rate coefficients for these gases are well known. The data are reported in Table 3.1.
RET rates in the A state are dependent on the rotational level and on the collider mo-
lecule, and have been investigated mainly for (A, υ = 0). Calculations for N = 1 − 5 are
reported in [84], that agree quite well with the measurements of [85]. For (A, υ = 1) meas-
urements exist only for F1(4) F2(5) with various colliders [86]. In that paper it was observed
that RET rate coefficients are very similar in magnitude to those of (A, υ = 0). We then use
for our calculations the theoretical values reported in [84]. In the conditions of the calibra-
tion cell and of the jet used for the saturation curve, the dominant RET contribution is from
He collisions. Total RET rate coefficients for collision with He are 2.01× 10−10 cm3 s−1
for F1(1) and 1.37× 10−10 cm3 s−1 for F1(2). Then, for Q1(1) line KAR = 4.9× 109 s−1,
and for P1(3) line KAR = 3.3× 109 s−1. RET rate coefficients in the ground state are not
well known, but are thought to be slightly larger than those of theA state [87]. In [88] the re-
covery rate of an initially depleted level of the X state was measured in various combustion
mixtures at high temperature. For low N level rates of the order of (3− 6)× 109 s−1 where
found, almost independent of the gas mixture. We have chosen to use KXR = 4× 109 s−1.
Note that we have verified that KXR and KAR values larger than about 2× 109 s−1 do not
modify appreciably the results of the model calculations. The addition of molecular gases
generally increases RET rates, so that this choice of RET rates can be applied also to cases
with a significant presence of molecular gases.
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Table 3.1: Rate coefficients for OH(A2Σ+, υ = 0, 1) total collision quenching (Q + VET) and 1 → 0 vibra-
tional relaxation at T=300 K by He, Ar, N2, O2 and H2O (10
−11 cm3 s−1). Radiative rates are also
reported (from [63]).
v=0 v=1 1→ 0 ref.
He 0.004± 0.0015a 0.002a [34]
0.13± 0.04 [75]
Ar ≤ 0.03a 0.3a 0.27a [34]
0.41± 0.03 [76]
0.32± 0.04 [75]
N2 2.8± 1.2a 23.6± 1.5a 23.3± 2.2a [76]
2.7± 1.0 [77]
24.1± 1.3 21.1± 2.1 [78]
19± 1.5 24± 3 [79]
14 [80]
H2O 68.0± 6.1a [81]
69.1± 5.0 [82]
66± 4a ≤ 12 [79]
7.3± 0.5a [76]
O2 9.6± 1.2 20.6± 1.5 2.1± 0.2 [76]
9.2± 1.5 [77]
20.2± 1.6 3.3± 0.7 [78]
17 1.5 [80]
rad. (s−1) (s−1)
Atot 1.458× 107 1.329× 107 [83]
A(0,0) 1.451× 107 LIFBASE database
A(1,1) 8.678× 106 LIFBASE database
a Value recommended in [34]
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3.5 Quantitative analysis
3.5.1 Saturation characteristics and calibration constant
Absolute LIF measurements require a calibration that is basically needed for the de-
termination of the CVs product. Many methods have been proposed, a survey of which can
be found in [63]. In ATP plasma jets we have two examples in the literature. In [51] the
calibration constant was determined by Rayleigh scattering on air molecules in open air. In
[14] a DBD discharge was placed in the same position as the plasma jet and used as a source
of OH, whose concentration had been previously determined by TR-BBAS. In [69] various
OH calibration methods are compared. Although tested in a nanosecond pulsed plasma fila-
ment, these methods are useful for plasma jets too, and indeed for any ATP discharge type.
Result from Rayleigh scattering, broadband absorption on the tiny plasma filament, and
from a chemical model in the afterglow were compared in that paper.
In the present work we have used a calibration cell as in [14]. The calibration has been
performed for the two laser conditions, i.e. with and without focusing lens. Measurements
have been taken in the conditions of Figure 5.1 i.e in a discharge with [H2O] = 0.56%,
4.5 mm inter-electrodes gap and six different values of discharge power. Laser pulse energy
of about 5.3 µJ (not focused) and 0.4 µJ (focused) have been used with P1(3) line excitation.
The LIF outcomes have been compared to the OH densities of Figure 5.1 [8] to get the value
of the product CVs.
The methodology of a calibrated LIF measurement is based on the measurement in a
well characterised condition and on the extrapolation of the calibration to a range of differ-
ent conditions. Such an extrapolation requires the LIF model description to be robust with
respect to the change of parameters - collision processes, laser beam energy, gas temper-
ature - that can affect the LIF outcome. The model must then be tested by comparing its
outcomes to saturation curves, i.e. LIF signal vs. laser pulse energy.
In the unfocused case shown in Figure 3.16, calculations with full account of RET colli-
sions show a reasonable agreement with experiments for a beam waist w0 = 750 µm. In the
same figure, the effect of partial or total elimination of RET from the model is also shown.
We can define as “linear” regime the condition in which model calculations are independ-
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Figure 3.16: ILIF versus laser pulse energy - unfocused beam, Q1(1) excitation. He+[H2O]=0.23% , discharge
power density of 10 W cm−3. The red curve is calculated with full account of RET in the ground
and A1 states. To show how RET affect the saturation curve, calculations without RET in the A1
state and without RET at all are also shown.
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Figure 3.17: ILIF versus laser pulse energy - unfocused beam, Q1(1) excitation. He+[H2O]=0.23%, discharge
power density of 10 W cm−3. Influence of the w0 value on the saturation curve.
ent of RET collisions, i.e. in which calculations with KXR = KAR = 0 are almost equal
to those with any RET rate. In other words in the linear regime the fraction of population
pumped to the excited state is so low that any refill process is negligible. Such a linear
regime is achieved up to, roughly, 8 µJ per pulse.
Both the treatment of RET collisions and the spatial pattern of the beam are approxim-
ated. With our choice of RET treatment, the w0 = 750 µm value gives a good agreement
with experiments as it is shown in Figure 3.17, where calculations with other w0 values
are presented. On the other hand, setting to zero the RET rates, a good agreement with
the experimental data can still be achieved by increasing the beam size, as it is shown in
Figure 3.18. This is however achieved at a non realistic w0 value of 2 mm. We then con-
clude that both spatial non-uniformity and RET collisions must be taken into account, and
that reasonable values of the parameters must agree with the 2 mm diameter experiment-
ally estimated beam size. Finally we show in Figure 3.19 the contribution of the central,
intermediate and peripheric space regions to the signal. Most of the LIF signal comes from
r < 2w0, while, as expected, non linearity is concentrated in the r < w0 circle.
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Figure 3.18: ILIF versus laser pulse energy - unfocused beam, Q1(1) excitation. He+[H2O]=0.23%, discharge
power density of 10 W cm−3. Saturation curves calculated with RET rates set to zero. A good
agreement is achieved at w0 = 2 mm (red curve).
In the focused beam case all these characteristic are much more evident. The smaller
beam section implies about two orders of magnitude larger radiant energy densities, so that
the linear regime is achieved at energies lower than 0.1 µJ. Working at these low energies is
disadvantageous, since then the LIF signal is very low due to the corresponding two orders
of magnitude smaller sampled volume. To deal with sufficient signal, then, we must operate
the experiment in a partially saturated regime, where all the RET and spatial effects are very
important. The saturation curve in the calibration cell is shown in Figure 3.20, together with
model calculations with w0 = 80 µm and the same RET rates as in the unfocused case. A
good agreement is observed up to 15 µJ. Note also that the first part of the curve might even
be fitted by a linear function, showing that saturation curves in a limited energy range can
be erroneously interpreted as a linear regime with a small offset (y axis intercept) due to an
unidentified background in the LIF outcome, or an offset in the pulse energy measurement
system. The deviation from model calculations at high energies may be due to the presence
of very low energy spatial “wings” of the laser beam. These might be caused by reflections
of the laser beam by the inner surfaces of the optical windows. In order to exclude such
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Figure 3.19: ILIF versus laser pulse energy - unfocused beam, Q1(1) excitation. He+[H2O]=0.23%, discharge
power density of 10 W cm−3. Contribution of the central, intermediate and peripheric laser beam
regions.
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Figure 3.20: ILIF versus laser pulse energy - focused beam, Q1(1) excitation. He + [H2O]=0.23%, discharge
power density of 10 W cm−3. The red curve is the model calculation with w0 = 80 µm, KXR =
3× 109 s−1, KAR = 1.2× 109 s−1. In the inset figure the dashed line is a linear fit of the low
energy part of the saturation curve.
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Figure 3.21: ILIF versus laser pulse energy - focused beam, P1(3) excitation. He plasma jet with 3.1 torr H2O
and 3.2 torr of air. Calculations are made with three values of w0
an occurrence, we have measured the saturation curve also in the plasma jet, where the
absence of windows on the laser path and the small volume of the active plasma region
exclude this possibility. No difference has been observed between saturation curves in the
reference cell and in the plasma jet. Such a spurious effect can then be excluded. Another
possibility is that, tuning on the Q1(1) line, spectral wings of the laser line can be absorbed
by the adjacent Q12(1). We have then measured the saturation curve also on the isolated
P1(3) line. Note that the two lines have similar absorption coefficients, namely 1.772 and
1.604× 1017 m3 J−1 s−2, respectively. A small difference between the two cases shows the
presence of a small linear contribution due to absorption by the Q12(1) line. We have then
tested the model on the P1(3) saturation curve.
Figure 3.21 shows results of model calculations with full RET account. A good agree-
ment is achieved for w0 = 80 µm. As in the unfocused case we show the effect of RET
collisions in Figure 3.22, and, in Figure 3.23, how an agreement can be reached without
the RET collisions with larger, non realistic w0 values. The choice of w0 = 200 µm is then
made since such a value is closer to the calculated waist. In practice, in the focused case we
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Figure 3.22: ILIF versus laser pulse energy - focused beam, P1(3) excitation. He plasma jet with 3.1 torr H2O
and 3.2 torr of air. The red curve is calculated with full account of RET in the ground and A1
states. To show the effect RET on the saturation curve, calculations without RET in the A1 state
and without RET at all are also shown.
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Figure 3.23: ILIF versus laser pulse energy - focused beam, P1(3) excitation. He plasma jet with 3.1 torr H2O
and 3.2 torr of air. Saturation curves calculated with RET rates set to zero. A good agreement is
achieved at w0 = 200 µm (red curve).
use the P1(3) saturation curve in the jet to fix a reasonable value of w0 and then the Q1(1)
measurements in the calibration cell to get the calibration constant.
Finally, with KXR = 3× 109 s−1, KAR = 1.2× 109 s−1, we get:
CV˜s = (1.8± 0.5)× 10−18 V cm3 s w0 = 750 µm unfocused
CV˜s = (3.8± 1.1)× 10−20 V cm3 s w0 = 80 µm focused
where V˜s has here the meaning of an “effective” volume.
For the focused case also we show in Figure 3.24 the contribution of the central, interme-
diate and peripheric space regions to the signal. At energies roughly below 1 µJ the con-
tribution of the peripheric region is negligible, and the spatial resolution is within 2w0. At
higher energy the increase of LIF signal is obtained also at the expense of a lower spatial
resolution.
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Figure 3.24: ILIF versus laser pulse energy - focused beam. P1(3) line, He plasma jet with 3.1 torr H2O and
3.2 torr of air. Contribution of the central, intermediate and peripheric laser beam regions.
3.5.2 Gas mixture composition
LIF is a suitable diagnostic technique for strongly inhomogeneous media, like Plasma
Assisted Combustion or Plasma Jet systems. One such inhomogeneity is in the local gas
mixture composition. The local collision rates involved in Eq. 3.2 must be known. These
can be obtained by measuring simultaneously the fluorescence pulse S(t), the decay of
which is a measure of the total electronic quenching rate, and the fluorescence spectrum
ILIF (λ), in particular the ratio of the two fluorescence bands, from which the vibrational
relaxation rate can be inferred. This is sufficient for quantitative LIF measurements, without
the need of a detailed knowledge of the gas mixture composition. If rate coefficients are well
known, however, it is possible to infer the gas composition using the collisional data meas-
ured by LIF. In [52] for a plasma jet expanding into free air the total electronic quenching
was measured from the LIF pulse decay, and the concentration of humid air penetrating
into the jet was calculated for a fixed air plus water vapour mixture. A plasma jet expand-
ing into ambient humid air and hitting a liquid surface, instead, has not a fixed humid air
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composition. Air and H2O partial pressures must be determined independently. Since the
collision rate constants are well known (see Table 3.1), the gas composition can be meas-
ured, and then accounted for in the LIF outcome, on the basis of the collision quenching and
vibrational relaxation. It was demonstrated by Dilecce [19] that a unique He + air + H2O
mixture composition corresponds to a given couple of electronic quenching and vibrational
relaxation rates values. Here we implement this idea by measuring at each spatial position
both S(t) and ILIF (λ) and fitting them by the model 3.2 using the concentrations of air and
water vapour as parameters. The electronic quenching is given by the decay of S(t), while
the ratio of the integrated emissions from the two bands depends on the VET rate. Examples
of measured and simulated S(t) and ILIF (λ) in a jet at different positions cases are shown
in the figure 3 of [14]. Such method has been applied for the first time in [14] to a pulsed
HV Plasma Jet (Plasma Gun) hitting a humid surface.
3.5.3 Gas temperature measurement
The gas temperature is an important parameter to be taken into account to rationalise
LIF outcomes. It determines both the initial population of the absorbing rotational state and
the line width, which in turn affects the overlap integral ψ. In discharges that do not develop
a high gas temperature, say less than 400 K, like the pulsed DBD of our calibration cell, or
the pulsed plasma gun in [14], a space resolved measurement of the local temperature is not
strictly necessary if the laser excitation scheme involves low N levels since the population,
as well as the overlap integral, do not change appreciably. On the contrary, cases in which
the gas temperature is higher, like a RF plasma jet, require a local measurement of the gas
temperature. The safest way to measure the rotational temperature of OH(X, υ = 0) is to
fit the LIF excitation spectrum by a synthetic spectrum, like in [89] or in [58]. This kind
of measurement usually involves largely spaced rotational lines, and is then quite time con-
suming and/or affected by a large error. In order to get a better accuracy in a shorter time,
and thanks to the quite narrow bandwidth of our laser, we choose to measure excitation
spectra that, in a short spectral interval, include the closely spaced Q12(1), Q2(1), Q1(6),
Q12(3) and Q2(3) lines. One such spectrum, taken in the conditions of the calibration cell,
is shown in Figure 3.25. This methodology allows a good accuracy. From the spectrum of
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Figure 3.25: LIF excitation spectrum and model simulation for the measurement of the gas/rotational temperat-
ure. Simulated spectra at high temperature are also plotted to show how the spectrum changes on
rising significantly the temperature.
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Figure 3.25 a ±10 K error can be estimated. The sensitivity at higher temperatures remains
large, as it is shown in Figure 3.26 where the peak intensity ratios are shown as a func-
tion of temperature up to 1200 K. The time required for completing the wavelength scan is
about 7 min. The correct measurement of excitation spectra would require to work rigor-
Figure 3.26: Ratio of the main lines peak intensity in the spectrum used for temperature measurements. The
ratios are calculated from LIFBASE spectra simulations.
ously within the linear regime. In our case we can work also in partially saturated regime.
A correction for non-linearity is in fact possible since the model correctly reproduces the
saturation characteristics, taking into account the difference in the absorption coefficients of
the various transitions. We remind that a difference in the absorption coefficient is equival-
ent to a difference in the laser energy. Nevertheless, looking at the absorption coefficients in
Table 3.2, we observe that the most important lines, Q2(1), Q1(6) and Q2(3), have similar
absorption coefficients, so that working in a weak saturation regime does not imply large
temperature errors. The fitting temperature of the spectrum in Figure 3.25 in fact coincides
with that measured by TR-BBAS in the calibration cell. On the other hand the remaining
lines, Q12(1) and Q12(3), have much lower absorption coefficients, so that in saturation re-
gimes their relative intensity will be overestimated. It is worth mentioning at this point
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Table 3.2: wavelengths and absorption coefficients of the lines used for temperature measurements (from LIF-
BASE database)
line wavelength (Å) abs. coeff. (m3 J−1 s−2)
Q12(1) 2829.21 1.051× 1017
Q2(1) 2829.23 2.102× 1017
Q1(6) 2829.27 2.852× 1017
Q12(3) 2829.31 5.441× 1017
Q2(3) 2829.37 2.390× 1017
that a simpler method is available for the temperature measurement in gas mixtures with
prevailing noble gas component, as it is the case in the core of He plasma jets expanding
into humid air. Provided the RET rate is much larger than the quenching rate of OH(A)
state, rotational equilibrium to the gas temperature is achieved in the fluorescence spectra.
This ratio, that is the number of RET collisions in the lifetime of the electronic state, is
reported in Figure 3.27. It can be seen that at least up to 10 Torr of air, the number of RET
collisions is sufficient for the thermalization of the A state rotational distribution. In the jet
periphery, then, where the lifetime is short, the temperature can no longer be deduced from
fluorescence spectra.
The spectrum for temperature measurements is made of less intense lines than the low
N of Q1 and P1 branches, since the low N lines all belong to the F2 sublevel, that has a
smaller population. Nevertheless the spectrum itself can be used for absolute OH concen-
tration measurements performing in this way a simultaneous measurement of both the OH
concentration and the temperature.
3.5.4 Errors and the lower detection limit
The adopted calibration strategy corrects for systematic errors which affect detectors
and the laser source. All the systematic error contributions can be included in the C term.
Then, the LIF outcome is only affected only by statistical errors, which in turn are taken
into account during the fit of the model. The uncertainty in the estimate of the OH density
carried out by the TR-BBAS technique, and used to calibrate the LIF apparatus, is the
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Figure 3.27: Ratio of RET over quenching collision rate as a function of air partial pressure in He buffer gas.
only remaining source of systematic error. The error affecting the LIF outcome is 20%
(Chapter 2.3.2).
It is difficult to define a lower detection limit for the LIF technique. The signal depends
on the molecule, the density of colliders inside the plasma, the volume sampled, the laser
power, the transition used and the temperature. For all these reasons, the lower detection
limit has to be estimated case by case.

Chapter 4
Measurement of the electrical power
in dielectric barrier discharges and
radio-frequency plasma-jets
Current-voltage (I-V ) characteristic and Langmuir probes are the most commonly used
diagnostics for electrical characterisation of discharges. The power dissipated in the plasma
is a critical parameter in order characterise the discharge. Current, voltage, and reactor im-
pedance are generally used to derive the power dissipation and the interaction with the sub-
strate or the sample. An accurate impedance measurement can be interpreted using equival-
ent electrical circuit models, in order to get insights into the plasma properties, like electron
density, dark space thickness, ion energy, and ion current [90]. The relevance of electrical
data relies on the fact that they can serve as gauge of how well plasma conditions are rep-
licated among different substrates or between different types of discharges.
4.1 Estimate of the electrical power in a dielectric barrier dis-
charge
Dielectric barrier discharges are considered a source of non-thermal plasmas that can be
used in many applications like material processing, ozone production, toxic gas decontam-
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ination, plasma assisted combustion, etc. In all these applications, the role of the plasma is
to produce high energetic electrons that create highly reactive species, able in turn to trigger
a high energy chemistry at low temperature.
Fang et al. [91] and De Geyter et al. [92] measured the voltage drop across a DBD
either by using a voltage divider in parallel with the discharge or a commercial high-voltage
probe. Current flowing inside the reactor was estimated by the voltage drop on a resistor
placed in series to the DBD. Also the charge stored on the electrodes was measured from
the voltage drop across a capacitor. Both the capacitor and the resistor were placed between
the discharge and the ground, alternatively connected to the reactor by a switch. A similar
arrangement was used by Nersisyan et al. [93] in a He DBD, and in our work on the
plasma dry reforming [8], where a high voltage probe was connected to the high voltage
electrode, and a capacitor-resistor series was placed between the discharge and the ground.
In such arrangement, current and the charge deposited on the electrodes can be measured
simultaneously.
From the charge-voltage plot, also known as Lissajous figure, it is possible to determine
the power dissipated in the plasma [94, 95, 96, 97]. Another method consists in the direct
time-integration of the V -I product [91]. In the following section we are going to describe
the theoretical background of the re-derivation of the Manley’s equation [94] proposed by
Falkenstein et al. [96] based on the analysis of the Lissajous figure. The discharge power
and the electric parameters (gas, dielectric and stray capacitance, breakdown voltage, charge
deposited in the electrodes, etc.) of the discharge are determined. The characterisation of a
DBD is presented as an example of the model we used.
4.1.1 Theoretical background
Manley [94] considered the charge versus voltage plot and derived expressions for the
energy transferred by the discharge into the gas. Falkenstein et al. [96] observed that Man-
ley did not consider stray capacitance effects. Stray capacitances do not affect the area of
the Lissajous figure, but change significantly its shape. An example of Lissajous figure is
shown in Figure 4.1. The peak voltage of the applied sinusoidal signal is defined as Vpeak,
the effective gas breakdown voltage as Vb, the voltage drop through the gas as Vgas, the
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Figure 4.1: Representation of a typical Lissajous figure.
capacitance of the dielectric as Cdie, and the capacitance of the gas as Cgas. If
Vpeak < Vb
Cdie + Cgas
Cdie
than there is no discharge and the reactor is purely capacitive. In this case the voltage applied
to the reactor V and the charge on the capacitor Q are in phase, thus Q as a function of V is
represented by a straight line through the origin with slope CdieCgasCdie+Cgas . If the applied voltage
Vpeak increases above the gas breakdown voltage Vb, a discharge occurs. Then the charge
and the voltage are out of phase because a current is established through the gas. TheQ−V
relationship is shown by the Lissajous figure, in Figure 4.1. By assuming [96] that:
• the charge on the capacitors coincides with the total charge Q;
• Vgas remains constant during the discharge;
• the current and voltage probes did not perturb the voltage applied to the reactor;
then:
V = Vdie + Vgas
Vdie =
Qdie
Cdie
=
Q
Cdie
Vgas =
Qgas
Cgas
= Vb
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and
Q = Cdie (V − Vb) . (4.1)
Then a linear relation exist between the voltage V and the charge Q as show in Figure 4.1
(Lissajous figure), where the lines 1-4 and 2-3 represent Eq. 4.1, for the two opposite signs
of the breakdown potential Vb, respectively. From the slope of the two lines, the value of
Cdie can be calculated while the value of the product CdieVb can be estimated from the
intercept with the Q axis. The slopes of 1-2 and 3-4 lines (discharge off) give the value of
Cgas. The charge necessary for changing the sign of voltage drop through the gas is
∆Qc = 2CgasVb
We observe that
2∆Qpeak = ∆Qc + ∆Qdie
thus
∆Qdie = 2Cdie
(
Vpeak − Cdie + Cgas
Cdie
Vb
)
. (4.2)
Each elementary charge e transfers the energy eVb to the gas during the discharge. Given
that two discharges occur every cycle, the total energy Ecycle transferred to the gas every
cycle is:
EcycleL = 2∆QdieVb = 4Cdie
(
Vpeak − Cdie + Cgas
Cdie
Vb
)
Vb (4.3)
The mean electrical power PL transferred to the plasma can then be obtained by multiply-
ing EcycleL by the frequency f of the applied voltage. The effect of stray capacitances is
implicitly considered in Cdie
4.1.2 Measurement of the energy
The estimation of the electrical power is carried out either by using the method proposed
by Falkenstein et al. [96], and by the direct time integration of the I-V product. The values
of voltage VHV (t) and current I (t), recorded by the oscilloscope, are filtered by a single
pole (20 dB dec−1) low pass filter in order to eliminate high frequency noise components.
The charge QC (t) deposited on the electrodes is calculated by integrating in time the
current. The integration of weak and noisy signals can be affected by systematic errors, due
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to offsets or low-frequency noise. These errors can generate baseline drifts inQC (t), which
have to be properly subtracted. Starting from QC (t) and VHV (t) (Lissajous figure), Cgas
and Cdie are estimated by calculating the four slopes in the Q − V plot. The value of Vb is
inferred by inverting Eq. 4.2, while the energy is calculated by using (Eq. 4.3). The power
is the energy per period multiplied by the frequency of the sinusoidal excitation signal.
PL = E
cycle
L f.
The second method to estimate the power is based on the I-V law:
EcycleJ =
1
T
∫ T
0
I (t)VHV (t) dt, (4.4)
PJ = E
cycle
J f.
We solve Eq. 4.4 by using the first order Newton–Cotes formula. We also corrected the
time series of voltage and current in order to eliminate DC offsets and low-frequency noise.
4.1.3 The power dissipated in a DBD of CH4 and CO2
We electrically characterised a DBD of CO2 and CH4 at atmospheric pressure [9]. The
discharge source consists of a quartz tube (internal diameter 10 mm and external diameter
13 mm) and a coaxial inner metallic electrode of 8 mm of diameter. The annular discharge,
between the inner grounded electrode and the outer powered electrode, has a length of
170 mm. The HV power supply is composed of a low voltage sinusoidal generator work-
ing at 8 kHz (33220A, Agilent), a power amplifier (UCD2k, Hypex) and a high voltage
transformer (Al-T1000.7-P100, Amp-Line). The discharge current is measured by a current
monitor (CT-01-b, Magnelab, 200 Hz–500 MHz bandwidth), and the applied voltage by a
HV probe (P6015A, Tektronix). Both signals are recorded by an oscilloscope (Infiniium
54831B, Agilent, 600 MHz bandwidth). In Figure 4.2, the voltage and the current as a func-
tion of times are presented. The figure shows that the discharge is filamentary. Charge as a
function of time is presented in Figure 4.3.
The Lissajous figure is presented in Figure 4.4, fitted by the four red lines. The obtained
discharge parameters are presented in Table 4.1. The power determined from the Lissajous
figure (PL) is in agreement with the value calculated by the direct integration of the I-V
product (PJ ).
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Figure 4.2: Current (black line) and voltage (red line) in function of time for a cylindrical DBD. The inner
electrode is in countact with the gas flow (100 sccm CH4, 100 sccm CO2) and it is made of copper.
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Figure 4.3: Charge (black line) and voltage (red line) versus time.
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Table 4.1: Program results
Parameter Value percent error
Vpeak (7.407± 0.002) kV 0.03%
Qpeak (638± 3) nC 0.4%
Cgas (49± 6) pF 13%
Cdie (154± 11) pF 7%
Ctot (37.5± 0.4) pF 1%
Vb (3.3± 0.3) kV 9%
PJ (21.7± 0.7) W 3%
PL (24± 6) W 24%
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4.2 Estimate of the electrical power in a radio-frequency
plasma-jet
In most cases when dealing with radio-frequency plasma jets (RF-PJs), the substrate
acts as an electrode and the plasma itself depends strongly on the nature of the substrate.
The measurement of the I-V characteristic in inductively (ICPs) or capacitively coupled
plasmas (CCPs) is a challenging task, due to the number of significant issues regarding the
accuracy of measurement and the extraction of the relevant parameters.
4.2.1 Literature overview
Commercially available directional power meters can be used for monitoring the reflec-
ted power [98, 99]. These devices tend to be expensive and with a narrow measurement
range and frequency bandwidth.
The use of current and voltage probes in combination with a high-bandwidth oscil-
loscope appear to be the arrangement of choice for measure the plasma power. In a RF
plasma source, the total applied power can be measured in different locations of the elec-
trical setup. Hofmann et al. [100] proposed to measure the I-V characteristic of a CCP
before the matching network, in order to avoid the influence of capacitance and impedance
of the probes. When using this technique, it is generally assumed that power losses in the
matching network are small compared to the power absorbed by the plasma itself [101].
This is however questionable.
An alternative approach consist in measuring the I-V characteristic after the matching
box, as close as possible to the high-voltage electrode [102, 103, 104, 105, 106, 107].
4.2.2 Theoretical background
The average power of an ac signal can be calculated as the integral over the period T of
the voltage-current product:
P =
1
T
∫ T
0
V (t) I (t) dt
For a sinusoidal voltage of frequency f = 1T , the power can be expressed in terms of the
peak value of voltage (Vp) and current (Ip) (or alternatively of the root mean square value,
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Vrms and Irms), and the relative phase φ between the voltage and the current
P =
VpIp
2
cosφ = VrmsIrmscosφ (4.5)
where
Vrms =
√
1
T
∫ T
0 V
2 (t) dt =
Vp√
2
,
Irms =
√
1
T
∫ T
0 I
2 (t) dt =
Ip√
2
.
(4.6)
In the following, some important hints are given to estimate voltage, current, and phase
shift from the experimental data.
The voltage and current time series are corrected by taking into account the time delay
introduced by the probe cables and oscilloscope input stage, phase error ∆φi. The correc-
tion is performed by adding a time offset to the voltage time series. To this purpose, it is
necessary to estimate the phase error (the procedure is described in Chapter 4.2.3) and then
to convert it to a time shift ∆ti using the relation
∆ti =
∆φi
2pif
,
where f is the plasma operating frequency.
An often neglected problem is connected to systematic errors in the signal time integ-
ral due to low-frequency offsets, introduced by the measurement apparatus. To reduce this
problem, we renormalised to zero the average values of V (t) and I(t) before time integra-
tion of their product.
An alternative procedure method is based on the phase sensitive detection algorithm.
The voltage (current) signal is (only ideally) a sine wave s(t) = s0sin(ωt + φ) with
frequency f = 1/(2piω). By multiplying the signal s(t) with a synthetic signal r(t) =
sin(ω′t) at arbitrary frequency f ′ = 1/(2piω′) we get:
s(t)r(t) = s0sin(ωt+ φ)sin(ω
′t) =
=
s0
2
(
cos
((
ω − ω′) t+ φ)− cos ((ω + ω′) t+ φ)) (4.7)
We observe that when ω 6= ω′, average value of s(t)r(t) in Eq. 4.7 is zero. If ω = ω′, one
gets a sinusoidal output at frequency 2ω, with a DC offset. Averaging s(t)r(t) on an interval
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k  1/ (4piω), one obtains1
(s(t)r(t)) =
s0
2
cos (φ) = X, (4.8)
Substituting r(t) with q(t) = sin(ω′t+ pi/2) in Eq. 4.7 and averaging, one gets
(s(t)q(t)) =
s0
2
cos
(
φ− pi
2
)
=
s0
2
sin (φ) = Y, (4.9)
also known as the out-of-phase component Y . From Eq. 4.8 and Eq. 4.9 magnitude of the
signal s(t) at the frequency ω = ω′ can be obtained
R =
√
X2 + Y 2 =
s0
2
√
(cos2 (φ) + sin2 (φ)) =
s0
2
.
The phase φ of s(t) with respect to r(t) can be calculated
φ = tan−1
(
Y
X
)
.
Thus it is possible to extract all the information about current, voltage, and relative phase
shift. Concerning the frequency, by the procedure just described, it is possible to calculate
the Fourier transform FT (s(t)) (Figure 4.5) of the measured signal sm(t) by varying the
frequency ω′.
In RF-PJ ( Chapter 3.3.5), the phase shift between voltage and current is a critical para-
meter for an accurate estimate of the plasma power [102]. The measured phase shift varies
between φ = −1.48 rad (plasma-off) and φ = −1.40 rad (plasma-on). By expressing the
latter as
φ = −pi
2
+ δ,
δ changes between 0.09 rad and 0.17 rad. Then the power (Eq. 4.5) can be expressed as
P =
VpIp
2
sin (δ) ≈ VpIp
2
δ,
∆P
P
≈ ∆δ
δ
.
As an example, if we want a ∆P/P = 5% accuracy in the discharge power, we need to
estimate the phase shift with an accuracy larger than ∆δ ≈ 4 mrad, that corresponds to
∆t ≈ 50 ps at f = 13.56 MHz. In order to estimate with accuracy the plasma jet power, the
measurement of V , I and their relative phase shift is therefore a critical issue.
1 this operation is equivalent to applying a finite impulse response low pass filter. The algorithm proposed is
similar to the one implemented in lock-in amplifiers. All the calculations are done in post processing.
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Figure 4.5: Fourier transform of the voltage applied to the RF-PJ of Figure 4.6.
4.2.3 Influence of the probes on the V , I time dependence
The major source of systematic error in the acquisition of the I-V characteristic is due
to the probes [90].
In this work we measured the phase error introduced by the measurement apparatus
(probes and oscilloscope), by measuring the phase shift for a 13.56 MHz sinusoidal stimulus
applied to purely capacitive load (vacuum capacitor) [101].
Data were acquired using a high voltage probe (P6015A, Tektronix) and a high band-
width (200 Hz to 500 MHz) I/V converter (CT-01-b, Magnelab). Probe output signals were
recorded and digitalised with a DSO (Wavesurfer 104MXs-A 1 GHz 5 GSps, LeCroy). A
single power measurement consists in the acquisition of 2.5× 106 points at a sampling fre-
quency of 5 GSps. For the impedance phase error measurement we used a waveform gener-
ator (33250A, Agilent) as a 13.56 MHz sinusoidal voltage generator directly connected to a
vacuum capacitor. Voltage and current probes were connected between the waveform gen-
erator and the capacitor. The phase shift of the voltage respect to the current was calculated
using the phase detection algorithm. We obtained a phase shift of ∆φi = −0.086 rad that
corresponds to a time delay of 1.00 ns at 13.56 MHz.
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Other sources of systematic errors are related to probe and oscilloscope amplitude meas-
urements. The voltage probe has a scale factor accuracy of 3% and the current probe a nom-
inal accuracy of 0.5%. The oscilloscope has a DC gain accuracy of 1.5%. We assume a total
nominal accuracy of 4.5% and 2.0% for the voltage and current amplitudes, respectively.
4.2.4 The power dissipated in a RF-PJ of He and O2
The experimental set-up is described in Figure 4.6. A mixture of He and O2 flows
Figure 4.6: Schematic representation of the RF-PJ set-up. A: tungsten electrode; B: quartz tube; C: stainless
steel metal chamber; FC1, 2: mass flow controller; HVP: high voltage probe; M.BOX: automatic
matching network; RF PWS: RF power supply; OSCILLOSC.: oscilloscope.
between the high voltage electrode (a tungsten rod of 1 mm of diameter, 170 mm of length)
and a quartz tube (1.5 mm of internal diameter, 3 mm of outer diameter). The two gas feed
are controlled by using two mass flow controllers FC1 and FC2 (1179A, MKS). The total
flow is set at 2000 sccm, the oxygen concentration can vary between 0 and 4.0% The groun-
ded electrode is a mesh placed in front of the high voltage electrode. The plasma jet diffuses
inside a stainless steel metal chamber at atmospheric pressure. A 500 W RF power supply
(RF5S, RFPP) working at 13.56 MHz is used to generate the discharge. Impedance match-
ing between the power supply and the plasma jet is achieved by using an automatic matching
network (AM5, RFPP). All the measurements presented were recorded without changing
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the matching network configuration.
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Figure 4.7: Comparison between plasma on and off condition, I = 157 Arms, 0.0% of [O2]. Black line: voltage,
plasma on; blue line: voltage, plasma off; red line: current, plasma on; orange line: current, plasma
off.
A typical I-V plot is presented in Figure 4.7 for plasma-on/off conditions. Plasma off
condition is obtained by stopping the gas flow inside the plasma jet.
To compute the power dissipated into the plasma, we measured the I-V characteristic for
every gas mixture used (0.0 %, 0.5 % and 4.0 % of O2) and for different voltages (from 90
to 415 Vrms). For every measurement, the quantities Vp, Ip and φ were calculated by using
the phase detection algorithm. Vrms and Irms were also computed by direct integration of
Eq. 4.6. For both cases I and V signals were corrected for the impedance phase error. A
comparison between the two respective power values is presented in Figure 4.8. A good
agreement is observed.
The power as a function of the rms current for three different gas mixtures is shown in
Figure 4.9. Without plasma, the increase of the power with the current is explained by the
resistive impedance of the plasma jet [105].
The power dissipated in the plasma (Figure 4.10) is calculated as the difference between
the plasma-on and plasma-off values (Figure 4.9). It is worth to note that by increasing
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the content of oxygen, the power dissipated into the plasma decreases. This phenomenon
is caused by a loss of electrons, due to attachment phenomena, and dissipation of electron
energy, due to ro-vibrational excitation [11]. When we increase the content of molecular gas
it is necessary to increase the voltage too in order to sustain the discharge keeping constant
the current (moving from red to blue and orange line in Figure 4.11). In addition varying
the O2 content changes the voltage breakdown, see Figure 4.11. In pure He we observed
the voltage breakdown at VB ≈ 150 V, VB ≈ 225 V and VB ≈ 350 V for 0.5% and 4.0%
oxygen addition, respectively.
Figure 4.12 presents the real ZR and imaginary ZI part of the impedance as a function
of the current. The reactive component is almost one order of magnitude larger than the
resistive one. With the plasma switched on, the real component increases, while the reactive
component decreases. Adding O2, the resistive component decreases with respect to no-
oxygen condition. This is further evidence that oxygen behaves has an electron acceptor.
With the plasma switched off, the reactive component is more than one order of magnitude
larger than the resistance. All these results are in agreement with those presented in [108,
109].
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Chapter 5
OH density measurements in
He-H2O-O2 discharges
The importance of OH as an oxidation agent in many atmospheric pressure discharge
applications, like plasma assisted combustion [110, 111, 112] and plasma medicine [113,
114, 115, 116, 13], is well known. Thus its local measurement in real operating conditions
is highly desirable. OH concentration measurements in test cases are also of interest for
comparison to model calculations [15].
We investigated the practical possibility of tailoring the OH production in two kinds of
discharges widely used in technological, and in particular plasma medicine, applications.
In the following, I present results of the application of TR-BBAS technique described in
Chapter 2 to a He−H2O−O2 dielectric barrier discharge, aimed at investigating the effect
of small oxygen additions to the OH concentration. The same He−H2O DBD (without O2
additions) was used as calibration source for the LIF apparatus described in Chapter 3.5.1.
In Section 5.2 I present the LIF measurements of OH generated in the plasma jet described
in Chapter 3.3.5.
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5.1 OH density measurements by time-resolved broad band ab-
sorption spectroscopy in a He-H2O dielectric barrier dis-
charge with small O2 addition
We measured the OH density as a function of oxygen addition for various water vapour
concentration values in the DBD discharge presented in Chapter 2.2.3.
The measurements are obtained by using the two detection setups already described in
Chapter 2.2.2. Results are shown in Figure 5.1 and Figure 5.2 for detection setup D11 and
D22, respectively.
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Figure 5.1: OH concentration as a function of O2 percentage at various H2O content, inter-electrodes gap
4.5 mm, applied voltage is 8.6 kV peak-to-peak, the gas temperature is constant and equal to 400 K,
D1 detection setup. Error bars are the fit statistical error only.
1D1 is based on a 140 mm focal length monochromator (microHR, Jobin-Yvon) equipped with a
1200 gr mm−1 300 nm blaze grating with a 100 µm input slit. The light detector is a charge coupled device
(CCD) (GARRY 3000, Ames Photonics). This device is non-cooled, non-intensified, gateable 3000 elements
linear CCD array.
2D2 is composed of a 300 mm focal length monochromator (Shamrock 303i, Andor) equipped with a
1200 gr mm−1 300 nm blaze grating, 70 µm input slit. The detector coupled to the Shamrock 303i is a cooled,
1024× 1024 pixel, intensified CCD (ICCD) (DH334T-18U-03, Andor).
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Figure 5.2: Same condition of Figure 5.1. Detection scheme is D2. Error bars are the fit statistical error only.
The results shown in the two previous figures are compatible within the experimental
error. As expected, the errors associated to the fits of detection setup D2 are larger than
those of detection setup D1, and the plot appears noisier. This is due to the fact that in
detection setup D2 the effective CCD gate is decreased from the 300 µs (of D1) to 140 µs at
the expense of the signal to noise ratio.
The discharge power density is reported as a function of water and oxygen addition
in Figure 5.3. Figure 5.4 shows a comparison between two Lissajous figures obtained at
different oxygen concentration. Oxygen addition causes a decrease of the charge accumu-
lated in the dielectrics, i.e. the current decreases and the resistive component of the im-
pedance increases. Power variation remains within about 10% along the gas composition
range examined. The largest variation is at low water content, while with more water ad-
ded the power does not change much with the gas composition. The power density is then
8.1− 9 W cm−3.
We investigated the dependence of the OH concentration as a function of the discharge
power density. Figure 5.5 shows the [OH] vs power plots for the 4.5 mm and 2.0 mm.
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Figure 5.3: Power density as a function of the addition of O2 and H2O at the same condition of Figure 5.1 and
Figure 5.2.
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Figure 5.4: Lissajous figures for 0.0% and 2.0% oxygen concentration. H2O content is 0.05%, discharge gap
is 4.5 mm, applied voltage is 8.6 kV peak-to-peak.
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Figure 5.5: OH concentration as a function of power density at [H2O]= 0.56%, gaps of 4.5 and 2 mm, detection
scheme D2. OH concentration error bars are the fit statistical error only.
We also measured the OH density in the same discharge but with a smaller inter-
electrodes gap of 2 mm. Figure 5.6 shows the concentration of OH as a function of the
oxygen and water concentrations. The power as a function of gas composition, is presented
in Figure 5.7. In general we observe an increase of the OH density.
A detailed comparison between our results and those reported in literature can be found
in our paper [23].
5.1.1 Discharge morphology
The discharge appears to be a diffuse one. As shown in Figure 5.8, with no oxygen
added the current is quasi-periodic and micro-discharge peaks are not observed. Such a
structure is conserved when oxygen is present (Figure 5.9, and Figure 5.10).
In the case of the 2 mm gap, some difference are observed with respect the 4.5 mm case.
A large number of well defined current peaks appears in Figure 5.11. Adding only water
to the discharge does not cause the appearance of this ordered structures (Figure 5.12). The
influence of water addition on the discharge structure in presence of oxygen is shown in
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Figure 5.6: OH concentration as a function of O2 percentage at various H2O content; inter-electrodes gap is
2.0 mm; applied voltage is 6.8 kV peak-to-peak; the gas temperature is constant and equal to 380 K;
D2 detection setup is used. Error bars are the fit statistical error only.
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Figure 5.7: Power density as a function of the addition of O2 and H2O at the same condition of Figure 5.6.
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Figure 5.8: Single-period current traces for the 4.5 mm inter-electrodes gap; applied voltage is 8.6 kV peak-to-
peak; [O2]= 0.0%. The difference between various H2O additions is shown.
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Figure 5.9: Single-period current traces for the 4.5 mm inter-electrodes gap; applied voltage is 8.6 kV peak-to-
peak; [O2]= 2.0%. The difference between various H2O additions is shown.
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Figure 5.10: Single-period current traces for the 4.5 mm inter-electrodes gap; applied voltage is 8.6 kV peak-
to-peak; [H2O]= 0.05%. The difference between various O2 additions is shown.
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Figure 5.11: Single-period current traces for the 2.0 mm inter-electrodes gap; applied voltage is 6.8 kV peak-
to-peak; [H2O]= 0.05%. The difference between various O2 additions is shown.
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Figure 5.12: Single-period current traces for the 2.0 mm inter-electrodes gap; applied voltage is 6.8 kV peak-
to-peak; [O2]= 0.0%. The difference between various H2O additions is shown.
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Figure 5.13: Single-period current traces for the 2.0 mm inter-electrodes gap; applied voltage is 6.8 kV peak-
to-peak; [O2]= 2.0%. The difference between various H2O additions is shown.
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Figure 5.13, where we observe a slight decrease of the current peaks intensity increasing
the water content. The appearance of ordered structures in the current versus time plot does
not indicates a transition to a filamentary regime, but rather a morphological change of the
discharge that is not distinguishable by the naked eye. The current peaks have in fact a long
duration of the order of many hundreds of ns, and the current pattern is quasi-periodic.
Temperature measurements were also carried out. The OH ground-state temperature
was estimated by fit of the BBAS spectra. We obtained (400± 20) K for 4.5 mm gap,
(380± 20) K for 2 mm gap, and independently of the gas composition. The lower tem-
perature for the 2 mm gap can be explained to the faster gas flow and the reduced discharge
volume, which in turn permits an higher heat dissipation.
5.2 OH density measurements by Laser Induced Fluorescence
spectroscopy in a He-H2O Radio Frequency Plasma Jet
Atmospheric-pressure plasma jets are a source of non-thermal plasma of emerging in-
terest. The possibility to generate ROS, such as OH and O radicals, makes PJ attractive for
biomedical applications [117]. We used LIF to measure OH concentration in a RF plasma jet
of He−H2O. The jet plume impinges over the surface of a liquid target, composed by 100 µl
of a commercial mixture of oilseeds. A flux of 1600 sccm of He is mixed with a second
400 sccm flow of He coming from a bubbler filled with distilled water. Further 2000 sccm
of He are used as a co-flow in order to shield the plume from the surrounding air. The plasma
power is 2.7 W.
OH concentration along a plane cutting the plasma plume in the centre is presented in
Figure 5.14. In Figure 5.15, 5.16 are reported the air and water partial pressure, respect-
ively. Figure 5.17 shows the OH ground state rotational temperature map. Ground state ro-
tational temperature was estimated by using the group of lines Q12(1), Q2(1), Q1(6), Q12(3)
and Q2(3). OH density, air and water partial pressure were calculated using the Q2(3) line,
as described in Chapter 3. The OH map shows quite clearly a deviation towards the right
side of the flow, which was also visible with the naked eye. From the air map, it appears that
this deviation is due to an asymmetry of the co-flow that allows air to penetrate from the left
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Figure 5.14: Map of OH in the effluent jet impinging on an oilseed target. Z is the distance from the jet edge.
The target is at−6.2 mm from the edge. The maps are made of 42 interpolated experimental points.
The effluent flux is a 2000 sccm He+0.45% H2O mixture, with a 2000 sccm of He co-flow. RF
power is 2.7 W.
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Figure 5.15: Map of air concentration in the effluent jet in the same condition of Figure 5.14.
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Figure 5.16: Map of H2O concentration in the effluent jet in the same condition of Figure 5.14.
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Figure 5.17: Map of the OH ground state rotational temperature in the effluent jet in the same condition of
Figure 5.14.
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side. Such an air penetration into the left side of the discharge region could be the reason
for the temperature increase in the same side. Measurements demonstrate that temperatures
are higher for molecular gases, such as air, compared with those of rare gases [118]. The
water partial pressure is smaller in the plume, due to the increasing dissociation rate inside
the plasma. We finally observe that the spatial resolution is of the order of 0.2 mm.
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Figure 5.18: LIF excitation spectrum and model simulation for the measurement of the OH ground state
rotational temperature. The excitation spectrum is recorded at recorded at X = 0.0 mm,
Z = −2.7 mm. Simulated spectra is calculated at T = 500 K. The estimated OH density is
5.04× 1014 cm−3. Water and air partial pressure are 2.9 torr and 3.0 torr, respectively.
Figure 5.18 shows an experimental excitation spectrum. The measure was performed at
X = 0.0 mm and Z = −2.7 mm, where the [OH] density reaches the maximum value of
5.04× 1014 cm−3. The best fitting ground state rotational temperature is 500 K.
The maximum OH density measured 0.5 mm above the target (i.e. the oil surface) is
1.23× 1014 cm−3. It was not possible to measure the OH concentration closer to the oil
surface because of the wall of the vessel that contains the liquid target. We also estimate the
minimum amount of OH produced without injecting He in the bubbler in the same condition
of total flux (2000 sccm in the carrier gas and 2000 sccm in the co-flow) and power (around
2.7− 2.9 W). The maximum content of OH on the target surface was 5.0× 1013 cm−3, that
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is only five times smaller than the value obtained with the H2O added into the gas carrier.
This large value of OH concentration is probably due to the presence of residual water in
the pipe lines, despite the various experimental cautions taken.
1.30
1.55
1.80
2.05
2.30
2.5 3.0 3.5 4.0 4.5 5.0
350
375
400
425
450
[O
H
] 
[1
0
1
4
 c
m
−
3
]
T
e
m
p
e
ra
tu
re
 [
K
]
Power [W]
[OH]
Temperature
Figure 5.19: OH concentration (left) and ground state rotational temperature (right) as a function of the power
dissipated in the plasma. The target is at −6.2 mm from the tungsten needle. The effluent flux is
a 2000 sccm He+0.45% H2O mixture, with a 2000 sccm of He co-flow. Air and H2O concentra-
tions are 1.6 torr and 3.6 torr, respectively. OH density uncertainty is 20%. Ground state rotational
temperature uncertainty is ±10 K.
Figure 5.19 show the OH concentration and rotational temperature as a function of
power. Increasing the dissipated power into the discharge correspond to an increase of the
OH production and ground state rotational temperature.
Chapter 6
Conclusions
The experimental and modelling advancements achieved in the present work reduce the
noxious effects of the spontaneous emission on the optical detection of transient species, in
non-thermal plasmas, by either TR-BBAS or LIF. For the specific case of LIF, we introduced
a novel excitation scheme based on several rotational transitions. This allows us to measure,
at the same time, the density and the rotational temperature of OH in the ground state.
We developed a new model for interpreting LIF outcomes in non linear regimes. This
is particularly useful when measuring radical concentrations in small and highly inhomo-
geneous targets, with high-spatial resolution. This requires focusing the laser beam on a
minimum spot, and in turn this may lead to a non linear regime of the excitation. We used
OH as a benchmark for our model, which appears to be robust and predictive of the LIF out-
come also in the condition of weak saturation. Our improved technique allows us to perform
accurate LIF measurements also on small and inhomogeneous discharges, as micro-plasma
jets that are widely used nowadays. The improved interpretation of LIF outcomes, which
we tested in the case of OH, can be reasonably extended to other radicals, as H and CH.
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Appendix A
Detailed description of the devices
A.1 Optical variable attenuator
A key requirement in LIF experiments is the ability to change the laser power over a
wide dynamic range without significant alteration of the beam profile, position and direc-
tion. For this purpose various devices can be utilised. A first example is given by attenuators
based on rotating λ/2 wave plates coupled with a polarising cube. These devices have a wide
dynamic range and produce a minimum beam deviations. Other devices are simply based
on rotating polarising cubes, but then the beam deviation becomes important. These atten-
uators aren’t suitable for broad-band applications and their dynamics range is in the order
of 20− 25 dB. Our aim was to build a variable attenuator with a higher dynamic range, and
broad-band operation capabilities. We chose to build a device based on Fresnel reflection,
like the one describe by Bennett et al [61], who reported the construction of a broad-band
attenuator, with a dynamic range of 30− 35 dB, and a damage threshold > 3 J cm−2.
A.1.1 Theoretical background
The attenuator is composed of two counter-rotating couples of beam-splitters, as shown
Figure A.1. For a single surface, the power transmission depends on polarization, refraction
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Figure A.1: Schematic representation of the attenuator optical layout. Two couples of uncoated UV fused silica
beam-splitters (BSF2550, Thorlabs) counterrotate around their rotation axis ⊕. The incoming laser
beam hit the first wedge plate (on the left side of the figure) and it is propagated from one to the
other. The laser beam losses energy upon each reflection and refraction. The angle of incidence θi is
defined as the angle respect of the normal of the first surface encountered by the laser beam (that is
α = 5◦ larger than the rotation angle of the attenuator plates θw that is defined as the angle respect
to the condition in which the wedge plates surfaces of the inner gaps of the two couple are parallel).
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indexes of the incident ni and transmitting media nt, and the angle of incidence θi:
TS⊥ (θi, n) =
sin (2θi) sin (2θt)
sin2 (θi + θt)
,
TS‖ (θi, n) =
TS⊥ (θi, n)
cos2 (θi − θt) ,
n =
nt
ni
,
n sin (θt) = sin (θi) .
Wedge plates, with wedge angle α = 5◦, allow total internal reflection to be achieved.
The total transmittance T of the device is the fourth power of the transmittance of a single
wedge plate Tw:
T (θi, n, α) = [Tw (θi, n, α)]
4 = [TS (θi, n)TS (θt + α, 1/n)]
4 .
A.1.2 Design and testing
Figure A.1 shows a schematic of the wedge-plate attenuator. Two couples of identical
plates (50.8× 25.4 mm, 5.4 mm thick, α = 5◦ wedge angle) counter-rotate at a distance of
60 mm. The beam acceptance aperture is set to a = 3 mm. As reported in [61], we calculated
the fractional beam expansion, in the plain of incidence, ∆a/a as:
∆a
a
≈ 2 cos
2 (θi)
cos3 (θt2)
∆θi.
For a 281 nm laser beam, with a maximum attenuation of 25 dB, the beam expansion is
∆a/a < 350∆θi. We verify that the wedge overlap (in our case D = L = 50.8 mm),
is sufficient to avoid beam clipping by the second wedge. As shown in Figure A.2, the
propagation direction of the beam passes through the centre of the counter-rotating plates.
When the beam intercepts the wedge with an angle θi, the projection on the gap plane of the
distance between the centre of the window and the incidence point:
A (θi) ≈ k
2
atan (θw) =
k
2
atan (θi + α) ,
where k = 7.6 mm is the windows thickness in the centre. We define ∆k as the difference
between the two short axes of the wedge, ∆k = 9.8− 5.4 = 4.4 mm. The thickness of the
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Figure A.2: Detail of the beam-splitter. A,B,C and D indicate the projections of the laser beam on the internal
surface of a the wedge plate.
windows in the point where the laser intercepts the first and the second window are Teff1
and Teff2, respectively:
Teff1 = k − ∆k
2
(
2A (θi)
L
)
,
Teff2 = k − ∆k
2
(
2 (B (θt) + C (θi2)−A (θi))
L
)
.
The components of the beam path parallel to the internal surface (see Figure A.2) are:
B (θt) ≈ Teff1 tan (θt) ,
C (θi2) = S tan (θi2) ,
D (θt2) ≈ Teff2 tan (θt2) .
The angles θt, θi2 and θt2 can be written in function of θi using the Snell-Law.
n sin (θt) = sin (θi) ,
sin (θi2) = n sin (θt + α) ,
n sin (θt2) = sin (θi2) .
The clipping of the beam occurs when:
L− a
2
6 −A (θi) +B (θi) + C (θi) +D (θi) .
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We expect a maximum attenuation of 31.2 dB at θi = 63.8◦.
A.1.3 Test
In order to verify the attenuator performances, we built a test setup as shown in Fig-
ure A.3. We used a He-Ne laser source with a beam waist of 0.4 mm, and a divergence of
Figure A.3: Schematic representation of the attenuator test setup. ref. PD: He-Ne laser reference photodiode;
sig. PD: signal photodiode.
1 mrad. Reference and attenuated beams were measured using two unbiased silicon photo-
detector (OSD5-5T, Centronic) coupled with a transimpedance amplifier (G = 104 V A−1).
An optical chopper modulates the laser beam for lock-in detection. A Glan-Taylor polarising
prism was placed before the reference beam splitter in order to obtain a vertical polarised
laser beam. The counter-rotating plates were moved by a stepper motor. Lock-in outputs
were sampled using a USB DAQ module (NI-USB 6212, National Instruments), which also
generates digital signals for driving the stepper motor.
The laser attenuation as a function of the increment from the critical angle is reported
in Figure A.4. The plane of incidence of the attenuator was chosen perpendicular to the
polarisation of the incoming laser beam. Experimental points appear in agreement with
the calculated ones. For the 632.8 nm-beam the insertion loss is 1.8 dB, and the maximum
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Figure A.4: Attenuation as a function of the angle from the critical angle for a 632.8 nm-beam with polarisation
perpendicular to the plane of incidence
attenuation is about 34 dB.
A.2 Laser energy detectors
Knowing the energy of the laser beam is crucial for LIF measurements, in particular its
time evolution. In order to measure with the maximum accuracy the laser shot energy, we
developed two distinct power detectors.
A.2.1 Low-energy pulse detector
The first detector is based on a single-channel silicon-based thermopile (DX-0576, Dex-
ter research center) and it is used for energy E < 4 µJ pulse−1. The detector has an active
area of 2.25 mm2, a typical responsivity < = 31 V W−1, an equivalent series resistance
Rs = 90 kΩ, and a time constant τs = 38 ms. Due to the large time constant of the ther-
mopile, it is impossible to record the measured energy profile using an oscilloscope sim-
ultaneously with the fluorescence signal. Indeed the power measure is carried out using a
digital multimeter that records the peak voltage after tsample = 150 µs from the laser shot,
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when the detector signal is at the maximum. In order to increase the sensor signal we used
a non-inverting amplifier with gain G = 500. The amplifier design is based on 250 MHz
rail-to-rail CMOS operational amplifier (OPA357, Texas Instruments). A graphical repres-
Figure A.5: Schematic representation of the single-channel silicon-based thermopile detector and its non invert-
ing amplifier with gain G = 500. Rs = 90 kΩ, R1 = 100 Ω, R2 = 51.1 kΩ. C is the detector
element capacitance.
entation of the amplifier circuit is presented in Figure A.5. The amplifier design is finalised
at minimising the noise figure (NF ) of the device in order to maximise the signal to noise
ratio SNRo. The large thermopile series resistance impose us to choose an opamp charac-
terised by a low input bias current Ibias = 3 pA and a low input noise Vn = 6.5 nV Hz−1/2.
The noise figure of the device (expressed in dB) is defined as:
NF = 10 log
(
SNRI
SNRO
)
= 10 log
(
1 +
NA
NI
)
,
where NI is the noise delivered from the thermopile to the input of the amplifier and NA is
the input noise of the operational amplifier. The input-referred noise is easy to find, in fact
is essentially the noise voltage generated by the thermopile source resistance:
NI = 4kTRs.
The amplifier’s voltage noise is a function of the current In,ni = In,ii = In = 50 fA Hz−1/2
and voltage noise Vn = 6.5 nV Hz−1/2 of the opamp, and the thermal noise of the resistors:
NA = c1V
2
n + c2I
2
n,ni + c3I
2
n,ii + c4V
2
n,R1 + c5V
2
n,R2 .
c1 to c5 are scaling factors, c1 = 1 for the opamp’s input noise, c2 = R2S because the non-
inverting input noise develops a voltage across the thermopile series resistor. The inverting
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input current noise develops a voltage drop across the parallel of R1 and R2:
c3 =
(
R1R2
R1 +R2
)2
≈ R21,
because R1  R2. The noise terms associated to R1 and R2 are:
c4V
2
n,R1 = 4kTR1
(
R2
R1 +R2
)2
,
c5V
2
n,R2 = 4kTR2
(
R1
R1 +R2
)2
.
The resulting noise figure is NF = 0.18 (NI = 39 nV Hz−1/2, NA = 8 nV Hz−1/2 and
NO = 892 nV Hz−1/2). The amplifier output noise expressed in terms of energy is NO =
2.9 pJ Hz−1/2.
A.2.2 High-energy pulse detector
The second energy detector is based on a pyroelectric element (P1-13, Molectron). The
schematic representation is presented in Figure A.6. The incoming UV-beam is focalised
on the active surface of the detector that in turn generates a current. As a consequence a
voltage drop is generated on the parallel between R1 = 250 Ω and R2 = 200 Ω. The
voltage signal is then buffered by a AD8021 (Analog Devices) and amplified by a factor
of 10. The noise voltage delivered to the amplifier input from the source resistance of the
Figure A.6: Schematic representation of the pyroelectric-based energy detector and its amplifier with gain G =
10. Rs = 10 GΩ, R1 = 250 Ω, R2 = 200 Ω, R3 = 159 Ω, R4 = 99 Ω and R5 = 899 Ω.
pyroelectric detector is
√
4kTRs and it is divided by the resistor Rs and the parallel of R1
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and R2:
NI = 4kTRs
(
R1 R2
R1 R2 +Rs R1 +Rs R2
)2
.
The amplifier’s voltage noise is a function of the current In,ni = In,ii = In = 2.1 pA Hz−1/2
and voltage noise Vn = 2.1 nV Hz−1/2 of the opamp, and the thermal noise of the resistors:
NA = c1V
2
n1 + c2I
2
n,ni1 + c3I
2
n,ii1 + c4V
2
n,R1 + c5V
2
n,R2 + c6V
2
n2 +
+ c7I
2
n,ni2 + c8I
2
n,ii2 + c9V
2
n,R3 + c10V
2
n,R4 + c11V
2
n,R5 .
The input voltage noise of the two opamp appears at the amplifier input with scaling factors
c1 = c6 = 1. The first opamp’s non-inverting input current noise develops a voltage through
the parallel combination of Rs, R1 and R2 and it appears at the amplifier’s input:
c2I
2
n,ni1 =
(
Rs R1 R2
Rs R1 +Rs R2 +R1 R2
)2
I2n,ni1.
The inverting input current noise generates a voltage drop across R3:
c3I
2
n,ii1 = (R3)
2 I2n,ii1.
The noise voltage term Vn,R1 associated with R1 is equal to
√
4kTR1 and the noise is
divided by R1 and the parallel of resistors Rs and R2.
c4V
2
n,R1 = 4kTR1
(
Rs R2
Rs R1 +Rs R2 +R1 R2
)2
.
A similar result is obtained for the noise voltage term Vn,R2 :
c5V
2
n,R2 = 4kTR2
(
Rs R1
Rs R1 +Rs R2 +R1 R2
)2
.
The second opamp non-inverting input current noise develops a voltage drop through the
resistor R3 that appears at the amplifier’s input:
c7I
2
n,ni2 = (R3)
2 I2n,ni2.
The inverting input current noise generates a voltage drop through the parallel combination
of R4 and R5:
c8I
2
n,ii2 =
(
R4 R5
R4 +R5
)2
I2n,ii2.
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The noise voltage term Vn,R3 associated with R3 is equal to
√
4kTR3 and appears to the
inverting input of the first opamp:
c9V
2
n,R3 = 4kTR3.
The noise voltage term Vn,R4 associated with R4 is equal to
√
4kTR4 and it is divided by
the resistors R5 and R4:
c10V
2
n,R4 = 4kTR4
(
R5
R4 +R5
)2
.
The noise voltage term Vn,R5 associated with R5 is equal to
√
4kTR5 and it is divided by
the resistors R4 and R5:
c11V
2
n,R5 = 4kTR5
(
R4
R4 +R5
)2
.
The resulting noise figure is NF = 119 (NI = 5× 10−6 nV Hz−1/2, NA = 3.9 nV Hz−1/2
and NO = 12.3 nV Hz−1/2). The amplifier output noise expressed in term of power is
NO = 46 µW Hz−1/2.
A.3 Gated PMT
The time-resolved fluorescence signal is recorded by using a 12-stage end window lin-
ear PMT (8575, Burle Electron Tubes). Spontaneous emission can be detrimental for LIF
measurement, because it can generate a large signal compared to the fluorescence one. In
particular spontaneous emission can cause the saturation of PMT, which then required some
time to recovery normal operation. To overcame this problem, we used a gating strategy to
kept the PMT always off except during the LIF signal acquisition[119, 120, 121].
A.3.1 Design and testing
We chose to gate the PMT by acting on the single dynode 7. Figure A.7 presents a
scheme of the technique. In this way the electrons travelling inside the PMT are period-
ically stopped, avoiding strong current flowing in the last dynodes. A half-bridge config-
uration based on high-voltage very fast IGBTs (STGF3NC120HD, ST Microelectronics)
is used to change the potential of dynode 7. The drive of the IGBT gates is performed
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Figure A.7: Schematic representation of the PMT voltage divider and dynode 7 switching circuit. R1 =
400 kΩ, R2 = 100 kΩ, R3 = 130 kΩ, R4 through R13 = 100 kΩ, RL = 50 Ω, C1 = 5 nF,
C2 = 10 nF, C3 = 20 nF,C4 = 50 nF andC5 = 1.1 µF.Q1 andQ2 are the high-side and low-side
IGBTs of the half-bridge, respectively. The voltage divider is biased at VS = −2750 V.
by a high-voltage, high and low-side driver (NCP5111, ON Semiconductor), with a high
voltage range (600 V), an internal fixed delay time of 650 ns between the two IGBT gate-
state change. A 1414 V isolation-rated working voltage digital isolator (ISO7520C, Texas
Instruments) connects the external trigger signal to the half-bridge driver. A DC/DC con-
verter with maximum 1410 Vp working voltage I/O isolation (THB 6-1212, Traco Power)
is used to power the circuit.
To test the PMT performances we used a continuous UV-light source (UVTOP 305,
Set). An external trigger with ton = 10 µs and toff = 90 µs was used to gate the PMT.
Results are shown in Figure A.8. The two fixed 650 ns delay times are visible, and the
counts reach a steady state after 1.25 µs from the trigger rising edge. An over shot in the
signal is present at the end of the on time and it is probably due to noise produced by the
low side IGBT transition to the on-state. The average number of counts in the on state is
21.7(3) × 103, while the counts in the off region (sampled for a total extension of 44 µs )
are zero.
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Appendix B
Diatomic molecules nomenclature
B.1 Good quantum numbers
The angular momenta that describe the energy levels of diatomic molecules are:
• the electronic spin angular momentum S;
• the electronic orbital angular momentum L;
• the total angular momentum J ;
• the rotational angular momentum of the nucleiR;
• the total angular momentum excluding electron spinN = J − S.
We adopt the LIFBASE nomenclature, that is equal to the one used by Brown and Carrigton
[122]. In other publications, [123, 124], the quantum number of the total angular momentum
excluding electron spin is labelledK, whileN is used for the angular momentum of nuclear
rotation.
In particular, the orbital angular momentum projection about the internuclear axis quan-
tum number Λ (indicated by the term symbols Σ, Π, ∆, Φ, Γ, ... for 0, 1, 2, 3, 4, ..., re-
spectively), the total electron spin quantum number S and the spin projection about the
internuclear axis quantum numberΣ, (Σ = −S,−S + 1, ..., S), define the electronic quan-
tum state of the molecule according to the following notation:
2S+1ΛΛ+Σ.
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Angular momenta can be coupled in different ways, corresponding to the Hund’s coup-
ling cases [122]. We discuss the two most frequently encountered cases: a and b. Hund’s
case c, d and e will not be discussed.
B.1.1 Hund’s case a
Case a is characterised by a weak interaction between nuclear rotation and electronic
spin (see Figure B.1 left). On the other hand the electronic motion is coupled strongly to the
line joining the nuclei. The total electronic angular momentum about the internuclear axis
Figure B.1: Hund’s case a (left) and b (right) schematic representation.
(Ω = |Λ + Σ|) is well defined. The total angular momentum J is the resultant ofΩ and the
angular momentum of nuclear rotationR.
B.1.2 Hund’s case b
The Hund’s case b is characterised by a weak or zero coupling between S and the
internuclear axis (see Figure B.1 right). When the orbital angular momentum is not zero
(Λ 6= 0), it adds toR to giveN , which is the total angular momentum apart from spin. The
combination ofN and S forms the total angular momentum including spin J .
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B.1.3 Electronic states nomenclature
When dealing with molecular electronic transitions, the upper state is written before the
lower one (e.g. 2Σ+ − 2Π). The electronic states are distinguished by an additional letter
X, A, B, C, ..., a, b, c, ... in front of the term symbol, whereX indicates the ground state
and the other letters the excited states (e.g.A2Σ+−X2Π). The arrow between the two term
symbols is used to indicate if the transition is observed in emission (e.g. A2Σ+ → X2Π) or
absorption (e.g. A2Σ+ ← X2Π).
B.2 A2Σ+ ↔ X2Π transitions for OH
The 2Σ state belongs to Hund’s case b (Λ = 0). The 2Π state generally belongs to
an intermediate case between a and b. In the case of OH, for relatively cold temperatures
(around 200 K), the 2Π state is best described by the Hund’s case a [125]. Increasing the
temperature, large rotations cause a transition to Hund’s case b [123]. Our experiment is
carried out between 300 K and 500 K, so that we decide to adopt the Hund’s case b quantum
numbers set. According to Luque et al. [36], the name of rotational branches is given by
∆N = N ′ − N ′′ where N ′ refers to the upper state and N ′′ to the lower. The possible
branches are five, ∆N = −2, −1, 0, 1, 2, indicated by the letters O, P, Q, R, S,
respectively. The nomenclature is:
∆J∆NF ′F ′′
(
N ′′
)
,
where for F = 1 (F1 sub-manifold) J = N + 1/2 and for F = 2 (F2 sub-manifold)
J = N − 1/2. The superscript of the F therm refer to the level: F ′ for the upper and F ′′
for the lower. For F ′ = F ′′, one of the two subscript of the branch is omitted.
B.2.1 Λ-Splitting
The 2Π rotational ground state is splitted by spin-orbit interaction in two sub-manifold
components F1 (2Π3/2, J = N + 1/2) and F2 (2Π1/2, J = N − 1/2). Λ-doubling further
splits the components into +/- sublevels. This determines four rotational manifolds F1, F2
and F ′1, F ′2 [123], which can also be classified according to notation “e, f” parity. The lat-
ter choice makes the notation independent of the coupling case [126], with labels F1e(N)
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- F1f (N), and F2e(N) - F2f (N) for 2Π1/2 and 2Π3/2 sub-states, respectively. Analog-
ous notations are used for the 2Σ state although Λ = 0 and no Λ-doubling occurs. No line
doublets appear due to the selection rule according to which positive terms combine only
with negative and vice versa (see [123], p. 241 and 257), or equivalently e↔ e and f ↔ f
transitions are allowed for ∆J = ±1 branches, while e ↔ f are allowed for the ∆J = 0
branch [126]. Since the Λ energy splitting is very small, the populations of the two sublevels
are identical, and thus equal to one half of the F(N) population. Then, since only one of the
two +/- or e/f sublevels is active in the absorption process, one half of the rotational level
population must be considered. Figure B.2 shows the energy diagram of the (X, υ = 0) and
(A, υ = 1) states of OH with the transitions used in the LIF experiment (see Chapter 3).
B.2. A2Σ+ ↔ X2Π TRANSITIONS FOR OH 123
Figure B.2: Energy diagram of the A2Σ+ (υ = 1) and X2Π (υ = 0). Arrows represent the transitions used in
the LIF experiment. The parity components are labelled both by absolute parity (+/-) and e/f parity.
The diagram is not to scale for clarity.
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