In this paper, we present a perceptual distortion measure (PDM) for polygon-based shape coding. We model the PDM as the salience of relevance triangle, and express the PDM by using three properties derived from the salience of visual part. Performance analysis and experimental results show that our proposal can improve the quality of the shape reconstruction when the object contour has sharp protrusions. key words: video coding, image coding, image quality
Introduction
Shape coding is fundamental to the object-oriented video applications [1] . Among existing shape coding methods, polygon-based shape coding can be directly and efficiently used in object accessing, indexing, and editing, and thus has attracted much attention in recent years [2] - [4] .
Distortion measurement plays a significant role in the quality of the shape reconstruction in polygon-based shape coding. Usually, this distortion is defined on geometric aspect [5] . Among these geometric distortions, the shortest absolute distance (SAD) is the most widely used one. It is defined as the shortest absolute distance from the line segment of an approximate polygon to its associated contour point. However, SAD only considers the absolute distance yet ignores the relative distance between the contour point and the line segment. Thus, it may severely degrade the quality of the shape reconstruction when the original contour has sharp protrusions as shown in Fig. 1 .
The above problem motivates us to propose a new distortion measure, called the perceptual distortion measure (PDM), in which the relative distance is considered. We construct a triangle consisted of two end points of a line segment and its associated contour point, and then model the PDM as the salience of this triangle. To express the PDM, we introduce its three properties. Performance analysis and experimental results show that our PDM outperforms the SAD in terms of the quality of the shape reconstruction when the object contour has sharp protrusions.
Model of Perceptual Distortion Measure
Here we analyze the inherent limitation of SAD, from which we expect to draw some inspirations for our model construction. Essentially, the distortion measure should be the relative distance from the line segment of an approximate polygon to its associated contour point. However, the same value of SAD may correspond to several relative distances, thus the SAD lacks the ability to differentiate distortions perceptually, as shown in Fig. 2 (a) . This motivates us to model a distortion measure which satisfies the following requirements: 1) this model should be defined on an entity which can uniquely determine the relative distance; 2) this entity should be simple and intuitive so that the existing visual psychological results can be easily integrated into the model. As shown in Fig. 2 (b) , we join two end points A and B of line segment AB to its associated contour point C and thus obtain a triangle, called relevance triangle. This triangle can uniquely determine the relative distance by three elements, i.e., the lengths of AC, CB and their turning angle. Furthermore, note that the salience in visual psychology is consistent with the relative distance, i.e., the more salient the relevance triangle is, the longer the relative distance will be. Thus, if we define the distortion as the salience of relevance triangle (SRT), the concepts and properties of the salience in visual psychology can be easily introduced. properties of SRT to deduce PDM. However, to the best of our knowledge, there is no direct investigation on the SRT. Fortunately, some visual psychologists have investigated the salience of visual part, which can be considered as the general case of the SRT. We expect that the properties of the SRT can be derived from those of the salience of visual part.
Firstly, we review some related concepts of visual part in the case of 2D cusps on visual psychology aspect [7] .
Definition 2:
A region bounded by two cusps with the same polarity is called a part, and these two cusps are called part boundaries. The part with a positive cusp on the top is called a positive part, whereas the part with a negative cusp on the top is called a negative part, as shown in Fig. 3 .
Definition 3:
The straight line joining two part boundaries which define the part is called the base of that part. The arc length of the object contour segment between the two part boundaries is called the perimeter of that part. The ratio of the perimeter of a part (excluding the base) to the length of the base is called the protrusion of that part.
Definition 4:
The ratio of the part area to the whole object area is called the relative size of that part † .
Definition 5:
The turning of normal (or tangents) at the cusp which is on the top of a part is called the turning angle of a part as shown in Fig. 3 .
Secondly, we recall some useful hypotheses for the salience of visual parts in the case of 2D cusps [7] .
Hypothesis 1:
The salience of a part increases as its protrusion increases as shown in Fig. 4 (a).
Hypothesis 2:
The salience of a part increases as its relative size increases as shown in Fig. 4 (b) .
Hypothesis 3:
The salience of a part increases as its turning angle increases as shown in Fig. 4 (a) .
The above hypotheses depends on three factors: protrusion, relative size, and turning angle. They correspond to l/c, S , and α, respectively, where l is the sum of a and b; c 
Fig. 5
Illustration of the completeness and independence of factors l, μ, and α. We can uniquely determine the relevance triangle and completely describe its variation from Δ 1 to Δ 2 . Moreover, we can freely change l while leaving μ and α unchanged, change μ while leaving l and α unchanged, or change α while leaving l and μ unchanged, from left to right, respectively.
is the length of line segment AB; S is the relevance triangle area. Note that we omit the normalization in relative size mapping for simplicity, because shape coding needs only to compare the distortions in one object with a given scale.
As suggested in [8] , the factors which influence the SRT should satisfy the following two requirements: 1) completeness, i.e., we can uniquely determine the relevance triangle by these factors; 2) independence, i.e., we can freely change any one factor without changing others so that the influence of each factor can be investigated separately. Factors a, b, and α satisfy the above requirements, but we replace a and b with l and μ, where μ denotes a/l. Thus, the new factor l is more relevant to the corresponded l/c, and the use of Hypothesis 1 is more convenient. Note that factors l, μ, and α also satisfy the above requirements, as shown in Fig. 5 . Now we investigate the influence of each factor separately according to their completeness and independence.
Firstly, keeping μ and α unchanged, we investigate the influence of l on SRT. Under this condition, the shapes of relevance triangles are the same and the only variation is their scales. According to Hypothesis 2, the increment of l (or scale) will lead to the increment of S , hence the increment of SRT. Further study on the part with its shape similar to triangle revealed the linear relationship between salience and scale [9] . Thus, we have the following property.
Property 1:
The value of SRT is proportional to l, when μ and α are kept unchanged, as shown in Fig. 6 (a) .
Secondly, keeping l and α unchanged, we investigate the influence of μ on SRT. According to Hypothesis 2, the influence of μ on S should be consistent with the influence of μ on SRT. Hypothesis 1 also supports this statement as the influence of μ on S is consistent with the influence of † The normalization is a technique to transfer an absolute quantity to a relative quantity. Definition 4 uses the normalization to transfer the part area to the relative size. After normalization, the resulting relative size is invariant with the object scale [7] . μ on l/c † , hence the influence μ on SRT. However, it is not easy to find a quantitative relationship between S and SRT as Hypothesis 2 only provides the qualitative relationship. To overcome this difficulty, we assume that this is a linear relationship. This assumption is reasonable since the effectiveness of the derived PDM based on this assumption has been experimentally justified in Sect. 5. Thus, we obtain the following property.
Property 2:
The value of SRT is proportional to S with respect to μ, when l and α are kept unchanged, as shown in Fig. 6 (b) .
Thirdly, keeping l and μ unchanged, we investigate the influence of α on SRT. According to Hypothesis 3, the SRT increases as α increases. It was found that this was the primary influence on part salience [10] and hence on SRT. Hypothesis 1 also supports this statement as the increment of α is consistent with the increment of l/c † † , hence the increment of SRT. However, S is proportional to sin α. When α is smaller than 90 degrees, S increases as α increases, but the increasing rate decreases. When α is greater than 90 degrees, S decreases as α increases, and the decreasing rate increases. To combine the primary influence of α and the secondary influence of S with respect to α on the SRT, we provide the following property.
Property 3:
The value of SRT increases as α increases and the increasing rate conforms to that of S with respect to α, when l and μ are kept unchanged, as shown in Fig. 6 (c) .
The above properties suggest that SRT is a product of three functions, each of which is with respect to one separated factor and satisfy one corresponding property, i.e.,
This product form matches against the method of separation of variables, and reveals the independence and completeness of factors l, μ, and α.
Next, we express each function in the light of the corresponding property in details.
According to Property 1, we obtain
According to Property 2, we need to firstly find an expression of S as follows: where a = μl and b = (1 − μ) l. Comparing S (l, μ, α) and g (μ) with respect to μ, we obtain
According to Property 3, h (α) must satisfy the following two conditions: 1) it increases as α increases, 2) its first derivative decreases as α increases, both on the interval of [0, π]. We find that sin (α/2) can satisfy these two conditions and is quite simple. Thus,
Therefore, PDM can be expressed as follows:
or equivalently,
Performance Analysis
Here we explain why our proposed PDM outperforms the conventional SAD. Figure 7 shows the change in SAD from AB to C with respect to α, when a and b are kept unchanged † † † . Rotating AC around C such that α continuously increases from 0 to π, we can see that the SAD will reach its maximum value a at α T when CA is perpendicular to BA at the perpendicular foot A T . The SAD increases from 0 to a when α increases from 0 to α T , whereas it decreases from a to 0 when α increases from α T to π. Thus, the SAD violates Property 3 when α is larger than α T . On the other hand, our PDM continuously increases as α increases from 0 to π according to Eq. (7). As a large α means a sharp protrusion, we obtain the following conclusion:
Conclusion: PDM performs better than SAD when the object contour has sharp protrusions. 
Experiment Results
In this section, we conducted experiments to further demonstrate the advantage of PDM. Two shapes, namely the Left Kid of the 98th frame and the Right Kid of the 59th frame of the Kids sequence from the MPEG-4 dataset, and two shapes, namely the Fish and the Chicken, from the MPEG-7 dataset [6] , were used as our inputs. The top-down shape coding framework [3] was employed as our test platform. Firstly, we analyzed the quality of the shape reconstruction qualitatively. By equating the number of vertices, we obtained the reconstruction results with similar bit rates, as shown in Fig. 8 . As we can see, for the relatively smooth contour segment, SAD and PDM generate similar reconstruction results. However, for the contour segment with sharp protrusion as highlighted in Fig. 8 , PDM performs much better than SAD. To further illustrate this advantage of PDM, Fig. 9 magnifies the highlighted portions in Fig. 8 . It is obvious that one finger of the Left Kid, two fingers of the Right Kid, one fin of the Fish, and the head of the Chicken are severely impaired by SAD, whereas they are well preserved by our PDM. These results are consistent with the performance analysis presented in Sect. 4 .
Secondly, we analyzed the quality of the shape reconstruction quantitatively. One of the measures for objectively assessing the quality of coded shape is the peak deviation, which is the minimal Euclidean distance between each coded contour point and the closest contour point on the original contour. As the peak deviation truthfully reflected subjective quality when comparing different contour-based shape coders [1] , we employed it to measure the quality of the shape reconstruction quantitatively. The corresponding numerical results of Fig. 8 are listed in Table 1 . Despite that SAD and PDM have almost the same bit rate, the peak deviation produced by PDM are much smaller than that by SAD. It further reflects the priority of PDM over SAD.
Conclusion
In this paper, we presented a perceptual model to measure the contour point distortion for polygon-based shape coding.
To our best knowledge, this model is first ever on the basis of visual psychology instead of geometry. Our contributions include: 1) modeling the PDM as the SRT which is in line with the concepts of part salience in visual psychology, and 2) expressing the PDM using the properties of the SRT derived from those of the part salience. Both performance analysis and experimental results demonstrated the advantage of our measure in terms of the reconstruction quality.
