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Abstract
The paper deals with homogenization problem for nonlinear elliptic and
parabolic equations in a periodically perforated domain, a nonlinear Fourier
boundary conditions being imposed on the perforation border. Under the
assumptions that the studied differential equation satisfies monotonicity and
2-growth conditions and that the coefficient of the boundary operator is cen-
tered at each level set of unknown function, we show that the problem under
consideration admits homogenization and derive the effective model.
1
1 Introduction
This paper addresses the homogenization of the boundary value problem

−div a(Duε, x/ε) + λuε = f in Ωε
a(Duε, x/ε) · ν = 0 on ∂Ω
a(Duε, x/ε) · ν = g(uε, x/ε) on Sε,
(1.1)
where Ωε is a bounded periodically perforated domain in R
N (N ≥ 2), ε > 0 is a
small parameter referred to the perforation period. The boundary of Ωε consists of
two parts, namely, the fixed outer boundary ∂Ω, and the boundary of perforations Sε.
We assume that the domain is not perforated in a small (of order ε) neighbourhood
of ∂Ω so that the perforation boundary Sε and ∂Ω are disjoint. The coefficients
a = (a1, . . . , aN) in the equation and the function g in the boundary condition on Sε
are strongly oscillating (with the period ε) functions. The boundary condition on Sε
includes, as a particular case, the inhomogeneous Neumann boundary condition of
the form a(Duε, x/ε)·ν = α(x/ε) and the Fourier one, a(Duε, x/ε)·ν = β(uε, x/ε)uε.
Along with the stationary problem (1.1) we also consider the parabolic problem


∂tuε − div a(Duε, x/ε) = f in Ωε × {t > 0}
a(Duε, x/ε) · ν = 0 on ∂Ω
a(Duε, x/ε) · ν = g(uε, x/ε) on Sε
uε = u˜ for t = 0.
(1.2)
The linear elliptic equations in perforated domains with the Fourier boundary
condition on the boundary of perforations were considered, e.g., in [7], [8], [3], [4],
[15], [16], [18]. It was shown that if the coefficient in the Fourier boundary condition
is small (of order ε), or the volume fraction of the holes vanishes at a certain rate,
as ε→ 0, then the asymptotic behaviour of solutions to these equations is described
in terms of a homogenized problem with an additional potential. By contrast, if the
volume fraction of the holes does not vanish as the period of the structure tends to
zero, then the dissipative Fourier boundary condition forces solutions vanish.
In the problem studied in the present work the surface measure |Sε| tends to
infinity as ε → 0. To compensate this measure grows we assume that the average
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of the function g(u, x/ε) (appearing in the boundary condition on Sε) over the
boundary of each hole is zero for any u ∈ R.
Previously, linear problems with the same assumptions on the coefficient in the
Fourier boundary condition were considered in [5]; related spectral problems were
studied in [19],[20]. The corresponding homogenized operator is shown to contain
an additional potential, this potential is always negative.
A variational problem closely related to (1.1) for a functional with a bulk energy
and a surface term on the perforation boundary was studied in [6] by means of
Γ-convergence technique.
In contrast to [6] we do not assume that the problem under consideration can
be written in variational form. Instead, we assume the monotonicity of a(ξ, y) and
apply here the celebrated two-scale convergence method (see, e.g. [14], [1], [13]).
This allows us to treat boundary value problems that can not be reduced to the
minimization of an energy functional; for instance, such a reduction is not possible
in the case of linear function a(ξ, y), a(ξ, y) = A(y)ξ, with nonsymmetric matrix A.
Since, in general, the monotonicity assumption on a(ξ, y) does not imply the
monotonicity of the problem (1.1) (even for large λ) we are not able to show the
uniqueness result for (1.1). Moreover, the existence of a solution of (1.1) holds only
for sufficiently large λ (see the discussion in [6]), while the parabolic problem (1.2)
does have a unique solution under certain assumptions on a(ξ, y) and g(u, y).
The key difficulty in applying the two-scale convergence theory to the homog-
enization of (1.1) and (1.2) is due to the presence of a highly perturbed surface
integral in the weak formulations of the said problems. To pass to the limit in the
surface integral we establish a new result related to the two-scale convergence of
traces, see Proposition 7.
The main result of this work shows that solutions uε of problem (1.1) converge
as ε→ 0 to a solution U0 of the homogenized problem

div a∗(DU0, U0) + b
∗(DU0, U0) + |Y
∗|(f − λU0) = 0 in Ω
a∗(DU0, U0) · ν = g
∗(U0) · ν on ∂Ω.
(1.3)
The coefficients a∗, b∗ are defined in terms of a cell problem (see problem (2.13))
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and depend both on the coefficients a = (a1, . . . , aN) in the equation in (1.1) and
on the function g in the boundary condition on Sε. It is interesting to observe also
that the homogenization of (1.1) leads to the change of the boundary condition on
∂Ω from the homogeneous Neumann condition to a Fourier type one.
In what concerns the parabolic problem (1.2), we show that solutions uε of (1.2)
converge as ε→ 0 to a solution U0 of the homogenized problem


|Y ∗|∂tU0 − div a
∗(DU0, U0)− b
∗(DU0, U0) = |Y
∗|f in Ω× {t > 0}
a∗(DU0, U0) · ν = g
∗(U0) · ν on ∂Ω
U0 = u˜ when t = 0.
(1.4)
The analysis of (1.2) involves the same ideas as that of (1.1) combined with a lower
semicontinuity trick already used in the parabolic problems in [9], [10], [11], [17].
An interesting issue in both parabolic and elliptic frameworks is the uniqueness
of a solution of the limit problem. The limit operator, although admits a priory
estimates, need not be monotone even for large values of λ. The main difficulty is
due to the fact that the first order term b∗(Du, u) in the limit equation couples the
unknown function u and its gradient.
The uniqueness is proved only for small space dimensions and in the case when either
a(ξ, y) is linear in ξ or g(u, y) is linear in u. Without these additional assumptions
it remains an open problem.
The paper is organized as follows. Section 2 is devored to problem setup and
formulation of the main results.
Sections 3–5 deal with the elliptic case. In Section 3 we prove the two-scale
convergence result which relies on several technical statements. These technical
statements are then justified in Sections 4 and 5.
Section 6 considers the parabolic case.
Finally, in Section 7 we study the properties of the homogenized problems.
4
2 Presentation of main results
Let Y be the unit cube Y = [−1/2, 1/2)N (N ≥ 2), and let G be an open subset
of Y such that G ⊂ (−1/2, 1/2)N , with Lipschitz boundary. Set Y ∗ = Y \ G and
S =
⋃
m∈Z(∂G +m).
Given a bounded connected open set Ω ⊂ RN with Lipschitz boundary ∂Ω, we
consider the perforated domain Ωε defined by
Ωε = Ω \
⋃
m∈Iε
(εG+mε), Iε = {m ∈ Z
N ; Y (m)ε ⊂ Ω},
where Y
(m)
ε = (Y + m)ε. We have ∂Ωε = ∂Ω ∪ Sε, where Sε is the boundary of
perforations.
We assume that a : RN × Y → RN and g : R× S → R satisfy
(i) a(ξ, y) (resp. g(u, y)) is continuous in ξ (resp. u), i.e. a ∈ C(RN ;L∞(Y )),
g ∈ C(R;L∞(S)), and Y -periodic in y;
(ii) there is κ > 0 such that
(a(ξ, y)− a(ζ, y)) · (ξ − ζ) ≥ κ|ξ − ζ |2 ∀ξ, ζ ∈ RN ; (2.1)
(iii) there are constants C1, . . . , C8 > 0 such that
− C1 + C2|ξ|
2 ≤ a(ξ, y) · ξ, |a(ξ, y)| ≤ C3|ξ|+ C4, (2.2)
|g(u, y)| ≤ C5|u|+ C6, (2.3)
|g(u, y)− g(v, y)| ≤ C7|u− v|, (2.4)
|g′u(u, y)− g
′
u(v, y)| ≤ C8|u− v|(1 + |u|+ |v|)
−1; (2.5)
(iv) ∫
S∩Y
g(u, y) dσy = 0, ∀u ∈ R. (2.6)
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Let us rewrite (1.1) in an abstract form. To this end consider the space Xε =
W 1,2(Ωε) and its dual X
∗
ε with respect to the duality pairing 〈 · , · 〉ε induced by the
standard inner product in L2(Ωε). Define the operators Aε, Gε : Xε → X
∗
ε by
〈Aε(u), v〉ε =
∫
Ωε
a(Du, x/ε) ·Dvdx, 〈Gε(u), v〉ε =
∫
Sε
g(u, x/ε)vdσ,
∀v ∈ Xε(= W 1,2(Ωε)). (2.7)
In terms of these operators (1.1) reads
Aε(uε) + λuε − Gε(uε) = f.
According to the assumptions (i)-(iii) the operator Aε is monotone and continuous
while Gε is a compact operator. It follows that Fε(u) = Aε(u) + λu−Gε(u) (λ > 0)
is a bounded continuous and pseudo-monotone operator (recall that Fε : Xε → X
∗
ε
is pseudo-monotone if u(i) → u weakly in Xε and lim supi→∞〈Fε(u
(i)), u(i)− u〉ε ≤ 0
imply 〈Fε(u), u− v〉ε ≤ lim inf i→∞〈Fε(u
(i)), u(i) − v〉ε for all v ∈ Xε). Then for any
f ∈ L2(Ω) problem (1.1) has a (possibly not unique) solution uε ∈ Xε when ε ≤ ε0,
λ ≥ λ0 (where λ0, ε0 > 0 are specified in Theorem 1 below) by Brezis’ theorem (see,
e.g., [21], Chapter II), thanks to the following coercivity result
Theorem 1. Under assumptions (i)-(iv) there are λ0, ε0 > 0 such that
〈Aεu+ λu− Gε(u), u〉ε ≥ κ1‖u‖
2
Xε − κ2, (2.8)
when ‖u‖Xε ≥ R, for some κ1 > 0, κ2 > 0 and R > 0 independent of ε ≤ ε0 and
λ ≥ λ0.
Under the above assumptions on the perforated domain Ωε there is a bounded
linear extension operator Pε : W
1,2(Ωε) → W
1,2(Ω) (Pεv = v in Ωε for any
v ∈ W 1,2(Ωε)) and ‖Pεv‖W 1,2(Ω) ≤ C‖v‖W 1,2(Ωε), ‖Pεv‖L2(Ω) ≤ C‖v‖L2(Ωε) with C
independent of ε (see,e.g. [2]). We keep the notation uε for the solution of (1.1)
extended to Ωε (uε = Pεuε) and study the asymptotic behavior of uε as ε→ 0.
The first main result of this work is
Theorem 2. Assume that conditions (i)-(iv) are satisfied and f in (1.1) belongs
to L2(Ω). Let λ0 > 0 be as in Theorem 1. Then for any λ ≥ λ0, solutions uε of
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(1.1) and their derivatives Duε two-scale converge as ε → 0 (up to extracting a
subsequence) to U0(x) and DU0(x) + DyU1(x, y), where the pair U0(x), U1(x, y) is
a solution of the two-scale homogenized problem: find U0(x) ∈ W
1,2(Ω), U1(x, y) ∈
L2(Ω;W 1,2per(Y )) such that
∫
Ω
∫
Y ∗
(a(DU0 +DyU1, y) · (DΦ0 +DyΦ1)dydx
−
∫
Ω
∫
S∩Y
(g(U0, y)Φ1(x, y) + g
′
u(U0, y)Φ0U1(x, y))dσydx
−
∫
Ω
∫
S∩Y
Dx(g(U0, y)Φ0) · ydσydx−
∫
Ω
|Y ∗|(f − λU0)Φ0dx = 0, (2.9)
for any Φ0(x) ∈ W
1,2(Ω), Φ1(x, y) ∈ L
2(Ω;W 1,2per(Y )). In particular, uε converge
weakly in W 1,2(Ω) to a solution U0 of the homogenized problem (1.3), where a
∗(ξ, u),
b∗(ξ, u), g∗(u) are defined by
a∗(ξ, u) =
∫
Y ∗
a(ξ +Dyw, y)dy, (2.10)
b∗(ξ, u) =
∫
S∩Y
g′u(u, y)wdσy, (2.11)
g∗(u) =
∫
Y ∗
g(u, y)ydσy, (2.12)
and w = w(y; ξ, u) is a unique (up to an additive constant) solution of the cell
problem 

div a(ξ +Dyw, y) = 0 in Y
∗
a(ξ +Dyw, y) · ν = g(u, y) on S ∩ Y
w is Y -periodic.
(2.13)
Remark 3. Note that (2.9) defines U1(x, y) modulo an arbitrary function U˜1(x, y) ∈
L2(Ω,W 1,2per(Y ) such that U1(x, y) = 0 for y ∈ Y
∗. This is due to the freedom in the
particular choice of the extension operators Pε.
Remark 4. The third term in (2.9) is reduced by integrating by parts to the bound-
ary integral ∫
Ω
∫
S∩Y
Dx(g(U0, y)Φ0) · ydσydx =
∫
∂Ω
Φ0g
∗(U0) · νdσx,
that leads to the boundary condition in (1.3).
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Remark 5. In the linear case, that is when a and g are given by a(ξ, y) = A(y)ξ,
g(u, y) = α(y) + uβ(y), the cell problem (2.13) for w splits into three cell problems
for w(1), 

div (A(y)(ξ +Dyw
(1))) = 0 in Y ∗
A(y)Dyw
(1) · ν = −A(y)ξ · ν on S ∩ Y
w(1) is Y -periodic,
(2.14)
and w(k) (k = 2, 3),


div (A(y)Dyw
(k)) = 0 in Y ∗
A(y)Dyw
(k) · ν = δ2kβ(y) + δ3kα(y) on S ∩ Y
w(2) is Y -periodic,
(2.15)
(δij is the Kronecker delta) so that w = w
(1) + uw(2) +w(3). Then the homogenized
equation takes form
divAhomDU0 +B
hom ·DU0 + C
homU0 +D
hom + |Y ∗|(f − λU0) = 0,
where the homogenized matrix Ahom coincides with the classical effective matrix for
the Neumann problem in perforated domains,
Ahomξ =
∫
Y ∗
A(y)(ξ +Dyw
(1))dy,
and
Bhom · ξ =
∫
Y ∗
A(y)Dyw
(2) · (ξ +Dyw
(1))dy,
Chom =
∫
Y ∗
A(y)Dyw
(2) ·Dyw
(2)dy, Dhom =
∫
Y ∗
A(y)Dyw
(2) ·Dyw
(3)dy.
Note, that Bhom = 0 in the selfadjoint case (when A = AT ).
In the case of the parabolic problem (1.2) we prove that there is a unique solution
uε and its asymptotic behavior in the leading term is described by the homogenized
problem (1.4). Formulating the convergence result we assume as before uε extended
onto the whole domain Ω by means of the extension operator Pε
Theorem 6. Assume that conditions (i) - (iv) are satisfied. Then, if f ∈ L2((0, T )×
Ω) and u˜ ∈ L2(Ω), there is a unique solution of problem (1.2) and it converges weakly
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in L2(0, T ;W 1,2(Ω)) as ε → 0 (up to extracting a subsequence) to a solution U0 of
the homogenized problem (1.4), where a∗, b∗, g∗ are defined by (2.10), (2.11), (2.12),
(2.13).
3 Proof of the convergence result for the station-
ary problem
It follows from Theorem 1 that ‖uε‖W 1,2(Ω) ≤ C, where C is independent of ε.
Therefore, up to extracting a subsequence,
uε → U0(x) two-scale, (3.1)
Duε → DU0(x) +DyU1(x, y) two-scale. (3.2)
Show that the pair (U0, U1) solves (2.9). To this end we chose arbitrary functions
V0(x) ∈ C
∞(Ω), V1(x, y) ∈ C
∞(Ω × Y ) with V1(x, y) being Y -periodic in y, set
vε = V0(x) + εV1(x, x/ε), and substitute the test function wε = uε − vε in the weak
formulation of (1.1),∫
Ωε
(a(Duε, x/ε) ·Dwε + λuεwε)dx−
∫
Sε
g(uε, x/ε)wεdσ =
∫
Ωε
fwεdx. (3.3)
In view of the monotonicity assumption (2.1) we then have from (3.3),∫
Ωε
(a(Dvε, x/ε) ·D(uε − vε) + λvε(uε − vε))dx−
∫
Sε
g(uε, x/ε)(uε − vε)dσ
−
∫
Ωε
f(uε − vε)dx ≤ 0. (3.4)
Since Dvε = DV0(x)+DyV1(x, x/ε)+εDxV1(x, x/ε), by using (i) and (2.2) one easily
shows that χεa(Dvε, x/ε) → χ(y)a(DV0(x) +DyV1(x, y), y) in the strong two-scale
sense, where χε, χ are the characteristic functions of Ωε and Y
∗, respectively. This
allows to pass to the limit in the first term of l.h.s. of (3.4) to get∫
Ωε
(a(Dvε, x/ε) ·D(uε − vε) + λvε(uε − vε))dx→
∫
Ω
(∫
Y ∗
(a(DV0 +DyV1, y) · (DU0 +DyU1 −DV0 −DyV1) + λV0(U0 − V0))dy
)
dx;
(3.5)
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also, the limit transition in the last term in l.h.s. of (3.4) yields
∫
Ωε
f(uε − vε)dx→
∫
Ω
(∫
Y ∗
f(U0 − V0)dy
)
dx. (3.6)
Finally, passing to the limit in the middle term we get
∫
Sε
g(uε, x/ε)(uε − vε)dσ →
∫
Ω
(∫
S∩Y
g(U0, y)(D(U0 − V0) · y + U1(x, y)− V1(x, y))dσy
)
dx
+
∫
Ω
(∫
S∩Y
g′u(U0, y)(U0 − V0)(DU0 · y + U1(x, y))dσy
)
dx. (3.7)
The most nontrivial point is to obtain (3.7). The proof of (3.7) is presented in full
details through Sections 4, 5 and is based on the following result, which is of an
interest itself,
Proposition 7. Assume that q(x, y) ∈ C(Ω;  L∞(S)) satisfies
(a) |q(x, y)− q(x′, y)| ≤ C|x− x′| with C > 0 independent of x, x′ ∈ Ω and y ∈ S;
(b) q(x, y) is Y -periodic in y ∈ S;
(c)
∫
Y ∩S
q(x, y)dσy = 0 for all x ∈ Ω,
then for any sequence wε ∈ W
1,2(Ω) such that
wε(x)→W0(x), Dwε(x)→ DW0(x) +DyW1(x, y) two scale as ε→ 0. (3.8)
we have
∫
Sε
q(x, x/ε)(wε − w¯ε)dσ →
∫
Ω
∫
Y ∩S
q(x, y)(DW0 · y +W1(x, y))dσydx. (3.9)
Here and in what follows we use the notation w¯ε for the piecewise constant function
obtained by averaging over the cells Y
(m)
ε ,
w¯ε(x) =
1
εN
∫
Y
(m)
ε
wε(y)dy, for x ∈ Y
(m)
ε . (3.10)
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Thus (3.4)-(3.7) yield
∫
Ω
(∫
Y ∗
(a(DV0 +DyV1, y) · (DU0 +DyU1 −DV0 −DyV1) + λV0(U0 − V0))dy
)
dx
−
∫
Ω
(∫
S∩Y
g(U0, y)(D(U0 − V0) · y + U1(x, y)− V1(x, y))dσy
)
dx
−
∫
Ω
(∫
S∩Y
g′u(U0, y)(U0 − V0)(DU0 · y + U1(x, y))dσy
)
dx
−
∫
Ω
(∫
Y ∗
f(U0 − V0)dy
)
dx ≤ 0, (3.11)
By an approximation argument, using (i)-(iv) we see that (3.11) holds for any V0 ∈
W 1,2(Ω) and V1 ∈ L
2(Ω;W 1,2per(Y )). Now, choosing V0 = U0 ± τΦ0, V1 = U1 ± τΦ1,
(τ > 0), dividing (3.11) by τ and passing to the limit as τ → 0, we obtain the
two-scale homogenization problem (2.9). 
Let us clarify details in the final part of the above proof when passing from
smooth V0 and V1 to arbitrary functions V0 ∈ W
1,2(Ω) and V1 ∈ L
2(Ω;W 1,2per(Y )) in
(3.11). For the for the first term in the l.h.s. this transition is justified by Nemytskii’s
theorem (see, e.g., [21], Chapter II); and it is a trivial task for the last term. The
second and third terms, corresponding to the limiting functional M(U0, U1, V0, V1)
in (3.7), require more attention. Let us rewrite M(U0, U1, V0, V1) as
M(U0, U1, V0, V1) =
∫
Ω
(g∗(U0) ·D(U0 − V0) + (U0 − V0)(g
∗)′(U0) ·DU0)dx
+
∫
Ω
∫
Y ∗
DyΘ(y;U0) ·Dy(U1(x, y)− V1(x, y))dydx
+
∫
Ω
∫
Y ∗
(U0 − V0)DyΘ
′
u(y;U0) ·DyU1(x, y)dydx, (3.12)
where (g∗)′ denotes the derivative of g∗, and Θ(y; u) is a solution of the problem

∆yΘ = 0 in Y
∗
∂Θ
∂ν
= g(u, y) on S ∩ Y
Θ is Y -periodic.
(3.13)
It follows from the assumptions (iii), (iv) that (3.13) has a unique (modulo an
additive constant) solution Θ(y; u), and Θ depends regularly on the parameter u,
more precisely,
‖DyΘ( · ; u)‖L2(Y ∗) ≤ C(|u|+ 1), (3.14)
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‖DyΘ( · ; u)−DyΘ( · ; v)‖L2(Y ∗) ≤ C|u− v|, (3.15)
‖DyΘ
′
u( · ; u)−DyΘ
′
u( · ; v)‖L2(Y ∗) ≤ C|u− v|(1 + |u|+ |v|)
−1, (3.16)
where C does not depend on u, v. All these properties are demonstrated simi-
larly, e.g., we show (3.14) by using (2.3), (2.6) and the Poincare´ inequality (7.6) in
W 1,2per(Y
∗) (see Sec. 6 ),
∣∣∣
∫
Y ∗
DyΘ·DyΘdy
∣∣∣ = ∣∣∣
∫
S∩Y
g(u, y)
(
Θ−
1
|Y ∗|
∫
Y ∗
Θdy
)
dy
∣∣∣ ≤ C(|u|+1)‖DyΘ‖L2(Y ∗).
The bounds (3.14) - (3.16) in conjunction with assumptions (2.3) - (2.5) imply
Proposition 8. The functional M(U0, U1, V0, V1) defined by (3.12) (or, equivalently,
by the r.h.s. of (3.7)) is continuous in W 1,2(Ω) × L2(Ω;W 1,2per(Y
∗)) × W 1,2(Ω) ×
L2(Ω;W 1,2per(Y
∗)).
4 Auxiliary results and proof of Theorem 1
1(Some inequalities). Recall the classical inequalities in Sobolev spaces,
∫
S∩Y
∣∣v −
∫
Y
vdx
∣∣2dσ ≤ C
∫
Y
|Dv|2dx, ∀ v ∈ W 1,2(Y ) (the Poincare´ inequality),
(4.1)∫
S∩Y
|v|2dσ ≤ C
∫
Y
(|v|2 + |Dv|2)dx, ∀ v ∈ W 1,2(Y ) (the trace inequality). (4.2)
By an easy scaling argument (4.1), (4.2) lead to the inequalities
∫
Sε
|vε − v¯ε|
2dσ ≤ Cε
∫
Ω
|Dvε|
2dx, (4.3)
∫
Sε
|vε|
2dσ ≤ Cε−1
(∫
Ω
|vε|
2dx+ ε2
∫
Ω
|Dvε|
2dx
)
, (4.4)
for any vε ∈ W
1,2(Ω), where v¯ε stands for piecewise constant function obtained
by averaging over each cell Y
(m)
ε (cf. (3.10)), and C depends only on S. We also
will make use of the following inequality, which is a simple consequence of Jensen’s
inequality, for any r ≥ 1,
∫
Sε
|v¯ε|
rdσ ≤ Cε−1
∫
Ω
|vε|
rdx, (4.5)
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where C > 0 is independent of r and vε.
2(An asymptotic representation for surface integral in (3.4). To pass to the limit as
ε→ 0 in the surface integral in (3.4) we use
Lemma 9. Let uε, wε ∈ W
1,2(Ω), then
∫
Sε
g(uε, x/ε)wεdx =
∫
Sε
g(u¯ε, x/ε)(wε − w¯ε)dσ
+
∫
Sε
g′u(u¯ε, x/ε)w¯ε(uε − u¯ε)dσ + ̺ε, (4.6)
and
|̺ε| ≤ C
(
ε+ (ε‖wε‖L2(Ω))
2/(N+2)
)
(‖wε‖
2
W 1,2(Ω) + ‖uε‖
2
W 1,2(Ω)). (4.7)
Proof. We have,
g(uε, x/ε)wε = g(u¯ε, x/ε)(wε − w¯ε) + (g(uε, x/ε)− (g(u¯ε, x/ε))(wε − w¯ε)
+ (g(uε, x/ε)− g(u¯ε, x/ε))w¯ε + g(u¯ε, x/ε)w¯ε,
therefore (in view of (2.6))
∫
Sε
g(uε, x/ε)wεdσ =
∫
Sε
g(u¯ε, x/ε)(wε − w¯ε)dσ
+
∫
Sε
(g(uε, x/ε)− (g(u¯ε, x/ε))(wε − w¯ε)dσ
+
∫
Sε
(g(uε, x/ε)− g(u¯ε, x/ε))w¯εdσ = I1 + I2 + I3.
The term I2 gives vanishing contribution when ε→ 0. Really, by (2.4) and (4.3),
|I2| ≤ C
∫
Sε
|uε − u¯ε||wε − w¯ε|dσ ≤ Cε‖Duε‖L2(Ω)‖Dwε‖L2(Ω). (4.8)
The term I3 can be written as
I3 =
∫ 1
0
dt
∫
Sε
(g′u(u¯ε + t(uε − u¯ε), x/ε)− g
′
u(u¯ε, x/ε))w¯ε(uε − u¯ε)dσ
+
∫
Sε
g′u(u¯ε, x/ε)w¯ε(uε − u¯ε)dσ = I˜3 +
∫
Sε
g′u(u¯ε, x/ε)w¯ε(uε − u¯ε)dσ
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By using (2.5) we get
|I˜3| ≤ C sup
0≤t≤1
∫
Sε
t|uε − u¯ε|
2|w¯ε|
1 + |u¯ε|+ |u¯ε + t(uε − u¯ε)|
dσ,
which yields after applying the Holder inequality,
|I˜3| ≤ C sup
0≤t≤1
∫
Sε
t|uε − u¯ε|
2|w¯ε|
1 + t|uε − u¯ε|
dσ ≤ C
(∫
Sε
|w¯ε|
qdσ
)1/q
× sup
0≤t≤1
(∫
Sε
|uε − u¯ε|
2 t
q′ |uε − u¯ε|
2q′−2
(1 + t|uε − u¯ε|)q
′
dσ
)1/q′
,
where q′ = q/(q−1) and q = 2(N+2)/N . Note that the embeddingW 1,2(Ω) ⊂ Lq(Ω)
is compact, moreover one has (see, e.g., [12])
∃C > 0 such that ‖u‖Lq(Ω) ≤ C‖u‖
2/q
W 1,2(Ω)‖u‖
4/(Nq)
L2(Ω) ∀u ∈ W
1,2(Ω). (4.9)
Since 1 < q′ < 2, we have
tq
′
|uε − u¯ε|
2q′−2
(1 + t|uε − u¯ε|)q
′
≤
t2q
′−2|uε − u¯ε|
2q′−2
(1 + t|uε − u¯ε|)2q
′−2
t2−q
′
(1 + t|uε − u¯ε|)2−q
′
≤ 1
for any 0 ≤ t ≤ 1. Therefore, by using (4.3), (4.5) and (4.9) we get
|I˜3| ≤ Cε
−1/q−1/q′+2/q′‖wε‖Lq(Ω) ‖Duε‖
2/q′
L2(Ω)
≤ Cε2/(N+2)‖wε‖
2/q
W 1,2(Ω)‖wε‖
4/(Nq)
L2(Ω) ‖Duε‖
2/q′
L2(Ω)
≤ C(ε‖wε‖L2(Ω))
2/(N+2)(‖wε‖
2
W 1,2(Ω) + ‖Duε‖
2
L2(Ω)), (4.10)
where we have used also the Young inequality. Bounds (4.10) and (4.10) yield (4.7)
(since |̺ε| ≤ |I2|+ |I˜3|). Lemma is proved.
The proof of the next technical result is similar to Lemma 9 (and left to the
reader).
Lemma 10. If uε, u
(1)
ε ∈ W 1,2(Ω), vε ∈ L
∞(Ω)∩W 1,2(Ω), then setting wε = uε−u
(1)
ε
we have∣∣∣∣
∫
Sε
(g(u¯ε, x/ε)− g(u¯
(1)
ε , x/ε))(uε− vε − u¯ε + v¯ε)dσ
∣∣∣∣ ≤ C‖wε‖L2(Ω)‖D(uε− vε)‖L2(Ω),
∣∣∣∣
∫
Sε
(g′u(u¯ε, x/ε)u¯ε − g
′
u(u¯
(1)
ε , x/ε)u¯
(1)
ε )(uε − u¯ε)dσ
∣∣∣∣ ≤ C‖wε‖L2(Ω)‖Duε‖L2(Ω),∣∣∣∣
∫
Sε
(g′u(u¯ε, x/ε)− g
′
u(u¯
(1)
ε , x/ε)))v¯ε(uε − u¯ε)dσ
∣∣∣∣ ≤ C‖wε‖L2(Ω)‖v‖L∞(Ω)‖Duε‖L2(Ω).
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3(Proof of Theorem 1). Assume by contradiction that there are sequences εk → 0,
λk → +∞ and uk ∈ W
1,2(Ωεk) such that ‖uk‖Xεk →∞,
〈Aεk(uk), uk〉εk + λk〈uk, uk〉εk − 〈Gε(uk), uk〉εk ≤ δk‖uk‖
2
Xεk
and δk → 0. In view of the definition of Aε and Gε this implies that∫
Ωεk
(a(Dvk, x/ε) ·Dvk + λk|vk|
2)dx ≤
∫
Sε
g(vk, x/ε)vkdσ + δk‖vk‖
2
W 1,2(Ω)dx,
where vk = Pεkuk is the extension of uk onto Ω. By using (2.2) and the properties
of the extension operator Pε we then get, setting wk = vk/‖vk‖W 1,2(Ω),
γ
∫
Ω
|Dwk|
2dx+ λk
∫
Ωεk
|wk|
2dx ≤
1
‖vk‖W 1,2(Ω)
∫
Sεk
g(vk, x/ε)wkdσ + δ˜k, (4.11)
with some γ > 0, where δ˜k = δk + C/‖vk‖
2
W 1,2(Ω) → 0. Now write
∫
Sεk
g(vk, x/εk)wkdσ =
∫
Sεk
(g(vk, x/εk)− g(v¯k, x/εk))wkdσ
+
∫
Sεk
g(v¯k, x/εk)(w − w¯k)dσ = I1 + I2, (4.12)
where we have used (2.6). We have, by (2.4) and (4.3),
|I1| ≤ C
∫
Sεk
|vk − v¯k||wk|dσ ≤ Cεk
1/2
(∫
Ω
|Dvk|
2dx
)1/2(∫
Sεk
|wk|
2dx
)1/2
≤ C‖Dvk‖L2(Ω)(‖wk‖L2(Ω) + εk‖Dwk‖L2(Ω)) (4.13)
Similarly, by (2.3) and (4.5),
|I2| ≤ C
∫
Sεk
|wk − w¯k|(|v¯k|+ 1)dσ ≤ C‖Dwk‖L2(Ω)(‖vk‖L2(Ω) + 1). (4.14)
Thus
γ‖Dwk‖
2
L2(Ω) + λk‖wk‖
2
L2(Ωεk )
≤ C(‖wk‖L2(Ω) + εk) + δ˜k, (4.15)
where we have used the fact that ‖wk‖W 1,2(Ω) = 1. Therefore ‖wk‖
2
L2(Ωεk )
→ 0.
Due to the compactness of the embeddingW 1,2(Ω) ⊂ L2(Ω), up to a subsequence,
wk → w strongly in L
2(Ω). On the other hand, according to the structure of
perforated domains Ωε,∫
Ωεk
wkvdx→ |Y
∗|
∫
Ω
wvdx for any v ∈ L2(Ω).
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By taking v = w we get w = 0 (since ‖wk‖L2(Ωεk ) → 0) so that ‖wk‖L2(Ω) → 0 .
Then (4.15) yields γ‖Dwk‖L2(Ω) → 0 and consequently ‖wk‖W 1,2(Ω) → 0, that is a
contradiction. 
As a byproduct of the above proof we have by (4.12), (4.13), (4.14), for any
u, v ∈ W 1,2(Ω)
|〈Gε(u), v〉ε| ≤ C(‖u‖W 1,2(Ω)‖v‖L2(Ω)+‖v‖W 1,2(Ω)(‖u‖L2(Ω)+1)+ε‖u‖W 1,2(Ω)‖v‖W 1,2(Ω)),
(4.16)
where C is independent of ε. In particular,
‖Gε(u)‖X∗ε ≤ C(‖u‖Xε + 1), ∀u ∈ Xε. (4.17)
Then we have, possibly modifying κ2 in (2.8),
(2.8) holds true for all uε ∈ Xε, (4.18)
when ε ≤ ε0, λ ≥ λ0.
5 Limit transition in the surface term and proof
of Proposition 7
1(Proof of Proposition 7). Let Ω′ be a subdomain of Ω such that Ω′ ⊂ Ω, and let us
define the linear functional bε on W
1,2(Ω) by
bεwε =
∫
S′ε
q(x, x/ε)(wε − w¯ε) dσ. (5.1)
where S ′ε =
⋃
m: Y
(m)
ε ∩Ω′ 6=∅
Sε ∩ Y
(m)
ε . Clearly, S ′ε ⊂ Sε.
Step 1(weak convergence of bε). Let us show that
‖bε‖ ≤ C with C independent of ε, (5.2)
bεw →
∫
Ω′
∫
Y ∩S
q(x, y)Dw(x) · y dσydx weakly, as ε→ 0. (5.3)
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We have by (4.3),
|bεwε| ≤ C
∫
S′ε
|wε − w¯ε|dσ ≤ Cε
−1/2
(∫
S′ε
|wε − w¯ε|
2dσ
)1/2
≤ C‖wε‖W 1,2(Ω).
Now chose an arbitrary w from the dense (in W 1,2(Ω)) set C2(Ω). We have
bεw =
∑
m
∫
S′ε∩Y
(m)
ε
q(x, x/ε)(Dw(x(m)ε ) · (x− x
(m)
ε ) +O(ε
2)) dσ
=
∑
m
∫
S′ε∩Y
(m)
ε
q(x(m)ε , x/ε)Dw(x
(m)
ε ) · (x− x
(m)
ε ) dσ +O(ε)
=
∫
Ω′
∫
Y ∩S
q(x, y)Dw(x) · y dσydx+ o(1).
where x
(m)
ε is the center of the cell Y
(m)
ε . Thus (5.2) and (6.23) are proved.
Step 2(Proof of (3.9) for wε with supp(wε) ⊂ Ω′). Assume now that
wε = 0 in Ω \ Ω
′ (in particular wε = 0 on ∂Ω
′). (5.4)
Given δ > 0, let {Q(α)δ } be an open cover of Ω, diamQ
(α)
δ ≤ δ, and let {ϕ
(α)
δ ∈
C∞(RN)} be a partition of unity such that
suppϕ
(α)
δ ⊂ Q
(α)
δ , 0 ≤ ϕ
(α)
δ ≤ 1,
∑
α
ϕ
(α)
δ = 1.
Then we have
bεwε =
∑
α
∫
S′ε
q(xˆ
(α)
δ , x/ε)(wε − w¯ε)ϕ
(α)
δ dσ
+
∑
α
∫
S′ε
(q(x, x/ε)− q(xˆ(α)δ , x/ε))(wε − w¯ε)ϕ
(α)
δ dσ = I1 + I2, (5.5)
where xˆ
(α)
δ ∈ Q
(α)
δ . Thanks to the Lipschitz continuity of q(x, y) in x,
|I2| ≤ Cδ
∑
α
∫
S′ε
|w − w¯ε|ϕ
(α)
δ dσ = Cδ
∫
S′ε
|w − w¯ε|dσ ≤ Cδ‖Dwε‖L2(Ω). (5.6)
We write the first term I1 as
I1 =
∑
α
(∫
S′ε
q(xˆ
(α)
δ , x/ε)wεϕ
(α)
δ dσ−
∫
S′ε
q(xˆ
(α)
δ , x/ε)w¯εϕ
(α)
δ dσ
)
=
∑
α
(I˜
(α)
1 +Iˆ
(α)
1 ).
(5.7)
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Note that∫
S′ε∩Y
(m)
ε
q(xˆ
(α)
δ , x/ε)ϕ
(α)
δ dσ = ε
N
(∫
S∩Y
q(xˆ
(α)
δ , y)Dϕ
(α)
δ (x
(m)
ε ) · ydσy +O(ε)
)
(as above x
(m)
ε denotes the center of the cell Y
(m)
ε ). Since w¯ε → W0(x) strongly in
L2(Ω), we obtain
Iˆ
(α)
1 → −
∫
Ω′
(
W0(x)
∫
S∩Y
q(xˆ
(α)
δ , y)Dϕ
(α)
δ (x) · ydσy
)
dx
=
∫
Ω′
(
ϕ
(α)
δ (x)
∫
S∩Y
q(x
(α)
δ , y)DW0(x) · ydσy
)
dx,
where we have used the fact that W0 = 0 in Ω \ Ω
′. Thus,
∑
α
Iˆ
(α)
1 →
∫
S∩Y
(∑
α
∫
Ω′
ϕ
(α)
δ (x)q(xˆ
(α)
δ , y)DW0(x) · ydx
)
dσy,
therefore
lim
δ→0
lim
ε→0
∑
α
Iˆ
(α)
1 =
∫
Ω′
∫
S∩Y
q(x, y)DW0(x) · ydσydx. (5.8)
In order to pass to the limit in I˜
(α)
1 as ε→ 0, consider the solution θ of the problem

∆θ(y) = 0, in Y ∗;
∂θ
∂ν
= q(xˆ
(α)
δ , y) on S ∩ Y ;
θ is Y ∗ − periodic.
(5.9)
Thanks to the property (c) of q(x, y) there is a unique (up to an additive constant)
solution θ of (5.9) and θ ∈ W 1,2(Y ∗). Set ζε(x) = θ(x/ε), then we have ∆ζε = 0 in
Ωε and ε
∂ζε
∂ν
= q(xˆ
(α)
δ , x/ε) on S
′
ε, so that∫
S′ε
q(xˆ
(α)
δ , x/ε)wεϕ
(α)
δ dσ = ε
∫
S′ε
wεϕ
(α)
δ
∂ζε
∂ν
dσ
= ε
∫
Ωε∩Ω′
D(wεϕ
(α)
δ ) ·Dζε dx =
∫
Ωε∩Ω′
D(wεϕ
(α)
δ ) · (Dθ)(x/ε) dx.
(we have taken into account here that wε = 0 on ∂Ω
′). One easily checks that
D(wεϕ
(α)
δ )(x)→ D(W0ϕ
(α)
δ )(x) + ϕ
(α)
δ DyW1(x, y) two-scale, therefore
I˜
(α)
1 →
∫
Ω′
(∫
Y ∗
(D(W0ϕ
(α)
δ ) + ϕ
(α)
δ DyW1(x, y)) · (Dθ)(y) dy
)
dx
=
∫
Ω′
ϕ
(α)
δ
(∫
S∩Y
W1(x, y)q(xˆ
(α)
δ , y) dσy
)
dx,
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where we have used (5.9). Thus, taking into account the Lipschitz continuity of
q(x, y) in x, we get, passing to the limit as δ → 0,
lim
δ→0
lim
ε→0
∑
α
I˜
(α)
1 =
∑
α
∫
Ω′
ϕ
(α)
δ
(∫
S∩Y
W1(x, y)q(x, y) dσy
)
dx
=
∫
Ω′
∫
S∩Y
W1(x, y)q(x, y) dσydx, (5.10)
and we finally obtain by (5.5) - (5.8), (5.10),∫
S′ε
q(x, x/ε)(wε − w¯ε)dσ →
∫
Ω′
∫
Y ∩S
q(x, y)(DW0 · y +W1(x, y))dσydx. (5.11)
Step 3(general case). Let (wε) be now an arbitrary sequence such that wε → W0
weakly in W 1,2(Ω), and Dwε → DW0(x) + DyW1(x, y) two-scale. Write wε =
(wε − (W0 + w
(1)
ε )) + w
(1)
ε +W0, where w
(1)
ε is the unique solution of the problem

∆w
(1)
ε = 0 in Ω′
w
(1)
ε = wε −W0 on ∂Ω
′,
extended in Ω \ Ω′ by setting w(1)ε = wε − W0. Since wε − W0 → 0 weakly in
H1/2(∂Ω′), we have
w(1)ε → 0 strongly in W
1,2(K) for any compact K ⊂ Ω′, (5.12)
by standard elliptic estimates. This implies, in particular, that w
(1)
ε → 0, Dw
(1)
ε → 0
two-scale. Moreover in view of (4.3), for any compact subset K of Ω′,
|bεw
(1)
ε | ≤ C
∑
m:Y
(m)
ε ∩K 6=∅
∫
Y
(m)
ε
|w(1)ε − w¯
(1)
ε |dσ+C
∑
m:Y
(m)
ε ∩K=∅
∫
Y
(m)
ε ∩Ω′
|w(1)ε − w¯
(1)
ε |dσ
≤ C
(∫
Kδ
|Dw(1)ε |
2dx
)1/2
+ C|Ω′δ \K|
1/2
(∫
Ω
|Dw(1)ε |
2dx
)1/2
, (5.13)
when ε ≤ δ/N , where C is independent of ε and δ, Kδ,Ω
′
δ are the δ-neighborhoods
of K and Ω′, respectively, and δ > 0 is arbitrary. (The summation in (5.13) is taken
over m such that Y
(m)
ε ∩ Ω′ 6= ∅.) It follows from (5.12), (5.13) that bεw
(1)
ε → 0 as
ε→ 0, while, according to the first and second steps,
bεW0 →
∫
Ω′
∫
Y ∩S
q(x, y)DW0 · ydσydx,
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and
bε(wε − (W0 + w
(1)
ε ))→
∫
Ω′
∫
Y ∩S
q(x, y)W1(x, y)dσydx.
Thus (5.11) is proved for any sequence (wε) such that (3.8) holds.
Final step. Set Ω′ = {x ∈ Ω; dist(x, ∂Ω) > δ}, where δ > 0. By using (4.3) we
have,
∫
Sε\S′ε
|wε − w¯ε|dσ ≤ C
δ1/2
ε1/2
(∫
Sε\S′ε
|wε − w¯ε|
2dσ
)1/2
≤ Cδ1/2‖wε‖W 1,2(Ω), (5.14)
for sufficiently small ε, where C is independent of δ and ε. Therefore (5.14) combined
with (5.11) yield (3.9) for any sequence (wε) such that (3.8) holds. 
2(Proof of (3.7)). We approximate U0 by functions u
(1)
δ ∈ C
1(Ω) (δ > 0) in the
strong topology of L2(Ω), ‖U0 − u
(1)
δ ‖L2(Ω) ≤ δ. By virtue of Lemma 9, the strong-
L2 convergence of uε to U0 and Lemma 10 we then have
lim sup
ε→0
∣∣∣∣
∫
Sε
g(uε, x/ε)(uε − vε)dσ −
∫
Sε
g(u¯
(1)
δ , x/ε)(uε − vε − u¯ε + v¯ε)dσ
−
∫
Sε
g′u(u¯
(1)
δ , x/ε)(u¯
(1)
δ − v¯ε)(uε − u¯ε)dσ
∣∣∣∣ ≤ Cδ. (5.15)
On the other hand, the regularity of g(u, y) in u (conditions (2.3), (2.4), (2.5))
implies the pointwise bounds
|g(u¯
(1)
δ , x/ε)− g(u
(1)
δ , x/ε)| ≤ Cε on Sε,
|g′u(u¯
(1)
δ , x/ε)(u¯
(1)
δ − v¯ε)− g
′
u(u
(1)
δ , x/ε)(u
(1)
δ − V0)| ≤ Cε on Sε
(recall that vε = V0(x) + εV1(x, x/ε), and V0, V1 are smooth functions), which, by
using (4.3), lead to
lim sup
ε→0
∣∣∣∣
∫
Sε
(g(u¯
(1)
δ , x/ε)− g(u
(1)
δ , x/ε))(uε − vε − u¯ε + v¯ε)dσ
+
∫
Sε
(g′u(u¯
(1)
δ , x/ε)(u¯
(1)
δ − v¯ε)− g
′
u(u
(1)
δ , x/ε)(u
(1)
δ − V0))(uε − u¯ε)dσ
∣∣∣∣ = 0. (5.16)
Now, applying Proposition 7 first with q(x, y) = g(u
(1)
δ (x), y), wε = uε−vε, then with
q(x, y) = g(u
(1)
δ (x), y)u
(1)
δ (x), wε = uε, and finally with q(x, y) = g(u
(1)
δ (x), y)V0(x),
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wε = uε, we get
∫
Sε
(
g(u
(1)
δ , x/ε)(uε − vε − u¯ε + v¯ε) + g
′
u(u
(1)
δ , x/ε)(u
(1)
δ − V0)(uε − u¯ε)
)
dσ
→
∫
Ω
∫
S∩Y
g(u
(1)
δ , y)(D(U0 − V0) · y + U1(x, y)− V1(x, y))dσydx
+
∫
Ω
∫
S∩Y
g′u(u
(1)
δ , y)(u
(1)
δ − V0)(DU0 · y + U1(x, y))dσydx. (5.17)
Assuming δ → 0 in (5.15), (5.16), (5.17) yields (3.7). 
6 Homogenization of the parabolic problem (1.2)
In terms of the operators Aε and Gε problem (1.2) is as follows


∂tuε(t) +Aε(uε(t))− Gε(uε(t)) = f(t), t > 0
uε(0) = u˜.
(6.1)
We study the asymptotic behavior of solutions uε of (6.1) as ε → 0 adapting the
notion of two-scale convergence to functions depending on the time variable t which
is treated as a parameter. Namely, following [6] we say that
the sequence vε = vε(x, t) which is bounded in L
2(Ω× [0, T ])
two-scale converges to V0(x, y, t) if∫ T
0
∫
Ω
vεφ(x, x/ε, t) dxdt→
∫ T
0
∫
Y
∫
Ω
V0φ(x, y, t) dxdydt,
for any Y − periodic in y function φ(x, y, t) ∈ C∞(Ω× Y × [0, T ]).
(6.2)
The basic properties of the convergence (6.2) are similar to that of the standard two-
scale convergence. Namely, any bounded in L2(Ω×[0, T ]) sequence has a subsequence
converging in the sense of (6.2); if ‖vε‖L2(0,T ;W 1,2(Ω)) ≤ C then, up to extracting a sub-
sequence, vε andDvε converge in the sense of (6.2) to V0 andDV0(x, t)+DyV1(x, y, t)
correspondingly, where V0 ∈ L
2(0, T ;W 1,2(Ω)), V1 ∈ L
2([0, T ]× Ω;W 1,2per(Y )). Note,
however, that (6.2) does not imply, in general, that vε( · , t) converges in two-scale
sense for a.e. t ∈ [0, T ], but rather
∫ β
α
vεdt→
∫ β
α
V0dt two scale for all 0 ≤ α < β ≤ T.
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1 (Well-posedness of problem (6.1)). Given T > 0, let us show that problem (6.1)
has a unique solution on the time interval [0, T ]. To this end we first note that the
operator Aε(u) − Gε(u) + λ˜u becomes monotone if one chooses a suitable λ˜ > 0
(depending on ε). Indeed, by using (2.4) we get
〈Gε(u)− Gε(v), u− v〉ε ≤ C
∫
Sε
|u− v|2dσ
≤ κ/2‖D(u− v)‖2L2(Ωε) + Γε‖u− v‖
2
L2(Ωε)
, ∀u, v ∈ W 1,2(Ωε). (6.3)
where κ is the constant appearing in (2.1), and Γε is independent of uε and vε (the
last inequality in (6.3) is due the compactness of the trace operator Tε : W
1,2(Ωε)→
L2(Sε), Tεw = trace of w on Sε ). Then, setting λ˜ = Γε + 1, by (2.1) and (6.3) one
easily verifies that
the operator u 7→ Aε(u)− Gε(u) + λ˜u is monotone (6.4)
By changing the unknown vε = e
−λ˜tuε problem (6.1) is reduced to the evolution
problem for the equation ∂tvε(t) + A˜ε(vε(t), t)− G˜ε(vε(t), t) + λ˜vε = e
−λ˜tf(t), t > 0
with the initial condition vε(0) = u˜, where A˜ε : v 7→ e
−λ˜tAε(e
λ˜tv) and G˜ε : v 7→
e−λ˜tGε(e
λ˜tv). By the standard theory of parabolic problems for monotone operators
(see, e.g. [21]) it follows from (6.4), (2.1) and (6.3) that the latter problem has a
unique solution on [0, T ] as far as f ∈ L2([0, T ];X∗ε ) and u˜ ∈ L
2(Ω).
2 (Uniform a-priori bounds). Let us show that for any T > 0 the solution uε of (6.1)
satisfies the following bounds for sufficiently small ε,
‖∂tuε‖
2
L2(0,T ;X∗ε )
, ‖uε‖
2
L2(0,T ;Xε)
≤ C(〈u˜, u˜〉ε + ‖f‖
2
L2(0,T ;X∗ε )
+ 1), (6.5)
with a constant C independent of ε. Let ε0, λ0 be as in Theorem 1. From (6.1) we
have, for ε ≤ ε0
〈uε(t), uε(t)〉ε + 2
∫ t
0
〈Aε(uε(τ)) + Gε(uε(τ)) + λ0uε(τ), uε(τ)〉εdτ
= 〈u˜, u˜〉ε + 2
∫ t
0
〈f(τ) + λ0uε(τ), uε(τ)〉εdτ. (6.6)
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Then (6.6) combined with (4.18) yields
〈uε(T
′), uε(T
′)〉ε + 2κ1‖uε‖
2
L2(0,T ′;Xε)
≤ 〈u˜, u˜〉ε + ‖f‖L2(0,T ′;X∗ε )‖uε‖L2(0,T ′;Xε)
+ 2T ′κ2 + 2λ0
∫ T ′
0
〈uε(t), uε(t)〉εdt, ∀ 0 ≤ T
′ ≤ T. (6.7)
Therefore
〈uε(T
′), uε(T
′)〉ε ≤ e
2λ0T ′(〈u˜, u˜〉ε +
1
κ1
‖f‖2L2(0,T ′;X∗ε ) + 2T
′κ2), (6.8)
combined with (6.7) this implies the second bound in (6.5); while ‖∂tuε‖L2(0,T ;X∗ε ) ≤
‖Aε(uε)‖L2(0,T ;X∗ε )+‖Gε(uε)‖L2(0,T ;X∗ε )+‖f‖L2(0,T ;X∗ε ) and thus the first bound in (6.5)
is a consequence of the second one and (4.17).
3 (Homogenization of problem (6.1)). Let uε be continued in x variable onto Ω
by using the extension operator Pε, then the resulting function, still denoted uε,
satisfies
‖uε(t)‖L2(Ω) ≤ C for all t ∈ [0, T ], and ‖uε‖L2(0,T ;W 1,2(Ω)) ≤ C, (6.9)
with a constant C independent of ε. This implies that, up to extracting a subse-
quence,
uε → U0(x, t) two-scale (in the sense of (6.2)) and weakly in L
2(0, T ;W 1,2(Ω)),
(6.10)
Dxuε → DxU0(x, t) +DyU1(x, y, t) two-scale (in the sense of (6.2)), (6.11)
where U0 ∈ L
2(0, T ;W 1,2(Ω)), U1 ∈ L
2(0, T ;L2(Ω;W 1,2per(Y ))). Besides, if we set
uˆε = uε when x ∈ Ωε and uˆε = 0 when x ∈ Ω \ Ωε, then (6.10) yields that
uˆε → |Y
∗|U0(x, t) weakly in L
2(0, T ;L2(Ω)).
Let X =W 1,2(Ω) an let X∗ be its dual with respect to the duality pairing
〈u, v〉 = |Y ∗|
∫
Ω
uvdx.
Show that U0 ∈ W
1,2(0, T ;X∗), and uˆε(t) → |Y
∗|U0(t) weakly in L
2(Ω) for all
0 ≤ t ≤ T . From (6.10) we have, for any φ ∈ X and ϕ ∈ C∞0 ([0, T ]),∫ T
0
〈∂tuε, φ〉εϕ(t)dt = −
∫ T
0
〈uε, φ〉εϕ
′(t)dt→ −
∫ T
0
〈U0, φ〉ϕ
′(t)dt. (6.12)
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On the other hand, by using (6.5), we get
∣∣∣∣
∫ T
0
〈∂tuε, φ〉εϕ(t)dt
∣∣∣∣
2
≤ C
∫ T
0
‖φ‖2Xε|ϕ(t)|
2dt ≤ C‖ϕφ‖2L2(0,T ;X). (6.13)
Then (6.12), (6.13) show that U0 ∈ W
1,2(0, T ;X∗). According to (6.8), the norms
‖uˆε(t)‖L2(Ω) are uniformly in 0 < ε ≤ ε0 and t ∈ [0, T ] bounded. Thus, to prove that
uˆε(t)→ |Y
∗|U0(t) weakly in L
2(Ω) for every t ∈ [0, T ] it suffices to show that
〈uε(t), φ〉ε → 〈U0(t), φ〉 for any φ ∈ X. (6.14)
By the first bound in (6.5) we have |〈uε(t) − uε(t
′), φ〉ε| ≤ C|t − t
′|1/2‖φ‖X , on the
other hand (6.14) holds in the sense of weak star convergence in L∞(0, T ) since
uˆε → |Y
∗|U0(x, t) weakly in L
2(0, T ;L2(Ω)). Thus (6.14) holds for any t ∈ [0, T ], so
that ∀t ∈ [0, T ] uˆε(t)→ |Y
∗|U0(t) weakly in L
2(Ω), in particular,
lim inf
ε→0
〈uε(T ), uε(T )〉ε = lim inf
ε→0
∫
Ωε
((uε(T )− U0(T ))
2 − U20 (T )) dx
+ 2 lim
ε→0
∫
Ω
uˆε(T )U0(T ) dx = lim inf
ε→0
∫
Ωε
(uε(T )− U0(T ))
2 dx+ 〈U0(T ), U0(T )〉
≥ 〈U0(T ), U0(T )〉, (6.15)
and, clearly,
〈uε(T ), vε〉ε → 〈U0(T ), V0〉, for any sequence vε → V0 strongly in L
2(Ω). (6.16)
Lemma 11. If (uε) is such a (sub)sequence of solutions of (6.1) that (6.10) holds,
then
‖uε − U0‖L2(Ω×[0,T ]) → 0 as ε→ 0. (6.17)
Proof. By (6.10) it suffices to establish the (relative) compactness of (uε) in L
2(Ω×
[0, T ]). This is achieved by constructing a sequence of compacts Kk (k = 1, 2, . . . )
in L2(Ω× [0, T ]) such that limk→∞ lim supε→0 distL2(Ω×[0,T ])(uε, Kk) = 0.
Let 0 = ω
(0)
ε < ω
(1)
ε ≤ · · · ≤ ω
(j)
ε ≤ . . . be the spectrum of the Neumann
eigenvalue problem 

−∆φ = ωφ in Ωε
∂φ
∂ν
= 0 on ∂Ωε.
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The eigenfunctions φ
(j)
ε can be chosen to form an orthogonal basis of L2(Ωε), then
uε(t) =
∞∑
j=0
f (j)ε (t)Pεφ
(j)
ε , where f
(j)
ε (t) = 〈uε(t), φ
(j)
ε 〉ε.
Moreover φ
(j)
ε /(ω
(j)
ε + 1)1/2 form an orthonormal basis in Xε(= W
1,2(Ωε), hence
∞∑
j=0
(1 + ω(j)ε )
∫ T
0
|f (j)ε (t)|
2dt = ‖uε‖
2
L2(0,T ;Xε)
≤ ‖uε‖
2
L2(0,T ;X) ≤ C. (6.18)
It is well known that ω
(k)
ε → ω(k) as ε→ 0, where 0 = ω(0) < ω(1) ≤ · · · ≤ ω(j) ≤
. . . is the discrete spectrum of a homogenized problem. By the first bound in (6.5)
we have |f
(j)
ε (t)−f
(j)
ε (t′)| ≤ C|t−t′|1/2‖φ
(j)
ε ‖Xε = C|t−t
′|1/2(1+ω
(j)
ε )1/2 for all t, t′ ∈
[0, T ]. It follows that, for every k fixed, the sequence (u
(k)
ε :=
∑k
j=0 f
(j)
ε (t)Pεφ
(j)
ε ) is
in a bounded closed subset Kk of C
1/2([0, T ];X). Clearly Kk is a compact set in
L2(Ω × [0, T ]). On the other hand, due to the properties of the extension operator
Pε,
‖uε − u
(k)
ε ‖
2
L2(Ω×[0,T ]) ≤ C
∫ T
0
‖uε − u
(k)
ε ‖
2
L2(Ωε)dt = C
∞∑
j=k+1
∫ T
0
|f (j)ε (t)|
2dt,
therefore, in view of (6.18), lim supε→0 distL2(Ω×[0,T ])(uε, Kk) ≤ lim supε→0 ‖uε −
u
(k)
ε ‖L2(Ω×[0,T ]) ≤ C/ω
(k+1) → 0 as k →∞.
Now, set V0(x, t) ∈ C
∞(Ω×[0, T ]), V1(x, y, t) ∈ C
∞(Ω×Y ×[0, T ]) with V1(x, y, t)
being Y -periodic in y, set vε = V0(x, t) + εV1(x, x/ε, t), and using the test function
wε = uε − vε in (6.1) we obtain
1
2
〈uε(T ), uε(T )〉ε −
1
2
〈u˜, u˜〉ε − 〈uε(T ), vε(T )〉ε + 〈u˜, vε(0)〉ε
+
∫ T
0
〈uε(t), ∂tvε(t)〉εdt +
∫ T
0
〈Aε(uε(t)), wε(t)〉εdt−
∫ T
0
〈Gε(uε(t)), wε(t)〉εdt
=
∫ T
0
〈f(t), wε(t)〉εdt. (6.19)
By using (6.10) and (6.15), (6.16), we can take lim infε→0 for various terms in (6.19)
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to get
lim inf
ε→0
(
1
2
〈uε(T ), uε(T )〉ε −
1
2
〈u˜, u˜〉ε − 〈uε(T ), vε(T )〉ε + 〈u˜, vε(0)〉ε
+
∫ T
0
(〈uε(t), ∂tvε(t)〉ε − 〈f(t), wε(t)〉ε)dt
)
≥
1
2
〈U0(T ), U0(T )〉 −
1
2
〈u˜, u˜〉 − 〈U0(T ), V0(T )〉+ 〈u˜, V0(0)〉
+
∫ T
0
(〈U0(t), ∂tV0(t)〉 − 〈f(t), U0(t)− V0(t)〉)dt. (6.20)
By (6.11) we also have
lim
ε→0
∫ T
0
〈Aε(vε(t)), wε(t)〉εdt
=
∫ T
0
∫
Ω
∫
Y ∗
a(DxV0 +DyV1, y) · (DxU0 +DyU1 −DxV0 −DyV1)dydxdt. (6.21)
Let us show that
∫ T
0
〈Gε(uε), uε − vε〉εdt→
∫ T
0
M(U0, U1, V0, V1)dt as ε→ 0, (6.22)
where M(U0, U1, V0, V1) is given by (3.12) (or, equivalently, by the r.h.s. of (3.7)).
The proof of (6.22) follows closely the arguments in the end of Sec. 5 (proof of
(3.7)). In place of Proposition 7 we make use now of
Proposition 12. Assume that q(t, x, y) ∈ C([0, T ] × Ω;L∞(S)) satisfies, (a)
|q(t, x, y)− q(t′, x′, y)| ≤ C(|x− x′| + |t− t′|) with C > 0 independent of x, x′ ∈ Ω,
t, t′ ∈ [0, T ] and y ∈ S; (b) q(t, x, y) is Y -periodic in y ∈ S;
(c)
∫
Y ∩S
q(t, x, y)dσy = 0 for all x ∈ Ω, t ∈ [0, T ].
Then, given a sequence wε ∈ L
2(0, T ;W 1,2(Ω)) such that wε →W0, Dxwε(x, t)→
DxW0(x, t) +DyW1(x, y, t) two scale (in the sense of (6.2)) as ε→ 0, we have
∫ T
0
∫
Sε
q(t, x, x/ε)(wε − w¯ε)dσdt→
∫ T
0
∫
Ω
∫
Y ∩S
q(t, x, y)(DxW0 · y +W1)dσydxdt.
(6.23)
Proof. Set 0 = t
(n)
0 < · · · < t
(n)
j = Tj/n < · · · < t
(n)=T
n , ∆
(n)
j = (t
(n)
j−1, t
(n)
j ), then by
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using (4.3) and the Lipschitz continuity of q(t, x, y) in t we obtain
∫ T
0
∫
Sε
q(t, x, x/ε)(wε − w¯ε)dσdt =
n∑
j=1
∫
∆
(n)
j
∫
Sε
q(t, x, x/ε)(wε − w¯ε)dσdt
=
n∑
j=1
∫
Sε
q(t
(n)
j , x, x/ε)
∫
∆
(n)
j
(wε − w¯ε)dtdσ + r
(n)
ε , (6.24)
with
|r(n)ε | ≤
C
n
∫ T
0
∫
Sε
|wε − w¯ε|dσdt ≤
C
n
∫ T
0
‖wε‖W 1,2(Ω)dt. (6.25)
Setting Wε =
∫
∆
(n)
j
wεdt and applying Proposition 7, we get
lim
ε→0
∫
Sε
q(t
(n)
j , x, x/ε)(Wε−W¯ε)dtdσ =
∫
∆
(n)
j
∫
Ω
∫
Y ∩S
q(t
(n)
j , x, y)(DxW0·y+W1)dσydxdt.
(6.26)
If we pass to the limit (along a subsequence) as ε→ 0 in (6.24) and send n to ∞ in
the resulting relation, then by (6.25) and (6.26) we obtain (6.23).
Proof of (6.22) (continued). By virtue of Lemma 9 and (6.9) we have
∫ T
0
〈Gε(uε), uε − vε〉εdt =
∫ T
0
∫
Sε
g(u¯ε, x/ε)(uε − vε − u¯ε + v¯ε)dσdt
+
∫ T
0
∫
Sε
g′u(u¯ε, x/ε)(u¯ε − v¯ε)(uε − u¯ε)dσdt +O(ε
2/(N+2)),
then, assuming that u
(1)
δ ∈ C
1(Ω × [0, T ]) is such that ‖U0 − u
(1)
δ ‖L2(Ω×[0,T ]) ≤ δ,
we get, by using Lemma 10, Lemma 11 (convergence of uε to U0 in L
2(Ω× [0, T ])),
continuity properties of g(u, y) and g′u(u, y) in u (conditions (2.3), (2.4), (2.5)), (4.3)
and the second bound in (6.9),
lim
ε→0
∫ T
0
〈Gε(uε), uε − vε〉εdt = lim
ε→0
∫ T
0
∫
Sε
(
g(u
(1)
δ , x/ε)(uε − vε − u¯ε + v¯ε)
+g′u(u
(1)
δ , x/ε)(u
(1)
δ − V0)(uε − u¯ε)
)
dσdt +O(δ), (6.27)
provided that the limits exist. By using Proposition 12 we identify the limits in the
r.h.s. of (6.27) and then obtain (6.22) by passing to the limit δ → 0. 
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Now, thanks to the monotonicity of the operator Aε(u) we can take lim infε→0
in (6.19) to obtain by virtue of (6.20), (6.21), (6.22) that
∫ T
0
(〈∂tU0(t), U0(t)− V0(t)〉 − 〈f(t), U0(t)− V0(t)〉)dt
+
∫ T
0
∫
Ω
∫
Y ∗
a(DxV0 +DyV1, y) · (DxU0 +DyU1 −DxV0 −DyV1)dydxdt
−
∫ T
0
M(U0, U1, V0, V1)dt ≤ 0. (6.28)
This inequality is shown for any V0(x, t) ∈ C
∞(Ω × [0, T ]) and any V1(x, y, t) ∈
C∞(Ω× Y × [0, T ]) (Y -periodic in y), by an approximation argument it still holds
for any V0 ∈ L
2(0, T ;W 1,2(Ω)), V1 ∈ L
2(0, T ;L2(Ω;W 1,2per(Y ))). Therefore we can set
V0 = U0, V1 = U1± δφ(x, t)w(y), where w ∈ W
1,2
per(Y ), φ ∈ C
∞(Ω× [0, T ]) and δ > 0
are arbitrary, divide (6.28) by δ and pass to the limit as δ → 0 to get,
∫ T
0
∫
Ω
(∫
Y ∗
a(DxU0 +DyU1, y) ·Dywdy −
∫
S∩Y
g(U0, y)wdσy
)
ϕ(x, t)dxdt = 0.
(6.29)
This means, that U1 solves (2.13) with u = U0 and ξ = DxU0 for almost all (x, t) ∈
Ω × [0, T ]. Now set V0 = U0 ± δΦ(x, t), V1 = U1 , where Φ ∈ C
∞(Ω × [0, T ]) and
δ > 0 are arbitrary, divide (6.28) by δ and pass to the limit as δ → 0. As a result
we obtain
|Y ∗|
∫ T
0
∫
Ω
∂tU0(x, τ)Φ(x, τ)dxdτ
+
∫ T
0
∫
Ω
(a∗(DxU0, U0) ·DxΦ− b
∗(DxU0, U0)Φ− divx(g
∗(U0)Φ))dxdτ
= |Y ∗|
∫ T
0
∫
Ω
f(x, t)Φ(x, τ)dxdτ, (6.30)
this yields (1.4). 
7 Properties of the homogenized problem
Define the operators A∗,B∗, T ∗ : X → X∗ by B∗(u) = b∗(Du, u),
〈A∗(u), v〉 =
∫
Ω
a∗(Du, u) ·Dvdx, ∀v ∈ X,
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〈T ∗(u), v〉 =
∫
∂Ω
g∗(u) · ν vdσ =
∫
Ω
div(g∗(u)v)dx, ∀v ∈ X.
Then, in terms of the operator F∗(u) = A∗(u)−B∗(u)−T ∗(u), problems (1.3) and
(1.4) read
F∗(u) + λu = f, (7.1)

∂tu+ F
∗(u) = f, t > 0
u = u˜, when t = 0.
(7.2)
According to Theorem 2 there is a solution (obtained as the limit of solutions of
(1.1)) of (7.1) for every f ∈ L2(Ω); similarly, by Theorem 6 problem (7.2) has a
solution on the time interval [0, T ] when f ∈ L2(Ω × [0, T ]) and u˜ ∈ L2(Ω). The
solvability of problems (7.1) and (7.2) can be proved for more general f , namely,
we can assume merely f ∈ X∗ and f ∈ L2(0, T ;X∗) in (7.1) and (7.2), respectively.
However we will focus on the uniqueness results.
1(Properties of a∗ and b∗). First we show
Lemma 13. The functions a∗ and b∗ given by (2.10), (2.11) are continuous. More-
over, there are constants γ, α, r > 0 and C such that
a∗(ξ, u) · ξ ≥ γ|ξ|2 − C(|u|2 + 1) and |a∗(ξ, u)| ≤ C(|ξ|+ |u|+ 1), (7.3)
(a∗(ξ, u)− a∗(ζ, v)) · (ξ − ζ) ≥ α|ξ − ζ |2 − r(u− v)2, (7.4)
|b∗(ξ, u)| ≤ C(|ξ|+ |u|+ 1) and
(b∗(ξ, u)− b∗(ζ, v))(v − u) ≤
1
4
(a∗(ξ, u)− a∗(ζ, v)) · (ξ − ζ))
+ C
(
|u− v|2 + |u− v|2(|ξ|+ |u|+ 1)/(1 + |u− v|)
)
. (7.5)
The proof of this Lemma is based on the study of properties of solutions w(y; ξ, u)
of problem (2.13). We will make use of the following well-known results,
∫
S∩Y
∣∣∣w − 1
|Y ∗|
∫
Y ∗
wdx
∣∣∣2 dσ ≤ C
∫
Y ∗
|Dw|2 dx, (7.6)
∫
Y ∗
|Dyw + ξ|
2 dy ≥ ρ|ξ|2, ρ > 0, (7.7)
for all ξ ∈ RN , w ∈ W 1,2per(Y
∗), where C and ρ are independent of w and ξ.
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Lemma 14. For any ξ ∈ RN , u ∈ R there is a unique (modulo an additive constant)
solution w(y; ξ, u) of problem (2.13) and we have
(a)
∫
Y ∗
|Dyw(y; ξ, u)|
2dy ≤ C(|ξ|2 + |u|2 + 1),
(b) a∗(ξ, u) · ξ ≥ γ|ξ|2 − C(|u| |ξ|+ |u|2 + 1) (with γ > 0),
(c) there are α, β > 0 and r such that, for any ξ, ζ ∈ RN and u, v ∈ R
(a∗(ξ, u)− a∗(ζ, v)) · (ξ − ζ) ≥ α|ξ − ζ |2 − r(u− v)2 + β
∫
Y ∗
|Dwˆ|2dy,
where wˆ = w(y; ξ, u)− w(y; ζ, v),
(d) w(y; ζ, v)→ w(y; ξ, u) strongly in W 1,2per(Y
∗) \R when ζ → ξ, v → u.
Proof. The existence of a unique solution of (2.13) in W 1,2per(Y
∗) \ R easily follows
from assumptions (i)-(iii) and (vi) on the functions a and g. To show (a) we derive
from (2.13) by integrating by parts
∫
Y ∗
a(ξ +Dw, y) · (ξ +Dw)dy =
∫
S∩Y
g(u, y)wdσ+
∫
Y ∗
a(ξ +Dw, y) · ξdy (7.8)
By applying the Poincare´ inequality (7.6) and taking into account (2.6), (2.3) we
obtain that for any k > 0,
∫
Y ∗
a(ξ +Dw, y) · (ξ +Dw)dy ≤ C(|u|+ 1)‖Dw‖L2(Y ∗) + C|ξ| ‖ξ +Dw‖L2(Y ∗)
≤ C(|u|+ 1)(‖ξ +Dw‖L2(Y ∗) + |ξ|) + C|ξ| ‖ξ +Dw‖L2(Y ∗)
≤ k((|u|+ 1)2 +
C
k
(|ξ|2 + ‖ξ +Dw‖2L2(Y ∗)), (7.9)
where C is independent of k, u and ξ. If we choose k in (7.9) large enough and use
(2.2) we get ∫
Y ∗
|ξ +Dw|2dy ≤ C(|u|2 + |ξ|2 + 1),
that in turn implies (a).
By using (7.7) on the l.h.s. of (7.8) and (7.6) in conjunction with (2.3), (2.6) in
the first term of the r.h.s., we easily derive (b).
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In order to show (c) we use (2.13) to get by integrating by parts
(a∗(ξ, u)− a∗(ζ, v)) · (ξ − ζ) =
∫
S∩Y
(g(v, y)− g(u, y))wˆdσ
+
∫
Y ∗
(a(ξ +Dyw(y; ξ, u))− a(ζ +Dyw(y; ζ, v))) · (ξ − ζ +Dywˆ)dy. (7.10)
Taking into account (2.4), (2.6) and applying (7.6) we can estimate the first term
I1 on the r.h.s. of (7.10) as
|I1| ≤ k|u− v|
2 +
C
k
∫
Y ∗
|Dwˆ|2dy, for any r > 0, (7.11)
where C is independent of k, ξ, ζ , u, v. In view of (2.1) and (7.7) we have the
following lower bound for the second term I2 in (7.10)
I2 ≥ (1− δ)κρ|ξ − ζ |
2 + δκ
∫
Y ∗
|ξ − ζ +Dywˆ|
2dy
with 0 < δ < 1 to be chosen later. On the other hand, by the elementary inequality
a2 ≤ 2(a+ b)2 + 2b2,∫
Y ∗
|Dywˆ|
2dy ≤ 2
∫
Y ∗
|ξ − ζ +Dywˆ|
2dy + 2|ξ − ζ |2,
thus
I2 ≥ κ(ρ− δ(ρ+ 1))|ξ − ζ |
2 +
δκ
2
∫
Y ∗
|Dywˆ|
2dy.
Choose 0 < δ < 1 so that ρ − δ(æ + 1) > 0 and set k = 4C/(δκ) (where C is the
constant appearing in (7.11)), we thus obtain (b) with α = κ(ρ − δ(ρ + 1)) > 0,
β = (δκ)/4 > 0.
Finally, statement (d) is a direct consequence of (a) and (c).
Proof of Lemma 13. According to Lemma 14 it suffices only to show (7.5). Set
wˆ = w(y; ξ, u)−w(y; ζ, v), we have by using (7.6) and assumptions (i), (iii), (iv) on
g,
(b∗(ξ, u)− b∗(ζ, v))(v − u) = (v − u)
∫
S∩Y
g′u(v, y)wˆdσy
+ (v − u)
∫
S∩Y
(g′u(u, y)− g
′
u(v, y))w(y; ξ, u)dσy
≤ C|u− v|‖Dwˆ‖L2(Y ∗) + C|u− v|
2‖Dw( · ; ξ, u)‖L2(Y ∗)/(1 + |u|+ |v|). (7.12)
Then statements (a) and (c) of Lemma 14 yield (7.5). 
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Remark 15. In the case when the function g(u, y) is linear in u, bound (7.5)
simplifies to the following one,
(b∗(ξ, u)− b∗(ζ, v))(v − u) ≤
1
4
(a∗(ξ, u)− a∗(ζ, v)) · (ξ − ζ)) + C|u− v|2.
Let us consider next the particular case when a(ξ, y) is linear in ξ, i.e. a is
given by a(ξ, y) = A(y)ξ with A ∈ L∞(Y ;RN×N), A(y)ξ · ξ ≥ κ|ξ|2 (κ > 0),
∀ξ ∈ RN , y ∈ Y . Then we can write the solution of (2.13) as the sum w(y; ξ, u) =
w(1)(y; ξ)+ w˜(y; u) with w(1) solving (2.13) and w˜ being a unique (up to an additive
constant) solution of


div (A(y)Dyw˜) = 0 in Y
∗
A(y)Dyw˜ · ν = g(u, y) on S ∩ Y
w˜ is Y -periodic.
(7.13)
Note that w(1)(y; ξ) depends linearly on ξ, also we have
‖w˜(y; u)‖W 1,2(Y ∗)\R ≤ C(|u|+ 1), ‖w˜(y; u)− w˜(y; v‖W 1,2(Y ∗)\R ≤ C|u− v|,
‖w˜′u(y; u)− w˜
′
u(y; v)‖W 1,2)(Y ∗)\R ≤ C|u− v|/(1 + |u|+ |v|),
where C is independent of u, v. The proof of these bounds is analogous to that of
(3.14) - (3.16). Thus we have
b∗(ξ, u) =
∂
∂u
∫
Y ∗
A(y)Dyw˜(y; u) ·Dyw
(1)(y; ξ)dy
+
∫
Y ∗
A(y)Dyw˜
′
u(y; u) ·Dyw˜(y; u)dy = H
′(u) · ξ + h(u) (7.14)
with H , h such that |H(u)−H(v)| ≤ C|u− v|, |h(u)− h(v)| ≤ C|u− v|.
2(Uniqueness results for problem (7.1)). In the particular cases when the dimension
of the space N ≤ 3 or a(ξ, y) is linear in ξ or g(u, y) is linear in u we show that
problem (7.1) cannot have two distinct solutions for sufficiently large λ.
The following inequality will be used to estimate the expressions involving traces
on ∂Ω. For every δ > 0 there is Λδ such that∫
∂Ω
|w|2dσ ≤ δ‖Dw‖2L2(Ω) + Λδ‖w‖L2(Ω), ∀w ∈ W
1,2(Ω). (7.15)
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This inequality is a consequence of the compactness of the trace operator T∂Ω :
W 1,2(Ω) → L2(∂Ω), T∂Ωu = trace of u on ∂Ω. Thanks to the Lipschitz continuity
of g(u, y) in the variable u, inequality (7.15) implies that
|〈T ∗(u)− T ∗(v), u− v〉| ≤
α
4
‖u− v‖2X + C‖u− v‖
2
L2(Ω), (7.16)
where α > 0 is the same as in (7.4).
Let u, v be solutions of (7.1).
Case I (g(u, y) is linear in u). By using Lemma 13, Remark 15 and (7.16) we get
〈F∗(u)− F∗(v) + λ(u− v), u− v〉 ≥
α
4
‖u− v‖2X + (λ− λˆ0)‖u− v‖
2
L2(Ω), (7.17)
with λˆ0 independent of λ. It follows that u = v if λ ≥ λˆ0.
Case II (a(ξ, y) is linear in ξ). We have, according to (7.14),
〈B∗(u)− B∗(v)), v − u〉 = |Y ∗|
∫
Ω
(u− v)(div(H(u)−H(v)) + h(u)− h(v))dx
= |Y ∗|
∫
Ω
(D(v − u) · (H(u)−H(v)) + (u− v)(h(u)− h(v)))dx
+ |Y ∗|
∫
∂Ω
(u− v)(H(u)−H(v)) · ν dσ
≤
α
4
‖u− v‖2X + C‖u− v‖
2
L2(Ω),
where we have used (7.15). This inequality and Lemma 13 yield (7.17) (with possibly
another constant λˆ0).
Case III (The space dimension N is two or three). It is well known that for
these space dimensions X(= W 1,2(Ω)) is compactly embedded into L4(Ω), moreover
‖w‖2L4(Ω) ≤ Cδ‖w‖
2
X + Cδ
−N/(4−N)‖w‖2L2(Ω) for all w ∈ X and δ > 0, where C is
independent of δ > 0 and w (see, e.g., [12]). By using this inequality, Lemma 13
and (7.16) we easily show that
〈F∗(u)− F∗(v), u− v〉 ≥
α
4
‖u− v‖2X
− C(δ‖u− v‖2X + δ
−N/(4−N)‖u− v‖2L2(Ω))(‖u‖X + 1), ∀δ > 0. (7.18)
On the other hand Lemma 13 and the very definition of T ∗(u) imply that for every
w ∈ X 〈A∗(w), w〉 ≥ γ‖w‖2X−C(‖w‖
2
L2(Ω)+1), |〈B
∗(w), w〉| ≤ C(‖w‖X+‖w‖L2(Ω)+
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1)‖w‖L2(Ω) and |〈T
∗(w), w〉| ≤ C‖w‖X‖w‖L2(Ω). Therefore there is λ˜0 such that
〈F ∗(u), u〉 ≥ γ
2
‖u‖2X− λ˜0〈u, u〉, hence, for λ ≥ λ˜0 we have the a-priori bound ‖u‖X ≤
C(‖f‖X∗+1) with C independent of u, f and λ ≥ λ˜0. Thus, u and v being solutions
of (7.1), estimate (7.18) yields
α
4
‖u− v‖2X + λ‖u− v‖
2
L2(Ω) ≤ C(‖f‖X∗ + 1)(δ‖u− v‖
2
X + δ
−N/(4−N)‖u− v‖2L2(Ω)),
and by setting δ = α/(8C((‖f‖X∗ + 2)) we get u = v as far as λ ≥ λˆ0(=
max{λ˜0, C(‖f‖X∗ + 1)δ
−N/(4−N)}). (λˆ0 can be chosen independent of f if N = 2.)
2(Uniqueness results for problem (7.2)). Given T > 0, we show that problem (7.2)
cannot have two distinct solutions u, v on the time interval [0, T ] if a(ξ, y) is linear
in ξ or g(u, y) is linear in u. Indeed, w = u−v satisfies ∂t〈w(t), w(t)〉+2〈F
∗(u(t))−
F∗(v(t)), u(t)−v(t)〉 = 0, 0 < t < T , and w(0) = 0, while (7.17) yields −2〈F∗(u(t))−
F∗(v(t)), u(t)− v(t)〉 ≤ C〈w(t), w(t)〉, 0 < t < T , therefore e−Ct‖w(t)‖2L2(Ω) ≤ 0 so
that w ≡ 0.
In the case when space dimension is two we also have the uniqueness result. Note
that we have at least one solution u ∈ L2(0, T ;X) of (7.2). Then, if v is another
solution we set w = u − v, R(t) = 〈w(t), w(t)〉, and derive by using (7.18) with
δ = α/(8C((‖u‖X + 1)),
R′(t)− CR(t)(‖u(t)‖X + 1)
2 ≤ 0, 0 < t < T, and R(0) = 0.
This implies that R(t)exp{−C
∫ t
0
(‖u(τ)‖X + 1)
2 dτ} ≤ 0 and therefore R ≡ 0, i.e.
u = v.
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