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Abstract 
In this paper, a novel feature selection algorithm for 
object tracking is proposed. This algorithm performs 
more robust than the previous works by taking the 
correlation between features into consideration. Pixels of 
object/background regions are first treated as training 
samples. The feature selection problem is then modeled as 
finding a good subset of features and constructing a 
compound likelihood image with better discriminability 
for the tracking process. By adopting the AdaBoost 
algorithm, we iteratively select one best feature which 
compensate the previous selected features and linearly 
combine the set of corresponding likelihood images to 
obtain the compound likelihood image. We include the 
proposed algorithm into the mean shift based tracking 
system. Experimental results demonstrate that the 
proposed algorithm achieve very promising results. 
 
1. Introduction 
Object tracking has been extensively studied recently. 
An object tracking system usually consists of two major 
parts - object appearance modeling and location search 
algorithm. Object appearance modeling aims to adaptively 
model the dynamically-changing appearance of a target 
object. Location search algorithm, based on the object 
appearance modeling, determines the location of the 
object in the successive video frames by comparing the 
appearance model with the observation in hypothetic 
locations. Several successful location search algorithms 
have been developed in recent years, such as 
mean-shift-based tracking algorithm [5] and particle filter 
algorithm [6]. Mean-shift-based tracking algorithm 
determines the location of object by approximating the 
gradient ascent approach with mean-shift procedure to 
find the local maxima of similarity distribution. Particle 
filter algorithm tests multiple hypotheses of object 
location and determines the object location by the 
expected value of object location distribution. While these 
location search algorithms are very powerful, we believe 
that an accurate object appearance modeling is worth 
more attention to further improve the tracking 
performance. 
Most object appearance modeling methods focus on 
modeling only the target object; it is first mentioned in [1] 
that an accurate object appearance modeling should model 
not only the target object but also the surrounding 
background to obtain better discriminability. Thus the 
object appearance modeling could be formulated as a 
binary classification problem of classifying pixels into 
either object or background. Based on this formulation, 
several related research has been published. For example, 
in [1], a fast feature selection mechanism is proposed in 
terms of the variance ratio of candidate features, where 
the variance ratio measures separability between object 
and background distributions. Thus, when all the 
candidate features are sorted by the variance ratios, the 
top ranked features are expected to better discriminate the 
object from the background. In [2], the authors extends [1] 
by taking the spatial information into account. The 
surrounding background region is divided into subregions 
and the best feature sets are individually determined 
between each subregion and the target object. In [3], 
instead of using variance ratio [1-2], the authors adopt 
Kullback-Leiber distance to measure feature separability 
and treat the feature selection as another distribution to be 
tracked. One particle filter is used for tracking “features 
for tracking” and the other particle filter is used for 
tracking the object. In [4], PCA is conducted on the 
feature space to classify pixels using the hyper-plane of 
the first principal component. 
Like previous works [1][2][3], in this paper, we also 
associate each candidate feature with one likelihood 
image. An example is shown in Fig. 1 (b). The likelihood 
images are constructed by projecting the pixel onto the 
output margins of the classifier, which is trained using 
only the corresponding feature. Thus, object pixels tend to 
(but not always) be assigned positive values in the 
likelihood images, while background pixels are usually 
assigned negative values. Therefore, different likelihood 
images indicate the disciminability of different features. 
Moreover, different regions in one likelihood image may 
have different discriminablity. Feature selection problem 
can thus be modeled as finding a combination of 
likelihood images which gives the best classification 
result on current frame. 
In [1][2][3], selection of features are conducted for 
each feature independently in terms of the corresponding 
likelihood image. Unlike these methods, we aim to select 
the feature set not only in terms of their individual 
discriminability but also take the inter-feature correlation 
into consideration. We assume that a good feature is the 
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 one which can better compensate each other. Therefore, 
we propose to select feature based on how good this 
feature performs on those samples misclassified by the 
previously selected features. By taking the inter-feature 
correlation into account, the experimental results show 
that our method performs more robust than previous 
methods which include no inter-feature correlation into 
the selection strategy. 
The rest of this paper is organized as follows. Section 
2 elaborates the proposed feature selection algorithm. 
Section 3 shows the experimental results when 
mean-shift-based algorithm is adopted for object tracking. 
Finally, section 4 concludes this paper. 
 
2. Proposed method 
In this section, we will first present how we apply the 
AdaBoost algorithm to combine likelihood images into 
one compound likelihood image for tracking. Next, we 
will present how we refine the proposed algorithm using a 
heuristic approach. With the compound likelihood image, 
we will then conduct the tracking algorithm on the 
compound likelihood image using the object location 
determined in the previous frame as the starting point. In 
this paper, we will simply conduct mean-shift algorithm 
for object tracking to show the superiority of the proposed 
feature selection scheme.  
 
2.1 Feature selection using AdaBoost 
In this paper, we propose to use AdaBoost [7] to 
iteratively select one best feature in each iteration until the 
predefined number of T  features is determined. The 
selected feature is expected to best compensate the 
indiscriminability of the previously selected features. Let 
fLI )~1( Ff =  denote the likelihood image of the 
feature f . Initially, the object region in the first frame is 
manually labeled by a rectangular bounding box. Thus, 
we assume each pixel k  in the likelihood image is a 
sample with a label { }1,1 −+∈ky , which indicates the 
pixel belongs to either the object or the background region, 
respectively. Each sample is initialized to have an equal 
weight Nw
k
/10 = , where N  is the total number of 
pixels used for training. 
For each feature f , given its likelihood image 
fLI (the construction of likelihood images will be 
described in Sec. 3.1) and the sample weight distribution { }NkwW tkt ~1; == , we first compute the error rate by 
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where the operator [．] denotes the Kronecker delta 
function which returns 1 if the expression in [．] is true 
and 0 otherwise. Next, we choose the feature tf  which 
has the minimum error rate as the best feature of this 
iteration. The selected feature tf  is given a weight value 
tα : 
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After we choose the best feature of this iteration, we 
need to update the weight distribution tW  according to 
the classification result on fLI : 
)))(sgn(exp(1 kLIyww fkt
t
k
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k ⋅−⋅=
+ α .   (3) 
This update operation will give higher weight to samples 
misclassified by current feature and lower weight to 
samples correctly classified. We then normalize the 
updated distribution to make it sum up to one. Therefore, 
with the new sample weight distribution 1+tW , we can 
proceed to compute new error rates and then find another 
feature having lowest error rate according to 1+tW . Since 
the error rate is weighted by the sample weight 
distribution W , a feature with the lowest error rate 
indicates that this feature best compensate the previously 
selected features. 
After selecting T  features, we combine these T  
likelihood images into the compound likelihood image 
CI  using their corresponding weight value tα   
∑ −
=
=
1
0
T
t ft t
LICI α .              (4) 
Below we summarize the proposed feature selection 
algorithm. 
 
Algorithm AdaBoost feature selection algorithm 
  1) Compute likelihood images fLI , Ff ~1=  
  2) Initialize weights { }NkwW k ~1;00 == , t=0 
  3) while Tt <  
   a) Normalize W  such that 1)( =Wsum  
   b) Compute error rate for each feature by (1) 
   c) Select the feature tf  with minimum error rate 
 d) Compute tα  using (2) 
   e) Update W  using (3), 1+← tt  
  4) Compute compound likelihood image CI  using (4) 
 
Once the compound likelihood image is obtained, 
object tracking becomes a problem of finding area with 
higher likelihood on the compound likelihood image. 
Both mean shift and particle filter can be applied to 
perform the tracking job. For example, mean-shift is 
adopted in [1][2] and particle filter is adopted in [3][4] to 
track the object. Here, since our work mainly focuses on 
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 feature selection process, we simply adopt the more 
efficient mean-shift tracking method [1] for object 
tracking. Nevertheless, other location search algorithm 
can also be adopted on the compound likelihood image to 
do the tracking job.  
Tracking the object location in a new frame is done 
by first constructing the compound likelihood image of 
current frame using the feature selection result of previous 
frame. Starting from the object location of previous frame, 
we then perform the mean-shift algorithm on the 
compound likelihood image to find a local mode and treat 
this local mode as the new centroid of the object in current 
frame.  
 
2.2 Relabeling the object pixels 
Although the above mentioned Adaboost feature 
selection algorithm performs well, we notice that many 
background pixels are still mislabeled as object pixels. 
The reason is because that we simply treat all pixels inside 
the inner rectangular bounding box as object pixels and 
directly assign their label to be 1+=ky . This assumption 
is, however, not always true, because there usually exist 
some background pixels inside the inner bounding box (as 
shown in Fig. 1 (a)). Moreover, since those mislabeled 
pixels tend to be misclassified, their sample weights are 
usually much higher than other pixels. Thus, the proposed 
algorithm will focus on those mislabeled pixels and 
gradually degrade the overall performance of the tracking 
process. In order to tackle this undesired situation, we 
further propose a heuristic approach to modify the labels 
for pixels located inside the inner bounding box. 
We use the prior knowledge provided by likelihood 
images to modify pixel labels as follows. First we pick the 
top 2 likelihood images with lowest error value when 
classifying pixels outside the inner bounding box. Here, 
the classifying result of inner bounding box is not taken 
into account because right now we do not know the 
correct labels for pixels within the inner bounding box. 
Next, we re-label each pixel inside the inner bounding box 
as +1 if its likelihood values on both likelihood images are 
larger than a predefined threshold Th and as -1 if its 
likelihood values on both likelihood images are smaller 
than -Th. All the other unlabeled pixels are labeled as 0, 
which means that we are not confident about their labels; 
so we do not include those samples into the feature 
selection process. We set Th =0.2 in the experiments.  
Fig. 2 shows an example of the relabeling process. 
Fig. 2 (a) is the original image to be tracked, Fig. 2 (b) is 
the output label mask after the relabeling process, where 
the object pixels are marked as white, background pixels 
are marked as black, and pixels without labels are marked 
as gray. Fig. 2 (c) is the likelihood image with minimum 
error rate found by our selection algorithm without the 
relabeling process; Fig. 2 (d) is the likelihood image with 
minimum error rate found by our algorithm with the 
relabeling process. We can see very clearly that with the 
aid of the relabeling process, the labels ky  are more 
accurately determined and thus the selected likelihood 
image becomes better representative. 
 
3. Experimental results 
 
3.1 Likelihood image 
Similar to [1], we use the candidate feature set which 
is composed of linear combination of R, G and B pixel 
values:  
 }}2,1,0,1,2{|{ 321 −−∈++≡ iaBaGaRaF ,   (5) 
where the scalar ranged from -2 to +2. In (5), some linear 
combination scalars are redundant, for example, 
2R+2G+2B produces the same result as R+G+B and is 
thus redundant. Therefore, there are total 49 different 
features in the candidate feature set. 
First we compute the feature distributions FH  and 
OH for the object and background regions from 
normalizing their feature histograms. In our 
implementation, the object region is a rectangular 
bounding box containing the target object, while the 
background region is another rectangular bounding box 
surrounding the object region, as shown in Fig. 1 (a). Next, 
each feature histogram bin i  is assigned with a 
likelihood value by [1]: 
}),(max{
}),(max{log)( δ
δ
iH
iHiL
O
F
= ,             (6) 
where δ  is a small value to prevent dividing by zero and 
taking log of zero. We set 005.0=δ  in our experiment. 
Finally, we project the likelihood value back to the 
original image to obtain the likelihood image for each 
feature, as shown in Fig.1 (b). 
 
3.2 Feature selection result 
   We demonstrate the result of the proposed feature 
selection algorithm in Fig. 3. Fig. 3 (a) shows the original 
image where a silver car to be tracked is passed by a black 
car. Fig. 3 (b) shows the compound likelihood image 
obtained with our algorithm using the three best features 
(as shown in Fig. 3 (f)-(h)). The results of selecting three 
best features using variance ratio (VR) [1] or 
Kullback-Leiber distance (KL) [3] are shown in Fig. 3 
(c)-(e) for comparison. Note that, the two feature selection 
criterion of VR and KL select exactly the same top three 
features. In order to have a fair comparison between our 
algorithm and the VR/KL approach, here we do not adopt 
the relabeling process in this experiment. 
1-4244-1251-X/07/$25.00 ©2007 IEEE. 1185
 From Fig.3, we can see that the compound likelihood 
image of our algorithm better separates the target object 
from the black car in the background than the top three 
features selected by VR/KL approach. Also, the top three 
features selected by VR/KL produce very similar 
likelihood images. On the other hand, our method selects 
likelihood images which can better compensate each other. 
Fig. 3 (f) is the first likelihood image selected by our 
algorithm; we can see that the left-lower corner of the 
inner bounding box is misclassified. Note that, we do not 
adopt the relabeling process here. Thus, here our second 
likelihood image in Fig. 3 (g) shows serious classification 
error on pixels of the black car. Even so, in the next step 
of our algorithm, the third likelihood image as shown in 
Fig. 3 (h) is selected to compensate the error caused by 
the second feature. This demonstration shows that our 
algorithm indeed outperform the VR/KL approach by 
including the inter-feature relation into the algorithm. In 
other words, the classification errors made by one single 
feature will be recovered by the following features. With 
different features compensating each other, our algorithm 
is more robust than the existing non-adaptive algorithm. 
 
3.3 Tracking video sequences 
We demonstrate the result of object tracking with two 
sequences downloaded from the VIVID tracking 
evaluation site [8]. Our algorithm runs at about ten to 
fifteen frames per second when the proposed feature 
selection process is conducted every twenty frames. Three 
features are selected in the feature selection process. 
The first test sequence shows a fast-moving car 
passed by other cars with different colors. Fig. 4 shows 
the result of tracking. The gray level image on the 
upper-left corner of each frame shows the compound 
likelihood image of the outer bounding box marked on the 
frame. As shown here, our algorithm separates the target 
car from other cars in the background very well. Even in 
Fig. 4 (b), where the target car is passed by another car 
with very similar color, the compound likelihood image 
still gives much higher likelihood to the target car. In Fig. 
4 (d), where the target car is partially occluded by a traffic 
sign, the compound likelihood image correctly give 
negative likelihoods to pixels of the traffic sign. 
In the second test sequence, our tracking algorithm 
correctly tracks the target car until when in Fig. 5(b), 
where our tracker accidentally locks on the shadow of the 
target car. This is because the color of the shadow is much 
easier to distinguish from the color of background. Our 
tracker manages to focus back on the body of the car 
when it starts turn left in Fig. 5 (c). In Fig. 5 (d)-(f), even 
when the target car meets three other cars with similar 
colors in a very close distance, our tracker still 
successfully tracks the target car. In Fig. 5 (g)-(h), where 
the target car makes a turn again while the camera 
zooming out simultaneously, our tracker still tracks the 
target car successfully. 
 
4. Conclusion 
 
This paper presents a novel feature selection 
algorithm. We represent each feature by a likelihood 
image and propose the feature selection problem as 
finding a compound likelihood image with better 
discriminability for the tracking algorithm. By adopting 
the Adaboost algorithm, we select features which best 
compensate each other and determine their weighting 
scalar by the error rate of the likelihood image. A heuristic 
approach is also proposed to modify the labels of 
misclassified pixels to further improve the performance. 
The object tracking part is done by performing mean shift 
on the compound likelihood image. Experimental results 
show that the proposed feature selection algorithm is more 
robust than previous works which use a non-adaptive 
feature selection criterion. The performance of tracking 
video sequences is also good under scenes with partially 
occlusion and camera zooming. 
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(a) (b) (c) (d) 
(a) (b)
Fig. 1. (a) A sample image where a silver car is tracked and soon-to-be passed by a white car, and (b) the 49 likelihood images, 
sorted by error value (with initially equal weight), ordered from left to right, top to down
(a) (c) (d) (e)
(b) (f) (g) (h) 
Fig.3. (a) A sample image to be tracked, (b) The compound likelihood image obtained using the proposed algorithm, 
(c)-(e) The top 3 likelihood images selected in terms of the variance ratio (or Kullback-Leiber distance), and (f)-(h) The 3 
likelihood images selected by the proposed algorithm to produce compound likelihood image (b). 
Fig. 2. Result of relabeling: (a) the original frame, (b) the mask after the relabeling process, (c) the likelihood image with the 
minimum error rate without using the relabeling process, and (d) the likelihood image with the minimum error rate after using 
the relabeling process. 
1-4244-1251-X/07/$25.00 ©2007 IEEE. 1187
  
 
 
Fig.4. Result of tracking a target car which is passed by many other cars, with shadows and partially 
occlusion. The gray level image on the upper left corner is the compound likelihood image used for tracking.
(a) (b) (c) (d)
(e) (f) (g) (h)
(a) (b) (c) (d) 
(e) (f) (g) (h) 
Fig.5. Result of tracking a target car with rotation, partially occluding other cars, and camera zooming out.
The gray level image on the upper left corner is the compound likelihood image used for tracking. 
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