A mapping that relates the Wigner phase-space distribution function of a given stationary quantum mechanical wave function, a solution of the Schrödinger equation, to a specific solution of the Liouville equation, both subject to the same potential, is studied. By making this mapping, bound states are described by semiclassical distribution functions still depending on Planck's constant, whereas for elastic scattering of a particle by a potential they do not depend on it, the classical limit being reached in this case. Following this method, the mapped distributions of a particle bound in the Pöschl-Teller potential and also in a modified oscillator potential are obtained.
I. INTRODUCTION
The phase-space formulation of quantum mechanics began with a paper of Wigner ͓1͔. Because the phase-space formulation offers a framework in which quantum problems can be treated using the classical language as much as it is allowed, it has been applied to many areas of physics. Among these areas we mention statistical physics ͓2͔, quantum optics ͓3͔, collision theory ͓4,5͔, nuclear physics ͓6͔, and nonlinear physics ͓7,8͔.
The phase-space distribution functions are the main tool of the phase-space formulation of quantum mechanics and among them the Wigner distribution function ͑WDF͒ has been used with success, for instance, in the description of atom-molecule collision processes ͓9,10͔, in nuclear physics ͓6,11͔, and also for studying the classical limit of quantum mechanics ͓12,13͔. It is with this last topic that this work is concerned. In Sec. II we summarize Ref. ͓12͔ , where it is shown how to perform the mapping that relates the WDF of a given stationary quantum mechanical wave function, a solution of the Schrödinger equation, to a solution of the Liouville equation, both subject to the same potential. Two examples have already been considered in Ref. ͓12͔ : the infinite square well and the potential step. In Sec. III of this work we apply this same mapping to a particle bound in the Pöschl-Teller potential ͓14͔ and in Sec. IV to a particle in the ground state of a modified oscillator potential. The potentials used in Sec. III and Sec. IV are smooth and more appropriate for classical or semiclassical approximations than those of Ref. ͓12͔.
II. MAPPING THE WDF TO A SEMICLASSICAL DISTRIBUTION FUNCTION
The classical limit of quantum mechanics may be accomplished in two steps. First the mapping of the WDF to a semiclassical phase-space distribution function ͑SDF͒ is obtained, and in a second step the limit បϭ0 is taken since the SDF may still depend on ប. We consider only the first of those two steps ͑Ref. ͓12͔; the abbreviation SDF here corresponds to CDF in that reference͒.
The WDF (q,p,t) satisfies the equation ͓5͔
where (q, p) is a point in phase space. The kernel K is given by
͑2͒
V(q) being the potential. Equation ͑2͒ becomes in the classical limit ͓5͔
͑3͒
and Eq. ͑1͒ goes over into the Liouville equation
We are looking for a particular solution c of Eq. ͑4͒ which may be considered the correct semiclassical approximation of a given , a solution of Eq. ͑1͒. In order to obtain it we write the integral equation relating Eqs. ͑1͒ and ͑4͒, where G c (q, p;qЈ, pЈ,tϪtЈ) 
where the convergence factor exp(Ϫ) (→0), was introduced. Here "Q(q,p,t),P(q, p,t)… represents the classical trajectory in phase space of a particle subject to the potential V(q), which at time tϭ0 occupies the phase-space point (q,p), and ϩ is the step function.
Using the classical equations of motion P/m ϭ‫ץ‬Q(q,p,tЈϪt)/‫ץ‬tЈ and Ϫ‫ץ‬V/‫ץ‬Qϭ‫ץ‬ P(q,p,tЈϪt)/‫ץ‬tЈ we get 
͑11͒
When may be set equal to zero from the beginning, we get from Eq. ͑11͒
Thus, if the limit in Eq. ͑12͒ does exist the value of c at the phase-space point (q,p) is the value of at the initial (tϭ Ϫϱ) phase-space point of the classical trajectory that at time tϭ0 reaches the point (q,p). Assuming that does not depend on the time, Eq. ͑11͒ gives, after integrating by parts, the mapping equation
͑13͒
For systems with one degree of freedom at phase-space points where the classical energy E(q,p) is negative, Eq. ͑12͒ cannot be applied and then Eq. ͑13͒ has to be used. Making the Fourier decomposition
͑14͒
where the period associated with the trajectory is T(q,p) ϭ2/(q,p), and inserting Eq. ͑14͒ into Eq. ͑13͒, we get c (q,p)ϭR 0 (p,q), which is equal to
so the only nonvanishing term in the ϭ0 ϩ limit corresponds to nϭ0 in Eq. ͑14͒.
For points (q,p) on the same closed classical path, Eq. ͑15͒ gives the same value of c , because this expression is invariant under time translations of the integrand, and the trajectories "Q(q,p,t),P(q,p,t)… associated with these points are related to each other by making time translations. This invariance shows that c depends only on the energy E(q,p) associated with the trajectory and it can be extended to open classical paths by making use of Eq. ͑13͒.
When the WDF corresponds to a bound state in a potential that vanishes at infinity, Eq. ͑12͒ may be applied directly for points with positive energy E(q, p), giving the result c (q,p)ϭ0. It can be shown also that the phase-space averaged classical energy for the SDF coincides with the quantum energy of the bound state. The mapped SDF in this case may be viewed as a stationary distribution function of classical particles trapped by the potential.
In order to see how this theory works two examples were considered.
A. The infinite square well
The ground state of the infinite square well
is given by
The WDF corresponding to this bound state is ͓4͔
for 0ϽQϽd and
for ϪdϽQϽ0. Making a change of variables in Eq. ͑15͒, we obtain for the SDF c ͑ q,p ͒ϭ 1 2d
͑20͒
We see that as the SDF c depends only on the classical energy, which in this case is p 2 /2m, it cannot depend on the coordinate q. In the limit ប→0 Eq. ͑20͒ gives c (q,p) →(1/2d) Ϫ1 ␦(p), which describes a uniform distribution of particles at rest inside a box.
B. The potential step
The wave function for the potential step
for incident energies Eϭk 2 /2mϽV 0 is given by ͑q͒ϭ ͭ 2A cos͑kq/បϪ␣/2͒, qϽ0
where ϭ(2mV 0 Ϫk 2 ) 1/2 and e i␣ ϭ(ikϩ)/(ikϪ) gives the phase ␣. The WDF is given by ͓4͔
for QϽ0, where
For QϾ0 the WDF is
The SDF that corresponds to the WDF given in Eqs. ͑23͒ and ͑25͒ is ͓12͔
describes the reflection of a classical particle subject to the potential given by Eq. ͑21͒ for energies below the height of the barrier. Equation ͑27͒ can be written
͑28͒
which explicitly shows the energy dependence of the SDF. We remark that, in order to treat the potential step with a normalized wave function, the time dependent wave packet approach for scattering can be used ͓15͔. The corresponding time dependent WDF and SDF are calculated afterwards. In the limit when the incident packet reduces to a single plane wave one expects the result of Eq. ͑27͒.
III. THE PÖ SCHL-TELLER POTENTIAL
Here we present a third example, in which the mapping of the WDF corresponding to the ground state of the potential
into the SDF is performed. The parameters U 0 and a are chosen such that the binding energy of the ground state becomes equal to U 0 /2. This choice fixes the value U 0 ϭប 2 a 2 /m. The normalized wave function, the solution of the Schrö-dinger equation corresponding to the potential given by Eq.
The WDF, which we obtained following Eq. ͑8͒, is ͑q,p ͒ϭ
which satisfies the condition ͐(q, p)dq dpϭ1.
Making qϭqЈ/(2a) and pϭបapЈ the expression ͑31͒ becomes symmetric in the dimensionless variables qЈ and pЈ ͑see Fig. 2͒ . In Fig. 2 we draw the curves of constant density in the first quadrant; for the other quadrants the symmetry q→Ϫq, p→Ϫp should be applied. We observe that regions in which is positive alternate with regions where it is negative. The points where (q,p) vanishes are given by the parabolas 2pqϭnប,nϭϮ1,Ϯ2, . . . . The magnitude of in the region of negative values is small and occurs on points of phase space in which a classical particle would have positive energy, thus not being trapped by the potential. The classical trajectories "Q(q,p,t),P(q,p,t)…, the solutions of Newton's equations, are obtained by performing the integral
͑32͒
The constants of integration are determined by imposing the condition (Q, P)ϭ(q,p) at tϭ0. For EϽ0 the result is
͑34͒
The frequency is related to the energy E(q,p) of the trajectory by ϭa(2͉E͉/m) The SDF c is obtained by replacing (q,p) by "Q(q,p,t),P(q,p,t)… in Eq. ͑31͒ for the WDF and integrating it in t over one period. For this purpose, expressions ͑35͒ and ͑36͒ are solved explicitly in Q and P, the results being
where
We mention here that (q,p) fixes the origin of the time and c should not depend on it. The final expression for c for E(q,p)Ͻ0 is
where f ϭ(U 0 /͉E͉Ϫ1) cos . Equation ͑38͒ shows that c depends on p and q only through E(q,p).
For positive energies E(q, p) a similar calculation gives, as expected, c (q,p)ϭ0, showing that the SDF corresponds indeed to a distribution of particles trapped inside the potential.
In Fig. 3 we plot the curves along which c is constant ͑which coincide with the classical trajectories͒. The trajectory marked c ϭ0 in Fig. 3 corresponds to E(q,p)ϭ0. All trajectories for which E(q, p)Ͼ0 are situated at the right of this trajectory in this figure. As in the previous examples, we find also that only non-negative values for the density survive. Fig. 4 is a superposition of Fig. 2 and Fig. 3 . In Fig. 4 , when comparing the quantal curve for a given with the corresponding classical curve ͑same value of the density͒, one notices that the classical curve tends to move toward the left, away from the region corresponding to negative values of . Thus, the region in which the WDF assumes negative values is located in the domain where c vanishes. Fig. 2 for c (q,p) . In this case the curves are also the classical trajectories. The curve for which c (q,p)ϭ0 corresponds to the energy E(q,p)ϭ0. For points on the right of this curve E(q,p)Ͼ0 and c ϭ0. 
FIG. 3. Same as

IV. THE MODIFIED HARMONIC OSCILLATOR POTENTIAL
Now we present results corresponding to the modified harmonic oscillator ͑MHO͒ potential
The wave function that corresponds to the ground state of this potential is ϭNe (Ϫ␣q 2 /2) cosh͑␤q ͒, ͑40͒
with normalization factor N 2 ϭ2(␣/) 
͑42͒
where M ϭ͕ប͓1ϩexp(Ϫ␤ 2 /␣)͔͖ Ϫ1 is the normalization factor. We shall consider ␣ϭ␤ 2 , in which case we get ⑀(0,0)ϭ0 and the potential, given by Fig. 5 , has a hump in the middle of the oscillator.
Equation ͑15͒ corresponding to the SDF c was evaluated numerically making use of the expression
where the integration is performed over a closed path with energy E(q, p). The period T was simply calculated through
where P" Q,E(q,p) Equation ͑43͒ is obtained from Eq. ͑15͒ by replacing the time by the coordinate Q as variable of integration. A second convenient change of variables QϭQ() is made such that the singularities associated with the zeros of P(Q,E) at the classical turning points are canceled by corresponding zeros in the numerator in Eqs. ͑43͒ and ͑44͒. Alternatively, we use the subtraction method for the elimination of these singularities in order to evaluate these integrals.
In Figs. 6 and 7 we plot, respectively, lines of constant and c and in Fig. 8 we plot c versus E, corresponding to the MHO potential for the choice ␣ϭ␤ 2 . From Fig. 6 we see that the domain of phase space where is negative has its coordinates restricted to the region of the hump of the potential and it is periodic in the momentum variable. The value of decreases rapidly in magnitude as the momentum increases. As can be seen from Figs. 7 and 8, there may exist more than one trajectory for a given value of c . In Fig. 9 we superpose parts of Figs. 6 and 7, plotting curves with fixed density ϭ c . The SDF we obtain by applying Eq. ͑43͒ has similarities with the original WDF but again, as in the cases of Secs. II A, II B, and III, negative values are absent. One finds that for larger values of q the two curves with ϭ c ϭconst tend to get closer, a result that is expected because of the dominance of the harmonic oscillator part of the potential.
We remark here that the point (q, p)ϭ(0,0), at the top of the hump, is a point of unstable equilibrium for classical motion. Thus the period associated with the trajectory that passes through the point (q,p)ϭ(0,0) becomes infinite since the particle has to arrive at the point qϭ0 with zero velocity.
For this trajectory, which corresponds to Eϭ0, the momentum P(Q,0) given by Eq. ͑45͒ is proportional to Q in the neighborhood of the origin so that there is a pole at Qϭ0 in the integrand of Eq. ͑43͒ leading to a logarithmic singularity in the integral. This singularity is cancelled by the analogous singularity of T given by Eq. ͑44͒. In fact, for phase-space points (q,p) in the neighborhood of the trajectory E(q,p) ϭ0 the SDF is given by
Aϩln͉E͑q,p ͉͒ Bϩln͉E͑q,p ͉͒ , ͑46͒
where A and B are slowly varying functions of E(q, p). Thus one gets the value c ϭ1/ for points on the trajectory E(q,p)ϭ0. This value coincides with the maximum value of , which occurs precisely at the point (q, p)ϭ(0,0). The functions A and B have to be evaluated numerically after subtraction of the pole term in the integrals in Eqs. ͑43͒ and ͑44͒. As can be seen in Fig. 8 
