We consider the Haar functions hI on dyadic intervals. We show that if p > we provide a counterexample.
prove a sharp constant c with c = 27 p − ) 3 . We conjecture that (1) holds already with this c for every E, and prove this in [6] for certain types of E.
Note that unless p ≤ 1 2 every dyadic interval with |I ∩ E| ≥ p|I| is contained in [0, 1). However (1) still holds if we allow a [0,2) = 0.
The proof strategy of Theorem 1.1 resembles the well known Bellman function technique as for example in [5] .
We are also interested in the following question, because its answer could provide ideas on how to to extend the result in [3] to three general functions. In Section 5 in [6] we prove a first result on this question. An initial approach to Question 1 could be to construct a partition by a majority decision: For i = 0, 1 take D i s.t. for all I ∈ D i we have
However by Theorem 1.1 for p = 1 2 , this strategy does not result in the lower bound in (3). However by (2) the majority decision (4) at least leads to the upper bound in (3), Theorem 1.1 also improves on Corollary 1.3 below, which in turn follows from Theorem 1.2, an equivalent formulation of Corollary 6.5 in [1] by Bownik, Casazza, Marcus and Speegle. Their proof is based on the resolution of the Kadison-Singer problem by Marcus, Spielman and Srivastava in [4] .
Then there is a partition V = V 0 ∪ V 1 such that for i = 0, 1 we have
) and E = E 0 ∪ E 1 be a partition and for i = 0, 1 set
Note that the constant c in Corollary 1.3 tends to 0 for p → 3 4 . Theorem 1.1 says that H 0 and H 1 already satisfy (5) with some other c > 0. And since H 0 and H 1 are orthogonal to one another, also their union satisfies (5) . And this already holds for p > 2 3 . Theorem 1.1 is not a consequence of the fact that h I 1 E |I ∩ E| ≥ p|I| is only a small perturbation of the orthogonal set h I |I ∩ E| ≥ p|I| , in the sense that
. Take the following example: Assume that u 1 , . . . , u n are orthonormal. Abbreviate u := u 1 + . . . + u n and for i = 1, . . . , n set
Consider the following basic inequalities for countable subsets V of a Hilbert space H:
with some c > 0, C < ∞ independent of u ∈ H, (a v ) v∈V ⊂ ℓ 2 . Inequalities (6) and (8) respectively can be interpreted as the boundedness of the analysis and the synthesis operator. By duality they are mutually equivalent, and if they hold then V is called a Bessel sequence. If (6) and (7) hold, V is called a frame.
If (8) and (9) hold, V is called a Riesz sequence. Note that any finite V is a Bessel sequence. The set V is also a frame if and only if it is spanning, and a Riesz sequence if and only if it is linearly independent.
All the statements we discussed so far can be expressed in terms of (8) and (9). For example (1) is equivalent to (9) with
Similarly we obtain by (2) that (8) already holds for any p > 0. Thus Theorem 1.1 states that for p > 2 Proof of the Case p > 2 3
For n ∈ N 0 denote D n := {I ∈ D | |I| ≤ 2 −n }. We will construct a sequence of weights w 0 , w 1 , . . . such that for each n ∈ N 0 we have
where C only depends on p. Then from (12) we obtain
because each side only has one nonzero summand. Then if we sum up (11) for n = 0, . . . , k − 1 and (14), and use (13) for n = k we obtain
This implies the case p > 2 3 of Theorem 1.1 because we can pass to the limit k → ∞ using (2).
We proceed to construct the weights. We rewrite (11) as E I∈Dn+1
We partition the domain of integration on the left-hand-side into D n+1 \ D n . Then (11) follows if for each J ∈ D n+1 \ D n we prove E∩J I∈Dn
For all k ∈ N 0 and I ∈ D k+1 \ D k we make w k constant on I. We set its value such that
holds, for some function g defined in Proposition 2.1. Equation (16) means w k = q −1 g(q) for q = |I| −1 |I ∩ E| = 0 and g(0) = 0. Then the inequalities (12) and (13) follow from q ≤ g(q) ≤ Cq
for all q ∈ [0, 1] and it remains to prove a condition on g that ensures (15). So
and set a := a J . Since 1 J I∈Dn a I h I = b1 J for some b ∈ R, (15) becomes ≤ 1 on the right-hand-side, so that (18) follows from
Note that we also obtain (18) with b = 0 from (19) when sending a → ∞. That way we would even obtain the stronger inequality without the factor with C from (17).
Then g satisfies (17) with
and (19) ≥ p or a = 0.
Note that (19) with a = 0 means that g is convex.
The rest of the section is devoted to proving Proposition 2.1. Abbreviatẽ g(q) := 1 +
Proof. For i = 1, 2 take x i so thatg(
. So it suffices to confirm the positivity of (1 − a)
which is a quadratic polynomial in a. Thus since x 1 + x 2 ≥ 0 and 1 x1x2 ≥ 0 the lemma follows from
Lemma 2.3.
Proof.
Proof of Proposition 2. 
where the last inequality follows from Lemma 2.2. This proves (19) for ≥ p we just showed it. Hence it remains to consider the case
and since we already have (19) forq
proving (19) for a = 0. Now it remains to provide a C depending only on p for which (17) holds. Since g is convex and g(0) = 0 the upper bound holds for
For the lower bound, recall that for q ∈ [0, p] we have g(q) = q p g(p), so that convexity implies g(q) ≥ q p g(p) for all q ∈ [0, 1]. It follows from the definition of g that g(p) ≥ 1 and therefore g(q) ≥ q p ≥ q. Remark. Our constant C is likely not minimal because g satisfies a stronger bound than g(q) ≥ q, and because we dropped a factor q1+q2 2 in the deduction of (19). We did this because letting q 1 → q 2 in (19) leads to an ODE with solutiong, while with the factor q1+q2 2
in place we could not solve the ODE. We did however minimize C in some respect: There are multiple solutions to the ODE from (19) such that the corresponding g satisfies (17) and (19) with some C. Among all those,g has the smallest C for p → 2 3 . For a proof of this and for more details; see [6] .
3 Proof of the Case p ≤ Then for all n we have |I n | = 2 −n , |I 2n ∩ E| =
