We test the hypothesis that a statistically significant observed northeast hotspot (NEH) of accelerated SLR exists by determining its position and dimensions and comparing them with model projections [1] [2] [3] [4] . We explore correlations between rate changes of observed NEH SLR and of climate indices potentially relevant to NEH formation.
To establish the observed NEH, we analyse tide-gauge records along the North American Atlantic coast for increasing rates of SLR (see Methods and Supplementary Information). With leastsquares linear regression, rates of SLR were found for the first and second halves of time-series windows and differenced (for example, Supplementary Fig. S7 , equation (2)). We also fitted quadratics to each time-series window, computed accelerations, and showed our results were not sensitive to method. As we are concerned with detecting departures from long-term trends, rate differences, or accelerations, can be compared between gauges without first removing signals that are approximately linear over the time series. Processes contributing solely to the longer-term trend (for example, glacial isostatic adjustment) do not affect our analyses 13 . Sea-level rate differences (SLRDs) for gauges along the North American east coast show a distinct spatial pattern using time-series windows of 60, 50 and 40 yr ( Fig. S2 ).
Mean NEH SLRD is a factor of ∼3-4 larger than global SLRD. For the 60-yr window, the global SLRD during 1950-2009 is 0.59± 0.26 mm yr −1 (using reconstructed time series 14 ), compared with NEH SLRD of 1.97 ± 0.64 mm yr −1 . For the 40-yr window, global SLRD during 1970-2009 was 0.98 ± 0.33 mm yr −1 , compared with NEH SLRD of 3.80 ± 1.06 mm yr −1 . These strong NEH SLRDs may be associated with AMOC weakening; for observed NEH, model 1, 3 results suggest ∼4.4-19 Sv of weakening by 2100 dependent on scenario and regression window length.
The NEH is unique across coasts of North America between the latitudes of Key West, Florida and St John's, Newfoundland ( Fig. 2 and Supplementary Fig. S3 ). On the Gulf of Mexico and Pacific coasts, most SLRDs using 60-yr windows are not statistically different from zero or are negative (Fig. 2) . Results are similar for 50-and 40-yr windows ( Supplementary Fig. S3 ). The lack of positive acceleration through much of North America is consistent with previous results 15 showing that the recent (about 1990) SLR acceleration occurred mostly in the tropics and the Southern Ocean. The authors of ref. 16 reported 'little regional dependence' of SLR acceleration in the US counter to our detection of a NEH. They found mean negative acceleration for 57 US gauges, including 17 in our observed NEH. Fitting a single quadratic equation for the entire time series available at each station, they calculated average accelerations from gauges having record lengths from 60 to 156 yr and compared them. The spatially averaged SLRDs (and accelerations) in NEH are, however, dependent on time-series length ( Northern Hemisphere LOTI rate difference future rate changes). The SLRDs include increases from both dynamic and steric SLR (although they probably underestimate steric because of the greater time required for global steric to develop; see Supplementary Information).
We also examine whether subsidence contributed to the observed NEH SLRDs (for example, from increasing groundwater withdrawal increasing subsidence rates over our window lengths yielding nonlinear records). We tested this in two ways. First, we compared SLRDs in areas with relatively high susceptibility to subsidence to SLRDs in areas less susceptible and found them to be statistically the same, suggesting that vertical land motions were approximately linear and did not significantly affect our calculations (see Supplementary Information and  Table S2 ). Second, analyses of global positioning system records measuring land motion near NEH tide gauges have been found to be approximately linear, although records were relatively few and short 17 , ∼10 yr. The timing of NEH formation can be inferred from Fig. 3 , where the general increase in SLRDs from start dates in the 1930s-1970 (with uniform end dates of 2009) could reflect a recent increase in the rate of SLR. The magnitude of the SLRD would increase as the regression window narrows and the centre point of the window approaches the date of the rate increase ( Fig. 3 and Supplementary  Fig. S5 ). This suggests that the increase occurred about or after 1990 (that is, with an inflection point about or after midway of a window with start year 1970 and end year 2009). Hence, the rate increase is coincident with the onset of accelerating global SLR in the early 1990s (refs 14,15) .
Whereas the NEH was unique spatially for much of North America, it was not unique temporally. The evolution of SLRDs in the NEH through much of the twentieth century is shown in Fig. 4a In addition to the warming effects of temperature, ice melt could freshen surface water, further reducing its buoyancy, for example, in the deepwater formation area south of Greenland. The authors of ref. 18 detected acceleration of Greenland ice sheet (GIS) melt of 21.9 ± 1 Gt yr −2 that began in the early 1990s, roughly coincident with NEH initiation. Investigators have developed indexes for GIS melt through multiple regression of forcing parameters with dependent estimates of melt from satellite measurements over the past few decades [19] [20] [21] . We use the recent index of ref.
19 (see equation (1) and Supplementary Information) based on Greenland coastal summer temperatures and winter NAO. (Seawater temperature is not included and may be important to GIS melt from below 22, 23 .) With a 12-yr lag, ice melt rate differences explained 84% of the variance of SLRDs (Fig. 4b,c and Supplementary Fig. S9A ; r 2 = 0.84; lag = 12 yr). The relatively short lag is consistent with model projections 24 . The good agreement results mostly from the Greenland temperature term (compare correlation for ice melt to correlation for Greenland temperatures alone).
The atmospheric NAO rate differences may indicate changes in strength of the gyre system. However, NAO rate differences explain only 30% of the NEH SLRDs ( Supplementary Fig. S9D ), and hence NAO may not contribute to forcing the NEH. The authors of ref. 2 found that NAO variations were consistent with variations in gyre transport before about 1940, but not after that time and through their simulations to 2100.
Aerosols may also play a role in explaining variations in NEH SLRDs. The mid-century low (Fig. 4) 25 and slowing 14 SLR. The authors of ref. 26 found 76% of the variance of detrended North Atlantic sea surface temperatures from 1860-2005 could be explained by aerosol emissions and volcanic eruptions. In regard to the role of cycles, the single ∼60-yr pattern in Fig. 4a does not seem associated with 10-30 yr sea-level variations discussed in ref. 27 . With our limited series length, the presence of cycles, for example associated with natural ocean variability and/or AMO, is indeterminate. In the Holocene geologic record of an NEH marsh, the authors of ref. 28 found evidence of several rapid SLR increases separated by 900 yr or more that they associated with gyre changes. Regardless, our correlations suggest that should temperatures rise in the twenty-first century as projected, the NEH SLRD will continue to increase. If future sea-level variability is forced by aerosols and/or is part of a cycle, SLR in the NEH may also alternately fall below and rise above projections of IPCC scenarios alone.
Our analyses support a recent acceleration of SLR on ∼1,000 km of the east coast of North America north of Cape Hatteras. This hotspot is consistent with SLR associated with a slowdown of AMOC.
Methods
The tide-gauge data used in this study were annual mean sea-level time series We use a rate-based method to calculate a time series of SLRD between the two adjacent intervals of the record given by
where β 1 and β 2 are the linear regression slopes and t 1 and t 2 are the start times of the first and second halves of a total regression window with duration τ . t c , the central time associated with the estimate, is taken as the first date of the second half, that is, the first date in t 2 . If τ is chosen to be less than the total record length, the analysis may be repeated after shifting t 1 and t 2 by an interval of τ . The SLRD calculation may be repeated until t c + τ /2 reaches the last measurement date, giving the time series of equation (2) . If τ < t , the time-stepped regression windows overlap and it is necessary to remember that some of the resulting points in SLRD(t c ,τ ) will not be independent as they have underlying sea-level data points in common. Standard errors on the regression coefficients are given by:
where σ (β i ) is the standard error of the ith parameter estimate (i = j − 1), RSS is the sum of squares of the residuals, N r is the number of degrees of freedom appropriate for the regression model and X is the matrix of basis functions used in the regression model. σ (β i ) is multiplied by 2.0 to obtain the 95% confidence interval about the regression coefficient.
Time series were tested for serial correlation using the Durbin-Watson statistic 29 and the results indicate significant autocorrelation for the data used here. We are interested in the low-frequency components and, unlike ref. 29 , we choose to correct our error estimates for the influence of serial correlation rather than use a filtering methodology. We estimate an effective number of data points (N eff ) to replace N in the typical representation of N r = N − j (N is the number of data points used in the regression model and j is the number of estimated coefficients). The authors of ref. 30 suggest a method of calculating N eff for annual mean sea-level measurements using the lag-1 autocorrelation (r 1 ):
We can calculate the lag-1 autocorrelation directly, but it is not a stable estimate for noisy time series. Instead, we fit an AR(1) model to the residuals and use the AR(1) coefficient for r 1 . A typical value for the AR(1) coefficient is ∼0.40 and the effect of serial correlation is to amplify the standard error of the parameter by a factor of ∼1.5. Of course, this amplification varies on a model-to-model basis and this value is meant only as general guidance. The standard error of SLRD is calculated as:
where the standard errors of the half-records (HR1 and HR2) are calculated as given above. σ SLRD is multiplied by a factor of 2.0 to obtain 95% confidence intervals.
Further details are provided in the Supplementary Information.
