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Abstract	
This work investigates numerically the process of Teflon ablation using a finite-volume 
discretization, implicit time integration and a domain decomposition method in three-
dimensions.  The interest in Teflon stems from its use in Pulsed Plasma Thrusters and in thermal 
protection systems for reentry vehicles.  The ablation of Teflon is a complex process that 
involves phase transition, a receding external boundary where the heat flux is applied, an 
interface between a crystalline and amorphous (gel) phase and a depolymerization reaction 
which happens on and beneath the ablating surface.  The mathematical model used in this work 
is based on a two-phase model that accounts for the amorphous and crystalline phases as well as 
the depolymerization of Teflon in the form of an Arrhenius reaction equation. The model 
accounts also for temperature-dependent material properties, for unsteady heat inputs and 
boundary conditions in 3D.  The model is implemented in 3D domains of arbitrary geometry 
with a finite volume discretization on unstructured grids.  The numerical solution of the transient 
reaction-diffusion equation coupled with the Arrhenius-based ablation model advances in time 
using implicit Crank-Nicolson scheme.  For each time step the implicit time advancing is 
decomposed into multiple sub-problems by a domain decomposition method.  Each of the sub-
problems is solved in parallel by Newton-Krylov non-linear solver.  After each implicit time-
advancing step, the rate of ablation and the fraction of depolymerized material are updated 
explicitly with the Arrhenius-based ablation model.  After the computation, the surface of 
ablation front and the melting surface are recovered from the scalar field of fraction of 
depolymerized material and the fraction of melted material by post-processing. 
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The code is verified against analytical solutions for the heat diffusion problem and the 
Stefan problem.  The code is validated against experimental data of Teflon ablation.  The 
verification and validation demonstrates the ability of the numerical method in simulating three 
dimensional ablation of Teflon. 
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Chapter	1 	
Introduction	
Equation Chapter 1 Section 1 
This work aims in the numerical investigation of Teflon ablation using domain 
decomposition methods.  The interest in Teflon stems from its use in Pulsed Plasma Thrusters 
(PPTs).  These solid propellant thrusters, shown in Figure 1.1, ablate a small amount of Teflon 
during a discharge.  They are able to generate thrust at high speed over a long range.  The typical 
specific impulse of PPTs is often in excess of 1000 seconds.  The long range and high speed 
capability of PPT makes outer-space missions possible and makes near-earth missions more 
efficient as well.  The thrust generation in PPTs depends heavily on the ablation process and a 
large number of modeling and experimental investigations have been devoted in this subject 
(Mikellides, et al., 1996; Spanjerset, et al., 1998; Gatsonis, et al., 1998; Keidar, et al., 2001; 
Antonsen, et al., 2005; Stechmann, 2007). 
 
Figure 1.1: Schematic diagram of a Pulsed Plasma Thruster (PPT). 
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Teflon ablation is also important for re-entry missions, during which the spacecraft 
suffers from huge heat flux and extreme high surface temperature when entering the atmosphere. 
One of the practical strategies with contemporary material technology is to let a protective 
surface burn and release the resulting char and gas.  The protective panels burnt are often made 
of Teflon or similar polymers (Arai, 1976; Arai, 1979; Bhutta, et al., 1992). 
In previous work of Gatsonis et al. (2007) and Stechmann (2007), a one-dimensional 
ablation model was developed that addresses the detailed thermal and thermodynamic behavior 
of Teflon.  The model was implemented numerically using an adaptive non-uniform grid, 
explicit finite-difference techniques, and a volume fraction method to capture the ablation 
surface.  The code was used to simulate the solid Teflon during operation of Pulsed Plasma 
Thruster.  This earlier work identified also further extensions and improvements that are 
addressed in this thesis.  The main goal of this thesis is to use the multi-phase Teflon ablation 
physical model and fundamental numerical features of the earlier work (Gatsonis et al., 2007 and 
Stechman 2007) and implement a numerical discretization in 3D based on the domain 
decomposition method.  This aims in allowing modeling of three dimensional domains of 
arbitrary geometries.  The numerical implementation will result in a scalable and versatile 
simulation code capable of addressing the increased computation requirements of the Teflon 
ablation process in 3D. 
In this chapter, we summarize the modeling and experimental investigations of Teflon 
ablation followed by a review of the domain decomposition method (DDM).  We then present 
objectives and approach adopted in this work. 
1.1 Review of Physical Models for Teflon Ablation 
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Teflon (Polytetrafluoroethylene or PTFE) is a polymeric material with composition. 
Teflon is formed by the polymerization of tetrafluoroethylene 
 2 2 2 2(F C=CF ) {F C CF }nn     . 
Ablation of polymeric materials like Teflon is a complicated process and has been studies 
widely.  Multiple decomposition reactions take place during the ablation process.  The major 
gaseous decomposition products when Teflon is heated to 510˚C in vacuum are 2 4C F  (94%), 
3 6C F  (2.6%), 4CF  (0.86%) and 4 8C F  (0.73%) (Wentink, 1959).  About the same result holds for 
decomposition at 700˚C.  Wentink (1959) also found the break of C-C bounds is more likely to 
happen at the ends of the polymer chain.  Thus the decomposition can be described as 
“unzipping” of the polymer chain. 
We present here a summary necessary to support the adapted modeling formulation while 
a more comprehensive review is offered by Stechmann (2007). 
 Generally, the models can be classified into two families: sublimation based models 
from Keidar, et al. (2000), Antonsen, et al. (2005, 2006) and reaction based models from Clark 
(1971, 1972) and Holzknecht (1977). 
In the sublimation based models from Keidar, et al. (2000), Antonsen, et al. (2005, 2006), 
the Teflon ablation process is described as the escaping of particles (majorly 2 4C F  monomer) 
from the solid surface.  The particle flux (number of particles per unit area per unit time) is 
modeled as an explicit function of surface temperature and the difference in vapor pressure 
between the solid surface and plasma as 
 
2
surface plasma
particle
m B s
P P
m k T
   (1.1) 
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where mm  is the mass of one monomer molecule,  
23 11.3806488 10 JK Bk  is the Boltzmann 
constant. 
The mass flux ( 2kg m s ) is evaluated as 
 ( )
2
m
m surface plasma
B s
mP P
k T    (1.2) 
Because the plasma vapor pressure is very small compared to the vapor pressure at the solid 
surface, it can be neglected (Antonsen, et al., 2005) and therefore, 
 
2
m
m surface
B s
mP
k T   (1.3) 
The vapor pressure at the surface can be estimated as a function of surface temperature and  
 exp
2
c m
m c
s B s
T mP
T k T
     
 (1.4) 
where cT  and cP  are reference temperature and reference pressure. 
From the above, it is obvious that ablation models of sublimation type require the surface 
temperature as the only variable to calculate the instantaneous mass flux.  This fact makes these 
models easy to implement. 
However, sublimation models do not reflect the nature of the ablation process of Teflon.  
According to the early study of Wentink (1959), during ablation process of Teflon, the material 
does not behave in the same way that other simpler materials sublimate.  Instead, the solid Teflon 
undergoes a series of changes.  It transforms from crystalline phase to amorphous phase and 
subsequently decomposes into 2 4C F  monomer, which finally escapes from the solid surface.  
Thus, another class of ablation models based on chemical reactions is needed to describe the 
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decomposition reaction of the long polymer chain.  According to the Arrhenius equation, the 
local mass decomposition rate ( 3kg m s ) of a material is given by 
 exp ap
Em A
RT
        (1.5) 
where the constant pA  is a frequency factor (or pre-exponential factor) (
-1s ), the constant aE  is 
the activation energy of the decomposition reaction ( J mol ) and R  is the universal gas constant 
and 8.3144621 J/(mol K) R  . 
Kemp (1968) used the Arrhenius model and derived the mass flux and the recession 
speed of the ablating surface with assuming a linear temperature distribution near the heated 
boundary of a semi-infinite slab as shown in Figure 1.2. 
 
Figure 1.2: The integral domain of Kemp’s model. 
 The mass flux is found by integrating the decomposition rate over the complete solid 
region. 
 
0
m mdy

      (1.6) 
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Clark used the same original Arrhenius model and implemented in a numerical one-
dimensional diffusion solver to simulate the ablation of a finite one-dimensional Teflon slab 
(Clark, 1971, 1972).  Unlike previous simpler models, Clark split the solid Teflon domain into 
two sub-domains, the crystalline and amorphous domain as shown in Figure 1.3, and applied 
different governing equations for the two sub-domains.  The interface of the two sub-domains, 
the melting surface, is always at the melting temperature of 600K.  The crystalline phase has a 
temperature lower than the melting temperature while the amorphous phase has a temperature 
higher than the melting temperature.  Clark also evaluated the properties of Teflon, such as 
density, thermal conductivity, etc., as functions of temperature.  The properties could be 
discontinuous at the interface of the two sub-domains shown in Figure 1.3. 
 
Figure 1.3: Teflon sub-domains and heat sink (left is front, region 1 is the Amorphous domain and region 2 is 
the Crystalline domain) (Clark, 1971). 
Clark based his model on the Arrhenius equation written as  
 exp pp
B
m A
T
      
  (1.7) 
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where, ap
EB
R
 is the reference temperature ( K ) of the reaction.  Both pA and pB are evaluated 
from experiments.  Upon integration of the local decomposition rate from the ablation surface 
through the complete Teflon domain, the mass flux can be found as 
 exp pm p
s
B
A dy
T

        (1.8) 
Because the reaction of depolymerization takes place within only the amorphous domain, the 
integral can be simplified as an integral through the finite amorphous phase 
 expp
sm
p
s
m
B
A dy
T
        (1.9)  
The recession speed is evaluated by Clark (1971) as 
 ms
s
v 
  (1.10) 
where s  is the density of solid Teflon (amorphous phase) approaching the ablation surface.  
The melting speed is evaluated by the energy conservation at the melting surface: 
 1
m m
c a
m mc ma
s sm m
dT dTv k k
H dx dx
     
 (1.11) 
where the subscript “ a ” and “ c ” stands for amorphous phase and crystalline phase and mH  is 
the latent heat for melting ( J kg ). 
In addition to the ablation model itself, Clark coupled this model with the heat diffusion 
equation and detailed boundary conditions to properly evaluate the temperature distribution 
within the solid domain, which then decides the ablation rate.  In Clark's program, the range of 
the two sub-domains is updated during each time step by tracking the front according to the 
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recession speed and tracking the melting surface with the melting speed.  Also, the 
decomposition rate calculated from the Arrhenius equation multiplied by the depolymerization 
and vaporization heat pH  ( J kg ) contributes locally as a source term of the heat equation.  The 
complete model from Clark is summarized below. 
For the crystalline phase 
 c cc c c
T TC k
t x x
           (1.12) 
For the amorphous phase 
 a aa a a
T TC k Q
t x x
         
  (1.13) 
where Q  is the depolymerization heat ( 3J m s ) 
 pQ H m   (1.14) 
and C  is the heat capacity of material ( J kg K ), pH  is the depolymerization and vaporization 
heat ( J kg ). 
The front boundary condition accounts for surface heating, radiation, mass transfer 
cooling effect and releasing of ablated material into account 
  4aa s m e s s s
x s
Tk q T H H C T
x
 

         (1.15) 
where ak  is the thermal conductivity in amorphous phase, q  is the applied heat flux,   is the 
Stefan-Boltzmann constant for black body radiation,   is the emissivity of the surface,   is the 
mass transfer cooling coefficient, eH , sH  are adiabatic stagnation enthalpy and static enthalpy at 
surface and sC  is the specific heat capacity. 
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Clark's program simulates the ablation of Teflon by describing the depolymerization 
reaction using the Arrhenius reaction model and coupling this model with heat conduction as a 
source term.  This approach agrees with the nature of ablation of polymer, which happens in 
depth of the heated surface rather than merely on the surface, as the sublimation models indicate. 
Holzknecht (1977) followed Clark and implemented a similar ablation model in his one-
dimensional simulation.  In addition to Clark’s work, Holzknecht included the heat expansion 
effect and the concept of “rest mass fraction” grc  of the polymer at the ablation front.  To model 
the heat expansion effect, Holzknecht included a convection term in the heat diffusion equation.  
The modified heat diffusion equation together with an additional mass conservation equation is 
solved by an Eulerian simulation with fixed grid and implicit time advancing.  The rest mass 
fraction is introduced to model the fact that the material may be ejected from the surface before 
being completely depolymerized to monomer. 
 
500035.6exp( ) 0.089 850
0.01 850
s
sgr
s
K T K
Tc
T K
     
 (1.16) 
In Holzknecht’s simulations, the front surface is defined such that the solid Teflon at 
surface is only partially depolymerized and the mass fraction of undepolymerized material equals 
grc  instead of equals 0.  Holzknecht noted that while the effect of the rest mass fraction is 
significant in high ambient pressure conditions, it is minimal in low ambient pressure situations. 
The Arrhenius-based Teflon ablation model has been introduced 30 years ago and it is 
still considered to be the most detailed and sophisticated explanation of Teflon ablation.  Shih et 
al. (2003) used the Arrhenius-based ablation model in a two-phase simulation of MXBE-350, a 
high-temperature insulation material having low heat of ablation.  The results suggest that 
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accurate prediction of the performance of thermal protection materials having low heat of 
ablation and in high heat flux depends significantly on the two phase effect.  Subsequently, 
reaction-based polymer ablation models are more sophisticated than the sublimation-based 
models that solely depend on the single phase of the front surface. 
Apart from sublimation-based models and reaction based models that are described 
above, some other models exist.  Arai (1976) implemented a simple ablation model in a two-
dimensional simulation of Teflon ablation under convective environment.  In Arai’s research, a 
simple quadratic equation is used to relate the surface temperature and the ablation rate (
2kg m s ) as 
 2exp( )m s saT bT c     (1.17) 
where a , b  and c are given constant parameters. 
With the simplified model, Arai was able to couple ablation with heat transfer in a two 
dimensional ablation simulation.  Despite of the simplicity of this model, it is valid for pressures 
under 1atm and surface temperature under 800°C.  Subsequent work by Arai adopted an 
Arrhenius-based model  (Arai, 1979). 
Amar et al. (2008) modeled the thermal response of Teflon to surface heating as a one-
dimensional moving boundary problem 
 
( , ) (0, ( )) (0, )
0 0, 0
( ) ( ), 0
( ) 0
P
T TC k x t s t
t x x
Tk x t
x
T dsk q t H x s t t
x dt
ds F T t
dt



          
   
    
 
 (1.18) 
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where pH  is the latent heat of phase change, ( )F T  is the kinetic model of  phase change.  
Control volume finite element method (CVFEM) is implemented to numerically solve the 
moving boundary problem upon contracting grid with the additional grid-moving-convection 
term.  Newton method with analytical evaluation of Jacobian matrix is used to perform the non-
linear implicit time advancing.  The one-dimensional simulation code was developed to solve 
general ablation/phase-change problems that are characterized by energy conservation with 
neglecting the detail mechanism of the physical/chemical changes. 
Amar et al. (2009) subsequently included detail decomposition kinetics into the 
simulation program.  The decomposition model implemented is an Arrhenius-type model.  Also 
included in the program is a porous flow model of pyrolysis gas through the char.   The resulting 
one-dimensional simulation program was used to simulate the ablation of a carbon-phenolic 
ablator. 
This thesis follows the work of Gatsonis et al. (2007) and Stechmann (2007).  They 
implemented the Arrhenius-based ablation model in a one-dimensional heat diffusion simulation. 
 T TC k Q
t x x
         
  (1.19) 
 
exp (for amorphous phase)
(for crystaline p ase)0 h
p
P p p
B
H m H A
Q T
         
   (1.20) 
Conditionally stable explicit time advancing scheme and finite different method are used to 
resolve the transient ablation process coupled with heat diffusion. 
Gatsonis et al. (2007) and Stechmann (2007) consider the ablation process as a three-
stage process consisting pre-ablation stage, transition stage and ablation stage.  The stage decides 
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the number (one or two) and type (crystalline or amorphous) of sub-regions expected to present.  
During the pre-ablation stage, the complete domain is in crystalline phase and the ablation model 
is not enabled.  As the surface temperature climbing over the melt temperature, the simulation 
enters the transition stage which synchronizes the simulation with the exact moment of the start 
of melt.  The simulation comes into the ablation stage immediately after the transition stage.  In 
the ablation stage both crystalline phase and amorphous phase are expected to present in the 
domain.  Heat conduction equation is applied to both phases with different material properties.  
The Arrhenius ablation model is enabled for the amorphous phase.  The melting depth and 
ablation depth start to move into the domain and their position are started to be tracked by the 
simulation program.  The execution sequence of the program is shown in Figure 1.4. 
Gatsonis et al. (2007) and Stechmann (2007) introduced the concept of volume fraction to 
apply different physics and material parameters to different regions, saying the crystalline region, 
the amorphous region and the completely ablated region.  These simulations demonstrated the 
capability of Arrhenius-based ablation model in different time scales and different surface 
heating strengths.  Details of the model are presented in Chapter 2 of this thesis. 
Gatsonis et al. (2007) and Stechmann (2007) used the Teflon ablation simulation to 
analyze the behavior of the Teflon propellant of PPT during its operation.  The simulations 
provide insight in long-duration operation of PPT, post-pulse ablation, variable heat flux effects 
and variable material property effects. 
13 
 
 
Figure 1.4: The execution sequence of the one-dimensional Teflon simulation code from Stechmann (2007). 
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1.2 Review of Domain Decomposition Methods 
The ablation model of Gatsonis et al. (2007) requires solution of several diffusion-type 
problems described by 
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 (1.21) 
In Gatsonis et al. (2007) an explicit finite-difference solver was developed.  However, 
explicit solvers have the drawback of requiring the Courant-Friedrichs-Lewy (CFL) condition to 
be satisfied.   Thus the time step size need to be small to keep the time advancing stable.  Implicit 
solvers on the other hand, allow the use of large time step size which may violate the CFL 
condition of explicit method without harming the stability of time advancing.  An implicit 
method is preferred because of its robustness and efficiency in many applications.  For all 
implicit methods for parabolic-type problems, each time step can be solved by elliptic-type 
solvers.  To solve the discretized elliptic-type problem, there is often a matrix needs to be 
inverted.  For linear diffusion problems with constant coefficients, this matrix is always 
symmetric positive-definite (SPD) and sparse.  For non-linear diffusion problems, each time step 
yields a vector of non-linear equations.  In practice, the matrix of a linear problem and the 
Jacobian matrix of the non-linear problem can be so large that no existing methods, neither direct 
non-iterative methods, are able to invert the matrix as a whole.  Consequently, all solvers dealing 
with the complete domain with the primitive resolution are considered not scalable.  To address 
this difficulty one needs to reduce the size of the algebraic problem to be solved.  Most of the 
popular methods fall into two categories: Multi-grid Methods/Algebraic Multi-grid Methods 
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(MG/AMG) (Wesseling, 1992; Stuben, 2001) and Domain Decomposition Methods (DDM) 
(Funaro et al., 1988; Guo et al., 2004; Jun et al., 2006; Lions, 1989; Marini et al., 1989; Dowson 
et al., 1991).  The rest of this section will briefly introduce the development of DDM with a 
focus on the specific method used in the ablation simulation. 
The following introduction of methods is based on the simple elliptic problem 
 
2 2( ) ,
0
U f
U
     
 

 
x x
x

 
(1.22) 
with the following geometry 
 
Figure 1.5: A domain in two-dimensional space and its boundary. 
Considering the partitioning which divides the domain   into two overlapping sub-
domains 1  and 2 , such that 1 2     and 1 2   . 
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Figure 1.6: A domain in two-dimensional space with overlapping sub-domains. 
The classic Schwarz alternating method reduces the original elliptic problem into two 
coupled elliptic problems that are both smaller than the original problem 
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 (1.23) 
To solve the above system, the two sub-problems are solved alternatively with the 
following algorithm until the system converges globally: 
U1:=initial_guess 
    U2:=initial_guess 
    while(global_error>global_tolerance) 
        U1:solve the 1st sub‐domain with Dirichlet value from U2 
        U2:solve the 2nd sub‐domain with Dirichlet value from U1 
    end while 
The speed of convergence of the classic Schwarz method strongly depends on the 
thickness of the overlapping region.  If the overlapping region is too thin, it will take too many 
1 2
1 2
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Schwarz alternative iterations to obtain the global convergence; if the overlapping region is too 
large, the increment in the sub-problem size will possibly outweigh the advantages of splitting 
the global problem into sub-problems. 
The Steklov-Poincaré method is a popular family of DDM using non-overlapping sub-
domains.  Considering the following partitioning which divides the domain   into two non-
overlapping sub-domains 1  and 2 , such that 
 1 2 1 2
1 2
( )       


 (1.24) 
 
Figure 1.7: A domain in two-dimensional space with non-overlapping sub-domains. 
Non-overlapping DDM solves the following coupled PDEs in place of the original 
problem 
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 (1.25) 
1 2
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where ˆ in is the outward normal vector of the sub-domain boundary i . 
It can be seen that the above formulation of the coupled problems satisfies the continuous 
( 1 2 1 2U U   x ) and conservative ( 1 2 1 2ˆ ˆ 0U U      1 2n n x ) 
property of the elliptic PDE.  Thus, all iterative Steklov-Poincaré methods solve the global 
problem by enforcing the solution to be continuous and conservative on the boundaries between 
sub-domains. 
Among Steklov-Poincaré methods, a popular alternative is the Dirichlet-Neumann 
method (Funaro et al., 1988; Marini et al., 1989).  In the Dirichlet-Neumann method, the 1st sub-
domain is solved locally using Dirichlet values from the 2nd sub-domain.  Then the 2nd sub-
domain is solved locally using the Neumann information which is just generated from the 1st 
sub-domain.  Through this iterative process, the coupled system becomes continuous and 
conservative on the boundaries between sub-domains.  The Dirichlet-Neumann method 
algorithm is: 
U1:=initial_guess 
    U2:=initial_guess 
    V2:=U2 
    theta:=predefined_relaxation_factor 
    while(global_error>tolerance) 
        U1:solve the 1st sub‐domain with Dirichlet value from V2 
        U2:solve the 2nd sub‐domain with Neumann value from U1 
        V2:=theta*U2+(1‐theta)*V2 
    end while 
A parallel version of the Dirichlet-Neumann method is: 
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U1:=initial_guess 
    U2:=initial_guess 
    theta:=predefined_weight_factor 
    delta:=predefined_weight_factor 
    beta:=predefined_weight_factor 
    alpha:=predefined_weight_factor 
    while(global_error>tolerance) 
        mu:=theta*flux1to2(U1)+(1‐theta)*flux1to2(U2) 
        g:=delta*boundary_value(U1)+(1‐delta)*boundary_value(U2) 
        do in parallel 
            U1:solve the 1st sub‐domain with Neumann value mu 
            U2:solve the 2nd sub‐domain with Dirichlet value g 
        end parallel 
        mu:=beta*flux2to1(U1)+(1‐beta)*flux2to1(U2) 
        g:=alpha*boundary_value(U1)+(1‐alpha)*boundary_value(U2) 
        do in parallel 
            U1:solve the 1st sub‐domain with Dirichlet value g 
            U2:solve the 2nd sub‐domain with Neumann value mu 
        end parallel 
    end while 
The Robin-Robin method used in this work is a method similar to the Dirichlet-Neumann 
method, which is based on continuity and conservation at the inner boundary (Lions, 1989; Guo 
et al., 2004).  It is easy to show that enforcing the coupled Dirichlet boundary conditions and the 
coupled Neumann boundary conditions at the boundaries between sub-domains, 
 1 2 1 2
1 2 1 2ˆ ˆ 0
U U
U U
   
     
   1 2
x
n n x
 (1.26) 
is equivalent to satisfy in each sub-domain the following Robin boundary condition with an 
arbitrary non-zero real constant   
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Let us define the Robin value iR  
 ˆi iiiR U U n  (1.28) 
then we have 
 2 ( )ˆ ˆ 2i j j j j j jj jR U U U U U R         n n  (1.29) 
The above formulation provides an applicable method to evaluate the Robin value and to update 
the Robin value through an iterative solution. The iterative Robin-Robin algorithm (Lions, 1989; 
Guo et al., 2004) has the framework as: 
for all i 
        Ui:=initial_guess 
    end for 
    for all boundaries between sub‐domain pair i and j 
        gi:=initial_guess 
        gj:=initial_guess 
    end for 
    while(global_error>tolerance) 
        do in parallel for all i 
            Ui:solve the ith sub‐domain with Robin value gi 
        end parallel for 
        for all boundaries between sub‐domain pair i and j 
            gi:=2*Uj‐gj 
            gj:=2*Ui‐gi 
        end for 
    end while 
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For conclusion, he Robin-Robin algorithm, with forcing the interface of sub-domains to 
be continuous and conservative, is an FVM-friendly method and is appropriate for conservative 
type of problems. 
1.3 Objectives and Approach 
The goal of this thesis is to develop a three-dimensional numerical model and simulation 
code for the 3D version of Teflon ablation model presented in Gatsonis et al. (2007) and 
Stechmann (2007) and summarized in equations (1.19) and (1.20).  The modeling approach and 
algorithmic implementation follows the one-dimensional code developed by Stechmann (2007).  
This work addresses recommendations made by Stechmann (2007) and improves significantly in 
terms of robustness, efficiency and scalability. The objectives and approach are outlined below. 
1. Utilize a model of Teflon ablation which is able to appropriately describe the multi-phase 
ablation process in three-dimensional space. 
Approach: Use the multi-phase ablation model presented in Gatsonis et al. (2007) which 
models the depolymerization happening not only on the ablation front but also beneath it 
as well.  Add local selection of governing equations instead of using “stages” to decide 
which governing equation should be used, so that the simulation program does not need 
to shift globally between “modes” but apply appropriate models according to the local 
phase. 
2. The application of Teflon ablation requires simulation of the three-dimensional domains 
with arbitrary geometries and variety of boundary conditions.   
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Approach: Discretize the modeling equations and boundary conditions using a finite-
volume spatial discretization on unstructured grids.  Obtain the grid and relevant data 
structure using existing grid generators such as Gambit, GMSH and NETGEN. 
3. The numerical model is required to track the three-dimensional ablation surface as well 
as the melting surface in the interior.  Unlike the assumption embedded in the one-
dimensional approach, these surfaces can assume complex shapes and undergoes 
topology variations depending on the imposed boundary conditions and geometry of the 
object simulated. 
Approach: Use a level-set type of method.  Two scalar fields are constructed during 
computation: the fraction of depolymerized material and the fraction of melted material.  
The two surfaces are implicitly recovered from the two scalar fields by post-processing 
software (GMSH in this thesis). 
4. Utilize appropriate algebraic solver for non-linear problem.  As explored in the previous 
work, Teflon material properties, such as the thermal conductivity and specific heat, vary 
significantly with temperature.  Inclusion of variable material properties in 3D introduces 
non-linearity that may result in a stiff system of algebraic equations.  
Approach: Implement the inexact Newton method and the Jacobian-free Krylov method 
which poses global convergence of the nonlinear algebraic problem. 
5. Address robustness problems due to multiple factors, such as extremely strong imposed 
heat flux, spatially discontinuous thermal diffusivity covering several orders of 
magnitude and coexist of fast varying period and idle period within the simulation time 
span. 
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Approach: Use the implicit Crank-Nicolson scheme for time integration.  Crank-
Nicolson is shown to be unconditionally stable for linear diffusion problems.  Also use a 
robust Newton-Krylov solver as the algebraic solver to ensure the stability of the solution 
of the non-linear algebraic equations.  The time step is adaptively chosen for each time 
step to regulate the variation of state variables in an appropriate range. 
6. Address scalability.  The computational requirements of three-dimensional ablation can 
result in number of cells in 6O(10 )  and subsequently in 6O(10 )  nonlinear algebraic 
equations.  It is therefore required that the numerical implementation is scalable and be 
deployed in readily available clusters with multiple nodes.  
Approach: Domain-decomposition method which matches the Robin boundary condition 
between sub-domains is implemented to split the global problem into sub-problems that 
can be solved in parallel.  The “orchestration” of the sub-problems is implemented via 
Massage Passing Interface (MPI) which is a programming standard for parallel 
computation.  
7. Utilize contemporary development methodology and good programming style to 
guarantee good maintainability. 
Approach: The program is implemented with a forward-looking programming style 
while inheriting the simplicity of classic scientific computation codes.  It is moderately 
abstracted using the latest object-oriented programming features of contemporary 
FORTRAN while still conserving the legacy FORTRAN’s simple and efficient nature.  It 
also uses the latest and greatest development tools for version management, binary 
building, etc.  
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The resulting code, due to its versatility, can be used in modeling PPT operation and can 
be coupled with external NS solvers, magnetohydrodynamics (MHD) solvers and optimization 
drivers to provide more functions. 
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Chapter	2 	
The	Physical	and	Mathematical	Model	for	Teflon	Ablation	
Equation Chapter (Next) Section 1 
The modeling review reveals that Teflon ablation results in a complex multi-phase 
system.  The Arrhenius-based Teflon ablation model describes accurately the depolymerization 
process at the front and in the interior of the domain.  We present in this chapter the physical 
model which describes the Teflon ablation as a two-stage and two-phase system.  The boundary 
conditions associated with the governing equations is discussed in this chapter.  We present also 
the material properties of Teflon. 
2.1 Stage One: Pre-ablation Stage 
In order to focus on the depolymerization based ablation of solid Teflon without the 
necessity of knowing about the surrounding environment, the physical domain T  consist only 
the solid Teflon.  T  can be of any shape in three-dimensional space, e.g. 3T   .  In the first 
stage of the ablation process of a Teflon object, the physical domain consists only the crystalline 
phase, i.e. 
 T c   .  
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Figure 2.1: The domain of a solid Teflon object in the pre-ablation stage. 
The governing equation for the pre-ablation stage is the nonlinear three-dimensional heat 
diffusion equation 
 
 ˆ( )c c c
CV CS
d u dV k T dA
dt
         n  (2.1) 
where the thermal conductivity of the crystalline phase ck  is a function of temperature, i.e. 
( )c ck k T .  The density c  is assumed to be a constant since the thermal expansion is neglected.  
The specific energy of crystalline phase cu  ( J kg ) has the following relation with the local 
temperature T  
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T
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where the heat capacity of crystalline phase cc  is a function of temperature, i.e. ( )c cc c T .    
The evaluation of cu  from the integral expressed in Equation (2.2) is illustrated in Figure 2.2 for 
a case where the heat capacity is provided from data or an analytic expression as a function of  
T .  The temperature T  appearing on the right-hand-side of Equation (2.1) can then be 
determined from cu  by a search in a table of ordered data  ( cu , T ). 
 
Figure 2.2: The heat capacity and associated specific energy by Eq. (2.2). 
The boundaries of the Teflon domain T  may subject to different boundary conditions.  
For Dirichlet-type boundary conditions, that are used to model infinite heat sink or prescribed 
boundary temperature, the temperature at boundary is set to be a given value  
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 D D
T T  . (2.3) 
For Neumann-type Boundary conditions, the normal derivative of temperature at boundary is set 
according to a flux value NF  which is either explicitly given or found according to the physical 
conditions on the boundary 
 1ˆ
N
N
c
T F
k
 n  (2.4) 
NF  takes different physical conditions into consideration.  NF  may include one or multiple terms 
of the following 
 
4 (for radiation)
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N s
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q


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
 (2.5) 
where   is the Stefan-Boltzmann constant for black body radiation,   is the emissivity of the 
surface, sT  is the surface temperature, h  is the convection coefficient and T  is the free stream 
temperature of heat convection. 
2.2 Stage Two: Ablation Stage 
In the second stage of the ablation process of a Teflon object, T  is divided into c  
representing the crystalline phase and a  representing the amorphous phase, 
 T c a   .  
The surfaces \c T   or \a T  , denote the boundary between c  and a , are defined such 
that the temperature on the surface is the melting temperature mT , i.e. 
  , (\ \ )c T a T mT T      x x . 
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Figure 2.3: The domain of a solid Teflon object in the second ablation stage. 
The second stage of the ablation process involves more complicate physical and chemical 
phenomenon as well as boundary movements.  The governing equation of the second ablation 
stage is the non-linear heat diffusion equation coupled with Arrhenius reaction equation as a 
source term. 
  ˆ( ) ( )
CV CS CV
d u dV k T dA Q dV
dt
          n   (2.6) 
where u ,   and k are specific energy, density and thermal conductivity.  The variables u  and k 
are functions of T in a range that covers the crystalline phase and the amorphous phase.  The 
term Q  is the local heat absorption due to depolymerization taking place in the amorphous phase 
of Teflon and is evaluated from the Arrhenius ablation model 
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where, pH  is the heat of depolymerization ( J kg ) and m  is the volumetric ablation rate  
( -3 -1kg m s  ).  The pA  is a constant frequency factor (or pre-exponential factor) and ap EB R , 
where aE  is the molar activation energy of the decomposition reaction ( J mol ).  Both pA  and 
pB  are evaluated from experiments.  8.3144621 J/(mol K) R  in the above expressions is the 
universal gas constant.  The fraction of melted Teflon mR  is used as a factor of the Arrhenius 
reaction heat, since only the amorphous material undergoes the decomposition reaction.  mR  is 
computed from the local specific energy u  as discussed later in this section. 
The transformation from crystalline phase to amorphous phase is modeled by inserting 
the latent heat for melting in the relation between specific energy u  and temperature T  
expressed in Equation (2.2), i.e. 
 0
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T T
c m a m
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c T dT T T
u T
c T dT H c T dT T T
     

 
 (2.8) 
where mT  is the melting temperature and mH  is the latent heat for melting.  Consequently the 
model assumes that the Teflon undergoes the melting process under a fixed melting temperature 
(e.g. 600KmT  ).  Similar to the stage one, the relation expressed in Equation (2.8) can be used 
to construct ( )u T , thus determine T  from u .  Figure 2.4 illustrates the insertion of latent heat 
for melting into u . 
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Figure 2.4: The relation between specific energy and temperature including the latent heat for melting. 
To track the time-variant recession profile and the boundary between the crystalline 
phase and amorphous phase, we also define a local fraction of melted material mR  and a local 
fraction of depolymerized material dR .  The rate of melted material is calculated explicitly from 
the local specific energy 
 am
b a
u uR
u u
  . (2.9) 
The local fraction of ablated material dR  has the following relation with the local mass reduction 
rate m  (per unit volume) 
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 d
CV CV
dV dVd R m
dt
        . (2.10) 
We assume that  , dR  and m  are uniform within the infinitesimal control volume CV .  Also 
assume that the deformation of material under heat can be neglected, the density   then is a 
constant.  Applying the Arrhenius reaction model formulated by Equation (2.7) and cancel the 
pH  on both sides Equation (2.10) becomes 
 exp pd m p
BdR m R A
dt T
      

,
 (2.11) 
and provides the time variation of dR .  The completely ablated regions having 100%dR   are 
excluded from the physical domain as the ablation process is going on. 
The Dirichlet and Neumann boundary conditions are as same as those for the pre-ablation 
stage, except that, additional options for physical conditions, e.g. convection cooling effect and 
release of ablated material, are included on the Neumann boundary 
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
 (2.12) 
where mtch  is the heat transfer coefficient (
2kg m sec ),   is the mass transfer cooling 
coefficient and c  is the heat capacity, m  is the mass flux (
2kg m sec ) through the ablating 
surface which is assumed to be uniformly distributed on the ablating surface. m  is determined 
by the total ablation rate through the amorphous phase and the area of the ablating surface 
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2.3 Material properties of Teflon 
The most comprehensive collection of material properties of Teflon is from Clark (1971).  
Clark (1971) measured the material properties of Teflon by applying a Non-linear Estimation 
Method (NEL) coupled with a numerical one-dimensional ablation simulation to the results of 
multiple ablation experiments of Teflon ablation.  In the NEL, the material properties to be 
measured are iteratively adjusted such that the error between simulation result and experimental 
data are minimized.  Table 2.1 presents the result of NEL for the Teflon ablation experiments 
performed by Clark (1971). 
12.8 18 1
5.96 10 sec12.9pA
 
   
2.386 5
1.169 10 Btu ft sec R3.992rk
 
     
3.001 5
2 1.527 10 Btu ft sec R3.940mk
 
     
0.0473
0.0569 Btu lbm R0.1692rc

   
0.1111
2 0.0857 Btu lbm R0.3528mc

   
20.0 3
30.9 lbm ft120.7r   
26.3 3
2 15.1 lbm ft108.6m   
93.8
0 132.8 Btu/lbm678.3PH

  
610
820 °R67200pB

  
2.404 5
1 1.215 10 Btu ft sec R5.813mk
 
     
0.575 5
0.907 10 Btu ft sec R3.971hk
 
     
0.0944
1 0.1018 Btu lbm R0.2914mc

   
0.2472
0.0641 Btu lbm R0.3674hc

   
14.6 3
1 8.4 lbm ft135.7m   
8.26 3
9.9 lbm ft67.81h   
0.512 3
1 0.272 10 Btu lbm R1.100PH
 
    
Table 2.1: NEL result for Teflon ablation experiments (Clark, 1971). 
The subscripts r and 1m  indicate the crystalline phase properties measured at 532°RrT   
and 1080°RmT  ; subscripts 2m  and h  indicate the amorphous phase properties measured at 
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1080°RmT   and 1600°RhT  .  The thermal conductivity k , heat capacity c  and density   are 
evaluated as discontinuous and piecewise linear functions of local temperature T  
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 (2.16) 
The depolymerization heat PH  is evaluated as a linear function of local temperature T  
 0 1P P PH H H T  . (2.17) 
Holzknect (1976) used second order polynomial to approximate the thermal conductivity of 
amorphous phase and density of crystalline phase.  The second order polynomial approximation 
address the non-linear temperature response of Teflon.  For amorphous phase, the second order 
polynomial approximation of thermal conductivity is 
 2 5 2 4(21.04 3.34 10 1.39 10 ) 10   [ cal cm s K ]ak T T
          . (2.18) 
For crystalline phase, the second order polynomial approximation of density is 
 4 6 22.119 7.92 10 2.105 10   [ cal K ]c T T g        . (2.19) 
2.4 Comments on the Nonlinearity of Physical Model 
35 
 
The behavior of the coupled system represented by Equation (2.6) to (2.12) can be 
dramatically affected by the non-linear effects, which affects the stability of the simulation.  The 
nonlinearity is generated by material properties as well as the Arrhenius ablation model.  The 
properties of the materials can be non-linear functions of T .  The nonlinearity due to material 
properties is not difficult to handle.  The nonlinearity associated with the Arrhenius ablation 
model may harm the stability dramatically.  To illustrate the potential instability associated with 
the Arrhenius ablation model, let us consider the exponential part of the Arrhenius equation “
 exp pB T ”.  For Teflon, the typical value of pB  is of the order of 510 , e.g. 37,000K.  The 
temperature under which the material undergoes depolymerization process typically varies from 
800K to 1200K.  The exponential part  exp pB T  of the Arrhenius equation is visualized for 
temperature from 800K to 1200K in Figure 2.5 with 36000K, 37000K and 38000KpB   in 
Figure 2.5. 
 
Figure 2.5: the exponential part of the Arrhenius equation. 
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Figure 2.5 shows that the rate of ablation increases with the temperature almost 
exponentially.  For example, considering a temperature rise from 900K to 950K, the ablation rate 
would increase approximately 1010  times.  This however does not mean that the ablation rate is 
strongly affected by the temperature near the ablation front because the ablation rate is also 
regulated by the conservation of energy.  When the ablation rate is significantly changed due to a 
small disturbance in temperature value, the source term in the heat diffusion equation will follow 
the ablation rate, driving the local temperature to the opposite direction of the disturbance.  This 
feedback mechanism leads the temperature to a value that energy conservation is satisfied. To 
address the potential stability problem, a stable time-advancing scheme as well as a robust 
algebraic solver must be used. 
37 
 
Chapter	3 	
Numerical	Implementation	
Equation Chapter (Next) Section 1 
The three-dimensional physical model described in Chapter 2 is discretized using a finite-
volume spatial discretization on unstructured grids and solved in parallel using domain 
decomposition method.  The program follows closely the one-dimensional code from Stechmann 
(2007).  The fraction of depolymerized material and the fraction of melted material are 
introduced in the numerical implementation.  Unlike the “volume fraction” in the one-
dimensional code, these two fractions are not only used to address the effect of ablation, they are 
also used to trace the front surface and the melting surface as well.  The  code is implemented 
utilizing the object-oriented programming features of contemporary FORTRAN language.  
3.1 Grid Generation and Storage 
The finite volume spatial discretization requires the domain to be meshed into grid.  The 
latest trend is to use unstructured grid rather than structured grid.  An arbitrary non-singular 
polygon in three-dimensional space can be meshed into a finite number of unstructured 
tetrahedrons, thus simulation program capable with unstructured grid is applicable to arbitrary 
domain shape.  There are available unstructured grid generators that can automatically mesh 
three-dimensional domains of arbitrary shape.  Simulation programs capable of using 
unstructured grid do not need to know about the grid pattern/structure.  So the code is general 
and free of grid pattern/structure definition and association, thus easier to be read and 
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maintained.  For the above reasons, this thesis focuses on developing a solver using unstructured 
grid that are generated by an existing grid generator. 
The grid generator chosen for this thesis is GMSH from Geuzaine et al. (2009).  GMSH 
is a three-dimensional finite element grid generator and post-processor with a build-in CAD 
engine.  It is distributed under GNU General Public License (GPL). 
In addition to unstructured grid generation, GMSH also provides algorithms to split the 
grid into a given number of partitions.  The partitions defined by GMSH can be solved in parallel 
by local solvers using domain decomposition method.  An example of partitioned grid generated 
by GMSH is shown in Figure 3.1. 
 
Figure 3.1: An example of partitioned grid generated by GMSH. 
The simulation program developed for this thesis load the grid generated by GMSH from 
an external grid file.  The loaded grid is stored and organized in multiple FORTRAN derived 
data structures.  Auxiliary information such as neighbors of an element is generated to adapt the 
finite volume application.  The data structures are shown in Table 3.1 to Table 3.7. 
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Type array Node: 
Pos: position vector
Table 3.1: Data structure for nodes. 
Type array Tri: 
NodeInd: index of the three nodes used in the triangle 
GeoEnti: geometric entity 
Table 3.2: Data structure for triangles. 
Type array Quad: 
NodeInd: index of the four nodes used in the quadrilateral 
GeoEnti: geometric entity 
Table 3.3: Data structure for quadrangles. 
Type array Tet: 
NodeInd: index of the four nodes used in the tetrahedron 
GeoEnti: geometric entity 
Prt: the index of partition the tetrahedron belongs to 
Table 3.4: Data structure for tetrahedrons. 
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Type array Hex: 
NodeInd: index of the eight nodes used in the hexahedron 
GeoEnti: geometric entity 
Prt: the index of partition the hexahedron belongs to 
Table 3.5: Data structure for hexahedrons. 
Type array Facet: 
ShapeType: shape of the abstract facet 
ShapeInd: index of the Tri/Quad referred by the abstract facet 
NodeNum: number of nodes 
NodeInd: index of the nodes used in the abstract facet 
GeoEnti: geometric entity 
NeibEle: the one or two neighbor elements of the abstract facet 
PC: center position vector 
Area: area 
Norm: unit normal vector 
Table 3.6: Data structure for abstract facets. 
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Type array Element: 
ShapeType: shape of the abstract element 
ShapeInd: index of the Tet/Hex referred by the abstract element 
NodeNum: number of nodes 
SurfNum: number of surfaces 
NodeInd: index of the nodes used in the abstract element 
GeoEnti: geometric entity 
Prt: the index of the partition the abstract element belongs to 
Neib: the index of neighbor abstract elements and neighbor abstract facets
PC: center position vector 
Vol: volume 
SurfPC: center position vector of all the surfaces 
SurfArea: area of all the surfaces 
SurfNorm: unit normal vector of all the surfaces  
Table 3.7: Data structure for abstract elements. 
The “geometric entity” associated with objects are used to define different boundary 
conditions and different heating source conditions.  Simulation conditions are assigned with 
naming the geometric entity.  For example, one can assign simulation conditions as “all facets 
having geometric entity equal 20 are insulated boundaries”; “all elements having geometric 
entity equal 90 is heated with a power of 100kw/m3”; etc.  It should be noted that the geometric 
entity of abstract objects, e.g. facets and elements, are inherited from corresponding specific 
objects, e.g. triangles and tetrahedrons.  For the physically-non-exist facets between two 
42 
 
partitions, where appropriate inter-partition boundary conditions need to be applied, the 
geometric entity is a negative value. 
For facets on the boundary of the global domain, the sequence of the nodes is defined to 
be counter-clock wise if see from outside of the grid.  For facets between two partitions and 
facets between two geometric entities, there is no restriction about whether the sequence of the 
node should be counter-clock wise or clock-wise. 
The sequence of the neighbors/surfaces of an element is determined by the sequence of 
the nodes.  For example, the first neighbors/surfaces of a tetrahedron element associates with the 
first, third and second (in sequence) nodes of this element, etc.  Following the defined sequence, 
the permutation of nodes of any surface of the element should be counter-clock wise if see from 
out-side of this element.  To satisfy this condition, the nodes of an element need to be stored with 
a defined sequence.  More information about the node sequence definition of different kinds of 
element can be found in the manual of GMSH.  The correct sequence of nodes ensures the 
calculation of normal vector of element surfaces to be in a predictable manner.  
Each facet can have one or two neighbor elements.  A facet on the outer boundary of the 
domain has only one neighbor element.  For a boundary facet the neighbor element is stored in 
the first entry of the neighbor element list and the second entry is left as “0”.  If two neighbor 
elements are present, saying the facet is between two partitions or two geometric entities, the 
first entry of the neighbor element list stores the neighbor element at the side of the facet that the 
facet’s normal vector is pointing to. 
An element can have either facet neighbors or element neighbors or both.  In the code, 
element’s neighbor facet is represented by the negative value of the neighbor facet’s index while 
the neighbor element is represented by the index of the neighbor element itself. For the case that 
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an element, through one of its surfaces, has both a facet neighbor and an element neighbor, 
which to be stored as the neighbor is decided differently for different cases.  There are three 
possibilities: a) the neighbor facet is generated when partitioning the grid and it is a facet 
between two partitions; b) the neighbor facet is generated when meshing the domain and it is a 
facet between two geometric entities; c) on the two sides of the neighbor facet, both the partition 
index and geometric entity are different.  In the following sections of this chapter, it is shown 
that the numerical implementation uses a non-overlapping domain-decomposition method.  In 
that case, we want to save the neighbor facet (on which the Robin condition is bind) instead of 
the neighbor element for case a).  It is also explained in the following sections that the finite 
volume discretization used in this thesis is designed to be able to deal with discontinuous 
material properties, which will present in case b).  Thus we want to save the neighbor element 
instead of the neighbor facet for case b) to have access to the information of the contacting 
element.  For case c) the neighbor facet is stored because appropriate inter-partition boundary 
condition need to be assigned on the facet, and proper inter-partition boundary conditions enable 
the communication between partitions even when the information of the contacting element is 
not directly accessible. 
Following the above rules, an example of grid with three tetrahedrons split into two 
partitions is constructed in Figure 3.2.  A group of possible grid data is shown in Table 3.8 to 
Table 3.12. 
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Figure 3.2: An example of grid with three tetrahedrons partitioned into two partitions. 
Node1 Node2 Node3 Node4 Node5 Node6 
Table 3.8: Node table for the example grid. 
 Tri1 Tri2 Tri3 Tri4 Tri5 Tri6 Tri7 Tri8 Tri9 
NodeInd: 1,3,2 1,2,4 1,4,3 2,3,5 2,5,4 3,4,6 3,6,5 4,5,6 2,3,4
GeoEnti: 10 11 12 13 14 15 16 17 -20 
Table 3.9: Triangle table for the example grid. 
 Facet1 Facet2 Facet3 Facet4 Facet5 Facet6 Facet7 Facet8 Facet9 
ShapeTyp
e: 
triangl
e 
triangl
e 
triangl
e 
triangl
e 
triangl
e 
triangl
e 
triangl
e 
triangl
e 
triangl
e 
ShapeInd: 1 2 3 4 5 6 7 8 9 
NodeNum: 4 4 4 4 4 4 4 4 4 
NodeInd: 1,3,2 1,2,4 1,4,3 2,3,5 2,5,4 3,4,6 3,6,5 4,5,6 2,3,4 
GeoEnti: 10 11 12 13 14 15 16 17 -20 
NeibEle: 1,0 1,0 1,0 2,0 2,0 2,0 2,0 2,0 2,1 
Table 3.10: Abstract facet table for the example grid. 
  
N1 
N2
N3
N4
N5 
N6 
Tri1;F
Tri3;F
Tri2;F
Tri5;F
Tri8;F
Tri6;F
Tri7;F
Tri4;F
Tri9;F
Tet1;E
Tet2;E
Tet3;E
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 Tet1 Tet2 Tet3 
NodeInd: 1,3,4,2 2,3,4,5 4,3,6,5
GeoEnti: 50 50 50 
Prt: 1 2 2 
Table 3.11: Tetrahedron table for the example grid. 
 Ele1 Ele2 Ele3 
ShapeType: tetrahedron tetrahedron tetrahedron 
ShapeInd: 1 2 3 
NodeNum: 4 4 4 
SurfNum: 4 4 4 
NodeInd: 1,3,4,2 2,3,4,5 4,3,6,5 
GeoEnti: 50 50 50 
Prt: 1 2 2 
Neib: -3,-1,-2,-9 -9,-4,-5,3 -6,2,-8,-7 
Table 3.12: Abstract element table for the example grid. 
For hexahedron elements, the definitions are made in a similar manner.  The solver only 
deals with abstract facets and abstract elements.  So the solver itself does not need to be changed 
when expanding the collection of supported element types and facet types.  Only new supporting 
procedures associated with the additional shape type (such as the program to compute the 
volume of a prism) are need. 
All the state-variables, properties and heating source conditions are bind with the cells 
(elements).  All the boundary conditions are bind with facets.  However, they are not stored in 
the data-structures where grid data is stored.  Instead, they are stored in the primitive FORTRAN 
data types.  Thus the program is not over-headed and it still preserves the fast and efficient nature 
of the legacy procedural FORTRAN codes. 
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3.2 Spatial Discretization 
The Finite Volume spatial discretization of PDEs has been well studied.  For cell-center 
Finite Volume discretization, which is the choice of this thesis, the discretization can be divided 
into four parts: the gradient evaluation, the evaluation of variables on the surfaces, advection flux 
evaluation and diffusion flux evaluation.  In this thesis, the PDE to be solved does not involve 
any advection terms, thus the schemes for advection flux is not discussed in this thesis.  For each 
of the rest three parts, multiple schemes may be applicable.  In the following sections we only 
consider the most popular schemes or the schemes are shown to be excellent in both precision 
and robustness. 
3.2.1 Gradient Evaluation 
Higher order schemes of the flux often require the evaluation of gradient of the variables 
at the center of the cell (element).  Thus the gradient evaluation scheme is very important.  With 
a poor gradient scheme, a higher order diffusion flux scheme will not be as precise as expected.  
Failure to find accurate gradient may also lead the diffusion flux scheme to produce 
unreasonably large error, which causes the breakdown of the simulation. 
In this thesis a limited least-squares method is used.  The least-squares schemes are 
unrelated to the grid topology.  Thus the least-squares schemes are more versatile than Green-
Gauss gradient schemes that are based on grid topology.  Least-squares schemes are always able 
to find sufficient neighbor data to evaluate the gradient, while in Green-Gauss schemes the 
availability of neighbor data is limited by the number of surfaces of an element.  The least-
squares gradient scheme chosen in this thesis also weights the neighbor data by distance.  So the 
gradient result would not be severely contaminated by a few bad data sets far away from the cell 
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center.  The final gradient result is also limited to avoid harming the stability of the flux scheme 
when abnormal gradient result presents, which is not likely to happen when sufficient neighbor 
data sets are included. 
Let us consider the evaluation of scalar  ’s gradient   at the center of cell P .  The 
first step of the scheme is choosing the surrounding data sets.  Although it is mentioned that the 
scheme is unrelated to the grid topology, we still use the neighbor list as an auxiliary reference.  
If the number of surrounding cells is smaller than 3, then only minimum-norm solution can be 
obtained.  In this case, we may include the neighbor cells of cell P ’s neighbor cells into the 
stencil.  The final number of surrounding cells in the stencil is 3k  .  The cells in the stencil are 
iF  where 1,2...i k .  Then we can calculate the difference between iF  and P  
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and the displacement between iF  and P  
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We want the gradient evaluation to be exact when the scalar field   has a linear distribution.  
Then we have an over-defined linear system. 
  X B  (3.3) 
The least-squares solution of this system gives a good evaluation of   at the center of cell P .  
We can further improve the evaluation by introducing a weighting matrix: 
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where the weighting factor is decided by distance between iF  and P  
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
 
 (3.4) 
The weighted linear system becomes 
  WX WB  (3.5) 
Generally, weighted evaluation provides better results than un-weighted evaluation, 
especially for irregular cells (Perez-Segara, et al., 2006; Farre et al., 2006).  In order to further 
improve the robustness of the weighted gradient scheme, we have a final limiting step to prevent 
producing local extreme value on the surface.  Now take the result provided by the over-defined 
linear system as an intermediate result 
 itm WX WB  (3.6) 
The final result is the intermediate result multiplied by a limiting factor   
 itm      (3.7) 
The limiting factor   is the minimum value of all limiting factors calculated with respect to each 
neighbor cells (not including the non-immediate neighbor cells) 
 min , 1 number of immediate neighbor cellsi i     (3.8) 
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In order to find limiting factors with respect to each neighbor cells, let us denote 
if
  as the state 
variable at the surface between P  and its neighbor cell iF  .  Then if can be evaluated using the 
intermediate result itm  as 
  if P i itmf P        (3.9) 
Then each limiting factor is selected such that 
if
  is bounded by 
1F
  and  P  
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 (3.10) 
Thank to the described weighted and limited least-squares gradient schemes, we can develop 
higher order diffusion flux scheme that is both accurate and robust.  
3.2.2 Thermal Conductivity Evaluation at Cell Interface 
The diffusion flux evaluation that will be discussed later requires the evaluation of the 
thermal conductivity between the center points of two cells.  Interpolation schemes are 
applicable to estimate the thermal conductivity at the center of the cell surface.  In this thesis, an 
interpolation scheme which retains actual thermal resistance is used to guarantee the accuracy of 
the thermal conductivity evaluation across discontinuous material property. 
To explain the thermal resistance scheme, let us consider the physical problem illustrated 
in Figure 3.3. 
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Figure 3.3: The contacting region between two materials having different heat conductivity. 
Two objects made from different materials contact with each other.  The thermal 
conductivity of the two materials are 1k  and 2k .  The distances between the two dash-lines and 
the contact surface are 1l  and 2l .  Assuming that the total thermal resistance per unit area totalR  is 
known, then we can find the average thermo conductivity from totalR  
 1 2( )
total
l lk
R
  (3.11) 
and totalR  can be expressed as the summation of contribution from the two objects 1R  and 2R  
 1 2 1 1 2 2/ /totalR R R l k l k     (3.12) 
Thus 
 1 2
1 1 2 2
( )
/ /
l lk
l k l k
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  (3.13) 
Evaluation of thermal conductivity at cell surface using Equation (3.13) ensures that the total 
thermal resistance per unit area is accurate.  In general, other interpolation schemes for cell 
R1 
k2 
k1 
R2 
l1 
l2 
Rtotal 
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surface thermal conductivity evaluation do not retain the accurate total thermal resistance and 
usually over-estimate the thermal conductivity when the thermal conductivity is discontinuous. 
Considering a contacting pair of cells, saying iF  and P , in an unstructured grid, the 
volume of the cells is proportional to the distance between the cell center and the center of 
contact surface.  Then we can modify the interpolation scheme expressed by Equation (3.13) 
such that more accessible cell volume PV  and iFV  is used instead of 1l  and 2l  that are not 
extensively used in unstructured grid 
 
( )
/ /
i
i
i i
P F
PF
P P F F
V V
k
V k V k
   (3.14) 
With the thermal conductivity interpolation scheme expressed as Equation (3.14), the 
diffusion flux scheme that is discussed later can produce more physical results when evaluating 
the flux between two cells associated with different materials. 
3.2.3 Diffusion Flux Evaluation 
The schemes for evaluating the flux term of PDE have been well-developed.  Multiple 
higher-order algorithms are available at the time of this thesis.  Different schemes are 
experimented.  The author of this thesis found that all higher-order schemes produce almost 
identical flux results.  The scheme chosen is the surface decomposition scheme, which is 
documented to be the most robust among all tested schemes in tough scenarios where other 
schemes may breakdown (Perez-Segarra, et al., 2006; Farre, et al., 2006). 
To explain the surface decomposition scheme, let us consider again the contacting pair of 
cell iF  and cell P . 
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Figure 3.4: The geometry of surface decomposition scheme. 
The objective of the diffusion flux scheme is to find the total heat flow rate out of cell P  across 
surface if  
 
i if PF
Q k T  
if
A  (3.15) 
where 
if
A  is the area vector of surface if . 
Now we define a (generally) non-orthogonal base  , ,i i if f fs t r .  ifs , ift  and ifr  are unit 
vectors.  Vector 
if
t  and vector 
if
r  should be orthogonal to each other and they are parallel with 
surface if .  In this thesis, ift  is found with two of the nodes on surface if  
 b a
b a
 ift
 
   (3.16) 
And 
if
r  is perpendicular to both 
if
t  and the area vector 
if
A  
P 
Fi 
fi 
a 
b 
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t A
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 (3.17) 
Vector 
if
s  is in the cells center direction 
 i
i
F P
F P
 ifs
 
   (3.18) 
And 
ifs
A  is the norm of an area vector along 
if
s  direction such that the projection of this area 
vector on the actual normal direction should be the actual area 
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i
i
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i
f
f
f
f
A
A
s
A
 (3.19) 
Then to decompose 
if
A  into components using the non-orthogonal base  , ,i i if f fs t r   
 
i i ifs ft fr
A A A  
i i i if f f f
A s t r  (3.20) 
where 
ifs
A  is known from Equation (3.19).  To make the decomposition valid, we need to use 
i ift fr
A A
i if f
t r  to correct the offset of 
ifs
A
if
s  on a plane which is the span of  ,i if ft r , and parallel 
to the surface if .  Such a correction is achieved when iftA  and ifrA  is found using Equation 
(3.21). 
 i i
i i
ft fs
fr fs
A A
A A
     
i i
i i
f f
f f
t s
r s
 (3.21) 
With 
if
A  being decomposed with the non-orthogonal base, the expression for heat flow rate 
becomes 
  i i i i if PF fs ft frQ k T A A A    i i if f fs t r . (3.22) 
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Then expend 
ift
A  and 
ifr
A  using Equation (3.21) 
      i i i i i iPF fs ft fr PF fsk T A A A k A T             i i i i i i i i i if f f f f f f f f fs t r s t s t r s r  
and rearrange the terms 
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f f f
f f f f f f f
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s t s t r s r
 (3.23) 
for which we can evaluate the first term using 
iF
T  and PT  
 i
i i i i
F P
PF fs PF fs
i
T T
k A T k A
F P
   ifs  
.
 (3.24) 
The rest of the terms are evaluated with temperature gradient at the cell center found by the 
previously discussed gradient scheme.  The final surface decomposition scheme is formulated in 
Equation (3.25). 
    ii i i i iF Pf PF fs PF fs
i
T T
Q k A k A T
F P
          i i i i i if f f f f ft s t r s r   (3.25) 
The temperature 
iF
T  and PT  in Equation (3.25) is recovered from the specific energy 
using the predefined relation (may be non-linear, non-smooth and non-continuous due to the 
latent heat for melting inserted in) between internal energy and temperature illustrated in Figure 
2.4.  The temperature-related material properties such as thermal conductivity k  are found with 
the latest temperature. 
In the researches of Perez-Segarra et al. (2006) and Farre et al. (2006), the surface 
decomposition scheme presents good accuracy and robustness even with irregular grid.  To 
address the tough stability problem discussed in Chapter 2, the robust surface decomposition 
scheme is selected to be implemented for the simulation of Teflon ablation.  It should be noted 
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that without a good evaluation on 
iPF
k  and T , the surface decomposition scheme cannot be as 
accurate and robust as supposed to be solely by itself. 
3.2.4 Boundary Flux Evaluation 
The Teflon simulation needs be able to simulate ablation resulting from heating the 
surface.  In the simulation the surface heating is applied by applying appropriate boundary 
conditions.  It is introduced in the later sections that the completely ablated cells are removed 
from the domain to simulate the recession of the surface.  Boundary conditions associated with 
the removed cells also need to be moved to the recessed surface.  Special treatment needs to be 
done to ensure that proper boundary conditions are applied to the newly exposed surfaces. 
For Neumann-type boundary conditions, the heat flow rate going out of the cell on the 
boundary is simply the heat flux multiplied by the surface area 
 f h fQ A   (3.26) 
This is valid for ordinary simulations that the grid boundary smoothly fits the physical boundary.  
However in surface ablation simulation, the computation domain is presented using discrete 
polygons.  While removing the ablated cells from the ablation boundary, the newly exposed 
boundary follows the rough surface formed by the inner polygons.  If use the Neumann-type 
boundary conditions formulated as Equation (3.26) to the newly exposed rough boundary, the 
total amount of heat flow into or out of the domain would be increased.  We need the amount of 
heat flow not affected by the roughness of the surface.  To address this problem, the Neumann-
type boundary conditions in this thesis are associated with a specific direction and only the 
projected heat flow are counted when applying the boundary condition.  The projected heat flow 
is expressed as 
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 fQ  h fΓ A . (3.27) 
In the later sections, it is introduced that the associated direction are inherited from the initial 
boundary, which fits the initial physical boundary smoothly. 
The norm of hΓ  is found using the model for different physical conditions formulated as 
Equation (2.12).  For “surface radiation” and “surface convection” conditions, the surface 
temperature which is necessary to evaluate the surface heat flux hΓ  is evaluated by the first 
order Tyler expansion 
 ( )f PT T f P T   
 
 (3.28) 
where T  is found by the least-squares gradient scheme described in Section 3.2.1, and f  is the 
center of the boundary surface associated with cell P . 
For Dirichlet-type boundary conditions, auxiliary point scheme is used. 
 
Figure 3.5: The geometry for the boundary flux evaluation. 
P P’ 
Dirichlet Surface 
f
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The auxiliary point 'P  for the Dirichlet surface f  associated with cell P  is defined such 
that the projection of 'P  on f  is the center of f ; and vector 'PP

 is parallel to f . 
Given the Dirichlet value DT , the heat flow rate is corrected using the auxiliary point 'P  
 
 ' '
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D pD P
f
T T PP TT TQ k k
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       
f f
f
f
A A
A
A

   (3.29) 
where the thermal conductivity k  is using the cell center value of P , temperature gradient T  
is evaluated using the least-squares gradient scheme described in Section 3.2.1. 
The domain-decomposition method discussed in the next section requires applying the 
Robin boundary condition on the interface between two partitions.  To apply the Robin boundary 
on the unstructured grid we need to interpret a given surface Robin value fRb  into heat flow rate 
fQ .  The Robin value is defined as 
 f f hRb T     (3.30) 
where   is an arbitrary real constant and h  is the heat flux 
 fh
f
Q
A
   (3.31) 
Then an expression for fQ  is formed using the Robin value fRb  and surface temperature fT  
  ff f fAQ Rb T   (3.32) 
To find fT  we use again the Taylor expansion with least-squares gradient scheme 
 ( )f PT T f P T   
 
 (3.33) 
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Now we have the methods to apply the Dirichlet-type, Neumann-type and Robin 
boundary conditions as expressed in Equation (3.29), (3.27) and (3.32). 
3.2.5 Source Term 
The total power of the heating source in a cell is found by assuming the intensive heating 
power is uniform within the cell 
 S Vs   (3.34) 
where the intensive heating power s  is the summation of the predefined volumetric heating 
power predefineds  and the volumetric heating power due to the reaction of depolymerization reactions  
 predefined reactions s s     (3.35) 
The first term is defined as a simulation condition by user.  The second term is found using the 
reaction model given in Chapter 2 and prorated with the fraction of melted material mR  
 ( ) expreact o pi
p
pn m
B
R H A
T
s T      
  (3.36) 
3.3 Domain Decomposition 
Domain decomposition methods are well developed for finite element simulations.   For 
finite volume discretization used in the thesis, Robin-Robin method is chosen to decompose the 
problems into sub-problems that are solved in parallel.  The Robin-Robin method chosen for this 
thesis is one of the popular FVM-friendly methods (Lions, 1989; Guo et al., 2004). 
To apply Robin-Robin method, the unstructured grid is partitioned into a given number of 
non-overlapping sub-domains, which is illustrated by Figure 3.6.  In Figure 3.6, on the left is an 
example of partitioned domain, on the right is one of all the non-overlapping sub-domains. 
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Figure 3.6: A partitioned domain and one of the sub-domains. 
The partitioning of the unstructured grid is done by GMSH. 
To explain the Robin-Robin method, let us consider the physical domain.  It has been 
mentioned in Section 1.2 that the Robin-Robin method, as a Steklov-Poincaré methods, enforces 
the boundary between sub-domains to be continuous and conservative 
 ˆ( () )ˆ 0i
i j i j
i j i jj
T T
k T k T
   
     
   i j
x
n n x
 (3.37) 
This condition is equivalent to satisfy the Robin boundary condition expressed as Equation 
(3.38) in each sub-domain 
 
ˆ( ) ( ˆ )i i i j j j
i
j
j
iT k T T k T     
  
n
x
n
 (3.38) 
where   is an arbitrary real constant. Now define the Robin value iRb  
 ( ˆ )i i i i iRb T k T  n . (3.39) 
Then we have 
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 ( 2 [ ( )ˆ ] 2ˆ)i j j j j j j j jj j jRb T k T T T k T T Rb         n n . (3.40) 
Equation (3.40) provides a method to evaluate and update the Robin value through iterative 
solving.  It has been found by Guo, et al. (2004) that using a relaxation factor when updating the 
Robin values improves the convergence of domain-decomposition iteration significantly. 
    2: 1
0 1
i j j iRb T Rb Rb 

  
 

 (3.41) 
There exist methods to find the optimal   with which the number of iterations of the domain 
decomposition solving is minimized (Guo et al., 2004).  But the cost to find the optimal   for 
each iteration equals to the cost of two domain decomposition iterations.  The author of this 
thesis follows the results and suggestions from Guo et al. (2004) and chose a fixed relaxation 
factor 0.7   through the domain-decomposition iterations. 
For each time step, the system is solved by domain decomposition iteration.  The initial 
Robin values associated with each facet between sub-domains are estimated as the local 
temperature.  This makes the program to converge within one domain-decomposition iteration 
step if the complete domain is in equilibrium/idle.  It should be noted that the initial Robin value 
should not affect the final result of domain-decomposition iteration.  At the end of each domain-
decomposition iteration step, all the Robin values are updated using the relaxed method 
described by Equation (3.41).  
Multiple convergence criterions are available for domain-decomposition iteration (Lions 
1989; Guo et al. 2004).  In this thesis the convergence criterion uses the Euclidian norm of 
temperature residual vector.  The domain decomposition iteration stops when 
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      (3.42) 
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where n  is number of cells in the complete domain, 1,2i n  , l  is the domain decomposition 
iteration number and   is the tolerance. 
Guo et al. (2004) showed that the relaxed Robin-Robin method needs only a few 
iterations converge (often less than 5) to a reasonable error.  The convergence generally should 
be monotone. Considering the good convergence performance expected for the Robin-Robin 
method, a second stop criterion is implemented to avoid unreasonably large number of iterations.  
The domain decomposition iteration stops when 
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2 2
- - 0.95
l l l l
i i i i
l l
i i
T T T T
T T


          
 (3.43) 
In the case that the criterion expressed as Equation (3.43) is triggered, it is more likely that the 
error is introduced by the algebraic solver used through the domain decomposition iterations than 
by the mismatch of state-variable value and flux value on the sub-domain interface.  Which 
means further domain-decomposition iteration steps cannot help reducing the error.  The domain 
decomposition iteration stops if either criterion is triggered. 
3.4 Time Advancing 
All time-variant problems need the solver to advance in time.  The most wildly applicable 
paradigm for time-variant simulations is the time-driven paradigm, which is in contract with 
event-driven paradigm.  Time-driven means there exists a (spatially) global time t  and a 
(spatially) global time increment t  such that the problem needs to be solved globally for every 
discredited t  having t  as intervals.  This thesis also follows this idea and uses the time-driven 
paradigm. 
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The time advancing for each time step is constructed mostly by an implicit Crank-
Nicolson step.  Forward-Euler estimation is executed before the Crank-Nicolson step to 
determine a reasonable value of t  to be used.  After the Crank-Nicolson scheme, Auxiliary 
explicit computations and grid modifications are done to address the issues related to the ablation 
and removal of ablated cells. 
It should be noted that in Stechmann’s one-dimensional program, the ablation process are 
split into three stages.  In multi-dimensional program this is not applicable because different part 
of the domain may be in different stages.  Instead of using multiple global stages, local selection 
of operations to be done is made according to the local phase. 
Section 3.4.1 to 3.4.3 introduce each of the steps of time advancing in detail. 
3.4.1 Forward-Euler Estimation and Time Step Size Evaluation 
Before each Crank-Nicolson step, a Forward-Euler step is executed to provide an initial 
estimation for the implicit iterative solving, and to generate an appropriate time step size t  for 
the time advancing.  With the appropriate t  the iterative solving can have quick convergence 
and the time advancing can march quickly when the physical process is idle. 
To introduce the Forward-Euler step, let us consider the extensive energy and the 
intensive energy first.  The total internal energy iE  for cell i  is an extensive value.  iE  can be 
found using the intensive specific energy ie  of cell i  
 
1, 2
i i i iE e V
i k

   (3.44) 
where k  is the number of cells.  It is introduced in Section 3.2.3 to 3.2.5 that the flux scheme 
and the source term scheme used in this thesis generate heat flow rate and total heating power 
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instead of heat flux and volumetric heating power.  Thus the explicit advancing of extensive 
energy is 
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 (3.45) 
where im  is the number of surfaces of cell i .  However it is more convenient to advance the 
intensive energy 
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 (3.46) 
During executing Forward-Euler estimation formulated in Equation (3.46), a proper t  can be 
determined adaptively.  Rider et al. (1999) provides an idea to generate t  for implicit time 
advancing.  The t  can be chosen such that the increment of a norm of the state variable is 
limited by a threshold percentage 
  
1
1
1
1,2
i
l
m
fj
j i
l
i
t Q S
E Floor
i k




              

  

 (3.47) 
where   is a vector norm and Floor  is applied to avoid 0 as the denominator. In this thesis, t  
is selected using infinity norm and Euclidian norm 
 2
2
t tt    
.
 (3.48) 
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The infinity norm limits local variation effectively while the Euclidian norm limits the global 
variation.  The t  in Equation (3.48) tries to limit the increment on the infinity norm of iE  to 
be smaller than  
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 (3.49) 
The 2dt  in Equation (3.48) tries to limit the increment on Euclidian norm of iE  to be smaller 
than 2  
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 (3.50) 
In this thesis, the Floor  in Equaiton (3.47) is removed but additional upper bound are set for t
to guarantee the time resolution of the simulation to be sufficient to satisfy the interval of result 
output required by user.  The value of   and 2  regulate the difference resulting from each time 
advancing step, and are tuned to balance between accuracy, stability and efficiency. 
It should be noted that, for implicit method, the primary objective of adaptive time step 
size is not to improve the robustness of time advancing although it helps keeping the iteration 
step to be moderate.  More importantly, with the adaptive restriction of time step size, the 
program can adapt to physical process of different time scale. 
3.4.2 Crank-Nicolson Scheme 
65 
 
Crank-Nicolson scheme was developed by John Crank and Phyllis Nicolson in the mid 
20th century.  For linear diffusion problems, the scheme is shown to be unconditionally stable.  
Due to its robustness, its second-order accuracy as well as its simplicity, Crank-Nicolson scheme 
is still wildly applicable in the field of scientific computation and financial mathematics.  In this 
thesis, Crank-Nicolson scheme is chosen to be the major part of the time-advancing. 
Similar to the Forward-Euler discussed in Section 3.4.1 but using trapezoidal rule, the 
Crank-Nicolson scheme reads 
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 (3.51) 
where 
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
            is using the result from the previous time step.  The result from the 
Forward-Euler step is used as the initial estimation for the implicit solving. 
It should be noted that in order to use the Jacobian-free Newton-Krylov methods as the 
algebraic solver, the lie  on the left-hand-side of Equation (3.51) is moved to the right-hand-side.  
Thus a vector of right-hand-side functions is formed as Equation (3.52) and (3.53).  The 
dimension of the vector equals the number of cells. 
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Within the Newton/Krylov iteration, the F  is called to evaluate the residual, generate the 
direction of correction, etc.  Within the Crank-Nicolson scheme F , the flux scheme and the 
source term scheme are used to evaluate 
1
im
fj
j
Q

   and S .  The nested and cascaded structure of the 
procedures makes each procedure abstract and consequently, the modular program is easy to be 
expanded with alternative schemes at any level. 
3.4.3 Auxiliary Computations and Detaching the Ablated Grid 
After the Crank-Nicolson step, auxiliary computations and grid modifications are 
executed to simulate the mass reduction and shape changing due to the ablation process.  
The changing rate of the fraction of depolymerized material dR  for each cell is calculated 
using the reaction model provided in Chapter 2 with the latest T  and other properties 
 exp pd pt m
B
R R A
T
     
  (3.54) 
Then dR  is updated using the changing rate 
 : d d td R RR t     (3.55) 
Also, using tdR , the total mass flow through the ablation front is evaluated 
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where k  is the number of facets where heat flux boundary condition is applied.  m  is used in 
the boundary flux scheme previously discussed in Section 3.2.4 with the physical model of mass 
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transfer cooling effect m in
mtc
q
h
 , which is included in Equation (2.12).  The local mass flux m  
is assumed to be uniform over the ablation front. 
Finally, the grid is modified to remove the completely ablated cells away from the 
computation domain.  With removing the completely ablated cells the data structures of the grid 
need to be properly handled.  The rules under which the boundary conditions are removed and 
inherited are important.  Let us consider the tetrahedron shown in Figure 3.7 to understand the 
rules for removing and inheriting boundary conditions. 
 
Figure 3.7: Possible boundary conditions. 
The four surfaces of the tetrahedron shown in Figure 3.7 are associated with the different 
boundary conditions or neighbor cells.  Surface “a” and surface “b” are on the boundary of the 
computation domain, “c” is on the interface between two sub-domains and “d” is an inner 
surface.  After this cell is completely ablated, it is removed from the computation domain.  The 
boundary conditions on surface “a” and “b” are removed and new boundary conditions are 
associated with the surfaces that were inner surfaces before the cell is removed, e.g. surface “d”.  
For the surface “c”, the Robin boundary will also be removed because it is no longer a surface 
a 
b 
c 
d 
a: Neumann 
b: Dirichlet 
c: Robin 
d: inner surface 
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between two sub-domains. And the surface “c” will be treated the same way as the inner surface, 
e.g. new boundary conditions will be generated on it.  For the Neumann-type boundary 
conditions, it has been introduced in Section 3.2.4 that the boundary flux scheme automatically 
addresses the problem due to roughness of surface.  Then the boundary condition used to be 
associated with surface “a” are directly copied to surface “c” and “d”.  The Dirichlet-type 
boundary conditions are often used to model infinity heat-sink.  Once the cell has been removed, 
the material no longer touches the heat-sink at where they used to contact with each other, e.g. at 
the surface “b”.  Thus the Dirichlet boundary conditions are not inherited. 
Following the rules described above, the program allows the ablation within one time 
step to be more than one layer of cells.  The advantage of this mechanism is that it does not rely 
on re-meshing or grid movement.  However the dynamic grid data still need to be carefully 
maintained according the rules when cells are removed. 
3.5 Solution of the non-linear system 
It has been mentioned in the Section 3.4.2 that a vector of functions F  is formed such 
that it returns zero vector with the exact solution of the time-variant diffusion-reaction problem 
as input.  To find the solution, we need to solve a system of non-linear equations 
 F = 0  (3.57) 
Newton-Krylov method is a class of advanced methods to solve a given system of non-
linear equations (Knoll, et al., 2004).  It has become more and more popular in the resent years.  
It is also widely considered as a good choice to be the local solver for domain decomposition 
methods. In this thesis, Inexact Newton method with back-tracking globalization and Jacobian-
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free conjugate gradient method are used.  In Section 3.5.1 and 3.5.2, the idea and implementation 
of Newton iteration and conjugate gradient iteration are introduced in detail. 
3.5.1 Inexact Newton Iteration 
Newton method, also known as Newton-Raphson method, is a method to find the 
solution of a non-linear equation.  For a non-linear scalar equation: ( ) 0f x  , the Newton 
iteration finds iteratively the solution x  using the recursive formula 
 1
( )
( )
n
n n
n
f xx x
f x
    
 (3.58) 
with 0x  being the initial guess. 
The classical Newton method provides quadratic local convergence.  Thus the 
convergence may depend largely on the initial guess and the shape of function f .  In this 
section, a globalization method will be introduced to address this problem. 
In this thesis, as mentioned in Section 3.4.2, we need to solve a system of non-linear 
equations instead of a single scalar equation.  The Newton method has been successfully 
extended to find the root of a system of k  non-linear equations F(x) = 0 , where : k kF    
and kx  .  As the Newton method for scalar function, the Newton method for a system of non-
linear equations find the solution vector x  iteratively using the recursive formula 
 1 1n n n  x x s  (3.59) 
with 0x  being the initial guess.  Where ns  is the solution of a linear system 
 1 ( )
n
n n   xF s F x  (3.60) 
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where the 
n
k k 
x
F   is the Jacobian matrix of F  at nx .  It is introduced in the Section 3.5.2 
that the linear system in Equation (3.60) is solved by Jacobian-free conjugate gradient method, in 
which, as its name indicates, the 
n

x
F  is not explicitly constructed and stored. 
As Newton method for scalar function, the basic Newton method for vector of functions 
can guarantee only local convergence.  A globalization strategy needs to be applied to improve 
the robustness of the convergence.  In this thesis, the back-tracking method is used to globalize 
the convergence of Newton method. 
The basic idea of back-tracking is to keep modifying the marching vector s  by a factor   
in such way: : s s , until the residual of the new solution is smaller than that of the previous 
solution by a threshold significance 
  1 (1 )t   F(x + s) F(x)  (3.61) 
where 1 (1 )t    is the threshold and 0 1  , 0 1t  .    is also updated by : 1 (1 )      
for each time when the condition formulated in (3.61) is violated.  Also need to be updated is the 
marching vector : s s .  The resulting procedure is the inexact Newton method with back-
tracking globalization.  The pseudo code of the algorithm is as follow: 
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Generate the initial guess  0x  
    For n from 1 to maximum number of iteration 
        find the old residual  1 2( )nF x  
        find  ns  by solving the linear system  1 1( )n n n    xF s F x  
        if 
1
tolerancen
n
abs
 
    
s
x
 
            marching the solution  1n n n x x s  
            exit this loop 
        end if 
        while   1 11 (1 )n n n    F(x + s ) F(x )  
            modify  ns  by  : s s  
            compromise threshold by  : 1 (1 )      
        end while 
        marching the solution  1n n n x x s  
    End for 
The primitive parameters  ,   and the initial value of   are as follow 
 
1 4
0.9
0.8initial
e


     
The inexact Newton method forces the residual to descend monotone in each Newton 
step.  Thus the Newton iterations are stabled by the back-tracking operation. 
3.5.2 Jacobian-Free Conjugate Gradient Iteration 
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It has been mentioned in Section 3.5.1 that Equation (3.60), a system of linear equations, 
needs to be solved for each inexact Newton iteration step.  In this thesis Equation (3.60) is solved 
by Jacobian-free conjugate gradient method. 
Let us consider first the classical conjugate gradient method for explicit matrix A.  
Conjugate gradient method is one of the most classical and popular algorithm in the family of 
Krylov subspace methods.  For a system of linear equation as Equation (3.62) 
 A x = b  (3.62) 
where nx  , nb   and A  is an n  by n  matrix. Assuming *x  is the exact solution of 
Equation (3.62), *x  can be expressed as the linear combination of a base of n  mutually 
conjugate directions 
 *
1
n
i i
i


 x p
.
 (3.63) 
 1 2, np p p  is base of the mutually conjugate directions.  Define the Krylov subspace as 
 1 2span ,n nK  p p p .  Then the linear system to be solved can be expressed as 
 *
1
n
i i
i


 b Ax Ap
.
 (3.64) 
For any of the component kp  in  1 2, np p p  
 *
1
n
T T T T
k k k i i k k k
i
 

  p b p Ax p Ap p Ap  (3.65) 
because 0,Tk i i k  p Ap  since the two vectors are conjugate with respect to A .  Then we can 
find the factor k  for this direction kp  such that Equation (3.65) is satisfied 
 
T
k
k T
k k
  p b
p Ap .
 (3.66) 
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With each , 1,2i i n    being found, we can reconstruct the solution by 
 
1
n
i i
i
x 

 p
.
 (3.67) 
It has been shown that it needs at most dim( )n  A  components in nK  to reconstruct the exact 
solution *x .  In practice conjugate gradient method, as an iterative method, does not require all 
dim( )n  A  directions  1 2, np p p  to be found to obtain a good approximation of *x .  In 
conjugated gradient method, the first direction of the base is generated by the initial residual of 
the linear system 
 1 1 1  p r b Ax . (3.68) 
Other directions are forced to be orthogonal to the previous Krylov subspace using Lanczos 
process with the previous direction kp  and new residual 1kr . 
 1 1k k k k  p r p  (3.69) 
And find k  with 
 1 1
T
k k
k T
k k
   r r
r r .
 (3.70) 
The resulting method is the classic conjugate gradient method: 
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Find initial residual and direction  1 1 1  p r b Ax  
    For k from 1 to maximum number of iterations 
        find the factor 
T
k k
k T
k k
  r r
p Ap
  
        update the solution  1k k k k  x x p  
        update the residual  1k k k k  r r Ap  
        if  1 2 tolerancek r  
            exit this loop 
        end if 
        find  1 1
T
k k
k T
k k
   r r
r r
 
        generate new direction  1 1k k k k  p r p  
    End for 
The pseudo-code presented above requires explicit construction of matrix A , which in 
the thesis is the Jacobian matrix of the system of non-linear equations 
k

x
F .  Although it is 
possible to construct the Jacobian matrix, but no gains in efficiency is expected.  The 
implementation of explicit construction of 
k

x
F is also not easy. Thus in this thesis, the 
Jacobian-free conjugate gradient method is used to avoid constructing and storing the explicit 
Jacobian matrix 
k

x
F . 
It can be seen from the above pseudo-code that the matrix A  is only used to produce the 
multiplication between A  and a vector, for example Av .  Thus instead of using explicit 
k

x
F  a 
method to evaluate the multiplication between
k

x
F  and a vector, e.g. 
k
 
x
F v , is needed.  
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k
 
x
F v  can be represented by the directional derivative of F  along vector v .  In this thesis, a 
finite difference method is used to evaluate the directional derivative 
 ( ) ( )
k
k kF

   
x
F x v xF v  (3.71) 
where   is a small “probe length” which is found by 10 tolerance    to balance the error of 
evaluation of F  and the round-off error.  The finite difference method makes the Conjugate 
Gradient method free of explicitly constructing 
k

x
F .  The resulting Jacobian-free conjugate 
gradient method in this thesis reads: 
Find initial residual and direction  1 1 1( )  p r 0 F x  
    For k from 1 to maximum number of iterations 
        find  ( ) ( )
k
k k k
k
F

   
x
F x p xF p  
        find the factor   
k
T
k
k T
k k
   
x
r r
p F p
  
        update the solution  1k k k k  x x p  
        update the residual   1
k
k k k k    xr r F p  
        if  1 2 tolerancek r  
            exit this loop 
        end if 
        find  1 1
T
k k
k T
k k
   r r
r r
 
        generate new direction  1 1k k k k  p r p  
    End for 
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The described inexact Newton with Jacobian-free conjugate gradient method is one of the 
most advanced algebraic solvers used to solve descritized PDEs.  In this thesis, it makes the 
Teflon ablation simulation program both robust and efficient. 
The Newton iteration and Krylov iteration are neatly nested, which makes easy to modify 
and expand the program without changing the architecture. 
3.6 Tracking the surfaces 
Explicit tracking the front surface and the melting surface in three-dimensional space is 
complicate.  Not only the shape of the surface may change with time, the topology of the surface 
may also change.  Thus using parameterized surface is hardly applicable.  Instead of using 
parameterized surface, the Teflon ablation simulation program keeps only scalar fields with 
which the surfaces can be implicitly defined and reconstructed.  After the simulation is finished, 
the post-processing module of GMSH is used to visualize the surface using the scalar fields 
generated by the simulation program.  This method avoids the difficulty of describing deforming 
and topologically changing surfaces. 
The scalar fields used to visualize the surfaces are the fraction of melted material 
( , )mR t x  and the fraction of depolymerized material ( , )dR t x .  The melting surface  ( )tmeltingx  is 
defined such that 
  ( ) { ( , ) 0.5, }m Tt R t  meltingx x x x  (3.72) 
And the ablation front surface is defined similarly 
  ( ) { ( , ) 0.5, }front d Tt R t  x x x x  (3.73) 
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It should be noted that although the completely ablated cells are removed for the time-advancing 
of ablation process, the completely ablated cells, together with the fraction of depolymerized 
material associated with them (100%), are kept to provide comprehensive data that is used by 
GMSH for visualization. 
3.7 Parallelization 
The domain-decomposition methods described in previous sections provides a scalable 
method for parallelization.  In each domain-decomposition iteration steps, sub-problems are 
generated associating with each sub-domain. Each sub-problem is sent to a local solver using 
Newton-Krylov method and solved in parallel. 
The program developed for this thesis uses Message Passing Interface (MPI) to build the 
multi-processes concurrent structure.  MPI is applicable for both shared-memory machine and 
distributed-memory cluster or super-computer.  MPI is very widely used standard in the area of 
scientific computation. 
In the Teflon ablation simulation, the forked concurrent processes are casted into a master 
process and multiple slave processes.  The master process drives the simulation, distributes the 
sub-problems to the slave processes and gathers result from the slave processes when the sub-
problems are solved.  The slave processes serve only as local solvers.  They are triggered when 
the sub-problems are distributed.  After the sub-problems are solved, they return the results to the 
master process and enter idle state, waiting to be triggered again. 
In each domain decomposition iteration step, the following procedures are done by the 
master process to split the problem into multiple sub-problems and send the un-resolved sub-
problems to available slave processes.  Once the result of any sub-problems is generated by a 
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slave process, the master process will gather the result and push it into the global result.  After 
the results from all sub-domains are pushed into the global result, the Robin boundary conditions 
are updated and the domain decomposition iteration enters the next step.  The procedures are 
shown as the following pseudo-code: 
Mark all sub‐problems as not assigned 
    Mark all sub‐problems as not finished 
    Mark all slave processes as available 
    While exist sub‐problems not finished 
        While exist available processes 
            If exist sub‐problems not assigned 
                Tell anyone of available slave processes the simulation 
                is not done 
                Assign anyone of unassigned sub‐problems to this slave 
                process 
                Mark this sub‐problem as assigned 
                Mark this slave process as not available 
            Else 
                Exit this loop 
            End if 
        End while 
        Wait until receive result of any sub‐problem from any slave 
        process 
        Mark this sub‐problem as finished 
        Mark this slave process as available 
    End while 
The slave processes receive the complete sub-problems (including grid, conditions and 
initial data) from the master process.  Then the sub-problem is solved by the Newton-Krylov 
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method.  Once the sub-problem is solved, the result is returned to the master process together 
with its mapping to the global domain.  The pseudo code is as follow: 
While true 
        Wait to be told whether the simulation is done 
        If the simulation is done 
            Exit this loop 
        End if 
        Receive sub‐problem 
        Solve the sub‐problem 
        Return the results 
    End while 
Although the existing shared-memory technologies such as OpenMP have better 
performance by avoiding exchanging information between processes and are easier to implement 
for simple problems, it is not used in this thesis to build the major parallel architecture due to the 
complicity of the task.  However, it is used for lower-level and smaller-granularity computations, 
such as the constructing the auxiliary information of the grid.  For the main parallel structure 
however, MPI is more appropriate. 
3.8 A Demonstrative Example 
A fictional Teflon ablation scenario is generated to test the simulation program.  In this 
case, a 3cm 3cm 1cm   rectangular Teflon object is subjected to a constant heat flux of 
5
2
W8 10 m  on one of the 3cm 3cm  surfaces.  Radiation heat transfer is also included on this 
surface. The rest five surfaces are subjected to adiabatic boundary conditions.  The following 
plots show the ablation of the Teflon object within the 20 seconds simulation time. 
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Figure 3.8: The profile of the ablation front and the temperature distribution through 20 seconds. 
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Chapter	4 	
Verification	and	Validation	of	the	Numerical	Implementation	
Equation Chapter (Next) Section 1 
In this chapter, the simulation code which is described in the Chapter 3 is verified by 
comparisons with analytical solutions to diffusion and ablation problems.  Grid convergence 
study is presented by solving the diffusion problem with multiple grid resolutions.  An 
approximate analytical solution of the Stefan problem from Braga (2003) is also used for 
verification.  To validate the simulation program, the numerical solution is also compared with 
the result of Teflon ablation experiment by Clark (1971).  The ablation speed obtained from 
simulations is compared with available experimental data.    
4.1 Verification using a Diffusion Problem 
The main body of the simulation code is focused on solving the parabolic-type PDE 
formulated as Equation (2.6), upon which the physics of ablation is coupled.   Most of the CPU 
time is spent on solving the parabolic-type PDE.  When the temperature of Teflon is below the 
melting temperature, the coupled problem reduces to a heat conduction problem.  For these 
reasons, the verification of numerical implementation of the parabolic PDE is very important.  
Verification is obtained by comparing numerical and analytical results for the problem 
formulated by Equation (4.1) to (4.4).  The boundary condition of the left surface ( 0x  ) is 
Dirichlet, while on the right surface ( 1x  ), convection boundary condition, which belongs to 
the Neumann-type boundary conditions, is assigned.  For all four lateral surfaces, insulator 
boundary conditions are applied. 
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2 2 2
2 2 2
T T T T
dt x y z
           (4.1) 
on the space and time domain of 
 
 
 
, , 0,1
0,
x y z
t
   
 (4.2) 
The initial condition boundary conditions are 
 
100                         , , ;    0
0                             0;    , ;    
[ (1, ) ] 1;    , ;    
T x y z t
T x y z t
T h T t T x y z tx 
            
 
 (4.3) 
and parameters 
 
1
1
0
h
T
  

    
 (4.4) 
It should be noted that although   3, , Tx y z x  , this is in essence a 1D problem 
because there is no dependence on the y  and z  direction.  Thus, the temperature distribution 
should always be uniform along y  and z  direction, and the temperature is a function of x  and t  
alone, e.g. ( , )T x t . 
The analytical solution for the above problem cannot be expressed as an elemental 
function but in in series form  (Asmar, 2004) 
 
2
1
( , ) sin( )n tn n
n
T x t c e x  

  (4.5) 
where 
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 100 1 cos( )
sin(2 )1
2 4
n
n
n
n
n
c






 (4.6) 
and 1 2 32.02876, 4.91318, 7.97866,      is the nth positive root of the algebraic equation: 
 tan( ) 0    . (4.7) 
The value of nc  decreases with n , thus the infinite series converge.  To generate the 
approximate value of the analytical solution to compare against the numerical solution, we use 
the partial sum of the first 1000 terms of the infinite series. 
The model Equation (4.1) is solved in a three-dimensional domain [0,1] [0,1] [0,1]  .  
The simulation parameters and material properties used are presented in Table 4.1. 
Simulation time: 0.1finalt   
Initial temperature: 0 100T   for any , ,x y z  
Dirichlet value at left surface: 1DT   for any t  
Convection coefficient at right surface: 1h   for any t  
Free stream temperature for 
convection:
0T   for any t  
Thermal conductivity: 1k   for any T  
Specific heat capacity: 1c   for any T  
Density: 1   for any T  
Properties related to melting and 
ablation:
N/A 
Table 4.1: Simulation parameters and material properties used for the diffusion problem. 
A parametric grid convergence study is performed for the diffusion problem.  Multiple 
grid resolutions with the number of tetrahedrons ntet=24, 152, 283, 317, 565, 625, 1090, 1556, 
1938 and 4305 are used to run the simulation.  The solutions is obtained for each grid and we 
evaluate for each grid the computation error defined as  
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 T tete n e e  (4.8) 
where e  is the cell-wise error 
 
,1 ,1
, ,tet tet
numerical analytical
numerical n analytical n
T T
T T
      
e 
.
 (4.9) 
The error of temperature defined by Equation (4.8) and (4.9) is plotted in Figure 4.1 
 
Figure 4.1: The simulation error with multiple grid resolutions. 
Figure 4.2 shows the temperature field for four different times t=0.0255, 0.0502, 0.0755 
and 0.101, using the unstructured grid having 4305 tetrahedrons.  Figure 4.3 plots the same 
numerical result shown in Figure 4.2 together with the analytical solution generated by Equation 
(4.5) to (4.7). 
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Figure 4.2: Numerical solution of temperature distribution. 
The convergence study shows that the simulation error decreases exponentially with the 
characteristic length of the tetrahedrons.  The solution reaches asymptotically to a value that is 
limited by the accuracy of algebraic solver and the Robin-Robin domain decomposition method. 
86 
 
 
Figure 4.3: Comparison between the analytical solution and the numerical solution. 
In conclusion, the surface decomposition spatial discretization scheme and the Crank-
Nicolson time–advancing scheme provide reasonable accuracy for the solution of the diffusion 
problem.  Both Dirichlet-type and Neumann-type boundary conditions are also handled properly.  
Consequently, the solver produces meaningful and accurate results for transient diffusion 
problems. 
4.2 Verification Using a Stefan Problem 
It is previously mentioned that there are no exact analytical solution available for ablation 
process with Arrhenius-type model.  However, many of the actual ablation cases are 
characterized by energy conservation at the ablation front surface.  Such ablation problems are 
suitable to be modeled as the Stefan problem formulated in Equation (4.10). 
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x
T T x s t t
ds Tq t k t
dt H x


          
   
  
      
 (4.10) 
where aT  is the ablation temperature. Stefan problem neglects the detailed chemical kinetics and 
moves the ablation boundary solely depending on the energy conservation.  An approximate 
analytical solution for the Stefan problem is available from Braga (2003) in a semi-infinite one-
dimensional domain with constant material properties and time-variable heat flux using an 
integral method.  The problem was divided into a pre-ablation and an ablation problem.  The 
approximate analytical solution included the formulation of the ablation depth and heat 
penetration depth.  The approximate analytical solution was applied to evaluate the thermal 
response of Teflon to surface heating.  The initial conditions, boundary conditions and material 
properties used by Braga (2003) to formulate the analytical approximation are shown in Table 
4.2. 
In order to compare the simulation result with the analytical approximation of the Stefan 
problem, radiation and mass-transfer cooling effect is disabled to match the conditions 
considered in developing the analytical approximation.  The numerical result of Teflon ablation 
simulation is plotted with the approximate analytical solution provided by Braga (2003) in 
Figure 4.4. 
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Initial temperature: 0 297.8KT   
Heat flux imposed on the ablation 
surface:
6 22.839 10 J m sq     
Thermal conductivity: 0.2243J m s Kk     
Specific heat capacity: 1260J kg Kc    
Density: 31922kg m   
Ablation heat: 62.326 10 J kg  
Properties related to chemical kinetics: N/A 
Properties related to melting: N/A 
Table 4.2: Conditions and material properties used in the Stefan problem. 
Figure 4.4 shows that the simulation result matches well with the approximate analytical 
solution of the Stefan problem. The agreement between results is because of the fact that the 
Teflon ablation process is characterized by the conservation of energy through the ablation 
surface. The agreement between results demonstrates the volumetric mass removal operation and 
the use of fraction of depolymerized material are valid and implemented properly. 
 
Figure 4.4: Simulation result and approximate analytical solution of Stefan problem from Braga (2003). 
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4.3 Validation with Teflon Ablation Experiments 
All our previous efforts are made for predicting the motion of ablation front surface using 
the Arrhenius-type ablation model.  In this section we compare the numerical results with data 
from Teflon ablation experiments of Clark (1971) who provides the most comprehensive 
collection such data.  Conditions of all individual experiments are well documented and as such 
Clark’s experimental data have been used for code validation purposes by other researchers 
(Holzknecht, 1977; Stechmann, 2007; Gatsonis et al., 2007).  
In Clark’s experiments (1971), the Teflon pieces to be tested are constructed by stacking 
multiple layers of Teflon tape together as shown in Figure 4.5.  In between these layers, thermo 
couples are placed to measure the temperature at different depth.  A heat flux, with the 
magnitude being monitored by a calorimeter, is applied to the front surface of the Teflon piece.  
The Teflon test pieces are attached to a thin steel plate which works as a heat sink.  Because the 
Teflon test pieces are of thin-layer-shape (have thickness around 1mm and surface area of 
several inch2) and the heat flux applied to the front surface can be considered as uniform, thus 
the ablation process can be reduced to a one-dimensional process. 
To simulate the thermal response of the Teflon test piece and the steel heat sink panel, a 
3D model is created to represent the object tested in the experiment.  The 3D model is extruded 
from a 0.5mm 0.5mm  square as shown in Figure 4.6. The thickness of Teflon layer in the 
ablation direction is 0.7747mm while the thickness of the steel panel is 0.254mm. 
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Figure 4.5: The testing sample assembly in Clark’s experiments (Clark, 1971). 
 
 
Figure 4.6: The geometry of the three-dimensional simulation. 
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Following the experiment setup show in Figure 4.5, the block having geometric entity 1 
is associated with the material properties of Teflon while the block having geometric entity 2 is 
associated with the material properties of steel, as shown in Figure 4.6.  The material properties 
are presented in Table 4.3 and Table 4.4. 
Thermal conductivity: 
:k  variable, tabulated from different 
temperature 
Specific heat capacity:
:c  variable, tabulated from different 
temperature 
Density: 37850kg m   
Table 4.3: Thermal properties of steel. 
 
112.9secpA
  
53.992 10 Btu ft sec Rrk
     
5
2 3.940 10 Btu ft sec Rmk
     
0.1692Btu lbm Rrc    
2 0.3528Btu lbm Rmc    
3120.7 lbm ftr   
3
2 108.6 lbm ftm   
0 678.3Btu/lbmPH   
67200°RpB   
5
1 5.813 10 Btu ft sec Rmk
     
53.971 10 Btu ft sec Rhk
     
1 0.2914Btu lbm Rmc    
0.3674Btu lbm Rhc    
3
1 135.7 lbm ftm   
367.81lbm fth   
3
1 1.100 10 Btu lbm RPH
    
Table 4.4: Thermal properties of Teflon used in the ablation simulation (Clark, 1971). 
Heat flux boundary condition is applied to the surface on the right with geometric entity 
28.  Also applied on this surface is the heat radiation boundary condition.  For the rest of the 
surfaces, the default insulator boundary condition is implied. 
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For one of the Clark’s experiments named as “Sample 1”, the heat flux applied on the 
front surface is 6 21.711 10 W m . The experiment “Sample 1” lasts for 1.8s  during which a 
considerable depth of Teflon layer is ablated. 
Clark’s experiments poses challenges for numerical simulation.  First, the magnitude of 
the heat flux is very large and as a result the speed of ablation is not significantly slower than the 
speed of heat diffusion.  Second, the process involves two objects (Teflon and steel) having very 
different thermal diffusivities.  The time scales for heat diffusion in steel and in Teflon are 
extremely different, thus resulting in a numerically “stiff” problem. 
We demonstrate first grid convergence.  Grids with different resolutions and both 
uniform and non-uniform unstructured grids are used.  The grids are shown in Figure 4.7 and the 
statistics of the grids are shown in Table 4.5. 
 
Figure 4.7: The three grids used to simulate the Teflon ablation experiment. 
 
Grid1 Grid2 Grid3 
2566 tetrahedrons 9643 tetrahedrons 1770 tetrahedrons 
4 partitions 9 partitions 4 partitions 
uniform uniform non-uniform 
Table 4.5: Statistics of the three grids used for validation with Clark (1971).  
The simulation results are visualized in Figure 4.8 and Figure 4.9. 
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Figure 4.8: The profile of the ablation front and the temperature distribution at 0.301sec, 0.601sec, 0.902sec, 
1.20sec, 1.50sec and 1.80sec (using Grid1). 
 
 
Figure 4.9: Final ablation front and the temperature distribution using the three grids. 
Figure 4.8 and Figure 4.9 show some important effects.  First, the heat flux applied to the 
front surface is so large that the propagation of the ablation front and the diffusion of temperature 
information have time scales of the same order.  Second, the domain of the steel heat sink, with 
much higher diffusivity, has a nearly uniform temperature distribution, while there is a 
noticeable temperature gradient within the Teflon domain.  It can also be seen in Figure 4.9, that 
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the smoothens of the ablation depends on grid resolution.  This is because the surface is captured 
implicitly with cell-center data (the fraction of depolymerized material) upon an unstructured 
grid.  The quality of the ablation surface can be improved by using computational grid of higher 
resolution.   
To compare with Clark’s experimental data, virtual thermocouples are placed in the 
computation domain at the same position the real thermocouples are placed in experiment.  
Figure 4.10 plots the variation of temperature at three different depths of the Teflon layer. 
 
Figure 4.10: The comparison between the experimental data (Clark, 1971) and the numerical result from the 
three-dimensional simulation. 
It should be noted that there are no clear evidence that the end point of each experimental 
temperature curve indicates the exact instance the ablation front reaches the depth of the 
thermocouple.  The numerical results are plotted such that the end points correspond to the exact 
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instances when the ablation front reaches the virtual thermocouples.  The exact ablation speed 
from the experiments is not available for direct comparison.  However, it is believed that the 
moment that the thermocouple is destroyed in the experiment should correspond to the moment 
when the ablation front reaches the thermocouple.  Thus, the ablation speed form the three-
dimensional simulation can serve as a meaningful prediction of the real ablation speed since it 
roughly matches the instance of destroy of the thermocouples in the experiment. 
For the temperature distribution shown in Figure 4.10, the differences are more likely due 
to the uncertainty in Teflon material properties.  The temperature distribution is dominated by 
the physics of heat diffusion, for which the simulation has already been verified in Section 4.1 
with defining the exact material properties.  The material properties used in this simulation are 
from the NLE of Clark (1971).  It can be found in Clark’s work that the NLE results vary widely 
for different experiments.  For some experiments, a reasonable NLE result could not be 
established.  Thus, the NLE results can only be considered as approximate.  It should also be 
mentioned that the numerical results from the three-dimensional ablation simulation matches 
well with the previous one-dimensional simulation results by Stechmann (2007). 
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Chapter	5 	
Summary,	Conclusions	and	Recommendations	
Equation Chapter (Next) Section 1 
Teflon is extensively used in a wide range of aerospace applications.  Teflon is the solid 
fuel in Pulsed Plasma Thrusters that can easily have specific impulses in excess of 1000 seconds.  
Teflon is also used to build the protective layer of re-entry vehicles.  In these applications the 
ablation behavior of the solid Teflon is critical.  Teflon and it ablation is also important in other 
industrial applications.  Teflon ablation is a complex process that involves phase transitions, 
boundary movements, discontinuity, as well as boundary interactions.  The goal of this thesis is 
to develop a three-dimensional numerical model and simulation code for the 3D version of 
Teflon ablation model presented in Gatsonis et al. (2007) and Stechamnn (2007).  The modeling 
approach and algorithmic implementation follows the one-dimensional code developed by 
Stechmann (2007).  This work addresses recommendations made by Stechmann (2007) and 
improves significantly in terms of robustness, efficiency and scalability. 
5.1 Summary and Conclusions of the Current Work 
The ablation of Teflon is a complex process that involves phase transformation, a 
receding external boundary where the heat flux is applied, an interface between a crystalline and 
amorphous (gel) phase and a depolymerization reaction which happens on and beneath the 
ablating surface.  The mathematical model used in this work is based on a two-phase model used 
in Gatsonis et al. (2007) that accounts for the amorphous and crystalline phases as well as the 
depolymerization of Teflon in the form of an Arrhenius reaction equation.  The model accounts 
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also for temperature-dependent material properties, for unsteady heat inputs and boundary 
conditions in 3D.  
The model is implemented in 3D domains of arbitrary geometry with a finite volume 
discretization on unstructured grids.  The reaction model is based on Arrhenius reaction equation 
and is coupled with a heat diffusion solver.  The reaction model is used to evaluate the reaction 
heat which is a source term of the heat diffusion problem.  The Arrhenius reaction model is also 
used to find the local mass reduction rate which is necessary to track the ablation front.  The 
diffusion solver, in return, calculates the temperature distribution through the simulation domain, 
providing necessary information to the Arrhenius reaction model. 
The surface decomposition scheme with limited and weighted least-squares gradient 
evaluation and an interpolation of thermal conductivity which retains the actual thermal 
resistance is used to discretize the diffusion term spatially.  An auxiliary point scheme is used to 
apply the boundary conditions.  The simulation is advanced in time with an implicit Crank-
Nicolson scheme which is unconditionally stable.  The implicit part of time advancing is 
decomposed into sub-problems.  The sub-problems are coupled on the boundaries by the Robin-
Robin domain-decomposition method.  A master-slave parallel programming model is 
implemented using Massage Passing Interface (MPI).  For each of the sub-problems, the inexact 
Newton with Jacobian-free conjugate gradient method is used as the local solver.  After each 
time advancing step, the “dead” cells are removed from the computation domain and the 
boundary conditions are inherited in a way that the total heat flow of Neumann-type boundary 
conditions are not affected by the roughness of the new boundary.  Once the simulation is 
completed, the surface of the ablation front and the melting surface are constructed from the 
fraction of depolymerized material and the fraction of melted material by post processing tool. 
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To verify the numerical method and simulation code, the numerical results of a heat 
diffusion problem are compared with analytical results.  Convergence study is done for this 
problem with multiple grid resolutions.  The convergence study shows that the simulation error 
decreases exponentially with the characteristic length of the tetrahedrons.  The solution reaches 
asymptotically to a value that is limited by the accuracy of algebraic solver and the Robin-Robin 
domain decomposition method.  The surface decomposition spatial discretization scheme and the 
Crank-Nicolson time–advancing scheme provide results that compare well with the analytic 
solution.  Both Dirichlet-type and Neumann-type boundary conditions are also shown to be 
handled properly.  In summary, the solver produces accurate results for transient diffusion 
problems. 
An approximate analytical solution for the Stefan problem of Braga (2003) is used to 
verify the simulation results and demonstrate the energy conservation at the ablation front 
surface.  The predicted recession speed compares well with the approximate analytical solution 
from Braga (2003).  The agreement verifies the volumetric mass removal operation in our code 
and the use of the fraction of depolymerized material concept. 
 Validation is performed by comparing the numerical results with data from Teflon 
ablation experiments of Clark (1971).  The conditions of all individual experiments are well 
documented and as such Clark’s experimental data have been used for code validation purposes 
by other researchers (Holzknecht, 1977; Stechmann, 2007; Gatsonis et al., 2007).  Three virtual 
thermocouples are placed within the Teflon in order to compare with the experiments.  
Differences between the predicted temperature distribution and experiments are attributed to the 
uncertainty in Teflon material properties. 
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5.2 Recommendations for Future Work 
The results of this work demonstrate the progresses of ablation simulation in many 
aspects.  The major progress is expanding the ablation simulation work of Gatsonis et al. (2007) 
to three-dimensional arbitrary domains.  However, further improvements are needed in order to 
transform the code into a more reliable and more usable facility.  
The primary challenge is the lack of accurate measurements of properties of Teflon 
material, especially the high-temperature properties that is important to the ablation behavior.  
To address this problem, more heat conduction and ablation experiments and measurements need 
to be done for Teflon. 
Additional improvements are needed in the algebraic solver.  Currently, the simulation is 
using an inexact Newton-Jacobian free-conjugate gradient solver for the system of nonlinear 
equations.  The quality of the solver is limited and it is desirable to port professional and proven 
iterative solver packages in the simulation program.  Since the performance of Krylov subspace 
solvers is problem-specific, different methods other than conjugate gradient need to be evaluated.  
An appropriate pre-conditioner also needs to be implemented to improve the performance of 
selected Krylov subspace solver. 
In the simulation of a PPT, the heat flux is applied as short impulses of high frequency 
instead of a steady flux.  In that case, it is desirable to resolve the time-accurate problem with 
higher time resolution to respond to the high frequency heat flux impulses.  The implicit Crank-
Nicolson time advancing scheme is able to be stable with very large time step sizes but would be 
inefficient if small time steps are required.  To address this problem, optional explicit time-
advancing schemes, such as explicit Runge-Kutta schemes, need to be made available to user. 
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