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GRASSMANN ANGLES AND ABSORPTION
PROBABILITIES OF GAUSSIAN CONVEX HULLS
FRIEDRICH GO¨TZE, ZAKHAR KABLUCHKO,
AND DMITRY ZAPOROZHETS
Abstract. Let M be an arbitrary subset in Rn with a conic (or
positive) hull C. Consider its Gaussian image AM , where A is a k×
n-matrix whose entries are independent standard Gaussian random
variables. We show that the probability that the convex hull of AM
contains the origin in its interior coincides with the k-th Grassmann
angle of C. Also, we prove that the expected Grassmann angles
of AC coincide with the corresponding Grassmann angles of C.
Using the latter result, we show that the expected sum of j-th
Grassmann angles at ℓ-dimensional faces of a Gaussian simplex
equals the analogous angle-sum for the regular simplex of the same
dimension.
1. Introduction
1.1. Introduction. Consider a random linear operator A : Rn → Rk
whose matrix, also denoted by A, is given by
A :=

 N11 . . . N1n... · · · ...
Nk1 . . . Nkn

 ∈ Rk×n, (1)
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where N11, . . . , Nkn are independent standard Gaussian random vari-
ables. If M is any subset of Rn, then the set
AM := {Ax : x ∈M} ⊂ Rk
is called the Gaussian image (or spectrum) of M . Sometimes it is also
called the Gaussian projection of M even though A2 6= A a.s. On the
other hand, let Wk be a random k-dimensional linear subspace of R
n
distributed uniformly on the Grassmannian of all such subspaces, and
let M |Wk denote the orthogonal projection of M on Wk, where k ∈
{1, . . . , n}. In stochastic geometry, there are several results that relate
geometric characteristics of AM to the corresponding characteristics of
M |Wk. Probably the most elegant example is a theorem of Baryshnikov
and Vitale [4] which states1 that for a convex polytope P ⊂ Rn and
for any affine-invariant functional ϕ defined on the set of all polytopes,
ϕ(AP ) has the same distribution as ϕ(P |Wk). For example, the joint
distributions of the f -vectors of AP and P |Wk coincide, namely
(f0(AP ), . . . , fk(AP ))
d
= (f0(P |Wk), . . . , fk(P |Wk)), (2)
where fℓ(P ) denotes the number of ℓ-dimensional faces of P . In par-
ticular, we have the equality of expectations:
E fℓ(AP ) = E fℓ(P |Wk), (3)
for all ℓ ∈ {0, . . . , k}. Another result of this type, relating the ex-
pected volume of AM to the expected volume of M |Wk for convex
M , was obtained by Sudakov [25] and Tsirelson [26]; see Section 1.3.
In the present paper, we shall study Gaussian images of convex cones
and, in particular, compute their expected Grassmann angles. Even
though Grassmann angles are not affine-invariant, it will turn out that
an analogue of Baryshnikov–Vitale theorem holds: For every convex
cone C ⊂ Rn, the expected Grassmann angles of AC coincide with
the expected Grassmann angles of the random orthogonal projection
C|Wk. But first we shall recall the formulae of Sudakov and Tsirelson
in Section 1.3 after collecting the necessary definitions in Section 1.2.
For an extensive account on stochastic, convex and integral geometry
we refer to the books [24, 23, 18].
1.2. Intrinsic volumes. Let K be a compact convex subset of Rn.
The basic geometric characteristics of K are the intrinsic volumes
1In [4], the result is stated for P being a so-called SR-simplex or a cube, but the
same proof applies to every convex polytope.
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V0(K), . . . , Vn(K) which are defined as the coefficients in the Steiner
formula
Voln(K + rB
n) =
n∑
k=0
κn−kVk(K)r
n−k, r ≥ 0. (4)
Here, we write Volk(·) for the k-dimensional volume (Lebesgue mea-
sure), Bk denotes the k-dimensional unit ball, and κk := Volk(B
k) =
πk/2/Γ(k
2
+ 1) its volume. By definition, κ0 = 1.
Recall thatWk is a random linear k-plane in R
n distributed according
to the Haar measure. An equivalent way to define the intrinsic volumes
is the Kubota formula:
Vk(K) =
(
n
k
)
κn
κkκn−k
E Volk(K|Wk), (5)
where we recall that K|Wk is the orthogonal projection of K on Wk. It
is known that Vn(·) coincides with the n-dimensional volume, Vn−1(·)
is half the surface area, and V1(·) coincides with the mean width, up
to a constant factor.
Remark 1.1. The normalization constants in (4) and (5) are chosen in
such a way that the intrinsic volumes of a set do not depend on the
dimension of the ambient space: if we embed K into RN with N ≥ n,
the intrinsic volumes remain the same.
1.3. Gaussian representation of intrinsic volumes. Using the ro-
tation invariance property of the Gaussian distribution, Sudakov (for
k = 1) and Tsirelson (for all k) found the Gaussian analogue of the
Kubota formula. They also generalized it to the infinite-dimensional
Hilbert space. In the present paper, we do not need this level of
generalization. So, for simplicity, we state their results in the finite-
dimensional case only.
Let N1, . . . , Nn ∈ R1 be independent standard Gaussian variables.
In [25], Sudakov showed that for any compact set M ⊂ Rn,
V1(convM) =
√
2πE sup
(t1,...,tn)∈M
n∑
i=1
tiNi, (6)
where convM denotes the convex hull of M . Tsirelson [26] generalized
this result to all intrinsic volumes as follows:
Vk(convM) =
(2π)k/2
k!κk
E Volk(convAM), (7)
for all k = 0, 1, . . . , n. In view of (5), this formula establishes a rela-
tion between the expected volume of the uniform projection and the
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expected volume of the Gaussian projection of convM . A simple and
elegant proof of (7) can be found in [28]. To see that (7) generalizes (6),
note that in the case when k = 1 we have
convAM = conv
{ n∑
i=1
tiNi : (t1, . . . , tn) ∈M
}
=
[
min
(t1,...,tn)∈M
n∑
i=1
tiNi, max
(t1,...,tn)∈M
n∑
i=1
tiNi
]
,
where we write Ni := N1i. Hence, for k = 1, (7) reduces to
V1(convM) =
√
π
2
E
[
max
(t1,...,tn)∈M
n∑
i=1
tiNi − min
(t1,...,tn)∈M
n∑
i=1
tiNi
]
.
However, since (
∑n
i=1 tiNi) and (−
∑n
i=1 tiNi), considered as Gaussian
processes indexed by M , have the same distribution, it holds that
E min
(t1,...,tn)∈M
n∑
i=1
tiNi = −E max
(t1,...,tn)∈M
n∑
i=1
tiNi
and we recover (6).
The basic example of (7) is when M is the set of the standard or-
thonormal basis vectors in Rn. Then convM is the regular n − 1-
dimensional simplex and AM is a set of n independent standard Gauss-
ian vectors in Rk. Thus, (7) relates the expected volume of the Gauss-
ian polytope (defined as the convex hull of AM) with the intrinsic
volumes of the regular simplex, see [17] for details and other examples.
In [26], Tsirelson also obtained a probabilistic counterpart of the
Steiner formula. In the finite-dimensional case it reads as follows: for
any convex compact set K ⊂ Rn,
E exp
(
max
(t1,...,tn)∈K
[
r
n∑
i=1
tiNi − r
2
2
n∑
i=1
t2i
])
=
∞∑
k=0
(
r√
2π
)k
Vk(K).
(8)
Further results related to these formulae can be found in the pa-
pers of Vitale [27, 28, 29] and Chevet [5]. As was mentioned above,
Sudakov and Tsirelson also obtained the infinite-dimensional versions
of (6) and (7). The basic example in this case is when the index set
is the Wiener spiral, and the formula for the intrinsic volumes of its
convex hull (found in [8]) leads to a formula for the expected volume of
the convex hull of the multidimensional Brownian motion (which was
first derived in [6] using a different approach), see [15] for details and
other examples.
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The aim of the present paper is to establish conic versions of (6), (7),
and (8).
2. Notation
2.1. Convex cones. For a set M ⊂ Rn denote by linM (respectively,
affM) its linear (respectively, affine) hull, that is, the minimal linear
(respectively, affine) subspace containing M ; equivalently, the set of
all linear (respectively, affine) combinations of elements of M . The
interior and the closure of M will be denoted by intM and clM , re-
spectively. We write relintM for the relative interior ofM which is the
interior of M relative to its affine hull affM . To avoid problems with
measurability, all sets are tacitly assumed to be Borel.
A non-empty set C ⊂ Rn is called a convex cone or just a cone if
λ1x1 + λ2x2 ∈ C for all x1, x2 ∈ C and all λ1, λ2 ≥ 0. For an arbitrary
set M ⊂ Rn let posM denote its conic (or positive) hull defined as the
smallest convex cone containing M . Equivalently,
posM =
{ m∑
i=1
λixi : x1, . . . , xm ∈M,λ1, . . . , λm ≥ 0, m ∈ N
}
(9)
= {λx : x ∈ convM,λ ≥ 0}. (10)
The dimension of a convex cone C is defined as the dimension of its
linear hull: dimC := dim linC.
2.2. Grassmann angles. The solid angle of a convex cone C ⊂ Rn is
defined as
α(C) := P[Z ∈ C], (11)
where Z is uniformly distributed on the unit sphere in Rn. The maxi-
mal possible value of the solid angle in this normalization is α(Rn) = 1.
If the dimension of C is strictly less than n, the solid angle of C is 0.
If C 6= Rn, then P[Z ∈ C,−Z ∈ C] = 0 and since the line passing
through Z and −Z is equidistributed with W1 (defined in Section 1.1),
we obtain that (11) is equivalent to
α(C) =
1
2
P[C ∩W1 6= {0}]. (12)
In this form, the definition of the solid angle can be generalized as fol-
lows. Fix some k = 0, . . . , n. Following Gru¨nbaum [11] define (with the
inverse index order and slightly different notation) the k-dimensional
Grassmann angle of C as the probability for C being intersected by a
random (n− k)-plane Wn−k non-trivially:
γk(C) := P[C ∩Wn−k 6= {0}]. (13)
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It easily follows that for any convex cone C ⊂ Rn with C 6= {0},
1 = γ0(C) ≥ γ1(C) ≥ . . . ≥ γn(C) = 0.
In the special case when k = n− 1 we have
α(C) =
1
2
γn−1(C) +
1
2
1[C = Rn]. (14)
Remark 2.1. It was shown in [11, Eq. (2.5)]) that, as with the intrinsic
volumes, the Grassmann angels do not depend on the dimension of the
ambient space: if we embed C in RN with N ≥ n, the Grassmann
angles will be the same. In particular, it is convenient to write
γN(C) := 0 for all N ≥ dimC.
It follows directly from Remark 2.1 that for a linear m-plane Lm ⊂
Rn, m ∈ {1, . . . , n},
γ0(Lm) = . . . = γm−1(Lm) = 1, γm(Lm) = . . . = γn(Lm) = 0. (15)
For C = {0}, we have γ0(C) = γ1(C) = . . . = 0.
If C is not a linear subspace, then an equivalent form of (13) is
γk(C) = P[(relintC) ∩Wn−k 6= ∅], (16)
see Corollary 5.6 below.
The Grassmann angles, up to small variations, coincide with the
half-tail functionals defined in [2].
2.3. Conic intrinsic volumes. In the forties of the previous century,
a conic (also known as spherical) version of the Steiner formula was
developed in [1, 12, 22]. In its modern form [2, 10, 20], the formula
expresses the size of an angular expansion of a convex cone C in Rn:
P[dist2(Z,C) ≤ r] =
n∑
k=0
βk,n(r)υk(C), (17)
where, as above, Z is a random variable uniformly distributed on the
(n−1)-dimensional unit sphere Sn−1, dist(Z,C) = inf{|Z−y| : y ∈ C}
is the Euclidean distance from Z to C, and βk,n(·) is the distribution
function of the Beta distribution with parameters (n − k)/2 and n/2.
Since β1,n, . . . , βn,n are linearly independent functions, (17) defines the
coefficients υk(C) uniquely. We call υ0(C), . . . , υn(C) the conic intrin-
sic volumes of C and put υi(C) := 0 for i > n. As with the Eucledian
intrinsic volumes, the normalization is chosen in such a way that they
do not depend on the dimension of the ambient space: if we embed C
in RN with N ≥ n, the result will be the same.
The kth conic intrinsic volume υk(C) corresponds to the (k − 1)st
spherical intrinsic volume νk−1(C ∩ Sn−1) in [7, 24].
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The conic intrinsic volumes satisfy a version of the Gauss–Bonnet
theorem (see [24, Theorem 6.5.5] or [2, p. 28]):
υ0(C) + υ2(C) + . . . =
1
2
, υ1(C) + υ3(C) + . . . =
1
2
, (18)
provided C is not a linear subspace. In particular,
υ0(C) + υ1(C) + . . .+ υn(C) = 1. (19)
If Lj ⊂ Rn is a linear j-plane, then
υk(Lj) =
{
1, if k = j,
0, if k 6= j.
The Grassmann angles and the conic intrinsic volumes are connected
by the conic version of the Crofton formula (see, e.g., [24, p. 261]):
γk(C) = 2(υk+1(C) + υk+3(C) + . . . ), (20)
for all k ∈ {0, . . . , n}, where for linear subspaces the factor 2 should be
removed.
3. Main results
3.1. Absorption probabilities for Gaussian cones. Our first re-
sult relates the Grassmann angles of a positive hull of a set with the
absorption probability of the convex hull of its Gaussian image. As in
Section 1.1, let A : Rn → Rk denote the standard Gaussian random
matrix.
Theorem 3.1. For every k ∈ N and for an arbitrary set M ⊂ Rn such
that posM is not a linear subspace,
γk(posM) = P[posAM = R
k] = P[0 ∈ int convAM ]. (21)
Remark 3.2. If M = C is itself a cone (but not a linear subspace), this
formula simplifies to
γk(C) = P[AC = R
k] = P[0 ∈ intAC]. (22)
The reason we exclude linear subspaces is that they are the only
cones containing the origin in their relative interior (see Proposition 5.2
below), which is crucial for the proof of (21). In the case when C = L ⊂
Rn is a linear subspace it follows from (15) and from Proposition 5.7
below that instead of (21) we have
γk−1(L) = P[AL = R
k].
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The second part of (21) readily follows from Corollary 5.3. The main
ingredient of the proof of the first part is the spherical invariance of
the standard Gaussian distribution. Namely, we have that
kerA
d
= Wn−k, k ∈ {1, . . . , n}, (23)
which together with (13) leads to the crucial relation
γk(C) = P[kerA ∩ C 6= {0}]. (24)
Applying Lemma 5.1 below we obtain (21). The details are postponed
to Section 6.
The next corollary, which can be considered as a conic version of
Sudakov’s formula (6), connects the 0th conic intrinsic volume with
the persistence probability of the isonormal Gaussian process.
Corollary 3.3. For an arbitrary set M ⊂ Rn such that posM is not
a linear subspace,
υ0(posM) = P
[
inf
(t1,...,tn)∈M
n∑
i=1
tiNi ≥ 0
]
. (25)
Proof. Let C = posM . By (18) and (20) we have
υ0(C) =
1
2
− υ2(C)− υ4(C)− . . . = 1
2
(1− γ1(C)).
Taking k = 1 in Theorem 3.1, we obtain
υ0(C) =
1
2
(1− P[posAM = R1]) = P[AM ⊂ [0,∞)]
because the conic hull of AM is not R1 if and only if AM is either
completely contained in [0,∞) or in (−∞, 0], the probabilities of both
possibilities being equal. Recalling that A is the matrix (N1, . . . , Nn)
completes the proof. 
Remark 3.4. Another way to see (25) is to use the fact that υ0(C) =
υn(C
◦) = α(C◦), where C◦ = {x ∈ Rn : 〈x, y〉 ≤ 0 for all y ∈ C} is the
polar cone of C. The angle of C◦ is the probability that 〈N, y〉 ≤ 0
for all y ∈ C, where N is a random vector in Rn with any rotationally
invariant distribution. For example, we may take N = (−N1, . . . ,−Nn)
to be standard Gaussian, leading to (25).
3.2. Grassmann angles of Gaussian cones. In the next theorem,
we compute the expected Grassmann angles of the Gaussian image of a
convex cone. We recall that A : Rn → Rk denotes a standard Gaussian
matrix, where k ∈ N.
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Theorem 3.5. Let C ⊂ Rn be a convex cone. Then, the dimen-
sion of AC is m := min(dimC, k) with probability 1, and for all j ∈
{0, . . . , m− 1} we have
E [γj(AC)] = γj(C).
The proof is postponed to Section 6. After the first version of this
paper has been uploaded to the arXiv, it has been pointed to us by
Martin Lotz that Theorem 3.5 follows from Lemma IV.9 in [3] (which
was communicated to the authors of [3] by M. McCoy) by combining
it with the polar decomposition of the Gaussian matrix A.
Let us state several corollaries of Theorems 3.1 and 3.5.
Corollary 3.6. Let C ⊂ Rn be a convex cone which is not a linear
subspace. Then, for all k ∈ {1, . . . , dimC} and j ∈ {0, . . . , k − 1},
E
[
γj(AC)1[AC 6= Rk]
]
= γj(C)− γk(C). (26)
If, additionally, γk(C) 6= 1, then
E [γj(AC) |AC 6= Rk] = γj(C)− γk(C)
1− γk(C) . (27)
Proof. By Theorem 3.5 we have
E
[
γj(AC)1[AC 6= Rk]
]
= E [γj(AC)]− E
[
γj(AC)1[AC = R
k]
]
= γj(C)− P[AC = Rk]
since on the event AC = Rk, we have γj(AC) = 1 for all j < k.
To prove (26), recall that P[AC = Rk] = γk(C) by Theorem 3.1. To
prove (27), use (26) and the formula P[AC 6= Rk] = 1−γk(C). To avoid
division by 0, we have to exclude the case γk(C) = 1 (which occurs if
C is a half-space). 
The following corollary gives a formula for the expected solid angle
of AC.
Corollary 3.7. Let C ⊂ Rn be a convex cone which is not a linear
subspace. For all k ∈ {1, . . . , dimC} we have
E [α(AC)] =
γk(C) + γk−1(C)
2
= υk(C) + υk+1(C) + υk+2(C) + . . . ,
E [α(AC)1[AC 6= Rk]] = γk−1(C)− γk(C)
2
= υk(C)− υk+1(C) + υk+2(C)− . . . .
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Proof. In both cases, the second equality follows from the conic Crofton
formula (20). To prove the first equalities, observe that by (14),
α(AC) =
1
2
γk−1(AC) +
1
2
1[AC = Rk].
Multiplying by the indicator function, we obtain
α(AC)1[AC 6= Rk] = 1
2
γk−1(AC)1[AC 6= Rk].
Taking the expectation in the above two equalities, applying Theo-
rem 3.5 and Corollary 3.6 with j = k − 1 and noting that P[AC 6=
Rk] = 1− γk(C) by Theorem 3.1 yields the required formula. 
Corollary 3.8. Let C ⊂ Rn be a convex cone and k = n. Then,
E [α(AC)] = α(C).
Proof. The statement is trivial if dimC < n or C = Rn. Otherwise,
we can apply Corollary 3.7 with k = n and use that γn(C) = 0 and
α(C) = 1
2
γn−1(C). 
Remark 3.9. In Theorems 3.1 and 3.5, as well as in the corollaries of
Theorem 3.5, it is possible to replace the Gaussian matrix A by the
orthogonal projection onto a uniformly distributed random linear sub-
space Wk, k ∈ {1, . . . , n}. In fact, all proofs apply with minor changes
since the essential property of A used there was the fact that kerA has
the same distribution as Wn−k, which is true for the orthogonal pro-
jection on Wk as well. For example, the analogue of the first equation
in Corollary 3.7 is
E [α(C|Wk)] = γk(C) + γk−1(C)
2
.
This formula was obtained by Glasauer [9]; see [24, p. 263] and also [13,
Lemma 5.1] for the conic version stated here. In particular, we have
E [α(AC)] = E [α(C|Wk)], which reminds of the theorem of Barysh-
nikov and Vitale [4] stated in the introduction; see (3).
3.3. A probabilistic conic Steiner formula. Our next result estab-
lishes a probabilistic version of the conic Steiner formula and a conic
version of Tsirelson’s formula (8).
Theorem 3.10. Let N = (N1, . . . , Nn) be a standard Gaussian vector
in Rn and let M ⊂ Rn be an arbitrary set. Then, for every r > 0,
E exp
(
1− r−2
2
sup
x∈(convM)\{0}
〈N, x〉2+
|x|2
)
=
n∑
k=0
rkυk(posM).
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In a different form, this relation was first obtained in [20, Remark 4.7]
by McCoy and Tropp. In Section 7 we will prove the equivalence of
their result and Theorem 3.10.
In the next section, we give several applications of Theorems 3.1
and 3.5.
4. Examples
4.1. Example I: Absorption probability for Gaussian polytopes.
Let M be the standard orthonormal basis in Rn:
M = {e1, . . . , en}.
Then convM is the regular (n− 1)-dimensional simplex and posM is
the non-negative orthant [0,∞)n.
Since X1 := Ae1, . . . , Xn := Aen are independent standard Gaussian
vectors in Rk, we obtain that
Pn := convAM = conv(X1, . . . , Xn)
is a Gaussian polytope in Rk. Theorem 3.1 relates the absorption prob-
ability for the Gaussian polytope to the Grassmann angles of the non-
negative orthant. The conic intrinsic volumes of the non-negative or-
thant are well known (see, e.g., [2]):
υk(posM) =
(
n
k
)
2n
, k = 0, . . . , n.
It follows from (20) that the Grassmann angles of the non-negative
orthant are given by
γk(posM) =
1
2n−1
((
n
k + 1
)
+
(
n
k + 3
)
+ . . .
)
=
1
2n−1
n−1∑
i=k
(
n− 1
i
)
,
for k ∈ {0, . . . , n − 1}. Theorem 3.1 yields the following formula for
the probability that the Gaussian polytope absorbs the origin:
P[0 ∈ intPn] = γk(posM) = 1
2n−1
n−1∑
i=k
(
n− 1
i
)
.
This recovers a special case of Wendel’s formula [30].
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4.2. Example II: Angles of Gaussian simplices. Given a polytope
P , denote by Fℓ(P ) the set of its ℓ-dimensional faces, ℓ ∈ {0, . . . , dimP}.
The tangent cone of P at its face F ∈ Fℓ(P ) is defined as
T (F, P ) := {y ∈ Rd : ∃ε > 0 such that f0 + εy ∈ P}
where f0 is any point in relintF . We are interested in the sum of the
j-th Grassmann angles at all ℓ-dimensional faces of P denoted by
Sℓ,j(P ) :=
∑
F∈Fℓ(P )
γj(T (F, P )).
The following theorem states that, on average, the sum of Grassmann
angles of a Gaussian simplex equals the sum of Grassmann angles of
the regular simplex.
Theorem 4.1. Consider the Gaussian simplex Pn := conv(X1, . . . , Xn),
where X1, . . . , Xn are independent standard Gaussian random vectors
in Rk and 2 ≤ n ≤ k + 1. Let also ∆n := conv(e1, . . . , en) ⊂ Rn be a
regular simplex with n vertices. Then, for all ℓ ∈ {0, . . . , n − 2} and
j ∈ {0, . . . , n− 2} we have
ESℓ,j(Pn) = Sℓ,j(∆n).
A special case of this result when n = k + 1 (the full-dimensional
simplex), ℓ = 0 (angles are considered at vertices), and j = k − 1 has
been obtained in [16].
Proof. Let Fℓ := conv(X1, . . . , Xℓ+1) and Gℓ := conv(e1, . . . , eℓ+1). By
exchangeability, it suffices to show that
E γj(T (Fℓ,Pn)) = γj(T (Gℓ,∆n)). (28)
The tangent cones of Pn and ∆n at Fℓ and Gℓ are given by
T (Fℓ,Pn) = pos(Xi − X¯ℓ+1 : i = 1, . . . , n),
T (Gℓ,∆n) = pos(ei − e¯ℓ+1 : i = 1, . . . , n),
where X¯ℓ+1 =
1
ℓ+1
(X1 + . . . + Xℓ+1) and e¯ℓ+1 =
1
ℓ+1
(e1 + . . . + eℓ+1).
If A : Rn → Rk is a Gaussian random matrix, then we can identify
X1 := Ae1, . . . , Xn := Aen, so that
T (Fℓ,Pn) = A(T (Gℓ,∆n)).
Applying Theorem 3.5, we obtain (28). 
By essentially the same method, it is possible to compute ESℓ,j(Pn)
in the case when n need not satisfy n ≤ k + 1.
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4.3. Example III: Convex hulls of Gaussian random walks. Let
M be the set of partial sums of the standard orthonormal vectors:
M = {e1, e1 + e2, . . . , e1 + · · ·+ en} ⊂ Rn.
Then, posM is the Weyl chamber of type Bn:
posM = {(t1, . . . , tn) ∈ Rn : t1 ≥ t2 ≥ . . . ≥ tn ≥ 0}.
Since X1 := Ae1, . . . , Xn := Aen are independent standard Gaussian
vectors in Rk, we obtain that
Qn := convAM = conv(X1, X1 +X2, . . . , X1 + . . .+Xn)
is the convex hull of the Gaussian random walk in Rk. The conic
intrinsic volumes of the Weyl chamber were first computed in [19], see
also [14]:
υk(posM) =
B(n, k)
2nn!
, k = 0, . . . , n,
where B(n, k) is the kth coefficient of the polynomial
(t+ 1)(t+ 3) . . . (t+ 2n− 1) =
n∑
k=0
B(n, k)tk.
Crofton’s formula (20) yields the Grassmann angles of the Weyl cham-
ber of type Bn:
γk(posM) =
2
2nn!
(B(n, k + 1) +B(n, k + 3) + . . .),
for k ∈ {0, . . . , n− 1}. Theorem 3.1 allows to compute the absorption
probability for the Gaussian random walk:
P[0 ∈ intQn] = γk(posM) = 2
2nn!
(B(n, k + 1) +B(n, k + 3) + . . .).
This recovers a special case of Theorem 1.1 in [14] (where the incre-
ments need are not required to be Gaussian).
The rest of the paper is devoted to the proof of Theorems 3.1, 3.5,
and 3.10. We start with the section where we provide some essential
facts about convex cones.
5. Properties of convex cones
An essential step in proving Theorems 3.1 and 3.5 is the following
property of convex hulls.
Lemma 5.1. Let k ∈ {1, . . . , n − 1}. Consider some convex cone
C ⊂ Rn and some (deterministic) matrix A ∈ Rk×n. The following two
conditions are equivalent:
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(a) (relintC) ∩ kerA 6= ∅;
(b) AC = linAC (that is, AC is a linear subspace).
The proof is postponed to Section 8. In the remaining part of this
section, we collect some basic facts about convex cones. Most of them
are well known, but for the reader’s convenience we provide their proofs.
The first property gives a criterion for the conic hull of a set to be a
linear subspace.
Proposition 5.2. For any set M ⊂ Rn the following two conditions
are equivalent:
(a) 0 ∈ relint convM ;
(b) posM = linM .
Proof. It is obvious that (a) implies (b). Now assume that posM =
linM . Let n′ := dim linM and let e1, . . . , en′ be an orthonormal basis
in linM . By (b) and (10) we have that there exist a1, b1 . . . , an′, bn′ > 0
such that
a1e1,−b1e1, . . . , an′en′ ,−bn′en′ ∈ convM,
and (a) follows. 
In the case when linM = Rn the proposition simplifies as follows.
Corollary 5.3. For any set M ⊂ Rn the following two conditions are
equivalent:
(a) 0 ∈ int convM ;
(b) posM = Rn.
The next property follows directly from the definition of the conic
hull given in (9).
Proposition 5.4. Let k ∈ N. Consider some matrix A ∈ Rk×n. Then
for any set M ⊂ Rn,
posAM = A posM.
It is easy to see that if C ⊂ Rn is a convex cone, then (relintC)∪{0}
is a convex cone, too. It is to be expected that this cone has the same
Grassmann angles as C.
Proposition 5.5. For any convex cone C ⊂ Rn and k ∈ {0, 1, . . . , n},
γk((relintC) ∪ {0}) = γk(C).
Proof. Let x ∈ Rn. For any set M ⊂ Rn we have dist(x,M) =
dist(x, clM) and it is well known (see, e.g., [23, Theorem 1.1.14]) that
for convex M ,
clM = cl relintM.
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Therefore, for any convex cone C ⊂ Rn and any x ∈ Rn,
dist(x, C) = dist(x, relintC) = dist(x, (relintC) ∪ {0}).
Applying (17) and (20) completes the proof. 
Corollary 5.6. If C ⊂ Rn is a convex cone, then for all k ∈ {0, 1, . . . , n−
1},
γk(C) = P[(relintC) ∩Wn−k 6= ∅].
In particular, the event {C ∩Wn−k 6= {0}} ∩ {(relintC) ∩Wn−k = ∅}
has probability 0.
Proof. The statement is trivial if C is a linear subspace, see (15), hence
we exclude this possibility in the following. By Proposition 5.5 and
by (13),
γk(C) = γk((relintC) ∪ {0}) = P[((relintC) ∪ {0}) ∩Wn−k 6= {0}].
Recall that C 6= linC. Therefore it follows from Proposition 5.2 that
0 6∈ relintC, and thus we have
γk(C) = P[(relintC) ∩Wn−k 6= ∅].
The second claim of the corollary follows from this relation after recall-
ing (13). 
Recall that A ∈ Rk×n denotes the standard Gaussian random matrix.
Proposition 5.7. For any k ∈ N and for arbitrary cone C ⊂ Rn,
P[dimAC = min(k, dimC)] = 1.
Proof. Put m := min(k, dimC). We obviously have dimAC ≤ m. It
remains to show that the event dimAC ≤ m− 1 has probability zero.
There exist linearly independent vectors v1, . . . , vm ∈ C. Let
Lm := lin(v1, . . . , vm).
If dimAC ≤ m− 1, then Av1, . . . , Avm are linearly dependent, that is,
there exists (c1, . . . , cm) ∈ Rm \ {0} such that
m∑
i=1
ciAvi = A
m∑
i=1
civi = 0,
which is equivalent to
Lm ∩ kerA 6= {0}.
Thus,
P[dimAC ≤ m− 1] ≤ P[Lm ∩ kerA 6= {0}].
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If k ≥ n, then kerA = {0} with probability 1, hence the right-hand
side is 0. Let k < n. Recalling (23), (13), and (15) we arrive at
P[dimAC ≤ m− 1] ≤ P[Lm ∩Wn−k 6= {0}] = γk(Lm) = 0
since k ≥ m. 
6. Proofs of Theorem 3.1 and Theorem 3.5
Proof of Theorem 3.1. As was mentioned above, the second part of (21)
follows directly from Corollary 5.3. Let us prove the first one. Due to
Proposition 5.4 the task is to show that
γk(C) = P[AC = R
k], (29)
where C := posM .
By assumption, C 6= linC. We may assume that k ∈ {1, . . . , n− 1}
since for k ≥ n both sides of (29) vanish. It follows from Corollary 5.6
that
γk(C) = P[(relintC) ∩Wn−k 6= ∅].
Applying Lemma 5.1 together with (23) gives
γk(C) = P[AC = linAC]. (30)
If dimC ≥ k, then by Proposition 5.7 we have P[dimAC = k] = 1,
hence P[linAC = Rk] = 1 and (29) follows. If dimC ≤ k, then again
by Proposition 5.7 and by (15) both sides of (29) vanish. 
Proof of Theorem 3.5. We shall frequently use the following invariance
property of the Gaussian random matrix: if O1 : R
n → Rn and
O2 : R
k → Rk are (deterministic) orthogonal transformations, then
the random matrix O2AO1 has the same distribution as A.
By Proposition 5.7, the dimension of AC is m := min(dimC, k) with
probability 1. Let us prove that for all j ∈ {0, . . . , m− 1},
E [γj(AC)] = γj(C). (31)
Without restriction of generality, we may assume that dimC = n.
Indeed, if ℓ := dimC < n, the invariance property of A shows that
we can assume linC = lin(e1, . . . , eℓ), where e1, . . . , en is the standard
orthonormal basis of Rn. Identifying linC with Rℓ and noting that the
restriction of A to Rℓ is also a Gaussian linear operator from Rℓ to Rk,
we are in the setting when C has full dimension.
So, let dimC = n. The dimension of AC is then m = min(k, n),
with probability 1. By Corollary 5.6 applied to the cone AC ⊂ Rk, for
all j ∈ {0, 1, . . . , k − 1} we have
E [γj(AC)] = P[Uk−j ∩ relint(AC) 6= ∅],
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where Uk−j is a random, uniformly distributed, k−j-dimensional linear
subspace of Rk that is independent of A. By the invariance property of
A, the random cone AC has rotationally invariant distribution, that is
it has the same distribution as O2AC for every (deterministic) orthog-
onal transformation O2 : R
k → Rk. It follows that we can replace Uk−j
by any deterministic linear subspace Lk−j ⊂ Rk of dimension k − j:
E [γj(AC)] = P[Lk−j ∩ relint(AC) 6= ∅]. (32)
In a moment, we shall show that this implies that
E [γj(AC)] = P[A
−1Lk−j ∩ intC 6= ∅], (33)
where A−1Lk−j denotes the preimage of Lk−j under A. Given this, we
can complete the proof of (31) as follows. Recall that j < min(k, n).
With probability 1, the matrix A has full rank and the linear subspace
A−1Lk−j has codimension j in R
n. By the invariance property of A,
the distribution of A−1Lk−j is invariant with respect to orthogonal
transformations of Rn. Hence, A−1Lk−j has the same distribution as
Wn−j and we have
E [γj(AC)] = P[Wn−j ∩ intC 6= ∅] = γj(C)
by Corollary 5.6.
To complete the proof of (31) it remains to check the equivalence
of (32) and (33), for which it suffices to verify that
{A−1Lk−j ∩ intC 6= ∅} ⊂ {Lk−j ∩ relint(AC) 6= ∅} (34)
and
P[{Lk−j ∩ relint(AC) 6= ∅}\{A−1Lk−j ∩ intC 6= ∅}] = 0. (35)
Let us prove (34). If the event {A−1Lk−j ∩ intC 6= ∅} occurs, then
there exists v ∈ intC such that Av ∈ Lk−j. Let O ⊂ C ⊂ linC = Rn
be an open set such that v ∈ O. Consider A as a linear operator
defined on linC = Rn with the image A linC = lin(AC). Since linear
surjective maps are open (that is, they map open sets to open sets),
the set AO is relatively open in lin(AC). Since Av ∈ AO ⊂ AC, it
follows that Av ∈ relint(AC). Recalling that Av ∈ Lk−j, we conclude
that the event {Lk−j ∩ relint(AC) 6= ∅} occurs, thus proving (34).
Let us prove (35). Consider the event E := {Lk−j ∩ relint(AC) 6=
∅}\{A−1Lk−j ∩ intC 6= ∅}. On this event, we may take some y ∈
Lk−j ∩ relint(AC). We may assume that y 6= 0. Indeed, if it happens
that y = 0, then 0 ∈ relint(AC), which implies that AC = lin(AC) is
a linear subspace of Rk by Proposition 5.2 and, since
dim lin(AC) + dimLk−j = min(k, n) + k − j > k,
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we have Lk−j ∩ relint(AC) = Lk−j ∩ lin(AC) 6= {0}, which means that
we may take y 6= 0. Now, recalling that y ∈ Lk−j ∩ relint(AC) it
follows that there exists x ∈ C such that y = Ax and x 6= 0. Then,
x ∈ A−1Lk−j and it follows that on the event E, we have A−1Lk−j∩C 6=
{0}. To summarize,
E ⊂ {A−1Lk−j ∩ C 6= {0}} ∩ {A−1Lk−j ∩ intC = ∅}.
However, the event on the right hand-side has probability 0 because,
as we explained above, A−1Lk−j is a random linear subspace of R
n
with the same distribution as Wn−j, and hence the claim follows from
Corollary 5.6. The proof of (35) is complete. 
7. Proof of Theorem 3.10
It was shown in [20, Remark 4.7] that for any r > 0 and any convex
cone C ⊂ Rn,
E exp
(
1− r−2
2
|ΠC(N)|2
)
=
n∑
k=0
rkυk(C), (36)
where ΠC : R
n → C is a metric projection on the cone C defined as
ΠC(x) := argmin{|x− y| : y ∈ clC}.
For any u ∈ Sn−1 it obviously holds
argmin
λu
{|x− λu| : λ ≥ 0} = 〈x, u〉+u.
By convention, the left-hand side is defined to be λu, where λ ≥ 0 is
chosen to minimize the function λ 7→ |x− λu|. Similar convention will
be used below. Therefore,
ΠC(x) = argmin
λu
{|x− λu| : u ∈ clC ∩ Sn−1, λ ≥ 0}
= argmin
〈x,u〉+u
{|x− 〈x, u〉+u| : u ∈ clC ∩ Sn−1}.
By the Pythagorean theorem,
|x|2 = |〈x, u〉u|2 + |x− 〈x, u〉u|2 = |〈x, u〉|2 + |x− 〈x, u〉u|2.
Thus,
ΠC(x) = argmax
〈x,u〉+u
{〈x, u〉+ : u ∈ clC ∩ Sn−1}.
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Taking the norm, we obtain
|ΠC(x)| = max{〈x, u〉+ : u ∈ clC ∩ Sn−1}
= sup{〈x, u〉+ : u ∈ C ∩ Sn−1}
= sup{〈x, z〉+/|z| : z ∈ C\{0}}.
Taking C = posM leads to
|ΠposM(x)| = sup{〈x, z〉+/|z| : z ∈ (posM)\{0}}
= sup{〈x, z〉+/|z| : z ∈ (convM)\{0}},
which together with (36) completes the proof. 
8. Proof of Lemma 5.1
The crucial step in the proof of Lemma 5.1 is the next fundamental
result which gives a criterion for convex sets to be properly separated.
Let M1 and M2 be non-empty convex sets in R
n. An affine hyperplane
H is said to separate them properly, if they lie in the different closed
half-spaces generated by H and their union is not contained in H .
Theorem 8.1 (Separation theorem). The relative interiors of two non-
empty convex sets M1,M2 ⊂ Rn do not intersect if and only if there
exists an affine hyperplane which separates them properly.
Proof. See, e.g., [21, Theorem 11.3] or [23, Theorem 1.3.8]. 
We are now ready to prove Lemma 5.1. Let n′ := dimC. Consider
an orthonormal basis e1, . . . , en in R
n such that
e1, . . . , en′ ∈ linC.
We prove that (a) implies (b). It follows from (a) that for some r > 0
and t ∈ kerA,
t + conv(±re1, . . . ,±ren′) ⊂ C.
Applying A gives
conv(±rAe1, . . . ,±rAen′) ⊂ AC,
which is equivalent to
pos(±Ae1, . . . ,±Aen′) ⊂ AC.
Since e1, . . . , en′ is a basis of linC, it follows that the linear hull of
Ae1, . . . , Aen′ is A linC. Hence,
pos(±Ae1, . . . ,±Aen′) = lin(Ae1, . . . , Aen′) = A linC = lin(AC).
Altogether, it follows that lin(AC) = AC, thus (b) holds.
To prove that (b) implies (a), we assume, by contraposition, that
(relintC) ∩ kerA = ∅. Then it follows from Theorem 8.1 that there
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exists an affine hyperplane H which separates C and kerA properly.
Since kerA is a linear subspace and 0 ∈ C, from the definition of proper
separation it readily follows that kerA ⊂ H . In particular, H is linear,
that is, it passes through the origin.
Let H+ be the unique closed subspace whose boundary is H and
which contains C. Further, let u be the normal vector orthogonal to
H and lying in H+. For all x ∈ C we have
〈x, u〉 ≥ 0.
Moreover, by the definition of proper separation, C is not a subset of
H , thus there exists x0 such that
x0 ∈ C and 〈x0, u〉 > 0. (37)
Since ImA⊤ is the orthogonal complement of kerA and thus contains
u, there is a vector v ∈ Rk such that A⊤v = u. Note that v is non-zero.
For all x ∈ C,
〈Ax, v〉 = 〈x,A⊤v〉 = 〈x, u〉 ≥ 0,
which means that AC is contained in the following half-space:
AC ⊂ {y ∈ Rk : 〈y, v〉 ≥ 0}.
On the other hand, recalling (37) gives
〈−Ax0, v〉 = −〈x0, u〉 < 0,
which means that
linAC 6⊂ {y ∈ Rk : 〈y, v〉 ≥ 0}.
Thus AC 6= linAC. 
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