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Abstract
An Euler{Euler anisotropic Gaussian approach (EE-AG) for simulating gas{particle ows,
in which particle velocities are assumed to follow a multivariate anisotropic Gaussian dis-
tribution, is used to perform mesoscale simulations of homogeneous cluster-induced turbu-
lence (CIT). A three-dimensional Gauss{Hermite quadrature formulation is used to calculate
the kinetic ux for ten velocity moments in a nite-volume framework. The particle-phase
volume-fraction and momentum equations are coupled with the Eulerian solver for the gas
phase. This approach is implemented in an open-source CFD package, OpenFOAM, and
detailed simulation results are compared with previous Euler{Lagrange simulations in a do-
main size study of CIT. The results demonstrate that the proposed EE-AG methodology is
able to produce comparable results to EL simulations, and this moment-based methodology
can be used to perform accurate mesoscale simulations of dilute gas{particle ows.
Introduction
Gas{particle ows, such as in uidized beds1,2,3,4,5,6,7,8,9,10 and risers11,12,13,14,15,16,17,18,19,20, are
widely used in a variety of chemical and energy processes. The accurate simulation of such
ows is benecial for the design and optimization of their industrial applications. Although
gas{particle ows in industrial applications are often turbulent, available multiphase turbulence
models in commercial computational uid dynamics codes often lack a rigorous conceptual foun-
dation. In our previous work21, the exact Reynolds-averaged (RA) equations were derived for
the particle phase in a collisional gas{particle ow. To provide closure for various terms in this
model and aid its development, mesoscale simulations of homogeneous cluster-induced turbu-
lence (CIT)22,23,24,25 and wall-bounded vertical channel ow12,13 have been carried out. CIT
refers to the gas-phase turbulence, which is generated and sustained by uctuations of particle
concentration in statistically stationary ows in the absence of mean shear and wall bound-
aries25. The particle concentration uctuations result from spontaneous particle clustering11,
which is in turn caused by the intimate momentum coupling with the gas-phase, i.e., drag, and
gravity. Studying this ow in detail can help us to better understand the key mechanisms in gas{
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particle turbulence without the interference of turbulence generated by mean shear. Therefore,
our early simulation eort has been focused on these types of ows in triply periodic domains
to obtain accurate and reliable turbulent statistics. These simulations were performed using
an Euler{Lagrange (EL) strategy, in which the particle phase is represented in a Lagrangian
manner by tracking nite-size particles individually26,25.
However, because the multiphase turbulence model we aim to develop itself is based on an
Eulerian framework, sophisticated ltering techniques have to be used to extract particle-phase
information from EL simulations, e.g., particle granular temperature p, and the results can
be sensitive to various aspects of the ltering process23,25,12. By comparison, Euler{Euler (EE)
approaches for gas{particle ows can directly provide particle-phase turbulence statistics, and
are also well suited for high performance computations, e.g., much less computationally intensive
and without problems such as computational \load imbalance" frequently encountered in parallel
EL simulations. The two-uid model (TFM), in which particles are treated in analogy to a uid
in an Eulerian framework, is the most studied and most widely used method when simulating
gas{particle ows. Recently, many highly resolved TFM simulations have been conducted for
various purposes9,27,28,29. The underlining assumption of TFM is that particle velocity distri-
bution is close to Maxwellian, i.e., isotropic, which is valid when particles are densely packed
and highly collisional (i.e., Knudsen number < 0:1), such as in dense uidized beds. With this
assumption, the particle phase can be treated with a hydrodynamic model30,31, and only the
ve lower-order moments of the velocity distribution function are used to describe the ow,
including one zero-order (volume fraction) moment, three rst-order (mean velocity) moments,
and one second-order velocity moment (granular energy). However, this hydrodynamic descrip-
tion of particle phase has been shown to be inaccurate32, especially for dilute and very dilute
ows, when particle{particle collisions are weak or even negligible. In those situations, the TFM
approach cannot capture many key physical phenomena, such as high anisotropy and particle
trajectory (or characteristic) crossings (PTC)33,34,35. Since turbulence development is often
limited when particles are densely packed, here we are mainly interested in dilute gas{particle
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ows. For such ows, we wish to determine what level of closure is needed to conduct mesoscale
simulations to produce physically realistic data as compared to EL simulations.
An alternative EE approach to TFM is quadrature-based moment methods (QBMM), which
have been continuously demonstrated to be very successful in overcoming the diculties of
TFM, such as PTC36,35,15,37,38,39,40. In general, QBMM nd approximate numerical solutions
to the kinetic equation of particle velocity distribution by solving the transport equations of
dierent velocity moments sets. Those velocity moments are used to generate quadrature nodes
with dierent reconstruction methods, which in turn can provide closures for various terms
in the moment transport equations. In this work, we chose to use the anisotropic Gaussian
(AG) closure for gas{particle ows proposed by Vie et al.41, in which the particle velocity is
assumed to follow an anisotropic Gaussian distribution. This closure was originally introduced
to simulate out-of-equilibrium rareed gases42. In addition to zero- and rst-order moments, all
six second-order moments are controlled in the AG closure. We hypothesize that it may be a
good compromise between physical accuracy and computational stability and cost. The other
available approximation methods need more moments to perform simulations in 3-D and the
inversion algorithms are more complex. For example, the method developed by Passalacqua et
al.37,38 requires at least 20 moments; conditional quadrature method of moments (CQMOM)
needs 36 moments for all three permutations40. Although the AG model cannot capture the
PTC in terms of the number density spatial distribution, it can produce at least the right
scale and energetic behavior of PTC41. Furthermore, due to the simplicity of this model, the
moment-inversion algorithm is the most robust and fast among all published QBMM, and thus
well suited for large-scale simulations. In the work of Vie et al.41, only 2-D ows with available
analytic solutions were simulated, without considering collisions and coupling with a carrier
uid, in order to accurately evaluate the performance of the AG closure. In this work, an EE
solver based on the AG closure (EE-AG) with particle collisions and full coupling between gas
and particle phases is developed and implemented in an open-source CFD package, OpenFOAM,
which can be used to perform simulations of large-scale and complex gas{particle ows under
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dilute conditions.
In summary, the primary motivation for this work is to evaluate the ability of the EE-AG
solver to capture the main physics of CIT quantitatively by comparing it with EL simulations,
and to determine whether it is suitable for conducting mesoscale simulations of dilute gas{
particle ows. The EL data chosen to compare with the results of the EE-AG solver were
obtained from the EL simulation in a recent study of CIT24. The aim of the original EL
simulations was to nd a large enough computational domain for CIT ow to fully developed24.
By performing simulations on dierent domain sizes, the EL simulations provide us unusually
detailed data for comparison with EE-AG results. The remainder of this paper is organized as
follows. First, we introduce the governing equations of gas{particle ows. Next, we describe the
EE-AG solver. Detailed comparisons of the simulation results of the EE-AG and EL methods
are then provided, and nally conclusions are drawn.
Governing equations
In this section, the Eulerian governing equations of the gas and particle phases are briey
presented.
Gas phase
The behavior of the gas phase can be described by the mass and momentum transport equations
solved in multi-uid models43,3.
Continuity
The gas-phase continuity equation derived from a mass balance is
@gg
@t
+r  ggUg = 0 (1)
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where g is the gas-phase volume fraction, Ug is the uid-phase velocity. Here, the gas-phase
density g is assumed to be constant.
Momentum
The gas-phase velocity is found from a momentum balance:
@ggUg
@t
+r  ggUg 
Ug = r  ggg  rpg + ggg   pp
p
(Ug  Up) (2)
where g is the gravity vector, p, p, Up are the particle-phase volume fraction, density and
velocity, respectively. The gas-phase stress tensor is modeled using a gradient-viscosity model,
g =
 
g + 

g
 hrUg + (rUg)T   23 (r Ug) Ii, where g is gas-phase kinematic viscosity, the
eective gas viscosity44 g = g
 
 2:8g   1

. When g=p  1, as considered in this work, the
contribution due to the gas-phase normal stresses (i.e., buoyancy) is negligible25. If a constant
Stokes drag is used, the drag relaxation time can be calculated as p = pd
2
p=(18gg), where dp
is the particle diameter.
Particle phase
Kinetic equation
Assuming the particles are monodisperse, non-cohesive, constant-density spheres, the particle
phase is governed by a kinetic equation for the velocity distribution function f(v)33,36,45,30,46,47,31:
@f (v)
@t
+ v  @f (v)
@x
+
@
@v
 f (v)A = C (3)
where C represents the rate of change in the number density function due to particle collisions,
and A is the particle acceleration due to gravity and drag from the gas phase. As we are
interested in dilute gas{particle ows, particle friction is not considered.
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Moment transport equation
Here, velocity moments are denoted by Mijk where  = i+ j+ k is the order and the subscripts
denote the velocity components46:
Mijk =
Z
vi1v
j
2v
j
3f(v) dv: (4)
In this work, we will consider 3-D moments up to second order, and thus the moment vector is
M = fM0000; M1100; M1010; M1001; M2200; M2110; M2101; M2020; M2011; M2002g; (5)
and contains the ten independent moments. For convenience, these moments can be re-expressed
in terms of a scalar M0000 = pp, a vector
M1 =
266664
M1100
M1010
M1001
377775 = ppUp; (6)
and a symmetric second-order tensor:
M2 =
266664
M2200 M
2
110 M
2
101
M2110 M
2
020 M
2
011
M2101 M
2
011 M
2
002
377775 = pp (Up 
Up +Pp) (7)
where, Pp is the (non-negative) particle-phase pressure tensor, and the granular temperature
p =
1
3 tr(Pp). Note that knowledge of the moment vector M is equivalent to knowledge of
the ten particle-phase variables (p, Up, Pp). However, the ten moments are the conserved
quantities in the context of a nite-volume approximation.
By integrating Eq. 3 over velocity phase space, a set of transport equations for M can be
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obtained:
@M
@t
+r  (F+G) = A+C (8)
where the kinetic spatial uxes F are dened in terms of the integer moments of the next higher
order36, and A is the source term due to drag and gravity. The contribution of particle collisions
is divided into a spatial ux G and a source term C. Now we examine the transport equation
of the zero-, rst- and second-order moments separately.
The zero-order velocity moment is governed by
@M0000
@t
+r  F 0000 = 0 (9)
or, in term of pp,
@pp
@t
+r  ppUp = 0: (10)
The rst-order velocity moments are governed by46
@M1
@t
+r   F1 +G1 = A1 (11)
or, in term of ppUp,
@ppUp
@t
+r  pp(Up 
Up +Pp +Gp) = ppg + pp
p
(Ug  Up) (12)
Here the kinetic ux is F1 = Up
Up+Pp. The acceleration source termA1 only includes gravity
and drag, similar to the gas-phase momentum equation (2). Since particle{particle collisions do
not change the particle-phase mean momentum, the collisional source term is null. Using the
Enskog{Boltzmann kinetic theory, the collisional ux tensor Gp can be written as
46
Gp =
4
5
pg0 (3pI+ 2Pp) (13)
where  = 12(1 + e), e is the particle collision restitution coecient, and the particle radial
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distribution function g0 can be modeled as, g0 =
 
1  12p

=(1  p)3 48,49.
The second-order velocity moments are governed by46
@M2
@t
+r   F2 +G2 = A2 +C2 (14)
or, in term of pp (Up 
Up +Pp),
@
@t
pp(Up 
Up +Pp)
+r  pp(Up 
Up 
Up +Pp 
Up +Up 
Pp + JPp;ikUp;jK+Qp +Hp) =
pp(Up 
 g + g 
Up) + ppEfp + ppCp (15)
where we have introduced the kinetic-ux tensor Qp, due to third-order central moments, and
the collisional-ux tensorHp, the symmetric, second-order, energy-coupling-with-the-uid-phase
tensor Efp, and the collision source term tensor Cp. In (15), JPp;ikUp;jK is a third-order tensor
with components Pp;ikUp;j . By manipulating the transport equations, (15) can be replaced by a
transport equation for Pp
25:
@ppPp
@t
+r  pp(Up 
Pp +Qp +Hp) =
  pp

Pp rUp + (Pp rUp)T
  pp 2
p
Pp + pp
2
c
(  Pp) : (16)
Here the collisional source term for Pp is described using a linearized Bhatnagar{Gross{Krook
(BGK) inelastic collision model50, with the collisional time c = dp=
 
6pg0
p
p=

, and  =
2pI+(1  )2Pp. The spatial uxes can be closed with a gradient-diusion model: Qp+Hp =
 kpr 
 Pp, where kp is the granular conductivity, which can be related to p. Note that rst
term on the right-hand side of (16) is a source term that arises due to the non-conservative
form of the kinetic energy balance. When higher-order velocity moments are used to dene the
velocity distribution function, the conservative form in (15) is preferable.
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EE-AG solver
In this work, the particle velocity distribution f(v) is approximated using the AG distribution41:
f(v) =
p
(2jPpj)3=2
exp

 1
2
(v  Up) P 1p  (v  Up)

: (17)
It is apparent that this distribution can be determined by three variables: p, Up, Pp, which
can directly be found from the moment set M. Without higher-order moments, the AG clo-
sure is unable to capture particle trajectory crossing accurately. However, in many industrial
applications, extremely dilute gas{particle ows are rare. The aim of this work is to demon-
strate that the EE model with AG closure can produce comparable results with EL simulations.
With this assumption, we solve the moment transport equation (8) using a weakly coupled
operator-splitting method, i.e., treating the terms F, A, C and G in (8) separately as described
next.
Kinetic moment ux
The most important point in solving the moment transport equation is to provide a closure for
the moment spatial ux F, which is treated using a kinetic-based nite-volume (KBFV) scheme
with a 3-D Gauss{Hermite quadrature approximation for the AG distribution. First, the AG
distribution can be approximated using quadrature as follows:
f(v) := p
N3hqX
=1
~(v; ~v) = p
NhqX
i=1
NhqX
j=1
NhqX
k=1
ijk(v;R 
266664
ui
vj
wk
377775+Up) (18)
where i; j ; k and ui; vj ; wk are the weights and abscissas of the Gauss{Hermite quadrature of
the standard normal distribution with zero mean and unit variance:
N(xj0; 1) = 1p
2
exp

 x
2
2

j=
NhqX
i=1
i(x; ui) (19)
10
Page 10 of 42
AIChE Journal
AIChE Journal
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rt
ic
le
where j= is understood to mean that the moments Mi for i 2 f0; 1; : : : ; 2Nhq   1g of the two
distribution functions are equal. The rotation tensor is R = Q  p, and Q  QT = Pp is the
spectral decomposition of particle granular pressure tensor Pp, where a highly ecient spectral
decomposition algorithm for 33 matrix51 is used. Note that since the quadrature weights ~
and the quadrature vector [ui; vj ; wk]
T are independent of p;Up and Pp, they can be computed
and stored at the beginning of a simulation. A simple 2-D example is given in Fig. 1 to illustrate
the quadrature approximation of the AG distribution.
[Figure 1 about here.]
In a nite-volume framework, the kinetic-based moment spatial uxes on cell faces are de-
composed into two contributions as follows33,34,38:
F xi;j;k =
Z 1
0
ui+1vjwkf (v) dv +
Z 0
 1
ui+1vjwkf (v) dv
=
N3hqX
=1
max(~u; 0)~~u
i
~v
j
 ~w
k
 +
N3hqX
=1
min(~u; 0)~~u
i
~v
j
 ~w
k

(20)
where ~u; ~v; ~w are the x, y, z component of velocity abscissas v. The kinetic-based uxes in
the y and z directions are calculated in a similar matter. Since the reconstruction of velocity
distribution of Eq. (18) is performed at cell centers once, the ux calculation at cell faces in
Eq. (20) is carried out at all cell faces of that cell, which determines the accuracy of this
calculation to be rst order, which is the same as the schemes used in35,37,38,40. However, the
extension to higher-order spatial uxes can be done as described by Vikas et al.52,53,41. Notice
that with the AG closure, the kinetic ux term Qp for the second-order velocity moments is
null, since the third-order central moments for a multivariate Gaussian distribution are zero.
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To guarantee that the resulting moments are realizable, the time step has to be xed by
setting an overall time-step condition:
t = min



CFL min


x
j~uj ;
y
j~vj ;
z
j ~wj

;CFL min

x
jUg;xj ;
y
jUg;yj ;
z
jUg;zj

;
1
10
min(p; c)

(21)
where 
 indicates the whole computation domain and 0 < CFL  1 is the CFL number. For
the dilute ows considered in this work, the overall time step was determined from the CFL
time step, which was found to be small relative to p and c. Note that for denser ows where c
is much smaller than the other time scales, the particle-phase equations reduce to the classical
hydrodynamic model30,31. For such cases, an iterative, implicit algorithm that does not depend
explicitly on c should be employed (see
54 for details).
Collisional ux and source term
The eect of particle{particle collisions appears as the collisional momentum ux Gp in Eq. (12)
and the collisional heat ux for second-order velocity moments Hp and the collision dissipation
source term Cp in Eq. (14). In the dilute limit, Hp is negligible, so we only consider Gp and Cp
by solving the following equations:
@Up
@t
=  r Gp (22)
and
@Pp
@t
=
2
c
(  Pp) : (23)
Note that the spatial divergence of Gp appears in Eq. (22), which can be computed explicitly
and directly used to solve the change of Up in dilute gas{particle ows. The characteristic time
scales for (22) and (23) are proportional to c, which is used in the time-step condition in (21).
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Drag and gravity
Previously, when QBMM were used to treat the velocity distribution, the eect of drag and
gravity on particle velocity was usually calculated on individual velocity abscissas55,32 by solving
an ordinary dierential equation (ODE):
d~v
dt
=
1
p
(Ug   ~v) + g: (24)
In general, p also has to be calculated individually for each velocity abscissas as a function
of Rep = gdpjUg   ~vj=g. However, a linearized drag model can be applied without losing
much accuracy. Furthermore, in the CIT simulations a constant Stoke drag is used, which is
independent of particle velocity. Thus, the acceleration source term A is directly accounted for
by solving the following ODEs for Up and Pp:
@Up
@t
=
1
p
(Ug  Up) + g (25)
and
@Pp
@t
=   2
p
Pp: (26)
In the simulation code, operator splitting is used for time advancement, and the drag and
gravity contributions are treated separately after the spatial uxes and collisions in order to
ensure realizability of the moments. With this, all the terms appearing in the three transport
equations (9), (11), and (14) are accounted for.
Gas-phase solver
Once the particle phase is solved, the continuous gas phase is solved in a similar manner as in
our previous works55,32,56. The semi-discretized momentum equation for the gas phase (2) is
AgUg = Hg + ggg  Kgp (Ug  Up) rpg (27)
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where Hg includes the o-diagonal contributions, Ag contains the diagonal coecients, and
Kgp = pp=p is the drag coecient. By dening g = (Ag +Kgp) 1, the gas-phase velocity
can expressed as
Ug = g (Hg + pgg +KgpUp  rpg) : (28)
The face velocity ux for the gas phase can be computed as
g = (gHg)f  S + g;fgg;fg  S + g;f (KgpUp)f  S   g;f jSj r?pg: (29)
To solve for the gas pressure, the gas continuity equation (1) and the relation g + p = 1
is used. Substituting g in place of Ug and rearranging the terms, we obtain the gas-phase
pressure equation:
(gg)f jSjr?pg =  
@p
@t
+ g;f
h
(gHg)f  S + g;fgg;fg  S + g;f (KgpUp)f  S
i
(30)
where @p=@t is the rate of particle volume fraction change due to particle free transport,
calculated explicitly when solving Eq. (9). Once the new gas-phase pressure eld is computed,
the gas-phase velocity can be updated with (28). Note that the equations above are discretized
in time with an Euler scheme, which is rst-order accurate.
Overall solution algorithm for EE-AG simulations
The solution algorithm for the calculations described above is similar to what was applied
in55,32,56, which is briey introduced as follows:
1. Initialize all variables M, fp;Up;Ppg, and fg;Ug; pgg.
2. Determine t using time-step condition in (21).
3. Compute kinetic-based moment uxes in (20) to transport the moments M. Use updated
M to compute updated fp;Up;Ppg and g.
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4. Account for particle{particle collisions by solving Eq. (22) and (23).
5. Account for drag and gravity force by solving Eq. (25) and (26).
6. Update moment set M using new fp;Up;Ppg.
7. Construct uid-phase velocity equation (28), and solve gas-phase pressure equation (30),
and update gas-phase velocity with the new pressure. Iterate until gas-phase pressure is
converged.
8. Advance in time by repeating from Step 2 until simulation is complete.
This algorithm was implemented in the open-source CFD package, OpenFOAM. The gas-phase
equations above are solved with OpenFOAM default rst-order implicit \Euler" scheme in time
and second-order \linear" interpolation scheme in space. The periodic boundary condition
used in the simulations below is the standard \cyclic" boundary in OpenFOAM. Note that the
applicability of this algorithm is limited to the dilute ow regime (i.e. hpi < 0:05). A more
general algorithm for simulating uid{particle ows across all ow regimes is proposed in54.
Comparison between EL and EE-AG simulations of CIT
In this section, the simulation conditions are briey described rst. Then the simulation results
are presented and discussed in detail.
Simulation conditions
The mesoscale simulations of CIT using the EE-AG solver were carried out using the exact
same physical parameters and 3-D computational mesh as in the EL simulations24, which are
briey described below. The simulated CIT ow can be characterized by two main parameters:
mass loading,  = phpi=(ghgi) = 10:1, and particle Reynolds number, Rep = pgdp=g =
0:5. These values were achieved by using a constant Stokes drag and by setting the physical
parameters using the values listed in Table 1. The mean vertical gas velocity was maintained
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at zero by applying a body force to the gas phase. Note that the particle settling velocity
V = pg = 0:1 m/s is used to normalize the velocity data in the results presented below.
[Table 1 about here.]
Measured by a characteristic cluster length, L = 2p g = 2:5 mm, six dierent computational
domain sizes were studied: Lx=L = 4; 8; 16; 32; 65 and 129 where Lx is the vertical length. The
dierent domain sizes are referred to as Cases 1{6, as was done in the EL simulations24. The
computational domains are triply periodic with Lx = 4Ly = 4Lz. The computational mesh is
uniform with grid spacing dx = dy = dz = 1:75dp. The largest computational domain (Case 6)
was thus 2048  512  512 grid cells. Each case was run until the ow reached a statistically
stationary state before collecting statistical data.
Results and discussion
Before introducing the results of the EL and EE-AG simulations, it is useful to rst review
some of the key dierences between these two approaches, beyond the dierent frameworks, i.e.,
EL vs. EE, and AG closure, and their expected impact on the CIT simulation results. First,
particle collisions are treated exactly in EL, while they are modeled with an anisotropic BGK
closure in EE-AG. The impact of this dierence on the main statistics should be limited, due
to the fact that granular energy dissipation through inelastic collisions is very small compared
to gas-phase viscous dissipation25. Second, a lter is used in the EL simulations to couple the
Lagrangian particle velocity to the gas-phase velocity, while the coupling with the uid is exact
in the EE-AG solver. Third, the kinetic ux scheme used in the current EE-AG solver is rst-
order accurate, while Lagrangian particle tracking in the EL approach is much more accurate.
This means that the EE-AG simulations will be more diusive than the EL simulations. Both
the dierences in coupling and the convection scheme will lead to dierent behaviors at small
scales, as we will see in the following results. Finally, the Eulerian quantities of Lagrangian
particles are extracted from the EL simulations with an adaptive lter technique23,25, while in
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the EE-AG simulations, all particle variables are dened at the grid-cell level. The consequence
of this dierence is that the quantities produced by the two simulations could be comparable on
large scales, but dierent on small scales close to the lter size.
Particle clustering
[Figure 2 about here.]
As depicted in Fig. 2, the particle clustering shown in the instantaneous particle elds pro-
duced by EL simulations and the particle-phase volume fraction elds generated by EE-AG
simulations are similar in both relative size and shape, but with EE-AG exhibiting slightly
longer/wider clusters. There is a clear dependence on the domain size. The clusters appear to
be vertically elongated, allowing them to fall faster than the terminal velocity of an isolated par-
ticle. The clusters are broken up by the wakes of the entrained gas phase22. To quantitatively
compare the degree of particle segregation, the deviation of volume fraction from a randomly
distributed eld of particles, D = (h02p i1=2   p)=hpi, where p = 0:0028 is the standard devi-
ation of a corresponding ow with a random distribution of particles described in Table 1, are
plotted against domain size in Fig. 3. Both EE-AG and EL simulations predict that the volume
fraction uctuations grow with domain size, and the agreement between them is remarkably
good, with the values produced by the EE-AG solver being only slightly lower than the EL
results.
[Figure 3 about here.]
[Figure 4 about here.]
Also notice that there are no particle clusters observed in the EE-AG simulation with the
smallest domain. Since the EL approach can be considered arbitrarily high order in space,
while the EE-AG solver employed here is only rst-order spatially, the slight under-prediction of
particle clustering is understandable. To view this dierence more clearly, the probably density
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functions (PDF) of the particle volume fraction were calculated and plotted in Fig. 4 for the
two largest domain sizes. Although the overall agreement is good, it is interesting to observe
that the EE-AG solver produces less high volume fraction values, i.e., shorter tails of the PDF
function, which improves with bigger domain size. Also considering that the overall volume
fraction uctuations given by EE-AG is consistently less than those by EL, we argue this could
be an artifact of the numerical scheme because the rst-order scheme employed in the EE-AG
simulation is more diusive.
Particle settling velocity
[Figure 5 about here.]
The particle clusters appearing in the simulations described earlier entrain carrier gas around
them, which reduces the local drag and lets them fall faster22,25. Thus, since the particle
segregation is increasing with domain size, the magnitude of mean particle settling velocity will
keep increasing24, as shown in Fig. 5. As described in21, the settling velocity is determined by
the drift velocity, which is also referred to as the uid velocity seen by the particles. As uid
is entrained by the clusters, the drift velocity is closer to the particle-phase velocity, allowing
the particles to fall faster than the terminal velocity. Therefore, the good agreement between
EL and EE-AG simulations in particle volume fraction uctuations in Fig. 3 certainly leads
to good agreement in the settling velocity, as we observe in Fig. 5. In the smallest domain,
since no particle clusters appeared, the settling velocity becomes the terminal velocity of an
isolated particle V. In the largest domain, both simulations predict a mean settling velocity
of approximately 2:5V, with the values from EE-AG being slightly higher than those from
EL. This nding seems to be contrary to the conclusion suggested by particle volume fraction
PDF function, i.e., the ow predicted by EE-AG is slightly less heterogeneous compared to EL.
However, it is consistent with the observation from the instantaneous volume fraction elds
that the EE-AG clusters are longer/larger than those from EL, considering that longer particle
clusters will reduce drag and lead to a higher particle settling velocity. We argue that the more
18
Page 18 of 42
AIChE Journal
AIChE Journal
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rt
ic
le
elongated particle clusters in EE-AG could be the consequence of dierent coupling strategy
used in EE-AG and EL simulations, namely, being exact in EE-AG and utilizing an isotropic
Gaussian lter in EL. This dierence in phase-coupling could mean that it is harder for particles
to penetrate the gas phase in EL than in EE-AG, as we can see in the two-point spatial correlation
data presented below.
One-point phasic uctuating energy statistics
The particle-phase (uncorrelated) granular energy, 32 hpip, (correlated) turbulent kinetic en-
ergy21, kp =
1
2hU
00
p U
00
p ip, and the uid-phase turbulent kinetic energy, kg = 12hU
000
g U
000
g ig, are
shown in Fig. 6 with their respective anisotropy. hif = hfi =hf i denotes the phase average
of quantity  with respect to phase volume fraction f . The particle velocity uctuation of the
particle phase and the gas phase are calculated by U
00
p = Up   hUpip and U
000
g = Ug   hUgig,
respectively. Note that the particle-phase total uctuation energy is p = kp +
3
2hpip. All
variables in Fig. 6 are normalized using their respective particle settling velocity given in Fig. 5.
[Figure 6 about here.]
In general, the uctuating energy increases with domain size, which is expected since the
production term is proportional to the square of the drift velocity21,25 and the latter increases
with domain size (see Fig. 5). Furthermore, most of the energy is contained in the largest scales,
which are not resolved on the smaller domains. More importantly, the values predicted by the
EE-AG and EL simulations show the same trends with domain size. Because TKE production
occurs only in the uid phase21, and the drift velocity in the EE-AG simulations are slightly
larger than in the EL simulations, the dierence in the uid-phase TKE in Fig. 6e is most likely
due to the latter. Although Fig. 6a shows the uncorrelated granular energy predicted by the EE-
AG simulations is signicantly lower than the values predicted by EL, the overall contribution of
granular energy to the total uctuations, i.e., 32 hpip =p is generally low in the simulated cases,
less than 10% in both EL and EE-AG simulations. This dierence will be further discussed
together with other statistics below.
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Due to the fact that TKE production is only in the vertical direction, the uctuating energy
components in CIT are highly anisotropic25. In Fig. 6, the normalized vertical component of
the particle-phase uctuating energy are shown for the EE-AG and EL simulations. Note that
by denition, Pp;xx+Pp;yy+Pp;zz = 3p and hU
00;2
p;x ip+ hU
00;2
p;y ip+ hU
00;2
p;z ip = 2kp. The overall high
anisotropy shown in the gure indicates that the contribution of vertical (x) components to the
respective kinetic energy are much larger than the contributions of horizontal (y and z) compo-
nents, as expected. When the domain size is small, the limited turbulence development leads
to near unity particle velocity anisotropy in both uncorrelated and correlated kinetic energy.
As the domain size increases, the anisotropy predicted from both EL and EE-AG simulations
approaches a constant value, which is near 0.8 for turbulent kinetic energy, and between approx-
imately 0.5 and 0.6 for the uncorrelated granular energy. In general, the EE-AG simulations
predict higher anisotropy than the EL simulations, especially for granular energy. Both this
dierence and the relatively higher granular energy and lower turbulent kinetic energy predic-
tions shown in Fig. 6a and 6c may be due to how those quantities were computed in these two
simulations. Namely, an adaptive lter was used to extract data from the EL simulations, which
means that the correlated and uncorrelated particle uctuation energy in the EL simulations are
measured on larger length scales than in the EE-AG simulations. Another possible explanation
for this dierence is the dierent momentum coupling methods employed in the EL and EE-AG
simulations. Since the coupling lter in the EL simulations acts on a scale dened by, f = 10dp,
on average, the gas phase in the EL simulations can \feel" the presence of the particles from
larger distances than in the EE-AG simulations, which will lead to dierent gas TKE production
and spatial distribution, and in turn cause dierent particle velocity energy orientation. In the
following section, the energy spectrum analysis of volume fraction and velocity will demonstrate
the eect of the EL ltering more clearly.
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Two-point spatial statistics
While one-point statistics provide a general picture of CIT statistics, two-point statistics give
a more detailed assessment of the spatial structure of the various uctuating elds. Here, we
present one-dimensional energy spectral density for the volume fraction and velocity elds, as
well as two-point spatial correlation functions in the vertical and horizontal directions. We
choose to present the data from the two largest domain size cases, where CIT can be considered
close to fully developed.
The energy spectra, i.e., energy spectral density (ESD), for particle volume fraction, particle
velocity and gas velocity are computed with the following equations and shown in Fig. 7:
Ep =
1
hpi2
D
FFT
 
0p
2E
; (31)
EUp;x =
1
hpi

FFT
p
pU
00
p;x
2
; EUg;x =
1
hgi

FFT
p
gU
000
g;x
2
(32)
where FFT represents the fast Fourier transform in one spacial direction, and hi denote the
spatial averaging in the other two directions. Note that the spectral density calculated here are
not to be confused with a power spectrum, i.e., power spectral density (PSD), since they are not
averaged with the signal length of the FFT. Considering the good agreement in both deviation of
volume fraction uctuations and TKE for both the gas and particle phases from EL and EE-AG
simulations, we expect to see good agreement also in ESD in the low wavenumber region, where
the energy is concentrated. Figure 7 also clearly demonstrates that the EL and EE-AG spectra
diverge to the wavenumber corresponding to the length scale where the ltering in EL starts to
take eect, most visibly in the horizontal direction. Note that highest wavenumber corresponds
to the computation grid size, which is dx;y;z = 1:75dp. It is speculated that some uncorrelated
granular energy at high wavenumber was not entirely removed from particle velocities by the
adaptive ltering process in the EL simulations. With this, it also can be argued that this leads to
the higher energy spectra values at high wavenumber/small length scale in the EL simulation, as
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a consequence of this ltering, and leads to higher granular energy and lower velocity anisotropy
observed in Fig. 6. The other interesting observation is that for the EL simulations, the vertical
energy spectra of particle volume fraction almost entirely overlap with the horizontal spectra,
while they only partially collapse with each other at the high wavenumber region for particle
velocity. This is not the case for the EE-AG simulations: the vertical spectra generally have
less energy at high frequencies, and the volume fraction spectra seem to improve with bigger
domain size. Like the PDF of particle volume fraction, we argue this could be another artifact
of the rst-order scheme employed in the EE-AG simulation, which is more diusive in the
main convective (vertical) direction than in the traverse direction, while the convection scheme
employed in the EL simulations has no directional preference.
[Figure 7 about here.]
The spatial correlation of particle volume fraction, i.e., radial distribution function (RDF),
and spatial correlation of particle velocity can be calculated by the two following equations23:
g0 (rei) =
hp (x; t)p (x+ rei; t)i
hp (x; t)i hp (x+ rei; t)i ; (33)
R (rei) =
D
p (x; t)p (x+ rei; t)U
00
p (x; t) U
00
p (x+ rei; t)
E
hp (x; t)p (x+ rei; t)i : (34)
The vertical and horizontal RDF of both EE-AG and EL simulations are given in Fig. 8, and
particle velocity correlations are shown in Fig. 9. Both correlation functions of EE-AG in the
vertical direction are wider than those from EL simulations (indicating longer structures), but
agree well in the horizontal direction. This directional dierence could be another artifact of the
dierent numerical schemes in EL and EE-AG, as observed with the energy spectra. But it also
could be argued that particle clusters in EE-AG simulations travel longer distances downwards
before they are broken up by gas-phase turbulence than in the EL simulations, due to the smaller
coupling length scale felt by the surrounding gas. Also notice that the integral length scale of
particle volume fractions are similar for both Lx=L = 65 and 129, which demonstrates that
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the cluster size is independent of domain size in these two largest cases. This is not true for
the spatial correlations of particle velocity, which appear to show similar function shapes on a
doubled length scale, i.e., \self-similar" on domain size. As discussed for the TKE, we attribute
this to the fact that the energy is mostly in the largest resolved scales.
[Figure 8 about here.]
[Figure 9 about here.]
Conclusions
An Euler{Euler gas{particle ow solver based on the anisotropic Gaussian closure for the par-
ticle velocity distribution (EE-AG) has been developed and implemented in OpenFOAM. This
method solves transport equations for ten velocity moments up to second order. The ability of
the EE-AG solver to capture the main physics of dilute, gravity-driven, gas{particle ows was
evaluated by performing detailed comparisons of its simulation results with Euler{Lagrangian
simulations used in a domain-size study of homogeneous CIT ows.
In general, we have shown that EE-AG can provide statistical results in satisfactory agree-
ment with those produced using an EL strategy, including one-point statistics, such as deviation
of volume fraction, particle mean settling velocity and granular energy, and TKE of both the
particle and gas phases; and two-points statics, such as energy spectra and spatial correlations.
Thus, the main observation in this study is that solving transport equations for the particle-
phase volume fraction, velocity and pressure tensor in a Eulerian framework with an anisotropic
Gaussian closure produces results comparable to Euler{Lagrangian simulations. The observed
dierences in the statistical results, such as in the velocity anisotropy and two-point statistics,
can be partially attributed to the two dierent numerical methods employed in EL and EE-AG,
i.e., the convection scheme and the coupling to the gas phase, and dierent post-processing
methods, i.e., the adaptive ltering used in the EL simulations.
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The computational cost of the EE-AG and EL solvers are not directly compared in this work,
considering that dierent programming languages, code structures and linear solver algorithms
for the gas-phase pressure equation are used in EL and EE-AG simulations. The computational
algorithm for the particle phase is fairly simple and can be highly ecient in parallel, thus the
cost of the kinetic-based AG solver itself is low compared with Lagrangian particle tracking.
Overall, we conclude that the EE-AG solver developed in this work can be used to study dilute
CIT as quantitatively as the EL approach, and the unclosed terms in gas{particle turbulence
models can be investigated using either method.
Finally, the objective of future work is to utilize the spectral analysis as a tool to improve
the adaptive ltering technique for the EL simulations in order to achieve accurate separation
of correlated and uncorrelated particle uctuation energy. A detailed comparison study of the
behaviors of TFM, QBMM and EL approaches is also warranted as a next step. The extension
of the EE-AG solver to other ow regimes (e.g. dense uidized beds) is described in54.
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Figure 1: Example of 2-D Gauss{Hermite quadrature (Nhq = 4, circles), for a velocity distribu-
tion (contour lines) with Up;x = Up;y = 0 and Pp;xx = Pp;yy = 1;Pp;xy = 0:5.
32
Page 32 of 42
AIChE Journal
AIChE Journal
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rt
ic
le
(a) Lx=L = 8 (b) Lx=L = 32 (c) Lx=L = 129
Figure 2: The instantaneous elds for p for Lx=L = 8; 32 and 129. The gures on the left are
from the EL simulations, and those on the right are from the EE-AG simulations, plotted with
a scale of 0 < p < 0:05.
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Figure 3: Deviation of volume fraction uctuations from a corresponding random distribution
of particles as a function of domain size.
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(b) Lx=L = 129
Figure 4: Probability density function (PDF) of particle volume fraction for Lx=L = 65 and
129.
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Figure 5: Mean particle settling velocity normalized by the terminal velocity of an isolated
particle, hUp;xip =V, in a corresponding ow as a function of domain size.
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(a) Particle-phase granular energy
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(b) Anisotropy of granular energy
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(d) Anisotropy of particle-phase TKE
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(f) Anisotropy of gas-phase TKE
Figure 6: One-point phasic uctuating energies and their vertical component contribution. The
dashed line in the right column indicates the isotropic value.
37
Page 37 of 42
AIChE Journal
AIChE Journal
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rt
ic
le
10-3 10-2 10-1 100
κdp
10-5
10-4
10-3
10-2
10-1
100
101
102
103
E
α
p
/d
p
EL,Vertical
EL,Horizontal
EE-AG,Vertical
EE-AG,Horizontal
(a) p, Lx=L = 65
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p, Lx=L = 129
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(c) Up;x, Lx=L = 65
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(d) Up;x, Lx=L = 129
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(e) Ug;x, Lx=L = 65
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Figure 7: Energy spectral density of p, Up;x and Ug;x for Lx=L = 65 and 129.
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(a) Lx=L = 65, vertical
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Figure 8: Radial distribution function of particle volume fraction for Lx=L = 65 and 129.
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(a) Lx=L = 65, vertical
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(c) Lx=L = 65, horizontal
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(d) Lx=L = 129, horizontal
Figure 9: Two-point spatial cross-correlation function of Up;x for Lx=L = 65 and 129.
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Table 1: Parameters employed in CIT ow simulations.
hpi = 0:01 p = 1000 kg/m3 g = 1 kg/m3 dp = 90 m
e = 0:9 g = 1:8 10 5 m2/s g =  4:0004ex m/s2 CFL = 0.4
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