This article has two purposes. Firstly, the article is devoted to collecting basic facts about the Floquet theorem and various Floquet factorisation algorithms claimed for finite-dimensional linear continuous-time periodic (FDLCP) systems. Secondly, the article presents a unified representation framework for various Floquet factorisations in FDLCP systems, while structural and analytic characteristics about them are examined as well. More precisely, the following aspects are considered: (i) algorithms for Floquet factorisations; (ii) characteristics of Floquet factors; (iii) relationships and properties among Floquet factorisations. Most results are reported for the first time, while the others are generalised versions of existing ones.
Introduction
The Floquet theorem, or more generally Floquet theory, can be traced back to 1883 (Floquet 1883) , which presents us Floquet factorisations for state transition matrices, fundamental matrices and solutions to periodic differential equations. Perodic differential equations frequently appear in control and system applications related to finite-dimensional linear continuous-time periodic (FDLCP) modellings (Halanay 1966; Yakubovich and Starzhinskii 1975; Lukes 1982; Farkas 1994) . Typical problems include stabilisation of helicopter rotors and ships in waves, and reduction of electro-mechanical oscillations or swing in electricity generators (Arscott 1964; Dugundji and Wendell 1983; Richards 1983; Farkas 1994; Pavella and Murthy 1994; Grimble 2000) . As a matter of fact, the Floquet theorem is originally developed to transfer periodic differential equations into ones with constant coefficients and has been one of the kernel results for analysis and synthesis in FDLCP control systems, without which some important developments in the FDLCP field may not be attainable. For example, asymptotic stability in FDLCP systems can be better dealt with if Floquet factorisations are available (Zhou, Hagiwara and Araki 2002; Zhou and Hagiwara 2005) , control can be implemented via real Floquet factorisations Angeles 2004) ; harmonic controllability criteria are established also with Floquet factorisations (Zhou 2007) , last but not least, frequency-domain aspects about FDLCP systems can be examined by means of Floquet factorisations (Eastham 1973; Kuchment 1993; , 2005 . It is worth mentioning that Floquet theory has been extended in partial differential (Kuchment 1993) as well.
With such a long history of Floquet theory, one probably feels that the Floquet theorem has been completely examined and perfectly developed. To one's surprise, if one scans through the literature, one will quickly find that this is not the case. On the one hand, existence of Floquet factorisations has been dealt with in numerous textbooks on differential equations (Arscott 1964; Myint-U 1978; Hartman 1982; Farkas 1994) through various matrix logarithm algorithms, and basic properties of Floquet factorisations are also reported (Farkas 1994; Lukes 1982) . On the other hand, how to interpret and compare the Floquet factorisations obtained via different matrix logarithm algorithms remain as open problems. In addition, some results were interpreted somehow inappropriately to some degree.
Outline. Section 2 collects notation and terminologies about matrix logarithm algorithms. Section 3 discusses existence and classification of Floquet factorisations. Lemmas and theorems in Sections 2 and 3 are restatements or generalisations of existing results about Floquet theory. Properties of Floquet factors are examined in Section 4, while those about Floquet factorisations as a whole are scrutinised in Section 5. Most theorems in Sections 4 and 5 are reported for the first time. Conclusions are given in Section 6. R and C are the set of all real numbers and that of all complex numbers, respectively. Z is the ring of all integers. F represents either R or C. l(Á) is the set of eigenvalues of a matrix (Á). Let J be a non-empty open interval in time.
Preliminaries to matrix logarithm algorithms
First we review the (scalar) complex logarithm. Let 6 ¼ 0 2 C. We have by complex analysis (Wadanabe, Miyazaki and Endo 1979; Lang 1999 ) that the pth logarithm branch of is given by lnðp, Þ ¼ LnðjjÞ þ jðargðÞ þ 2pÞ, p 2 Z, ð1Þ
where Ln(Á) means the logarithm of a positive real number (Á) and arg (Á) is the principal argument with À 5arg (Á) . By (1), there are infinitely many branches in a complex logarithm, which are distributed on the Riemann surface consisting of infinitely many ramifications. Conventionally, the branch with p = 0 is called the principal complex logarithm of and written as lnðÞ ¼: lnð0, Þ ¼ LnðjjÞ þ j argðÞ:
In the sequel we collects lemmas about matrix logarithm algorithms. By the author's best understanding, there are some inappropriate arguments in the proofs for these lemmas in textbooks on ordinary differential equations (Coddington and Levinson 1955; Hale 1969; Lukes 1982; Farkas 1994) . To clarify those questionable arguments, we will include detailed proofs whenever necessary.
2.1 Matrix logarithm by the Cauchy integration formula (Horn and Johnson 1985; Lukes 1982) Let C be a n Â n matrix and I be the identity of dimension n Â n. We write
The integral (3) is well-defined by the Cauchy integration formula (Wadanabe et al. 1979, p. 53) , provided that a pth logarithm branch and an integral path @ are specified properly. More precisely, H @ denotes a line integration along @, which is the boundary of & C n {0} and consists of a finitely many simple closed curves that do not intersect themselves and orient in the positive direction. is an open set containing all eigenvalues of the constant matrix C.
Here " ðÁÞ denotes the conjugate of (Á).
Proof:
We refer the reader to Theorem 7.5.1, Lemma 8.1.1, Lemma 8.1.2 and Theorem 8.1.3 of (1982) for all the assertions. oe
Lemma 2: Assume in (3) that ln(p, z) is the principal branch, i.e., p ¼ 0. If C 2 R n Â n is non-singular without negative eigenvalues, then B is real and satisfies C ¼ e B .
Proof: By the assumption on C, an open set exists such that (3) is well-defined. Furthermore, ln(p, z) is analytic on , and [zI À C] À1 is a real meromorphic function on that is analytic on n l(C). The theorem of residue (Wadanabe et al. 1979; Lang 1999) and (3) lead that
Res z¼l i flnðp, zÞ½zI À C À1 g
Res z¼l i flnðp, zÞ½zI À C À1 g,
where Res z ¼ l i (Á) is the residue of (Á) at z ¼ l i . These residues are either real or pairs of conjugate numbers since C is real and ln (p, z) takes the principal branch. We conclude that B is real. oe 2.2 Matrix logarithm by Jordan canonical forms (Coddington and Levinson 1955; Hale 1969; Hartman 1982 ) For C 2 F nÂn , choose a n Â n non-singular matrix T such that C ¼ T À1 diag [J 1 , . . . , J ]T with J i being a n i Â n i Jordan block corresponding to an eigenvalue l i of C, that is
where I i is the n i Â n i identity matrix and E i is the following n i Â n i nilpotent 2   6  6  6  4   3   7  7  7  5 :
Based on the above notation, we can define the following formula for B with C 2 F nÂn .
where p 1 , . . . , p 2 Z. If C is real, there exists a real and non-singular matrix T (Coddington and Levinson 1955, pp. 106-107) 
. . , J ]T with J i being a n i Â n i Jordan block corresponding to a real eigenvalue l i as described in the above, while R i is a real Jordan block corresponding to a complex eigenvalue l i ¼ r i þ jg i ; that is, for each i ¼ 1, 2, . . . , ! and 0 2 is the 2 Â 2 zero matrix, I 2 is the 2 Â 2 identity matrix. The definitions for Ã i and F i are obvious, and thus F i is also a nilpotent matrix. Accordingly we define the following formula for B with C being real.
where
The proof for Lemma 3 is given in Appendix B to keep our arguments clean.
Lemma 3: Let C 2 F n Â n be non-singular. The Jordan canonical form formula (5)
Lemma 4: Assume that C 2 R n Â n is non-singular without negative eigenvalues. Let all logarithms of (6) mean their principal branches; that is,
Then the matrix B determined in the Jordan canonical form formula (6) is real and satisfies C ¼ e B .
Proof: Since C is real, there is a real non-singular matrix T transforming C into a real Jordan canonical form. This, together with the principal branch assumption, all the terms in (6) are real since no eigenvalues of C are negative. Then Lemma 3 yields the results. oe 2.3 Matrix logarithm by Hermite interpolation polynomials (Farkas 1994) Let l 1 , l 2 , . . . , l denote the distinctive non-zero eigenvalues of C with multiplicities m 1 , m 2 , . . . , m in its minimal polynomial Á(C, s). Clearly, m 1 þ Á Á Á þ m ¼ deg (Á(C, s)) ¼: m. How to fix the minimal polynomial Á(C, s) is discussed in Farkas (1994, Theorem A1.4 p. 504 ).
The so-called Hermite interpolation polynomial on the spectrum of C is given by H
. . , h 0 are solutions to the following linear algebra equation system constructed with prescribed logarithm branches p 1 , . . . , p .
where H (l) (l i ) means the lth order derivative of H(s) with respect to s that is evaluated at s ¼ l i , and thus H (l) (l i ) is a polynomial in terms of h m-1 , . . . , h 0 as appropriately. ln (l) (p i , l i ) can be interpreted similarly. 
Clearly, H(l 1 , m 1 , . . . , l , m ) is a non-singular matrix defined by the coefficients in the polynomials H (l) (l i ),
It has been claimed in Farkas (1994) that H(s) defined via (7) is unique whenever all the logarithm branches are specified. Finally, we write the matrix logarithm algorithm corresponding to C by
Lemma 5: If C 2 F n Â n is non-singular, the Hermite interpolation polynomial
Proof: See Farkas (1994, Theorem A1.9 and Corollary A1.11 , pp. 509-511) for the details. oe
Lemma 6: Let C 2 R n Â n be non-singular without negative eigenvalues. Let the logarithm branches of (7) be specified as in (9). Then, the matrix B in (8) is real and satisfies C ¼ e B .
Proof: According to the logarithm branch specification in (9), the equations in (7) are nothing but equivalent re-writing of the following equations, each of which can be viewed as a polynomial equation in terms of h m-1 , . . . , h 0 as appropriately.
where l ¼ 0, 1, . . . , m i À1 and i ¼ 1, . . . , . Obviously, if l i is real, the corresponding polynomial equation is real. For a pair of conjugate eigenvalues, say l i and l i þ 1 , we obtain H (l) (l i ) ¼ ln (l) (p i , l i ) and H ðlÞ ðl iþ1 Þ ¼ ln ðlÞ ðÀp i , l iþ1 Þð¼ ln ðlÞ ðp i , l i ÞÞ. This means that simple algebraic operations on H (l) (l i ) ¼ ln (l) (p i , l i ) and H (l) (l i þ1 ) ¼ln (l) (Àp i, l i þ 1 ) can produce us two real polynomial equations. We can repeat the arguments for any conjugate eigenvalue pairs. These arguments say that the above complex polynomial equations can always be equivalently changed into a group of real polynomial equations in terms of h mÀ1 , . . . , h 0 , which possess unique and real solutions h mÀ1 , . . . , h 1 and h 0 (since (7) possesses unique solutions). Using this fact in (8) and noting that C itself is real, the desired results follow. oe
Remarks about matrix logarithm lemmas
Remark 1: No matter which algorithm is taken to get a matrix logarithm B from C, namely, C ¼ e B , it is straightforward to see in all the lemmas that BC ¼ CB is true.
Remark 2: Logarithm branch problems appear in (3), (5), (6) and (7). This implies:
(i) In (p, z) in (3) must be analytic over for the Cauchy integration formula to make sense, and a specific logarithm branch should be prescribed. In other words, Equation (3) reflects all the eigenvalues of C on a single ramification of the Riemann surface; (ii) In contrast, (5), (6) and (7) involve multiple logarithms that can be treated separately; in other words, (5), (6) and (7) may reflect the eigenvalues of C on multiple ramifications on the Riemann surface if different branches are chosen for each individual logarithm.
Remark 3: With a specific logarithm branch, ln(p, z) in (3) is analytic over since 06 2 , and the Cauchy integral theorem (Wadanabe et al. 1979 ) says that the integral (3) is independent of @ . Thus the matrix B of (3) is unique. With specific logarithm branches, uniqueness of the Hermite interpolation polynomial implies that the matrix B of (7) is unique. However, even with fixed logarithm branches the matrix B of (5) or (6) is generally not unique since the similarity transformation is not unique.
Remark 4: Lemmas 1, 3 and 5 are stated for both real and complex C 2 F n Ân ; Lemmas 2, 4 and 6 are claimed only for real C 2 R n Ân . To interpret them properly, we stress that:
(i) in Lemma 3, the matrix logarithm formula if C is expressed via a complex Jordan canonical form is different from that if C is real and expressed via a real Jordan canonical form;
(ii) in Lemmas 2 and 4, a principal logarithm branch specification is necessary in order to obtain a real matrix B. There is no such a principal logarithm branch constraint in Lemma 6. This relaxation on logarithm branches is due to the proof approach (Farkas 1994, pp. 507-510) .
3. Existence and classification of Floquet factorisations Consider the FDLCP system given by the homoge-
This assumption allows us to deal with FDLCP systems with switching components.
Definitions about Floquet factorisations
Definition 1: Let È(t, 0) denote the state transition matrix of the FDLCP system (10). If for some integer k 4 0, there exist
such that È(t, 0) ¼ P(t, 0) e Qt for all t 2 J, then P(t, 0) e Qt is called a kh-periodic Floquet factorisation of È(t, 0) with the Floquet factors P(t, 0) and Q. If P(t, 0) and Q are real, È(t, 0) ¼ P(t, 0) e Qt is called a real Floquet factorisation.
In the article, È(kh, 0) is called the k-monodromy, while the 1-monodromy is conventionally termed the monodromy matrix of A(t) (Lukes 1982) or the principal matrix of A(t) (Farkas 1994, p. 53) .
Definition 2: In the FDLCP system (10), let È(t, 0) ¼ P(t, 0) e Qt be a kh-periodic Floquet factorisation. Introduce the kh-fundamental region C f/k on the complex plane as follows (Zhou et al. 2005) :
Remark 5: In Definition 1, È(kh, 0) ¼ e Qkh and P(0, 0) ¼ I are required. There are FDLCP systems whose decomposition in form of È (t, 0) ¼ P (t, 0) e Qt exist but these conditions are not satisfied (Lukes 1982) . Without these conditions, eigenvalues of Q may not be simply connected to those of the monodromy matrix as we will see in Remark 7. This is somehow confusing.
To facilitate our statements, if Q is determined via the Cauchy integration formula,
Existence of kh-periodic Floquet factorisations
The Floquet theorem and its modifications frequently encountered in the literature (Coddington and Levinson 1955; Halanay 1966; Hale 1969; Lukes 1982; Farkas 1994; Montagnier, Paige and Spiteri 2003) can be viewed as a special case of Theorem 1 when k ¼ 1. Theorem 1 claims existence of kh-periodic Floquet factorisations in FDLCP systems.
Theorem 1: In the FDLCP system (10), assume that A(t) 2 F n Â n is locally integrable on J. For any integer k 4 0, È (t, 0) possesses a kh-periodic C-(resp., Jand H-) Floquet factorisation È (t, 0) ¼ P(t, 0) e Qt , where P(t, 0) is absolutely continuous, non-singular for each t 2 J, and Q is possibly complex. More precisely, Q is determined as follows. (7). Let the matrix B be given by the Hermite interpolation polynomial (8)
Then a kh-periodic C-(resp., Jand H-) Floquet factorisation is given by Q ¼ (kh) À1 B and P(t, 0) ¼ È(t, 0) e ÀQt . Moreover, the system is asymptotically stable if and only if all eigenvalues of Q have negative real parts, that is, Re l (Q) 5 0; or equivalently, the absolute values of all the eigenvalues of È(h, 0) are strictly less than 1, that is, j l (È(h, 0) j 5 1.
Remark 6: By Remarks 2 and 3, kh-periodic C-, J -and H-Floquet factorisations are not unique due to logarithm branch problems. As for the Cauchy integration formula (3), there are many ways to define integral paths. The Cauchy integral theorem (Rudin 1987 ) says that Q is independent of the integral path @ as long as is defined appropriately.
Remark 7: The eigenvalues of È(h, 0), say 1 , 2 , . . . , n , are called characteristic multipliers. Then the eigenvalues of È k (h, 0) are k 1 , k 2 , . . . , k n . In a kh-periodic Floquet factorisation È(t, 0) ¼ P(t, 0)e Qt , denote the eigenvalues of Q by l 1 , l 2 , . . . , l n , which are called k-characteristic exponents. If properly enumerated, k 1 ¼ e l 1 kh , k 2 ¼ e l 2 kh , . . . , k n ¼ e l n kh : Note that e l i kh ¼ e l i khþj2p i ¼ e ðl i þj2p i =ðkhÞÞkh for any m 2 Z and i ¼ 1, 2, . . . , n. Thus, l 1 , l 2 , . . . , l n are not uniquely determined by k 1 , k 2 , . . . , k n (only determined mod (j2 /(kh))). We have
which are uniquely determined by A(t). By Theorem 6.3.2 in Lukes (1982) , È(t, 0) is unique for each t under the assumption on A(t). Thus, È(h, 0) is uniquely determined and so are its eigenvalues. Equation (11) is meant in the eigenvalue magnitude. If multiplicities of l i and k i are concerned, Theorem A1.12 of Farkas (1994) says that multiplicity of k i in the minimal polynomial of È k (h, 0) is equal to that of l i in the minimal polynomial of Q. Also, the eigenvector of È k (h, 0) corresponding to k i is an eigenvector of Q corresponding to l i . Corollary A1.8 in Farkas (1994) coincides with this observation.
Remark 8: If the monodromy eigenvalues, 1 , 2 , . . . , n , satisfy j 1 j 5 1, j 2 j 5 1, . . . , j n j 5 1, then j k 1 j < 1, j k 2 j < 1, . . . , j k n j5 1 for any k ! 1. Hence, asymptotic stability of the FDLCP system (10) will be reflected in any kh-periodic Floquet factorisations. Note that for any t, 2 J,
which is also frequently used in the literature.
Existence of 2kh-periodic real Floquet factorisations
In Theorem 1, Floquet factorisations are usually expressed with complex Floquet factors, even if A(t) itself is real. This may bring us difficulties in applications. In this section, we see that real Floquet factorisations are also available in real FDLCP systems but in the 2kh-periodic sense.
Theorem 2: In the FDLCP system (10), assume that A(t) 2 R nÂn is locally integrable on J. For any integer k 4 0, È(t, 0) has a 2kh-periodic real C-(resp., Jand
where P(t, 0) is absolutely continuous and non-singular for each t 2 J. More precisely, Q can be determined as follows.
(i) Assume that and @ are defined as in Theorem 1. In Lemma 1, specify the logarithm branch p and evaluate (3) 
In Lemma 5, specify the logarithm branches p 1 , . . . , p and fix the Hermite interpolation polynomial H(s) by the eigenvalues of È k (h, 0) via (7).
Then a 2kh-periodic real C-(resp., Jand H-) Floquet factorisation is given by the Floquet factors Q ¼ ð2khÞ À1 ðB þ " BÞ and P(t, 0)¼È(t, 0)e ÀQt .
Proof: Only the C-Floquet factorisation case is proved. Lemma 1 leads that there is a (possibly complex) matrix B given by (3) such that È(kh,0) ¼ e 2khB and B " B ¼ " BB. This, together with (29) and the assumption that È(kh,0) is real, yields
where we used È(kh, 0) ¼ È(2kh, kh), which again follows from the h-periodicity of A(t). Equation (12) implies that e 2khQ ¼ È(2kh,0). Now we view A(t) to be 2kh-periodic. Then by means of e 2khQ ¼ È(2kh,0) and repeating the proof of Theorem 1 we see that
Remark 9: To work out a real 2kh-periodic Floquet factorisation by Theorem 2, one must view the original system to be 2kh-periodic. This turns out to be an obstacle in some applications (Montagnier et al. 2003) .
To surmount this, there are efforts to directly determine kh-periodic real Floquet factorisations for real FDLCP systems. Typical results are reported in Culver (1996) and Montagnier et al. (2003) . In the article, we try to establish kh-periodic real Floquet factorisations by exploiting the results of Lemmas 2, 4 and 6.
3.4 Existence of kh-periodic real Floquet factorisations Now we show that kh-periodic real Floquet factorisations are also possible if eigenvalue conditions on the k-monodromy are strengthened slightly, beside A(t) 2 R nÂn . Theorem 3 can be shown by repeating arguments about Theorem 1 but based on Lemmas 2, 4 and 6.
Theorem 3: In the FDLCP system (10), assume that A(t) 2 R nÂn is locally integrable on J. For any integer k 4 0, È(t, 0) has a kh-periodic real C-(resp., Jand H-) Floquet factorisation È(t, 0) ¼ P(t, 0)e Qt , where P(t, 0) is absolutely continuous and non-singular for each t 2 J, if È k (h, 0) has no negative eigenvalues, and Q is determined accordingly.
(i) Assume that and @ are defined in Theorem 1.
In Lemma 2, take the principal logarithm branch (p ¼ 0) and evaluate the Cauchy integra-
In Lemma 6, specify the logarithm branches p 1 , . . . , p as described in (9) and determine the Hermite interpolation polynomial H(s) by the eigenvalues of È k (h, 0) through (7). Evaluate the Hermite interpolation polynomial
Then a kh-periodic C-(resp., Jand H-) real Floquet factorisation is given by the Floquet factors Q ¼ (kh) À1 B and P(t, 0) ¼ È(t, 0)e ÀQt .
Existence of kh-periodic Floquet simplices
Theorem 4: In the FDLCP system (10), assume that A(t) 2 F nÂn is locally integrable on J. Then there always exists a kh-periodic Floquet simplex È(t, 0) ¼ P(t, 0)e Qt , where P(t, 0) is absolutely continuous and non-singular for each t 2 J, and l(Q) & C f/k .
Proof: By Theorem 1, there is a kh-periodic Floquet factorisation Èðt, 0Þ ¼Pðt, 0ÞeQ t , with eQ kh ¼ Èðkh, 0Þ. ExpressQ via a Jordan canonical formQ ¼ SJS À1 .
Here S is non-singular, andJ ¼ diag½J 1 ,J 2 , . . . ,J withJ i being a n i Â n i Jordan block corresponding to an eigenvaluel i ofQ. Clearly, eQ t ¼ SeJ t S À1 , where eJ t ¼ diag½eJ 1 t , eJ 2 t , . . . , eJ t and
. . . : ð13Þ
. This is always possible. By (13), eJ i kh ¼ e J i kh for each i where J i is a Jordan block in term of l i . We have that eQ kh ¼ Se
Clearly, Q has eigenvalues l 1 , l 2 , . . . , l in C f/k . Now we repeat the proof arguments of Theorem 1 in term of È(kh, 0) ¼ e Qkh . Then the desired assertion follows. oe
Remark 10: In the proof,Q can be determined from any kh-periodic Floquet factorisations. Floquet simplices are needed in harmonic controllability criteria in the FDLCP setting (Zhou 2007) .
3.6 Existence of kh-and 2kh-periodic real Floquet simplices Theorem 5: In the FDLCP system (10), let A(t) 2 R nÂn be locally integrable on J. For any integer k 4 0 we always have a 2kh-periodic real Floquet simplex È(t, 0) ¼ P(t, 0)e Qt , where P(t, 0) is absolutely continuous and non-singular for each t 2 J, and l(Q) & C f/2k . Proof: By Theorem 2, È(t, 0) has a 2kh-periodic real Floquet simplex Èðt, 0Þ ¼Pðt, 0ÞeQ t . LetQ ¼ SJS À1 be a real Jordan canonical form with S non-singular and real, andJ ¼ diag½R 1 , . . . ,R ,J þ1 , . . . ,J .R i is a real Jordan block for a pair of complex conjugate eigenvaluesr i AE jg i , andJ i is a real Jordan block corresponding to a real eigenvalue. Exact definitions forR andJ i can be found in Section 2.2.
The proof is similar to that of Theorem 4 by using R i andJ i . Our attention is focused only oñ R i ¼Ã i þF i . It is straightforward to see by direct computations that
wherem i is the least non-negative integer such that F l i ¼ 0 for all l !m i . Also, we have eÃ i t ¼ diag e~r i t cosðg i tÞ e~r i t sinðg i tÞ Àe~r i t sinðg i tÞ e~r i t cosðg i tÞ Á Á Á e~r i t cosðg i tÞ e~r i t sinðg i tÞ Àe~r i t sinðg i tÞ e~r i t cosðg i tÞ " # : Now writer i þ jg i ¼r i þ jðg 0i þ k i ! 2kh Þ, k i 2 Z withr i þ jg 0i 2 C f=2k . Then, (14) leads that eR i 2kh ¼ e R i 2kh for each i where R i is a real Jordan block in term ofr i þ jg 0i . Furthermore, we have that
Finally, repeating the proof of Theorem 1 in term of È(2kh,0) ¼ e Q2kh yields the assertion. oe
Based on Theorems 3, 4 and 5, Theorem 6 can be shown.
Theorem 6: In the FDLCP system (10), assume that A(t) 2 R nÂn is locally integrable on J. For an integer k 4 0, È k (h, 0) satisfies the eigenvalue conditions in Theorem 3 as appropriately. Then, a kh-periodic real Floquet factorisation Èðt, 0Þ ¼Pðt, 0ÞeQ t exists, from which a kh-periodic real Floquet simplex È(t, 0) ¼ P(t, 0)e Qt can be derived, where P(t, 0) is absolutely continuous and non-singular for each t 2 J, and l(Q)& C f/k .
Characteristics of Floquet factors P(t, 0) and Q

Harmonic properties about P(t, 0)
Let È(t, 0) ¼ P(t, 0)e Qt be a kh-periodic Floquet factorisation. Theorem 6.3.2 of Lukes (1982) yields Pðt, 0Þ ¼ Èðt, 0Þe ÀQt , _ Pðt, 0Þ ¼ ½AðtÞÈðt, 0Þ À Èðt, 0ÞQe ÀQt P À1 ðt, 0Þ ¼ e Qt Èð0, tÞ, _ P À1 ðt, 0Þ ¼ e Qt ½QÈð0, tÞ À Èð0, tÞAðtÞ:
( ð15Þ for a.e. t 2 [0, kh). In the article, we denote _ P À1 ðt, 0Þ ¼: dðP À1 ðt, 0ÞÞ=dt and € P À1 ðt, 0Þ ¼: d 2 ðP À1 ðt, 0ÞÞ=dt 2 . By (15) and Fourier theory (Churchill 1963; Fukawa 1974; , we claim some harmonic features of P(t, 0).
Theorem 7: In the FDLCP system (10), we have the following.
(i) If A(t) is differentiable a.e. in [0,h), then P(t, 0) and P À1 (t, 0) are absolutely continuous, while _ Pðt, 0Þ and _ P À1 ðt, 0Þ are differentiable a.e. in [0, kh). Hence, the Fourier series of P(t, 0) and P À1 (t, 0) converge a.e. in [0, kh); (ii) If A(t) is piecewise continuous and differentiable a.e. in [0,h), then P(t, 0) and P À1 (t, 0) are absolutely continuous, and _ Pðt, 0Þ and _ P À1 ðt, 0Þ are piecewise continuous. Therefore, the Fourier series of P(t, 0) and P À1 (t, 0) are absolutely and uniformly convergent in [0, hk), while the Fourier series of _ Pðt, 0Þ and _ P À1 ðt, 0Þ converge a.e. in [0, kh); (iii) If A(t) is continuous and dA(t)/dt is piecewise continuous in [0, h), then P(t, 0) and P À1 (t, 0) are absolutely continuous, _ Pðt, 0Þ and _ P À1 ðt, 0Þ are continuous while € Pðt, 0Þ and € P À1 ðt, 0Þ are piecewise continuous. Also, the Fourier series of P(t, 0), P À1 (t, 0), _ Pðt, 0Þ and _ P À1 ðt, 0Þ are absolutely and uniformly convergent in [0, kh), while those of € Pðt, 0Þ and € P À1 ðt, 0Þ converge a.e. in [0, kh); the Fourier series of _ Pðt, 0Þ and _ P À1 ðt, 0Þ are equal to termwise differentiation of those of P(t, 0) and P À1 (t, 0), respectively.
The next theorem collects facts about Floquet factorisations whose P(t, 0) possesses only finitely many harmonic waves. A proof can be given based on the results in Zhou (2007) .
Theorem 8: In the FDLCP system (10), assume that A(t) 2 F nÂn is locally integrable on J. Suppose that a kh-periodic Floquet factorisation Èðt, 0Þ ¼Pðt, 0ÞeQ t satisfiesP
for some integers N p ! 0 and N q ! 0; that is, the Fourier series ofPðt, 0Þ contains finitely many harmonic waves, and all eigenvalues ofQ belong to a horizontally strip region along C f/k . Then, there exists a kh-periodic Floquet simplex È(t, 0) ¼ P(t, 0)e Qt such that Pðt, 0Þ ¼ X jij N p þN q P i e ji! kh t , lðQÞ & f=k :
HereP k and P k denote the Fourier coefficients ofPðt, 0Þ and P(t, 0), respectively.
Remark 10: The properties of Theorem 7 help us in deriving essential features about frequency response operators of FDLCP systems Zhou et al. 2004 ). In addition, Theorem 8 can be proved independently of how the original kh-periodic Floquet factorisation is determined.
Properties about Q
Now we consider relationships about the Floquet factor Q among C-, J -and H-Floquet factorisations obtained via Theorem 1. A proof for Theorem 9 is given in Appendix C.
Theorem 9: In the FDLCP system (10), assume that A(t) 2 F nÂn is h-periodic, locally integrable on J. The following assertions hold for Floquet factorisations defined in Theorem 1.
(i) Let Èðt, 0Þ ¼ P 1 ðt, 0Þe Q 1 t and Èðt, 0Þ ¼ P 2 ðt, 0Þ e Q 2 t be kh-periodic C-Floquet factorisations given by the Cauchy integration formula (3) in the p 1 th and p 2 th logarithm branches, respectively. Then, Q 1 -Q 2 ¼ (kh) À1 j2(p 1 À p 2 ) I and Q 1 6 ¼ Q 2 as long as p 1 6 ¼ p 2 ;
(ii) Let Èðt, 0Þ ¼ P 1 ðt, 0Þe Q 1 t and Èðt, 0Þ ¼ P 2 ðt, 0Þ e Q 2 t be kh-periodic J -Floquet factorisations given by (5) under a same Jordan canonical form È k ðh, 0Þ ¼ T À1 J È k ðh, 0Þ T but the logarithms in (5) are specified, respectively, with p 1 , . . . , p and p 0 1 , . . ., p 0 . Then,
and Èðt, 0Þ ¼ P 2 ðt, 0Þe Q 2 t be kh-periodic H-Floquet factorisations determined by (7) and (8) and the logarithms in (7) are specified with p 1 , . . . , p and p 0 1 , . . . , p 0 , respectively. Then, Q 1 À Q 2 ¼ ðkhÞ À1 Â j2 P mÀ1 i¼0 i ðÈ k ðh, 0ÞÞ i , where the coefficients mÀ1 , . . . , 0 are given by Also, Q 1 6 ¼ Q 2 as long as ðp 1 , . . . , p Þ 6 ¼ ðp 0 1 , . . . , p 0 Þ. Moreover, in each case it is satisfied that P 1 ðt, 0Þ ¼ P 2 ðt, 0Þe ðQ 2 ÀQ 1 Þt .
Eigenvalue characteristics between the k-monodromy and Q are argued in Remark 7. The following theorem reveals other features, which is proved in Appendix D.
Theorem 10: In the FDLCP system (10), assume that A(t) 2 F nÂn is locally integrable and that È(t, 0) ¼ P(t, 0)e Qt is a kh-periodic Floquet factorisation. Then for any integer k ! 1, it holds
where l i (Á) denotes the i-th eigenvalue of a matrix (Á). Furthermore, we have (i) If È(t, 0) ¼ P(t, 0)e Qt is a kh-periodic C-Floquet factorisation obtained in Theorem 1, then l i ðQÞ ¼ ðkhÞ À1 lnðp, l k i ðÈðh, 0ÞÞÞ;
(ii) If È(t, 0) ¼ P(t, 0)e Qt is a kh-periodic J -Floquet factorisation in Theorem 1, then l i ðQÞ ¼ ðkhÞ À1 lnðp i , l k i ðÈðh, 0ÞÞÞ where p i is meant according to the corresponding Jordan block in the Jordan canonical form of È k (h, 0) (instead of the Jordan canonical form of È(h, 0)). (iii) If È(t, 0) ¼ P(t, 0)e Qt is a kh-periodic H-Floquet factorisation given by Theorem 1, then l i ðQÞ ¼ ðkhÞ À1 Hðl k i ðÈðh, 0ÞÞÞ.
Properties between P(t, 0) and Q
Now we examine features involving both P(t, 0) and Q to get a more complete picture.
Theorem 11: In the FDLCP system (10), assume that A(t) 2 F nÂn is h-periodic, locally integrable in J. Let È(t, 0) ¼ P(t, 0)e Qt be a kh-periodic Floquet factorisation. Then
and
where _ P À1 ðt, 0Þ ¼: dðP À1 ðt, 0ÞÞ=dt.
Proof: By means of (15), it follows readily that Pðt, 0ÞQ ¼ AðtÞPðt, 0Þ À _ Pðt, 0Þ, a:e:, t 2 ½0, khÞ: ð19Þ
Or equivalently, we write Q ¼ P À1 ðt, 0ÞAðtÞPðt, 0Þ À P À1 ðt, 0Þ _ Pðt, 0Þ, a:e:, 2 ½0, khÞ:
Based on (19) and (20), let us show the first equation of (17). We observe
The assertion follows since A(t) is h-periodic and thus R kh 0 trðAðÞÞd ¼ k R h 0 trðAðÞÞd. Next, integrating both sides of (19), we are led that P(0, 0) . This yields the second equation of (17).
To show (18), we mention the facts that Pðt, 0ÞQP À1 ðt, 0Þ ¼ AðtÞ À _ Pðt, 0ÞP À1 ðt, 0Þ and _ Pðt, 0ÞÂ P À1 ðt, 0Þ þ Pðt, 0Þ _ P À1 ðt, 0Þ ¼ 0. Thus it follows that QP À1 ðt, 0Þ ¼ P À1 ðt, 0ÞAðtÞ þ _ P À1 ðt, 0Þ, based on which the assertion is derived by repeating similar arguments. oe
Properties among Floquet factorisations 5.1 Further definitions about Floquet factorisations
Definition 3: In the system (10), let È(t, 0) ¼P(t, 0)e Qt be a kh-periodic Floquet factorisation.
(i) If P(t, 0)e Qt ¼ e Qt P(t, 0), it is said that È(t, 0) ¼ P(t, 0)e Qt is commutative; (ii) If there are non-zero matrices Q r and Q " r such that
it is said that È(t, 0) ¼ P(t, 0)e Qt is reducible; e Q r t is called a reducing factor. If (21) holds only if Q r ¼ 0, it is said that È(t, 0) ¼ P(t, 0)e Qt is irreducible. (iii) Let È(t, 0) ¼ P(t, 0)e Qt be a kh-periodic C-(resp., J -and H-) Floquet factorisation. If Q is fixed under principal logarithms branch specifications, È(t, 0) ¼ P(t, 0)e Qt is called a principal C-(resp., J -and H-) Floquet factorisation; otherwise, it is non-principal.
Remark 11: Reducibility means that a redundant factor appears in e Qt and P(t, 0), if they are treated separately. Such a reducing factor cancels each other in P(t, 0)e Qt . In other words, reducible Floquet factorisations may 'distort' structure of the FDLCP system, when e Qt and P(t, 0) are employed separately. Reducible Floquet factorisation can be brought in by non-principal logarithm branches as will be seen soon.
Remark 12: The last relation of (21) yields that e Q r ðtþkhÞ ¼ e Q r t for all t. If a kh-periodic Floquet factorisation is irreducible, it must be a kh-periodic Floquet simplex. After confirming the commutativity between Q r and Q " r , we can prove that the reverse assertion is also true if some eigenvalue assumption on Q is satisfied. We emphasise here that simplicity and irreducibility of Floquet factorisations reflect different aspects of Floquet factorisations.
Commutativity of Floquet factorisations
The FDLCP system (10) is monodromy commutative if it holds AðtÞ È ðh, 0Þ ¼ Èðh, 0ÞAðtÞ, 8t 2 ½0, hÞ ð22Þ:
By the h-periodicity of A(t), (22) can be extended to the whole interval J. An LTI system must be monodromy commutative. A proof for Theorem 12 is given in Appendix E.
Theorem 12: In the FDLCP system (10), assume that A(t) 2 F nÂn is locally integrable and monodromy commutative on J. Then the kh-periodic C-and H-Floquet factorisation of È(t, 0) of Theorem 1 are commutative; that is, È(t, 0) ¼ P(t, 0)e Qt ¼ e Qt P(t, 0) for all t 2 J, where P(t, 0) is absolutely continuous and non-singular for each t 2 J.
Remark 13: Since È(t, ) ¼ È(t, 0)È À1 (, 0) over t, 2 J, there exists a kh-periodic Floquet factorisation È(t, ) ¼ P(t, 0)P À1 (,0)e Q(tÀ) in a monodromy commutative system. P(t, 0)P À1 (, 0) is kh-periodic both in t and , absolutely continuous and non-singular in t and .
Theorem 12 also applies to the C-and H-Floquet factorisations of Theorems 2 and 3. However, commutativity of J -Floquet factorisations cannot be guaranteed in general, which is due to similarity transformations in Jordan canonical forms that are not unique.
Simplicity of Floquet factorisations
Based on Theorem 10, it is straightforward to show the following theorem about Floquet simplices, as far as the Floquet factorisations defined in Theorem 1 are concerned. Simplicity of Floquet factorisations other than those defined in Theorem 1 can be also examined similarly.
Theorem 13: In the FDLCP system (10), assume that A(t) 2 F nÂn is locally integrable on J.
(i) If È(t, 0) ¼ P(t, 0)e Qt is the principal kh-periodic C-(resp., J -) Floquet factorisation of Theorem 1, then È(t, 0) ¼ P(t, 0)e Qt is a khperiodic Floquet simplex. Moreover, any nonprincipal kh-periodic C-(resp., J -) Floquet factorisation is not a Floquet simplex;
(ii) Let È(t, 0) ¼ P(t, 0)e Qt be a kh-periodic H-Floquet factorisation of Theorem 1. È(t, 0) ¼ P(t, 0)e Qt is a kh-periodic Floquet simplex if and only if for any eigenvalue l i (È(h, 0) ) of the monodromy, it holds that ðkhÞ À1 Hðl k i ðÈðh, 0ÞÞ 2 C f=k . Proof : For brevity, we only show the case of C-Floquet factorisations. By the first assertion in Theorem 10, we have l i ðQÞ ¼ ðkhÞ À1 lnðp, l k i ðÈðh, 0ÞÞÞ. Note by definition that lnðp, l k i ðÈðh, 0ÞÞÞ ¼ Lnðjil k i ðÈðh, 0ÞÞjÞ þ jðargðl k i ðÈðh, 0ÞÞ þ 2pÞ:
This, together with À 5 arg(Á) , means that if p ¼ 0, then À! kh =2 < ðkhÞ À1 argðl k i ðÈðh, 0ÞÞ ! kh =2 and thus l i (Q) 2 C f/k ; on the other hand, for any p 6 ¼ 0, it cannot be true that À! kh =25 ðkhÞ À1 argðl k i ðÈðh, 0ÞÞ ! kh =2, thus l i (Q) 6 2 C f/k . oe
Remark 14: By Theorem 13, we can obtain Floquet simplices by specifying principal logarithm branches in the Cauchy integration formula and Jordan canonical forms of Theorem 1. However, to get a Floquet simplex through Hermite interpolation polynomials may need extra work, even if principal logarithm branches are specified.
Reducibility of Floquet factorisations
Theorem 14: Assume in (10) that A(t) 2 F nÂn is locally integrable on J. Let È(t, 0) ¼ P(t, 0)e Qt be a kh-periodic Floquet factorisation. È(t, 0) ¼ P(t, 0)e Qt is reducible if and only if there are Q r 6 ¼ 0 and Q " r 6 ¼ 0 such that Q ¼ Q r þ Q " r , e khQ r ¼ I, lðQ " r Þ & C f=k , and Q r Q " r ¼ Q " r Q r . Proof: By Definition 3, it remains to show commutativity between Q r and Q " r . To see the necessity, assume that È(t, 0) ¼ P(t, 0)e Qt is reducible. We recall (20) and observe e ÀQ r t Qe Q r t ¼ e ÀQ r t P À1 ðt, 0ÞAðtÞPðt, 0Þe Q r t À e ÀQ r t P À1 ðt, 0Þ _ Pðt, 0Þe Q r t ¼P À1 ðt, 0ÞAðtÞPðt, 0Þ ÀP À1 ðt, 0Þ _ Pðt, 0Þe Q r t ;
wherePðt, 0Þ ¼ Pðt, 0Þe Q r t . Apparently, Èðt, 0Þ 1 Pðt, 0Þe Q" r t is also a kh-Floquet factorisation. Thus (20) holds in term of Èðt, 0Þ ¼Pðt, 0Þe Q" r t ; that is, Q " r ¼P À1 ðt, 0ÞAðtÞPðt, 0Þ ÀP À1 ðt, 0Þ _P ðt, 0Þ:
Combining the above equations, we are led that e ÀQ r t Qe Q r t À Q " r ¼ ÀP À1 ðt, 0Þð _ Pðt, 0Þe Q r t À _P ðt, 0ÞÞ
which implies in particular that e ÀQ r t Q " r e Q r t ¼ Q " r ; or equivalently, Q " r e Q r t ¼ e Q r t Q " r , whose derivative with respect to t leads readily that Q r Q " r ¼ Q " r Q r . To see the sufficiency, we note that Q r Q " r ¼ Q " r Q r means e Qt ¼ e ðQ r þQ" r Þt ¼ e Q r t e Q" r t . This, together with the assumptions on Q r and Q " r , says that È(t, 0) ¼ P(t, 0)e Qt is reducible. oe By use of Theorem 9, we consider reducibility of kh-periodic C-, J -and H-Floquet factorisations obtained through the algorithms in Theorem 1. Theorem 15 is proved in Appendix F.
Theorem 15: In the FDLCP system (10), let A(t) 2 F nÂn be locally integrable. Then 
Equivalence between simplicity and irreducibility
Now we see that a Floquet simplex is irreducible under some eigenvalue conditions about Q. Therefore, in most FDLCP systems an irreducible kh-periodic Floquet factorisation can be obtained by determining a kh-periodic Floquet simplex, as suggested in Theorems 4, 5 and 6. A proof for Theorem 16 is given in Appendix G.
Theorem 16: In the FDLCP system (10), assume that A(t) 2 F nÂn is locally integrable on J. Let È(t, 0) ¼ P(t, 0)e Qt be a kh-periodic Floquet factorisation. For any distinct eigenvalue of Q, there is only one corresponding Jordan block. Then È(t, 0) ¼ P(t, 0)e Qt is a kh-periodic Floquet simplex if and only if È(t, 0) ¼ P(t, 0)e Qt is irreducible.
Conclusion
Floquet theory plays an irreplaceable role in analysis and synthesis problems of FDLCP control systems.
In this article, we first concentrate our attention on collecting and reviewing basic facts about Floquet factorisations and their derivations. Based on these facts, we turn to establish a more general framework for classifying Floquet factorisations, while significant characteristics about the Floquet factorisations are claimed and proved rigorously. More precisely, the following aspects are considered: (i) Floquet factorisation algorithms; (ii) Properties of Floquet factors; (iii) Relationships among Floquet factorisations.
For a non-singular matrix T, T À1 (C)T ¼ e (TÀ1)BT as long as C ¼ e B . Without loss of generality, let C be in the Jordan canonical form (4) with a single block, say C ¼ J i . Define
we show that B is a well-defined matrix logarithm in the sense that
To this end, we compute lnðp i , I i þ l À1 i E i Þ in (23). Expand (1 þ z) into its Taylor series in the open disc {z : jzj 5 1} by Wadanabe et al. (1979 Theorem 5.1 and Example 5.2, pp. 78-79) . We obtain lnð1 þ zÞ ¼ X 1 l¼1 l À1 ðÀ1Þ lþ1 z l , 8jzj51 :
from which the p i th logarithm branch of (1) can be expressed as follows
such that È(kh,0) ¼ e Qkh . To see this, we observe from the h-periodicity of A(t) that Thus, P(t, 0) is kh-periodic. P(t, 0) is non-singular since È(t, 0) and e ÀQt are non-singular. Absolute continuity of P(t, 0) comes from that of È(t, 0) and e ÀQt . Clearly, e ÀQt is absolute continuous since e ÀQt is continuously differentiable. Since È(0, 0) ¼ I, P(0, 0) ¼ I is evident.
Asymptotic stability follows from the LTI system _x ¼ Qx after the state transformx ¼ Pðt, 0Þx in (10). Asymptotic stability via the eigenvalues of È(h, 0) can be shown with (11). oe
Appendix C
Proof of Theorem 9: To show the assertion (i), we note by the Cauchy integration formula that
The assertion follows if we note that ð2jÞ À1 H @ ½zIÀ È k ðh, 0Þ À1 dz ¼ I by Theorem 7.5.1 of Lukes (1982) since all the singular points of [zI À È k (h, 0)] À1 are in the interior of . Clearly, Q 1 6 ¼ Q 2 as long as p 1 6 ¼ p 2 by the above equation.
To show the assertion (ii), we note by (5) that Q 1 À Q 2 ¼ ðkhÞ À1 T À1 diag½ðlnðp 1 , l 1 Þ À lnðp 0 1 , l 1 ÞÞI 1 , . . . , ðlnðp , l Þ À lnðp 0 , l ÞÞI T:
The assertion follows if we note that lnðp i , l i ÞÀ lnðp 0 i , l i Þ ¼ j2ðp i À p 0 i Þ mi . Under different logarithm branch specifications, Q 1 6 ¼ Q 2 is obvious.
To see the assertion (iii), we recall (7). The Hermite interpolation polynomial for Q 1 is determined when the vector in the right-hand side of (7) is used, while the Hermite interpolation polynomial for Q 2 is determined when the vector in the right-hand side of (7) 
and that for any l ! 1, ln ðlÞ ðp 0 i , l i Þ ¼ ln ðlÞ ðl i Þ ¼ ln ðlÞ ðp i , l i Þ. The latter can be shown by (1). It follows that
Also related to the assertion (iii), to see Q 1 6 ¼ Q 2 under different logarithm branches, we assume h, 0) ), where H 1 (s) and H 2 (s) are the Hermite interpolation polynomials for Èðt, 0Þ ¼ P 1 ðt, 0Þe Q1t and Èðt, 0Þ ¼ P 2 ðt, 0Þe Q2t , respectively. Since H 1 (s) and H 2 (s) are unique, we are led to a contradiction. To see the last assertion, we note by direct observation that Q 1 and Q 2 are commutative in each case. Then, P 1 ðt,
where E i is nilpotent and upper trianglar and thus all diagonal entries of the upper trianglar matrix ðÀE i Þ l =lðl k i ðÈðh, 0ÞÞÞ l are zeros for each l. Assertion (iii) is obvious by the following observation about matrix polynomials.
where [*] is defined in a way similar to that in (30). oe
Appendix E
Proof of Theorem 12: Theorem 1 says that the kh-periodic C-(resp., H-) Floquet factorisation È(t, 0) ¼ P(t, 0)e Qt possesses P(t, 0) and Q with the desired features. It suffices to show that È(t, 0)e Qt ¼ e Qt È(t, 0) for all t. Since
Firstly, we show that (31) is true for the C-Floquet factorisation case. Since the Cauchy integration formula is independent of the path @ we introduce a specific integral path (Horn and Johnson 1985) . By the assumption on A(t),È(t, 0) is continuous. We have: (i) È k (h, 0) is non-singular; (ii) for some K 4 0, kÈ k (h, 0)k K; (iii) È k (h, 0) has at most n distinct eigenvalues. By (i), l ¼ 0 is not an eigenvalue of È k (h, 0). By (ii) and (iii), we can find R 4 max{1,K} and 2 [0, 2) such that all eigenvalues of È k (h, 0) lay in a simply connected region D R, . Here, D R, denotes the open region between the circles C R : {z : ,jzj ¼ R} and C À1 R : {z : ,jzj ¼ R À1 }, excluding the ray segment S R ¼ : {z ¼ re j } : R À1 r R}. Correspondingly, the boundary @D R, satisfies
where C R and C R À1 are oriented in the positive direction, while S ðlÞ R and S ðrÞ R , respectively, denote the left-and righthand sides of S R in the positive direction sense of @D R, .
Then, the Cauchy integration formula yields
lnðp, zÞ½zI À È k ðh, 0Þ À1 dz ¼ 1 2khj
in which we note that R S ðrÞ R is just negative to R S ðlÞ R . On the one hand, kÈ k (h, 0)k 4 jzj for any z 2 C R , based on which the following expansion about [zI À È k (h, 0)] À1 is validated by Corollary 2 of Devito (1990, p. 83) .
½zI À È k ðh, 0Þ À1 ¼ z À1 X 1 i¼0 ðÈ k ðh, 0ÞÞ i z Ài , 8z 2 C R
By the h-periodicity of A(t) and its monodromy commutativity (22), the definition of È(t, 0) (see (29) 
On the other hand, jzjÁkÈ Àk (h, 0)k 5 1 for any z 2 C R À1, based on which the following series expansion about [zÈ k (h, 0)-I] À1 is validated by Theorem 2 of Devito (1990, p. 85) ½zÈ Àk ðh, 0Þ À I À1 ¼ À X 1 i¼0 ðÈ Àk ðh, 0ÞÞ i z i , 8z 2 C R À1 :
It is easy to see thatÈ(t, 0)È Àk (h, 0) ¼ È Àk (h, 0)È(t, 0) for all t 2 C. We obtain by (36) that
Èðt, 0Þ 1 2khj
lnðp, zÞ½zÈ Àk ðh, 0Þ À I À1 Â È Àk ðh, 0Þdz
Èðt, 0ÞðÈ Àk ðh, 0ÞÞ i z i Â È Àk ðh, 0Þdz
ðÈ Àk ðh, 0ÞÞ i z i È Àk ðh, 0Þdz Â Èðt, 0Þ
lnðp, zÞ½zI À È k ðh, 0Þ À1 dzÈðt, 0Þ:
Bearing (35) and (37) in mind, Equation (33) yields (31) readily. Secondly, let us show that (31) is also true in an H-Floquet factorisation. Note under the monodromy commutativity that È(t, 0)È(h, 0) ¼ È(h, 0)È(t, 0) for any t. We observe Èðt, 0ÞQ ¼ Èðt, 0ÞHðÈ k ðh, 0ÞÞ ¼ HðÈ k ðh, 0ÞÞÈðt, 0Þ ¼ QÈðt, 0Þ, 8t 2 J;
where H(Á) is the Hermite interpolation polynomial of (8). oe
Appendix F
Proof of Theorem 15: To see the assertion about C-Floquet factorisations, let È(t, 0) ¼ P 1 (t, 0)e Q1t be the principal khperiodic C-Floquet factorisation, and È(t, 0) ¼ P 2 (t, 0)e Q2t be a non-principal one; that is, È(t, 0) ¼ P 2 (t, 0)e Q2t is determined by Theorem 1 in the pth logarithm branch sense (p 6 ¼ 0). Theorem 9 says that Q 2 ¼ Q 1 þ ð j2pÞ=khI ¼: Q 1 þ Q 0 , where Q 0 ¼ j2p/(kh)I6 ¼0 and thus e Q2t ¼ e Q1tþQ0t ¼ e Q1t e Q0t since Q 1 and Q 0 are commutative. This, together with e Q0t j t¼kh ¼ I, Theorem 13 and Definition 3, implies that È(t, 0) ¼ P 2 (t, 0)e Q2t is reducible.
The assertions about J -and H-Floquet factorisations can be shown similarly. oe which produce us that q 31 ¼ 0
q n, nÀ2 ¼ 0 q n, nÀ1 ¼ 0:
&
The above arguments indicate that (41) can be re-written as follows:
where [*] is an upper triangular matrix with zero diagonal entries. Taking into account the fact that all the eigenvalues of Q r can be written as j! kh i , the triangular expression of Q r means that q ii ¼ j! kh i . Since at least one eigenvalue j! kh i is nonzero, we see by (42) that at least one eigenvalue of Q " r is not in C f/k . This is again contradictory to lðQ " r Þ & C f=k in (38). The contradictions in the above two cases show that the reducing factor e Qrt satifying (38) does not exist. Or equivalently, one can say that (38) holds only if Q r ¼ 0. oe
