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for( i= 0; i < n; i++ ){
x = myRandomNumber();
y = myRandomNumber();






























static unsigned int x = 1;
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const unsigned int a = 16807;
const unsigned int m = 2 << 31 - 1;
x = a * x % m;

























static unsigned int x = 1;
const unsigned int a = 16807;
const unsigned int m = 2 << 31 - 1;
x = a * x % m;
return (double)x / (double)m ;
}




long b, c, n = 1024;
clock_t start, end;
/* Initialization */
printf(”*** Monte Carlo pi Computation ***¥n”);
/* Monte Carlo Simulation */
while( n > 0 ){
b = 0;
printf( ”n = %d, ”, n);
start = clock();
for( j = 0; j < 10; j++ ){
c = 0;
for( i = 0; i < n; i++ ){
x = myRandomNumber();
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y = myRandomNumber();





printf( ”%d, ”, c);
}
end = clock();
printf( ”b = %d, pi = %18.16f¥n”, b, 4.0 * b / n / 10.0 );
printf( ”Average process time : %d [ms]¥n”,


















*** Monte Carlo pi Computation ***
n = 1024, 811, 801, 826, 803, 816, 804, 805, 796, 796, 810, b = 8068, pi =
3.1515624999999998
Average process time : 0 [ms]
n = 16384, 12861, 12953, 12842, 12908, 12909, 12884, 12807, 12896, 12890, 12944,
b = 128894, pi = 3.1468261718749999
Average process time : 2 [ms]
n = 262144, 205925, 205486, 205948, 205734, 206348, 205845, 205745, 206116, 205963,
205471, b = 2058581, pi = 3.1411453247070313
Average process time : 36 [ms]
n = 4194304, 3293778, 3293407, 3295627, 3295185, 3293738, 3294563, 3295121,
3294382, 3294223, 3293834, b = 32943858, pi = 3.1417711257934569
Average process time : 627 [ms]
n = 67108864, 52708105, 52706217, 52708105, 52706217, 52708105, 52706217,
52708105, 52706217, 52708105, 52706217, b = 527071610, pi = 3.1415916085243225
Average process time : 7300 [ms]
n = 1073741824, 843314576, 843314576, 843314576, 843314576, 843314576, 843314576,
843314576, 843314576, 843314576, 843314576, b = 8433145760, pi = 3.141591608524323
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m b ＝3．14159265359 error time（ms）
10 8，068 3．15156250000 0．00996984641 0
14 128，894 3．14682617187 0．00523351828 2
18 2，058，581 3．14114532471 －0．00044732888 36
22 32，943，858 3．14177112579 0．00017847220 627
26 527，071，610 3．14159160852 －0．00000104507 7，300




















/* Period parameters */
#define N 624
#define M 397
#define MATRIX_A 0x9908b0dfUL /* constant vector a */
#define UPPER_MASK 0x80000000UL /* most significant w-r bits */
#define LOWER_MASK 0x7fffffffUL /* least significant r bits */
static unsigned long mt[N]; /* the array for the state vector */
static int mti=N+1; /* mti==N+1 means mt[N] is not initialized */
/* initializes mt[N] with a seed */
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void init_genrand(unsigned long s)
{
mt[0]= s & 0xffffffffUL;
for (mti=1; mti<N; mti++) {
mt[mti] =
(1812433253UL * (mt[mti-1] ^ (mt[mti-1] >> 30)) + mti);
/* See Knuth TAOCP Vol2. 3rd Ed. P.106 for multiplier. */
/* In the previous versions, MSBs of the seed affect */
/* only MSBs of the array mt[]. */
/* 2002/01/09 modified by Makoto Matsumoto */
mt[mti] &= 0xffffffffUL;
/* for >32 bit machines */
}
}
/* initialize by an array with array-length */
/* init_key is the array for initializing keys */
/* key_length is its length */
/* slight change for C++, 2004/2/26 */
void init_by_array(unsigned long init_key[], int key_length)
{
int i, j, k;
init_genrand(19650218UL);
i=1; j=0;
k = (N>key_length ? N : key_length);
for (; k; k--) {
mt[i] = (mt[i] ^ ((mt[i-1] ^ (mt[i-1] >> 30)) * 1664525UL))
+ init_key[j] + j; /* non linear */
mt[i] &= 0xffffffffUL; /* for WORDSIZE > 32 machines */
i++; j++;
if (i>=N) { mt[0] = mt[N-1]; i=1; }
if (j>=key_length) j=0;
}
for (k=N-1; k; k--){
mt[i] = (mt[i] ^ ((mt[i-1] ^ (mt[i-1] >> 30)) * 1566083941UL))
量子乱数によるモンテカルロ・シミュレーションの理論および実証研究 135
-i; /* non linear */
mt[i] &= 0xffffffffUL; /* for WORDSIZE > 32 machines */
i++;
if (i>=N) { mt[0] = mt[N-1]; i=1; }
}
mt[0]=0x80000000UL; /*MSB is 1; assuring non-zero initial array*/
}




static unsigned long mag01[2]={0x0UL, MATRIX_A};
/* mag01[x] = x * MATRIX_A for x=0, 1 */
if (mti >= N) { /* generate N words at one time */
int kk;
if (mti == N+1) /* if init_genrand() has not been called, */
init_genrand(5489UL); /* a default initial seed is used*/
for (kk=0;kk<N-M;kk++) {
y = (mt[kk]&UPPER_MASK)|(mt[kk+1]&LOWER_MASK);




mt[kk] = mt[kk+(M-N)] ^ (y >> 1) ^ mag01[y & 0x1UL];
}
y = (mt[N-1]&UPPER_MASK)|(mt[0]&LOWER_MASK);
mt[N-1] = mt[M-1] ^ (y >> 1) ^ mag01[y & 0x1UL];
mti = 0;
}
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y = mt[mti++];
/* Tempering */
y ^= (y >> 11);
y ^= (y << 7) & 0x9d2c5680UL;
y ^= (y << 15) & 0xefc60000UL;
y ^= (y >> 18);
return y;
}









/* divided by 2^32-1 */
}




/* divided by 2^32 */
}
/* generates a random number on (0,1)-real-interval */
double genrand_real3(void)
{
return (((double)genrand_int32()) + 0.5)*(1.0/4294967296.0);
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/* divided by 2^32 */
}
/* generates a random number on [0,1) with 53-bit resolution*/
double genrand_res53(void)
{
unsigned long a=genrand_int32()>>5, b=genrand_int32()>>6;
return(a*67108864.0+b)*(1.0/9007199254740992.0);
}
/* These real versions are due to Isaku Wada, 2002/01/09 added */




long b, c, n = 1024;
clock_t start, end;
/* Initialization */
printf(”*** Monte Carlo pi Computation ***¥n”);
/* Monte Carlo Simulation */
while( n > 0 ){
b = 0;
printf( ”n = %d, ”, n );
start = clock();
for( j = 0; j < 10; j++ ){
c = 0;
for( i = 0; i < n; i++ ){
x = genrand_real2();
y = genrand_real2();
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b += c;
printf( ”%d, ”, c );
}
end = clock();
printf( ”b = %d, pi = %18.16f¥n”, b, 4.0 * b / n / 10.0 );








*** Monte Carlo pi Computation ***
n = 1024820805806803809795 806 810 823 806 b = 8083 pi =
3.1574218749999998
Average process time : 0 [ms]
n = 1638412865129101293812883129671275812875128181286012871b
= 128745pi = 3.1431884765625000
Average process time : 1 [ms]
n = 262144 205780 205724 205867 205659 205864 205862 205740 205576
206020205873b = 2057965pi = 3.1402053833007813
Average process time : 23 [ms]
n = 4194304 3294444 3295877 3296810 3294180 3294596 3292699 3292549
329358432949463295358b = 32945043pi = 3.1418841361999510
Average process time : 393 [ms]
n = 67108864 52710691 52712781 52709092 52707497 52703361 52706627
52707235527119585270521152705218b = 527079671pi = 3.1416396558284760
Average process time : 6275 [ms]
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843327262843341006843331069843314140b = -156697332pi = -0.0583743050694466
Average process time : 95540 [ms]
その結果を集約すると，表2に示したものが得られた。シミュレーションの
試行回数を増やすことに伴って，線形合同法を用いたときと同様に，円周率
m b ＝3．14159265359 error time（ms）
10 8，083 3．15742187500 0．01582922141 0
14 128，745 3．14318847656 0．00159582297 1
18 2，057，965 3．14020538330 －0．00138727029 23
22 32，945，043 3．14188413620 0．00029148261 393
26 527，079，671 3．14163965583 0．00004700224 6，275
30 8，433，237，260 3．14162569493 0．00003304134 95，540
表2 実験結果（MT法）
図2 実行時間と計算精度に関するグラフ（MT法）

































(”Usage : qrng [-i|-p cardNumber|-u cardNumber] [-n bytes]¥n¥n”);
printf(”Options¥n”);
printf(”-h : display help screen¥n”);
printf(”-i : display information on all cards found¥n”);
printf(”-n : set the number of bytes to read(default %d, max %d)¥n”,
BYTES_DEFAULT, BYTES_MAX);
printf(”-p : set the PCI card number¥n”);
printf(”-u : set the USB card number¥n”);
}
static void _printCardsInfo(QuantisDeviceType deviceType)
{
float driverVersion = 0;
int devicesCount = 0;
int i = 0;
int j = 0;
/* Driver version */
driverVersion = QuantisGetDriverVersion(deviceType);
if (driverVersion < 0.0f)
{
fprintf(stderr,




printf(”Using driver version %f¥n”,
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driverVersion);
/* Devices count */
devicesCount = QuantisCount(deviceType);
printf(”Found %d card(s)¥n”, devicesCount);
/* Devices details */




/* Display device’s info */
printf(”-Details for device #%d:¥n”, i);
/* Board version */
boardVersion = QuantisGetBoardVersion(deviceType, i);
if (boardVersion < 0)
{





printf(”core version: 0x%08X¥n”, boardVersion);
}
/* Serial number */






/* Modules power */
printf(” module(s) powered: ”);
power = QuantisGetModulesPower(deviceType, i);












/* Display device’s modules info */
for (j = 0; j < 4; j++)
{
int result;
char* strMask = NULL;
char* strStatus = NULL;
result = QuantisGetModulesMask(deviceType, i);
if (result < 0)
{
strMask = ”error while retrieving mask”;
strStatus = ””;
}
else if (result & (1 << j))
{
strMask = ”found”;
result = QuantisGetModulesStatus(deviceType, i);
if (result < 0)
{
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strStatus = ”(error while retrieving status)”;
}











strMask = ”not found”;
strStatus = ””;
}







printf(”¥n* Searching for PCI devices...¥n”);
_printCardsInfo(QUANTIS_DEVICE_PCI);
printf(”¥n* Searching for USB devices...¥n”);
_printCardsInfo(QUANTIS_DEVICE_USB);
}
static void printRandomData(QuantisDeviceType deviceType,





int b = 0, c = 0, n = 10000;
for( i = 0; i < n; i++ ){
QuantisReadDouble_01( deviceType, cardNumber, &x );
QuantisReadDouble_01( deviceType, cardNumber, &y );
if( x * x + y * y < 1 ){
c++;
}




printf( ”b = %d, c = %d¥n”, b, c );
printf( ”pi = %f¥n”, 4.0 * c / n );
printf( ”pi = %f¥n”, 4.0 * ( c + b ) / n );
return;
}
int main( int argc, char *argv[] )
{
QuantisDeviceType deviceType = QUANTIS_DEVICE_PCI;
int cardNumber = 0;
long i, j;
double x, y;
unsigned int xx, yy;
long b, c, n = 1024;
clock_t start, end;
const unsigned int m = 2 << 31 - 1;
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/* Initialization */
printf(”*** Monte Carlo pi Computation ***¥n”);
deviceType = QUANTIS_DEVICE_USB;
cardNumber = 0;
/* Monte Carlo Simulation */
while( n > 0 ){
if( cardNumber >= 0 ){
b = 0;
printf( ”n = %d, ”, n );
start = clock();
for( j = 0; j < 10; j++ ){
c = 0;
for( i = 0; i < n; i++ ){
QuantisReadInt( deviceType, cardNumber, &xx );
QuantisReadInt( deviceType, cardNumber, &yy );
x = (double)( xx % m ) / m;
y = (double)( yy % m ) / m;





printf( ”%d, ”, c );
}
end = clock();
printf( ”b = %d, pi = %18.16f¥n”, b, 4.0 * b / n / 10.0 );










*** Monte Carlo pi Computation ***
n = 1024807805811811797804 816 792 825 808 b = 8076 pi =
3.1546875000000001
Average process time : 5065 [ms]
n = 1638412831128781284212984129181288712865128511285612784b
= 128696pi = 3.1419921875000001
Average process time : 78964 [ms]
n = 262144 205735 205881 205701 205777 205467 205771 205799 205555
206026206289b = 2058001pi = 3.1402603149414063
Average process time : 1205193 [ms]
n = 4194304 3294872 3293895 3293669 3294316 3294805 3294509 3293605
329403532935943293052b = 32940352pi = 3.1414367675781252






































m b ＝3．14159265359 error time（ms）
10 8，076 3．15468750000 0．01309484641 5，065
14 128，696 3．14199218750 0．00039953391 78，964
18 2，058，001 3．14026031494 －0．00133233865 1，205，193
22 32，940，352 3．14143676758 －0．00015588601 20，833，224
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