Abstract -Exponentially increasing data consumption is fuelling the development of mega data centres to tackle the associated complexity of intra-data centre network management and dwindling data storage capacities. This is reflected by an increase in international research and development activities to accelerate commercial adoption of integrated photonics and optical interconnect across different tiers of the data centre. We introduce the European PhoxTroT, COSMICC and Nephele projects, which seek to collectively develop a technology ecosystem for system embedded photonic interconnect to enable migration of optically disaggregated networks into the data centre system enclosures themselves. We also introduce the PhoxLab international cross-project test platform, which will allow different advanced photonic interconnect technologies to be deployed and tested at higher technology readiness levels than would otherwise be possible within the projects themselves.
I. INTRODUCTION
By 2020 it is projected that 44 ZB of digital information will have been created, of which 15.4 ZB will be useful if stored [1] . However the total amount of data that installed data storage capacity will be able to hold, including the combined total capacity of Hard Disk Drives (HDDs) and Solid State Drives (SSDs), will be limited to 9.9 ZB. This will give rise to an estimated 5.5 ZB discrepancy between data that should be stored and data that will be able to be stored. Furthermore a dramatic shift is taking place in where data is located. In 2010, 65% of data was stored on the client-side, mostly residing on PCs. However, as shown in Figure 1 , the meteoric rise of more mobile compute and communications platforms, such as tablets and smart phones, is changing this distribution. By 2020 it is projected that only 31% of data will be stored on PCs, smartphones and tablets, while 69% of data will be stored in non-local storage, typically in Cloud or private data centres. This is due to the fact that greater amounts of data are being generated routinely, which more quickly exceeds the local storage capacities on the mobile devices, thus necessitating remote storage on Cloud data centres.
Furthermore according to the Cisco Global Cloud Index [2] projections, by 2019, around 79% of digital communication within data centres will be between end nodes in the same data centre, so called "East-West" traffic. Thus data centres need to increase in size to exascale capacities and data centre architectures need to evolve to manage these capacities and the corresponding increasing complexity of internode communication, while reducing power consumption and total cost of ownership (TCO). 
ENVIRONMENTS
Some mega data centre providers are turning to disaggregated schemes, such as OpenCompute [3] , in which distributed computing and storage resources from across the whole data centre can be dynamically assigned to tasks as required, rather
than being restricted to a geographically localized pool of dedicated resources, as is the case with traditional colocation centres. Data centre providers are beginning to invest heavily in singlemode fibre infrastructures as these are considered to be more future-proof and certainly more bandwidth scalable than multimode fibre. At the moment these infrastructures subtend the higher switching tiers of the data centre right down to the Top-of-Rack switches. Parallel optical transceiver form factors such as QSFP and CFP are becoming the dominant user of these singlemode fibre networks with 100G PSM4 emerging as the preferred data communication standard [4] . However a technology eco-system is being developed in parallel in the sub Top-of-Rack domain to move photonic interconnect down into the traditionally high volume, cost sensitive data storage and compute nodes, which form the building blocks of the data centre. Large scale international research initiatives including Horizon 2020 in Europe [8] , PETRA [11] in Japan and AIM Photonics [12] in the USA are emerging to develop integrated photonic solutions to support the rapid migration of photonic interconnect across a wide variety of industries.
A. Optical printed circuit boards
A crucial part of this eco-system is optical printed circuit board (OPCB) technology, which combines both electrical layers (for power distribution and low-speed communication) and optical layers to accommodate high speed signals. There are three main classes of optical circuit board as shown in Figure 2 .
Figure 2: Optical circuit board varieties
Fibre flexplanes are based on fibres, which are laminated into a custom pattern on a flexible substrate such as Kapton polyimide. The flexplane can be attached to a standard electrical PCB as a separate interchangeable unit. Polymer waveguide based OPCBs benefit from having optical channel layers fabricated as part of the PCB fabrication process. They also enable complex planar waveguide patterns including cross-overs in the same layer. Glass waveguide based OPCBs also benefit from the ability to integrate planar layouts into PCBs. However polymer waveguides and glass waveguides show a consistent inverse relationship with respect to wavelength dependent transmittance, with polymer waveguides showing higher transmittance at 850 nm than at 1310 nm, and glass waveguides showing higher transmittance at 1310 nm than at 850 nm [5] .
B. Short and long reach optical transceiver domains
This opens the door to multitier optical interconnect applications, for which polymer waveguides are preferred in short reach interconnect domains, driven by low cost commoditised, directly modulated 850 nm VCSEL devices, and glass waveguides are preferred for longer reach, higher performance domains, driven by longer wavelength silicon or III-V photonic integrated circuit (PIC) based devices.
III. EUROPEAN PROJECTS ADVANCING SYSTEM EMBEDDED PHOTONIC INTERCONNECT
System embedded photonic interconnect has been a strong area of focus in the European funding programmes for collaborative research and technological development over the past 15 years. This is particularly evident in projects from the Sixth Framework Programme (FP6), which ran from 2002 -2006 [6] , the Seventh Framework Programme (FP7), which ran from 2007 -2013 [7] and the current Horizon2020 programme, which started in 2014 and is due to end in 2020 [8] .
A. FP7 PhoxTroT project
The PhoxTroT project [9] is a four year project, with a large consortium of 18 European organisations led by Fraunhofer IZM as project coordinator. PhoxTroT is an acronym of the full project title: "Photonics for HighPerformance, Low-Cost & Low-Energy Data Centers, High Performance Computing Systems: Terabit/s Optical Interconnect Technologies for On-Board, Board-to-Board, Rack-to-Rack data links".
Figure 3: PhoxTrot vision: On-chip, chip-to-chip, boardto-board and rack-to-rack optical interconnect solutions deployed in PhoxTrot demonstration platform
The vision of this large scale "Integrated Project" is to develop an entire technology portfolio of cost and energy efficient Tb/s scale on-chip, chip to chip, board to board and rack to rack level photonic interconnect solutions within data centre and HPC architectures (Figure 3) .
In particular the PhoxTrot portfolio includes the following key technology areas and platforms:
• Optically enabled data storage and switch systems ( Figure 4) • Multimode polymer waveguide based OPCBs, for use in low cost, high volume optical PCB fabrication schemes
• Single mode polymer and glass waveguide based OPCBs for high end platforms
• III V material platforms, for use in active transceiver chip scale circuitry
• Silicon photonics devices, based on the Silicon on Insulator waveguide platforms, which will be exploited for its attractive properties when CMOS compatible chip scale optical functions are required
• CMOS electronics and ASICs to deliver high speed and small footprint drive, amplification and routing functions
• Plasmonic interconnects to guide light along metallic stripes The aim of the Nephele project is to develop an advanced dynamic optical network architecture for future scale-out, disaggregated data centres as shown in Figure 5 . Nephele seeks to leverage the enormous bandwidth capacities of installed optical fibre infrastructures and deploy hybrid optical switching to attain the ideal combination of high bandwidth at reduced cost and power compared to current data centre networks. The project is performing multidisciplinary research, extending from the data centre architecture to the overlaying control plane and to the interfaces with the application, in order to deliver a fully functional networking solution. Driven by user needs, Nephele's end-to-end development path aims to bridge innovative research with near-market exploitation, achieving transformational impact in data centre networks that will pave the way to exascale infrastructures. [10] . The purpose of the project is to enable masscommercialisation of silicon photonics based transceivers by enhancing the existing photonic integration platforms STMicroelectronics and to ultimately deploy in data centre systems. By combining CMOS electronics and silicon photonics with high-throughput fibre attachment techniques, COSMICC aims to make scalable, low-cost silicon photonics transceivers, which outperform traditional directly modulated VCSEL based transceivers by an order of magnitude. The COSMICC transceiver technologies will be mounted in a series of optical interconnect test platforms, one of which is shown in Figure 6 . 
D. PhoxLab cross-project initiative
On the FP7 PhoxTroT project, Seagate is developing a crossproject initiative called "PhoxLab", which will allow advanced technologies and demonstration platforms from different international projects to be tested with respect to one another. PhoxLab defines sub-system card form factors, which can be disseminated to allow other projects to design test board platforms enabling advanced optical transceivers or switches (such as silicon photonics devices), OPCBs and connectors to be mounted into different systems of varying complexity and Technology Readiness Levels (TRLs). Figure 7 shows a current implementation of PhoxLab, which includes both PhoxTroT and Nephele demonstration platforms.
Figure 7: PhoxLab -converged data centre test environment
It is envisaged that COSMICC and other European, as well as international projects developing technologies in this sphere will be able to vastly expand their performance evaluation by participating in the initiative. The test platform shown in Figure 6 for example would allow the COSMICC transceiver technologies to be evaluated with respect to advanced PhoxTroT singlemode glass waveguide interconnect within a Nephele architecture.
IV. CONCLUSION
Data centre architectures are evolving to accommodate the increasing challenge of managing exponentially growing data storage capacities. European projects PhoxTroT, Nephele and COSMICC seek to respectively develop advanced solutions for architectures, interconnect and components to support the migration of optical interconnect into data centre environments. The PhoxLab initiative is a cross-project test platform that will allow advanced technologies from different international projects to be tested with respect to each other allowing their suitability to be assessed at higher Technology Readiness Levels.
