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Abstract—Transmitted power in Long Term Evolution - Ad-
vanced (LTE-A) uplink (UL) is strongly related to the number
of physical resource blocks (PRBs) allocated. As the transmitted
bandwidth increases power does so. However, this rise in power is
also required to increase throughput. It is necessary to create effi-
cient techniques that allows sending more information (bits) with
the same power requirements. Against previous LTE releases,
LTE-A allows the use of non-contiguous resource allocation
in the UL together with the simultaneous transmission along
multiple component carriers named, carrier aggregation. These
features lead to an increase in spectral efficiency thanks to link
performance gains obtained from frequency diversity. This work
studies the effect of scheduling techniques on the throughput
performance and power consumption of users. Results show
that cell edge performance is very sensitive to the scheduling
decisions, therefore, limitations in bandwidth are introduced in
order to reduce power consumption and improve throughput.
Carrier Aggregation turns out to be more efficient as users can
be classified and improve spectral and energy efficiency.
I. INTRODUCTION AND PROBLEM DESCRIPTION
Long Term Evolution - Advanced (LTE-A) is the solution
presented by the 3rd Generation Partnership Project (3GPP)
as the fourth generation mobile communications technology.
LTE-A aims at the ambitious data rates of 1 Gb/s in the
downlink (DL) and 500 Mb/s in the uplink (UL). In this sense,
as a means to increase UL spectral efficiency LTE-A intro-
duces new approaches. Among all of them the allocation of
non-contiguous resources and the use of multiple Component
Carriers (CC), also denoted as Carrier Aggregation (CA) in the
3GPP arena, are included. Both technologies bring the benefit
of additional frequency diversity gain, but do not preserve the
single carrier property, for what Peak to Average Power Ratio
(PAPR) is increased with respect to the access technique in
LTE Release (Rel) 8 and 9.
LTE-A UL uses N-discrete fourier transform-spread orthog-
onal frequency division multiplex (NxDFT-S-OFDM). It is
based on the prior single carrier frequency division multiple
access (SC-FDMA) but considering a non-localized allocation
of subcarriers. Non-contiguous resource allocation is allowed
by transmitting disjoint pieces of spectrum denoted as clus-
ters [1]. The rationale behind SC-FDMA is its low PAPR
when compared to orthogonal frequency division multiple
access (OFDMA), used in the downlink. This way, localized
SC-FDMA allows the use of efficient and cheap power am-
plifiers at the user equipment (UE) side. On the other hand,
frequency resources must be contiguously allocated, with the
corresponding loss in frequency diversity.
In order to cope with the increased PAPR, Maximum
Power Reduction (MPR) is introduced in Rel 10 when multi-
cluster transmission is used so that general requirements on
out of band emissions are met [2]. Reducing the maximum
transmission power ensures a lower operating point (OP) and
so the power amplifier (PA) works at its linear area. On
the other hand, this power de-rating may imply an extra UL
loss that results in throughput reduction. This is particularly
important for cell-edge users since they experience the worst
channel condition and so transmit more often at high power
levels. MPR was already considered in Rel 8, with contiguous
allocation, as a means of lowering the UE transmission power
when using higher order modulations.
All these complex requirements can potentially increase
energy consumption in the UE. Battery life-time is a very
important issue nowadays, so, green efficient communications
in the UL must be employed. It is necessary to assure that
there is a strong relationship between required and available
energy. Given this, a trade off arises in LTE-A among energy
efficiency, UE average throughput and fairness. The UE energy
consumption can be reduced by optimizing the hardware and
the resource allocation. The selection of single carrier (SC)
or CA based on the UE power availability can lead to more
energy efficient communications. On the other hand, the PA is
the component with the highest energy consumption in the UE.
Even when no data is transmitted the PA consumes DC power
for holding its OP [3]. Hardware energy consumption can be
reduced by applying discontinuous transmission and reception
(DTX) [4] which enables energy saving sleep modes.
In the UL, the work in [5] and [6] study the balance between
power saving and quality of service (QoS) in the UL. In the
last, results show that great power savings imply some average
throughput losses. Moreover, in the context of CA, the work
in [7] examines if CA can be used to save UE energy. This
study just focuses in the downlink (DL) and it is done in
the context of heterogeneous networks. In particular, one CC
is allocated to a macro cell and another CC is allocated to
the small cells. Rel 10 UEs access both CCs and experience
increased transmission bandwidths. By means of a UE Release
8 power model this study compares three scenarios, Rel 8 and
Rel 10 with contiguous and non-contiguous CA. Results show
that CA can save power as UEs can access the sleep mode
faster.
Other approaches to reduce energy consumption in the UE
side is to design the bandwidth allocation mechanism to assure
that data is transmitted in the most efficient way. For example,
lower order modulation and coding schemes (MCS) are more
power efficient, since less transmission power is required to
achieve a given target throughput [8]. Nevertheless, the coun-
terpart is the use of larger bandwidths and so poorer spectral
efficiency. Work in [9] investigates the power consumed by a
UE based on the scheduler allocation. Conclusions summarize
that it is more energy efficient to allocate a high number
physical resource blocks (PRBs) 1 with lower order MCS even
though it leads to a higher transmission power. The reason is
that the transmission time is shorter for a user with many
PRBs.
Prior work related to CA scheduling involving UE power
capabilities can be easily found in the DL [10]–[14] in which
basically, CCs are allocated to users based on load balancing
and path-loss based policies. When it comes to the UL, CA
CC allocation problem is less tackled, even tough the UL
is the most the most challenging link. Studies in [15]–[17]
present different CC selection techniques that consider the
UE transmission power capabilities in multiple CCs. However,
none of these CC selection studies focus on the performance
of CA from an energy efficient point of view.
To this end, this work explores the UL options offered
by LTE-A to transmit in discontinuous sub-carriers with ag-
gregated carriers. Two novel and complementary procedures
have been analyzed, first, a mechanism to decide whether
a UE is going to use aggregated carriers based on their
power availability. Second, a bandwidth allocation strategy
that enables a more efficient use of UE energy and under
the constraint of keeping or even improving its throughput. It
determines if multi cluster transmission still provides a more
energy and spectral efficient transmission in power limited
UEs using one SC. In both cases information from sounding
reference signals (SRS) and the MPR that is expected to
be applied in discontinuous allocations are opportunistically
considered. SC transmissions and CA are compared in terms
of throughput and power consumption.
The rest of the paper is organized as follows: Section II
gives a brief theoretical background on UL power control
and CA, Section III gives a short description of the CC
selection algorithm that is proposed and the main parameters
that affect the energy consumption at the system level, Section
IV presents the simulation conditions followed by the results
and discussion in section V. Finally, conclusions are exposed
in Section VI.
II. CARRIER AGGREGATION AND UL POWER CONTROL
CA allows increasing the transmitted bandwidth by ag-
gregating different CCs. The different band combinations
presented by the 3GPP are:
• (a) Intra-band contiguous CA: Two or more consecutive
CCs are aggregated.
• (b) Intra-band non-contiguous CA: CCs belonging to the
same band but not contiguous.
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• (c) Inter-band: CCs from different frequency band are
aggregated.
Band combination (a) can be achieved with a single radio
frequency front end, and the rest require a double radio fre-
quency front end. Scenario (a) is however of interest because
the hardware is less complicated and because it will be used
by some operators [7]. In this work, intra-band contiguous CA
is assumed, with the aggregation of two CCs. It is also worth
to mention that a maximum of two clusters are allocated per
CC.
The LTE Power control (PC) mechanism [4] plays an im-
portant role in maintaining the required Signal to Interference
Noise Ratio (SINR) while reducing inter-cell interferences.
In case of multi-cluster transmission (in single or multi-CC
allocations) MPR must be considered (see section 6 in [2]). To
be precise, the total transmitted power in the physical uplink
shared channel (PUSCH) is:
PMCPUSCH = min(Pmax − piA, P0 + 10 logMPUSCH + α ·L) (1)
Where,
• Pmax: Maximum allowed transmission power (dBm).
• MPUSCH: Number of PRBs allocated in the Physical
Uplink Shared Channel (PUSCH).
• P0: controls the average received power spectral density.
• α: is the path loss compensation factor.
• L: is the DL path-loss estimated by the UE.
• piA: Is the MPR required for the total transmission
bandwidth allocated, considering all CCs. Different piA
values are applied depending on if the transmission is
done in SC with different clusters [18] or in multiple
CCs (see section 6.2.3A in [2]).
P0 and α are not only the most important parameters, but also
those with major impact in the system performance. In this
study OLPC is used and values of P0 and α where tested for
this scenario in [19].
For intra-band CA, equation 1 is used on each CC. If the
total transmitted power exceeds the UE maximum one, the UE
must decide how to reduce it for the CCs [20]. In this work
PUSCH power is decreased by the same relative offset on each
CC.
III. SMART CC SELECTION BASED ON UE POWER
CAPABILITIES
A. UL Transmission Power and Bandwidth
Given the LTE tradeoff, smart scheduling techniques must
be developed to provide higher spectral efficiency while main-
taining the energy consumption.
From equation 1 it is deducible that as long as PPUSCH is
lower than Pmax the power spectral density, δP , is equal for all
the PRBs regardless the size of M . However, if M grows, then
δP may start to decrease, specially in power limited UEs. This
decrease in power density has a direct impact on throughput
performance.
SRSs are used in the UL to obtain up-to-date channel state
information (CSI). They are sent in a fixed number of PRBs, so
δPSRS and δPPUSCH can strongly differ and lead to increased
transmission errors. This power density discrepancy can be
aggravated if MPR is applied.
As the total transmitted power is dependent on the UE path-
loss and also the allocated PRBs MPUSCH, employing CA is not
always beneficial. This is particularly true for power limited
UEs in which the power per PRB can severely decrease. Given
this, it is important to consider the bandwidth allocated to UEs
so that power is used efficiently and throughput is maximized.
The two proposed procedures have a direct impact on
the efficient use of the available energy. The first one, CC
selection, is executed at an increased time scale than the
second, and it is in charge of separating users in SC and
CA based on its power availabilities. The second procedure is
for UEs with power limitations being allocated one CC. This
SC MPR-aware scheduler allocates non-contiguous resources
if this leads to an increase in throughput, otherwise localized
transmission is performed [18]. These two procedures allocate
bandwidth in a smart manner, with the aim of being more
efficient from the energy point of view without worsening the
spectral efficiency.
B. CC Selection Algorithm
CA introduces a new functionality, CC selection, which
aims at configuring a set of CCs for each user. In this case, the
CC set, will be composed of those frequencies in which the
user may be scheduled. Indeed, the CC selection functionality
added to the RRM is a very important operation for both, the
optimization of the system performance and the energy saving.
In fact, the number of CCs allocated to a user is directly
related to the power consumption: as the number of carriers
increases, required power will do so. In order to decide the
optimal configuration of the CCs, the eNB takes into account
several factors, as the QoS parameters, the terminal capability
and the cell load, among others. Besides, users allocated in
more than one CC must be capable of transmitting in such
conditions, without degrading the transmission characteristics
such as the transmitted power and the received SINR [21].
Against previous work in this area [16], [17] and [15], this
CC selection procedure not only takes into account the average
throughput optimization but also the energy consumption in
the UE side. By taking into consideration the available power
at the UE side the decision is softened which allows a natural
self adaptation of the system to the UE situation in terms of
power availability.
Since users can transmit in SC or CA, and also multi-cluster
scheduling is possible, there are different scheduling options:
• CA user: Two clusters per CC are allocated. This schedul-
ing option has the widest bandwidth and therefore re-
quires the highest transmission power.
• SC user: UEs that can not handle extended bandwidth
must transmit in just one CC. Single CC transmissions
also enable the multi cluster allocation to increase spectral
efficiency. The multi cluster MPR scheduler is introduced
in [18] and the reader is referred to it for further details.
TABLE I
EVOLUTION OF ∆P FOR TWO VALUES OF N, AND MINIMUM SINR
REQUIRED FOR MCS
SINR ∆P (n = 2) ∆P (n = 3)
-1 3 4
3.8 4 6
7.4 5 8
11.3 4 7
15.9 7 9
The CC selection algorithm takes into account the MPR to
be applied based on a fixed transmission bandwidth. If the
power required to transmit in that fixed number of PRBs is
higher than the maximum power allowed plus an acceptance
margin, the UE is classified as SC user. This acceptance
margin is introduced so that not all power limited users are
excluded from CA. Considering that non-contiguous resource
allocation brings an intrinsic scheduling gain, the final decision
can be softened and quantify wether if there is a throughput
degradation if the UE stays as a CA user. The value of the
acceptance margin is calculated based on procedure explained
in the following lines.
Consider a power limited UE that would require a transmis-
sion power PCATX that is higher than the maximum allowable
CA power, given the MPR for the fixed transmission band-
width: PCATX > Pmax − piCAA .
Given that non contiguous resource allocation brings an
intrinsic gain, this acceptance margin catches the existence
of throughput gain in power limited users.
Given that MPR implies a SINR reduction of ∆P =
PCATX − (Pmax−piCAA ), therefore the MCS under CA conditions
MCSCA would be equal or worse than the one chosen if the UE
was classified as single carrier MCSSC. Therefore a throughput
variation ∆T appears when comparing both cases:
∆T =
1
TTI
(
b(MCSCA) ·MCAPUSCH − b(MCSSC) ·MSCPUSCH
)
=
MSCPUSCH
TTI
(n · b(MCSCA)− b(MCSSC)) (2)
Being b(MCSX) the number of bits transmitted by MCSX and
TTI the transmission time interval. Remaining in CA would
represent a throughput gain if ∆T > 0 which is equivalent to:
n >
b(MCSSC)
b(MCSCA)
(3)
Table I represents the evolution of ∆P with respect to two
values of n and the SINR required for some MCS to target
at least a BLER of 10% in the first transmission. In this case,
when n = 2 the acceptance margin is different than when n =
3, meaning that, as more CCs are aggregated, the acceptance
margin can increase.
A single value is desired to be used when evaluating
CA candidates. Given table I the maximum allowable power
variation ∆Pmax would be in the range between 3 and 5 dB,
for n = 2.
TABLE II
SIMULATION SCENARIO ASSUMPTIONS
Parameter Value
Carrier frequency 2 GHz
Inter-site distance 500 m
Bandwidth 20 MHz
Doppler model Young and Beaulieu [22] 3 km/h
Number of users per cell 30
Number of scheduled users per TTI 10
UE Buffer size 1 Mb
Adaptive MCS Defined in [4] Table 8.6.1-1
SRS BW 16 PRB
SRS information expiration 10 TTI
Maximum UE transmission power 24 dBm
Power control parameters (P0, α) (-60 dB, 0.6)
Carrier Components (n) 2
∆PMAX (Acceptance Margin) 5 dB
So, the final condition that a UE must accomplish to be a
CA candidate is:
PCATX + ∆PMAX ≤ PMAX-CA (4)
IV. SIMULATION CONDITIONS
In order to perform this study a dynamic system level
simulator has been implemented in C# .NET framework.
The most important radio resource management functionalities
are implemented: Channel state information manager, link
adaptation unit and HARQ-aware packet scheduler. Simulation
assumptions are summarized in Table II. Realistic short and
long-term fading is considered: spatially correlated log-normal
variations and an extended typical urban power delay profile
for a UE speed of 3 km/h are included. Users transmit a finite
buffer and individual transmissions are considered to have a
round trip time of 8 ms. As soon as the UE finishes its buffer,
it is randomly reconnected in the coverage area of the sam
serving cell.
SRS are sent every 2 TTIs and sounding bandwidth is lim-
ited to 2 resource block groups, having each one 4 consecutive
PRBs. If sounding bandwidth increases the power per PRB
decreases, having a less realistic channel measurement.
To evaluate the impact that resource allocation has on
the tradeoff among energy efficiency, average throughput and
fairness different allocation scenarios are simulated. First of
all, SC simulations are done, in which all users transmit in one
CC and the MPR scheduler decides whether if multi-clustering
is suitable or not. Here, two sizes of clusters are evaluated.
Then, in a CA scenario, two cluster sizes are simulated for
users that are considered to be SC and then just transmit in one
CC. Two scenarios have been simulated under CA conditions:
• Scenario A: All UEs are allocated the same bandwidth.
So cluster size is doubled when transmitting in a SC.
• Scenario B: It maintains the same cluster size, so SC have
a reduced bandwidth with respect to CA users.
V. RESULTS
Regarding non contiguous transmission, the eNB allocates
a maximum of two clusters per user. The number of PRBs per
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Fig. 1. Performance comparison of SC scenarios: Cluster size = 4 PRBs and
Cluster size = 8 PRBs
cluster depends on the system bandwidth, and given that this
work uses 20 MHz, the minimum cluster size is 4 PRBs.
The first item to be analyzed is the cluster size in single-
CC transmissions. Figure 1 shows the average and cell edge
throughput together with the energy efficiency and Jain’s index
per UE for two cluster sizes 4 and 8 PRBs.
Both cluster sizes solve the tradeoff in different ways. In
general, the average throughput maximization is done at the
expense of the other metrics. If the cluster size is doubled,
more users will transmit at maximum power levels. Also,
larger bandwidths turn the scheduler less flexible when allo-
cating the best scored resources. A large allocated bandwidth
implies higher power transmission and then the average user
throughput is increased. However, users with limited power
headroom are jeopardized. Nearly 20% of throughput in the
cell edge is lost due to the increase in resource allocation.
However, average UE throughput is increased, which means
that UEs must be clearly defined between power limited and
non-power limited to increase bandwidth. Also, if the cluster
size is reduced, and hence, less PRBs are allocated energy
efficiency improves 23%, as less power is required and more
bits are sent per PRB. Given equation 1 if Ptx < Pmax then
the power per PRB remains constant regardless the number
of PRBs allocated. Howerver if MPUSCH grows sufficient to
increase the transmitted power to Pmax, then a lower MCS
should be allocated, as the power per PRB decreases. Given
the values of throughput it is clear that scenario with reduced
cluster size offers the best fairness.
Next, CA environment is introduced. From the previous
performance study it is clear that not all UEs in the scenario are
potential CA candidates, because an extension of bandwidth
to 2 CCs can lead to strong performance losses. The algorithm
that selects CCs distinguishes UEs that can cope with an
increased bandwidth given its power capabilities. Given this,
2 different CA scenarios are tested.
First, Scenario A, in which all UEs are allocated the same
bandwidth, 16 PRBs regardless if they are considered as CA or
single carrier (SC). The difference is that SC UEs can transmit
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Fig. 2. Performance comparison of CA scenarios: Scenario A 16 PRBs
allocated, and Scenario B 8 PRBs allocated.
contiguous PRBs and therefore avoid MPR, if that implies an
improvement in throughput. This means that, for SC UEs the
cluster size must be doubled, as only 2 clusters per CC can be
allocated. Second, Scenario B, in which SC UEs are allocated
2 clusters and CA UEs are allocated 4 (2 clusters per CC) with
the same cluster size 4 PRBs. Results are shown in Figure 2.
Again values of average and cell edge throughput are shown
together with the fairness Jain’s index and the energy efficient
metric.
In this case, both scenarios lead to nearly the same average
and 5th percentile worst UE throughput, and therefore the
same fairness index. In this case, limiting the cell edge
bandwidth ends up to be more energy efficient, nearly 5%.
This means that, again, power limited users are more likely
to reduce their transmitted bandwidth in order to improve the
energy consumption.
A fair comparison cannot be performed between the SC
and CA cases because in the second case the bandwidth
is double. One possible solution would be to represent the
spectral efficiency in bits/Hz however, having a wider band
also allows a more flexible operation of the scheduler, a poorer
channel state information at the PRB level, and so on. For
that reason a new comparison is performed in which the CA
bandwidth is halved (10 MHz per CC).
The performance of CA changes, as shown in figure 3.
When the system bandwidth is reduced less users are allocated
per TTI, so, in this case, it is more efficient to allocate more
resources, as the transmission time is shorter and less power
is required from the UE side.
SC and CA are compared also in figure 3. In this case, all
users access to the same system bandwidth and UEs transmit
the same number of PRBs (except for Scenario B, in which the
cell edge has less resources allocated). When these scenarios
are compared, it turns out that CA is more energy efficient than
SC communications. Also, cell edge throughput is increased
due to the higher scheduling flexibility and frequency diver-
sity. CA requires a new radio management functionality that
separates UEs, the ones that can extend bandwidth without
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Fig. 3. Performance comparison of CA scenarios with 10 MHz per CC: CA
with all users having 16 PRBs allocated, and CA with SC users having 8 PRBs
allocated; and SC with cluster size = 8 PRbs
losing performance, and the ones that must transmit a reduced
number of PRBs to assure an efficient transmission. In fact,
SC UEs can still benefit of non-contiguous RA, which with
smaller cluster sizes is better exploited in the power limited
case, as seen in the previous study.
Finally, in this study CA performance results are good not
only as a throughput enhancement strategy but it is a good
option to solve the LTE tradeoff before mentioned: energy
efficiency, average throughput and fairness.
VI. CONCLUSIONS
This work has analysed the LTE-A tradeoff among average
UE throughput, energy efficiency and fairness. CA technology
is introduced as a means of increasing throughput and spectral
efficiency. CA scheduling techniques together with SC trans-
missions are studied from the energy consumption point of
view. Results show that increasing the transmission bandwidth
is not a good solution to solve this tradeoff as fairness is
decreased. Also, spectral and energy efficiency is worsened
with wide bandwidth allocations if the UE is power limited.
Moreover, both, SC and CA transmissions are compared,
being CA more efficient by adding the flexibility of separating
UEs into groups: the ones that can extend bandwidth, and the
ones that do not.
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