Abstract. We analyze the performance of the novel Markov chain stochastic modeling technique for derivation of effective equations for a set of essential variables. This technique is an empirical approach where the right-hand side of the essential variables is modeled by a Markov chain. We demonstrate that the Markov chain modeling approach performs well in a prototype model without scale separation between the essential and the nonessential variables. Moreover, we utilize the truncated Burgers-Hopf model to show that the Markov chain should be properly conditioned on the essential variables to reproduce the structure of two-point statistical quantities. On the other hand, the conditioning can be rather straightforward and unsophisticated. [24, 25, 26, 27] , and course-graining of spin-flip stochastic models [17, 18, 19] . Numerically oriented techniques include methods for the estimation of stochastic differential equations from numerical and/or observational data [9, 8, 29, 2, 3] , heterogeneous multiscale methods [11, 14, 13, 12] , and the application of hidden Markov models in geophysical fluid dynamics [15] .
1. Introduction. Derivation of efficient parametrizations reproducing statistical features of essential variables has been an active area of research. Most of the research activities concentrated on nonlinear chaotic and turbulent systems, including geophysical models of various complexity. Several semianalytical approaches have been developed for the derivation of effective systems for selected essential degrees of freedom. Examples of the most recently developed semianalytical approaches include techniques based on the Zwanzig-Mori formalism [16] , including the optimal prediction framework [6, 4, 5] , the stochastic mode-reduction technique for systems with scale separation [24, 25, 26, 27] , and course-graining of spin-flip stochastic models [17, 18, 19] . Numerically oriented techniques include methods for the estimation of stochastic differential equations from numerical and/or observational data [9, 8, 29, 2, 3] , heterogeneous multiscale methods [11, 14, 13, 12] , and the application of hidden Markov models in geophysical fluid dynamics [15] .
In this paper we analyze the performance of the Markov chain modeling approach introduced in [10] . This is an empirical approach in which the right-hand side for the essential variables is modeled by a conditional Markov chain. The transition probability matrix is estimated numerically from a single realization of the full model. The main goal of this work is to investigate the performance of this technique in the absence of scale separation between the essential and the nonessential variables.
In addition, we also analyze how the conditioning of the Markov chain affects the statistical behavior of the effective model.
The rest of the paper is organized as follows. In section 2 we give a general overview of the Markov chain modeling approach. In section 3 we consider a prototype model without scale separation between the essential and the nonessential variables with nonequilibrium tests discussed in section 3.1. In section 4 we apply the Markov chain approach to the truncated Burgers-Hopf model.
Discrete-time Markov chain modeling approach.
The Markov chain modeling approach is an empirical stochastic parametrization technique where part of the right-hand side in the equation for the essential variables is replaced by a Markov chain. In this paper we consider discrete-time Markov chain modeling which is analogous to the discrete-time Markov chain modeling considered in [10] . Let us consider a dynamical system where dependent variables are decomposed into two sets-essential variables, x, and nonessential variables, y. Therefore, the equations for dependent variables can be schematically written as follows:
y), y = h(x, y).
The main general goal of stochastic modeling is to reduce the dimensionality of the equations by replacing the term g(x, y) by an appropriate stochastic parametrization. In the Markov chain stochastic parametrization approach g(x, y) is replaced by a Markov chain. Since in general g(x, y) depends on the current value of x, the Markov chain has to be conditioned on the essential variables and the effective stochastic model takes the following form: ( 
2.1)Ẋ = f (X) + m(Z; X),
where m(Z; X) is a conditional Markov chain. In this paper we consider discrete Markov chains, which is particularly appropriate for numerical simulations of effective systems. Thus, we consider discrete analogs of (2.1). The simplest discretization is the Euler discretization which can be represented as follows:
where Z n is determined from a conditional Markov chain
2) is given just as an example. The deterministic part of the effective equation,Ẋ = f (X), can be discretized with a higher-order scheme and the Euler scheme can be utilized only to discretize stochastic terms. In order to properly condition the transition probability matrix in (2.3) we define a partition J = {J l , l = 1 . . . M} for the effective variable X. In addition, state space I = {I k , k = 1 . . . N} for Z n is also defined in advance. We will comment on particular choice of J and I in examples presented below. Overall, we need to estimate M N 2 coefficients of the transition probability matrix. This is done by a straightforward bin-counting procedure from the discretized time-series of g(x, y). Since the term g(x, y) has in general complex correlation structure, it is best if the time-step for discretizing g(x, y) and the time-step for simulating the effective system in (2.2) are identical. We determined empirically that optimal performance can be achieved if the time-step of simulations, Δt, is approximately 0.1 . . . 0.5 of the correlation time of g(x, y). We would like to emphasize that in multiscale systems the time-step for simulating the full system in (2.1) is limited by the nonessential variables, y. Therefore, if y variables are faster than the x variables, the effective system can be simulated with a bigger time-step and the stochastic parametrization approach can potentially lead to significant computational savings. Moreover, eliminating the nonessential variables also leads to computational savings due to dimensionality reduction of the problem.
State space of the stochastic process Z n can be either discrete or continuous. For the discrete state space the value of Z n in state l can be chosen as an average of the distribution of values of g(x, y) in the interval I l . Alternatively, for continuous statespace formulation, Z n can be sampled from a uniform distribution over I l . Z n can be sampled from an exponential distribution if I l is an end-interval involving ±∞. In this paper we consider discrete state space for Z n . Results for the continuous statespace formulation are similar and not reported here for the brevity of presentation. Detailed comparison of the discrete state space and the continuous state-space Markov chain modeling can be found in [28] .
The Markov chain stochastic parametrization discussed in this paper is conceptually identical to the approach proposed in [10] . The approach to the estimation of the transition probability matrix is slightly different; in [10] the transition probability matrix is estimated as an exponential of the generator of the embedded continuoustime Markov chain. In the present paper we utilize discrete Markov chains and use the time-step for estimating the transition probability matrix which is identical to the time-step of integration of the effective model. Nevertheless, differences between the two approaches are minor and should not affect the performance of the method. Conditioning of the Markov chain stochastic parametrization represents the most crucial empirical issue. Conditioning considered in this paper is less elaborate than in [10] . In particular, in [10] the Markov chain is conditioned on the present value of the essential variable, X n , as well as the future tendency (value of the essential variable with the stochastic parametrization fixed at the previous value). In this paper we show that such elaborate conditioning may not be always necessary; simpler more practical conditioning schemes perform extremely well in several nonlinear chaotic models.
Prototype model:
Triad model coupled with two nonessential variables. In this section we consider a prototype low-dimensional model to illustrate the applicability and robustness of the Markov chain stochastic modeling approach. In particular, this model is constructed as an extension of a simple triad model mimicking wave-wave interactions in fluid dynamics. In this model the parametrized term does not depend on the essential variables and we utilize this model to investigate the performance of the Markov chain modeling technique in the absence of strong scale separation.
To illustrate the Markov chain stochastic parametrization approach we consider a triad model coupled to two nonessential variables
where W k , k = 1 . . . 4 are independent Brownian motions and κ controls the separation of time-scales between the essential variables, x 1 , x 2 , x 3 , and the nonessential variables y 1 , y 2 . Parameters in the model (3.1) are
We consider four values of κ, (3.2) κ = 10, 2, 1.5, 1, to study how scale separation between the essential and the nonessential variables affects the Markov chain parametrization. We utilize the Euler scheme for the deterministic and stochastic terms and the Markov chain effective model written in discrete form becomes
where ΔW k , k = 1, 2 are independent Gaussian random variables with mean zero and variance Δt and Z(t) is defined as a discrete Markov chain
Since in (3.1) the nonessential variables, y 1 , y 2 , do not depend on x 1 , the Markov chain does not have to be conditioned on X 1 . Transition probabilities p mk are estimated from a single simulation of the full model in (3.1) with the sampling time-step Δt = 0.02. We consider eleven states (N = 11) in the Markov chain with the partition
where Y = y 1 y 2 in the equation in (3.1);Ȳ denotes the mean of y 1 y 2 and sd(Y ) denotes standard deviation of y 1 y 2 . Notation "· · · " denotes intervals for each state in the Markov chain. Since y 1 and y 2 are independent, these parameters can be computed explicitly in this model;Ȳ = 0, sd(Y ) = 2. Although partitioning in (3.5) is empirical, we found that, typically, N = O(10) states are required to reproduce statistical features of the essential variables sufficiently accurately and, moreover, partitioning based on the mean and standard deviation of g(x, y) works best in most situations. Studies of how the size of the partition and the number of intervals for conditioning affect the performance of the Markov chain parametrization for prototype triad models are reported in sections 2.3.1 and 2.3.2 of [28] . Moreover, effective Markov chain models with O(10) number of states perform well for the truncated Burgers-Hopf model as well. The intuitive explanation is that the partition should provide a sufficiently accurate approximation of the probability density function of the parametrized term g(x, y) (for the triad model g(x, y) = y 1 y 2 ). Partitions defined using the mean and standard deviation (as in (3.5)) with O(10) number of states seem to achieve this goal. Correlation times of x 1 and y 1 for four values of κ in (3.1) are presented in Table  3 .1. Table 3 .1 demonstrates that while weak scale separation is present for κ = 2, regime with κ = 1 does not exhibit any scale separation between x 1 and y 1 , y 2 variables. On the other hand, κ = 10 corresponds to strong scale separation between the slow variables, x 1 , x 2 , x 3 and fast variables y 1 , y 2 . Table 3 .2 and Figure 3 .1 show statistical agreement between the full model in (3.1) and the effective model in (3.3). Simulations of the bare truncation with y 1 = y 2 = 0 are also included for comparison. Since x 1 is the only variable coupled to the nonessential degrees of freedom, agreement between the statistical properties of x 1 in the full and the effective models is crucial in this case. Markov chain stochastic 
Kurtosis is the leading indicator of the departure from the Gaussianity, since K = 3 for Gaussian random variables. Statistical behavior of the bare truncation (y 1 = y 2 = 0) is also shown for comparison. parametrization performs extremely well with (κ = 10, 2) and without (κ = 1.5, 1) scale separation between the essential and the nonessential variables. In particular, the Markov chain model reproduces the non-Gaussian features of x 1 very well. Values of the kurtosis and its overall trend for different values of κ are reproduced extremely accurately by the effective model. Moreover, the correlation function of x 1 is also reproduced extremely well by the effective model, even in the regime without the scale separation. Statistical features of x 2 and x 3 are also reproduced with comparable accuracy and correlation functions of these two variables are not presented here only for the brevity of presentation.
Numerical results for the bare truncation show that stochastic modeling is essential for reproducing the statistical behavior of x 1 . In particular, the bare truncation severely underestimates the variance of x 1 (Table 3. 2) and overestimates the decay of correlations (Figure 3.1) .
Simulations of the full model with k = 2, 1.5, 1 and corresponding stochastic models show that the Markov chain modeling approach is applicable in the regimes without the scale separation between the essential and the nonessential variables. Markov chain parameterizations also perform well in the regime with clear scale separation. We would like to mention that other techniques are also available for the derivation of reduced models (e.g. [24, 25, 7, 4] ) for systems with scale separation. Nevertheless, the Markov chain modeling approach does not seem to be sensitive to this particular issue.
Comparison of the nonequilibrium statistical behavior of the full and the reduced dynamics.
We also compare the nonequilibrium behavior of the triad model in (3.1) and the corresponding effective Markov chains model. In particular, we consider a regime of weak scale separation between the essential and the nonessential variables with κ = 2 and investigate the behavior of Gaussian ensembles of initial conditions centered on particular values of the reduced variables. Since x 1 is most sensitive to changes in y 1 and y 2 we concentrate on the nonequilibrium behavior of x 1 . We depict only the time-dependent mean and variance of x 1 in the ensemble simulations. We checked the behavior of the time-dependent density of x 1 and verified that it follows a similar trend.
One difficulty arises since the ensemble behavior of the full model in (3.1) depends on the values of the nonessential variables y 1 and y 2 . Therefore, we consider the ensemble of sub-ensembles to investigate the nonequilibrium behavior of the full model. Initial conditions for the essential variables in each sub-ensemble are sampled from a Gaussian distribution with
but sub-ensembles differ by centering initial conditions for the nonessential variables y 1 and y 2 on different values drawn from a Gaussian distribution with mean zero and variance two, since this distribution corresponds to the stationary distribution of the nonessential variables. We consider 20 sub-ensembles with 200, 000 individual trajectories each. The variance of y 1 (0) and y 2 (0) in each sub-ensemble is also equal to 0.2. Since the effective model does not depend on the nonessential variables, we compute the nonequilibrium behavior of the reduced model by considering a single Gaussian ensemble of initial conditions with (3.6) and 600, 000 members. We average the behavior of the full model over all sub-ensembles and depict the comparison between the averaged mean and variance with the mean and variance in the ensemble simulation of the reduced model in Figures 3.2 and 3 .3. Error bars correspond to the 95% con- In our simulations we verified that the nonequilibrium behavior of the full model depends on the initial conditions for the nonessential variables. Since the scale separation is weak, the nonessential variables do not relax sufficiently quickly to their equilibrium values (eq. mean{y 1 , y 2 } = (0, 0)) and affect the behavior of the trajectories for short times. There is a considerable variation in the statistical behavior of different sub-ensembles. The reduced model approximates best the statistical behavior of sub-ensembles with mean{y 1 , y 2 } ≈ (0, 0). This is not surprising, since the transition probability matrix for the Markov chain in the reduced model is estimated from a single stationary trajectory generated by a long numerical simulation. Therefore, typical values of y 1 and y 2 sample the Gaussian distribution with mean zero and variance two. We illustrate the statistical behavior of two sub-ensembles with different initial distributions for y 1 (0) and y 2 (0). The behavior of the mean and variance for the first sub-ensemble with the nontypical (large) values of (3.7)
is depicted in Figure 3 is depicted in Figure 3 .5. In this ensemble simulation the agreement between the ensemble simulations of the full and reduced models is nearly perfect.
Therefore, the reduced model provides a very good approximation of the nonequilibrium behavior of the full dynamics with typical (small) initial values of the nonessential variables. On the other hand, the relaxation time for the mean and variance is reproduced quite accurately even for nontypical (large) initial values of y 1 (0) and y 2 (0) (Figure 3.4) . We also considered several other values for the means of the essential variables in the statistical ensemble. The nonequilibrium behavior described above appears to be generic; the nonequilibrium behavior of the full model 
. Time-dependent mean (left) and variance (right) in the ensemble simulations of the full (solid line) and reduced (dashed line) models with typical initial conditions in (3.8).
is always approximated extremely well for sub-ensembles with small mean values of y 1 (0), y 2 (0); on the other hand, various discrepancies often appear for sub-ensembles centered on large mean values of y 1 (0), y 2 (0).
Truncated Burgers-Hopf model.
As an application of the Markov chain stochastic parametrization we consider spectral projection of the inviscid BurgersHopf model in periodic geometry. In particular, we consider the truncated BurgersHopf (TBH) model
where x ∈ [0, 2π], P Λ is the projection operator in Fourier space
and U Λ is a finite dimensional projection
We supplement (4.3) with the reality condition u −k (t) = u * k (t). The equation in (4.1) can be recast as a 2Λ-dimensional system of ordinary differential equations
The equations in (4.4) conserve energy
and Hamiltonian
Since the equation for u 0 is trivial, we can assume u 0 (0) = 0 without the loss of generality. Statistical properties of this model were studied in detail in [22, 23, 1] . Statistical behavior of this model indicates that the TBH model is ergodic on the fixed energy-Hamiltonian surface. In particular, it was demonstrated that generic initial conditions correspond to H ≈ 0. Moreover, for generic initial conditions Fourier coefficients achieve equipartition and equilibrium statistical properties of Fourier coefficients follow a joint Gaussian distribution
where C is a normalization constant. Nevertheless, it was demonstrated in [1] that Hamiltonian influences the statistical behavior of the model. In particular, for nongeneric initial conditions with large values of H the TBH model in (4.4) exhibits a tilt in the spectrum and oscillatory correlation functions. The TBH model in (4.4) is not relevant for shock formation and studies of hyperbolic conservation laws in general. Since the TBH model is projected onto a finite number of Fourier modes, the energy cannot transfer to infinity in Fourier space. Instead, the energy in the truncation is redistributed between the high and the low wavenumbers resulting in an approximate equipartition of energy. The TBH model in (4.4) has been utilized in several studies of various statistical theories [23, 20, 25, 27, 1, 21] . We will utilize this equation to test the performance of the Markov chain modeling approach in a model with nonlinear features of more complicated turbulence systems.
Markov chain modeling for the truncated Burgers-Hopf.
In the dimension reduction framework, we are typically interested in deriving a reduced stochastic model for a first few Fourier modes. Let λ < Λ be the number of modes of interest. We call u k , k = 1, 2, . . . , λ as the essential variables and u k , k = λ + 1, . . . , Λ as the nonessential variables. From (4.4), we can decompose the right-hand side of the equation as a sum of two terms as follows:
The first term on the right-hand side of (5.1) represents interactions of the essential variables with themselves. The second term represents interactions with the nonessential variables. It involves two types of interactions-(i) the essential with the nonessential modes and (ii) the nonessential variables with themselves. Since we are interested in deriving an effective model for the essential variables, the second term in (5.1) is modeled by a Markov chain. Thus, the dynamics of the essential variables can be written as follows:
Since the second term on the right-hand side of (5.1) depends on the essential variables, Markov chains in the effective model should be conditioned on u k , k = 1 . . . λ. It is computationally infeasible to condition Markov chains on all essential variables; it requires estimating a transition probability matrix of a very high dimensionality. Therefore, in (5.2) we introduced a much simpler conditioning where the Markov chain for the essential variable u k is conditioned only on u k itself. Typically, such simplifications are necessary to reduce the computational complexity of estimating the transition probability matrix in the conditional Markov chain. Although reduced models in (5.2) do not conserve energy or Hamiltonian, we will show that they reproduce the averaged behavior of solutions quite accurately. This can be expected, since Markov chain reduced models are trained on the solution which evolves on the appropriate energy-Hamiltonian surface.
Statistical behavior of the full model is crucial for selecting the appropriate Markov chain modeling framework. In particular, imposing the proper conditioning in the Markov chain is highly nontrivial and model dependent. Nevertheless, models considered here provide general guidelines for the conditioning of the Markov chains and demonstrate that this conditioning can be rather straightforward. λ = 1; u 1 is the essential variable. λ = 1 corresponds to u 1 being the only essential variable. Therefore, there are no self-interactions of the essential variables with themselves; the first term on the right-hand side of (5.1) is not present.
5.1.
As discussed in [1] , Hamiltonian plays an important role in the statistical behavior of the full model. In particular, when H ≈ 0, cross-correlations between real and imaginary components of the same mode are extremely weak. Therefore, for H ≈ 0 the effective model written in real notation becomes with partitions defined as (Table 5 .1 and Figure 5 .1), including higher-order moments, since marginal probability densities of u re 1 in the full and the effective equations depicted in Figure 5 .1 are nearly identical. The structure of the correlation function of u re 1 from the effective model has a slight discrepancy compared with the full model, but the overall decay rate is reproduced sufficiently accurately. It is unrealistic to expect that any effective models would be capable of reproducing two-point statistical quantities exactly since correlation functions are complex objects determined by the full nonlinear dynamics of the original equations. Detailed structure of nonlinear interactions is lost in any effective model and small discrepancies in statistical quantities for the full and effective models are inevitable. Similar discrepancies were also observed in the analytical approach for the derivation of the reduced equation for the TBH described in [27] . effective variables. Thus, we expect that the Markov chain modeling approach can be generalized to situations with many essential variables. This will be discussed in the context of a more realistic geophysical example in a subsequent paper.
5.2. λ = 2; u 1 and u 2 are the essential variables. In this section we consider the first two modes, u 1 and u 2 , as the essential variables. The main difference between this case (two essential modes) and the previous section (only one essential mode) is that there is a nontrivial self-interaction between modes u 1 and u 2 which have to be included in the effective model. The TBH model in (4.4) can be rewritten to emphasize the self-interaction between the essential variables as follows:
where {T BH} denotes the TBH terms introduced in (4.4). Therefore, rewritten through the real and imaginary components the effective model for u 1 and u 2 becomes
We assume that Markov chains can be conditioned only on the corresponding essential variable, i.e.,
We utilize the identical partition for conditioning of Markov chains on u re,im 1,2 defined in (5.4). Partitions for the states of Markov chains are also the same as in the previous section and are defined in (5.5). The time-step, Δt, for the estimation of the discrete Markov chains and integration of the effective model is Δt = 0.1.
Comparison of means and variances is presented in Table 5 .2 and comparison of marginal densities is depicted in Figure 5 .4. Similar to the previous section, one-point statistics, including higher moments, is reproduced very well by the effective model. Comparison of the correlation functions for u 1 and u 2 is presented in Figure 5 .5. Although discrepancies between the full TBH model and the effective model are larger for u 2 , correlation times are still reproduced well in this case. 6. Conclusions. In this paper we consider the Markov chain modeling approach for derivation of effective models for the essential degrees of freedom. Models of this type can potentially be utilized in stochastic parametrizations of unresolved processes in geophysical fluid dynamics. One of the main advantages of the Markov chain modeling approach is a straightforward estimation of the effective model. Therefore, this approach can potentially be utilized in various interdisciplinary models of very high complexity. On the other hand, there is an empirical component of the approach consisting of conditioning of the Markov chain which cannot be predicted a priori. This problem is easily overcome in models presented here, since very simple conditioning yields considerable improvement of the effective model.
We demonstrate that the Markov chain modeling approach can be potentially utilized in systems without strong scale separation. The Coupled triad model considered in section 3 lacks the scale separation between the essential and the nonessential variables in some parameter regimes. Nevertheless, the effective Markov chain model performs extremely well with and without the scale separation. Therefore, we expect that the Markov chain modeling approach can be successful in systems without strong scale separation, including models from fluid dynamics.
Nonequilibrium tests of the triad model in section 3.1 show that the reduced model reproduces the mean and variance of the full model extremely well for ensembles centered on typical (small) values of the nonessential variables, but various discrepancies arise for ensembles centered on larger values of nonessential variables. Nevertheless, the relaxation time for the mean and variance is reproduced well in all cases. We expect that the nonequilibrium comparison between the full and Markov chain reduced models described in section 3.1 is generic, since the transition probability matrix for the Markov chain is estimated from a single long equilibrium time-series of the nonessential variables. Therefore, the Markov chain parametrization reproduces the behavior of the full model best when the nonessential variables are close to their equilibrium mean.
Proper conditioning of Markov chains is one of the main practical issues since it is difficult to determine dependencies between the essential variables a priori. On the other hand, time-series' of the essential variables are often available and simple dataanalysis can be utilized to determine cross-correlations between the essential variables. This situation is typical in the geophysical fluid dynamics. Although it is infeasible to utilize detailed partitions for conditioning of Markov chains on all essential variables, simple conditioning significantly improves the performance of the effective model. For instance, effective Markov chain models developed for the TBH equation demonstrate that Markov chains must be properly conditioned to capture statistical behavior of the essential variables. On the other hand, we also demonstrate that Markov chains can be conditioned rather straightforwardly. In particular, a very simple partition (5.7) consisting of only two intervals for the secondary variable drastically improves the performance of the effective model. Thus, simple conditioning should be sufficient to reproduce the statistical behavior of the essential variables. Therefore, we expect that the Markov chain parametrization approach should be applicable in complex systems and, in particular, in geophysical fluid dynamics. We will address this issue in a more realistic geophysical model in a subsequent paper.
