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Abstract
This thesis analyses the integration of generation based on renewable energy and
how it affects the operation of the voltage regulation and reactive power distribu-
tion network.
Firstly, it has been studied a selection of distributed generation technologies. It
has been analysed the energy sources used for electricity generation, such as wind,
hydro, tidal, geothermal and thermal plants and the technology used to integrate
into the grid.
One of the most important issues to consider in power systems is the voltage
regulation and reactive power. Therefore, it has been studied how the voltage
on the electrical systems and devices are used to limit the effects of high voltage
variations.
The steady state analysis of power systems is performed through load flow analysis.
In this thesis it has been studied some of the existing methods and has made a
comparison between them in order to choose a method for carrying out the study
object of the thesis.
When mathematically models a power system, there are some issues that have to
be taken into account. Issues such as control requirements, energy efficiency or
ROI provide the basis for optimization problems. Solving optimization problems
is achieved when there is an acceptable value for an objective function that is also
subject to limitations.
In this thesis it is modelled a power system based on a standard system and has
made a load flow analysis for different scenarios. It has been studied the impact
that distributed generation has on the system. It has been implemented various
optimization algorithms based on the principle of natural selection to solve issues
such as the location, the level of generation or control of the power factor of the
connected generators.
All mathematical formulation and optimization algorithms have been performed
using the Matlab/Simulink program.
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Resum
Aquesta tesi analitza la integracio´ de generacio´ basada en fonts d’energia renovable
i com aquesta afecta a l’operacio´ de la regulacio´ de tensio´ i pote`ncia reactiva en
una xarxa de distribucio´.
En un primer lloc, s’han estudiat una seleccio´ de les tecnologies de generacio´ dis-
tribu¨ıda. S’han analitzat les fonts d’energia emprades per a la generacio´ d’electricitat,
com l’energia eo`lica, hidroele`ctrica, mareomotriu, geote`rmica i plantes te`rmiques
i la tecnologia que fan servir per integrar-se en la xarxa ele`ctrica.
Una de les qu¨estions me´s importants a tenir en compte en els sistemes ele`ctrics
e´s la regulacio´ de la tensio´ i la pote`ncia reactiva. Per aixo`, s’ha estudiat com
varia la tensio´ en els sistemes ele`ctrics i que dispositius s’empren per limitar les
consequ¨e`ncies de variacions elevades de tensio´.
Les ana`lisis en re`gim permanent dels sistemes ele`ctrics es duen a terme a trave´s
d’ana`lisis de fluxos de ca`rregues. En aquesta tesi s’han estudiat alguns dels
me`todes existents i s’ha realitzat una comparacio´ entre ells per tal triar un me`tode
per dur a terme l’estudi objecte de la tesi.
Quan es modela matema`ticament un sistema ele`ctric, hi ha algunes qu¨estions que
s’han de tenir en compte. Aspectes com els requeriments de control, eficie`ncia en-
erge`tica o el retorn de la inversio´ s’estableixen les bases dels problemes d’optimitzacio´.
La resolucio´ dels problemes d’optimitzacio´ s’aconsegueix quan es troba un valor
acceptable per a una funcio´ objectiu que a me´s esta` subjecte a limitacions.
En aquesta tesi s’ha modelat un sistema ele`ctric basat en un sistema esta`ndard i
s’ha realitzat una ana`lisi del flux de ca`rregues per a diferents escenaris. S’ha estu-
diat l’impacte que la generacio´ distribu¨ıda te´ sobre el sistema. S’han implementat
diferents algoritmes d’optimitzacio´ basats en el principi de la seleccio´ natural, per
resoldre qu¨estions com la localitzacio´, el nivell de generacio´ o el control del factor
de pote`ncia per part dels generadors connectats.
Tota la formulacio´ matema`tica i els algoritmes d’optimitzacio´ s’han realitzat mit-
janc¸ant el programa Matlab / Simulink.
Sergi Cabre´ Ramos
vResumen
Esta tesis analiza la integracio´n de generacio´n basada en fuentes de energ´ıa ren-
ovable y como e´sta afecta a la operacio´n de la regulacio´n de tensio´n y potencia
reactiva en una red de distribucio´n. En un primer lugar, se han estudiado una
seleccio´n de las tecnolog´ıas de generacio´n distribuida. Se han analizado las fuentes
de energ´ıa empleadas para la generacio´n de electricidad, como la energ´ıa eo´lica,
hidroele´ctrica, maremotriz, geote´rmica y plantas te´rmicas y la tecnolog´ıa que em-
plean para integrarse en la red ele´ctrica.
Una de las cuestiones ma´s importantes a tener en cuenta en los sistemas ele´ctricos
es la regulacio´n de la tensio´n y la potencia reactiva. Por ello, se ha estudiado
como var´ıa la tensio´n en los sistemas ele´ctricos y que dispositivos se emplean para
limitar las consecuencias de variaciones elevadas de tensio´n.
Los ana´lisis en re´gimen permanente de los sistemas ele´ctricos se llevan a cabo a
trave´s de ana´lisis de flujos de cargas. En esta tesis se han estudiado algunos de los
me´todos existentes y se ha realizado una comparacio´n entre ellos con el fin elegir
un me´todo para llevar a cabo el estudio objeto de la tesis.
Cuando se modela matema´ticamente un sistema ele´ctrico, existen algunas cues-
tiones que se han de tener en cuenta. Aspectos como los requerimientos de control,
eficiencia energe´tica o el retorno de la inversio´n establecen las bases de los proble-
mas de optimizacio´n. La resolucio´n de los problemas de optimizacio´n se consigue
cuando se encuentra un valor aceptable para una funcio´n objetivo que adema´s esta´
sujeto a limitaciones.
En esta tesis se ha modelado un sistema ele´ctrico basado en un sistema esta´ndar
y se ha realizado un ana´lisis del flujo de cargas para diferentes escenarios. Se ha
estudiado el impacto que la generacio´n distribuida tiene sobre el sistema. Se han
implementado diferentes algoritmos de optimizacio´n basados en el principio de la
seleccio´n natural, para resolver cuestiones como la localizacio´n, el nivel de gen-
eracio´n o el control del factor de potencia por parte de los generadores conectados.
Toda la formulacio´n matema´tica y los algoritmos de optimizacio´n se han realizado
mediante el programa Matlab/Simulink.
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1Chapter 1
Introduction
In this chapter background, motivation, objectives and scope of this thesis are
presented.
1.1 Background
Acknowledging that change in the Earth’s climate and its adverse effects are a
common concern of humankind, on 12 June 1992, 154 countries signed an inter-
national treaty, the United Nations Framework Convention on Climate Change
(UNFCCC), to cooperatively consider what they could do to limit average global
temperature increases and the resulting climate change, and to cope with whatever
impacts were, by then, inevitable.
The Framework Convention was ratified by the European Community through
Decision 94/69/EC of 15 December 1993, and entered into force on 21 March
1994 [1].
The Convention helped to make people of the world more aware of the problems
linked to climate change. However, the Convention did not contain commitments
in figures, detailed on a country by country basis, in terms of reducing greenhouse
gas emissions.
In Berlin in March 1995, the Parties to the Convention decided to negotiate a
Protocol containing measures to reduce emissions for the period beyond 2000 in
the industrialised countries. Known as the Kyoto Protocol, it was adopted on 11
December 1997 in Kyoto [2]. The Protocol encouraged governments to cooperate
with one another, improve energy efficiency, reform the energy and transportation
sectors, promote renewable forms of energy, phase out inappropriate fiscal mea-
sures and market imperfections, limit methane emissions from waste management
and energy systems, and protect forests and other carbon sinks.
The European Community signed the Protocol on 29 April 1998. In December
2001 the Laeken European Council confirmed that the Union wanted to see the
Kyoto Protocol enter into force. The European Union ratified the Kyoto Protocol
in May 2002 and committed to reduce emissions of greenhouse gases emissions.
Under the Kyoto Protocol developed countries agreed to reduce their emissions
of greenhouses gases by at least 5% below 1990 levels during the period 2008 to
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22012. The 15 countries that were EU members before 2004 were committed to
reduce their collective emissions to 8% below 1990 levels during the same period
till 2012. Most members that have joined the EU since 2004 also had Kyoto
reduction targets of 6% or 8% (5% in Croatia’s case).
The Kyoto Protocol can be considered as the first step towards the mitigation of
climate change effects. In 2007, the European Commission published an initiative
to develop an energy policy for the European Union introducing an action plan [3]
to achieve three objectives by 2020: 20% reduction in greenhouse gases emissions,
20% market share of renewable energy and 20% improvement of energy efficiency.
This action plan later became the 2009/28/EC Directive [4].
1.2 Motivation
The electric power system consists of units for electricity production, devices that
make use of the electricity, and a power grid that connects them. The aim of
power grid is to enable the transport of electrical energy from the production to
the consumption, while maintaining an acceptable reliability and voltage quality
for all customers (producers and consumers).
The traditional power systems were designed for unidirectional energy flows from a
small number of generators to scattered areas of demand through long transmission
and distribution networks. Such generators are at large power plants, mainly
thermoelectric (fossil fuel-fired and nuclear) and hydro, which are placed remotely
from consumption centres.
The open electricity market that was introduced in many countries since the early
1990s made it easier for new players to enter the market. Enabling the introduction
of new electricity production was one of the main reasons for the deregulation of
the electricity market.
Regarding environmental matters, several of the conventional types of production
result in emission of carbon dioxide with the much-discussed global warming as a
very likely consequence. Changing from conventional production based on fossil
fuels, such as coal, gas and oil, to renewable sources, such as sun and wind, would
reduce the emission.
To encourage the use of renewable energy sources as an alternative, several coun-
tries created incentive mechanism to make renewable energy more attractive. The
renewable incentives meet the targets agreed under the Kyoto Protocol. Economic
incentives were needed to make renewable energy more attractive; alternatively,
fossil fuel could be made more expensive by means of taxation or, for example, a
trading mechanism for emission rights. Some of the incentive schemes have been
very successful (German, Denmark, and Spain), other were less successful.
Introducing new production, of any type, would reduce the margin between the
highest consumption and the likely available production. This is obviously an
important driving factor in fast-growing economies such as Brazil, South Africa,
and India. In North America and Europe too, the margin is getting rather small
for some regions or countries.
With new types of production, new types of phenomena occur, which require new
type of solutions. The variation in production from renewable sources introduces
new power quality phenomena, typically at lower voltage levels. The shift from
large production units connected at higher voltage levels to small units connected
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3at lower voltage levels will also impact the design and operation of transmission
networks.
Since electricity is generated to be consumed at the same time it is demanded due
to it can not be stored efficiently in large amounts, power system operators must
balance constantly power generation and demand. As distribution systems were
designed for radial operation the presence of generation units at distribution level
was not considered in the design. This in itself does not mean that distributed
generation will cause problems but it does lead to a serious fear among many power
system operators that the reliability and quality of the supply can no longer be
guaranteed. This change in structure demands the coordination of the operation
of a large number of systems and the electricity networks. Thus, the importance of
information and communication technology for energy systems will further increase
[5]. Several potential problems have been reported in literature, with voltage
control being widely considered the most serious one [6]
1.3 Objectives
The object of this thesis has been the analysis of the operation of a distribution
system and how the integration of distributed generation affects to the voltage and
reactive power control. Main objective has been the maximisation of the efficiency
of the distribution system by reducing power losses and improving the operation
of responsible equipment for controlling voltage and reactive power, that is say
on load tap changer of the substation transformer and the switching of a bank of
shunt capacitors.
1.4 Scope
The scope of this thesis is the study of the steady state analysis of a power system
considering voltage and reactive power regulating equipment. Also the integra-
tion of power generation based on renewable energy and the impact that has its
intermittent generation on a distribution network. Issues related with protection
of power systems are not considered in this thesis.
1.5 Thesis structure
The thesis is composed of nine chapters:
In Chapter 1, the background and motivation of the thesis are described, together
with an overview of the previous related work. Then, the objective and the prob-
lem formulation are presented.
In Chapter 2, technologies of distributed generation, energy sources and its inter-
face with the grid are introduced.
In Chapter 3, voltage and reactive power control on distribution systems, voltage
variation, and regulating equipment is presented.
In Chapter 4, power flow study methods and a comparison between them are stud-
ied.
In Chapter 5, optimisation techniques on power system are analysed.
In Chapter 6, components of a distribution system are modelled.
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4In Chapter 7, is presented the scenario
In Chapter 8, different cases are studied and results are given
In Chapter 9, conclusions of the thesis are presented
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Distributed Generation
In this chapter a definition of distributed generation as well as energy sources are
given. Types of distributed generation technology and how these interface with the
grid are explained.
2.1 Introduction
Different definitions regarding Distributed Generation (DG) are used in the lit-
erature and in practice. These variations in the definition can cause confusion.
Terms as embedded, decentralized and dispersed generation are commonly used.
Ackermann analysed this fact and concluded: “Distributed generation is an elec-
tric power source connected directly to the distribution network or on the customer
site of the meter” [7]. This definition of distributed generation does not define the
rating of the generation source, as the maximum rating depends on the local dis-
tribution network conditions, e.g. voltage level. Also, the definition of distributed
generation does not define the technologies, as the technologies that can be used
vary widely.
2.2 Types of Distributed Generation
Distributed Generation can be classified into two major groups, fuel-fired based
DG units and Non-conventional source based DG units. While the former ones
uses fuel fossil or biofuels and permits a load-following control the latter ones
resources are mainly based on renewable primer movers and have a stochastic
power production which makes it impossible to generate electricity according to
load needs.
Distributed Generation units are smaller than conventional generators and can be
placed closer to demand since they can be connected to any voltage level. Thus
losses at transmission networks can be reduced increasing efficiency of the global
system.
DG units cover several sizes, from few kVA’s up to cents of MVA’s and use different
generator technology. Synchronous generators are typically used by load-following
DG technologies, and have the advantage that they can be controlled to provide
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combined with a converter interface is currently becoming common in wind power
DG. The induction generator connected to the grid draws reactive power from the
network. DG units interfaced with power electronics converters can control their
reactive power output [8].
2.3 Energy sources
In this section, different sources of energy used for electricity production will be
discussed.
2.3.1 Wind Power
The kinetic energy from the horizontal displacement of air is transformed into
kinetic energy of the rotation of a turbine by means of a number of blades connected
to an axis. This rotational energy is then transformed into electrical energy using
an electrical generator.
The wind speed and thus the wind power production are difficult to predict longer
than a few hours ahead of time. The accuracy of the prediction is also important
for individual turbines and for wind parks to be able to participate in the electricity
market. The amount of energy that can be produced per year by a wind turbine
(WT) strongly depends on the location of this wind turbine. Wind turbines are
mainly placed based on proper wind conditions but it does not always mean a
proper placement for the grid.
The term intermittent generation is often used to refer to the strong variation
with time of wind and solar power. What matters to the power system is however
not just the variation with time but also the extent to which the variations can
be predicted. For the distribution system, it is merely the actual variations that
matter; while for the transmission system, it is both the variations and their
predictability that are of importance.
There are different types of technologies used in wind turbines mainly divided into
fixed and variable speed Wind Turbines.
Equipped with squirrel cage induction generators (SCIGs), the fixed speed wind
turbines control the generated power by active or passive stalling or by regulating
the blade angle. Since the induction machines consume reactive power, fixed speed
wind turbines use banks of capacitors to compensate reactive power [9, 10].
More complex than the fixed speed ones, variable speed wind turbines have the
main goal of accomplish maximum aerodynamic efficiency over a wide range of
wind speeds. To achieve this, the wind turbine adapts constantly its rotational
speed ωr so that the tip speed ratio λ is kept constant at a predefined value that
corresponds to the maximum power coefficient [11, 12]. While fixed speed wind
turbines use bank capacitors, variable speed systems control reactive power and
keep it close to zero in order to obtain an unity power factor [13]. Variable-speed
wind turbine generator system can be composed of:
• A double-fed induction generator (DFIG). It consists of a pitch controlled
wind turbine and an induction generator directly connected to the electricity
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7grid while the rotor is powered through a power converter. The turbine is
joined with the generator through a gearbox. The machine and converter
are protected by voltage limits and an over-current ”crowbar” circuit. The
power converter system enables variable speed operation of the wind turbine
by decoupling the power system electrical frequency and the rotor mechanical
frequency [9, 14,15].
• A generator with a front-end converter (GFEC). It consists of a pitch con-
trolled wind turbine (normally without gearbox) with a multi-pole syn-
chronous generator. The variable speed operation of those produces variable
frequency at generator terminals, so the generator is connected to the grid
through a back-to-back voltage source power converter [11,12].
2.3.2 Solar Power
The amount of energy that 1 m2 of earth receives from the sun varies strongly
between locations. Without clouds, it is highest near the equator and lowest near
the poles. Including the impact of clouds, the amount is highest in the deserts.
But a solar panel can be tilted toward the sun to compensate for the curvature
of the earth. At optimal angle, the amount of energy reaching a solar panel is
between 1000 and 2000 kWh/m2 per year for most locations. In Europe, the best
parts are in the south of Spain with insolation above 1900 kWh and the worst
parts are in the north of Scandinavia with values somewhat below 1000 kWh. [16]
The energy from the sun can be used in a number of ways. The most visible use
today is in the form of solar panels, often installed on the roof of a building. A
big advantage of this type of solar power is that it is produced where it is needed,
as electricity consumption is also taking place mainly in buildings. A solar panel
will only transfer part of the solar energy that falls on it into electrical energy.
The amount of power produced by a solar power installation depends on the loca-
tion of the sun in the sky and on the amount of cloud cover. The variations and
predictability in cloud cover are similar to that of wind speed. The location of
the sun in the sky shows a predictable daily and seasonal variation caused by the
rotation of the earth on its axis and around the sun.
The daily variation in solar power production indicates that the daily peak falls
around noon. This is in most countries not the highest consumption, but certainly
a high consumption. The seasonal variation indicates that the annual production
peak occurs during summer, where the consumption due to cooling also has its
peak in countries with a hot climate. Unfortunately, the daily peak in consumption
falls in the afternoon. Despite this, solar power is still expected to offer some
contribution to the peak load.
The amount of electrical energy produced by a photovoltaic installation (a “solar
panel”) is proportional to the amount of radiation that reaches the panel. This
amount of radiation is referred to as “insolation” or “irradiation”. Direct irradi-
ation is the radiation that reaches the panel directly from the sun. This amount
depends on the angle between the panel and its direction to the sun. On a clear
day, when the panel is directed to the sun, the direct irradiation is about 1000
W/m2.
A solar panel uses semiconductor cells that produce photocurrent when exposed to
the sun, hence referred to as photovoltaic cells. The voltage and current generated
by photovoltaic modules vary due to changes in solar insolation and temperature.
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algorithm is implemented in the inverter which is a power electronic converter
that converts direct current into alternating current in order to inject the energy
produced by the photovoltaic system into the grid.
2.3.3 Combined Heat-and-Power
Combined Heat-and-Power, also known as “cogeneration”, refers to the use of
recovered exhaust heat of any production unit for another process requirement.
This in turn results in improvement in the energy utilisation of the unit. By so
doing, the overall thermal efficiency of generation may be raised from 40-50 %
to 70-90 %. The upper limit of 90 % holds for large installations with a very
well-defined and constant heat demand.
Combined Heat-and-Power does not have to be a renewable source of energy; in
fact, many CHP installations use natural gas as a source. The use of biomass
as a source is the only renewable form of CHP. The direct combustion of organic
matter to produce steam or electricity is the most advanced of the different CHP
processes and, when carried out under controlled conditions, is probably the most
efficient.
The production capacity of a CHP unit depends directly on the heat demand. The
higher the heat demand, the higher the production capacity. The heat is produced
as a by-product of the electricity production, so the heat demand sets a minimum
limit to the electricity production. When the electricity production is higher than
needed, the excess heat will have to be cooled away, which reduces the efficiency
of the installation.
Combined heat-and-power can be located only where there is a heat demand, as
heat cannot be transported over large distances. As heat demand goes together
with electricity demand, CHP is always located close to the electricity consump-
tion. This is an obvious advantage of CHP for the power system.
Another advantage of CHP is its close correlation with the electricity consumption.
For industrial CHP, the correlation is obvious. Combined heat-and-power for space
heating is most likely to occur in countries with a cold climate, where the electricity
consumption is highest during winter. Also, the daily load curve of CHP follows
the consumption rather well [16].
2.3.4 Hydropower
Hydropower uses the flow of water toward the sea to generate electricity. The most
visible form is by using large dams to create reservoirs. The difference in water
levels upstream and downstream of the dam allows the use of the potential energy
in water to be used effectively. Such installations range in size from a few tens of
megawatts to several hundreds of megawatts, with some very large installations in
operation as well.
Hydropower based on large reservoirs is by definition located at remote areas.
Large-scale hydropower always requires a strong transmission system. Extend-
ing the amount of hydropower requires further strengthening of the transmission
system.
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from days through years. This makes hydropower very attractive from the points
of view of electricity market and transmission system operation. Both for the
electricity market and for the transmission system operation, timescales longer
that a few days are normally not important.
Flow or river and small hydropower could be located closer to the customer than
the large hydro, but it remains restricted to mountainous areas. Small hydropower
schemes could be used to strengthen the distribution grid in such mountainous
areas [17].
2.3.5 Tidal Power
Tidal power makes use of the difference between high tide and low tide or the
water flow between high tide and low tide. One of the possible schemes traps the
water at high tide and lets it flow back only at the low tide, thus making use of the
difference in sea level between high tide and low tide. Known as “tidal lagoon”,
this scheme can be used at locations with a strong flow. Tidal lagoon schemes
will produce power around low tide, that is, about once every 12 hours. Others
schemes like the one known as “tidal current” use the water flow between the high
and low tide to generate electricity. Used at locations with a strong flow, tidal
current scheme will produce power in between high and low tides, that is, about
once every 6 hours. A combination of the two schemes is able to produce power
six times a day.
Tides are caused by the gradient in the gravitational field by the rotation of the
earth. The magnitude of the tides, that is, the difference between the high and
low tides, varies with a period of 1 month due to the rotation of the moon around
the earth. The power produced by a tidal scheme is thus strongly fluctuating with
time, but very predictable [18].
2.3.6 Geothermal Power
Geothermal energy extracts heat from the earth’s crust through an aquifer or inject
water flow in the case of hot dry rock technology. Energy conversion can be either
via mechanical means or the heat can be used directly.
Enormous amounts of energy are present in the core of the earth, but only at
a limited number of locations (Iceland being one of them) can this energy be
practically used. At these locations, steam is produced in a natural way and it is
the steam that can easily be used. The production of some geothermal plants has
dropped significantly over time because the geothermal heat is used faster than it
can be recovered by the heat in the centre of the earth [19].
2.3.7 Thermal Power plants
The bulk production of electricity in the world today takes place in thermal power
stations. The majority of power comes from large units, with sizes starting some-
where around 100 MW up to more than 1000 MW.
The fuel consists of fossil fuels and uranium. In almost all cases, the fuel is
transported, sometimes from the other side of the world. The actual location of
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the production unit is not restricted by the presence of the fuel and they can be
built close to the consumption centres. The location of the fuel, however, does
impact the location in some cases [16].
Thermal power stations always require access to cooling water and the largest
units are, therefore, located near the coast or near main rivers. This also limits
the choice of locations, but still makes it possible to have them located not too far
from the consumption.
Electricity production in a thermal power station is a Carnot process where the
efficiency is limited by the laws of thermodynamics. To produce 1 MWh of elec-
tricity requires 2-2.5 MWh of primary energy.
2.4 Interface with the grid
The connection point of an energy source to the grid is usually referred to as
the point of common connection (PCC). The technology that connects an energy
source to the PCC, which is referred to as the interfacing technology, may comprise
a transformer.
Energy 
source
Electrical 
grid
Converter
AC
/D
C
AC
AC
/D
C
AC
Generator
PCC
Interfacing technology
Figure 2.1: Interfacing of energy sources with the grid.
There are different interfacing technologies used; in common is the use of gener-
ators and power electronics converters, as shown in Figure 2.1. The main goal
of the interfacing technology is to accommodate the energy produced to the grid
requirements.
The interfacing technologies are classified here into four categories: direct machine
coupling, full power electronics coupling, partial power electronics coupling, and
modular or distributed power electronics coupling [16].
2.4.1 Direct machine coupling with the grid
It is more efficient to transfer the mechanical power into electrical power through
direct machine coupling to the grid without any intermediate stage. The choice of
the type of the machine depends on the nature of the mechanical power supplied.
For a constant mechanical power, resulting in constant rotating shaft speed, the
synchronous machine is a proper candidate, whereas for strongly variable power,
the induction machine is more suitable.
Synchronous machine can be a source of both active and reactive powers to the
electrical system. A clear example of these machines is wind energy sources, con-
nected as shown in Figure 2.2. The induction machine draws reactive power from
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Figure 2.2: Direct induction generator coupling for a wind turbine.
the system and high starting currents. Its connection to the network requires
an extra reactive power compensator, which could be basically a capacitor bank.
Hence, induction machines for direct connection of distributed generators are gen-
erally limited in size.
2.4.2 Full power electronics coupling with the grid
The main task of the power electronics interface is to condition the energy supplied
by the distributed generator to match the grid requirements and to improve the
performance of the energy source. Power electronics equipment has the capability
to convert power from one form to another by using controlled electronic switches,
and hence called power electronics converters.
Power electronics converters are used, for instance, to convert direct current (DC)
power to alternating current (AC) power that matches the grid requirements.
Such converters are referred to as DC/AC converters. With DC energy sources,
the power electronics may consist of one DC/AC converter or an intermediate
DC/DC conversion stage can be added to achieve a specific goal, for example,
in order to regulate the output voltage so that the maximum available power is
extracted as in the case of PV systems.
IG
Gearbox TRLine 
filter
Grid
C
+
-
udc
Rectifier
DC link
Inverter
PCC
Figure 2.3: Full power electronics interfaced wind turbine with induction genera-
tor.
The arrangement that consists of AC/DC and DC/AC converters is also referred
to as frequency converter, since it connects two different AC systems with possibly
two different frequencies together. The frequency converter is in a back-to-back
configuration, when the DC is directly connecting the two converters together as
shown in Figure 2.3, or an HVDC/MVDC system configuration when there is a
transmission DC cable in the DC link for either HV or MV applications.
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2.4.3 Partial power electronics coupling with the grid
Other arrangements of power electronics to the grid may implement smaller sizes
of the converter, where the converter is rated for a certain percentage of the DG
apparent power. In Figure 2.4 is shown a connection of a double-fed induction
generator into the grid.
In a variable speed wind turbine with double-fed induction generator, the converter
feeds the rotor winding, while the stator winding is connected directly to the grid.
This converter setup, through decoupling mechanical and electrical frequency and
making variable speed operation possible, can vary the electrical rotor frequency.
This turbine can not operate in the full range from zero to the rated speed, but the
speed range is quite sufficient. This limited speed range is caused by the fact that
a converter considerably smaller than the rated power of the machine is used. In
addition to the fact that the converter is smaller, the losses are also lower and the
control possibilities of the reactive power are similar to the full power converter
system.
DFIG
Gearbox
TR
Grid
Rectifier
DC link
Inverter
C
+
-
udc
PCC
Figure 2.4: Dougle-fed induction generator connection of a wind turbine.
A partially rated power electronics converter at the connection point of a wind
farm (or any aggregate of sources) is usually needed to mainly provide a voltage
dip ride-through capability, which is a required feature regarding different grid
codes, and possible reactive power support. Usually a STATCOM (static var
compensator), which is mainly a voltage source converter (VSC), is used for this
purpose. The voltage source converter is the main enabling technology to interface
energy sources at the front end to the grid either full or partial power electronics
interfaces. Its basic structural feature is a capacitor at the DC link and the use
of self-commutating switches to transfer the energy to the grid in the appropriate
form.
The power electronics interface has the capability of injecting reactive power into
the grid, and hence compensating for different power quality locally at the PCC.
2.4.4 Distributed power electronics interface
Distributed power electronics interfaces refer to a number of distributed generation
that are connected to the same local grid through power electronics converters. If
such units belong to the same owner, their operation can be coordinated in a way
to achieve certain benefits such as regulating the local voltage.
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Figure 2.5: Photovoltaic array interface through modular conversion.
The module-integrated photovoltaic system, shown in Figure 2.5, is also a type of
distributed active interface structure that has been basically developed in order to
increase the efficiency and reliability of the solar power cells.
A module-integrated photovoltaic system is a type of distributed active interface
that has been basically developed in order to increase the efficiency and reliability
of the solar power cells. This is possible since different solar cells in an array or a
cluster are exposed to different irradiation. Hence, by operating each integrated
converter at a different point that is related to the MPP results in better reliability
compared to using a central conversion.
Another example is a wind farm with full power electronics-interfaced wind tur-
bines. Implementing a proper control architecture that makes use of the dis-
tributed controllability of the converters makes such setup reliable, reconfigurable,
and self-healing.
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Chapter 3
Voltage and reactive power
control in distribution
systems
In this chapter basic functions in distribution system are presented. Voltage drop
in conventional distribution systems as well as in systems with DG are described.
Voltage and reactive power control in distribution systems is explained.
3.1 Introduction
One of the most severe issues when designing a distribution system is the preven-
tion of excessive voltage variations. Consequently, one of the basic functions in the
distribution system operation is the voltage regulation, its main objective being
keeping the steady state voltage within a permissible range all along. Reactive
power flow balance concerns the voltage regulation operation since an improper
equilibrium might cause inadmissible voltages in the system. Thus the requested
voltages can be obtained by directly controlling the voltage or by controlling the
reactive power flow that in turn will affect the voltage drop.
In order to control voltage and reactive power, in the distribution systems generally
are used transformers with on load tap changer (OLTC), switched shunt capacitors
and step voltage regulators [20, 21]. Such equipment are mostly operated based
on an assumption that the power flows only in one direction and the voltage
decreases along the feeder, from the substation to the remote end. Capable of
automatically adjusting the transformer’s ratio, an OLTC is a part of most of
HV/MV substation transformers. By injecting reactive power into the system,
shunt capacitors compensate the demand of reactive power and raise the voltage.
While substation capacitors main task is to reduce the reactive power flow through
the transformer the role of feeder capacitors is to provide voltage support to the
feeder. When the feeder is so long that the voltage regulation with OLTC and
shunt capacitors is not enough, it normally requires the installation of a step
voltage regulator which is an autotransformer capable of automatically adjusting
the ratio of the transformer.
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Achieving a proper control of voltage and reactive power means appropriately
managing the available voltage and reactive power control equipment. To govern
such equipment, numerous distribution network operators (DNOs) make use of
conventional controllers in order to keep the voltage within acceptable limits and
reduce power losses on the system.
In order to improve the voltage and reactive power control in the distribution
system, many researchers have addressed the problem, by focusing on automated
distribution system with off-line setting control. Aiming to find a dispatch sched-
ule for capacitor switching and OLTC operation the off-line setting is controlled
based on a load forecast. In [22] a dynamic programming method is implemented
for solving voltage and reactive power control in a distribution system. Based on
forecast hourly loads of each feeder section and primary bus voltage, main trans-
former with on load tap changer, substation and feeder capacitors are coordinately
dispatched in such a way that feeder losses are minimized, voltage profile improved
and the reactive power flow into the transformer restrained. In [23, 24] the com-
bination of OLTC tap changing along with additional shunt compensation have
proved to be helpful for maintaining voltage stability.
Other researchers have dealt with the problem of voltage and reactive power control
in distribution systems by focusing on automated distribution system with real
time control. The real time control aims to control the capacitor and OLTC based
on real time measurements and experiences. In [25] opportunities for voltage
control and benefits of Smart Grid and smart metering technologies on distribution
networks have been reviewed. The use of data communication system for OLTC
voltage control strategy also has been studied.
The main obstacle application of the off-line setting control method is its depen-
dency on communication links and remote control to all capacitors. However,
many DNOs do not have communication links downstream to the feeder capaci-
tor locations. The real time control requires an even higher level of distribution
system automation.
At present, most European network operators refer to the European voltage char-
acteristics standard EN 50160 [26], where limits of 90% and 110% of nominal
voltage are given. In a number of European countries, the regulatory authority
responsible for the electricity network sets more strict requirements on the voltage
supplied to low-voltage and medium-voltage customers. In Spain, 95% of the 10
minutes average RMS voltages should be within ±7% of the nominal voltage [27].
3.2 Voltage variation in conventional distribution
systems
Almost all of distribution networks are modelled as passive networks with radial
configuration and as mentioned above active and reactive power flowing from the
higher to lower voltage levels. The amount of voltage drop in a distribution system
can be calculated from the analysis of a one line diagram in Figure 3.1.
The voltage drop on the feeder is given by
U2 = U1 + I(R+ jX) (3.1)
where I is the phasor representation of the current flowing through the feeder.
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Figure 3.1: One line diagram for an illustration of the voltage drop in a distribution
system.
The power supplied from the grid can be written as
P + jQ = U2 I
∗ (3.2)
Therefore, the current flowing through the feeder can be written as
I =
P − jQ
U2
(3.3)
By using the value of I, the voltage at U2 can be expressed as
U2 = U1 +
P − jQ
U2
(R+ jX)
= U1 +
RP +XQ
U2
+ j
XP −RQ
U2
(3.4)
Thus, the voltage variation between U2 and U1 can be written as
∆U = U1 − U2 =
RP +XQ
U2
+ j
XP −RQ
U2
(3.5)
For a small power flow, the voltage angle between U2 and U1 is small, and the
voltage variation can be approximated by
∆U ≈ RP +XQ
U2
(3.6)
If the voltage U1 is considered as the base voltage, then it can be assumed as
unity. Therefore, Equation 3.6 can be written as
∆U ≈ RP +XQ (3.7)
3.3 Voltage and reactive power control in distri-
bution systems
It can be concluded from Equations 3.5 - 3.6 that in conventional distribution sys-
tems due to the impedance of a distribution feeder, the load current always causes
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a voltage drop and the voltage profile is decreasing towards the end of that feeder.
In addition, the voltage drop will increase when owing to the variations of the daily
load curve the load increases. Power factor of the load affects the voltage varia-
tion since if the power factor worsens the voltage drop increases. Notwithstanding,
voltages must remain within acceptable limits [26]. Thus, voltage drop and volt-
age profile are fundamental for the voltage regulation in distribution systems. By
changing the voltage ratio of the transformer the voltage at the secondary side of
the transformer can be adjusted, meanwhile the voltage drop on the feeder can be
reduced by compensating the reactive power demand using shunt capacitors.
3.3.1 Voltage Control with Load Tap Changer (LTC)
Used to control the voltage in power systems, certain transformers are equipped
with a number of taps on one of the windings. By switching between these taps
the turns ratio of a transformer is modified and voltage control at the secondary
side of the transformer is obtained. In most cases the variable tap is placed on
the high voltage side. One reason for this is that the current is lower at this side
making commutation easier. Another reason is that at the high voltage side there
are more turns available making regulation more precise.
If N1 is the number of turns on the high voltage winding and N2 is the number of
turns on the low voltage side, the turns ratio r of a transformer is defined as
r =
N1
N2
(3.8)
Then, the relation between the voltage on the high-voltage side U1 and on the
low-voltage side U2, at no load, is
U2 =
U1
τ
(3.9)
The representation of a transformer equipped with a LTC and its pi equivalent di-
agram is shown in Figure 3.2. Notation U, r and y in the figure indicates voltage,
normalization of the transformer turn ratio and transformer admittance, respec-
tively.
There are two types of transformers with LTC, the no load tap changer where the
transformer ratio is manually changed only when this one is de-energized, and the
transformer with on load tap changer (OLTC) where changing of the tap position
is possible also when the power transformer is carrying load.
Often used for voltage control in distribution networks, transformers with au-
tomatic tap changer control keep the voltage at the consumer side reasonably
constant although voltage variations occur on the high voltage network. Time
constants in these regulators are typically in the order of tenths of seconds [28].
A transformer with on load tap changer controller is able to keep the substation
secondary bus voltage U1 constant within the range
ULB ≤ U1 ≤ UUB (3.10)
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Figure 3.2: LTC representation and its pi equivalent diagram.
where
ULB is the lower boundary voltage
UUB is the upper boundary voltage
In traditional distribution systems, the voltage drop along a feeder can be com-
pensated by the OLTC with a so called line drop compensation (LDC) unit in
order to keep the voltage at a remote bus constant without using any communi-
cation link. The LDC estimates the line voltage drop based on the line current I,
line resistance RLN and line reactance XLN , and performs voltage corrections to
get ULC - voltage considered at the load centre (LC) - constant within the range
ULB ≤ ULC ≤ UUB .
In practice, many OLTCs are operated with the LDC function disabled, resulting
in a simpler control and prevents unnecessary error. The reason is that the LDC
employs load parameters in its control. As described in [29] the traditional line
drop compensation control cannot be used for substations where some feeders
contain distributed generation and others do not, since in situations with high
load and high production, the voltage at the far end of a feeder with distributed
generation is increased while the voltage in feeders with load is decreased. The
changes in the power factor or active and reactive power flow between the OLTC
and the LC will affect the performance of the LDC [20]. This performance will be
deteriorated if the X/R ratio of the setting is not properly adjusted [30].
3.3.2 Reactive Power Control with Switched Shunt Capac-
itors
Reactive power control carried out by the synchronous machines, is in many sys-
tems not enough to maintain the voltage magnitudes within required limits, for
all conditions of load. Load variation of a system during scenarios of low and peak
load, involves an important fluctuation of the required reactive power in order to
keep the desired voltage magnitudes. Going a step further, the use of the capabil-
ities of reactive power compensation of the synchronous machines to control the
voltage magnitudes is not appropriate, since that might lead to these machines
to their capability limits as well as to the unavailability of these to offer a fast
reactive power control. Consequently, the adoption of breaker switched shunt ca-
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pacitor banks and shunt reactor is common in most of the systems, resulting in an
availability of the synchronous generators for fast and continuous control.
Normally shunt capacitors are switched on during conditions of peak load, when re-
active consumption is significant. However, this consumption is rather predictable,
so that no fast control is needed and capacitor banks breakers can remain switched.
In high voltage systems, the reactive power generated by long lines can be notably
high during light load situations, so that shunt reactors might be needed in order
to keep the voltages at acceptable levels. The accuracy of this control can be de-
termined by the size of the reactive shunt elements, such as shunt reactors which,
because of the costs, are most often installed in one single unit. Also by cost,
capacitor banks are often installed in small units. A factor limiting the element
size is the transient voltage change resulting from switching. [31]
Shunt capacitors inject reactive power to the system according to
QC = QC,rat U
2
C (3.11)
where
QC is the reactive power injected by the capacitor in Mvar
QC,rat is the Mvar rating of the capacitor
UC is the voltage in pu (relative to the capacitor voltage rating).
The reactive power injected by the capacitor will compensate the reactive power
demand and thereby boost the voltage. For example, consider that in Figure 3.1,
a shunt capacitor injecting reactive power QC is connected to the load bus. The
voltage drop on the feeder can then be approximated as
∆U ≈ RLNPL +XLN (QL −QC)
U2
(3.12)
which indicates that the capacitor reduces the voltage drop. Further, when the
capacitor properly compensates the reactive power demand, the capacitor will
decrease the feeder current. This will in turn decrease the feeder losses PLoss,
according to the following equations:
I =
√
P 2L + (QL −QC)2
U2
(3.13)
PLoss = I
2RLN (3.14)
In order to properly compensate the reactive power demand that changes from
minimum to maximum, the shunt capacitor may need to be switched on at the
load maximum and to be switched off at the load minimum. When the load varies
during the day, the switched capacitors should be properly controlled. Different
conventional controls can be used to control switched capacitors, such as time,
voltage and reactive power. Time controlled capacitors are especially applicable
on feeders with typical daily load profiles in a long term, where the time of the
switching-on and off of the shunt capacitor can be predicted. The main disad-
vantage of this control is that the control has no flexibility to respond to load
fluctuation caused by weather, holidays, etc. Voltage controlled capacitors are
most appropriate when the primary role of the capacitor is for voltage support
and regulation. Reactive power controlled capacitors are effective when the capac-
itor is intended to minimize the reactive power flow [20].
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3.4 Voltage variation in distribution systems with
DG
In a distribution system, the connection of generators means that the power flow
and the voltage profiles are affected and the system is no longer passive but active.
Clearly, supplying power to the system, the generator increases the voltage and
may even cause the voltage at its connection point to be higher than the voltage at
the substation. Going further, if the power injected by the generator is certainly
high, it can lead to the power to flow up from the distribution system to the
transmission system. As a consequence, the control of voltage and reactive power
may be affected, so a proper coordination among the equipment for controlling
voltage and reactive power is needed to guarantee a correct voltage regulation.
Many researchers have dealt with this issue, as in [32], where is presented a way
to control voltage by using reactive power compensation or in [33], where based
on predictive control, a control strategy for reconfiguring on-line the OLTC set-
point is proposed. In [34] a coordination among the OLTC action and the reactive
exchanges between DG plants and feeders is implemented by using a controller in
order to actively manage the distribution system.
The amount of voltage drop in a distribution system with DG can be calculated
from the analysis of a one line diagram in Figure 3.3.
U0
Grid OLTC Feeder
U1 U2
R+jX PL,QL
P,Q
Load
DG
PG,QG
Figure 3.3: One line diagram for an illustration of the voltage drop in a distribution
system with DG.
In Figure 3.3 a distributed generator is connected, where PG and QG are the
generated active and reactive power, respectively, by the DG, PL and QL are the
active and reactive power of the load respectively.
The voltage drop on the feeder can be approximated by
∆U = U1 − U2 ≈
R(PG − PL) +X(±QG −QL)
U2
(3.15)
Loads consume both active (-PL) and reactive (-QL) power whereas generators
always supply active power (+PG) and may inject or draw reactive power (±QG).
From Equation 3.15 when a DG injects active power into the grid the voltage
drop along the feeder is decreased. But if the active power injected by the DG is
larger than the feeder load, the power direction is reversed and this flows upward
to the substation. As a consequence, the voltage at the point of connection of
the generator U2 rises above the voltage at the secondary side of the transformer
U1. Also, from Equation 3.15 if the distributed generator injects or consumes
reactive power, the voltage variation can decrease or increase. In fact, with regard
to the voltage control, in Spain the distributed generators connected into the
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power systems are required to help the system by regulating its power factor. The
obligatory range is from 0.98 capacitive to 0.98 inductive [35].
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Chapter 4
Power flow
In this chapter basic formulation of the operation of power systems, bus classifica-
tion and different methods for solving power flow equations are presented.
4.1 Introduction
Power systems typically operate under slowly changing conditions which can be
analysed using steady state analysis. In steady state analysis, any transients from
disturbances are assumed to have settled down, and the system state is assumed
as unchanging.
The primary analysis tool for steady-state operation is the so-called power flow
analysis. Power flow analysis consists in finding the steady state operating condi-
tion of an electric power system. The steady-state may be determined by finding
out, for a given set of loading conditions, the flow of active and reactive pow-
ers throughout the network and the voltage magnitudes and phase angles at all
buses of the network. This information is essential for the continuous evaluation
of the current performance of a power system and for analysing the effectiveness
of alternative plans for system expansion to meet increased load demand.
Without doubt, the power flow solver is the most widely used application both in
operating and in planning environments, either as a stand-alone tool or as a sub-
routine within more complex processes (stability analysis, optimization problems,
training simulators, etc.).
During the daily grid operation, the power flow constitutes the basic tool for
security analysis, by identifying unacceptable voltage deviations or potential com-
ponent overloading, as a consequence of both natural load evolution and sudden
structural changes. It also allows the planning engineer to simulate different future
scenarios that may arise for a forecasted demand.
Five main properties are required of a power flow solution method:
i. High computational speed. Especially important when dealing with large sys-
tems, real time applications, multiple case power flow and also in interactive
applications.
ii. Low computer storage. Important for large systems and in the use of comput-
ers with small core storage availability.
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iii. Reliability of solution. Necessary a solution obtained for ill-conditioned prob-
lems, in outage studies and for real time applications.
iv. Versatility. An ability on the part of power flow to handle conventional and
special features (e.g. the adjustment of tap ratios on transformers; different
representations of power system apparatus), and its suitability for incorpora-
tion into more complicated processes.
v. Simplicity. The ease of coding a computer program of the load flow algorithm.
4.2 Basic formulation
An approach to assess the steady-state operation of a power system is to write
equations stipulating that at a given bus the generation, load, and powers ex-
changed through the transmission elements connecting to the bus must add up to
zero. This applies to both active power and reactive power. These equations are
termed “mismatch power equations” and at bus k they take the following form:
∆Pk = PGk − PLk − P calk = P spk − P calk = 0 (4.1)
∆Qk = QGk −QLk −Qcalk = Qspk −Qcalk = 0 (4.2)
The terms ∆Pk and ∆Qk are the mismatch active and reactive powers at bus k,
respectively. PGk and QGk represent, respectively, the active and reactive powers
injected by a generator at bus k. PLk and QLk represent the active and reactive
powers drawn by the load at bus k, respectively, and are assumed to be known
variables.
In principle, at least, the generation and the load at bus k may be measured by the
electric utility and their net values are known as the specified active and reactive
powers:
P spk = PGk − PLk (4.3)
Qspk = QGk −QLk (4.4)
The transmitted active and reactive powers, P calk and Q
cal
k , are functions of nodal
voltages and network impedances and are computed using the power flow equa-
tions. Provided the nodal voltages throughout the power network are known to
a good degree of accuracy then the transmitted powers are easily and accurately
calculated. In this situation, the corresponding mismatch powers are zero for any
practical purpose and the power balance at each bus of the network is satisfied.
However, if the nodal voltages are not known precisely then the calculated trans-
mitted powers will have only approximated values and the corresponding mismatch
powers are not zero. The power flow solution takes the approach of successively
correcting the calculated nodal voltages and, hence, the calculated transmitted
powers until values accurate enough are arrived at, enabling the mismatch powers
to be zero or fairly close to zero. In modern power flow computer programs, it is
normal for all mismatch equations to satisfy a tolerance as tight as 1e -12 before
the iterative solution can be considered successful. Upon convergence, the nodal
voltage magnitudes and angles yield useful information about the steady-state
operating conditions of the power system and are known as state variables.
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mkkm zz  mkkI
mEkE
mI
Figure 4.1: Equivalent impedance.
In order to develop suitable power flow equations, it is necessary to find relation-
ships between injected bus currents and bus voltages. Based on Figure 4.1 the
injected complex current at bus k, denoted by Ik, may be expressed in terms of
the complex bus voltages Ek and Em as follows:
Ik =
1
zkm
(Ek − Em) = ykm(Ek − Em) (4.5)
Similarly for bus m,
Im =
1
zmk
(Em − Ek) = ymk(Em − Ek) (4.6)
The above equations can be written in matrix form as,
[
Ik
Im
]
=
[
ykm −ykm
−ymk ymk
] [
Ek
Em
]
(4.7)
or
[
Ik
Im
]
=
[
Ykk Ykm
Ymk Ymm
] [
Ek
Em
]
(4.8)
where the bus admittances and voltages can be expressed in more explicit form:
Yij = Gij + jBij (4.9)
Ei = Vie
jθi = Vi(cos θi + j sin θi) (4.10)
where i = k,m, and j = k,m.
The complex power injected at bus k consists of an active and a reactive component
and may be expressed as a function of the nodal voltage and the injected current
at the bus:
Sk = Pk + jQk = EkI
∗
k
= Ek(YkkEk + YkmEm)
∗ (4.11)
where I∗k is the complex conjugate of the current injected at bus k.
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The expressions for P calk and Q
cal
k can be determined by substituting Equations
4.9 and 4.10 into Equation 4.11, and separating into real and imaginary parts:
P calk = V
2
k Gkk + VkVm[Gkm cos (θk − θm) +Bkm sin (θk − θm)] (4.12)
Qcalk = −V 2k Bkk + VkVm[Gkm sin (θk − θm)−Bkm cos (θk − θm)] (4.13)
For specified levels of power generation and power load at bus k, and according to
Equations 4.1 and 4.2, the mismatch equations may be written down as
∆Pk = PGk − PLk − {V 2k Gkk + VkVm[Gkm cos (θk − θm)
+Bkm sin (θk − θm)]} = 0
(4.14)
∆Qk = QGk −QLk − {−V 2k Bkk + VkVm[Gkm sin (θk − θm)
−Bkm cos (θk − θm)]} = 0
(4.15)
Similar equations may be obtained for bus m simply by exchanging subscripts k
and m in Equations 4.14 and 4.15.
It should be remarked that Equations 4.12 and 4.13 represent only the powers
injected at bus k through the ith transmission element, that is, P i calk and Q
i cal
k .
However, a practical power system will consist of many buses and many trans-
mission elements. This calls for Equation 4.12 and 4.13 to be expressed in more
general terms, with the net power flow injected at bus k expressed as the summa-
tion of the powers flowing at each one of the transmission elements terminating
at this bus. This is illustrated in Figures 4.2(a) and 4.2(b) for cases of active and
reactive powers, respectively.
k
Call
kP
m
GkP
Cali
kP
Caln
kPLkP
(a)
k
Call
kQ
m
GkQ
Cali
kQ
Caln
kQLkQ
(b)
Figure 4.2: Power balance at bus k: (a) active power, and (b) reactive power.
The generic net active and reactive powers injected at bus k are:
P calk =
n∑
i=1
P i calk (4.16)
Qcalk =
n∑
i=1
Qi calk (4.17)
where P i calk and Q
i cal
k are computed by using Equations 4.12 and 4.13, respectively.
As an extension, the generic power mismatch equations at bus k are:
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∆Pk = PGk − PLk −
n∑
i=1
P i calk = 0 (4.18)
∆Qk = QGk −QLk −
n∑
i=1
Qi calk = 0 (4.19)
4.3 Bus classification
For a power system with n buses, there are 2n number of power flow equations. At
each bus, there are six variables: PGk, QGk, PLk, QLk, Vk and θk. Depending on
the nature of the bus, four of these variables will be specified at each bus, leaving
two unknown variables at each bus. Buses are classified according to which two
out of the six variables are specified:
• Slack (swing) Bus — The slack bus for the system is a single bus for
which the voltage magnitude Vslack and angle θslack are specified. The real
and reactive power are unknowns. The bus selected as the slack bus must
have a source of both real and reactive power, since the injected power at
this bus must “swing” to take up the “slack” in the solution. The voltage
phase angle at the slack bus θslack is chosen as the reference against which
all other voltage phase angles in the system are measured. It is normal to
fix its value to zero.
• Load Bus (P-Q Bus) — A load bus is defined as any bus of the system
for which the real and reactive power are specified. Load buses may contain
generators with specified real and reactive power outputs. However they
cannot provide the necessary reactive power support to constrain the voltage
magnitude at the specified value. In these types of buses the net active power
(PGk - PLk) and net reactive power (QGk - QLk) are specified, and Vk and
θk computed. A pure load bus (no generating facility at the bus, i.e., PGk =
QGk = 0) is a PQ bus.
• Voltage Controlled Bus (P-V Bus) — Any bus for which the voltage
magnitude and the injected real power are specified is classified as a voltage
controlled (or P-V) bus. The load variables PLk and QLk are also known.
This leaves the generator reactive output QGk and the voltage phase angle
θk as the two unknown variables for the bus. But constant voltage operation
is possible only if the generator reactive power design limits are not violated,
that is, QGkmin < QGk < QGkmax. If QGk becomes larger than QGkmax or
lower than QGkmin, the reactive power output is set at the limiting value
QGkmax or QGkmin, and the bus k changes from a PV bus to a PQ bus
since the reactive power QGk becomes a known variable. Thus the voltage
magnitude Vk and angle θk need to be computed.
• Voltage Controlled Bus (PVT Bus) — The implementation of a trans-
former with load tap-changer within the power flow analysis benefits from
the introduction of a controlled bus, here termed PVT Bus. Resembling a
PV bus due to the voltage control in a PVT bus that control is exerted by
a transformer equipped with a LTC. The voltage magnitude Vk and the net
reactive power Qk and net active power Pk are specified, whereas the LTC
tap Tk is handled as a unknown variable. The controlled bus remains PVT
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provided that Tk is within the limits, namely, Tkmin < tk < Tkmax, which
means that the specified voltage is attained. However, if Tk goes out of lim-
its, that is Tk > Tkmax or Tk < Tkmin, Tk is fixed at the violated limit and
the bus becomes PQ.
4.4 Power flow solution methods
A power flow solution, from a mathematical modelling point of view, consists of
solving the set of non-linear, algebraic equations that describe the electrical power
network under steady-state conditions. To get a solution of the simultaneous
equations, the use of iterative techniques is required, even for the simplest power
systems. Different methods for solving the equations are discussed below.
4.4.1 Gauss-Seidel Method
The Gauss-Seidel (GS) method is an iterative algorithm for solving non-linear
algebraic equations. This scheme sequentially sweeps each node, updating its
complex voltage in terms of the voltages of neighbour buses.
In general, finding the vector x satisfying the non-linear system
f(x) = 0 (4.20)
can be reformulated like a fixed-point problem,
x = F (x) (4.21)
whose solution, starting from the initial value x0, chosen from past experiences,
statistical data or from practical considerations, is iteratively obtained through
the sequence:
xi+1k = Fk (x
i+1
1 , ..., x
i+1
k−1, x
i
k, ..., x
i
n) k = 1, 2, ..., n (4.22)
Considering Equation 4.11, this can be rewritten as
S∗k = E
∗
k (YkkEk + YkmEm) (4.23)
Noting S∗k = Pk − jQk, Equation 4.23 is written as
Pk − jQk
E∗k
= YkkEk + YkmEm (4.24)
The terms from Equation 4.24 and using Equation 4.22 focusing on the power flow
problem can be rearranged as
Ei+1k =
1
Ykk
[
Pk − jQk
(Eik)
∗ −
k−1∑
m=1
YkmE
i+1
m −
n∑
m=k+1
YkmE
i+1
m
]
k = 1, 2, ..., n− 1
(4.25)
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The iterative process is stopped when the condition
max
k
=
∣∣Ei+1k − Eik∣∣ ≤ ε (4.26)
is satisfied, where ε is a sufficiently small threshold (example, 0.0001).
Although the computational effort per iteration is moderate, the convergence of
this method is linear, which means that the tolerance decreases more or less lin-
early with the number of iterations. This poses an important limitation for large
systems, as the total computational cost, and hence solution time, increases con-
siderably as larger systems are solved.
The solution of the power flow is initiated by assuming voltages for all buses except
the slack bus, where the voltage is specified and remains fixed. However, Equation
4.24 cannot be directly applied to PV buses for two reasons: (1) Qk is unknown
for those buses and (2) the resulting voltage magnitude after each iteration will
differ from the specified value. The method employed to save the first problem
consists of replacing Qk by the value computed with the best available voltages.
The second limitation is avoided by scaling the estimated voltage so that the phase
angle θk is updated but the specified voltage magnitude Vk is retained:
[Eik + 1]
corr =
V spk E
i+1
k
V i+1k
(4.27)
Gauss-Seidel Iterations
• Slack bus (k=1): V i+11 = 1∠0
• PV busses (k=2,...,NG + 1):
1. Compute the reactive power generation at bus k.
2. Update the bus voltage phasor V i+1k .
3. Normalise the magnitude V i+1k to be V
0
k .
• PQ busses (k = NG + 2, ..., N):
1. Update the bus voltage phasor V i+1k .
At the end of (i+ 1)th iteration, the values of the bus voltages V i+1bus are updated.
The values of V i+1bus can be compared with the previous set of values V
i
bus to check
whether the solution has converged.
4.4.2 Newton-Raphson Method
The Newton-Raphson (NR) method is specifically designed for solving non-linear
equations. The algorithm proceeds iteratively by linearising the non-linear equa-
tions into linear equations at each step and by solving the linearised equations
exactly. This method successively improves unknown values through first-order
approximations of the involved non-linear functions. Retaining the first two terms
in the Taylor series expansion of Equation 4.20 around xi yields
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f(x) ∼= f(xi) + F (xi)(xi+1 − xi) = 0 (4.28)
where F = θf/θx is a matrix of first-order partial derivatives of f(x), termed the
Jacobian. Then, starting from the initial value x0, corrections ∆xi are obtained
by solving the linear equation system:
− F (xi)∆xi = f(xi) (4.29)
and updated values xi+1 from
xi+1 = xi +∆xi (4.30)
The iterative process is stopped when
max
k
=
∣∣fk(xi)∣∣ ≤ ε (4.31)
for a sufficiently small ε. For values of x0 close to the solution, the Newton-
Raphson method converges quadratically. Nonetheless, for initial conditions away
from the solution, the approximation of Equation 4.28 becomes poorly justified,
and the iterations can quickly diverge from the solution. Regardless of the network
size, starting from the flat voltage profile, usually it takes a few iterations to
attain convergence, but this number can become significantly greater when the
solution adjustments consider the inclusion of regulating devices such as shunt
compensators or regulating transformer.
Solving the power flow Equations 4.12 and 4.13 involves first solving the unknown
variables, which are the bus voltage magnitudes Vk and angles θk. It is defined
the vector x as consisting of all the PV, PVT and PQ bus angles and all the PQ
bus voltages and PVT bus transformer tap when OLTC transformer is considered.
PV and PVT bus voltages are known and, hence, they are not included in vector
x:
x = [θ|V ]T = [θ1, θ1, ..., θn−1|V1, V2, ..., VnL]T (4.32)
and the respective non-linear functions can be expressed, for every bus, as the dif-
ference between the specified power P sp and the power computed P cal (Equations
4.1 and 4.2) with the most recent x value, that is
f(x) = [∆P |∆Q]T = [∆P1, ∆P2, ...,∆Pn−1|∆Q1, ∆Q2, ...,∆QnL]T (4.33)
where ∆Pk and ∆Qk are Equations 4.14 and 4.15. Dividing the Jacobian in blocks
corresponding to those of the residual and unknown vectors, Equation 4.29, when
applied to the power flow problem, becomes [31]:
[
H N
M L
]i [
∆θ
∆V/V
]i
=
[
∆P
∆Q
]i
(4.34)
and Equation 4.30
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[
θ
V
]i+1
=
[
θ
V
]i
+
[
∆θ
∆V
]i
(4.35)
The use of ∆V/V instead of ∆V does not affect numerically the algorithm but
makes the Jacobian matrix more symmetrical. Jacobian elements are obtained
according to their definitions as follows:
Hkj = δPk/δθj ; Nkj = Vj δPk/δVj ;
Mkj = δQk/δθj ; Lkj = Vj δQk/δVj ;
(4.36)
Newton-Raphson Iterations
1. Initialize the state vector with the flat voltage profile or with the solution of
a previous case.
2. Compute the power mismatches f(xi) for step i from equation 4.33. If the
mismatches are within desired tolerance values, the iterations stop.
3. Compute the power flow Jacobian, and obtain [∆θ |∆V/V ] from Equation
4.34
4. Update [θ|V ] by means of Equation 4.35 and go back to step 2.
4.4.3 Fast Decoupled Power Flow Method
Since speed of response is as important as accuracy, for certain applications as
those dealing with multiple cases and very large networks, execution times asso-
ciated with Newton-Raphson implementation method can be unacceptable. Fast
decoupled power flow (FDPF) method is essentially a highly simplified and ap-
proximated version of the Newton-Raphson method. This method simplifies the
procedure presented for the Newton-Raphson algorithm by exploiting the strong
coupling between real power and bus voltage phase angles and reactive power and
bus voltage magnitudes commonly seen in power systems.
With a view to developing the fast decoupled formulation, simplifications will be
introduced into the Jacobian of Equation 4.34. It has been observed that, during
normal operation, incremental changes in voltage magnitude produce almost no
change in active power flow and that, likewise, incremental changes in voltage
phase angle produce almost no change in reactive power flow. Therefore, the
Jacobian matrix is simplified by approximating the partial derivatives of the real
power equations with respect to the bus voltage magnitudes as zero, and similarly,
the partial derivatives of the reactive power equations with respect to the bus
voltage phase angles are approximated as zero.
Accordingly, the overall problem stated in Equation 4.34 reduces to the following
two sub-problems:
[∆P ] = −
[
δP
δθ
]
[∆θ] (4.37)
[∆Q] = −
[
δQ
δV
V
] [
∆V
V
]
(4.38)
Sergi Cabre´ Ramos
32
Further simplifying assumptions pertaining to high-voltage transmission networks,
which are relevant to the problem at hand, are as follows:
• X  R in all transmission lines and transformers of the network.
• The difference in voltage phase angles between two adjacent buses is small
and hence the following relations apply: sin(θk−θm) = θk−θm and cos(θk−
θm) = 1.
• The nodal voltage magnitudes are close to 1 p.u. at every bus.
• Current flows in shunt-connected elements may be grouped together with
the equivalent loads and generator currents.
Incorporating these assumptions in the Jacobian elements of Equations 4.37 and
4.38 we obtain the following set of equations:
[∆P ] = −[B′][∆θ] (4.39)
[∆Q] = −[B′′][∆V ] (4.40)
where B’ is an approximation of the matrix of partial derivatives of the real power
flow equations with respect to the bus voltage phase angles and B” is an approx-
imation of the matrix of partial derivatives of the reactive power flow equations
with respect to the bus voltage magnitudes. B’ and B” are typically held constant
during the iterative process, eliminating the necessity of updating the Jacobian
matrix (required in the Newton-Raphson solution) in each iteration.
The iterative process consists of sequentially solving Equations 4.39 and 4.40, using
each time the most recent values of θ and V, until both ∆P and ∆Q satisfy the
convergence criterion. The convergence rate of the FDPF is roughly the same
as that of the coupled version during the first iterations, but it slows down as
the solution is approached. In any case, the extra iterations required are well
offset by the fact that the cost per iteration can be between four and five times
smaller than that of the standard Newton-Raphson method. As assumed above,
the hypotheses on which the FDPF is founded can be questioned when the network
is very loaded or the ratios r/x are high. In such cases, the FDPF method may
diverge or behave in an oscillatory manner, the fully coupled Newton-Raphson
approach being preferable.
Fast Decoupled Power Flow Iterations
1. Compute the real and reactive power mismatches ∆P i and ∆Qi. If the
mismatches are within desirable tolerance, the iterations end.
2. Normalise the mismatches by dividing each entry by its respective bus volt-
age magnitude.
3. Sove for the votlage magnitude and angle correction factor ∆V i and ∆θi by
using the constant matrices B’ and B”, which are extracted from the bus
admittance matrix Ybus.
4. Update the voltage magnitude and angle vectors.
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4.4.4 Comparison
Regarding the ease of programming, due to the simplicity of the equations, Gauss-
Seidel method is relatively easy to program. Any cases of buses switching status
from a PV bus to a PQ bus or vice versa, can be easily handled. Programming
of NR method is more involved. The size of the Jacobian matrix depends on the
number of PV, PVT and PQ buses. Hence, with bus switching, the size of the
Jacobian varies. Further, the programming becomes more complicated if the buses
are randomly numbered. It is easier to program, if the PV buses are ordered in
sequence and PQ buses are also ordered in sequence.
Taking into account the storage requirements, these are more for the NR method,
since the Jacobian elements have to be stored. The memory is further increased for
NR method using rectangular coordinates. The storage requirement can be drasti-
cally reduced by using sparse matrix techniques, since both the admittance matrix
and the Jacobian are spare matrices. Programming complication is increased if
sparse matrix techniques are used [36].
The time taken for a single iteration depends on the number of arithmetic and
logical operations required to be performed in a full iteration. The Gauss Seidel
method requires the fewest number of operations to complete an iteration. In
the NR method, the computation of the Jacobian is necessary in every iteration.
Further, the inverse of the Jacobian also has to be computed. Hence, the time per
iteration is larger than in the GS method and is roughly about 7 times that of the
GS method, in large systems. Computation time can be reduced if the Jacobian
is updated once in two or three iterations. In FDPF method, the Jacobian is a
constant and needs to be computed only once. In both NR and FDPF methods,
the time per iteration increases directly as the number of buses.
The number of iterations is determined by the convergence characteristic of the
method. The GS method exhibits a linear convergence characteristic as compared
to the NR method which has a quadratic convergence. Hence, the GS method
requires more number of iterations to get a converged solution as compared to
the NR method. In the GS method, the number of iterations increases directly as
the size of the system increases. In contrast, the number of iteration is relatively
constant in NR and FDPF methods. The number of iterations also depends on
the required accuracy of the solution. Generally, a voltage tolerance of 0.0001 pu
is used to obtain acceptable accuracy and the real power mismatch and reactive
power mismatch can be taken as 0.001 pu. Due to these reasons, the NR method is
faster and more reliable for large systems. The convergence of FDPF is geometric
and its speed is nearly 4 o 5 times that of NR method.
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Chapter 5
Optimization on power
systems
In this chapter different optimisation techniques on power systems are described.
5.1 Introduction
When a power system is mathematically modelled some concerns as control goals,
operation requirements, energy efficiency and return on investment have to be
taken into account. These aspects set the base of the optimization problems
about power system to be solved. Solving an optimization problem means to
get the best suitable value for an objective function which is subject to several
constraints. When dealing with power system problems, these constraints are re-
ferring to operational or design limits. To find the solution of this problem different
methods can be used but normally the objective function and/or the constraints
of the system present non linearities that transform the optimization problem into
a non linear one. Real power systems have dimensions that can make very diffi-
cult applying conventional computational techniques and that is the reason why
heuristic techniques can be a good manner to solve the optimization problem.
Heuristic methods can provide good results in acceptable simulation times and
be implemented to obtain the solution of a wide range of optimization problems
irrespective of their specific objective function or constraints, but they are not able
to guarantee a global optimum as a conventional technique would do [37].
5.2 Optimization techniques
Complexity and the amount of data associated with problems in power systems,
even using proper algorithms to find an exact optimal solution, may be not ac-
ceptable in a simulation scenario due to resolution times needed. However, many
problems can be solved using an approximate or partial solution, when the dimen-
sion or the complexity of the problem do not encourage the use of exact resolution
techniques. Working with approximated solutions, heuristic algorithms have the
objective of finding the optimum value among all possible solutions. The set of
all possible solutions for a given problem can be considered as a search space.
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Heuristics solutions represent a compromise between quality and speed, being the
solution acceptable within a reasonable simulation time. Evolution on heuristic
tools have facilitated solving optimization problems that were difficult to solve.
These heuristic tools may also be combined among themselves and, employing
as well traditional approaches such as statistical analysis, they are able to solve
extremely challenging problems using a so called hybrid technique. Developing
solutions with these tools offers several advantages such as broad applicability
to different problems, simplicity of the approach used by these methods, robust
response to changing circumstances and flexibility of their use [37].
Two categories classify heuristics algorithms: Greedy algorithms and Search algo-
rithms. Greedy algorithms are employed when the best solution is not needed and
an approximated answer fits the initial requirements. Meta-heuristic algorithms
can be considered as an upgrade of heuristics, because they progress towards an
optimum through the evaluation of an objective function, comparing the new re-
sult to the previous optimum. Meta-heuristic algorithms are meant to be a general
way to solve problems and they are usually inspired by nature. In the next sections
a more complete overview of these algorithms is presented.
5.2.1 Search Algorithms
Exhaustive search is the simplest search algorithm which tries all possible solutions
from a predetermined set and picks the best one. Being a version of exhaustive
search, local search is focused on a limited area of the whole search space and can
be organized in different ways, such as hill-climbing techniques. These algorithms
replace current solution with the best of the whole population if the value obtained
considering one of the neighbours as possible solution is better that the current
solution one.
Another simple algorithm is the one called divide and conquer algorithm which
splits a problem into smaller problems that are easier to solve. Solutions of the
small problems must be combined into a unique solution for the original prob-
lem. This technique is effective but its use is limited since there are not so many
problems that can be easily split and combined in this way.
Dynamic programming is an exhaustive search that avoids re-computation by stor-
ing the solutions of sub-problems. The key point for using this technique is for-
mulating the solution process as a recursion. A popular method to construct
successively space of solution is greedy technique, which is based on the principle
of taking the best choice at each iteration of the algorithm in order to find the
global optimum of some objective function.
5.2.2 Evolutionary Algorithms
Evolutionary algorithms (EA) are methods that use mechanisms inspires by biolog-
ical evolution, such as reproduction, mutation,recombination and selection. Evo-
lutionary algorithm applies the principle of survival on a set of potential solutions
to produce gradual approximations to the optimum. They consider the idea of
evolution as a consequence of reproduction, mutation and crossover. By selecting
individuals according to their objective function, which is called fitness function, a
new set of approximations is created. Reproduction is carried out breeding these
individuals together using operators inspired from genetic processes. This process
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leads to evolve into a population of individuals better suited to their environment
than their progenitors [38]. Implementing this technique means to:
1. Initialize and evaluate the initial population.
2. Perform competitive selection.
3. Apply genetic operators (recombination and/or mutation) to generate new
solutions.
4. Evaluate solutions in the population.
5. Start again from point 2 and repeat until some convergence criteria is satis-
fied.
Figure 5.1 represents the flow chart of the process behind EA. Considering random
samples a population of candidate solutions from the space of possible solutions
is initialized. By selecting the first couple of progenitors a new space solution is
created. In order to obtain an offspring the space solution is subjected to genetic
operators. Offspring is evaluated with the fitness function and after this step, a
new offspring is created by selecting survivors. This process takes place until a
certain desired stop criterion is reached.
Initialize 
Population
Select 
Parents
Recombinate/ 
Mutate
Evaluate 
Fitness
Survivor 
Selection
STOP?Best Solution
YES NO
Figure 5.1: Evolutionary Algorithms.
Depending on the implementation details and the problems to which they are
applied evolutionary techniques can differ one from another. Their main com-
mon traits are based in the survival of a certain objective function. The fitness
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function defines the improvement of the algorithm. This means that the fitness
function is responsible of assigning quality measures, therefore it is the evalua-
tion point of the process. Applied to power systems an EA is demonstrated on
the IEEE 30 bus test for solving an optimal power flow problem (OPF) [39]. An
improved EA is employed in [40] to solve a multi-objective problem with wind
power incorporated. Minimization of power generation costs, pollution emissions
and transmission losses are considered. Carried out on the IEE 123 bus an EA
is performed in order to optimize the scheduling of load tap changer (LTC) of
transformers and switched shunt capacitors while improving voltage profile and
minimizing energy losses [41].
5.2.3 Simulated Annealing
In some physical systems a process called annealing is often performed in order to
bring the system from an arbitrary initial state to a state with a minimum possible
energy. Based on the annealing process, Simulated Annealing (SA) was introduced
for solving complicated combinatorial optimization [42]. Simulated annealing uses
an algorithm with an approach similar to hill-climbing, but sometimes it accepts
solutions that are worse than the current one. Such acceptance probability is re-
duced with time. With a smoothing strategy the cost function enables simulated
annealing to escape more easily from local minima and to reach rapidly the prox-
imity to an optimal solution. In Figure 5.2 is presented the process where the
main steps are represented with diagram blocks. With an associated cost for each
configuration, the beginning is a finite, large set of contributions. By searching
in the configuration space the couple elements, configuration and cost, that offers
the lowest value, the solution is obtained. At a certain temperature T, a sequence
of N configurations is generated. A candidate configuration is accepted if its cost
is less than the current configuration one; the acceptance probability, Pacceptance,
is then set to 1. However, if the cost is higher it can still be accepted but the
acceptance probability is set
Pacceptance = exp
(
f(Si)− f(Sj)
Tk
)
(5.1)
Where Si and Sj are respectively current and next state and Tk is the temperature.
By applying this acceptance probability the algorithm is performing an uphill move
and this allows escaping local minima. This is an important characteristic of this
algorithm, since SA mainly deals with large data dimensions. Applied to power
systems an analysis is performed by using SA method to study the planning of
reactive power sources [43]. In [44] the simulated annealing technique is used on
the IEEE 30 bus to solve the optimal placement of distributed generation. It also
compares SA method with other optimization techniques and concludes that SA
takes less time to compute the solution.
5.2.4 Taboo Search
Taboo Search (TS) is a combination of local search method with a short-term
memory [45]. Called Taboo List, the memory stores the record history of the
search in order to prevent cycling back to previously visited solutions. Important
design parameters of this method are the definition of a state, the area around it
and the length of the memory. Two extra parameters are often used: Aspiration
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Configuration
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solution
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acceptance 
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Control T
STOP?
Best Solution
YES
NO
Figure 5.2: Simulated Annealing.
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and Diversification. An obstacle to the optimization is that all the neighbouring
states of the current state may be included in the taboo list. In order to overcome
this, aspiration is used and this means the selection of a new state; moreover
diversification adds randomness to this search. If Taboo Search method is not
converging, the search is reset randomly using diversification and to avoid local
optima, the repetition of recently made moves is not allowed. The process is
represented in Figure 5.3 where its main steps are represented in the flow chart.
Initial Solution
Create 
candidate list 
solution
Evaluate 
Solutions
Choose best 
admissible 
solution
Best solution
STOP?
Update Taboo 
and Aspiring 
conditions
YES
NO
Figure 5.3: Taboo Search.
Applied to power systems in [46] a TS method is performed on the IEEE 34 bus
in order to cope with voltage violation brought by renewable DG. The efficiency
of TS method for voltage and reactive power control is demonstrated in [47].
5.2.5 Ant Colony Optimization
Swarm Intelligence (SI) is an artificial intelligence technique based on the study
of the behaviour of collective self-organized systems. Ant Colony Optimization
(ACO) is a SI method, where by moving on a problem graph artificial ants build
solutions which future ants will improve. Artificial ants cooperate to find the
solution to a combinatorial optimization problem by exchanging information via
pheromone deposited on artificial paths [48]. The main advantages of ACO are:
• No premature convergence
• Rapid discovery of good solutions
• Find acceptable solutions in the early stage of the process
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STOP?
NO
YES
Best Solution
Figure 5.4: Ant Colony Optimization.
ACO algorithm is represented in the Figure 5.4. This algorithm counts on dis-
crete time steps and memory allocation of the positions visited by artificial ants.
Solution quality is evaluated through artificial ants trails and the shortest route
determines the best solution that can be achieved employing this algorithm. Im-
plemented in power systems to determine the optimal values of transformer tap
setting for voltage control and loss minimization the ACO method achieved op-
timal solution using the IEEE 30 bus system [49]. In [50] an ACO algorithm is
applied in distribution systems for optimizing the configuration with and without
DG units installed. An ACO algorithm programmed on MATLAB and examined
on IEEE 30 bus system is proposed in [51] to improve settings of OLTC transformer
and decrease the number of reactive power compensation equipment.
5.2.6 Particle Swarm Optimization
Based on the study of the movement of organisms in a bird flock or fish school,
Particle Swarm Optimization (PSO) optimizes a problem by improving, in an iter-
ative way, candidate solutions called particles regarding a given measure of quality.
The algorithm is initialized with a population of particles, with random position
and velocity values, which are moving around in the search space. Influenced by
its local best known position, each movement is guided toward the best known
positions in the search space. Since PSO can handle both discrete and continuous
variables, it has been found to be notably efficient in solving an extensive range of
engineering problems in a short simulation time. In the Figure 5.5 is presented the
PSO process diagram. Once initialized the population, each candidate solution is
evaluated in order to establish its fitness. If the position fitness of a particle is
better than the so far value, it is set as new best position, pbest. When all particles
fitness are evaluated, the algorithm moves to the second iteration, in which among
all pbest, the best value obtained so far by any particle in the neighbourhood of
pbest is called gbest. The main advantage of swarm intelligence techniques is that
they are impressively resistant to the local optima problem [52].
Proposed in many papers [53–56] PSO algorithm has been used for optimal sitting
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Figure 5.5: Particle Swarm Optimization.
and sizing of DG in distribution systems. In [53] it also included a voltage profile
improvement, loss reduction, and THD (Total Harmonic Distortion) decrease in
the distribution network. In [55] power losses and voltage profile were introduced
into the objective function proving to be feasible for a typical distribution network.
5.2.7 Genetic Algorithms
Based on the principles of natural selection Genetic Algorithms (GA) use elements
of natural genetics such as reproduction, crossover, and mutation to find the fittest
solution. An representation of a candidate solution is called a chromosome and
each one constitutes a set of genes which are stored at fixed positions in the
chromosome. GA method differs from other optimization techniques in many
aspects. The algorithm uses several points as candidate solutions so that is less
likely to get trapped at a local optimum [57]. The solution search is built in form
of number strings, usually binary. In the search procedure of the GA technique
only it is considered the value of the objective function which plays the role of
fitness in natural genetics. GA works with a coding of parameters instead of the
parameters themselves. The coding of a parameter will help the genetic operator
to evolve the current state to the next state with minimum computations. The
algorithm flow chart is presented in Figure 5.6.
Many researchers have used Genetic Algorithms to study issues related to power
systems. In [58] the authors by using GA programmed on MATLAB have obtained
the optimum location and penetration level of DG units in order to decrease the
losses and enhance the voltage profile of a power system. In [59] a GA is in-
corporated into a power flow study to search the optimal tap setting in order to
minimize power losses. Applied on the 33 bus test power system a GA in [60] in
order to achieve an optimal location of FACTS devices in a distribution system. A
genetic algorithm approach, using parameters such as generator voltages, Switch-
able VAR Compensators and On Load Transformer tap Changers of transformer,
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Figure 5.6: Genetic Algorithm.
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is employed in [61] to optimize the effect on the generator reactive power. Based
on a centralized voltage and reactive power control strategy a GA is proposed
in [62] to prevent voltage fluctuations by coordinating the operation of on load
tap changer of transformers, automatic voltage regulator, and shunt capacitors.
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Chapter 6
Model
In this chapter the system studied in this thesis is modelled. It also includes the
model of the load, line, transformer and shunt capacitors bank of the system.
6.1 Network
The system used in this thesis is a modified version of the IEEE-37 bus test sys-
tem extracted from [63]. Located in California, the IEEE 37-bus test system is a
three-wire delta feeder operating at a nominal voltage of 4.8 kV with all the line
segments being underground. The substation is equipped with a voltage regulator
consisting of two single-phase units connected in open delta. Characterized for
being unbalanced, the system loads consist of a mix of constant PQ, constant cur-
rent and constant impedance. Figure A.1 depicts the modified single line diagram
of the IEEE 37-bus standard system used in this thesis.
The system corresponds to a suburban MV distribution network. In this radial
distribution network, the HV/MV substation is equipped with an on load tap
changer and shunt capacitors banks whose power can be discretely controlled.
The transformer have a rated voltage ratio of 220/25 kV and a rated power of
20 MVA. The capacitor banks at the substation have a rated power of 1000 kvar
with steps of 200 kvar. The total feeder load is about 18 kVA at a power factor of
0.875. Being balanced, all the system loads are constant PQ. There are 36 loads
in the network totalling roughly 16 MW and 9 Mvar.
6.2 Per unit values
Typically, the power systems consist of different voltage levels interconnected by
mean of transformers. In order to simplify the analysis of these, the per-unit
system chooses a common set of base parameters in terms of which, all systems
quantities are defined. As a result, the system reduces to a set of impedances and
the different voltage levels disappear.
Through this simplification, the per-unit values for transformer impedance, current
and voltage are identical when referred to the primary and secondary side.
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According to the Equation 6.1 the definition of any quantity in the per-unit system
is
Quantity (per unit) =
Quantity (normal units)
Base value of quantity (normal units)
(6.1)
In order to characterize a per-unit system, the values of voltage, current, power and
impedance must be defined. Given the four base values, the per-unit quantities
are as follow
Vpu =
V
Vbase
Ipu =
I
Ibase
Spu =
S
Sbase
Zpu =
Z
Zbase
(6.2)
Once any two of the four base values, namely Vbase, Ibase, Sbase and Zbase are
defined, the remaining two base values can be determined according their funda-
mental circuit relationships. Given the base value of power as Sbase and the base
value of voltage as Vbase, the base values of impedance and current are determined
according to
Ibase =
Sbase
Vbase
Zbase =
V 2base
Sbase
(6.3)
Assuming constant the value of Sbase for all points in the system and the ratio of
voltage bases on either side of a transformer equal to the ratio of the transformer
voltage ratings, the per-unit impedance of the transformer remains unchanged
when referred from one side of a transformer to the other.
The base values of power and voltage for the analysed system are
Sbase = 100MVA Vbase1 = 220 kV Vbase2 = 25 kV
Where Vbase1 is referred to the high voltage side of the transformer and Vbase2 to
the voltage at the low side.
6.3 Modelling
The modelling of the components discussed in this section is based on the assump-
tion that the three phase system is balanced under steady state conditions. Using
this assumption, a per phase analysis can be done.
6.3.1 Load
The complete data of the system loads is given at the Table B.1. The loads of
this system are modelled as constant power. Constant power loads describe real
and reactive power absorbed by the system so that these are modelled as positive
power injections at the buses. In order to keep a constant power injection, these
loads are characterised by reacting to changes in the voltage or current.
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Loads at PQ buses are modelled as constant active PLk and reactive power QLk
provided that voltage at bus k is within acceptable limits as
Pk = −PLk
Qk = −QLk
In the case that voltage limits are violated, PQ loads are modified for constant
impedances as
Pk =
−PLkV 2k
(V limk )
2
Qk =
−QLkV 2k
(V limk )
2
where V limL is depending on the case V
max
L or V
min
L .
6.3.2 Line
The complete data of the network lines is given at the Table C.1. Since all the
lines of the system are short [64] these can be represented as pi lumped model as
shown in Figure 6.1.
Lr mk
kI
mEkE
mILjx
kLg , mLg ,mLb ,kLb ,
Figure 6.1: Distribution line lumped pi-circuit.
The equivalent circuit of Figure 6.1 includes a series resistance, a series reactance
and four shunt elements, namely sending-end conductance and susceptance and
receiving-end conductance and susceptance. For short lines, gL,k ≈ gL,m ≈ 0 [64].
Since per-unit length resistance Rl depends on the temperature, on the section and
on resistivity of the conductor, line sections have been chosen from [65] by taking
requirements from [66]. Considering that the system is a suburban network, under
normal conditions, the feeder maximum saturation is 75 % [66]. Consequently, it
affects to the maximum admissible current of the lines (see Table C.1).
6.3.3 Transformer
The complete data of the substation transformer is given at the Table E.1. A
two-winding transformer can be modelled as a transmission line with a series
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impedances and a shunt admittance (see Figure 3.2). From the point of view of
modelling, transformer differs from transmission lines because the former intro-
duces a tap ratio that allows the modification of the magnitude and phase angle
of the receiving or sending-end bus voltage.
Transformers equipped with on load tap changer are capable to control the volt-
age or the reactive power varying the tap ratio. The discrete model of OLTC
transformer consists in modelling the step ratio as a discrete variable, which can
vary between the minimum and the maximum tap values Tapmin and Tapmax by
a fixed step ∆Tap. The regulator model simply switches up or down by one step
∆Tap the tap ratio if the deviation of the regulated voltage Vk, with respect to
the reference Vref exceeds a given tolerance ∆V . In order to avoid unnecessary
switching operations, the regulator is delayed so that a tap switch can occur only if
a minimum time ∆t has passed since the last switch. Therefore, OLTC controllers
are relatively slow [9].
6.3.4 Shunt capacitor
The complete data of the shunt capacitor banks is given at the Table E.2. As shown
in Figure A.1 a bank of capacitors is connected at bus 2 of the system in order to
deliver reactive power and increase the voltage magnitude at the secondary side
of the transformer.
Shunt compensation is used basically to control the amount of reactive power
that flows through the power system. Benefits of the reactive power support by
shunt capacitors comprise an improvement of the voltage control and power factor,
as well as a reduction of reactive power requirements at the generators. Sized
and located at transmission and distribution substations, such capacitors supply
reactive power close to the loads [67]. As a result, the line current is minimized,
reducing power losses and improving voltage regulation at the load terminals.
After knowing the var requirement, capacitor banks are switched into or switched
out of the system. The smoothness of control is solely dependent on the number
of capacitors switching units used. However, these methods based on mechanical
switches and relays have the disadvantage of being slow and unreliable. Also, they
generate high inrush currents, and require frequent maintenance [68].
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Chapter 7
Scenario
In this chapter, the scenario of the system analysed in this thesis is presented.
Modelled profiles of demand and distributed generation are given. Techniques of
power flow study and optimisation method are presented. Finally, study cases are
defined.
7.1 Profiles
The characteristics of demand and generation used in the analysed system are
presented in this section. Hourly power demand and power generation data corre-
spond to the 28th of October of 2012. For an accurate power flow analysis these
data have been converted to 10-minutes period data.
7.1.1 Demand
Figure D.1 depicts the 24-hour period selected from [69]. The power flow analysis
has been carried out on the assumption that this demand profile is consistent and
therefore predictable. The peak and low aggregate power demand during this 24-
hour period were at 21.10 and 3.00 h, respectively. The maximum active power
consumption was 28.07 MW and it has been scaled for normalising data into pu
values. Each system bus load has been modelled by considering the scaled profile,
so that all the loads are analysed in per-unit values. In addition, each bus load
Load power factor goes from 0.88 to 0.92, so the system power factor is equal to
0.88 lagging (absorbing reactive power).
7.1.2 Wind power
Figure 7.2 depicts the 24-hour wind speed profile corresponding to the area of
Barcelona. This 24-hour period has been selected due to the high wind power
output comparing data with those of the rest of the month [70]. The wind data
has been processed and applied to a generic wind power curve and normalised
into per-unit values. Figure 7.3 depicts a wind power curve extracted from [71].
The maximum and minimum wind power generation during this period was from
15.30 to 17.15 h, and from 1.00 to 2.30 h, respectively. In this thesis, it has been
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Figure 7.1: Active and reactive power consumption.
considered that the wind power generation is capable of regulating its power factor
in a range from 0.95 capacitive to 0.95 inductive.
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Figure 7.2: Wind speed and wind power profiles.
7.1.3 PV power
Figure 7.4 shows the irradiance for the 24-hour period corresponding to the area
of Barcelona. Data were extracted from [72]. These data have been scaled into
per-unit quantities given the maximum PV power output of a photovoltaic instal-
lation. As shown in Figure 7.4 the PV power profile has the feature by which peak
generation comes at 9.40 h, while minimum generation occurs during night time.
In this thesis, it has been considered that the PV power generation is capable of
regulating its power factor in a range from 0.95 capacitive to 0.95 inductive.
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Figure 7.4: Irradiance and PV power profiles.
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7.2 Methodology
In this section, the methodology and case studies used in this thesis for analysing
the system are presented. Both the power flow technique and the optimization
method used in this thesis have been programmed in Matlab/Simulink.
7.2.1 Power flow
In order to study the system, the power flow method chosen has been the Newton
Raphson. Comparison of different methods is presented at Section 4.4.4.
The effectiveness of the Newton Raphson method to achieve feasible iterative so-
lutions is dependent upon the selection of suitable initial values for all the state
variables involved in the study. The power flow solution of networks that contain
only conventional plat components is normally started with voltage magnitudes of
1 pu at all PQ buses. The slack and PV and PVT buses are given their specified
values, which remain constant throughout the iterative solution if no generator
reactive power limits are violated. The initial voltage phase angles are selected to
be 0 at all buses.
7.2.2 OLTC
For initialising the nodal voltage magnitudes and phase angles of power flow solu-
tions of the system that contain only conventional plat components, it is normal
to select the initial tapping position of LTCs to be at their nominal value. The
status of OLTC taps is checked at each iterative step to assess whether or not the
OLTC is still operating within limits and capable of regulating voltage magnitude.
Based on [73] voltage magnitude tolerance of 0.01 pu has been chosen for the tap
switching. Given that the OLTC taps are discrete variables a first power flow
analysis have been run in order to limit the variable.
7.2.3 Shunt capacitor
From the point of view of power flow, the addition of a shunt capacitor bank to a
load bus corresponds to the addition of a negative reactive load. The additional
load is modelled with the susceptance. Given a required reactive power injection
of QCal, the susceptance B can be calculated from Q = V
2B. V is the voltage
of the bus where the shunt capacitor needs to be installed. A first run of power
flow has been performed so that the required reactive power has been calculated.
As a result the susceptance is obtained and discretised.
7.2.4 Optimization
The optimization technique used in this thesis has been Genetic Algorithm (GA).
This algorithm is easy to implement, computationally simple and always producing
high quality solutions. Called initial population, the starting point of GA is a set
of potential solutions obtained randomly in a search space and represented in a
suitable coding. Each solution is an individual which represents analogously to a
chromosome. Composed of genes, chromosomes in GA consist of a string of genes,
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each represented by binary values of 0’s and 1’s. GA are applied to maximise
of minimise a certain objective function, Jobj , so that given a specific Jobj , each
individual i undergoes through the evaluation of its fitness, Ji considered as a
measure of the performance of each individual.
Once the fitness has been assigned to each individual, three basic operators are
applied to the population, including selection, crossover and mutation.
Selection is the operator responsible for determining convergence and prema-
ture convergence to a load optimum can be avoided applying a suitable selection
method. To select individuals that will be allowed to reproduce, based on their
fitness evaluation, several methods are available to be employed. These are tour-
nament selection, fitness proportionate selection, roulette wheel selection, scaling
selection, ranking selection and elitist selection.
After the selection step, two individuals are chosen to reproduce, so that crossover
and mutation are applied to generate a new offspring. It is a this point that low
performers are eliminated and therefore the improvement arises as a consequence.
Considering a crossover with a crossing site, a cross position k, is selected at
random in the interval [1, l-1], being l the individual’s string length as depicted in
Figure 7.5.
1
0 1
0 1 0 0 1 0 0 0 0 1 1
k
1 0 0 0 1 1 0 1 1 0
Cross point k
Individual 1
Individual 2
1
0
10 1 0
0 1 0 0 0 0 1 1
k
1 0 0
0 1 1 0 1 1 0 Offspring 1
Offspring 2
Figure 7.5: Representation of two individuals and the cross position k.
Two new strings are therefore created by swapping all characters between k + 1
and l as shown in Figure 7.6.
1
0 1
0 1 0 1 0 0 0 0 1 1
k
1 0 0 0 1 1 0 1 1 0
Cross point k
Individual 1
Individual 2
1
0
10 1 0
0 1 0 0 0 0 1 1
k
1 0 0
0 1 1 0 1 1 0 Offspring 1
Offspring 2
Figure 7.6: Representation of two individuals after mating the progenitors.
From the first position of crossover to the second one, elements of the strings of
both parents are exchanged. Finally, to guarantee genetic diversity, the mutation
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operator is applied with a probability, pmut, to each individual of the current
offspring. Best probability value varies depending on the case. Any of the genes
of the individuals can be mutated and for binary genes, this is obtained changing
a 0 to 1 or a 1 to 0, represented in Figure 7.7.
1
0 1
0 1 0 0 1 0 0 0 0 1 1
k
1 0 0 0 1 1 0 1 1 0
Cross point k
Individual 1
Individual 2
1 10 1 0 0 1 1 0 1 1 0 Individual
Mutated 
Individual1 10 1 0 1 1 0 1 1 01
Figure 7.7: Representation of the mutation of a gene in an individual.
As a result of applying the three operators, a new population is created. Both
the initial population and the new generation are evaluated in order to find best
individual, so that if progenitor fitness function value is more suitable than the
offspring value, individual from the initial population replaces the individual from
the first generation. After the first generation is completed, the obtained pop-
ulation undergoes the same steps as the previous one: evaluation, selection and
mutation. The stop criterion can be a maximum generation or a certain value of
the objective function evaluation.
A general procedure for the implementation of Genetic Algorithm is depicted in
Figure 5.6.
A. Objective functions
The basic objective of reactive power and voltage control is to identify the optimal
values of reactive power control variables which minimize the objective function.
In this approach the following objectives are considered.
i) Minimisation of system power losses The objective is to minimise the
total real power losses in the system. This can be calculated as follows
F1 = Ploss =
nb∑
k=1
Plossi (7.1)
Ploss =
nb∑
k=1
Gk[V
2
k + V
2
m − 2VkVm cos (θk − θm)] (7.2)
Where
nb: the number of branches
PLossi : the power loss in branch i
Gk: the conductance of the k line
Vk & Vm : the voltage magnitude at the end buses k & m
θk & θm : the voltage phase angle at the end buses k & m
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ii) Minimisation of voltage deviation Bus voltage is one of the important
security and service quality indices. To improve the voltage profile the load bus
voltage deviation should be minimised. This can be calculated as follows
F2 =
nh∑
h=1
∣∣Vh − Vref ∣∣ (7.3)
Where
nh: the number of 10-minutes period
V : average value of voltage magnitude of the system for time h
Vref : voltage reference generally valued as 1.
B. Problem Constraints
i) Equality Constraints The equality constraints are the real and reactive
power balance equations at all the bus bars. The equality constraints can be
formulated as
PGk − PLk =
n∑
k=1
|Vk| |Vm| |Ykm| cos (θk − θm − θkm) (7.4)
QGk −QLk =
n∑
k=1
|Vk| |Vm| |Ykm| sin (θk − θm − θkm) (7.5)
Where
n: the number of buses
Ykm: the mutual admittance between node k and m
θk, θm : the bus voltage angle of bus k and m respectively
θkm: the admittance angle of line between buses k and m
PGk , QGk : the real and reactive power generation at bus k
PLk , QLk :the real and reactive power demand at bus k
ii) Inequality Constraints
Transformer constraints
Tkmin ≤ Tk ≤ Tkmax (7.6)
Where
Tkmin and Tkmax are the minimum and maximum range of ratio of tap chang-
ing transformer at bus k.
Switchable var constraints
QCkmin ≤ QCk ≤ QCkmax (7.7)
Where
QCkmin and QCkmax are the minimum and maximum allowable output of
reactive power compensation equipment at bus k.
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7.3 Study cases definition
In this Section the different study cases are presented.
7.3.1 Case 0
In case 0, the system depicted in Figure A.1 is analysed without adding distributed
generation nor operating shunt capacitors bank. Power losses, voltage profile,
voltage deviation and operations number of OLTC are the results.
7.3.2 Case 1
In case 1, the system used in case 0 is analysed adding distributed generation.
While wind power generation is injected at buses 7, 31 and 36, PV power generation
does it at buses 13, 21 and 25. Location of distributed generation has been done
by a simple visual analysis, using the assumption that power generation at the
ends is most needed.
7.3.3 Case 2
In case 2, the system used in case 0 is analysed operating shunt capacitors bank.
Power losses, voltage profile, voltage deviation and operations number of OLTC
and shunt capacitors switching are the results.
7.3.4 Case 3
In case 3, the system depicted in Figure A.1 is analysed adding distributed gen-
eration as in case 1 and operating shunt capacitors bank. Power losses, voltage
profile, voltage deviation and operations number of OLTC and shunt capacitors
switching are the results.
7.3.5 Case 4
Using the system analysed on case 3, in case 4 a genetic algorithm is implemented
in order to find the best location for DG.
7.3.6 Case 5
Using the best location obtained in case 4, in case 5 another genetic algorithm is
implemented so that proper generation size for distributed generation is achieved.
7.3.7 Case 6
In case 6, results of case 5 are used and a genetic algorithm is performed in order
to find the appropriate reactive power dispatching for DG.
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Chapter 8
Results
In this chapter the results for the different study cases are presented.
8.1 Case 0
In case 0 a simple power flow analysis has been performed. Both Shunt Capacitors
and Distributed Generation are not considered in this study case. Therefore in this
case the whole active and reactive power generation comes from the substation.
Figure 8.1 shows that the voltage profiles of all the system buses are within required
range. Minimum voltage magnitude is given at the bus 36 at 22.10 h and the
value of voltage deviation is 0.0139 pu. Figure 8.2 depicts the power losses of the
system for the study case 0. Total power losses for the 24-hour period are listed
at Table 8.1. Figure 8.3 shows the voltage profile at the secondary side of the
substation transformer and the transformer OLTC operations profile. As shown,
as voltage magnitude decreases further the voltage tolerance the OLTC steps up a
tap position and vice versa. Values of maximum and minimum tap positions are
listed at the Table 8.1.
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Figure 8.1: Voltage profiles of system buses for case 0.
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TABLE 8.1: Results of Case 0.
Power OLTC System voltage
Losses Operations Position min [pu] max [pu]
[pu] Nr min max Bus 36 Bus 2
0.2184 8 6 8 0.9515 1.0052
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
0.1341
0.1859
0.2377
0.2895
0.3413
Time [h]
Po
we
r l
os
se
s 
[pu
]
Figure 8.2: Power losses profile for Case 0.
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Figure 8.3: OLTC operations and voltage profile at bus 2 for case 0.
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TABLE 8.2: Distribution generation size and location for case 1.
Wind Power PV Power
Bus 7 31 36 13 21 25
Power [kW] 1000 1500 500 800 1000 1200
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Figure 8.4: DG and power system generation profiles.
8.2 Case 1
In case 1, distributed generation is connected to the network. Values of generation
and location are given at Table 8.2. Total power losses for the 24-hour period
are listed at Table 8.3. Figure 8.6 depicts the power losses of the system for the
study case 0 and 1. Figure 8.7 shows the voltage profile at the secondary side of
the substation transformer and the transformer OLTC operations profile. Values
of maximum and minimum tap positions for the 24-period are listed at the Table
8.3. Figure 8.4 depicts profiles of distributed generation power and the injected
by the network. As shown in Figure 8.6, power losses profile of case 1 is lower if
compared with the case 0 profile. On the other hand the tap operations number is
bigger than in case 0. Figure 8.5 shows that the voltage profiles of all the system
buses are within acceptable limits. Minimum voltage magnitude is given at the
bus 37 at 19.10 h and the value of voltage deviation is 0.0117 pu.
TABLE 8.3: Results of Case 1.
Power OLTC System voltage
Losses Operations Position min [pu] max [pu]
[pu] Nr min max Bus 37 Bus 2
0.1459 16 6 9 0.9530 1.0052
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Figure 8.5: Voltage profiles of system buses for case 1.
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Figure 8.6: Power losses profile for Case 0 and 1.
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Figure 8.7: OLTC operations and voltage profile at bus 2 for case 1.
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Figure 8.8: Voltage profiles of system buses for case 2.
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TABLE 8.4: Results of Case 2.
Power OLTC Shunt capacitors bank System voltage
Losses Operations Position Operations Position min [pu] max [pu]
[pu] Nr min max Nr min max Bus 36 Bus 2
0.1644 6 6 8 12 0 1 0.9515 1.0053
8.3 Case 2
In case 2 a power flow analysis has been performed in a system with the topology
of case 0 with the addition of a shunt capacitors bank into the network. Located at
the secondary side of the substation, capacitors bank is composed by 3 capacitors.
Figure 8.9 depicts the power losses of the system for the study case 1 and 2.
Analysing Figure 8.11 it is shown how the shunt capacitors switching affects the
power losses profile, so when a shunt capacitor is switched on the power losses
profile decreases. Total power losses for the 24-hour period are listed at Table
8.4. Figure 8.10 shows the voltage profile at the secondary side of the substation
transformer and the transformer OLTC profile. The number of operations of the
tap for the 24-period are listed at the Table 8.4. Figure 8.11 shows the voltage
profile at the secondary side of the substation transformer and the shunt capacitors
bank switching profile. Table 8.4 lists the number of operations of the switching
of shunt capacitors. Minimum voltage magnitude occurs at the bus 36 at 22.10 h
and the value of voltage deviation is 0.0139 pu.
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Figure 8.9: Power losses profile for case 1 and 2.
8.4 Case 3
Using the characteristics of case 1, in case 3, distributed generation power and a
bank of shunt capacitors have been added. Location and size of DG are listed at
Table 8.2. Total power losses for the 24-hour period are listed at Table 8.5. Figure
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Figure 8.10: OLTC operations and voltage profile at bus 2 for case 2.
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Figure 8.11: SC operations and voltage profile at bus 2 for case 2.
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Figure 8.12: Voltage profiles of system buses for case 3.
TABLE 8.5: Results of Case 3.
Power OLTC Shunt capacitors bank System voltage
Losses Operations Position Operations Position min [pu] max [pu]
[pu] Nr min max Nr min max Bus 37 Bus 2
0.1266 16 6 9 6 0 1 0.9531 1.0052
8.14 shows the voltage profile at the secondary side of the substation transformer
and the transformer OLTC profile. Values of tap operations for the 24-period are
listed at the Table 8.5. Figure 8.15 shows the voltage profile at the secondary side of
the substation transformer and the shunt capacitors bank switching profile. Table
8.5 lists the number of operations of the switching of shunt capacitors. Figure 8.13
depicts the power losses profile of the system for the study case 2 and 3. It is shown
how the addition of DG smooths and reduces the power losses profile during most
of the period. On the contrary, it must be noted that during the period from 0.40
to 0.50 h power losses are negative (from a power flow point of view), which means
that real power is reversed and flowing upward to the substation. With regard
to previous case two, although shunt capacitors switching has been decreased, the
number of OLTC operations has increased. Figure 8.12 shows the voltage profile
of the system buses. Being all within the required limits, the minimum voltage
magnitude is given at the bus 37 at 19.20 h and the value of voltage deviation is
0.0117 pu.
8.5 Case 4
In case 4, it has been analysed the system of case 0 with the addition of DG
and shunt capacitors bank. A genetic algorithm has been programmed and imple-
Sergi Cabre´ Ramos
65
0 5 10 15 20
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Time [h]
Po
we
r l
os
se
s [
pu
]
 
 
Case 2
Case 3
Figure 8.13: Power losses profile for Case 2 and 3.
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Figure 8.14: OLTC operations and voltage profile at bus 2 for case 3.
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Figure 8.15: SC operations and voltage profile at bus 2 for case 3.
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TABLE 8.6: Results of Case 4.
Power OLTC Shunt capacitors bank Voltage
Losses Operations Position Operations Position min [pu] max [pu]
[pu] Nr min max Nr min max Bus 36 Bus 2
0.1261 14 6 9 6 0 1 0.9525 1.0052
TABLE 8.7: Distribution generation size and location for case 4.
Wind Power PV Power
Buses 27 28 37 37 35 10
Power [kW] 1000 1500 500 800 1000 1200
mented in order to find the best location for DG. The objective function has been
the reduction of power losses as well as minimising the voltage deviation and re-
ducing the OLTC and shunt capacitors switching operations. A penalty has been
added to the GA so that power losses in a reverse direction are avoided. Values of
power losses and operations are listed at Table 8.6. Figure 8.18 shows the voltage
profile at the secondary side of the substation transformer and the transformer
OLTC operations profile. Figure 8.19 shows the voltage profile at low voltage side
of the substation transformer and the shunt capacitors bank switching profile. The
implementation of the algorithm has resulted in an improvement of power losses
(see Figure 8.17) and a reduction of OLTC operations (see Table 8.6). Regard-
ing case 3 the number of shunt capacitors switching has been maintained. Figure
8.16 shows the voltage profile of the system buses. Voltage magnitude profile are
within boundaries being the minimum at the bus 36 at 19.20 h and the value of
voltage deviation is 0.0121 pu. Best location places for wind power and PV power
generation are listed at the Table 8.7.
8.6 Case 5
In case 5 has been used the characteristics of case 4 and has been implemented
a genetic algorithm with the objective of finding the size of generation for which
power losses are minimised and voltage deviation reduced. In order to avoid power
flowing upward the substation, a penalty has been implemented and constraints on
voltage regulating equipment have been imposed. Figure 8.21 depicts the power
losses of the system for the study case 4 and 5. It is shown that the power losses
profile are almost the same when compared with previous case 4. Total power
losses for the 24-hour period are listed at Table 8.9. Figure 8.22 shows the voltage
profile at the secondary side of the substation transformer and the transformer
OLTC profile. Values of operations of the tap for the 24-period are listed at
the Table 8.9. Figure 8.23 shows the voltage profile at the bus 2 and the shunt
capacitors bank switching profile. Table 8.9 lists the number of operations of the
switching of shunt capacitors. Figure 8.20 shows the voltage profile of the system
buses. Minimum voltage magnitude occurs at the bus 36 at 19.20 h and the value of
voltage deviation is 0.0121 pu. As a result of implementing the genetic algorithm,
best values of power generation size has been determined. These are listed at the
Table 8.8.
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Figure 8.16: Voltage profiles of system buses for case 4.
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Figure 8.17: Power losses profile for Case 3 and 4.
TABLE 8.8: Distribution generation size and location for case 5.
Wind Power PV Power
Buses 27 28 37 37 35 10
Power [kW] 1000 1500 700 1200 1300 300
TABLE 8.9: Results of Case 5.
Power OLTC Shunt capacitors bank Voltage
Losses Operations Position Operations Position min [pu] max [pu]
[pu] Nr min max Nr min max Bus 36 Bus 2
0.1252 14 6 9 6 0 1 0.9525 1.0052
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Figure 8.18: OLTC operations and voltage profile at bus 2 for case 4.
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Figure 8.19: SC operations and voltage profile at bus 2 for case 4.
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Figure 8.20: Voltage profiles of system buses for case 5.
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Figure 8.21: Power losses profile for Case 4 and 5.
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Figure 8.22: OLTC operations and voltage profile at bus 2 for case 5.
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Figure 8.23: SC operations and voltage profile at bus 2 for case 5.
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Figure 8.24: Voltage profiles of system buses for case 6.
TABLE 8.10: Results of Case 6.
Power OLTC Shunt capacitors bank Voltage
Losses Operations Position Operations Position min [pu] max [pu]
[pu] Nr min max Nr min max Bus 36 Bus 2
0.0902 8 6 9 0 0 0 0.9525 1.0052
8.7 Case 6
In case 6, based on the results of case 5, a genetic algorithm has been implemented
in order to find the proper schedule of reactive power injected or absorbed by
DG and the best position for the breaker switched shunt capacitor bank. For the
scheduling of reactive power, range used has been chosen between 0.95 capacitative
and 0.95 inductive. Figure 8.25 depicts the power losses of the system for the
study case 5 and 6. Total power losses for the 24-hour period are listed at Table
8.9. Figure 8.26 shows the voltage profile at the secondary side of the substation
transformer and the transformer OLTC profile. Values of operations of the tap for
the 24-period are listed at the Table 8.10. Figure 8.27 shows the voltage profile at
the low voltage side of the transformer and the shunt capacitors bank switching
profile. Figure 8.24 shows the voltage profile of the system buses. Minimum voltage
magnitude occurs at the bus 36 at 19.20 h and the value of voltage deviation is
0.0121 pu. As a result of the implementation of GA, power losses have been
reduced, the operations of OLTC minimised and the operations of the switching
of shunt capacitors minimised to zero (see Table 8.10).
Sergi Cabre´ Ramos
72
0 5 10 15 20
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Time [h]
Po
we
r l
os
se
s [
pu
]
 
 
Case 5
Case 6
Figure 8.25: Power losses profile for Case 5 and 6.
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Figure 8.26: OLTC operations and voltage profile at bus 2 for case 6.
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Figure 8.27: SC operations and voltage profile at bus 2 for case 6.
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TABLE 8.11: Results of study cases.
Case Vmin [pu] Vmax [pu] OLTC SC Plosses Voltage [pu]
oper. oper. [pu] deviation
0 0.9515 (Bus 37) 1.0052 (Bus 2) 8 0 0.2184 0.0139
1 0.9530 (Bus 37) 1.0052 (Bus 2) 16 0 0.1459 0.0117
2 0.9515 (Bus 37) 1.0053 (Bus 2) 6 12 0.1644 0.0139
3 0.9531 (Bus 37) 1.0052 (Bus 2) 16 6 0.1266 0.0117
4 0.9525 (Bus 37) 1.0052 (Bus 2) 14 6 0.1261 0.0121
5 0.9525 (Bus 37) 1.0052 (Bus 2) 14 6 0.1252 0.0121
6 0.9525 (Bus 37) 1.0052 (Bus 2) 8 0 0.0902 0.0121
8.8 Discussion
From Table 8.11 case 0, with no DG, has the worst values of power losses. However,
if comparing with case 1, the number of tap operations is twice. As a consequence
it will be affect to the transformer lifecycle. From case 2 and 3, it is shown that
the addition of distributed generation affects the operations number of OLTC and
shunt capacitors bank, increasing the former and reducing the latter. In case 4
and 5, the change of the DG location and DG generation size minimises slightly
the power losses from previous case 3 and 4, respectively. In case 6, power losses
have been improved a 58.7 % from those of case 0, OLTC operations are the same
and SC operations have been minimised to zero.
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Chapter 9
Conclusions
This thesis deals the integration of generation based on renewable energy and how
it affects the operation of the voltage regulation and reactive power distribution
network.
The integration of distributed generation into the power systems has been anal-
ysed. It has shown that this implementation affects to the regulating equipment
of the system.
In order to model a generation based on renewable energy, firstly energy sources
have been studied. The technologies have been revised and finally it has been seen
how to integrate distributed generation into the grid.
Voltage drop is one of the most important concerns in power systems so that volt-
age regulation and the reactive power control has an important role. Consequently,
an analysis of voltage regulating devices and power reactive control equipment has
been done.
Power flow analysis has been programmed, by formulating main equations of elec-
trical circuits. Then, first runs of power flow have been done by testing on different
power systems. In this manner the system object to study has been modelled.
When mathematically modelled a power system, there are some issues that have
to be taken into account. Issues such as control requirements, energy efficiency or
ROI provide the basis for optimization problems. Solving optimization problems
is achieved when there is an acceptable value for an objective function that is also
subject to limitations.
In this thesis it is modelled a power system based on a standard system and has
made a load flow analysis for different scenarios. It has been studied the impact
that distributed generation has on the system. It has been implemented various
optimisation algorithms based on the principle of natural selection to solve issues
such as the location, the level of generation or control of the power factor of the
connected generators.
All mathematical formulation and optimization algorithms have been performed
using the Matlab/Simulink program.
It is concluded that the implementation of the optimisation technique has improved
the energy efficiency.
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Appendix A
Modified IEEE 37-bus
system
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Figure A.1: Modified IEEE 37-bus test system.
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Appendix B
Load data
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TABLE B.1: System load data.
Generation Load
Bus Voltage PG QG PL QL Power Bus
Number (kV) (kW) (kVar) (kW) (kVar) Factor Type *
1 220 - - 0 0 1 2
2 25 0 0 0 0 1 3
3 25 0 0 146 66 0.91 0
4 25 0 0 116 56 0.9 0
5 25 0 0 146 70 0.9 0
6 25 0 0 87 42 0.9 0
7 25 0 0 194 99 0.89 0
8 25 0 0 340 164 0.9 0
9 25 0 0 456 221 0.9 0
10 25 0 0 349 169 0.9 0
11 25 0 0 514 234 0.91 0
12 25 0 0 437 224 0.89 0
13 25 0 0 679 329 0.9 0
14 25 0 0 349 169 0.9 0
15 25 0 0 601 308 0.89 0
16 25 0 0 349 169 0.9 0
17 25 0 0 912 442 0.9 0
18 25 0 0 349 159 0.91 0
19 25 0 0 485 235 0.9 0
20 25 0 0 485 248 0.89 0
21 25 0 0 437 211 0.9 0
22 25 0 0 582 282 0.9 0
23 25 0 0 354 171 0.9 0
24 25 0 0 349 169 0.9 0
25 25 0 0 437 224 0.89 0
26 25 0 0 582 282 0.9 0
27 25 0 0 524 223 0.92 0
28 25 0 0 592 287 0.9 0
29 25 0 0 353 171 0.9 0
30 25 0 0 631 323 0.89 0
31 25 0 0 432 221 0.89 0
32 25 0 0 582 314 0.88 0
33 25 0 0 524 268 0.89 0
34 25 0 0 679 348 0.89 0
35 25 0 0 582 314 0.88 0
36 25 0 0 437 236 0.88 0
37 25 0 0 518 265 0.89 0
*Bus type: 0 - PQ 1 - PV 2 - Slack 3 - PVT
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Appendix C
Lines data
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TABLE C.1: System lines data.
Bus line R X G B Distance Current Section
From To (Ω/km) (Ω/km) (S/km) (S/km) km Imax (A) mm2
2 3 0.0778 0.105 0 3.93E-05 3.09 397.50 400
3 4 0.125 0.114 0 3.31E-05 2.42 236.25 150
4 5 0.125 0.114 0 3.31E-05 2.4 236.25 150
5 6 0.206 0.124 0 2.78E-05 1.5 236.25 150
6 7 0.206 0.124 0 2.78E-05 1.45 236.25 150
5 8 0.125 0.114 0 3.31E-05 3.48 236.25 150
8 9 0.206 0.124 0 2.78E-05 0.36 236.25 150
9 10 0.206 0.124 0 2.78E-05 0.6 236.25 150
8 11 0.206 0.124 0 2.78E-05 1.56 236.25 150
11 12 0.206 0.124 0 2.78E-05 0.46 236.25 150
11 13 0.206 0.124 0 2.78E-05 0.3 236.25 150
3 14 0.206 0.124 0 2.78E-05 0.5 236.25 150
14 15 0.206 0.124 0 2.78E-05 0.61 236.25 150
14 16 0.206 0.124 0 2.78E-05 1.2 236.25 150
3 17 0.125 0.114 0 2.78E-05 1.2 311.25 240
17 18 0.125 0.114 0 3.31E-05 1.6 236.25 150
18 19 0.125 0.114 0 3.31E-05 3.45 236.25 150
19 20 0.206 0.124 0 2.78E-05 2.61 236.25 150
19 21 0.206 0.124 0 2.78E-05 2.48 236.25 150
17 22 0.125 0.114 0 3.31E-05 2.36 236.25 150
22 23 0.125 0.114 0 3.31E-05 1.46 236.25 150
23 24 0.206 0.124 0 2.78E-05 1.36 236.25 150
23 25 0.206 0.124 0 2.78E-05 2.1 236.25 150
23 26 0.206 0.124 0 2.78E-05 2.5 236.25 150
26 27 0.125 0.114 0 3.31E-05 1.46 236.25 150
26 28 0.125 0.114 0 3.31E-05 2.8 236.25 150
28 29 0.125 0.114 0 3.31E-05 1.34 236.25 150
29 30 0.206 0.124 0 2.78E-05 2.32 236.25 150
30 31 0.206 0.124 0 2.78E-05 3.78 236.25 150
30 32 0.206 0.124 0 2.78E-05 2.78 236.25 150
29 33 0.125 0.114 0 3.31E-05 2.2 236.25 150
33 34 0.206 0.124 0 2.78E-05 4.24 236.25 150
34 35 0.206 0.124 0 2.78E-05 3.24 236.25 150
35 36 0.206 0.124 0 2.78E-05 2.24 236.25 150
35 37 0.206 0.124 0 2.78E-05 1.8 236.25 150
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Appendix D
Power demand pattern
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Figure D.1: Power demand pattern.
Sergi Cabre´ Ramos
87
Appendix E
Voltage and reactive power
control equipment
TABLE E.1: OLTC transformer data.
Bus Power Voltage Impedance Regulation
From To (MVA) HV (kV) LV (kV) R (%) X (%) Steps Variation
1 2 20 220 25 0 12 21 ±10%
TABLE E.2: Shunt capacitors.
Substation capacitors
Bus Number Rated power (kvar)
2 3 200
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