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Let Ω be a Lipschitz domain in Rn, n ≥ 3, and L = divA∇ − B∇ be a second order ellip-
tic operator in divergence form with real coefficients such that A is a bounded elliptic ma-
trix and the vector field B ∈ L∞loc(Ω) is divergence free and satisfies the growth condition
dist(X, ∂Ω)|B(X)| ≤ ε1 for ε1 small in a neighbourhood of ∂Ω. For these elliptic operators
we will study on the basis of the theory for elliptic operators without drift terms the Dirichlet
problem for boundary data in Lp(∂Ω), 1 < p < ∞, and the regularity problem for boundary
data in W 1,p(∂Ω) and HS1.
The main result of this thesis is that the solvability of the regularity problem for boundary data
in HS1 implies the solvability of the adjoint Dirichlet problem for boundary data in Lp
′
(∂Ω) and
the solvability of the regularity problem with boundary data in W 1,p(∂Ω) for some 1 < p <∞.
In [KP93] C.E. Kenig and J. Pipher have proven for elliptic operators without drift terms that
the solvability of the regularity problem with boundary data in W 1,p(∂Ω) implies the solvability
with boundary data in HS1. Thus the result of C.E. Kenig and J. Pipher and our main result
complement a result in [DKP10], where it was shown for elliptic operators without drift terms
that the Dirichlet problem with boundary data in BMO is solvable if and only if it is solvable
for boundary data in Lp(∂Ω) for some 1 < p <∞.
In order to prove the main result we will prove for the elliptic operators L the existence of a
Green’s function, the doubling property of the elliptic measure and a comparison principle for
weak solutions, which are well known results for elliptic operators without drift terms.
Moreover, the solvability of the continuous Dirichlet problem will be established for elliptic op-
erators L = div(A∇+B)+C∇+D with B,C,D ∈ L∞loc(Ω) such that in a small neighbourhood
of ∂Ω we have that dist(X, ∂Ω)(|B(X)| + |C(X)| + |D(X)|) ≤ ε1 for ε1 small and that the
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In this thesis, we will study boundary value problems for elliptic operators L with real coef-
ficients in divergence form with singular drift terms and the corresponding real-valued scalar
solutions on a bounded Lipschitz domain Ω ⊂ Rn, n ≥ 3.
For elliptic operators L0 of the form L0 = divA∇, where the matrix A = (aij(X)) has real,
bounded measurable coefficients such that there exists λ > 0 with λ|ξ|2 ≤
∑
ij aij(X)ξiξj
for all ξ ∈ Rn and almost every X ∈ Ω, the Lax-Milgram Theorem implies that for every
f ∈W 12 ,2(∂Ω) there exists a unique weak solution u ∈W 1,2(Ω) with boundary data f , i.e.
ˆ
Ω
A∇u · ∇ϕ = 0 for all ϕ ∈ C∞0 (Ω)
and Tr(u) ≡ f on ∂Ω, where Tr is the trace operator. This means that the Dirichlet problem
L0u = 0 in Ω
u ≡ f on ∂Ω
is solvable for boundary data in W
1
2 ,2(∂Ω), where the last equality is to be understood in the
trace sense. The question if solvability still holds for other classes of boundary values was ex-
tensively studied. In [LSW63], it was shown that the continuous Dirichlet problem is solvable
for elliptic operators L0, i.e. for every f ∈ C0(∂Ω) there exists a unique u ∈ W 1,2loc (Ω) ∩ C0(Ω̄)
such that L0u = 0 in Ω and u ≡ f on ∂Ω.
What about boundary data in Lp(∂Ω)? Historically, the study of the Dirichlet problem with
boundary data in Lp(∂Ω) for elliptic operators of L0-type was initiated by B.E.J. Dahlberg in
[Dah77], where the Laplacian on Lipschitz domains was considered (the pullback of the Lapla-
cian on a Lipschitz domain leads to an elliptic operator of the form L0).
As one can see for example in [Dah79], the study of Dirichlet boundary data in Lp(∂Ω) is
related to the study of the non-tangential maximal function. Due to the fact that the contin-
uous Dirichlet problem is solvable for L0-type elliptic operators, one defines that the Dirichlet
problem with boundary data in Lp(∂Ω) is solvable for L0 (abbreviated (D)p), if for every
f ∈ C0(∂Ω) the weak solution u to the problem L0u = 0 in Ω and u ≡ f on ∂Ω satisfies
||u∗||Lp(∂Ω) ≤ C||f ||Lp(∂Ω), where (·)∗ denotes the non-tangential maximal function (see Defi-
nitions 5.1.1 and 5.1.2). This (D)p condition allows one to conclude that for every f ∈ Lp(∂Ω)
there exists a unique u ∈ W 1,2loc (Ω) such that L0u = 0 and u converges non-tangentially almost
everywhere to f on ∂Ω. Thus the question of interest is for which classes of elliptic operators
L0 the (D)p-condition holds.
Apart from the Dirichlet boundary value problem with data in Lp of great interests are also
other boundary value problems in particular the Lp Neumann problem and Dirichlet regularity
problem (or just regularity problem) where the data are in
W 1,p(∂Ω) = {f ∈ Lp(∂Ω); ∇T f ∈ Lp(∂Ω)},
5
where the unit vectors tangential to the boundary of Ω at Q are ~Ti(Q), or sometimes ~T (Q) to










|∇f(Q) · ~Ti(Q)|p dσ(Q))
1
p .
The most classical method for solving these types of boundary value problems (at least for
symmetric operators with coefficients of sufficient smoothness) is the method of layer potentials
[FJR78] for the Laplacian in Rn and [MT99], [MT01], [MT00] for variable coefficients operators.
What has been observed are intriguing relationships between various boundary value problems.
Of particular note is the duality between the Lp Dirichlet boundary value problem and W 1,p
′
regularity problem (p′ denotes the conjugate exponent of p in the whole thesis, i.e. 1p +
1
p′ =
1). It turns out that the Lp Dirichlet boundary value problem is solvable if and only if the
W 1,p
′
regularity problem is solvable for the same operator (assuming symmetry and sufficient
smoothness of the coefficients).
If one does not assume any restrictions on the smoothness of the coefficients nor the symmetry,
one has to follow a different path bypassing the shortfalls of the layer potential methods. This
path uses some new methods (see for example [KKPT00], Theorem 2.3), certain fundamental
properties of weak solutions of elliptic partial differential equations (e.g. the maximum principle,
the Harnack inequality) and very sophisticated way of integration by parts. For example in
[KKPT00], where the study of non-symmetric divergence form operators was initiated, it is
shown in two dimensions that the Dirichlet problem for boundary data in Lp for some (possibly
large) 1 < p <∞ is solvable if the matrix A is independent in one of the variables.
The results in the literature on the Dirichlet problem for boundary data in Lp(∂Ω) can be
categorized into three different types (see Chapter 5 for examples and the related papers):
• the solvability of the Dirichlet problem for boundary data in Lp(∂Ω) for a certain class
of operators is proven directly.
• perturbation results: under the assumption of the (D)p condition for one specific elliptic
operator, the solvability of the Dirichlet problem with boundary data in Lq(∂Ω) is proven
for a class of elliptic operators which are perturbations of that specific elliptic operator.
The index q might be equal to p or larger.
• consequences of the (D)p condition are proven, e.g. an interpolation and extrapolation
property, i.e. that (D)p implies (D)q for q ∈ (p − ε,∞) and some ε > 0, which means
that solvability is an open property with respect to the index p on (1,∞).
In contrast to the Dirichlet problem the regularity problem imposes some regularity on the
boundary data, e.g. f ∈ W 1,p(∂Ω) or f ∈ HS1(∂Ω). The study of the regularity problem for
elliptic operators L0 = divA∇ with A as above and symmetric was started by C.E. Kenig and
J. Pipher in [KP93]. They say that the regularity problem for boundary data in W 1,p(∂Ω)
is solvable (abbreviated by (R)p) if for every f ∈ W 1,p(∂Ω) ∩ C0(∂Ω) the weak solution u
to L0u = 0 in Ω and u ≡ f on ∂Ω satisfies ||N(∇u)||Lp(∂Ω) + ||u||Lp(Ω) ≤ C||f ||W 1,p(∂Ω),
where N(·) is a variant of the non-tangential maximal function. As for the Dirichlet problem,
the (R)p condition allows to conclude that for every f ∈ W 1,p(∂Ω) there exists a unique
u ∈ W 1,2loc (Ω) such that L0u = 0, u converges non-tangentially to f almost everywhere and
||N(∇u)||Lp(∂Ω) + ||u||Lp(Ω) ≤ C||f ||W 1,p(a∂Ω). The results on the regularity problem can be
categorized into the same three categories as for the Dirichlet problem.
In this thesis we are mostly dealing with two things: first, we will extend several well known
results for elliptic operators without drift terms or with drift terms in L∞ to singular drift
terms and, second, we will study consequences of the (R)HS1 condition, which we will define in
Definition 6.2.1.
In [GT01] it is shown that the continuous Dirichlet problem for elliptic operators of the form
Lu = div(A∇u+Bu) + C∇u+Du
is solvable for bounded B,C and D. In [HL01] S. Hofmann and J.L. Lewis consider singular
drift terms and it is shown there that the continuous Dirichlet problem is solvable for ellip-
tic operators of the above form with B,D ≡ 0 and the vector field C satisfies the growth
condition dist(X, ∂Ω)|C(X)| ≤ C for a constant C > 0 and dist(X, ∂Ω)|C(X)|2 dX is a Car-
leson measure. By applying a scaling argument (see the proof of Theorem 2.2.1) to the results
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in [GT01] and an integral version of Hardy’s inequality (see Lemma 2.1.2) we are able to
prove the solvability of the continuous Dirichlet problem for a similar, but different class of
coefficients than in [HL01]. We show that the continuous Dirichlet problem is solvable for
singular drift terms of the form B,C,D ∈ L∞loc(Ω) such that in a neighbourhood of ∂Ω one





φ ∈W 1,10 of that neighbourhood. The family of these elliptic operators is denoted by O. Thus
compared to [HL01] we need the smallness of ε1, but not the Carleson measure condition.
For elliptic operators without drift terms and no assumption on the smoothness of the matrix
A properties like the existence of a Green’s function, see [GW82], and the doubling property
of the elliptic measure, see [CFMS81], are well known and these properties are essential in the
study of the theory of boundary values in Lp for elliptic operators without drift terms and no
assumption on the smoothness of the matrix A. We will adapt the proofs for these well known
properties to the subset O0 ⊂ O, where L ∈ O is in O0 if C,D ≡ 0 and B is divergence free.
The major difficulty, why we have to restrict ourselves to this subset, is to prove the existence
of a Green’s function for L ∈ O and the adjoint L∗ of L. The assumption that C ≡ 0 ≡ D and
B is divergence free will make this possible.
The main motivation for this thesis is the paper [DKP10] by M. Dindoš, C.E. Kenig and J.
Pipher. They define the (D)BMO condition (for elliptic operators without drift terms), which
is the endpoint at∞ for the (D)p condition, and they prove that the (D)p condition is an open
condition with respect to the index p on (1,∞], where (D)∞ is to be understood as (D)BMO.
Precisely, they show that (D)BMO holds if and only if the corresponding elliptic measure is in
A∞ and therefore if and only if (D)p holds for some 1 < p <∞.
Motivated by the duality of BMO and H1, we define for L ∈ O0 the solvability of the regular-
ity problem for boundary data in HS1(∂Ω), abbreviated by (R)HS1 , which can be seen as the
natural extension of the definition of the (R)p condition for 1 < p <∞ given in [KP93]. With
Theorem 0.1 in [BB10] and the methods in [KP93] we will show that under the assumption
of the (R)HS1 condition for every f ∈ HS1 exists a unique weak solution u ∈ W
1,2
loc (Ω) with
boundary data f . Moreover, in [KP93] it is shown that (R)p for 1 < p < ∞ implies (R)HS1
(this result is contained in the proof of Theorem 5.2 of [KP93]) and (R)p+ε for some ε > 0
for symmetric elliptic operators without drift terms. By the characterisation of HS1 in terms
of a maximal function in [BD09] and the methods used in [KP93] and [She07] we will be able
to proof the extrapolation property of the (R)p condition at the endpoint (R)HS1 . Namely, we
show that (R)HS1 implies (R)p for some 1 < p < ∞. Thus the result of C.E. Kenig and J.
Pipher and our extrapolation result, which is the main result of this thesis, complement the
result in [DKP10].
The second motivation for investigating the (R)HS1 condition is the above mentioned dual-
ity of the Dirichlet problem with boundary data in Lp
′
(∂Ω) and the regularity problem with
boundary data in W 1,p(∂Ω). Since we do not assume symmetry of the matrix A, the question
precisely is, if the (D∗)p′ condition, which is the (D)p′ condition for the adjoint elliptic oper-
ator, is equivalent to the (R)p condition (the direction that (R)p implies (D
∗)p′ is proven in
[KP93]). The fact that most of the proven results for the Dirichlet problem have been proven
for the regularity problem as well (compare for example [Dah79] and [KP93] or [KKPT00] and
[KR09]) emphasizes the interest on that open problem. With the aid of Z. Shen’s main result
in [She07], we are able to simplify the requirements for a possible proof of that duality (see
Corollary 6.3.13).
Outline In Chapter 2, we will follow the ideas and proofs in [GT01], Chapter 8, and will com-
bine them with a variant of Hardy’s inequality to show that the continuous Dirichlet problem on
a Lipschitz domain Ω for elliptic operators L ∈ O is solvable. Further, we will follow [CFMS81]
and [HL01] to extend some results regarding the behaviour of weak solutions for L ∈ O at the
boundary. In the last section of Chapter 2 we will prove an approximation argument for elliptic
operators in O under the additional assumption that constant functions are weak solutions.
This approximation argument originates in [KP93] for L0 = divA∇ and A symmetric and is
extended to possibly non-symmetric A in [KKPT00].
In Chapter 3, we will prove the existence of a Green’s function for elliptic operators in O0 by
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adjusting the corresponding proof in [GW82], which deals with operators without drift terms.
In Chapter 4, we will introduce the harmonic measure and, as in [CFMS81], we will prove the
doubling property for elliptic measures and a comparison Theorem for weak solutions corre-
sponding to elliptic operators in O0, which are well-known results for elliptic operators without
drift terms.
In Chapter 5, we will look at the Dirichlet problem for boundary data in Lp(∂Ω) and we will
introduce the Ap-weights of Muckenhoupt. We will give a detailed proof based on Young’s
inequality for Orlicz spaces of a L log L–characterization for A∞ (the endpoint of Gehring’s
Lemma).
In Chapter 6, we will introduce the regularity problem on Lipschitz domains for boundary data
in the Hardy–Sobolev space HS1. We will show that, under the assumption that (R)HS1 holds,
for every f ∈ HS1 exists a unique weak solution u such that u converges non-tangentially to
f almost everywhere. Further, we will show that (R)HS1 implies (D
∗)p′ and (R)p for some
1 < p < ∞. In addition, we will introduce the (R)Cq condition for q < 1 and look at the
extrapolation property of the Neumann problem on the Hardy space H1 (the extrapolation
property for (N)p with 1 < p <∞ is proven in [KP93]).
In the last chapter, Chapter 7, we summarize some open problems, which appear in this thesis
and make suggestions for some further investigations.
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Elliptic Operators in Divergence
Form
In this chapter we consider elliptic operators in divergence form with singular drift terms on a
bounded Lipschitz domain Ω ⊂ Rn, n ≥ 3, i.e. operators of the form
Lu(X) = div(A(X)∇u(X) +B(X)u(X)) + C(X)∇u(X) +D(X)u(X) (2.1)
where A is a real bounded elliptic matrix and real B,C,D ∈ L∞loc(Ω) such that in a neighbour-





|∇φ| for all φ ∈W 1,10 in that neighbourhood (see the beginning of section 2.2 for the precise
definition).
A function u ∈ W 1,2loc (Ω) (the function space W
1,2
loc (Ω) and the domain Ω are defined in section




A∇u · ∇v + u B∇v − C∇u v −Duv = 0(≤ 0,≥ 0) (2.2)
for all v ∈ C10 (Ω) with v ≥ 0.
Using a scaling argument we see that a weak solution u for L ∈ O can locally on a ball centred
at X ∈ Ω with radius α = dist(X, ∂Ω)/2 be seen like a weak solution uα for Lα on a ball
of radius one which is approximately one away from the boundary, where Lα has bounded
coefficients Bα, Cα, Dα on that ball (see Theorem 2.2.1 for the precise argument). This means
that we can use the local results from [GT01], Chapter 8, where operators as in O but with
bounded B,C,D are considered. One can see section 2.2 as a generalization of Chapter 8 in
[GT01], especially since we will adapt the proofs from [GT01] with the aid of Lemma 2.1.2 to
show that the continuous Dirichlet problem is solvable for our type of elliptic operators.
For elliptic operators with bounded drift terms it is shown in [GT01] and for example in [Ken94]
(where the proof is given for operators of the form divA∇, but can easily be extended to
operators of the form (2.1) with bounded drift terms) that weak solutions in the interior of Ω
are Hölder continuous, satisfy the Harnack principle and the Cacciopoli inequality. Moreover,
it is shown that if
´
Ω
(Dv−B∇v) ≤ 0 or
´
Ω
(Dv+C∇v) ≤ 0 for all non-negative v ∈ C10 (Ω), the
maximum principle holds, and therefore that under the additional assumption that Ω satisfies
an exterior cone condition at every Q ∈ ∂Ω, one can find a unique u ∈ W 1,2loc (Ω) ∩ C0(Ω̄) for
every g ∈ C0(∂Ω) with
Lu = 0 in Ω
u ≡ g on ∂Ω.
This means that the continuous Dirichlet problem is solvable.
In [HL01] S. Hofmann and J.L. Lewis consider operators of the form Lu = divA∇u + C∇u
for A as above and the vector field C satisfies dist(X, ∂Ω)|C(X)| ≤ c for some c > 0 and
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dist(X, ∂Ω)|C(X)|2 dX is a Carleson measure. Among other things they show that the contin-
uous Dirichlet problem is solvable for these operators (see [KP01] as well). Thus if one compares
the operators in [HL01] and our operators in O one sees that we require the smallness of ε1,
but we do not impose the Carleson measure condition.
The main result of this chapter is that the continuous Dirichlet problem is solvable for operators
in O. We will start this chapter by defining the spaces W k,p(Ω) and the domain Ω. Then we
show the solvability of the continuous Dirichlet problem for elliptic operators in O. Further-
more, we will give detailed proof for some results about the behaviour of weak solutions at the
boundary, which are well known for operators without drift terms. At the end of this chapter we
prove an approximation argument for elliptic operators in a subclass of O. This approximation
argument originates in [KP93], section 7, for elliptic operators of the form L0 = divA∇ and A
symmetric and is extended to non-symmetric A in [KKPT00], page 257. The proof given in
[KKPT00] relies on the coercivity of L0. We will bypass the lack of coercivity by the usage of
the Green’s operator.
2.1 The spaces W k,p and Lipschitz Domains
In this section, we summarize well-known facts about the function spaces W k,p, Lipschitz
domains and the trace operator.
Let Ω ⊂ Rn be bounded and open. The dimension n will be larger than or equal to 3 in the
whole thesis, if it is not stated otherwise. For u ∈ L1loc(Ω), we say that v is the αth-weak







for all ϕ ∈ C |α|0 (Ω) where |α| =
∑n
j=1 αj . We denote the weak derivative v of u by D
αu.
Therefore Dαu is defined almost everywhere. A function is called weakly differentiable of order
k if all αth-weak derivatives exist for all |α| ≤ k. An integration by parts argument shows that,
if u ∈ Ck(Ω), the weak derivative of u coincides with the derivative of u for all α with |α| ≤ k.
The subspace of L1loc(Ω) of all weakly differentiable functions of order k for k an integer is
denoted by W k(Ω) and we define the space W k,p(Ω), 1 ≤ p <∞, by
W k,p(Ω) = {u ∈W k(Ω) : Dαu ∈ Lp(Ω), |α| ≤ k}





The completion of C∞0 (Ω) in W
k,p(Ω) is denoted by W k,p0 (Ω). We will use the following notation
throughout the thesis: Q,P denote points on ∂Ω and X,Y in Ω. For Z ∈ Rn and R > 0, the
open ball centred at Z with radius R is denoted by BR(Z) and r(B) denotes the radius of the
ball B. In addition
∆R(Q) = ∂Ω ∩BR(Q),
TR(Q) = Ω ∩BR(Q),
δ(X) = dist(X, ∂Ω),
(∂Ω)β = {X ∈ Ω : δ(X) < β},
Ωβ = Ω\(∂Ω)β .











Definition 2.1.1 (Ck,α-Domain; [GT01], page 94). We call a bounded domain Ω ∈ Rn a Ck,α-
domain, if at each point Q ∈ ∂Ω there exists a ball Br(Q)(Q) and a one-to-one mapping ψQ
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onto the unit ball B1(0) ⊂ Rn such that:
• ψQ(Br(Q)(Q) ∩ Ω) = B1(0) ∩ Rn+
• ψQ(Br(Q)(Q) ∩ ∂Ω) = B1(0) ∩ ∂Rn+
• ψQ ∈ Ck,α(Br(Q)(Q)), ψ−1Q ∈ Ck,α(B1(0)),
where Rn+ = {(x′, t) : x′ ∈ Rn−1, t > 0}.
Lemma 2.1.1. Let Ω be a C0,1-domain. Then there exists a finite sequence {Pj}j ∈ ∂Ω and a
constant R0 > 0 such that for every Q ∈ ∂Ω there exists a Pj with TR0(Q) ⊂ Tr(Pj)(Pj), where








+ ∩B 12 (0)) = ∂Ω.
All ψPj , ψ
−1
Pj




|X − Y | ≤ |ψ−1Pj (X)− ψ
−1
Pj
(Y )| ≤M |X − Y |
for allX,Y ∈ B1(0). This means that the image of a ballBr(Z) ⊂ B1(0) under any ψ−1Pj contains
a ball with radius at least 1M r. Thus for Z ∈ ∂R
n






















finishes the first part of the proof.
We have (∂Ω)R0/2 ⊂
⋃
Q∈∂ΩBR0(Q). A compactness argument justifies the existence of a finite
sequence {Qk}k ∈ ∂Ω such that (∂Ω)R0/2 ⊂
⋃
k TR0(Qk), which completes the proof.
Definition 2.1.2. A C0,1-domain is called a Lipschitz domain.
For Ω a Lipschitz domain, we see that Ω is locally the region above a Lipschitz graph ϕ
and so for Q = (x′, ϕ(x′)) ∈ ∂Ω we define AR(Q) = (x′, ϕ(x′) + R) and for X ∈ Ω we define
X̂ ∈ ∂Ω such that AR(X̂) = X for an appropriate R. Thus AR(Q) and X̂ are well defined in
each Ω ∩ BR0(Qk), where R0 and Qk are as in Lemma 2.1.1. This means that AR(Q) and X̂
depend on k, but we will omit the index k to maintain an easy readable notation.
The next lemma follows from the Hardy inequality, which originates in [Har20], (4). An in-









f(t)p dt for p > 1.
Lemma 2.1.2. Let Ω be a Lipschitz domain and B be a non-negative measurable function in
Ω with B(X) ≤ ε1δ(X) for some ε1 > 0 in (∂Ω)β and B(X) ≤ C in Ωβ. Then for ϕ ∈ W
1,s
0 (Ω)





















where φ is any non-negative, smooth function in Rn and ε > 0.
Proof. The first inequality follows from the integral version of the Hardy inequality and the
second from the first and an application of Young’s inequality.
In order to introduce the trace operator, let us observe that
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Theorem 2.1.3 ([GT01], Theorem 7.25). Let Ω be a Ck−1,1-domain. Then C∞(Ω̄) is dense
in W k,p(Ω), 1 ≤ p <∞.
For φ ∈ C∞(Ω̄) the map Tr : C∞(Ω̄)→ C0(∂Ω) defined by Tr(φ)(Q) = φ(Q) for Q ∈ ∂Ω is
well defined and is called the trace operator. From the results in [Ada75], section VII, the trace
operator is bounded from W k,p(Ω) to W k−
1
p ,p(∂Ω) for Ω a Ck−1,1-domain (for the definition
of fractional order Sobolev spaces see [Ada75]). We know from Theorem 2.1.3 that C∞(Ω̄) is
dense in W k,p(Ω) and so one can extend the trace operator to a bounded linear operator, which
we call Tr as well, on W k,p(Ω) with










for 1 < p < ∞ and Ω a Lipschitz domain. Roughly speaking, this means that by going to
the boundary, one looses 1p -th derivatives. By Theorem 7.55 in [Ada75] W
1,p
0 (Ω), which was
defined as the completion of C∞0 (Ω) under the norm of W
k,p(Ω), coincides with {φ ∈W 1,p(Ω) :
Tr(φ) = 0}.
In section 2.2, we will need the following results about traces.
Lemma 2.1.4. Let Ω be a Lipschitz domain, u ∈ W 1,20 (Ω) and v ∈ W 1,2(Ω), then uv ∈
W 1,10 (Ω).
Proof. There exist uk ∈ C∞0 (Ω) and vk ∈ C∞(Ω̄) with uk → u, vk → v in W 1,2(Ω) and
||uk||W 1,20 (Ω) ≤ C||u||W 1,20 (Ω). Since |ukvk − uv| ≤ |uk||vk − v|+ |v||u− uk| we get ukvk → uv in
W 1,1(Ω). Additionally, ukvk ∈ C∞0 (Ω) and so uv ∈W
1,1
0 (Ω).
Lemma 2.1.5. Let Ω be a Lipschitz domain and u ∈ W 1,p(Ω) be non-negative almost every-
where. Assume that u ≤ 0 on ∂Ω (understood in the trace sense) then u ∈W 1,p0 (Ω).
Proof. By the technique of mollifiers, we can choose non-negative φk ∈ C∞(Ω̄) with φk → u in
W 1,p(Ω). The definition of the trace operator implies Tr(φk) ≥ 0 and the boundedness of the




→ 0 as k → ∞. Hence Tr(u) ≥ 0 and therefore
Tr(u) = 0.
Lemma 2.1.6. Let u ∈ W 1,p(Ω) ∩ L∞(Ω) and M = sup∂Ω u, where the sup∂Ω is understood
in the trace sense, then max{u,M} −M ∈W 1,p0 (Ω).
Proof. By Lemma 2.1.5 we have |M | <∞. Moreover, max{u,M}−M ≥ 0 in Ω. The definition
of M implies max{u,M}−M ≤ 0 on ∂Ω and, by Lemma 2.1.5, max{u,M}−M ∈W 1,p0 (Ω).
2.2 The Continuous Dirichlet Problem
In this section, we will use Lemma 2.1.2 to extend the results in [GT01], Section 8, from
bounded to singular drift terms. We deal with elliptic operators in divergence form L as in (2.1)
on a bounded Lipschitz domain Ω ⊂ Rn (see Definition 2.1.2), n ≥ 3, with real, measurable
coefficients that satisfy1:
• there exists λ > 0 such that 〈A(X)ξ, ξ〉 ≥ λ|ξ|2 for all ξ ∈ Rn and almost every X ∈ Ω.
• there exists β > 0, ε1 > 0 and M > 0, with ε1 small such that
– δ(X)(|B(X)|+ |C(X)|+ |D(X)|) ≤ ε1 for almost all X ∈ (∂Ω)β
– ||A||L∞(Ω), ||B||L∞(Ωβ), ||C||L∞(Ωβ), ||D||L∞(Ωβ) ≤M
– the vector field B satisfies |
´
(∂Ω)β
B∇ϕ| ≤M ||∇ϕ||L1((∂Ω)β) for all ϕ ∈ C10 ((∂Ω)β)
1In order not to confuse readers, which are familiar with the notation used in the literature, we keep the
notation which is used in the literature, although this leads to a clash in the notation. For example D can
denote a function or the derivative. It will be always clear from the context or will be explained, which meaning
is to be considered.
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• positive constants are supersolutions, i.e.
´
Ω
(Dv − B∇v) ≤ 0 for all non-negative v ∈
C10 (Ω) (this implies by the result in [GT01] that a local maximum principle holds)
The family of elliptic operators that satisfy the above criteria is denoted by O = O(λ, β, ε1,M).
A function u ∈ W 1,2loc (Ω) is called a weak solution (subsolution, supersolution) for L ∈ O if
Lu = 0(≥ 0,≤ 0) in the weak sense, i.e.
L(u, v) =
ˆ
A∇u · ∇v + u B∇v − C∇u v −Duv = 0(≤ 0,≥ 0)
for all v ∈ C10 (Ω) with v ≥ 0.
The subfamily of operators in O with C ≡ 0 ≡ D and the vector field B being divergence free
in the sense of distributions is denoted by O0. Thus an operator L ∈ O0 is of the form
Lu = div(A∇u+Bu) = divA∇u−B∇u.
The symbol ≈ is used as an abbreviation for the following: We will write f ≈ g for two functions
defined on a given set E, in words that f is comparable with g, if there exists a constant C
which depends on λ, β, ε1,M,Ω and n such that
1
C f ≤ g ≤ Cf . We use Cζ or C(ζ) if we would
like to emphasize that the constant C depends on the parameter ζ.
Let us make a few comments on the restrictions imposed on the operators in O: For the
proofs in this section it will be essential that for L ∈ O the corresponding bilinear form
L : W 1,2(Ω) × W 1,20 (Ω) → R is bounded. This is the main reason for the restrictions im-
posed on the drift terms. We will give brief examples to show that the growth condition of
C and D cannot be relaxed to allow a growth like 1δ(X)1+ε for some ε > 0. To illustrate the
ideas, let us assume that we are on (0, 1) ⊂ R and that we restrict the view to the region close
to 0. We will write
´
0
to mean the integral over the interval (0, c0) for some c0 > 0 small.
If we assume that C(x) = 1x1+ε and we choose f(x) = x and g(x) = x
ε (where f symbolises








Similar thoughts work for D if we take f ≡ 1 instead.
For the term involving B it is different, since the derivative is applied to the function from
W 1,20 (Ω). Thus if we assume that B(x) =
1






x =∞. This example shows that in order for L : W
1,2(Ω)×W 1,20 (Ω)→ R to be bounded we






φ B∇ψ. The second term is bounded by C||φ||W 1,2(Ω)||ψ||W 1,20 (Ω). Therefore




B∇ϕ| ≤M ||ϕ||W 1,10 ((∂Ω)β) for all ϕ ∈W
1,1
0 ((∂Ω)β) and some M > 0. Obviously,
bounded vector fields B and vector fields B with bounded divergence (use the Poincare inequal-
ity) satisfy this assumption (with a possibly different M). Thus our assumption on B is weaker
than B being bounded or having bounded divergence. Let us give an example of an unbounded
vector field B with unbounded divergence that satisfies the assumption as well. For this let
Ω = [0, 1] × [0, 1] ⊂ R2 be the unit square and define B(x, y) = (xα, 1x ) for some 0 < α < 1.













φ ∈ W 1,10 (Ω), but B and the divergence of B are unbounded. If we choose α = 0, then we see
that B grows like 1δ(x) for x→ 0 and B has zero divergence.
The goal of this section is to prove that the continuous Dirichlet problem for elliptic operators
in O is solvable for ε1 small enough. If one looks at the proofs in [GT01] needed to prove
the solvability of the continuous Dirichlet problem for operators with bounded drift terms, one
realizes that they can be used in combination with Lemma 2.1.2 almost equally well for our
class of elliptic operators.
We start with an interior result. From the results for bounded coefficients in [GT01] and for
example [Ken94] we deduce the following:
Theorem 2.2.1. Let u ∈ W 1,2loc (Ω) be a non-negative weak solution for L ∈ O in the Lipschitz
domain Ω. Then u is Hölder continuous and it satisfies the Harnack principle and the Cacciopoli
inequality in the interior of Ω.
Proof. The proof follows from a scaling argument. For X in Ω let α = δ(X)2 and B̃α be the ball
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+ uα Bα∇φα − Cα∇uα φα −Dαuαφαα,
where Ω
1
α = {Z ∈ Rn : αZ ∈ Ω}. Hence uα is a solution to Lαu = div(Aα∇u + αBαu) +
αCα∇u + α2Dαu on Ω
1
α . The ball B̃α is transformed by the change of variables X = αZ to
B̃1, a ball with radius and distance to the boundary comparable to one. Since for example
α|Cα(Z)| = α|C(αZ)| ≈ 1 for all Z ∈ B̃1, the coefficients Aα, · · · , Dα are bounded on B̃1. The
results for bounded coefficients are applicable.
Theorem 2.2.1 still holds if B,C,D satisfy δ(X)2|D(X)| ≤ C and δ(X)(|B(X)|+ |C(X)|) ≤
C for some (possibly large) C > 0. But we will see in the following proofs that the methods
we use rely heavily on the smallness of ε1 and the boundedness of the bilinear functional L for
L ∈ O to prove that the continuous Dirichlet problem for L ∈ O is solvable.
Following Lemma 3.38 in [HL01], we get:
Theorem 2.2.2 (Maximum Principle). Let u, v ∈ W 1,2loc (Ω) be two weak solutions for L ∈ O
with lim supX→Q(u− v)(X) ≤ 0 in the Lipschitz domain Ω, then u ≤ v in Ω.
Proof. Since the coefficients of L are locally in L∞, we get u, v ∈ C0(Ω). Using a compactness
argument, we get the existence of a δ = δ(ε) > 0 for every ε > 0 such that u− v ≤ ε in (∂Ω)δ.
Assume that there exists X ∈ Ω such that (u − v)(X) > 2ε. Then δ(X) > δ and by the local
maximum principle we get sup∂(Ωδ)(u− v) > 2ε, which is a contradiction.
Lemma 2.2.3. Let Ω be a Lipschitz domain and L ∈ O. Then L(·, ·) is a bounded bilinear
functional on W 1,2(Ω) ×W 1,20 (Ω), i.e. for any ϕ ∈ W 1,2(Ω) we have that Lϕ (which we will
sometimes denote as Fϕ) is in (W
1,2
0 (Ω))
∗ with ||Lϕ||(W 1,20 (Ω))∗ ≤ C||ϕ||W 1,2(Ω).
Proof. It is enough to show that L(·, ·) is a bounded bilinear functional on W 1,2(Ω)×W 1,20 (Ω).








A∇ϕ · ∇v +B∇(ϕvψ) +B∇(ϕv(1− ψ))− (B + C)∇ϕ v −Dϕv.









. On Ωβ , we use the
L∞ bounds of the coefficients. On (∂Ω)β , we use the assumption on B, the Cauchy–Schwarz








(B + C)∇ϕ v| ≤ C||ϕ||W 1,2(Ω) ||v||W 1,20 (Ω).
Similar thoughts work for the other terms. Thus |L(ϕ, v)| ≤ C||ϕ||W 1,2(Ω) ||v||W 1,20 (Ω) and so
||Lϕ||(W 1,20 (Ω))∗ ≤ C||ϕ||W 1,2(Ω).
Lemma 2.2.4. Let Ω be a Lipschitz domain. For L ∈ O with ε1 sufficiently small, there exists







|u|2, where λ is the ellipticity constant of the matrix A.
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Proof. Using Lemma 2.1.2, we see that

















































The proofs of the following two theorems use the ideas of the proof of Theorem 8.3 in [GT01].
Theorem 2.2.5. Let Ω be a Lipschitz domain and L ∈ O. Then for F ∈ (W 1,20 (Ω))∗, there
exists a unique w ∈W 1,20 (Ω) such that Lw = F . Additionally, ||w||W 1,20 (Ω) ≤ C||F ||(W 1,20 (Ω))∗ . If




F 7→ w ∈W 1,20 (Ω) is called Green’s operator and will be denoted by G.
Proof. Lemma 2.2.4 implies that there exists σ = σ(O) such that the bilinear form Lσ corre-
sponding to Lσw = Lw − σw is bounded and coercive.
Define the embedding I : W 1,20 (Ω) → (W
1,2
0 (Ω))
∗ by Iw(v) =
´
Ω
wv. Then I is a compact
operator. The equation Lw = F for F ∈ (W 1,20 (Ω))∗ and w ∈W
1,2
0 (Ω) is equivalent to
Lσw + σIw = F.




∗ →W 1,20 (Ω).
Applying L−1σ to both sides from the left, we get the equivalent formulation
w + σL−1σ Iw = L
−1
σ F. (2.4)
Since I is compact and L−1σ is continuous, the operator (−σL−1σ I) : W
1,2
0 (Ω) → W
1,2
0 (Ω)
is compact. Moreover, the equation w − (−σL−1σ I)w = 0 is equivalent to Lw = 0. Thus
the maximum principle, Theorem 2.2.2, implies that only the trivial solution satisfies w −
(−σL−1σ I)w = 0. The Fredholm alternative, see Theorem A.0.24 in the Appendix, implies
that there exists a unique function w ∈ W 1,20 (Ω) such that (2.4) holds and the operator (id −
(−σL−1σ I)) has a bounded inverse. Thus
w = (id− (−σL−1σ I))−1L−1σ F.
with ||w||W 1,20 (Ω) ≤ C||F ||(W 1,20 (Ω))∗ . If F = Fϕ we get by Lemma 2.2.3 that ||w||W 1,20 (Ω) ≤
C||ϕ||W 1,2(Ω) and so the proof is complete.
Theorem 2.2.6. Let Ω be a Lipschitz domain and L ∈ O. Then for every ϕ ∈W 1,2(Ω), there
exists a unique u ∈ W 1,2(Ω) such that Lu = 0 and u ≡ ϕ on ∂Ω. Furthermore, ||u||W 1,2(Ω) ≤
C||ϕ||W 1,2(Ω).
Proof. Let w ∈ W 1,20 (Ω) be the solution to Lw = Lϕ. The existence of w is guaranteed by
Lemma 2.2.3 and Theorem 2.2.5. Define u = ϕ−w. So Lu = 0 in Ω and u ≡ ϕ on ∂Ω. Lemma
2.2.3 implies ||u||W 1,2(Ω) ≤ C||ϕ||W 1,2(Ω). The maximum principle gives uniqueness.
An important step for the proof of the solvability of the continuous Dirichlet problem for
elliptic operators with bounded drift terms in [GT01] is Theorem 8.25 in [GT01]. We will
combine the proof of Theorem 8.25 in [GT01] with Lemma 2.1.2 to get the result which is
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needed to conclude the solvability of the continuous Dirichlet problem for L ∈ O. Moreover we
include a new result, which follows from the same methods, for indices smaller one, which will
be used later to deal with (R)q for q < 1.
Theorem 2.2.7. Let Ω be a Lipschitz domain, L ∈ O, Q ∈ ∂Ω, 0 < R < min{β/4, R0} and
u ∈W 1,2(Ω).












sup{uM ,M} x ∈ Ω
M x /∈ Ω








for any 1 ≤ p < nn−2 where m = inf∂Ω∩B4R(Q) u and
u−m(X) =
{
inf{u(X),m} x ∈ Ω
m x /∈ Ω








for all q > 0.
Proof. We will prove the subsolution and supersolution results first and, at the end, will mention
the changes for the result about weak solutions.
By a scaling argument, we can assume that R = 1. Let ψ ∈ C10 (B4(Q)) and ū = u+M , if u is a
subsolution, and ū = u−m, if u is a supersolution. For β ∈ R\{0}, we define
v =
{
ψ2(ūβ −Mβ) if β > 0
ψ2(ūβ −mβ) if β < 0.
In the whole proof, β remains away from zero and the case β > 0(< 0) will be applied to u as a
subsolution (supersolution) only. Lemma 2.1.6 implies v ∈ W 1,20 (Ω) with v ≥ 0, and therefore
v is a valid test function.





(ψ2 + |∇ψ|2)ūβ+1, (2.5)
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which is (8.52) in [GT01]. To see this, we test with v and get
L(u, v) = +
ˆ
Ω

















= I + · · ·+ V
≤ 0 for u a subsolution and M̃ = M
≥ 0 for u a supersolution and M̃ = m.




|∇ū|2ūβ−1ψ2 ≤ II + III + IV + V.




(ψ2 + |∇ψ|2)ūβ+1 +(ε+Cεε1)(1+ |β|)
´
Ω
|∇u|2ūβ−1ψ2 for ε and ε1 small. Roughly
speaking, this follows from Lemma (2.1.2), ūβ − M̃β ≤ ūβ and the fact that u can be replaced




































|∇(ψ[ūβ − M̃β ]ū
β−1
2 )|2






































2 ψ)(Dψ(ūβ − M̃β)ū−
β−1
2 ). So V can











B∇ū ψ2(ūβ − M̃β) = IIIA + IIIB .
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≤ ε(1 + |β|)
ˆ
Ω




which completes claim (2.5). Observe that a smaller ε1 allows a smaller |β|. Let w = ū
β+1
2 , β 6=













ψ2 + |∇ψ|2 for β = −1
(2.6)
From the Poincaré inequality, we get the following for χ = nn−2 :
||ψw||L2χ ≤ C||(|∇ψ|w)||L2 + ||(ψ|∇w|)||L2 ≤ C(1 + |γ|)||(ψ + |∇ψ|)w||L2 .













p , then by Lemma A.0.25 in the Appendix we get
limp→∞Φ(p, r) = supBr(Q) ū and limp→−∞Φ(p, r) = infBr(Q) ū. By the definition of w and
(2.7), we have Φ(γχ, r1)
γ
















Φ(χγ, r1) for γ < 0 (2.9)
We can start the iteration on k with γ = pχm−k and rk = 1 + 1
2m−k






























Thus we see that Φ(χmp, 1) ≤ CΦ(p, 2). Sending m → ∞, we get the desired result for
subsolutions, whereby the closer p gets to 1, the closer γ gets to 1, i.e. the smaller ε1 has to be.
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For u a supersolution, we can use the same method of iteration to show that for fixed 0 < p0 <
p < χ we get
Φ(p, 2) ≤ CΦ(p0, 3) by (2.8) for 0 < γ < 1,
Φ(−p0, 3) ≤ CΦ(−∞, 1) by (2.9).
It remains necessary to show that there exists 0 < p0 < min{χ, p} such that Φ(p0, 3) ≤
Φ(−p0, 3). Using (2.6) for β = −1 we get with Ψ ≡ 1 on Br(Q),Ψ ≡ 0 on B2r(Q) and
|∇Ψ| ≤ C/r that
´
Br
|∇w| ≤ Crn−1. Theorem A.0.27 in the Appendix implies the existence of









e−p0w ≤ Cep0wB3(Q)e−p0wB3(Q) = C and therefore, since w = log ū, we
get Φ(p0, 3) ≤ CΦ(−p, 3) and so the supersolution result is proven.
For the result about weak solutions, let ū = u+M and v = ψ(ū
β −Mβ) for β 6= 0. Then, as
before, (2.5) holds for a constant C uniformly in β, if |β| stays away from zero. Therefore (2.8)
holds for γ > 0, whereby γ has to stay away from 1.
One can apply the same iteration as for subsolutions. In the case that there exists an m ∈ N
such that qχm = 1, one has to choose a slightly smaller q. Moreover, the smaller q is the smaller
ε1 has to be, since sup0<q0<q infm |q0χ
m − 1| → 0 as q → 0.
With Theorem 2.2.7 proven one can follow [GT01] to show that the continuous Dirichlet
problem is solvable. Since we did not prove Theorem 2.2.7 in such a generality as D. Gilbarg
and N.S. Trudinger in [GT01], we have to work a little bit more carefully.
Theorem 2.2.8. Assume that u is a weak solution in the Lipschitz domain Ω for L ∈ O, then













where σ(R) = osc∆R(Q)u and oscTR(Q)u = | supTR(Q) u− infTR(Q) u| and osc∆R(Q) accordingly.
Proof. We follow the proof of Theorem 8.27 in [GT01] and include a few lines since we did not
prove Theorem 2.2.7 in such a generality as in [GT01]. We define the following numbers:
M1 = supTR(Q) u, M4 = supT4R(Q) u, M = sup∂Ω∩B4R(Q) u,
m1 = infTR(Q) u, m4 = infT4R(Q) u, m = inf∂Ω∩B4R(Q) u.
We will consider first the case if M4 ≥ 0 and m4 ≤ 0. By the assumptions on L ∈ O, we
have that positive constants are supersolutions. Thus the functions M4 − u and u − m4 are
supersolutions. As in Theorem 2.2.7, we define
(u−m4)−m−m4 =
{
inf{u−m4,m−m4} x ∈ Ω
m−m4 x /∈ Ω,
and similarly for (M4 − u)−M4−M . Using this definition for the first inequality in each of the

















(u−m4)−m−m4 ≤ C(m1 −m4).
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Since Ω is a Lipschitz Domain, it satisfies a uniform exterior cone condition and so |B2R(Q)\Ω| ≥
CRn for a uniform constant C = C(Ω). Thus the two inequalities above imply
M4 −M ≤ C(M4 −M1),
m−m4 ≤ C(m1 −m4).
Adding them together, we are left with








oscTR(Q)u ≤ γ oscT4R(Q)u+ C osc∆4R(Q)u
for some 0 < γ < 1. The theorem in the case that M4 ≥ 0 and m4 ≤ 0 then follows from
Lemma A.0.26 in the Appendix.
In the other case we can assume without losing generality that 0 < m4 ≤ M4. As before we
then consider M4−u and u−m4. In order to repeat the previous argument it remains to show
that the result about supersolutions from the previous theorem can be applied to u−m4, which
is a subsolution. For this it is enough to show that (2.5) holds for β < 0 Therefore we define v
and M̃ as in the previous proof for supersolutions, then
L(u−m4, v) = I ′ + II ′ + III ′ + IV ′ = −m4
ˆ
Ω





Dψ2(ūβ − M̃β)︸ ︷︷ ︸
V I′
.




|∇ū|2ūβ−1ψ2 ≤ |II ′|+ · · ·+ |V I ′|.
Since |u −m4| ≤ u the terms II ′, III ′, IV ′ are treated as the terms II, III, IV . For V ′ and








Therefore, one can proceed as for the terms II, III, IV to bound the terms IV ′ and V I ′. Thus
(2.5) is proven for u −m4 and so one can apply the supersolution result of Theorem 2.2.7 for
the subsolution u −m4. One proceeds as in the case that m4 ≤ 0 and M4 ≥ 0 to finish the
proof.




is well defined, i.e. we can extend u to Ω̄ in a continuous way.
Lemma 2.2.10. Let L ∈ O and Ω be a Lipschitz domain. Assume that u is a weak solution
and osc∆R(Q)u→ 0 as R→ 0 for all Q ∈ ∂Ω, then u is uniformly continuous on Ω̄.
Proof. The proof is obvious since continuous functions on a compact set are always uniformly
continuous. Nevertheless, we will formulate a proof, which will provide a further result.
Fix ε > 0. Since Ω is a Lipschitz domain, Ω satisfies a uniform cone condition at every Q ∈ ∂Ω.
Let M = supΩ |u|. By Theorem 2.2.8, we see that there exists β1 > 0 depending on M and the
constants C and α in Theorem 2.2.8 such that
oscTβ1 (Q)u ≤ ε
for all Q ∈ ∂Ω, i.e. u is uniformly continuous on (∂Ω)β1/2.
It remains to be shown that oscBγ(X)u ≤ ε for some γ < β1/2 and all X ∈ Ωβ1/2. Weak solutions
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are Hölder continuous on Ωβ1/2. Thus, there exists α and C such that |u(X)− u(Y )| ≤ C|X −
Y |α. For |X−Y | < γ with γ small enough, depending on C, β1 and α we get |u(X)−u(Y )| < ε.
Hence
oscBγ(X̃)∩Ω̄u ≤ ε
for all X̃ ∈ Ω̄, where γ can be chosen in a way that it depends on ε and the constants in the
definition of the operator class O, but is independent of u.
Remark 2.2.11. Following the proof of Lemma 2.2.10, we see that a uniformly bounded se-
quence of weak solutions uk corresponding to a sequence of elliptic operators Lk ∈ O is equicon-
tinuous on Ω̄.
Finally, we can show that the continuous Dirichlet Problem for elliptic operators in O is
solvable:
Theorem 2.2.12. Let L ∈ O and Ω be a Lipschitz domain. For every g ∈ C0(∂Ω), there exists
a unique u ∈W 1,2loc (Ω) ∩ C0(Ω̄) such that Lu = 0 in Ω and u ≡ g on ∂Ω.
Proof. Choose {ϕm} ∈ C∞(∂Ω), which converge uniformly to g. Let um be the weak solution
to Lum = 0 in Ω and um = ϕm on ∂Ω (existence is guaranteed by Theorem 2.2.6). Define
αmk = sup∂Ω |ϕm − ϕk| (we also denote the weak solution with the constant boundary value
αmk by αmk), then limX→Qum − uk − αmk ≤ 0 for all Q, hence by the maximum principle
um − uk ≤ αmk. The same holds for uk − um and therefore
sup
Ω
|um − uk| ≤ sup
∂Ω
|ϕm − ϕk| → 0.
So um converges uniformly to some u ∈ C0(Ω̄) with u ≡ ϕ on ∂Ω. In addition, by the interior
Cacciopoli estimate we get
´
Ω′
|∇(um − uk)|2 → 0 for all compact Ω′ ⊂ Ω. The uniqueness of
limits implies u ∈ W 1,2loc (Ω), and since the coefficients are in L∞(Ω′), one sees that u is a weak
solution.
Uniqueness follows from the maximum principle.
We will finish this section with a result about subsolutions from [Sta65] for our type of
elliptic operators. The proof given in [Sta65] works equally well for L ∈ O. For completeness,
we will include this proof from [Sta65], which is based on the following Hilbert space result:
Corollary 2.2.13 (Corollary 2.1 in [Sta65]). Let B(·, ·) be a bilinear form on W 1,2(Ω)×W 1,2(Ω)




Let U ⊂ W 1,2(Ω) be a convex and closed subset with Tr(u) = Tr(g) for all u ∈ U . Then, for a
fixed f ∈ (W 1,2(Ω))∗, there exists a unique u ∈ U such that
B(u, v) ≥ 〈f, v〉
for all v ∈ Vu = {v ∈W 1,2(Ω) : it exists ε > 0 such that u+ εv ∈ U}.
Theorem 2.2.14. Let Ω be a Lipschitz domain and L ∈ O. Assume that u and v are subsolu-
tions, then w = max{u, v} is a subsolution.
Proof. We follow the proof of Theorem 3.5 in [Sta65]. Let U = {ϑ ∈ W 1,2(Ω) : Tr(ϑ) =
Tr(w), ϑ ≤ w}. Then U is closed and convex. Let Lσ be the bilinear form corresponding
to Lσ, σ > 0, which was defined in the proof of Theorem 2.2.5. Then Lσ is coercive on
W 1,20 (Ω)×W
1,2
0 (Ω) and so by Corollary 2.2.13, there exists a unique η ∈ U such that




for all ϕ ∈ Vη. Since all non-positive ψ ∈ C∞0 (Ω) are in Vη we get for all non-negative ϕ ∈ C∞0 (Ω)




σ(w − η)ϕ ≤ 0.
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This says that η is a subsolution. We claim that w ≤ η which clearly finishes the proof, since
it implies η = w. To see this, let ζ = max{u, η}, then ζ ∈ U . We will show that ζ = η. Since
ζ ∈ U , we get ζ − η ∈ Vη (choose ε = 1) and so, by (2.10),




Since u is a subsolution and ζ − η = 0 on the set where η ≥ u, we get
L(ζ, ζ − η) = L(u, ζ − η) ≤ 0.
Therefore, Lσ(ζ, ζ − η) ≤ σ
´
Ω
ζ(ζ − η). Thus
Lσ(ζ − η, ζ − η) ≤ σ
ˆ
Ω
(ζ − w)(ζ − η) ≤ 0,
since ζ − η ≥ 0 by the definition of ζ and ζ − w ≤ 0 by the definition of U . Therefore, ζ = η
and so u ≤ η. The same reasoning shows that v ≤ η and so w ≤ η.
2.3 Behaviour of weak solutions at the Boundary
In this section, we will study the behaviour of weak solutions, which vanish at a part of the
boundary. The first result we get is that weak solutions of that kind are viable test functions
for that part of the boundary.
Lemma 2.3.1. Let L ∈ O and Ω be a Lipschitz domain. Assume that u ∈ W 1,2loc (T2R(Q)) ∩
C(T2R(Q)) is a weak solution or a non-negative subsolution for L ∈ O on T2R(Q). In addition,
assume that u vanishes on ∆2R(Q). Then u ∈W 1,2(TR(Q)).
Proof. We modify the proof for weak solutions to elliptic operators of the form divA∇u in the
remark 1.2 of [CFMS81] for our type of elliptic operators.
Without losing generality, we can assume that R ≤ min{R0, β}. For s > 0 let ψ = [u− s]+φ2,
where φ ∈ C∞(Rn) with φ ≡ 1 on BR(Q) and 0 outside of B3R/2(Q) (we mutually extend u
to be 0 outside of T2R(Q)). Then ψ is non-negative and in W
1,2
0 (T2R(Q)). Hence it is a viable
test function and so




A∇u · ∇([u− s]+φ2) + u B∇([u− s]+φ2)− C∇u [u− s]+φ2 −Du[u− s]+φ2.























































where we used Young’s inequality with ε > 0. Treating the other terms in a similar manner







The monotone convergence theorem shows that u+ ∈W 1,2(TR(Q)). Thus the proof is complete,
if u is a non-negative subsolution. In case u is a solution, we use the fact that u+ and (−u)+
are by Theorem 2.2.14 subsolutions. One can repeat the proof for u+ and (−u)+ to conclude
that u ∈W 1,2(TR(Q)).
Lemma 2.3.2 (Cacciopoli’s inequality at the boundary). Let u ∈W 1,2loc (T2R(Q))∩C0(T2R(Q))








Proof. We repeat the proof of Lemma 2.3.1 with ψ = uφ2, where 0 ≤ φ ≤ 1 with φ ≡ 1 on







which completes the proof.
In [HL01] (Lemma 3.9), the Hölder Continuity up to the boundary for weak solutions was
proven for elliptic operators of the form divA∇+ C∇, with A and C as in the definition of O
and smooth. Since we have already proven that the continuous Dirichlet problem for L ∈ O is
solvable, the same proof can be extended to L ∈ O.
Lemma 2.3.3. Let Ω be a Lipschitz domain and u be a non-negative weak solution to L ∈ O,
















for ρ < R/4. For a given τ with ρ/2 ≤ τ ≤ ρ/8, let u0 be the solution to L0 = divA∇ on Tτ (Q)
with boundary values u. Existence is guaranteed by Theorem 2.2.12 since u ∈ C0(Tτ (Q)).
Define w = u− u0, then w ∈W 1,20 (Tτ (Q)) and so
0 = L(u,w)
0 = L0(u0, w).
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Using the boundary Hölder continuity, the boundary Cacciopoli estimate and Poincaré’s in-
equality for solutions to L0-type operators, we get





This and (2.11) imply for 0 < ν < τ :









Set θ = ντ . We can choose first ν small and then ε1 (and so ε̄) small enough, to get
Φ(u, θτ) ≤ 1
2
Φ(u, τ).
Iterating this, starting at τ = R8 and ending at
ρ







Φ(u, R8 ), where
θk+1R8 =
ρ
































The following Lemma, which is a consequence of the Harnack inequality and (2.12), finishes
the proof. The proof is taken from the proof in [Bau84] of Lemma 2.4.
Lemma 2.3.4. Let L,Ω, Q,R and u be as above, then u(X) ≤ Cu(AR(Q)) for all X ∈ TR(Q).
Proof. Without losing generality, we can assume that u(AR(Q)) = 1. Harnack’s inequality
says that there exist c1 > 2, c2 > 1 such that maxB 1
c1
δ(X)
(X) u ≤ c2 minB 1
c1
δ(X)
(X) u. Hence if

















u ≤ Cc−α1 max
Ts(P )
u.













Let M ≥ 1 be such that 2M ≥ c2 and let N = M + 5.
Suppose there exists Y0 in TR(Q) with u(Y0) ≥ cN2 = cN2 u(AR(Q)), then we claim that there is
a sequence {Yk} ∈ TR(Q) with δ(Yk) → 0 and u(Yk) → ∞, which contradicts the assumption
that u ≡ 0 on ∆2R(Q).
The Harnack inequality implies δ(Y0) < c
−N



















u(X) ≥ 2Mu(Y0) ≥ c1+N2 ,
i.e. there exists Y1 ∈ T(c−51 R)(Ŷ ) such that u(Y1) ≥ c
N+1
2 . Harnack’s inequality implies δ(Y1) ≤
c−N−11 R. Iterating these steps we obtain sequences Yk and Ŷk with
Yk ∈ T(c−5−(k−1)1 R)(Ŷk−1) ⊂ T 32R(Q), k ≥ 1
δ(Yk) ≤ c−N−k1 R
u(Yk) ≥ cN+k2 ,
which finishes the claim and so, the proof is complete.
2.4 An Approximation Argument
In this section, we will study the question if a sequence of weak solutions uk corresponding to
a sequence of elliptic operators Lk ∈ O and some fixed boundary values converge to the weak
solution u of the elliptic operator L and the same boundary values, if Lk converges in some
sense to L.
In [KP93] and in [KKPT00], it is shown that if Aj → A almost everywhere, then the weak
solutions
divAj∇uj = 0 in Ω
uj ≡ ψ on ∂Ω
for ψ ∈W 1,2(Ω) converge in W 1,2(Ω) to the weak solution u with divA∇u = 0 in Ω and u ≡ ψ
on ∂Ω. The proof is based on the fact that operators of the form divA∇ are coercive and that
solutions v ∈W 1,20 (Ω) to divA∇v = divψ for ψ ∈ L∞ are in W
1,p
0 (Ω) for some p > 2.
We will show the same for our type of elliptic operators under the restriction that constant
functions are weak solutions. The fact that our bilinear forms L(·, ·) are not coercive will be
bypassed by the usage of the Green’s operator G.
Lemma 2.4.1. Let L0, L1 ∈ O and Ω be a Lipschitz domain. Assume that u ∈ W 1,p10 (Ω) and




|(L0 − L1)(u, v)| ≤ C(||A0 −A1||Lp′1r′ (Ω) + ||δ(·)(B0 −B1)||Lp′1r′ ((∂Ω)β)
+ ||B0 −B1||Lp′1r′ (Ωβ) + ||δ(·)(C0 − C1)||Lp′1r′ ((∂Ω)β)
+ ||C0 − C1||Lp′1r′ (Ωβ) + ||δ(·)(D0 −D1)||Lp′1r′ ((∂Ω)β)
+ ||D0 −D1||Lp′1r′ (Ωβ)) ||u||W 1,p1 (Ω) ||v||W 1,p2 (Ω).




(C0 − C1)∇u v| ≤ ||∇u||Lp1 (Ω)
(
||(C0 − C1)v||Lp′1 ((∂Ω)β) + ||(C0 − C1)v||Lp′1 (Ωβ)
)
≤ C||∇u||Lp1 (Ω) (||(C0 − C1)δ(·)||Lp′1r′ ((∂Ω)β)
+ ||C0 − C1||Lp′1r′ (Ωβ)) ||v||W 1,p20 (Ω)
by Lemma 2.1.2.
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In the following, Fψ will denote Lψ = L(ψ, ·) for ψ ∈ C∞(Rn).
Lemma 2.4.2. Let L ∈ O with B,D ≡ 0 and Ω be a Lipschitz domain. Assume that u ∈
W 1,20 (Ω) (where we consider u ≡ 0 in Rn\Ω) satisfies Lu = Fψ in Ω with ψ ∈ C∞(Rn). Then,


















where the constant C is independent of R and X.
Proof. We adjust the proof for Lemma 7.1 in [KP93]. Let ϕ be a cut-off function for BR(X),
i.e. ϕ ∈ C∞0 (B 32R(X)) with values in [0, 1] and ϕ ≡ 1 on BR(X), |∇ϕ| ≤
C
R . We define the test
function v = (u − c0)ϕ2, where c0 = 0 if B 3
2R




Then, L(u, v) = Fψ(v), i.e.
ˆ
Ω
A∇u · ∇([u− c0]ϕ2)−
ˆ
Ω
C∇u (u− c0)ϕ2 =
ˆ
Ω





















= I + II + III + IV.








































Thus (2.14) holds for II. The terms III and IV are proven in a similar way. Therefore, if ε1










































(X) ∩ Ωc 6= ∅, then there exists a constant depending on the Lipschitz domain such that
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and so the Theorem is proven.
Remark 2.4.3. Lemma 2.4.2 can be extended to the case divB = D in the weak sense, i.e. to
L ∈ O, where constants are weak solutions. The reason for that is because for fixed X and R,
one can then assume that u is of the form u− c0. This allows for the usage of the same proof.
Lemma 2.4.4. Using the setting of Lemma 2.4.2, we get
||u||W 1,p0 (Ω) ≤ C||ψ||W 1,p(Ω)
for some p > 2.
Proof. Using Proposition 1.1, Chapter V, in [Gia83] (the proof is based on a Calderón–Zygmund
decomposition), we get
||∇u||Lp(Ω) ≤ C||∇u||L2(Ω) + C||∇ψ||Lp(Ω).
Theorem 2.2.5 implies that ||u||W 1,20 (Ω) ≤ C||ψ||W 1,2(Ω) and so the Cauchy–Schwarz inequality
completes the proof.
Lemma 2.4.5. Let Lj , L ∈ O with divB = D, divBj = Dj and ||Aj − A||Lq(Ω) → 0, ||δ(·)(B −
Bj)||Lq((∂Ω)β) → 0, ||B −Bj ||Lq(Ωβ) → 0 for 1 < q <∞ large and the same sort of convergence
for C and D as B. Let ψ ∈W 1,2(Ω) and u, uj ∈W 1,20 (Ω) be the solutions to Lu = Fψ = Ljuj,
then Luj → Lu in (W 1,20 (Ω))∗.
Proof. The proof is completed once we have shown that limj supϕ∈W 1,20 (Ω)
L(u−uj , ϕ) = 0. We
have
L(uj , ϕ) = Lj(uj , ϕ) + (L − Lj)(uj , ϕ)
= Fψ(ϕ) + (L − Lj)(uj , ϕ)
= L(u, ϕ) + (L − Lj)(uj , ϕ).
Thus it remains to show that (L − Lj)(uj , ϕ) → 0 uniformly in ϕ. This follows from Lemma
2.4.1 and the fact that ||uj ||W 1,p0 ≤ C||ψ||W 1,p(Ω) for some p > 2 by Lemma 2.4.4.
Lemma 2.4.6. Using the setting from Lemma 2.4.5, we get uj → u in W 1,20 (Ω).
Proof. We have seen that the Green’s operator G is a bounded operator from (W 1,20 (Ω))∗ to
W 1,20 (Ω). This implies that
||u− uj ||W 1,20 (Ω) = ||GL(u− uj)||W 1,20 (Ω) ≤ C||L(u− uj)||(W 1,20 (Ω))∗ .
Hence ||u− uj ||W 1,20 (Ω) → 0 by Lemma 2.4.5.
Lemma 2.4.7. Let L,Lj , ψ be as in Lemma 2.4.5. Assume that v, vj are the weak solutions to
Lv = Ljvj = 0 in Ω and v = vj = ψ on ∂Ω. Then vj → v in W 1,2(Ω).
27
Proof. For u, uj as in Lemma 2.4.5, we have v = ψ− u and vj = ψ− uj −wj for wj ∈W 1,20 (Ω)
the solution to Ljwj = Ljψ − Lψ. Similarly to before, we have
||wj ||W 1,20 (Ω) = ||GjLjwj ||W 1,20 (Ω)






Since ψ ∈ C∞(Rn), Lemma 2.4.1 implies ||wj ||W 1,20 (Ω) → 0 for j → ∞ and then ||v −
vj ||W 1,2(Ω) ≤ ||u− uj ||W 1,2(Ω) + ||wj ||W 1,2(Ω) → 0 by Lemma 2.4.6.
Corollary 2.4.8. With the setting of Lemma 2.4.7 we get vj → v uniformly in Ω̄.
Proof. The remark after Lemma 2.2.10 establishes that vj is equicontinuous, hence, by the
Arzela-Ascoli theorem, a subsequence vjk converges uniformly to v.
Suppose vj → v not uniformly in Ω̄. Then, for a ε > 0, there exists a subsequence vjn and points
Xn ∈ Ω such that |vjn(Xn)−v(Xn)| ≥ ε. Thus choosing k large enough such that |vjk−v| ≤ ε2 ,
we have |vjn−vjk | ≥ ε/2 for all n and all k large enough. Since vj is equicontinuous, there exists
a δ = δε such that |vj(X)− vj(Y )| ≤ 18ε for all j ≥ 0 and Y ∈ Bδ(X). Thus |vjn − vjk | ≥ ε/4
on Bδ(Xn). This contradicts the fact that vj → v in L2(Ω).
Corollary 2.4.9. Let Lj , L be as in Lemma 2.4.5. Assume that vj , v ∈ W 1,2loc (Ω) are the weak
solutions to Ljvj = Lv = 0 in Ω and vj ≡ f ≡ v on ∂Ω for f ∈ C0(∂Ω). Then vj → v
uniformly and in W 1,2loc (Ω).
Proof. Let ϕk be smooth functions converging uniformly to f and let vkj , v
k be the weak solutions
for Lj , L corresponding to the boundary data ϕ
k. Then the proof of Theorem 2.2.12 shows that
vkj converges uniformly and in W
1,2
loc (Ω) to vj as k →∞. The same applies to vk and v. Since
vj − v = (vj − vkj ) + (vkj − vk) + (vk − v)




For a linear differential operator L, a function G is called the Green’s function for L if
LG(X,Y ) = δ(X − Y ) in the sense of distributions.
In [GW82], M. Grüter and K.O. Widman considered elliptic operators of the form L0 = divA∇
on a bounded domain Ω, where A is as in the definition of O. They prove that there exists a
unique non-negative function G : Ω × Ω → [0,∞] such that for fixed Y ∈ Ω and every r > 0,
the function G satisfies:
• G(·, Y ) ∈W 1,2(Ω\Br(Y )) ∩W 1,10 (Ω)
• L0(G(·, Y ), φ) = φ(Y ) for all φ ∈ C∞0 (Ω).
In this chapter, we will show that the ideas in [GW82] can be extended to elliptic operators
in1 O0, i.e. we prove the existence of a Green’s function for a certain class of elliptic operators
with singular drift terms with no restriction on the smoothness of the matrix A.
If the coefficients of A are smooth, one sees that G(·, Y ) is smooth in Ω\{Y }. Of that is taken
advantage in [IR05] by A. Ifra and L. Riahi in order to prove that there exists a unique Green’s
function for elliptic operators with drift terms, which is comparable to the Green’s function
for the elliptic operator without drift term. Precisely, they considered operators of the form
L1u = L0u+B∇u for L0 = divA∇ with A smooth and B ∈ Kloc(Ω), where Kloc is defined as all
measurable vector fields in the Kato class Klocn+1(Ω) (see Definitions 4.1 and 4.2 in [IR05]). The
idea behind their proof is that the Green’s function G0 for operators of the form L0 = divA∇
for smooth A are smooth away the diagonal and the gradient of the Green’s function satisfies
an estimate of the form
G0(X,Z)|∇ZG0(Z, Y )|
G0(X,Y )
≤ C (Γ(X,Z) + Γ(Y,Z)) ,
for Γ(X,Z) = min{1, δ(Z)|X−Z|}
1
|X−Z|n−1 . This estimate allows one to express the Green’s func-
tion for L1 as an absolutely convergent infinite sum of terms involving G0, see [IR05], Theorem
5.1.
3.1 The Existence of a Green’s Function
We start this section by defining the weak Lp spaces
L∗p(Ω) = {f : Ω→ [0,∞], f measurable and ||f ||L∗p(Ω) <∞},
where ||f ||L∗p(Ω) = supt>0 t|{f > t}|
1
p and {f > t} = {x ∈ Ω : f(x) > t}.
1The class O0 was defined as all elliptic operators in O with C,D ≡ 0 and B is divergence free in the sense
of distributions, i.e. L ∈ O0 is of the form Lu = divA∇u−B∇u for B a divergence free vector field.
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Lemma 3.1.1. For any measurable set Ω and 1 < p <∞, one has








p(p−ε) ||f ||L∗p(Ω), (3.2)
where 0 < ε ≤ p− 1.










For the second inequality, we use the fact that ||f ||qLq(Ω) = q
´∞
0
λq−1|{f > λ}|dλ for 1 ≤ q <∞.
Thus
||f ||p−εLp−ε(Ω) = (p− ε)
(ˆ s
0
λp−ε−1|{f > λ}| dλ+
ˆ ∞
s
λp−ε−1|{f > λ}| dλ
)
for any s > 0. Using |{f > λ}| ≤ |Ω| for the first term and the definition of the || · ||Lp∗(Ω)-norm
for the second term, we get
||f ||p−εLp−ε(Ω) ≤ s





Choose s = |Ω|−
1
p ||f ||Lp∗(Ω), then
||f ||p−εLp−ε(Ω) ≤ |Ω|

















which completes the proof.
The next theorem is the extension of (1.1) Theorem in [GW82] to elliptic operators L ∈ O0.
The proof is an adjusted version of the proof in [GW82]. The assumption that B is divergence
free in the sense of distributions will be used to prove a lower bound, which will be crucial in
the proof.
Theorem 3.1.2. Let L ∈ O0 and Ω be a Lipschitz domain. There exists a non-negative function
G : Ω× Ω→ [0,∞], such that for each Y ∈ Ω and any R > 0
G(·, Y ) ∈W 1,2(Ω\BR(Y )) ∩W 1,10 (Ω) (3.3)
and for all φ ∈ C∞0 (Ω)
L(G(·, Y ), φ) = φ(Y ), (3.4)
i.e. LG(X,Y ) = −δX(Y ). We use the abbreviation G(X) = G(X,Y ) for Y ∈ Ω. Then G
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satisfies
G ∈ L∗ n
n−2
(Ω) with ||G||L∗ n
n−2
≤ C (3.5)
∇G ∈ L∗ n
n−1
(Ω) with ||∇G||L∗ n
n−1
≤ C (3.6)




G(X,Y ) ≤ C|X − Y |2−n (3.8)
G(X,Y ) ≥ C|X − Y |2−n for X ∈ B 1
2 δ(Y )
(Y ). (3.9)
where the constant C depends only on n, λ, ε1, M and the Lipschitz domain Ω.
Proof. We indicate the step we are currently taking in the long proof in small boxes.
Definition of Gρ: in the proof of Theorem 2.2.6, we have seen that L is a bounded linear
functional onW 1,20 (Ω)×W
1,2
0 (Ω). In addition, for u ∈W
1,2
0 (Ω), we have
´
u B∇u = 12
´
B∇(u2)
and so L(u, u) =
´
A∇u ∇u since B is divergence free in the sense of distributions. Thus the
bounded, bilinear functional L is coercive. Fix ρ > 0. For Bρ = Bρ(Y ), we define on W 1,20 (Ω)





Theorem 2.2.5 (or one can use the Lax Milgram Theorem directly) implies the existence of
Gρ ∈W 1,20 (Ω) such that L(Gρ, φ) =
ffl
Bρ
φ for all φ ∈W 1,20 (Ω).
Gρ is non-negative: for u ∈W 1,20 (Ω), one obviously has L(|u|, |u|) = L(u, u) and L(|u|, u) =







KL(Gρ, |Gρ|) for some K ≥ 1. This implies































Hence L(K−1|Gρ| −Gρ,K−1|Gρ| −Gρ) ≤ 0, i.e. Gρ − |Gρ|K = 0, and so Gρ ≥ 0.
||Gρ||L∗ n
n−2
(Ω) ≤ C: we use φ = [ 1t −
1
Gρ
]+ as a test function. First observe that for Γt =



















B∇([lnGρ − ln t]+) = 0.


































The fact that ln(
Gρ
t ) ≥ C on Γ2t implies t|{Gρ > t}|
n−2






























where we use the Poincaré inequality on Ω for the last inequality.
Gρ(X) ≤ C|X − Y |2−n for |X − Y | ≥ 2ρ: let R = |X − Y | ≥ 2ρ. If δ(X) ≥ R10 , then Gρ is
a solution on B R
10

















Hence Gρ(X) ≤ CR2−n for δ(X) ≥ R10 . If δ(X) ≤
R
10 , then B R10
(X) ∩ Bρ = ∅ and so Gρ is a
solution on T 1
10R







Hence (3.2) implies the same bound as before.
||∇Gρ||L∗ n
n−1
(Ω) ≤ C: fix R > 0 and assume first that R > 4ρ. Let η ≡ 1 outside of BR(Y )
and η ≡ 0 in BR
2
with |∇η| < C/R. Using Gρη2 as a test function, we get L(Gρ, Gρη2) = 0,
i.e. ˆ
Ω
A∇Gρ · ∇Gρ η2 + 2
ˆ
Ω
A∇Gρ · ∇η Gρη +
ˆ
Ω
B∇Gρ Gρη2 = 0.











Thus, by ellipticity and by the pointwise estimate Gρ(X) ≤ C|X − Y |2−n for |X − Y | > 2ρ we
get ˆ
Ω\BR(Y )
|∇Gρ|2η2 ≤ (Cε + Cεε1)
ˆ
Ω
(η2 + |∇η|2)G2ρ ≤ CR2−n.
For the R < 4ρ case, we use
´
Ω




Define Γ̃t = {|∇Gρ| > t} and R = t−
1
n−1 , then (3.1) implies t2|{Γ̃t ∩ Ω\BR(Y )}| ≤ Ct
n−2
n−1 .




n−1 , and so t
n
n−1 |Γ̃t| ≤ C.
Definition of G: We have seen that for each s ∈ [1, nn−1 ), Gρ is uniformly in W
1,s
0 (Ω) with
respect to ρ. By considering sequences ρν ↘ 0 and sν ↗ nn−1 , we can find a subsequence {Gρµ}
of the sequence {Gρν} and a function G ∈W
1,s
0 (Ω) for all s <
n
n−1 such that Gρµ ⇁ G weakly
in W 1,s0 (Ω) for s ∈ [1, nn−1 ). Hence, (3.7) is satisfied.
In the proof of Theorem 2.2.3, we have seen that for fixed φ ∈ C∞0 (Ω), L(·, φ) is a bounded
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linear functional on W 1,s0 (Ω). Hence L(Gρµ , φ)→ L(G,φ) and
L(G,φ) = lim
ρµ




φ = φ(Y ).
Lp norms are weakly lower-semicontinuous2. So for Γt = {G > t}, p = nn−2 and 0 < ε < p− 1,
we get






















p−ε . For ε → p − 1, we get ||G||L∗ n
n−2
≤ C, which is (3.5). The same
argument gives us ||∇G||L∗ n
n−1
≤ C, i.e. (3.6) holds.
We have seen that
´
Ω\BR |∇Gρ|
2 ≤ CR2−n for R > 4ρ, hence by going to another subsequence
we can assume that Gρµ ⇁ G in W
1,2
0 (Ω\BR(Y )) and
´
Ω\BR(Y ) |∇G|
2 ≤ CR2−n. Using the
Rellich–Kondrachov compactness Theorem (e.g. see [Eva98], page 272), we see that Gρµ → G
in L1(Ω). Thus by continuity Gρµ → G everywhere in Ω\{Y } and so G(X) ≤ C|X − Y |2−n.
This means that (3.8) is true.
We are not going to prove uniqueness. So let G be any function satisfying (3.3) and (3.4). Fix
X,Y ∈ Ω and assume that R = |X − Y | ≤ 12δ(Y ). Let φ ∈ C
∞
0 (Rn) be 1 on B 12R(Y ) and 0
outside of BR(Y ) with |∇φ| ≤ CR , then
1 = L(G,φ) =
ˆ










where we have used the fact that B is divergence free and that R ≤ 12δ(Y ) and so |B(X)| ≤ C/R









+G(X,Y )Rn−2 ≤ CRn−2G(X,Y ),
which is (3.9). Thus all statements of the Theorem are proven.
Since we did not prove uniqueness, we will define THE Green’s function as the Green’s
function constructed in the previous Theorem.
For the application later on, we need a result about the adjoint. Let G∗ denote the Green’s
function for the adjoint L∗v = divAT∇v −B∇v, where AT is the transpose of A.
Lemma 3.1.3. Let ajk be a double sequence in R with limj limk ajk = a, limk limj ajk = b.
Assume that limj ajk = a∞k uniformly in k and limk ajk = aj∞ uniformly in j. Then a = b.
Proof. We have
|a− b| ≤ |a− aj∞|+ |aj∞ − ajk|+ |ajk − a∞k|+ |a∞k − b|.
The assumptions imply:
• there exists N1 = N1(ε) such that |ajk − a∞k| < ε for all j > N1.
• there exists N2 = N2(ε) such that |a− aj∞| < ε for all j > N2.
2Let X be a Banach space, X∗ its dual and assume X 3 xn ⇁ x weakly in X. Then, for every x∗ ∈ X∗ with
||x∗||X∗ = 1, we have x∗(x) = lim inf x∗(xn) ≤ lim inf ||xn||. Since ||x||X = sup||x∗||X∗=1 x
∗(x), it follows that
the norm is weakly lower-semicontinuous, i.e. ||x||X ≤ lim inf ||xn||X .
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• there exists N3 = N3(ε) such that |ajk − aj∞| < ε for all k > N3.
• there exists N4 = N4(ε) such that |b− a∞k| < ε for all k > N4.
Thus for j, k > max{N1, N2, N3, N4} we have |a− b| < 4ε.
Theorem 3.1.4. Let L ∈ O0 and Ω be a Lipschitz domain. Then the Green’s functions G and
G∗ for L and L∗ with L ∈ O0 satisfy G∗(Y,X) = G(X,Y ) for X 6= Y .
Proof. The proof is taken from the proof (1.3) Theorem in [GW82]. For X 6= Y , we have
sequences {ρν} and {σµ} tending towards zero with ρν , σµ < 13 |X − Y | such that Gρν (·, Y )→
G(·, Y ) and G∗σµ(·, X) → G
∗(·, X) almost everywhere. Using them as test functions and the






Gρν (·, Y ) =: aνµ.
Since Gρν (·, Y ) is continuous on Bσµ(X) we get
 
Bρν (Y )
G∗(·, X) = Gρν (X,Y )
by sending σµ → 0. Sending ρν to zero then implies G∗(Y,X) = limρν→0Gρν (X,Y ). Since
G∗(·, X) is Hölder continuous away from X, the convergence is uniform. Repeating these steps
with G and G∗ replaced gives, by Lemma 3.1.3,
G∗(Y,X) = G(X,Y ), X 6= Y,
which completes the proof.
For a further application later in this thesis, we will need (1.8) Theorem from [GW82], which
we will prove with a slightly different proof than in [GW82].
Lemma 3.1.5. Let L ∈ O0, G be the corresponding Green’s function and Ω be a Lipschitz
domain. Then, there exists α > 0 such that
G(X,Y ) ≤ Cδ(Y )α|X − Y |2−n−α.
Proof. As in [GW82], we divide the proof into several cases.
δ(Y ) > 110 |X − Y |: by (3.8), we get
G(X,Y ) ≤ C|X − Y |2−n ≤ Cδ(Y )α|X − Y |2−n−α
for every α > 0.
δ(Y ), 110 |X − Y | >
1
10R0: obvious.
δ(Y ) ≤ 110R0 ≤
1
10 |X − Y |: the conditions imply, X /∈ B 12R0(Y ). Therefore, we can use the
Hölder continuity up to the boundary on T 1
4R0
(Ŷ ) ⊂ B 1
2R0
(Y ) and the boundedness of Ω to
get







(Ŷ )) ≤ Cδ(Y )α|X − Y |2−n−α.
δ(Y ) ≤ 110 |X − Y | ≤
1
10R0: define Σ = T 510 |X−Y |(Ŷ ). Let u be the weak solution for L
∗ in Σ
corresponding to the following continuous boundary data on ∂Σ:
≡ 1 on ∂Σ ∩ Ω
≡ 0 on ∆ 4
10 |X−Y |
(Ŷ )
∈ [0, 1] otherwise.
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For any Z ∈ ∂Σ ∩ Ω we have |X − Z| ≥ C|X − Y | and therefore, G(X,Z) ≤ C|X − Y |2−n.
Hence the maximum principle implies
G(X,Z) ≤ C|X − Y |2−nu(Z)






any Z ∈ T 2
10 |X−Y |
(Ŷ ). Thus, G(X,Y ) ≤ C|X−Y |2−n−αδ(Y )α, which completes the proof.
3.2 A Representation of the Green’s operator based on
the Green’s Function
Having proven the existence of a Green’s function for L ∈ O0 with Ω a Lipschitz domain, we
will now show how the Green’s function is related to the Green’s operator. We have seen that
the following two maps are bounded:
• the map L : W 1,2(Ω)→ (W 1,20 (Ω))∗ defined by u 7→ Lu = L(u, ·).
• the Green’s operator G : (W 1,20 (Ω))∗ →W
1,2
0 (Ω) with G(F ) defined as the unique solution
in W 1,20 (Ω) to LG(F ) = F .








G(X,Y )ψ(Y ) dY.
We claim that G(ψ) is in W 1,20 (Ω) with ||G(ψ)||W 1,20 (Ω) ≤ C||ψ||(W 1,20 (Ω))∗ . The boundedness of
G and L implies
||φ||W 1,20 (Ω) = ||GLφ||W 1,20 (Ω) ≤ C||Lφ||(W 1,20 (Ω))∗ ≤ C||φ||W 1,20 (Ω).
Using the fact that for z ∈ Z with Z a Banach space, ||z||Z = sup||z∗||Z∗=1 z
∗(z), Lemma
A.0.28 in the Appendix and the fact that L is surjective, the statement ||G(ψ)||W 1,20 (Ω) ≤
C||ψ||(W 1,20 (Ω))∗ is equivalent to
|L∗(φ,G(ψ))| ≤ C||φ||W 1,20 (Ω)||ψ||(W 1,20 (Ω))∗ (3.10)




L(G(·, Y ), φ)ψ(Y ) dY =
ˆ
Ω
φ(Y )ψ(Y ) dY.
Thus (3.10) holds and so G(ψ) ∈W 1,20 (Ω) with LG(ψ) = ψ. This means that G(ψ) is a solution
in W 1,20 (Ω) to LG(ψ) = ψ. This solution is uniquely given by G(ψ), hence G(ψ) = G(ψ). The
inequality (3.10) allows the extension to (W 1,20 (Ω))
∗ and so we conclude that G(ψ) = G(ψ) for




In this chapter, we will introduce the elliptic measure for elliptic operators L ∈ O, which is a
consequence of the solvability of the continuous Dirichlet problem and the maximum principle.
Furthermore, we will follow the ideas in [CFMS81] to prove that the elliptic measure for L ∈ O0
is doubling and that weak solutions to L ∈ O0, which vanish at a part of the boundary, satisfy
a comparison principle.
4.1 Definition of the Elliptic Measure
In order to introduce the elliptic measure, we will need the following definitions from [Rud66],
2.15 Definition and 2.16 Definition:
Definition 4.1.1. A non-negative Borel measure µ on a locally compact Hausdorff space X is
called regular if and only if every Borel set E is outer and inner regular, i.e.
µ(E) = inf{µ(V ) : E ⊂ V, V open},
µ(E) = sup{µ(K) : K ⊂ E,K compact},
where the second equality has to hold if E is open or E is Borel with µ(E) <∞.
A set E is called σ-compact if E is a countable union of compact sets.
Theorem 4.1.1 (Riesz Representation Theorem). Let X be a locally compact, σ-compact Haus-
dorff space. For any positive linear functional Λ on C00 (X), there exists a unique regular Borel





The regularity of µ implies that for every Borel set E with µ(E) < ∞ and every ε > 0, there
exist a closed set B, with B ⊂ E and an open set A with E ⊂ A, both depending on ε > 0,
being such that µ(A\B) < ε.
Proof. See [Rud66] 2.14 Theorem and 2.17 Theorem.
In Theorem 2.2.12, we have seen that if Ω is a Lipschitz domain and L ∈ O, there exists a
unique u ∈ W 1,2loc (Ω) ∩ C0(Ω̄) for every g ∈ C0(∂Ω), such that Lu = 0 in Ω and u = g on ∂Ω.
By the maximum principle, we have ||u||L∞(Ω) ≤ ||g||L∞(Ω). Thus for every fixed X ∈ Ω the
map defined by
C0(∂Ω) 3 g 7→ u(X)
is a positive, bounded linear functional on C0(∂Ω). The Riesz Representation Theorem implies






i.e. every L ∈ O gives rise to a family of regular Borel measures {wXL }X∈Ω. If it is clear
about which family of regular measures we are speaking, we will omit the index L and write
wX instead of wXL . Moreover, we will write w instead of w
X0 if we speak about a fixed X0.
Without losing generality, we can assume that 0 ∈ Ω and that this fixed X0 = 0. So w is to be
understood as w0.
Let B be the collection of Borel sets (i.e. the smallest σ-algebra containing all open subsets of
∂Ω) and define
NX = {N ⊂ B ∈ B : wX(B) = 0},
WX = {N ∪B : N ∈ NX , B ∈ B}.
Then wX can be extended to a measure on WX . The sets in WX are the wX -measurable sets.
The following Lemma shows that WX is independent of X.
Lemma 4.1.2. Let L ∈ O and E ∈ B with wX0(E) = 0 for some X0 ∈ Ω. Then wX(E) = 0
for all X ∈ Ω.
Proof. We follow the proof [Ken94], Lemma 1.2.7. We know that wX is a regular Borel measure.
Thus, by the Definition 4.1.1, it is enough to show that wX0(K) = 0 for any compact K and
some X0 ∈ Ω implies wX(K) = 0 for all X ∈ Ω.
Regularity of wX0 says that for ε > 0, there exists an open U = Uε ⊂ ∂Ω such that K ⊂ U and
wX0(U) ≤ ε. Urysohn’s Lemma (see [Rud66], page 39) provides the existence of g ∈ C0(∂Ω)
with 0 ≤ g ≤ 1, g ≡ 1 on K and supp g ⊂ U . Let v be the weak solution for L with boundary
values g. Harnack’s inequality implies that for X ∈ Ω there exists C(X,X0) such that
v(X) ≤ C(X,X0)v(X0) ≤ C(X,X0)ε,
i.e. wX(E) ≤ C(X,X0)ε. Since the choice of U is independent of X and X0, the proof is
complete.
Lemma 4.1.2 tells us that the family of regular measures {wX}X∈Ω is absolutely continuous
with respect to each other. Thus, by the Radon-Nikodym Theorem (e.g. see [Rud66], 6.9





Definition 4.1.2. For X0 ∈ Ω, we define the σ-algebra W = NX0 ∪ B (which is well-defined
by Lemma 4.1.2). The family {wXL }X∈Ω of regular Borel measures on the σ-algebra W is called
the family of elliptic measures corresponding to L. For a fixed X0 ∈ Ω, we call wX0 the elliptic
measure for L at X0. Sets in W are called w-measurable.
More details about the elliptic measure (which is called the harmonic measure for L = ∆ in
the literature) can be found in [Hel75] for example.
An application of the definition of the elliptic measure is the following representation formula




φ(Q) dwX(Q) is the weak solution with boundary data φ. Moreover, φ − u ∈








A∇φ(Y ) · ∇YG(X,Y ) +G(X,Y )B∇φ(Y ) dY. (4.2)
Having defined the elliptic measure, it is natural to ask if the elliptic measure is absolutely
continuous with respect to the surface measure. In general, the answer is false. In [CFK81]
L. Caffarelli, E. Fabes and C.E. Kenig have constructed an elliptic operator L0 = divA∇, for
which the elliptic measure w is completely singular with respect to the surface measure. The
proof is based on a Theorem of Beurling and Ahlfors in [BA56] on quasi-conformal maps.
If one has an elliptic operator for which the previous question is answered with yes, one might
37
wonder how ”nicely” the Radon-Nikodym derivative dwdσ , called the Poisson kernel, behaves.
We will shed some light on this question later on. Once we have defined what is meant by
solvability of the Dirichlet problem for boundary data in Lp(∂Ω), we will see that a reverse
Hölder property of the Poisson kernel is equivalent to the solvability of the Dirichlet problem
for boundary data in Lp(∂Ω).
4.2 The Doubling Property and a Comparison Theorem
for L ∈ O0
In this section, we use the ideas in [CFMS81] to prove that the elliptic measure for L ∈ O0 is a
doubling measure. This result will allow us to prove a comparison Theorem for weak solutions
to L ∈ O0 as in [CFMS81].
Firstly, we will show that wX(E) for E ∈ W and L ∈ O is a weak solution. For this, we need
the following Lemma:
Lemma 4.2.1. Let L ∈ O and Ω be a Lipschitz domain. Assume uj ∈ W 1,2loc (Ω) are weak
solutions which converge on all compact subsets K ⊂ Ω uniformly to a function u, then u ∈
W 1,2loc (Ω) is a weak solution.
Proof. Fix K ⊂ Ω. Then by the assumption on {uj}j , there exists Nε,K such that ||uj −
uk||L∞(K) ≤ ε for all k, j ≥ Nε,K . Let K ′ ⊂ O ⊂ K ⊂ Ω for K ′ compact and O open. Then
Cacciopoli’s inequality, applied to the non-negative functions [uj − uk]+ and [uk − uj ]+, which
are subsolutions by Theorem 2.2.14, implies that
ˆ
K′
|∇(uj − uk)|2 ≤ C(K,K′)ε
for j, k ≥ Nε,K . Thus {∇uj}j is a Cauchy sequence in L2(K ′) and converges to a vector field















i.e. F = ∇u on K ′. The coefficients of L are in L∞(K ′) hence
L(u, φ) = lim
j
L(u− uj , φ) = 0
for all φ ∈ C∞0 (K ′). Since for every φ ∈ C∞0 (Ω) one can find K ′ ⊂ O ⊂ K ⊂ Ω as above with
suppφ ⊂ K ′, we see that u is a weak solution with u ∈W 1,2loc (Ω).
Lemma 4.2.2. Let L ∈ O and Ω be a Lipschitz domain. For E ∈ W we have that wX(E) is
a weak solution.
Proof. The proof can be found in [Ken94], whereas we will add some details. First, we show
that the conclusion of the Lemma holds for open sets U ∈ B and second, for general sets in W.
Choose Kj ⊂ U compact with wX(U\Kj) → 0 and gj for Kj and u as g for K and u in the
proof of Lemma 4.1.2. We call the corresponding solutions vj . In the proof of Lemma 4.1.2,
we have seen that vj converges uniformly on any compact subset to w
X(U). Thus, wX(U) is a
weak solution by Lemma 4.2.1.
Having proven the Lemma for open sets, we consider general E ∈ W. For E ∈ W we can
find, on the one hand, open sets Uj with Uj ↓ and a set Z ∈ W with w(Z) = 0 such that
E =
⋂
j Uj ∪ Z. On the other hand, let Kj ⊂ E be compact with Kj ↑,
⋃
j Kj ∪ Z̄ = E for
another w-null set Z̄. Then the regularity of the elliptic measure implies
0 ≤ wX0(Uj)− wX0(E) ≤ wX0(Uj\Kj) ≤ ε
for j large enough.
Since Uj\Kj is open, we can apply Harnack’s inequality to get wX(Uj\Kj) ≤ CKε for all X
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in a fixed compact K. Thus wX(Uj)→ wX(E) uniformly in X on K. Lemma 4.2.1 completes
the proof.
We are now able to prove that the elliptic measure wX0L for L ∈ O0 is doubling. We adapt
the proof in [CFMS81] to elliptic operators in O0.
Lemma 4.2.3. Let Ω be a Lipschitz domain and L ∈ O0 with G and wX the corresponding




Rn−2G(X,AR(Q0)) ≤ wX(∆R(Q0)) ≤ CRn−2G(X,AR(Q0)).
Proof (compare [CFMS81]). Choose ϕ ∈ C∞0 (Rn) with 0 ≤ ϕ ≤ 1, ϕ ≡ 1 on BR(Q0), ϕ ≡ 0
on B2R(Q0)
c and |∇ϕ| ≤ CR . Then, applying the representation (4.2) for the weak solution u




A∇ϕ(Y ) · ∇YG(X,Y )−
ˆ
Ω















where we have used Cacciopoli’s inequality and Hölder continuity up to the boundary for
solutions to L∗ in the last inequality. Thus the proof for the second inequality is complete.
For the other inequality, observe that (3.8) gives the bound G(X,Y ) ≤ C|X − Y |2−n for all
X,Y ∈ Ω. Hence G(X,AR(Q0)) ≤ CR2−n for X ∈ ∂(Bc0R(AR(Q0))) for some small c0.
Theorem 2.2.8 implies that wX(∆R(Q0)) ≥ C for X ∈ ∂(Bc0R(AR(Q0))). Therefore
Rn−2G(X,AR(Q0)) ≤ CwX(∆R(Q0))
for all X ∈ ∂(Bc0R(AR(Q0))). The maximum principle implies that the former inequality holds
on X ∈ Ω\Bc0R(AR(Q0)).
Corollary 4.2.4 (Doubling). Let wx be the elliptic measure for L ∈ O0. Then there exists
C > 0 such that for X ∈ Ω\T4R(Q0) we have
wX(∆2R(Q0)) ≤ CwX(∆R(Q0)).
Proof. Combine the Harnack inequality for the adjoint L∗ and Lemma 4.2.3.
Having proven the doubling property of the elliptic measure for L ∈ O0, the Lebesgue
differentiation Theorem (e.g. see [Ste93], page 13) implies that the Radon-Nikodym derivative,






where the limit is to be understood as any sequence of surface balls ∆j such that Q ∈ ∆j+1 ⊂ ∆j
and
⋂
j ∆j = {Q}. We continue with following [CFMS81] to prove a comparison Theorem for
weak solutions:
Theorem 4.2.5 (Comparison Theorem). Let L ∈ O0 and Ω be a Lipschitz domain. Assume u









Proof, compare [CFMS81]. Without losing generality, we can assume that R ≤ R0. If Ω′ ⊂ Ω,





for X ∈ T4R(Q0). This means that the restriction of L onto T4R(Q0) is in O0. Hence by
Theorem 2.2.12 and Corollary 4.2.4, the elliptic measure wXT4R(Q0) for the restriction of L onto
T4R(Q0) exists and is doubling.
Let β = ∂T4R(Q0) ∩Ω and α = ∂T4R(Q0) ∩ΩR. By the doubling property we have wXT4R(β) ≤
CwXT4R(α) for X ∈ TR(Q0). Hölder continuity up to the boundary implies that u(X) ≤
Cu(AR(Q0)) for all X ∈ TR(Q0), thus
u(X) ≤ Cu(AR(Q0))wXT4R(β)
for all X ∈ ∂TR(Q0) and, by the maximum principle, for all X ∈ TR(Q). Harnack’s inequality




for all X ∈ TR(Q0). Thus
u(X) ≤ Cu(AR(Q0))wXT4R(β)




i.e. the Comparison Theorem is proven.
40
Chapter 5
The Dirichlet Problem for
boundary data in Lp(∂Ω)
In Chapter 2, Theorem 2.2.12, we have seen that if L ∈ O and Ω is a Lipschitz domain, then
for every g ∈ C0(∂Ω) a unique function u ∈W 1,2loc (Ω) ∩ C0(Ω̄) exists, such that
Lu = 0 in Ω
u ≡ g on ∂Ω.
The proof relies on the fact that one can find smooth gj (precisely gj ∈ W
1
2 ,2(∂Ω)) which
converge uniformly on ∂Ω to g. This uniform convergence in combination with the maximum
principle is able to prove the solvability of the continuous Dirichlet problem.
In general, one cannot find smooth gj which converge uniformly to g for g ∈ Lp(∂Ω) . Thus the
method used to solve the continuous Dirichlet problem breaks down to conclude the existence
of a unique weak solution u ∈W 1,2loc (Ω), which has boundary data g ∈ Lp(∂Ω) in some sense.
The following chapter will deal with boundary data in Lp(∂Ω). After a short motivation for
the non-tangential maximal function, we will define the solvability of the Dirichlet problem for
boundary data in Lp(∂Ω) (abbreviated by (D)p) and then will go on to prove some consequences
of the (D)p condition. The definitions and results are well known for elliptic operators without
drift terms.
5.1 Definition of the (D)p condition
Let us start this section by considering the Laplacian L = ∆ on the unit ball B = B1(0). The
function P : B ×B → [0,∞] defined by
P (X,Y ) = wn
1− |X|2
|X − Y |n
,
where wn is the positive constant such that
´
∂B
P (X,Y )dσ(Y ) = 1 for all X ∈ B, is the Poisson
kernel for L = ∆ on B (see [Fol95], page 95 for more details). For g ∈ L1(∂B), let u be the
Poisson integral of g, i.e.
u(X) = P (g)(X) =
ˆ
∂B
P (X,Y )g(Y ) dσ(Y ).
It is fairly obvious to see that u is harmonic in B, but less obvious if u ≡ g on ∂B. In [Fol95],
(2.48) Theorem, it is shown that if g ∈ C0(∂B), then u extends continuously onto B̄ and u ≡ g
on ∂B. Moreover, for g ∈ Lp(∂B), 1 ≤ p < ∞, it is shown that ur(Q) = u(rQ), 0 < r < 1,
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converges in Lp(∂B) to g for r → 1. The proof makes use of the fact that the operator
Pr : L
p(∂B)→ Lp(∂B)
Pr(g) = (P (g))r = ur
is uniformly bounded in Lp(∂B) with respect to r. A similar uniform bound will allow us to
conclude the almost everywhere convergence of ur to g. We have a look at the set, where ur
does not converge to g. Choose continuous gj ∈ C0(∂B) which converge almost everywhere
and in Lp(∂B) to g ∈ Lp(∂B), 1 ≤ p <∞. Let uj be the Poisson integral of gj . Then we have
|{Q ∈ ∂B : lim
r→1
sup |ur(Q)− g(Q)| > 3ε}|
≤ |{Q ∈ ∂B : lim
r→1
sup |ur(Q)− ujr(Q)| > ε}|
+ |{Q ∈ ∂B : lim
r→1
sup |ujr(Q)− gj(Q)| > ε}|
+ |{Q ∈ ∂B : lim
r→1
sup |gj(Q)− g(Q)| > ε}|.
The third term tends to zero for j → ∞ since gj → g almost everywhere. The second term
tends to zero for j → ∞ since gj is continuous and uj is the corresponding harmonic function
with boundary values gj . In order to deal with the first term, let us assume that the operator
P ∗r : L
p(∂B)→ Lp(∂B)
P ∗r (g)(Q) = sup
0<r<1
(P (g))r(Q) = sup
0<r<1
ur(Q)
is bounded with norm M . Then Chebyshev’s inequality implies
|{Q ∈ ∂B : lim
r→1









||g − gj ||pLp(∂B).
Thus, under the assumption that the operator P ∗r is bounded we can conclude that ur converges
almost everywhere and in Lp(∂B) to g for g ∈ Lp(∂B). Therefore we will define the solvability
of the Dirichlet problem with boundary data in Lp (the (D)p condition) by a similar assumption
as the boundedness of P ∗r . Let us mention two more motivating ideas for the (D)p condition:
• as it was pointed out in Chapter 4, for general L ∈ O and Ω a Lipschitz domain, the
Poisson kernel might not exist. Thus, in general, we cannot speak about the operator Pr.
But since the continuous Dirichlet problem is solvable for L ∈ O, one can speak about
the ”equivalent” of the operator Pr if restricted to continuous boundary data, i.e. the
map that maps the function of continuous boundary data to its weak solution.
• if a weak solution is non-negative, then by the Harnack’s principle the weak solution is
essentially constant on B δ(X)
2
(X) balls. Thus, instead of taking the supremum over the
straight line {rQ : 0 < r < 1} in the definition of P ∗r , one can take the supremum over a
non-tangential approach region, which we will define now:
Definition 5.1.1. Let Ω be a Lipschitz domain. For κ > 1 we define the cone-like family of
non-tangential approach regions {Γκ(Q)}Q∈∂Ω by
Γκ(Q) = {X ∈ Ω : |X −Q| < κ dist(X, ∂Ω)}.





If no confusion is possible, we will omit the index κ and we will write u∗ instead of u∗κ and
Γ(Q) instead of Γκ(Q). The truncation at height h of the non-tangential maximal function is
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denoted by (u)∗h(Q) = supX∈Γ(Q)∩Bh(Q) |u(X)|.
Having defined the non-tangential maximal function, we now define what is meant by the
solvability of the Dirichlet problem for boundary data in Lp(∂Ω), which is the well known
definition of the solvability for elliptic operators without drift terms (see e.g. [Ken94]).
Definition 5.1.2. Let Ω be a Lipschitz domain and L ∈ O. We say that the Dirichlet problem
for L with boundary data in Lp(∂Ω), 1 < p <∞, is solvable (abbreviated (D)Lp ), if there exists
a constant C > 0 such that for every g ∈ C0(∂Ω), the corresponding unique weak solution
u ∈W 1,2loc (Ω) ∩ C0(Ω̄) satisfies1
||u∗||Lp(∂Ω) ≤ C||g||Lp(∂Ω),
where the constant C depends on the aperture of the non-tangential maximal function. This
dependence will be irrelevant and is therefore omitted in the notation. If no confusion can arise,
we omit the index L and we write (D)p. Moreover, we define (D
∗)p = (D)
L∗
p , where L
∗ is the
adjoint of L.
In the next theorem, we show that the (D)p condition allows us to conclude that for every
f ∈ Lp(∂Ω) there exists a function u ∈ W 1,2loc (Ω) such that u converges non-tangentially to f
almost everywhere. This result is well known for elliptic operators without drift terms and a
proof can be found in [Ken94]. We will include a detailed proof for completeness.
Theorem 5.1.1. Let L ∈ O and Ω be a Lipschitz domain. Assume that (D)p holds, then
for every g ∈ Lp(∂Ω), there exists u ∈ W 1,2loc (Ω) with ||u∗||Lp(∂Ω) ≤ C(D)p ||g||Lp(∂Ω) such that
Lu = 0 in Ω and that u converges non-tangentially to g almost everywhere.
Proof. Choose gj ∈ C0(∂Ω) with gj → g in Lp(∂Ω) and almost everywhere. Let uj be the
unique weak solution with boundary data gj . We claim that for a fixed compact K ⊂ Ω, uj
converges uniformly on K to some function u.
For this, we first show that for a fixed X ∈ Ω, the sequence uj(X) is a Cauchy sequence. Choose
ε2 > 0 and then N = N(ε2) such that ||gj − gk||Lp(∂Ω) < ε2 for all j, k ≥ N . Since Ω is a
Lipschitz domain there exist Q0 ∈ ∂Ω and α ≈ δ(X), such that X ∈ Γ(Q) for all Q ∈ ∆α(Q0).




(uj − uk)∗(Q) dσ(Q)
≤ C(α,(D)p)||gj − gk||Lp(∂Ω) ≤ C(α,(D)p)ε2. (5.1)
Thus the sequence {uj(X)}j is a Cauchy sequence and uj(X) converges to some u(X). By
considering (gj − gk)+ and (gj − gk)− and repeating the previous argument, the Harnack
inequality implies that the convergence of uj to u is uniform on K. Thus, Lemma 4.2.1 implies
u ∈W 1,2loc (Ω) and that u is a weak solution.
Let (u)ε,∗ = supX∈Γ(Q)\Bε(Q) |u(X)| for some small but fixed ε > 0. Then
||(u)ε,∗||Lp(∂Ω) ≤ ||(u− uj)ε,∗||Lp(∂Ω) + ||(uj)ε,∗||Lp(∂Ω).
The first term tends towards zero for fixed ε > 0 and j → ∞ since uj → u uniformly on any
compact K ⊂ Ω. For the second term we have ||(uj)ε,∗||Lp(∂Ω) ≤ ||u∗j ||Lp(∂Ω) ≤ C||gj ||Lp(∂Ω).




||(u)ε,∗||Lp(∂Ω) ≤ C(D)p ||g||Lp(∂Ω)
Next we claim that ||(u− uj)∗||Lp(∂Ω) → 0 for j →∞. By the monotone convergence theorem
we have
||(u− uj)∗||Lp(∂Ω) = lim
ε→0
||(u− uj)ε,∗||Lp(∂Ω).
1It is well known that if ||u∗κ||Lp(∂Ω) < ∞ for some aperture κ, then ||u∗κ′ ||Lp(∂Ω) ≈ ||u
∗
κ||Lp(∂Ω) for any
aperture κ′, where the implicit constant depends on κ and κ′.
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Since uk → u uniformly on compact subsets and ||(uk − uj)ε,∗||Lp(∂Ω) ≤ ||(uk − uj)∗||Lp(∂Ω) we
get




||(u− uk)ε,∗||Lp(∂Ω) + lim
k→∞
||(uk − uj)∗||Lp(∂Ω)
≤ C||g − gj ||Lp(∂Ω),
hence limj→∞ ||(u−uj)∗||Lp(∂Ω) → 0. It remains to be shown that u converges non-tangentially
to g almost everywhere. For this we show that the set, where u does not converge non-
tangentially to g, has measure zero. We have
|{Q ∈ ∂Ω : lim
X→Q
X∈Γ(Q)
|u(X)− g(Q)| > 3ε}| ≤ |{Q ∈ ∂Ω : lim
X→Q
X∈Γ(Q)
|u(X)− uj(Q)| > ε}|
+ |{Q ∈ ∂Ω : lim
X→Q
X∈Γ(Q)
|uj(X)− gj(Q)| > ε}|
+ |{Q ∈ ∂Ω : lim
X→Q
X∈Γ(Q)
|gj(Q)− g(Q)| > ε}|
and therefore by Chebyshev’s inequality
|{Q ∈ ∂Ω : lim
X→Q
X∈Γ(Q)





which implies that u converges non-tangentially to g almost everywhere.
Remark 5.1.2. We would like to point out that in Theorem 5.1.1 nothing is said about the
uniqueness of u. For the proof of the uniqueness result, we will need the existence of the Green’s
function and the reverse Hölder property of the elliptic measure, for which we have to restrict
ourselves to L ∈ O0. The proof will be carried out in Theorem 5.3.5.
Let us summarise a few important results on the study of the Dirichlet problem with bound-
ary data in Lp and therefore on the study of the (D)p condition: the study began in [Dah77] and
[Dah79]. B.E.J. Dahlberg proves that for L = ∆ and Ω a Lipschitz domain, the (D)∆p condition
holds for 2 ≤ p < ∞ and that if Ω is a C1 domain, then one gets the range 1 < p < ∞. In
[FJK84], elliptic operators of the form L = divA∇ for symmetric A on a bounded C1 domain
are considered. The authors show that (D)Lp holds for 2 ≤ p <∞ if the modulus of continuity of
A in the direction of a transverse vector field satisfies an integrability condition. The symmetry
assumption on A plays a major part in the proof. In [KKPT00], the study of elliptic operators
L0 = divA∇ for possibly non-symmetric coefficients is initiated. It is shown that, if one lives
in two dimensions and if A depends only on one of the variables, the (D)p condition holds for
p ∈ (q,∞) and some q < ∞. In the papers [KP01] and [DPP07] elliptic operators with drift
terms L = divA∇u+B∇u are studied. Under a Carleson measure type assumption on A and
B, the solvability of (D)p for some (possibly large) p is achieved.
All the results mentioned above prove the solvability under the assumption of some restric-
tions on the coefficients. In contrast to those results stand the perturbation results: here, it
is assumed that (D)L0p holds for an elliptic operator L0 and then proven that (D)
L1
q holds for
another elliptic operator L1, which might be seen as a perturbation of L0. This was done
for operators without drift terms for example in [Dah86], [Fef89] and [FKP91], where different
Carleson measure type perturbations are considered.
Amongst the results, which prove solvability of (D)p directly or by perturbation, are results
which give consequences of the (D)p condition, e.g. see [DKP10], where an extrapolation prop-
erty for the (D)p condition at the endpoint ∞ (see Theorem 5.3.6) is proven. This endpoint
extrapolation property is the main interest of Chapter 6; not for the Dirichlet problem, but for
the regularity problem.
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5.2 Ap weights and the reverse Hölder class Bp
For proving or dealing with the (D)p condition, the class of Ap weights of Muckenhoupt
2 will be
useful. We will see how the elliptic measure for an elliptic operator L ∈ O0, the (D)p condition
and the Ap class are related.
In the first part of this section, we lay down the basics of the Ap weights and of the reverse
Hölder class Bq (detailed introductions can be found in [DCU01], [Gra09] and [Jou83]). In
the second part, we will give a detailed proof of a L log L–characterization of A∞, which is the
endpoint of Gehring’s Lemma and is well-known, but not contained in the above mentioned
monographs.
Only in this section we will use a slightly different notation, than in the rest of the thesis. We
apologise for it, but we thought that it is worth keeping the notation used in the literature for
the study of the Ap weights. Thus, in this section the letter Q is reserved for cubes in Rn.
5.2.1 Some Basics of the classes Ap and Bp
A function k is called a weight if it is non-negative and locally integrable. We define the












where the supremum is taken over all cubes Q and p′ denotes the conjugate index of p as usual.
The constant [k]Ap is called the Ap-constant of k. In [Muc72], it is proven that the class of








is bounded on the weighted spaces Lp(Rn, k dx), i.e. k ∈ Ap for 1 < p <∞ if and only if
||Mf ||Lp(k dx) ≤ C||f ||Lp(k dx).













Furthermore, we define the reverse Hölder class of index p, 1 < p < ∞, denoted by Bp, by all





















k dx. Then we have
Theorem 5.2.1. Let 1 < p <∞:
• k ∈ Ap implies k ∈ Bq for some 1 < q <∞.
• k ∈ Bp implies k ∈ Aq for some 1 < q <∞.
• for k ∈ Ap there exists ε > 0 such that k ∈ Ap−ε.
2These classes originate in [Ros62].
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• Gehring’s Lemma, [Geh73]: for k ∈ Bp there exists ε > 0 such that k ∈ Bp+ε.
• for k ∈ A∞ there exists q <∞ such that k ∈ Aq.
• k ∈ Bp if and only if Mk is a bounded operator from Lp
′
( dx) to Lp
′
( dx).
Proof. We will prove only the last assertion. The proofs of the other assertions can be found in
[Gra09]. We claim that k ∈ Bp if and only if k−1 ∈ Ap′(k dx), where Ap′(k dx) is defined as Ap















for some C > 0 and all cubes Q. Since p′ − 1 = p
′
























for all cubes Q, which is the reverse Hölder condition. Since all steps we took are invertible,
the claim is proven. Next, we claim that k−1 ∈ Ap′(k dx) is equivalent to
||Mkf ||Lp′ ( dx) ≤ C||f ||Lp′ ( dx). (5.2)
This follows from the fact that k−1 ∈ Ap′(kdx) is equivalent to the boundedness of the maximal
function defined with respect to the measure k dx, which is Mk, on the weighted L
p′ -spaces
with measure k−1k dx = dx, i.e. precisely (5.2).
5.2.2 A L logL–characterization of A∞
In the books [DCU01], [Gra09] and [Jou83] one can find several characterizations of the class A∞
with the corresponding proofs. The following Theorem is a summary of these characterizations:
Theorem 5.2.2. For a weight k, the following are equivalent:
• k ∈ A∞
• k ∈ Bq for some q > 1
• there exist 0 < α, β < 1 such that for all cubes Q and all measurable subsets E of Q,
|E| ≤ α|Q| implies k(E) ≤ βk(Q).
• there exist 0 < α, β < 1 such that for all cubes Q and all measurable subsets E of Q,
k(E) ≤ αk(Q) implies |E| ≤ β|Q|.










To this list, we will add a L log L–characterization, which is the endpoint of Gehring’s
Lemma. This L log L–characterization is well known and for example used by R. Fefferman in
[Fef89], equation (5), in order to prove a perturbation result, as mentioned in section 5.1.
I am grateful to J. Pipher, who explained the main structure of the following proof to me based
on Young’s inequality of Orlicz spaces.
Proofs based on a real method of interpolation can be found in [Mil96] and [BMR99], and a
more general proof than ours can be found in [Buc93].
We start by defining Young functions and the corresponding Orlicz spaces. A function Φ, which
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is continuous, increasing, convex, 0 at 0 and limt→∞ Φ(t) =∞, is called a Young function. On
a measure space (X,µ), the Orlicz norm || · ||Φ(L)(X,µ) for the Young function Φ is defined by









The Orlicz space for the Young function Φ is the collection of all measurable functions with finite
Orlicz norm || · ||Φ(L)(X,µ) (for more details see [Gra09] page 158 - page 165). For example, the
Young function Φ(t) = tp, 1 ≤ p <∞ gives the usual Lp(X, dµ) spaces. The following Lemmata
are left as an exercise in [Gra09]. For completeness, we include the proofs, since they will lead
to the L log L–characterization of A∞.
Lemma 5.2.3 (Young’s inequality for Orlicz spaces). Let ϕ be a continuous strictly increasing
function on [0,∞) with ϕ(0) = 0 and limt→∞ ϕ(t) =∞. Define Φ(x) =
´ x
0
ϕ(t) dt and Ψ(x) =´ x
0
ϕ−1(t) dt. Then, for s, t ∈ [0,∞), one has
st ≤ Φ(s) + Ψ(t). (5.3)
Proof. For the proof fix s and let t0 = ϕ(s). We distinguish two cases, namely t0 ≤ t and t0 ≥ t.
We deal only with the case t0 ≤ t. The case t0 ≥ t can be proven analogously.






ϕ−1(t) dt = uϕ(u),
since the first term on the left hand side is the lower right part of the mentioned rectangle and
the second term the top-left part. This shows that






ϕ−1(t) dt = Φ(s) + Ψ(t0),







ϕ−1(r) dr = [Φ(s) + Ψ(t)]− [Φ(s) + Ψ(t0)].
Since st0 = Φ(s) + Ψ(t0), we get (5.3).
Corollary 5.2.4. For s, t ∈ [0,∞), we define the Young functions Φ, respectively Ψ, by Φ(t) =
t log(t+ 1), respectively Ψ(s) = es − 1, then
st ≤ Φ(t) + Ψ(s).
The Orlicz norms corresponding to Φ, respectively Ψ, will be denoted by || · ||L log L, respectively
|| · ||expL.
Proof. It is easy to check that Φ and Ψ are Young functions. Let ϕ(t) = log(t + 1). Then ϕ










es− 1 ds = es− s− 1. Thus
Young’s inequality for Orlicz spaces implies
st ≤ (t+ 1) log(t+ 1)− t+ es − s− 1 ≤ Φ(t) + Ψ(s).
Lemma 5.2.5 (Hölder’s inequality for Orlicz spaces). Let Φ and Ψ be two Young functions
such that (5.3) holds, then
|〈f, g〉| ≤ 2||f ||Φ(L)||g||Ψ(L).
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Proof. Without losing generality, we can assume that f ∈ Φ(L)(X,µ) and g ∈ Ψ(L)(X,µ). By















holds. Choosing λ = ||f ||Φ(L) and ν = ||g||Ψ(L), we see – by the definition of the Orlicz norm –
that the integral on the right hand side is at most 2 and so, the proof is complete.




|f(z)| dz, where R and Q are cubes, then
||f ||L log L(Q, dx|Q| ) ≤ cn||MQf ||L1(Q, dx|Q| ).
We will use the proof found in [Gra09], Lemma 7.5.4. to prove it. The crucial step for
the proof of Theorem 5.2.6 is the fact that one can reverse the weak-type (1,1) inequality (see
[Ste70], page 5)





|f | dx, (5.4)
which can be derived from the well known weak (1, 1) inequality as follows:
Let 0 ≤ f ∈ L1(Q) and f1 = fχ{f>λ2 }, then f ≤ f1 +
λ
2 and MQf ≤MQf1 +
λ
2 . Thus













Lemma 5.2.7. For f ∈ L1(Q, dx|Q| ) and any λ >
ffl
Q





|f | dx ≤ cn|{x ∈ Q : MQf > λ}|. (5.5)
Proof. The proof is taken form [Ste69]. We apply a Calderón–Zygmund decomposition to |f |




|f(x)| dx ≤ 2nλ
and |f(x)| < λ for x ∈ Q\
⋃
j Qj . Therefore, MQf(x) > λ for x ∈ Qj and














which completes the proof.
Proof of Theorem 5.2.6. By the definition of the Orlicz norm, it is enough to show that for












3By essentially disjoint we mean that
∑
j χQj (x) ≤ C for all x ∈ Q and a constant C depending only on the
dimension, where χQj denotes the characteristic function of Qj .
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h(x) dx dt = I + II.






































Thus, if we choose c large enough such that cnc +
1





log(1 + |f |λ0 ) dx ≤ 1,
which completes the proof of the Theorem.
The next Lemma we need is a result from [CR80]:
Lemma 5.2.8. Let h ∈ L1loc such that Mh <∞ almost everywhere, then
|| logM(h)||BMO ≤ C,
where C depends only on the dimension.
For the proof, we need some knowledge about A1 and BLO (bounded lower oscillation). We
say that a function b ∈ L1loc is in BLO if there exists a constant c such that
bQ − inf
Q
b ≤ c (5.6)
for all cubes Q. The smallest c for which (5.6) holds is the BLO norm (modulo constants) of b.
For b ∈ L1loc, we have
´
Q
(b− bQ)+ = −
´
Q










(bQ − b)+ ≤ bQ − inf
Q
b.
Thus ||b||BMO ≤ 2||b||BLO.
A weight k is in Muckenhoupt’s class A1 (see [Ste93] and the references mentioned there) if and
only if there exists c > 0 such that
kQ ≤ c inf
Q
k
for all cubes Q, i.e. if and only if Mk ≤ ck. The smallest c with which this inequality holds is
the A1-constant of k, which is denoted by [k]A1 .
Proposition 5.2.9. If eγf ∈ A1, then f ∈ BLO with ||f ||BLO ≤
log[eγf ]A1
γ .
Proof. The proof is taken from the proof of Lemma 1 in [CR80]. By the A1-condition, we have
(eγf )Q ≤ [eγf ]A1 infQ eγf . Jensen’s inequality gives us
(γf)Q ≤ log(eγf )Q ≤ log[eγf ]A1 + γ inf
Q
f.




The following can be found in [Ste93], V 5.2:
Proposition 5.2.10. Let 0 < δ < 1. Assume that µ is a locally finite positive Borel measure
with Mµ < ∞ almost everywhere. Then (Mµ)δ ∈ A1 with [(Mµ)δ]A1 ≤ cn,δ, i.e. the A1-
constant is uniformly bounded with respect to µ.
Proof. Fix Q. Let Q̄ be the concentric double of Q. We split the measure µ into χQ̄µ+χQ̄cµ =
µ1 + µ2. Since (Mµ)
δ ≤ (Mµ1)δ + (Mµ2)δ it suffices to prove that ((Mµj)δ)Q ≤ C infQ(Mµ)δ












Since µ1 is supported on Q̄, we get ((Mµ1)
δ)Q̄ ≤ cn,δ((µ1)Q̄)δ ≤ cn,δ infQ̄(Mµ)δ.
For µ2, we use the fact that for x, y ∈ Q, Mµ2(x) ≤ cnMµ2(y) holds. Hence
(Mµ2)
δ(x) ≤ cn inf
Q
(Mµ)δ.
An integration over Q shows that ((Mµ2)
δ)Q ≤ infQ(Mµ)δ and so the proof is complete.
Proof of Lemma 5.2.8. By Proposition 5.2.10, e
1
2 logMh = Mh
1
2 ∈ A1 and the corresponding
A1-constant can be bounded by a constant depending only on the constant. Hence Proposition
5.2.9 implies
|| logMh||BMO ≤ 2|| logMh||BLO ≤ cn.
Finally, we can prove the endpoint of Gehring’s Lemma, i.e. the A∞–characterization, in
terms of an L log L–estimate.
Theorem 5.2.11. Let k ∈ L1loc be a non-negative function. Then k ∈ A∞ if and only if there
exists a constant C > 0 such that
||k||L log L(Q, dx|Q| ) ≤ C||k||L1(Q, dx|Q| ) (5.7)
for all cubes Q.
Proof. Assuming k ∈ A∞ first, we know that k satisfies a reverse Hölder inequality of order γ
for some γ > 1. Theorem 5.2.6 implies
||k||L log L(Q, dx|Q| ) ≤ cn||MQk||L1(Q, dx|Q| )
≤ cn||MQk||Lγ(Q, dx|Q| )
≤ Cγ ||k||Lγ(Q, dx|Q| ) ≤ C||k||L1(Q, dx|Q| ),
and so (5.7) holds.
Now we assume that (5.7) holds. Then, it is enough to show by Theorem 5.2.2 that there exists




k(x) dx. For this, let f = max(0, 1 + δ logM(χE)) as in [JJ94] and [DKP10]
for some δ > 0 to be determined later. Then f has the following properties:
• 0 ≤ f ≤ 1
• f = 1 a.e. on E











(f − fQ)k dx+ fQ
ˆ
Q
k dx = I + II.
We deal with II first. Observe that {1 + δ logM(χE) > 0} = {M(χE) > e−
1
δ }. Thus |{f >
0}| ≤ cne
1













For I, we use Hölder’s inequality for Orlicz spaces to get
I ≤ 2||f − fQ||exp L(Q, dx|Q| )||k||L log L(Q, dx|Q| ) ≤ C||f − fQ||exp L(Q, dx|Q| )k(Q).
We claim that ||f−fQ||exp L(Q, dx|Q| ) ≤ cn||f ||BMO. To prove the claim, it is sufficient to show that
for λ0 = c02
ne||f ||BMO, with c0 > 1 to be determined later and depending on the dimension,







− 1 dx ≤ 1.













which is smaller than 1 for c0 large enough. Thus ||f − fQ||exp L(Q, dx|Q| ) ≤ cn||f ||BMO and so the
claim is proven.
Gathering the estimates for I and II together and using the fact that ||f ||BMO ≤ cnδ, we see
that
k(E) ≤ I + II ≤ cnδk(Q) + cne
1
δ ηk(Q) = βk(Q).
First, we choose δ such that δ ≤ 13cn and then we choose η such that η ≤ (3c0e
1
δ )−1, which
gives us β ≤ 23 and so, the theorem is proven.
5.3 Consequences of the (D)p condition
In this section, we will see that the (D)p condition for an elliptic operator in O0 is equivalent to
a reverse Hölder condition of index p′ for the elliptic measure. This will allow us to answer the
uniqueness question which was left open in Theorem 5.1.1. We extend a result from [Ken94],
(Corollary 1.3.8) for elliptic operators without drift terms to elliptic operators in O0.
Lemma 5.3.1. Let L ∈ O0 and Ω be a Lipschitz domain. For any s > 0, R ≤ R0, where
R0 depends on the domain Ω, see Lemma 2.1.1, Q,Q0 ∈ ∂Ω and X ∈ Ω\T2R(Q) such that




Proof. Let G denote the corresponding Green’s function. Then, Lemma 4.2.3 implies
wX(∆R(Q)) ≈ Rn−2G(X,AR(Q)),
wX(∆s(Q0)) ≈ sn−2G(X,As(Q0)),
wAR(Q)(∆s(Q0)) ≈ sn−2G(AR(Q), As(Q0)).
Thus it remains to show that G(AR(Q), As(Q0)) ≈ G(X,As(Q0))Rn−2G(X,AR(Q)) holds for X ∈ Ω\T2R(Q).
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By the maximum principle, it suffices to show it for X ∈ ∂T2R(Q) ∩ Ω. By (3.8) and (3.9), it





for all Y ∈ ∂T2R(Q) ∩ Ω. Thus the proof is complete.
In Lemma 4.1.2, we have seen that the family of harmonic measures {wX}X∈Ω is absolutely
continuous to each other. For L ∈ O0, the doubling property of the elliptic measure implies
that the Radon-Nikodym derivative dw
X






in the sense for dw-almost every Q. This means that for g ∈ C0(∂Ω) and u, the corresponding





The Radon-Nikodym derivative K satisfies the following estimate (the proof is from[Ken94],
Lemma 1.3.12 and works equally well for L ∈ O0):
Lemma 5.3.2. Let L ∈ O0 and Ω be a Lipschitz domain. For ∆j = ∆2jR(Q0) and A = AR(Q0)
with 2jR ≤ R0, we have
ess sup
Q∈∆j\∆j−1
K(A,Q) ≤ C 2
−αj
w(∆j)











≤ wAj (∆′) ≤ C w(∆
′)
w(∆j)
for some constant C, which depends as stated in section 2.2















for all small ∆′ and since K(X,Q) = lim∆′↘Q
wX(∆′)
w(∆′) , the first part of
the Lemma is proven.
The second part of the Lemma follows from the comparison principle and Harnack’s principle
in the interior, since
wA(∆′) ≤ CwAR0 (Q0)(∆′) ≈ w(∆′).
The proof of Lemma 1.4.2 in [Ken94] gives us the following:
Lemma 5.3.3. Let L ∈ O0 and Ω be a Lipschitz domain. For a non-negative g ∈ C0(∂Ω) the
non-tangential maximal function of the weak solution u for L with boundary data g satisfies
u∗(P ) ≈Mw(g)(P )
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for all P ∈ ∂Ω, where Mw(g)(P ) = supP∈∆ 1w(∆)
´
∆
g(Q) dw(Q) and w is the elliptic measure
of L at 0, i.e. a fixed point in the interior of Ω.
Proof. Fix P ∈ ∂Ω and choose X ∈ Ω such that X ∈ Γ(P ). We will show that u(X) ≤
CMw(g)(P ). By the interior Harnack principle, we can assume that X ∈ (∂Ω)R0 . Let R =










K(X,Q)g(Q) dw(Q) = I + II.
Lemma 5.3.2 implies K(X,Q) ≤ C 2
−jα
w(∆j+1)
for Q ∈ ∆j+1\∆j (for the j′s with 2jR ≥ R0, we
use the fact that there is only a finite number of them and in that case K(X,Q) ≤ C). Thus
I ≤ CαMw(g)(P ).
From the definition of K and Lemma 5.3.1, we have K(X,Q) ≈ 1w(∆R(P )) for Q ∈ ∆R(P ). Thus
II ≤ CMw(g)(P ) and so u(X) ≤ CMw(g)(P ) for all X ∈ Γ(P ). The same idea shows that





Since this holds for all R and X as long as X ∈ Γ(P ) and |X − P | ≈ R, we get u∗(P ) ≈
CMw(g)(P ).
By combining Theorem 5.2.1 with Lemma 5.3.3 we get
Theorem 5.3.4. Let L ∈ O0 and Ω be a Lipschitz domain. Then for 1 < p <∞, the following
are equivalent:
• (D)p holds
• w ∈ Bp′
Moreover, if (D)p holds, then there exists a p0 < p such that (D)q holds for all q ∈ (p0,∞).
With Theorem 5.3.4, we are able to prove the following uniqueness result, which remains
unanswered by Theorem 5.1.1.
Theorem 5.3.5. Let L ∈ O0 and Ω be a Lipschitz domain. Assume that (D)p holds for some
1 < p < ∞ and that the weak solution u with u∗ ∈ Lp(∂Ω) converges non-tangentially almost
everywhere to 0. Then u ≡ 0.
Proof. A proof for elliptic operators of the form L0 = divA∇ can be found in [Ken94]. This
proof can be adjusted to operators in O0.
Fix Z ∈ Ω. We will show that u(Z) = 0. Let θj be supported in Ω 1
2j
with values in [0, 1],θj ≡ 1
on Ω 1
j














A∇u(Y ) · ∇YG(Z, Y ) θj(Y ) dY +
ˆ
Ω




A∇θj(Y ) · ∇YG(Z, Y ) u(Y ) dY +
ˆ
Ω
G(Z, Y )B∇θj(Y ) u(Y ) dY
= I + II + III + IV.
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By the assumption, we have (sup w
Z(∆)
|∆| ) ∈ L
p′(∂Ω). Thus III → 0 as j →∞.
For IV , we use the fact that the vector field B satisfies |B| ≤ Cj pointwise on Rj , which allows
us to proceed as for III in order to conclude that IV → 0 for j →∞. For I + II, we integrate
by parts to see that
I + II =
ˆ
Ω
A∇u(Y ) · ∇YG(Z, Y ) θj(Y ) dY +
ˆ
Ω








G(Z, Y )B∇u(Y ) θj(Y ) dY
= −
ˆ
G(X,Y )A∇u(Y ) · ∇θj(Y ) dY.
Thus I + II → 0 for j →∞ by the same ideas as for III and IV . Therefore, u(Z) = 0 and so,
u ≡ 0.
Theorem 5.3.4 establishes that the solvability of the Dirichlet problem for boundary data
in Lp(∂Ω) implies solvability for all [p,∞) (which can also be deduced by interpolation with
the maximum principle) and it implies solvability for indices in (p0, p] for some p0 < p. If one
extends the definition of (D)p, 1 < p < ∞ to p = ∞ in the natural way, i.e. by postulating
that ||u∗||L∞(∂Ω) = ||u||L∞(Ω) ≤ C||g||L∞(∂Ω) holds for all g ∈ C0(∂Ω) and corresponding
weak solutions u, then one sees by the maximum principle that (D)∞ holds for all L ∈ O.
But, obviously the maximum principle does not imply (D)p for some 1 < p < ∞ in general.
Thus, a question one might ask oneself is: is there an appropriate endpoint (D)X for the (D)p
definition, in the sense that (D)p for any 1 < p <∞ implies (D)X and (D)X implies (D)q for
all q ∈ (p0,∞) and some (possibly large) 1 < p0 <∞.
In [DKP10], M. Dindoš, C.E. Kenig and J. Pipher answer this question for elliptic operators of
the form L = divA∇ with A as in the definition of O.
Definition 5.3.1 ([DKP10], Definition 2.9). The BMO-Dirichlet problem is solvable for L
(denoted by (D)LBMO) if for every continuous boundary data f the corresponding weak solution
u satisfies
|| |∇u|2δ(X) dX||Car ≤ C||f ||BMO(2),
where || |∇u|2δ(X) dX||Car is the Carleson measure norm of [|∇u|2δ(X)] dX, i.e.








and ||f ||2BMO(2) = sup∆
ffl
∆
|f − f∆|2 dσ.
Theorem 5.3.6 ([DKP10], Theorem 2.1). Assuming that (D)BMO holds, there exists p0 <∞
such that (D)q holds for q ∈ (p0,∞). Moreover, (D)p for any 1 < p <∞ implies (D)BMO.
Roughly speaking, the Carleson measure condition on the left hand side of the (D)BMO-
definition can be interpreted as a square function condition on u, where the square function is
defined as Su(Q) = (
´
Γ(Q)
|∇u(X)|2δ2−n(X) dX) 12 . Since the Lp norms of the square function
and the non-tangential maximal function are comparable (see [DJK84] for the precise state-
ment), the (D)BMO definition is in the spirit of a non-tangential maximal function condition.
In the next chapter, we will deal with the regularity problem and we will answer the same ques-
tion regarding the appropriate endpoint definition for the regularity problem. This question is
already partly answered by C.E. Kenig and J. Pipher in [KP93], where they show that (R)p
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implies (R)HS1 , whereas the (R)HS1 condition is not explicitly defined in [KP93].
We will finish this chapter with an application of the (D)p′ and w ∈ Bp equivalence. Namely,
we show that (D)p is a ”boundary thing”:




Proof. The proof follows from Lemma 4.2.3 and the comparison principle. Let Gi and wi be







































Thus w1 ∈ Bp, and therefore (D)L1p′ holds.
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Chapter 6
The Regularity Problem for
boundary data in W 1,p(∂Ω) and
HS1
In Chapter 2, we have seen that for every f ∈ C0(∂Ω) a unique u ∈ W 1,2loc (Ω) ∩ C0(Ω̄) exists,
such that
Lu = 0 in Ω
u = f on ∂Ω
for L ∈ O and Ω a Lipschitz domain. We then further defined the (D)p-condition for L ∈ O0,
which, under the assumption of the (D)p-condition, allows us to reach the conclusion that for
every f ∈ Lp(∂Ω) there exists a unique u ∈ W 1,2loc (Ω) such that u is a weak solution where u
converges non-tangentially almost everywhere to f on ∂Ω and where one can control the Lp
norm of u∗ by the Lp norm of f .
If one applies some regularity on the boundary data, namely by assuming that f has tangential
derivatives in Lp(∂Ω), 1 < p <∞, one is lead to the regularity problem. The regularity problem
asks the questions if it is possible to control the ”whole” gradient, i.e. the derivative in the
tangential and non-tangential direction, of the weak solution u by the tangential derivatives of
the boundary data f and if the tangential derivatives of the weak solution converge in some
sense, which we will make clear later, to the tangential derivatives of the boundary data. Thus,
we seek for a replacement of the (D)p-condition for the regularity problem (which will be
denoted by (R)p) such that the above questions can be answered with yes.
The main focus of this chapter is the regularity problem at the endpoint p = 1. Considering
the duality of H1 and BMO and the (D)BMO condition from [DKP10], we will extend the
definition of the (R)p condition defined in [KP93] for 1 < p < ∞ to the endpoint p = 1 by
defining the (R)HS1 condition.
In [KP93], Theorem 3.5 it is shown that (R)p, 1 < p < ∞ implies for every f ∈ W 1,p(∂Ω) the
existence of a weak solution u ∈ W 1,2loc (Ω) such that u converges non-tangentially to f almost
everywhere. With the aid of Theorem 0.1 in [BB10], see Theorem 6.1.4, we are able to derive
the same result for the (R)HS1 case.
In Theorem 5.3 in [KP93] it is proven for 1 < p <∞ that (R)p implies (R)p+ε for some ε > 0.
If one examines the proof of the extrapolation property of the (R)p condition for 1 < p <∞ in
[KP93] or [She07], one realises that one gets the extrapolation property of the (R)p condition
as a consequence of the extrapolation property of the (D∗)p′ condition (which is a consequence
of the theory of weights and the theory of the reverse Hölder class Bp). In [KP93] it is shown
that (R)p implies (D
∗)p′ for 1 < p < ∞. The same proof in combination with the L log L–
characterisation of A∞ (see Theorem 5.7) allows us to conclude that (R)HS1 implies (D
∗)p′ for
some 1 < p <∞. In that proof it will be important that a Hardy–Sobolev atom a, which will
be defined in Definition 6.1.2, does not need to satisfy the cancellation condition
´
a = 0. The
reason why we do not need to impose the cancellation condition on the atoms is the boundedness
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of our domain (in [BD09] the domain of interest is unbounded). The characterisation in [BD09]
of HS1 in terms of a maximal function allows us to prove Lemma 6.1.6, which allows us to
modify the proof for the implication that (R)p implies (R)p+ε for 1 < p < ∞ and some ε > 0
given in [She07] or [KP93] to show the main result of this thesis, namely that (R)HS1 implies
(R)p for some 1 < p <∞. This result in combination with Theorem 5.2 in [KP93], where it is
shown that (R)p implies (R)HS1 , shows that (R)HS1 is equivalent to (R)p for some 1 < p <∞.
This complements the result in [DKP10], which proves that (D)BMO is equivalent to (D)p for
some 1 < p <∞.
At the end of this chapter we will look at two more problems: first, we will introduce the (R)q
condition for q < 1 in a way that (R)q and (D
∗)p′ for 0 < q < 1 < p <∞ imply (R)p. Second,
for the Neumann problem C.E. Kenig and J. Pipher prove in [KP93] an extrapolation property
as well. They show by a duality argument that (N)p and (R)p for some 1 < p < ∞ imply
(N)p+ε for some ε > 0. The duality argument they use seems not to work at the endpoint.
With the aid of the method of conjugate solutions we will be able to prove the extrapolation










6.1 The Hardy–Sobolev space HS1
In section 2.1, we defined the smoothness-related function spaces W k,p, 1 ≤ p < ∞ by first
defining the weak derivative in the distributional sense for a local integrable function and then
postulating an integrability condition of order p on the weak derivative. In this section, we use
a different approach to study the smoothness of functions: concretely, we use a variant of the
maximal function to get conclusions about the smoothness of functions.
In [Miy90] and [Cal72], it is shown that a function that has weak derivatives in the Hardy space
Hp is equivalent to a maximal function, used by A.P. Calderón and then by A. Miyachi, being
bounded on Lp. In [DS84], Theorem 5.3, R. Devore and C. Sharpley show that the maximal
function defined by A.P. Calderón is equivalent to a maximal function which we will define now
for the case regarding one derivative (see [DS84] (2.2), (4.3), Lemma 2.1, page 36 and page 104
and [BD09]):
Definition 6.1.1. Let Γ be a domain in Rn. For 0 < q ≤ 1 and f ∈ Lqloc(Γ), we define the
maximal function f bq by












where the supremum runs over all balls B, which are contained in Γ and contain x. Furthermore,
we define the space Cq as all f ∈ Lqloc(Γ) which fulfil the condition that the norm
||f ||Cq = ||f bq ||Lq(Γ) + ||f ||Lq(Γ)
is finite.







|f − fB |, whereas for q < 1, the function f
might not be locally integrable, and so fB might not be defined. To simplify the notation we







|f − fBr |.
In [Haj03] (see (6) in [BD09] as well), it is proven that for f ∈ C1, ss+1 ≤ q < 1, where s
is a constant larger than 2 which depends on the doubling property of the underlying metric
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space, and q∗ = sqs−q , the following applies:( 
Br




















where the supremum is taken over all balls containing x.
The result we would like to derive in this section is a version of a result in [BD09]. In [BD09],
N. Badr and G. Dafni prove a relationship exists between the Hardy–Sobolev space and the
space C1 on complete Euclidean manifolds M with µ(M) =∞ and µ a doubling measure. Since
we would later like to apply this result on to boundary data in ∂Ω for Ω a Lipschitz domain,
we will not work in such a general setting. Instead our domain will be ∂Ω for Ω a Lipschitz
domain, where the surface measure is the underlying measure. Thus our domain is bounded
and has a finite doubling measure. The boundedness of our domain will lead to the fact that
Hardy–Sobolev atoms a do not need to satisfy the cancellation condition
´
a = 0. This will
play an important part when we will prove that (R)HS1 implies (D
∗)p for some 1 < p <∞.
We will not write ∂Ω if there is no confusion possible. In the style of Definition 2.11 and
Definition 4.3 in [BD09] and [BB10], we define:
Definition 6.1.2. For 1 < t ≤ ∞, we say that a function a is a Hardy–Sobolev (1, t)-atom, if
• a is supported in a ball B




We will use the terminology that a is a Hardy–Sobolev (1, t)-atom corresponding to the ball B.
We define the space HS1t as follows: f ∈ HS
1
t , if there exists a family of Hardy–Sobolev (1, t)-







j |λj | <∞. We equip HS
1
t with the norm




where the infimum is taken over all possible decompositions.
The definition of the Hardy–Sobolev space implies HS1t ⊂W 1,1.
If one compares this definition with the Definition 4.1 in [BD09] for non-homogeneous Hardy–
Sobolev (1, t)-atoms, it becomes clear that we do not impose the cancellation condition
´
a = 0
on the atoms. This is due to the fact that we do want constant functions to belong to our




If one compares the Definition 6.1.2 with the Definition 2.11 in [BD09] for homogeneous Hardy–
Sobolev (1, t)-atoms, one can see that N. Badr and G. Dafni impose
||a||L1 ≤ r(B), (6.2)
which automatically holds for our atoms: because for a an atom corresponding to a ball B with
|B| ≤ 12 |∂Ω|, we can use Poincaré’s inequality and the fact that ∇a is uniformly in L
1. In the
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case that |B| > 12 |∂Ω|, condition (6.2) simplifies to ||a||L1 ≤ C, which obviously holds for any
atom.
We will now reproduce the result from [BD09] regarding HS1t and C1 for our setting.
Lemma 6.1.1. Let a be a Hardy–Sobolev (1, t)-atom corresponding to the ball B0, then
||a||C1 ≤ Ct.
Thus HS1t ⊂ C1 with ||f ||C1 ≤ Ct||f ||HS1t .
Proof. We adjust the proof of [BD09], Proposition 4.5, to our setting. In accordance with the
Poincaré inequality, we have

















t′ ||∇a||t ≤ Ct. For x ∈ 2kB0\2k−1B0
























If B0 ∩ B 6= ∅ then r > 2k−1r(B0), thus by (6.2) we deduce that Na(x) ≤ C 12k
1
|2kB0| for
x ∈ 2kB0\2k−1B0. Hence
´
BR0\2B0
Na(x) ≤ C. Since ||a||L1 ≤ C, the inequality ||a||C1 ≤ C is
proven for a a Hardy–Sobolev (1, t)-atom.
For f ∈ HS1t , take an atomic decomposition f =
∑
λjaj . Then ||f ||L1 ≤
∑
j |λj | and ||Nf ||L1 ≤
Ct
∑
j |λj |, thus ||f ||C1 ≤ Ct||f ||HS1t . Since this holds for all decompositions, the proof is
complete.
To show the converse, i.e. that C1 ⊂ HS1t , we have to construct the Hardy–Sobolev (1, t)-
atoms, for which we will need the following variant of the Calderón–Zygmund decomposition
(see Proposition 4.6 in [BD09]).
Theorem 6.1.2. Let f ∈ C1, ss+1 ≤ q < 1 and s be as in (6.1). Then for every α ≥ α0 ≈ ||f ||C1 ,
one can find balls {Bi}i ⊂ ∂Ω, functions bi ∈W 1,1 and g ∈W 1,∞ such that
• f = g +
∑
i bi
• |g|+ |∇g| ≤ Cα in the almost everywhere sense












i χBi ≤ C.
Proof. We adjust the proof for Proposition 4.6 in [BD09]. Consider the open set
Γ = {x ∈ ∂Ω :Mq(Mf +Nf)(x) > α}.




||Mf +Nf ||L1 ≤
C
α




where p̃ is the index for the Sobolev embedding Theorem. Thus, for α larger than a fixed
constant times ||f ||C1 , which defines α0, we have Γ 6= ∂Ω.
If Γ = ∅, then we set f = g and are done. Otherwise, we apply a Whitney decomposition (see





• r(Bi) ≈ dist(Bi,Γc).
By dilating every ball Bi by a small constant larger than 1, we get new balls with the same
properties (and we will still call the new balls Bi to keep the notation simple), for which one can
find a partition of unity χi of Γ subordinate to the covering Bi such that
∑
i χi = 1 on Γ and
|∇χi| ≤ Cr(Bi) . By B
∗
i , we denote a stretch of Bi such that B
∗
i ∩Γc 6= ∅. The stretching constant
can be chosen uniformly by the properties of the Whitney decomposition. Let Ix = {i : x ∈ Bi},
then #Ix is uniformly bounded by the finite overlap property.
We define bi by






fχi and χi(Bi) =
´
Bi
χi, i.e. ci is the constant such that the average of
bi is zero. To get a bound for the L1-norm of bi we use the fact that B
∗




























≤ CriMq(Nf)(y0)|Bi| (y0 ∈ Γc)
≤ Criα|Bi|.
Similarly, for ∇bi, we get


































For the Lq-norm of bi, we first estimate ci. For all y ∈ Bi we have ci ≤ CMf(y), thus with










Therefore, the {bi}i satisfy the required conditions. Now set




It remains to be shown that |g|+ |∇g| ≤ Cα. Since
∑
i χi ≡ 1 on Γ, we have
∇g = ∇f −
∑
∇bi












From the definition of Γ, we see that the first term is bounded by Cα. For the second term we
use the fact that
∑










for any k ∈ Ix. According to the Whitney decomposition, the balls {Bi}i∈Ix have comparable




f | ≤ C
 
Bi







Hence, the second term is bounded by Cα by the finite overlap property of the balls {Bi} and
so
|∇g| ≤ Cα.
Since g = fχΓc +
∑
ciχi and ci ≤ Cα, we see that g ≤ Cα, i.e. the Theorem is proven.
With the ideas of the proof of Proposition 4.7 in [BD09], we get
Theorem 6.1.3. Let f ∈ C1, ss+1 ≤ q < 1, s be as in (6.1) and q
∗ = sqs−q (> 1).Then, there exists




j |λj | ≤ C||f ||C1 .
Thus, C1 ⊂ HS1t for 1 < t < q∗.
Proof. Let α0 be as in the proof of Theorem 6.1.2. For every j ≥ j0 with j0 the smallest integer
such that 2j0 > α0, we apply Theorem 6.1.2 to get




First, we show that gj → f in W 1,1. Observe that
´
Bji




i |Nf(x) holds for all
x ∈ Bji . So








































2j |Γj | ≤ C
´
Mq(Mf + Nf) ≤ C||f ||C1 , we see that the first term tends towards
zero and since Mq(Mf + Nf) is finite almost everywhere, we get that the second term tends




i and all the b
j
i have average




(gj+1 − gj) + gj0
in the W 1,1 sense. Write lj for gj+1 − gj , then supp lj ⊂ Γj . We can use the partition of unity



































k for some positive constant c. One can take c large enough such that τ ≤ c, where









































































q∗ . By the choice of α0 and the
definition of gj0 we have
||gj0 ||∞ + ||∇gj0 ||∞ ≤ C||f ||C1 .
Therefore, we can define our atoms ajk and a






ljχjk for j > j0
λjk = C2





λj0 = C||f ||C1










k . Then all a
j
k and a
j0 are (1, q∗)-atoms and∑
j≥j0








≤ C||f ||C1 +
ˆ
Mq(Nf +Mf) ≤ C||f ||C1 .
Here we used the Sobolev embedding Theorem in the last inequality. Thus the proof of the
Theorem is complete.
For the application later, we will need a result from [BB10]. Since in our setting, the
Poincaré inequality on L1 holds, Theorem 0.1 in [BB10] tells us the following (the proof is based
on another variant of Calderón–Zygmund decomposition, similar to Theorem 6.1.2, which leads
to the fact that one can decompose a [BD09] (1, t)-atom into [BD09] (1,∞)-atoms):
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Theorem 6.1.4. HS1t1 = HS
1
t2 for all 1 < t1, t2 ≤ ∞. The norms are comparable where the
implicit constant depends on t1 and t2.
Proof. For the proof, N. Badr and F. Bernicot show that one can decompose every (1, t)-atom
into (1,∞)-atoms. In their definition, an atom satisfies the cancellation condition
´
a = 0.
The proof in [BB10] still works for our setting, which one can verify directly or by the fact
that every Hardy–Sobolev (1, t) atom a can be decomposed into a = acancel + abounded, where
acancel is a Hardy–Sobolev (1, t)-atom that satisfies the cancellation condition and abounded is a
Hardy–Sobolev (1,∞)-atom as in the definition 6.1.2. To see this, let ψ be the cut-off function










and acancel = a−abounded. Then ||abounded||L∞ ≤ |
´





since ∂Ω is a bounded domain. The fact that acancel is an (1, t)-atom which satisfies the
cancellation condition is then obvious, since it is the difference of an (1, t)-atom and an (1,∞)-
atom corresponding to approximately the same ball and
´
acancel = 0.
Thus, we can define HS1 = HS1t for any 1 < t ≤ ∞ and we will impose the norm of HS
1
∞ on
HS1. For the application later, the following remark will be important.
Remark 6.1.5. We have seen that HS1 = C1 with equivalent norms. From the construction of
the atoms aj used in the proof, we can see that if f ∈ C0(∂Ω), then the aj are in C0(∂Ω).
In order to keep the notation simple, we assume that we live in Rn instead of ∂Ω for the next
lemma. This lemma is the main lemma to show that (R)HS1 implies (R)p for some 1 < p <∞.
Lemma 6.1.6. Fix 0 < R and 0 < q ≤ 1. Let ϕ ∈ C∞0 (Rn) be a cut-off function for BR(0),
i.e. ϕ is supported in B2R(0) with values in [0, 1], ϕ ≡ 1 on BR(0) and |∇ϕ| ≤ CR . Assume that







nM [M(∇f)q](x) + CqRnRqM(|∇f |)(x)q
for any x ∈ BC0R(0) and C0 a constant independent of f .
Proof. First, we claim that for x ∈ B2R(0), one has (ϕ[f − fB2R(0)])bq(x) ≤ M(|∇f |)(x). For



















































χB2R |f − fB2R(0)|
+M(|∇f |)(x)
= I + II +M(|∇f |)(x).
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|∇f | ≤M(|∇f |)(x).
For II, we use the fact that the uncentered maximal function is dominated by cn times the
centred dyadic maximal function. Hence it is enough to consider the supremum over balls of
the form Bj(x) = B(x,R2































































By the previous claim, the first term is bounded by CRnM [M(|∇f |)q](x) for any x ∈ BC0R(0).
For the second term, we will use the fact that if x ∈ B and |x| ≈ 2jR then one needs r(B) ≥































































































for any x ∈ BC0R(0).
To deal with the Lq-norm of ϕ(f − fB2R(0)) one can apply Hölder’s inequality and Poincaré’s
inequality to get ||ϕ(f − fB2R(0))||Lq ≤ CRnRqM(|∇f |)(x)q for any x ∈ BC0R. Thus the proof
of the Lemma is complete.
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6.2 The Regularity Problem for boundary data in HS1
We have seen that a weak solution u for L ∈ O is in W 1,2loc (Ω). In general, ∇u does not exist
pointwise, but in the L2locsense. Thus the non-tangential maximal might not be the correct
tool to define a condition - similarly to the (D)p condition - that should allow one to relate the
gradient of a weak solution to the gradient of the boundary data. For this, we define a variant
of the non-tangential maximal function, which is suitable for L2loc(Ω) functions, and which is








 12 h ∈ L2loc(Ω). (6.3)
We will omit the index κ and write N(h) for Nκ(h) if no confusion can arise. Harnack’s
inequality implies that for u a non-negative weak solution one gets
u∗(Q) ≈ N(u)(Q).
Thus the (D)p-condition is equivalent to ||N(u)||Lp(∂Ω) ≤ C||f ||Lp(∂Ω) for all f ∈ Lp(∂Ω) ∩
C0(∂Ω). Motivated by the (D)BMO condition and the duality of H
1 and BMO, we extend the
definition given in [KP93] of the the solvability of the regularity problem for boundary data in
W 1,p to the endpoint p = 1 as follows:
Definition 6.2.1. Let Ω be a Lipschitz domain and L ∈ O0. The regularity problem with
boundary data in W 1,p(∂Ω), 1 < p < ∞, is solvable for L (abbreviated (R)Lp ), if for every
f ∈W 1,p(∂Ω) ∩ C0(∂Ω), the weak solution u to the problem{
Lu = 0 in Ω
u|∂B = f on ∂Ω
verifies
||N(∇u)||Lp(∂Ω) + ||u||Lp(Ω) ≤ C||f ||W 1,p(∂Ω)
for a constant C independent of f .
For p = 1, the regularity problem with data in HS1(∂Ω) is solvable for L (abbreviated (R)LHS1)
if for every f ∈ HS1(∂Ω) ∩ C0(∂Ω), the corresponding weak solution u to the problem{
Lu = 0 in Ω
u|∂B = f on ∂Ω
verifies
||N(∇u)||L1(∂Ω) + ||u||L1(Ω) ≤ C||f ||HS1 (6.4)
for a constant C independent of f .
If no confusion can arise, we will omit the index L and write (R)p and (R)HS1 .
For 1 < p <∞, the definition of (R)p is the same as it is introduced by C.E. Kenig and J.
Pipher in [KP93] for operators of the form L0 = divA∇. In [KP93], C.E. Kenig and J. Pipher
prove the following - the proof works equally well for L ∈ O0 and Ω a Lipschitz domain:
Theorem 6.2.1 (Theorem 3.1 and Theorem 3.5 in [KP93]). Let L0 = divA∇ for A as in
the definition of O and symmetric and Ω be a star-shaped Lipschitz domain. Assuming that
u ∈ W 1,2loc (Ω) is a weak solution for L0 in Ω with u ∈ Lp(Ω) and N(∇u) ∈ Lp(∂Ω) for some







∇u(X) · ~T (Q) dX
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converges weakly in Lp(∂Ω) to ∇T f for r → 0. If f = 0 almost everywhere, then u ≡ 0.
Supposing further that (R)p holds, then there exists a unique u ∈ Lp(Ω) with ||N(∇u)||Lp(∂Ω) +
||u||Lp(Ω) ≤ C||f ||W 1,p(∂Ω) for every f ∈ W 1,p(∂Ω) and Lu = 0 in Ω such that u converges
non-tangentially almost everywhere to f and (∇Tu)r → ∇T f in Lp(∂Ω) weakly.
In the rest of this section, we proof the equivalent of Theorem 6.2.1 for the (R)HS1 condition.
The proofs and ideas used in [KP93] for Theorem 3.1 and Theorem 3.5 work almost equally
well to get similar results for the (R)HS1 case with Ω a Lipschitz domain and L ∈ O0.
Theorem 6.2.2. Let Ω be a Lipschitz domain and L ∈ O0. Assume that u ∈ W 1,2loc (Ω) is a
weak solution and that ||N(∇u)||L1(∂Ω) + ||u||L1(Ω) <∞. Then,
• u converges non-tangentially almost everywhere to a function f with f ∈W 1,1(∂Ω).
• If f = 0 almost everywhere, u ≡ 0.
• There exists a sequence rj → 0 for j → ∞ such that (∇Tu)rj converges in the weak∗
topology of (L∞(∂Ω))∗ to ∇T f .
Proof. We follow the proof of Theorem 3.1 in [KP93]. The fact that N(∇u) ∈ L1(∂Ω) implies
that N(∇u) < ∞ almost everywhere, and since Ω is a Lipschitz domain, the interior normal
~N(Q) of ∂Ω at Q exists almost everywhere. Choose a Q such that both almost everywhere
conditions are valid and let X,Y ∈ Γ(Q) ∩ Bε(Q) for some small ε > 0. We claim that
|u(X) − u(Y )| ≤ CεN(∇u)(Q), which implies that u(Xn) for Γ(Q) 3 Xn → Q is a Cauchy
sequence and therefore that u has a non-tangential limit at Q, which we will denote by f(Q).
Choose 0 < r1, r2 < ε such that X1 = Q + r1 ~N(Q), Y1 = Q + r2 ~N(Q) with |X − X1| =
minr>0 |X − (Q + r ~N(Q))|, |Y − Y1| = minr>0 |Y − (Q − r ~N(Q))|. Without losing generality,
we can assume that there exist balls1 B1 and B2 which are centred at X1 and Y1 with radii
r(B1) ≈ |X −Q| and r(B2) ≈ |Y −Q| such that X ∈ B1, Y ∈ B2 and 2B1 ⊂ Ω, 2B2 ⊂ Ω. We
have
|u(X)− u(Y )| ≤ |u(X)− u(X1)|+ |u(X1)− u(Y1)|+ |u(Y1)− u(Y )|.
By the equivalent of Theorem 2.2.7 in the inside (see Theorem 8.17 in [GT01]) and the Poincaré
inequality, we get














Without loss of generality, we can assume that r1 ≥ r2. Choose a sequence {tj}Nj=1 with
t1 = r1, tN = r2 and tj ≈ 2−jr1 and call the points Q + tj ~N(Q) = Zj . For Zj and Zj+1, j =










1If those balls do not exist consider
|u(X)− u(X1)| ≤ |u(X)− u(X̃1)|+ |u(X̃1)− u(X̃2)|+ · · ·+ |u(X̃K)− u(X1)|,
where X̃k, k = 1, · · ·K is a finite sequence of points on the line from X to X1 such that |X − X̃1|, |X1 − X̃K | ≤
δ(X)
2
and |X̃k − X̃k+1| ≈ δ(X)2 for k = 2, · · · ,K. The constant K is finite and depends on the aperture of
the non-tangential maximal function. One can then apply the same methods, which are used in the proof, to
each term. Since the number of terms is uniformly bounded by a constant depending on the aperture, the proof
works equally well. The same applies to |u(Y )− u(Y1)|.
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Thus we have proven that for X,Y ∈ Γ(Q) ∩Bε(Q) one has
|u(X)− u(Y )| ≤ CεN(∇u)(Q) (6.5)
for almost everyQ ∈ ∂Ω, which completes the claim and means that u converges non-tangentially
almost everywhere to a function f .
The inequality (6.5) implies that u∗ ∈ L1(∂Ω) since ||N(∇u)||L1(∂Ω) + ||u||L1(Ω) < ∞ and so
f ∈ L1(∂Ω).







|f(P )− f(Q)| dP
is in Lp(∂Ω), where NCalderón is the maximal function used by Calderón [Cal72] and is pointwise
equivalent to Nf(Q) by the results in [DS84] (see Definition 6.1.1). For this, C.E. Kenig
and J. Pipher show that NCalderón is pointwise dominated by M(N(∇u))(Q), which shows
that f ∈ W 1,p(∂Ω) by the boundedness of the Hardy–Littlewood maximal function on Lp for
1 < p <∞.
In the case that p = 1, we claim the following two statements
• (∇Tu)r → ∇T f in the sense of distributions
• ||(∇Tu)r||L1(∂Ω) . ||N(∇u)||L1(∂Ω)
These two facts imply f ∈ W 1,1(∂Ω) and the statement about the convergence of (∇Tu)rj ,
because the unit ball of any weak∗ topology is compact. Therefore, there exists a subsequence
rj and a measure µ ∈ (L∞(∂Ω))∗ such that (∇Tu)rj ⇀ µ in the weak∗ topology of (L∞(∂Ω))∗,









This implies that (∇Tu)rj , seen as a measure, converges set-wise to µ and µ is finitely valued.
The measures (∇Tu)rj dσ are absolutely continuous with respect to the surface measure and
therefore, by the Vitali-Hahn-Soks Theorem (see [Doo94], p.155 for example), µ is absolutely
continuous with respect to the surface measure. Hence, there exists g ∈ L1(∂Ω) such that
µ = g dσ. Due to the uniqueness of limits in the sense of distributions, we see that g = ∇T f .
To see that (∇Tu)r → ∇T f in the sense of distributions, which is the statement of the first
claim, let θ ∈ C∞(∂Ω). In order to illustrate the idea of the following argument, assume
that Ω = R2+, θ is in C∞0 (R) and u∗ ∈ L1(R) with u converging non-tangentially to f almost










































where Lip(θ) is the Lipschitz constant of θ, i.e. Lip(θ) = supx,y∈R
|θ(x)−θ(y)|
















Thus applying these thoughts, i.e interchanging the order of integration and integrating by









∇T fθ, since u → f
non-tangentially almost everywhere and u∗ ∈ L1(∂Ω).
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For the statement of the second claim we observe that since (∇Tu)r(Q) ≤ N(∇u)(Q), we
see that ||(∇Tu)r||L1(∂Ω) ≤ C||N(∇u)||L1(∂Ω), which completes the proof of the two claimed
statements.
So far, we have not made use of the fact that u is a weak solution and that L ∈ O0. We will
need these conditions to prove that f = 0 almost everywhere implies u ≡ 0. The proof is very
similar to the proof regarding the (D)p case, whereas we do not need to assume that the (R)p
condition holds in the (R)p case.
Fix Z ∈ Ω. Let θj satisfy θj ≡ 1 on Ω 1
j
, supp θj ⊂ Ω 1
2j
and |∇θj | ≤ Cj. We assume that
j is large enough so that we can see Z as a fixed constant away from (∂Ω) 1
j
. The Green’s









A∇u(Y ) · ∇YG(Z, Y ) θj(Y ) dY +
ˆ
Ω




A∇θj(Y ) · ∇YG(Z, Y ) u(Y ) dY +
ˆ
Ω
G(Z, Y )B∇θj(Y ) u(Y ) dY
= I + II + III + IV.
For Bj , a ball of radius
1
10j and centred at a point with distance
1
j to the boundary, we get (by
the Cacciopoli inequality and the Hölder continuity up to the boundary)
 
Bj
|∇YG(Z, Y )| dY ≤
( 
Bj








G(Z, Y ) dY ≤ C 1
jα
. (6.7)
Since the vector field B satisfies |B(Y )|δ(Y ) ≤ C, we have for Y ∈ supp∇θj and Q such that
Y ∈ Γ(Q)
|B(Y )| ≤ Cj
u(Y ) ≤ C 1
j
N(∇u)(Q).
Let Rj = supp∇θj . Choose essentially disjoint balls Bkj like Bj as above, such that Rj =⋃N
k=1B
k
j with N ≈ 1. By shrinking the balls B
j
k by a fixed constant, which depends on the
Lipschitz domain but is independent of j, we can assume that there exist essentially disjoint
surface balls ∆kj of diameter comparable to
1
j such that B
k















































Similar thoughts apply to IV : namely we have by (6.7) that supY ∈Bj B(Y )
ffl
Bj
G(Z, Y ) dY ≤
C jjα which is the same bound as for
ffl
Bj
G(Z, Y ) in (6.6). Hence the estimates for III work
equally well for IV .
For I + II, one integrates by parts to get
I + II =
ˆ
Ω
A∇u(Y ) · ∇YG(Z, Y ) θj(Y ) dY +
ˆ
Ω








G(Z, Y )B∇u(Y ) θj(Y ) dY
= −
ˆ
G(X,Y )A∇u(Y ) · ∇θj(Y ) dY,
since divA∇u−B∇u = 0. Thus by the Hölder continuity up to the boundary
(I + II) ≤ Cj
ˆ
Rj










So u(Z) ≤ 1jα
´
∂Ω
N(∇u), which implies that u(Z) = 0, and therefore u ≡ 0 since Z ∈ Ω was
arbitrary.
The following lemma shows that it suffices to assume the (R)HS1 condition for smooth
Hardy–Sobolev atoms (compare Remark 3.4 in [KP93] for the (R)p case), where we call a
Hardy–Sobolev atom a a smooth Hardy–Sobolev atom, if a is a Hardy–Sobolev atom and is
smooth:
Lemma 6.2.3. Assuming that the estimate (6.4) holds for smooth Hardy–Sobolev atoms, then
the (R)HS1 condition holds.
Proof. We first claim that if the estimate (6.4) holds for all continuous Hardy–Sobolev atoms
then (R)HS1 holds. Indeed, let f ∈ HS1 ∩ C0(∂Ω). Then according to the Remark 6.1.5, there
exist continuous atoms aj and scalars λj such that f =
∑
λjaj . Thus if u is the solution for f ,















Since this holds for all decompositions, we get ||N(∇u)||L1(∂Ω) + ||u||L1(Ω) ≤ C||f ||HS1 and so
the claim holds. Hence it is enough to prove (6.4) for continuous Hardy–Sobolev atoms a under
the assumption that (6.4) holds for smooth Hardy–Sobolev atoms.
Every continuous Hardy–Sobolev atom a can be uniformly approximated in HS1 by smooth
Hardy–Sobolev atoms aj (use mollifiers). Let uj be the weak solution for the smooth Hardy–
Sobolev atom aj and u the solution for a. The maximum principle implies that uj converges









be the truncated below maximal function. Cacciopoli’s inequality and the uniform convergence
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Nε(∇uj) ≤ C lim
j
||aj ||HS1 ≤ C||a||HS1 .
Since Nε increases to N , the monotone convergence theorem completes the proof.
Recall that when we defined the (R)HS1 solvability we only did it for data in HS
1 ∩C0(∂Ω).
The following theorem shows that this is sufficient and that this implies existence of a unique
solution for any data in HS1.
Theorem 6.2.4. Let L ∈ O0 and Ω be a Lipschitz domain. Assume that (R)HS1 holds. Given
f ∈ HS1, there exists a unique u ∈ L1(Ω) with N(∇u) ∈ L1(∂Ω) such that Lu = 0 in Ω and
that u converges non-tangentially almost everywhere to f . Additionally, (∇Tu)rj converges in
the weak∗ topology of (L∞(Ω))∗ to ∇T f .
Proof. We use, where it is possible, the ideas from the proof of Theorem 3.5 in [KP93]. By
Theorem 0.1 in [BB10] we have seen that the norms of HS1t1 and HS
1
t2 for 1 < t1, t2 ≤ ∞ are
equivalent, thus every (1,∞)-atom can be approximated by smooth (1,∞)-atoms in HS1. Let
f =
∑






choose N such that
∑∞




j we have ||f − fN ||HS1 ≤∑N
j=1 |λj |||aNj − aj ||HS1 +
∑∞
j>N |λj | ≤ 2ε, i.e. fN → f in HS
1 with fN smooth.
It follows that we can choose fj ∈ HS1 ∩C∞(∂Ω) converging in HS1to f ∈ HS1. Let uj be the
weak solution for the smooth boundary data fj . Then
||N(∇(uj − uk))||L1(∂B) + ||uj − uk||L1(B) → 0,
and so {uj}j is a Cauchy sequence in L1(Ω). Thus, there exists a u ∈ L1(B) such that uj → u
in L1(B). Using Cacciopoli’s inequality in the interior, we see that for any compact K ⊂ Ω,
one has
||uj − uk||W 1,2(K) ≤ CK ||uj − uk||L1(Ω) → 0.
The uniqueness of limits implies u ∈ W 1,2loc (Ω). Since the vector field B ∈ L∞(K) for any
compact K ⊂ Ω, one gets that u is a weak solution. Furthermore,
||u||L1(Ω) = lim
j→∞
||uj ||L1(Ω) ≤ C lim
j
||fj ||HS1 ≤ C||f ||HS1
||u− uj ||L1(Ω) ≤ C||f − fj ||HS1 .
By using the same Nε-idea as before, we get
||N(∇u)||L1(∂Ω) ≤ C||f ||HS1
||N(∇(u− uj))||L1(∂Ω) ≤ C||f − fj ||HS1 ,
Hence Theorem 6.2.2 implies that u has a non-tangential limit almost everywhere, which we
will denote by u|∂Ω. It remains to be verified that u|∂B = f almost everywhere. We know by
(6.5) that
(uj − u)∗(Q) ≤ CN(∇(u− uj))(Q) + C||uj − u||L1(Ω).
Therefore,
|{|f − u|∂Ω| > α}| ≤ |{|f − fj | >
α
3
}|+ |{|fj − uj |∂Ω| >
α
3














||f − fj ||HS1 ,
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which implies the non-tangential almost everywhere convergence. Uniqueness and the stated
(∇Tu)rj convergence follow from Theorem 6.2.2, which completes the proof.
6.3 Consequences of the (R)HS1-condition
In [KP93], C.E. Kenig and J. Pipher prove an interpolation and extrapolation property of the
(R)p condition for operators of the form L0 = divA∇ for A, as in the definition of O and
symmetric. Concretely, they prove that for 1 < p < ∞ (R)p implies (D)p′ and that (R)p
implies (R)q for 1 ≤ q < p+ ε and some ε > 0, where (R)1 is to be understood as (R)HS1 . The
range 1 < q ≤ p is achieved by first showing that (R)HS1 holds under the assumption of the
(R)p condition
2 (the (R)HS1 condition is not defined formally in [KP93]), for which they use a
localization Theorem which is valid under the assumption of the (R)p condition, and secondly
by interpolating between (R)HS1 and (R)p they get the range (1, p]. C.E. Kenig and J. Pipher
use the same localization Theorem in combination with a real variable technique to prove the
existence of an ε > 0 such that (R)p for 1 < p <∞ implies (R)q for q ∈ [p, p+ ε).
In [She07], Z. Shen uses a reverse Hölder inequality for N(∇u) to show that for the same
sort of elliptic operators as in [KP93] either (D)p′ implies (R)p or (R)q is not solvable for any
1 < q <∞.
In this section, we will prove several consequences of the (R)HS1 condition. The first conse-
quence will be that (R)HS1 implies (D
∗)p′ for some 1 < p < ∞, which extends the result in
[KP93], where it is shown that (R)p implies (D)p′ for 1 < p < ∞ and L0 = divA∇ with A
symmetric. In addition, we will present a new proof for (R)p implying (R)HS1 without the
localization Theorem by combining ideas in [She07] and [KP93]. Furthermore, we will prove
the main Theorem of this thesis, namely that (R)HS1 implies (R)p for some 1 < p < ∞. This
result allows us to include the endpoint in Shen’s result (see Theorem 6.3.12). As a consequence
of the main result and the new proof that (R)p implies (R)HS1 without using the localisation
Theorem we will get Corollary 6.3.13, which reduces the requirements for a possible proof of
the conjecture that (D∗)p′ implies (R)p for 1 < p <∞.
6.3.1 (R)HS1 implies (D
∗)p′ for some 1 < p <∞
Let us recall a variant of the non-tangential maximal function from [KP93]. For any h : Ω →









Lemma 6.3.1. For all 0 < p <∞, there exists C1, C2 depending only on ε, p and Ω such that
C1||Nε(h)||Lp(∂Ω) ≤ ||N(h)||Lp(∂Ω) ≤ C2||Nε(h)||Lp(∂Ω).
Proof. As it is stated in [KP93], the proof can be found in [FS72], Lemma 1, Section 7.
Lemma 6.3.2 (Lemma 5.5 in [KP93]). Let Ω be a Lipschitz domain. Suppose u ∈ W 1,2(Ω)
and continuous on TR(Q). If u ≡ 0 on ∆R(Q) and 0 ≤ α < 1 then
ˆ
TR(Q)




Proof. Without losing generality, we can assume that R ≤ R0 and that u is smooth. By the
2C.E. Kenig and J. Pipher show that if f is a Lipschitz function supported in ∆r(Q0) (with r smaller than a
fixed constant which depends on the domain Ω) and ||∇T f ||L∞(∂Ω) ≤ 1rn−1 , then ||N(∇u)||L1(∂Ω)+||u||L1(Ω) ≤
C, where u is the weak solution with boundary data f .
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The Cauchy–Schwarz inequality and a change of variables imply
ˆ
TR(Q)















The following is proven for elliptic operators L0 = divA∇ in Lemma 5.8 and Lemma 5.13
in [KP93]. The proof works equally well for L ∈ O0. For completeness we include this proof.
Lemma 6.3.3. Let 0 < R < 14R
′ and Ω be a Lipschitz domain. Assume that u is a non-negative







For X ∈ T 1
4R









Proof. Without losing generality, we can assume that R ≤ R0. According to the Hölder conti-
nuity up to the boundary, we have
 
TR(Q)














Cacciopoli’s inequality, the Hölder continuity up to the boundary, the previous estimate and





































The second term can be hidden on the left hand side, which completes the proof of the first
part of the Lemma.

















which is the first inequality of the second part of the Lemma. For the other direction, we use















For the following theorem let us recall that (D∗)p = (D)
L∗
p for L
∗ the adjoint of L.
Theorem 6.3.4. Let L ∈ O0 and Ω be a Lipschitz domain. Then (R)p implies (D∗)p′ . More-
over (R)HS1 implies w
∗ ∈ A∞ and so (D∗)q for some 1 < q <∞.
Proof. We will prove only the (R)HS1 result, whereas we will mention the changes to the (R)p
case where necessary. We use the methods and ideas from the proof in [KP93] and change them
a bit to suit the (R)HS1 condition. Let w
∗ be the elliptic measure for L∗. Then we have to
show that w∗ is absolutely continuous with respect to the surface measure and that w∗ ∈ A∞
(respectively w∗ ∈ Bp for the (R)p result).
Choose R ≤ 15R0 and Q0 ∈ ∂Ω. Let f ∈ C
∞(∂Ω) be non-negative with 0 ≤ f ≤ 1 and
f ≡ 0 on ∆R = ∆R(Q0)
f ≡ 1 on ∆4R\∆2R
f ≡ 0 on ∂Ω\∆5R




Rn−2 f is a
Hardy–Sobolev (1,∞)-atom and therefore ||f ||HS1 ≤ CRn−2.
Let u be the weak solution with boundary data f , then as we have used before C ≤ u(AR(Q0)) ≤










































Hence if we define h(P ) = sup0<s<R2
w∗(∆s(P ))
sn−1 , the estimate above gives that




By Lemma 6.3.3, the assumption that (R)HS1 holds, and the doubling property of w
∗, we see
that w∗ is absolutely continuous with respect to dσ, i.e. w∗ = k∗ dσ for some k∗ ∈ L1( dσ).
To establish that w∗ ∈ A∞( dσ) it is enough to establish that ||k∗||L(logL)( dσ̃) ≤ C||k∗||L1( dσ̃)
for all surface measures dσ̃ = χ∆|∆| dσ with ∆ a surface ball where we can assume without losing
generality that r(∆) ≤ R0. Theorem 5.2.6 implies
||k∗||L(logL)( dσ̃) ≤ C||M∆k∗||L1( dσ̃),
where M∆ denotes the Hardy–Littlewood maximal function over all balls contained in ∆. By
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the doubling property of w∗, we see that
||M∆k∗||L1( dσ̃) ≤ C
 
∆R/2












Rn−2 = C||k∗||L1( dσ̃),
which concludes that w∗ ∈ A∞. In the (R)p case, the last calculation shows that w∗ ∈ Bp.
6.3.2 A new proof for: (R)p implies (R)HS1
In order to prove that (R)p implies (R)HS1 without the localization Theorem of [KP93], we
need the following:
Lemma 6.3.5. Let Ω be a Lipschitz domain, L ∈ O0 and G the corresponding Green’s function.
Let u be a weak solution which vanishes on ∆5R(Q). Then for any X ∈ T2R(Q), we have








for 0 < q <∞, where the implicit constant depends on q.
Proof. The proof is taken from the proof of Lemma 2.5 in [She07], where q = 2 is considered.
Without losing generality, we can assume that R ≤ 15R0. Let u1 be the weak solution on T3R(Q)
with boundary data u+ = max{u, 0} on ∂T3R(Q) and u2 be the weak solution on T3R(Q)
with boundary data u− = −min{u, 0}. Then, the comparison principle for non-negative weak







Since u1 = u
+
0 and u2 = −u
−
0 on ∂T3R(Q) (see Theorem 2.2.7 for the definition of u
+
0 ) we get
by the maximum principle and Theorem 2.2.7:






























The next Lemma is partly contained in the proof of Theorem 2.9 in [She07] and will prove
itself being handy:
Lemma 6.3.6. Let Ω be a Lipschitz domain, L ∈ O0, 1 ≤ p <∞ and 0 < q <∞. Assume that
w∗ ∈ Bp, if 1 < p <∞ and w∗ ∈ A∞, if p = 1. Then if u is a weak solution which vanishes on




































































where we used the Bp condition for 1 < p < ∞ and (5.7) if p = 1 for the last step. Lemma













The result below takes care of the estimate for the non-tangential maximal function away
from the support of an (1,∞)-atom.
Theorem 6.3.7. Assume that L ∈ O0, Ω is a Lipschitz domain and w∗ ∈ A∞. Let f be a
smooth Hardy–Sobolev (1,∞)-atom corresponding to the surface ball ∆R(Q0). Let u be the weak
solution for f , then
||N(∇u)||L1(∂Ω\∆8R(Q0) ≤ C
for a constant C independent of f and R.
Proof. Without losing generality, we can assume that R ≤ R0 (where R0 depends on the domain
Ω, see Lemma 2.1.1) and that f is non-negative. Since f is a smooth Hardy–Sobolev (1,∞)-
atom for ∆R(Q), we have |f | ≤ CRn−2 . Thus for X ∈ Ω\T2R(Q), Lemma 4.2.3 and Lemma 3.1.5
imply




Define Rj = {Q ∈ ∂Ω : |Q − Q0| ≈ 2jR} for j ≥ 3. For Q ∈ Rj and X ∈ Γ(Q) with






























The Cacciopoli inequality implies
ˆ
Rj








Thus, if we cover Rj with a finite number of balls ∆
j
α with radii comparable to 2
jR and apply
Lemma 6.3.6 to each of the balls, we get
ˆ
Rj






























α the centre of ∆
j
α. Inequality (6.8) implies that


















Thanks to Theorem 6.3.7, we now can reprove Theorem 5.2 of [KP93] for L ∈ O0 without
using the localisation Theorem as in [KP93].
Theorem 6.3.8. Let Ω be a Lipschitz domain and L ∈ O0. Then (R)p for any 1 < p < ∞
implies (R)HS1 .
Proof. By Lemma 6.2.3 it is enough to show that (6.4) holds for smooth Hardy–Sobolev (1,∞)-
atoms. Let f be a smooth Hardy–Sobolev (1,∞)-atom corresponding to ∆R(Q) and u the weak
solution for f . Without losing generality, we can assume that R ≤ R0. By Theorem 6.3.4, we
know that (D∗)p holds. Theorem 6.3.7 implies
||N(∇u)||L1(∂Ω\∆8R(Q) ≤ C.
For the ∆8R(Q) part, we use Hölder’s inequality and the (R)p condition to get
||N(∇u)||L1(∆8R(Q)) ≤ C|∆R(Q)|
1
p′ ||N(∇u)||Lp(∆8R(Q)) ≤ C|∆R(Q)|
1
p′ ||f ||W 1,p(∂Ω) ≤ C,
since f is a (1,∞)-atom for ∆R(Q).
It remains to be shown that ||u||L1(Ω) ≤ C. From (6.8), we have
u(X) ≤ CG(X,AR(Q))
for X ∈ Ω\T2R(Q). The inequalities (3.3) and (6.5) imply
||u||L1(Ω) ≤ C||u||L1(ΩR0 ) + ||N(∇u)||L1(∂Ω) ≤ C,
which completes the proof.
The next Lemma (with q = 1) is the main Lemma in [She07], namely the reverse Hölder
inequality for N(∇u). The proof from [She07] works equally well for elliptic operators L ∈ O0.
We will modify the proof to allow indices smaller one.
Lemma 6.3.9. Let L ∈ O0, Ω a Lipschitz domain and assume that (D∗)p′ holds. Let u be a












for 0 < q < p.
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Proof. Without losing generality, we can assume that R ≤ R0. Let P ∈ ∆R(Q0) and X ∈ Γ(P )
with |X − P | > C1R. Then there exists an aperture α = α(Ω, C1) such that X ∈ Γα(Q) for all



















for any 0 < q.
One can argue that |X−P | > C1R implies the existence of a surface ball ∆′ with radius compara-











i.e. there is no need to introduce the larger aperture α in the previous step. In the following
proofs we will nevertheless apply this Lemma with the larger aperture α once, in order to show
how one can deal with it.
We are left with the truncation NC1R(·) to consider. We use Cacciopoli’s inequality and Lemma



















Due to the zero boundary condition on ∆C0R(Q0) we have (by (6.5)) u(X) ≤ Cδ(X)N(∇u)(X̂)



















which proves the Lemma.
6.3.3 (R)HS1 implies (R)p for some 1 < p <∞
We are now ready to establish the main result of this thesis, concretely the implication that
(R)HS1 implies (R)p for some 1 < p < ∞. In the course of thinking about this problem we
discovered that there are two possible ways to establish this result. One is to adapt the proof
in [KP93] where for (R)p implies (R)p+ε was established. The other way is motivated by the
proof of the main Theorem in [She07] (adjusted with the aid of Lemma 6.1.6). We decided
we prefer the second method as it avoids the use of a localization theorem and real variable
techniques with rather lengthy proofs. We present this method here. We define
E(λ) = {P ∈ ∂Ω : M(N(∇u))(P ) > λ}.
Theorem 6.3.10. Let L ∈ O0 and Ω be a Lipschitz domain. Assume that (R)HS1 holds.
Choose any p ∈ (1,∞) for which the (D∗)p′ condition holds. Let f ∈ C∞(∂Ω) and u be the
corresponding weak solution. Then there exist positive constants ε, η, C0 such that
|E(τλ)| ≤ ε1+η|E(λ)|+ |{P ∈ ∂Ω : M(M(|∇f |)) > γλ}| (6.9)
for λ > λ0 = C0
´
∂Ω
N(∇u), γ = γ(ε), τ = ε−
1
p .















is any surface ball with radius R0/4. Thus E(λ)
c ∩∆R0
4
6= ∅ for λ > λ0.
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k χQk ≤ K,
• 3Qk ∩ E(λ)c 6= ∅.
To prove the lemma we will claim that it is enough to prove that
Qk ∩ {M(M(|∇f |)) ≤ γλ} 6= ∅ implies |E(τλ) ∩Qk| ≤ ε1+η|Qk|. (6.10)








|E(τλ) ∩Qk|+ |{M(M(|∇f |)) ≥ γλ}|
≤ ε1+
η
2 |E(λ)|+ |{M(M(|∇f |)) ≥ γλ}|,
which is the statement of the Theorem.
Hence we focus on establishing (6.10). By the properties imposed on Qk by the Whitney
decomposition we have the following for P ∈ Qk:
M(N(∇u))(P ) ≤ max{M5Qk(N(∇u)), C1λ}
for some C1 = C1(Ω) depending only on the geometry of our domain. Here MQ is a modified
version of the maximal function






Take now τ larger than C1. We see by the properties of the Whitney decomposition on Qk that
|Qk ∩ E(τλ)| ≤ |{P ∈ Qk : M5Qk(N(∇u))(P ) > τλ}|. (6.11)
Let v be the weak solution with boundary data ϕ(f − α), where ϕ ∈ C∞(∂Ω) with 0 ≤ ϕ ≤ 1,




















N(∇v) = I + II
by the weak (p̄, p̄) and the weak (1, 1) inequality. We choose p̄ > p so that (D∗)p̄′ still holds.
Since (R)HS1 holds, Lemma 6.1.6 for q = 1 implies for the second term
II ≤ C
τλ




for any Q ∈ 5Qk. Thus we can choose a Q from Qk ∩ {M(M(|∇f |) ≤ γλ} to get II ≤ Cγτ |Qk|.































To get the last line we have used the facts that 3Qk∩E(λ)c 6= 0 as well as Qk∩{M(M(|∇f |)) ≤
γλ} 6= ∅. In the last step we hid γ into a generic constant C, we can do this since γ > 0 will be
chosen small in the next step. Collecting all estimates together, we can see that (where q = 1,
but it will be smaller in a later proof):


















for η = 12 (
p̄
qp − 1) > 0. Now choose ε small enough to make the second term smaller than
1
2
and then choose γ such that the first term is smaller than 12 . Therefore,
|Qk ∩ E(τλ)| ≤ ε1+η|Qk|,
which finishes the proof.
With (6.9), the proof of the Main Theorem in [She07] implies our main result. For com-
pleteness we include the proof.
Theorem 6.3.11. Let L ∈ O0 and Ω be a Lipschitz domain. Then there exists 1 < p < ∞
such that (R)HS1 implies (R)p.
Proof. By Theorem 6.3.4, there exists 1 < p < ∞ such that (D∗)p′ holds. We multiply (6.9)
on both sides with λp−1 and then integrate over (λ0,Λ) to get
ˆ Λ
λ0






For the last term we used the boundedness of the Hardy Littlewood maximal function on Lp
twice. Using the change of variables τλ 7→ λ, we get
ˆ τΛ
τλ0






By the definition of τ we have τ1−pτ−1 = ε. Therefore, the previous inequality simplifies to
ˆ τΛ
τλ0










|E(λ)|λp−1 dλ on the left hand side to get
ˆ τΛ
τλ0










|E(λ)|λp−1 dλ on both sides, we are left with
ˆ τΛ
0






By the definition of λ0, the (R)HS1 -condition and Hölder’s inequality, the first term of the right








≤ C||f ||pW 1,p(∂Ω),
where for the last inequality we used the fact that ||f ||HS1 ≈ ||f ||C1 and Hölder’s inequality.
Thus sending Λ→∞ in (6.12) gives
´
∂Ω
(M(N(∇u)))p ≤ C||f ||pW 1,p(∂Ω), i.e.
||N(∇u)||Lp(∂Ω) ≤ C||f ||W 1,p(∂Ω). (6.13)
It remains to be verified that ||u||Lp(Ω) ≤ C||f ||W 1,p(∂Ω). By the usual split into the positive
end negative part, we can assume that f is non-negative without losing generality. By (6.5) and
(6.13), it suffices to show that ||u||Lp(ΩR0
2
) ≤ C||f ||W 1,p(∂Ω). The interior Harnack principle





) ≤ C||f ||HS1 ≤ C||f ||W 1,p(∂Ω).
Thus, the Theorem is proven.
The p in Theorem 6.3.11 was determined by the p′ for which (D∗)p′ holds. Thus Theorem
6.3.11 allows us to conclude the following:
Corollary 6.3.12. Let Ω be a Lipschitz domain and L ∈ O0 be an elliptic operator with the
elliptic measure of the adjoint L∗ operator in A∞. Then either{
(i)a (D
∗)p′ implies (R)p for all p ∈ (1,∞) for which (D∗)p′ holds
(i)b w
∗ ∈ A∞ implies (R)HS1
or{
(ii)a (R)p is not solvable for any p ∈ (1,∞)
(ii)b (R)HS1 is not solvable.
The question remains whether the second alternative in Corollary 6.3.12 does happen or
whether (D∗)p′ always implies (R)p. By Corollary 6.3.12, Theorem 6.3.7, the part of the proof
of Theorem 6.3.8 regarding the ||u||L1(Ω) norm and Lemma 6.2.3, we get the following:
Corollary 6.3.13. Let L ∈ O0 and Ω be a Lipschitz domain. Assume that for all smooth




where ∆R(Q) is a surface ball on which the atom f is supported and C is a constant independent
of f . Then
(D∗)p′ implies (R)p.
6.3.4 The (R)Cq condition for q < 1
In this part, we will consider the problem of extending the (R)p condition to p < 1 in the way
that (R)q and (D
∗)p′ for 1 < p <∞ imply (R)p. For this, we define
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Definition 6.3.1. Let L ∈ O0 and Ω be a Lipschitz domain. We say that (R)Cq for 0 < q < 1
holds if the weak solution u to the problem
Lu = 0 in Ω
u ≡ f on ∂Ω
with f ∈ Cq ∩ C0(∂Ω) satisfies
||N(∇u)||Lq(∂Ω) + ||u||Lq(Ω) ≤ C||f ||Cq
for a C independent of f .




i.e. (D∗)p′ implies (R)p or (R)q does not hold for any 0 < q < ∞ with (R)1 = (R)HS1 and
(R)q = (R)Cq for 0 < q < 1.
The proof follows the same lines as the proof of Theorem 6.3.11, whereas we use the result
for q < 1 in Lemma 6.3.9 and Lemma 6.1.6. We define similarly to before
E(λ) = {Q ∈ ∂Ω : M(N(∇u)q)(Q) > λ}
Eα(λ) = {Q ∈ ∂Ω : M(Nα(∇u)q)(Q) > λ}.
Lemma 6.3.15. Let L ∈ O0 and Ω be a Lipschitz domain. Assume that (R)Cq and (D∗)p′ hold
for some 0 < q < 1 < p <∞. Then there exist C0, η, ε > 0, α such that
|E(τλ)| ≤ ε1+η|Eα(λ)|+ |{M [M(∇f)q] > γλ}|
for λ > λ0 = C0
´
∂Ω
Nα(∇u)q dσ, τ = ε−
q
p , γ = γ(ε).
Proof. We will only point out the differences to the proof of (6.9). The Whitney decomposition
is applied to Eα(λ). According to the definition of N and Nα we have N(∇u) ≤ Nα(∇u). Since
Qk is maximal with respect to Nα(∇u) we have
M(N(∇u)q)(P ) ≤ max{M5Qk(N(∇u)q), C1λ}
for P ∈ Qk. Thus, as in (6.11), we get the following for τ large enough:
|Qk ∩ E(τλ)| ≤ |{P ∈ Qk : M5Qk(N(∇u))q > τλ}|.
By introducing the same v as before, one is left with











N(∇v)q = I + II,
where the weak ( p̄q ,
p̄
q ) and weak (1, 1) inequality are used. II is treated as before, where one


















The first integral is bounded by λ
p̄
q by the Whitney decomposition properties. For the second
integral, one observes that ||Nα(·)||Lq(∂Ω) ≤ Cα,q||N(·)||Lq(∂Ω) for all 0 < q < ∞ (see for









by (6.1.6). From here, one can finish the proof as for (6.9).
If we compare Lemma 6.3.15 with (6.9), we can see that we have Eα(λ) instead of E(λ).
The following Lemma will remove this issue:
Lemma 6.3.16. Using the same setting as for Lemma 6.3.15, we have |Eα(λ) ≤ Cα|E(λ)|.
Proof. We know that
|{P ∈ ∂Ω : Nα(∇u)q(P ) > λ}| ≤ Cα|{P ∈ ∂Ω : N(∇u)q(P ) > λ}| (6.14)






































(5.5) ≤ Cα|{M [N(∇u)q] > λ}| = Cα|E(λ)|.
Proof of Theorem 6.3.14. For ε small enough, Lemma 6.3.16 implies that
|E(τλ)| ≤ ε1+η
′
|E(λ)|+ |{M [M(|∇f |)]q > γλ}|.
Thus one can repeat the proof of Theorem 6.3.11.
6.3.5 A uniform bound for (u)r in HS
1
Going back to Theorem 6.2.1 and Theorem 6.2.2, we see that if 1 < p <∞, then ||N(∇u)||Lp(∂Ω)+
||u||Lp(Ω) <∞ implies the existence of non-tangential limits u|∂Ω with u|∂Ω in W 1,p(∂Ω). The
proof relies on the boundedness of the maximal function in Lp. In addition, one can show by










































where the second inequality follows from
Lemma 6.3.17. Let u ∈ W 1,p(Rn+), 1 ≤ p < ∞. Then, for 0 < r < r′ < (1 + 110 )r and
P ∈ ∂Rn+ we have
|∇T (u)r(P )| ≤ C(|∇u|)r′(P ).














































where we used Theorem 3 in [Eva98], Chapter 5.8, for the last step.
Thus, if ||N(∇u)||Lp(∂Ω) + ||u||Lp(Ω) <∞, the uniform bound on (u)r in W 1,p(∂Ω) leads to
the weak convergence of (∇Tu)r to ∇Tu|∂Ω, which is a stronger result than the convergence
result proven in Theorem 6.2.2. Thus, we will look at the question if (u)r ∈ HS1 uniformly in
r.
Lemma 6.3.18. Let L ∈ O0 and Ω be a Lipschitz domain. Assume that (R)HS1 holds. Let
f ∈ HS1 and u be the corresponding weak solution. Then
||(u)r||HS1 ≤ C||f ||HS1 ,
C being a constant independent of r and f .
Proof. By (6.5) and ||N(∇u)||L1(∂Ω) + ||u||L1(Ω) ≤ C||f ||HS1 , we have ||(u)r||L1(∂Ω) ≤ C||f ||HS1 .
Thus it remains to be shown that ||((u)r)b1||L1(∂Ω) ≤ C||f ||HS1 , where (·)b1 is the maximal
function defined in Definition 6.1.1.
Without losing generality, we can assume that f is a Hardy–Sobolev (1,∞)-atom corresponding










|(u)r(P )− avg∆s(Q)(u)r| dP
)
dQ ≤ C















(. . .) = A+B.



































p′ ≤ C||f ||W 1,p(∂Ω)|∆R|
1
p′ ,
where, for the last inequality, we used the fact that (R)p holds by Theorem 6.3.11. Since
||f ||W 1,p(∂Ω) ≤ C|∆R|
1











(. . .) = I + II.
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Nα(∇u)(Q) dQ ≤ Cα||f ||HS1 ≤ C.

















= IIA + IIB + IIC .
For IIA, we would like to use the reverse Hölder condition of Lemma 6.3.9. Let ∆
j
R be a cover








































Nr′(∇u) ≤ C||f ||HS1 ≤ C.
The terms IIB and IIC are both treated in a similar manner. We will only give a proof for IIB

















= IIB1 + IIB2 .
Since f is a Hardy–Sobolev (1,∞)-atom for ∆R(Q), u ≤ CRn−2 according to the maximum
principle. For ∆5R(Q0) ∩∆s(Q) 6= ∅ with s > R, one needs |Q0 − Q| ≤ Cs. Thus by writing
∂Ω\∆10R(Q0) =
⋃



















































N(∇u) ≤ C r
R




Since r < R in the IIB1 case, this shows that IIB1 ≤ C. In the IIC1 case, the sum over j in
the last calculation starts at k0 with 2
k0R ≈ r. At the end, one is left with C r
2k0R
≈ C. Hence
the term IIC2 is also bounded by a constant, which completes the proof.
6.3.6 A note on the Neumann Problem
So far, we have been interested in the Dirichlet and regularity problem. Both of them are
of the same nature in the sense that the function one is looking for should have some certain
values at the boundary. Moreover, the regularity problem can be seen as the question if one can
control the non-tangential derivatives of a solution by the tangential derivatives. If this question
is reversed, we are asking if one can control the tangential derivatives by the non-tangential
derivatives, which leads to the Neumann problem.
To focus on the idea, the domain will this time be the unit ball B and the class of elliptic
operators will be all elliptic operators L0 of the form L0 = divA∇ for A as in the definition of
O and symmetric. Let ~N(Q) be the unit inward normal at Q ∈ ∂B. The Neumann problem is
the problem to find a solution u such that
L0u = 0 in B
A∇u · ~N(Q) = f on ∂B.
If f ∈ L2(∂B), the Lax-Milgram Theorem implies that the Neumann problem has a variational
solution, i.e. that one can find a unique function u ∈W 1,2(B) such that
ˆ
B




for all ϕ ∈ Lip(B̄), Lip(B̄) being the space of Lipschitz functions on B̄.
In [KP93], C.E. Kenig and J. Pipher are interested in unique solutions (modulo constants) for
boundary data f ∈ Lp(∂Ω) and in a non-tangential estimate to guarantee convergence of the
non-tangential derivatives of the weak solution to the boundary data. C.E. Kenig and J. Pipher
define:
Definition 6.3.2 (Definition (N) in [KP93]). Let µ be a finite measure on ∂B. We say that



















A∇θ · ∇ϕ = 0
for all θ ∈W 1,2(B).




dµ is a weak solution to the Neumann problem with data µ. They define the (N)p
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condition, which is the equivalent of the (R)p and (D)p condition, for the Neumann problem
as follows:
Definition 6.3.3 (Definition 3.6 in [KP93]). The Neumann problem for L0 with data in




f = 0 the weak solution u of
ˆ
B




for all ϕ ∈ W 1,2(B) (which is also the variational solution since
´
f = 0 and f ∈ L2(∂B)),
satisfies the estimate ||N(∇u)||Lp(∂B) ≤ C||f ||Lp(∂B).
For the endpoint definition of the (N)p condition, we define
Definition 6.3.4. The Neumann problem with data in H1(∂B), abbreviated (N)H1 , is solvable
if, whenever f ∈ L2(∂B) ∩H1(∂B), the weak solution u of
ˆ
B




for all ϕ ∈W 1,2(B) satisfies the estimate ||N(∇u)||L1(∂Ω) ≤ C||f ||H1(∂B).
The following is the equivalent of Theorem 6.2.1 for the Neumann problem:
Theorem 6.3.19 (Theorem 3.7 in [KP93]). Suppose (N)p, 1 < p <∞, is solvable for L0. Then
given f ∈ Lp(∂B) with
´
∂B
f = 0, the function u(X) =
´
∂B
N(X,Q)f(Q) dσ, where N(·, ·) is
the Neumann function as it is defined in Definition 2.5 in [KP93], satisfies the following:
• L0u = 0 in B




A∇u · ∇ϕ =
´
∂B
ϕf for all ϕ ∈ Lip(B̄)
• u satisfies Definition (N)
• (A∇u · ~N)r → f weakly in Lp(∂B).
In [KP93] Theorem 6.2, it was proven by a localization result for the Neumann problem
that
Theorem 6.3.20 (Theorem 6.2 in [KP93]). Assume that (N)p and (R)p hold for 1 < p <∞.
Then (N)q holds for all 1 ≤ q ≤ p where (N)1 is to be understood as (N)H1 .
The new proof we gave in Theorem 6.3.8 for (R)p implying (R)HS1 , which is not based on the
localization result for the regularity problem, does not work in the Neumann case. One reason
why the Neumann localization result is so useful is the fact that zero Neumann boundary values
on a part of the boundary do not unlock the useful results given by zero Dirichlet boundary
values, compare section 2.3.
Furthermore, in [KP93], the extrapolation property was proven by the localization result for
the Neumann problem.
Theorem 6.3.21 (Theorem 6.3 in [KP93]). Suppose that (N)p and (R)p are solvable for some
1 < p <∞. Then, there exists ε > 0 such that (N)q holds for all q ∈ [p, p+ ε).
Thus, as in the Regularity problem case, it is an interesting question to ask whether (R)HS1
and (N)H1 imply (N)1+ε for some small ε > 0.
We will not be able to answer this question in full generality, but we can answer it with yes
in two dimensions. The proof is based on the idea of a conjugate (e.g. see [KR09], page 133,
(2.9)): let u be a weak solution to divA∇u = 0. Then A∇u is divergence free and can therefore




∇ũ = A∇u. (6.15)
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The function ũ is defined by (6.15) up to a constant. In addition, div A
T
detA∇ũ = 0. To see this,






























since the divergence of the curl of a function vanishes. For Q ∈ ∂B, let ~N(Q) be the normal at










∇ũ = −~T (Q) · ∇u,
i.e. the co-normal derivative of u is the tangential derivative of ũ and vice versa (modulo signs).
Let K be a measurable set in B with |K| > 0, then (
ffl
K
|∇ũ|2) 12 ≈ (
ffl
K












(M∇ũ) · (M∇ũ) =
 
K















|∇ũ|2) 12 ≤ C(
ffl
K
|∇u|2) 12 where the constant depends only on the L∞ norm of A. For






A∇u · ∇u = Cλ
 
K















|∇u|2) 12 ≤ C(
ffl
K
|∇ũ|2) 12 . This implies that N(∇u) ≈ N(∇ũ).
The following lemma is the equivalent of Lemma 6.1.6 for Hardy spaces:
Lemma 6.3.22. Fix nn+1 < q ≤ 1 and R > 0. Assume that g ∈ H
q(Rn) ∩ L2(Rn). Let
ϕ ∈ C∞0 (Rn) be a cut-off function for BR(0), i.e. 0 ≤ ϕ ≤ 1, suppϕ ⊂ B2R(0) and ϕ ≡ 1 on




ϕg, i.e. α is the constant such that
´
ϕ(g − α) = 0. Then, we have
1
Rn
||ϕ(g − α)||qHq ≤ CM([Mg]
q)(z)
for any z ∈ B10R(0).
Proof. Let φ ∈ S, φ ≥ 0 with
´
φ = 1 (i.e. φ is a test function used for the maximal character-
ization of the Hardy Spaces, see e.g. [Ste93], page 90). Then
1
Rn

















(. . .) = I + II.
Since |φt ∗ ϕ(x)| ≤ 1, we have
|(φt ∗ [ϕ(g − α)])(x)|q ≤ |φt ∗ (ϕg)(x)|q + |α|q|φt ∗ ϕ(x)|q ≤ C(Mg)q(x).
So for I, we get the estimate I ≤ CRn
´
BC0R(0)
(Mg)q(x) ≤M([Mg]q)(z) for any z ∈ B10R(0).
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To deal with II, we use the fact that
´
ϕ(g − α) = 0. Let B8R(0)c = ∪j≥3Rj where Rj = {x ∈
Rn : |x| ≈ 2jR} and split II =
∑
j IIj accordingly. For x ∈ Rj and φt ∗ [ϕ(g − α)](x) 6= 0, we



































[ϕ(g − α)](y) dy
∣∣∣∣q dx
Since φ is smooth and the constant ”C” is allowed to depend on bounds for derivatives of φ,
we get |φ(x−yt )− φ(
x
































for any z ∈ BC0R(0). Since n − (n + 1)q < 0 for nn+1 < q ≤ 1, we can sum in j, and so
II ≤ CM([Mg]q)(z), which completes the proof.






Hq hold for some 1 <
p <∞ and nn+1 < q ≤ 1. Then, (N)
divA∇
p holds.
Proof. The proof follows along the same lines as the proof of Theorem 6.3.14. Thus, it is enough
to prove the equivalent of Lemma 6.3.15, namely that
|E(τλ)| ≤ ε1+η|Eα(λ)|+ |{M([Mf ]q) > γλ}|.
In order to prove this, one can use the same arguments until the introduction of v. Choose ϕ
as a cut-off for Qk with ϕ ≡ 1 on 6Qk. Let unew be the weak solution with Neumann boundary
data










(1−ϕ), and let vnew be the weak solution with Neumann boundary data
for Φ = f −Ψ. Then, u = unew + vnew. Thus, as in the proof for the Regularity problem, one
is left with:













For the first term, observe that the co-normal derivative of unew is 0 on 6Qk. Thus by consider-
ing the conjugate ũnew for unew, we see that the tangential derivative of ũnew vanishes on 6Qk.
Since ũnew is defined up to constants, we can assume that ũnew = 0 on 6Qk. So the reverse













as in the case of the regularity problem.
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For α, as in Lemma 6.3.22, we write






















= ΦI + ΦII .
For ΦI , we apply Lemma 6.3.22 to get
||ΦI ||Hq ≤ Cλγ|Qk|.






ΦII = 0, we can see ΦII/||ΦII ||∞ as an atom
corresponding to ∂B and therefore ||ΦII ||Hq ≤ 1χ(ϕ) |
´
∂B













In this last chapter, we will summarize some open problems we have seen throughout the thesis.
• In Chapter 2, we studied the continuous Dirichlet problem for elliptic operators with drift
terms that satisfy the growth condition ε1δ(X) for ε1 small. It remains an open problem
if the smallness of ε1 is generally essential. The improvement (compared to [GT01]) to
allow unbounded drift terms uses the estimateˆ
Ω
|u(X)||B(X)||∇u(X)| dX ≤ (ε+ Cεε1)
ˆ
Ω




(see the proof of Lemma 2.2.4) for u ∈ W 1,20 (Ω) and then the smallness of ε and ε1 to
hide the first term in a term of the form
´
Ω
|∇u|2 gained by the ellipticity assumption.
By the following example in one dimension, we see that the smallness of ε1 is essential to
this hiding step: Let Ω = [0, 1],
f(x) =

x on [0, δ]
δ on [δ, 1− δ]
1− x on [1− δ, 1]
and choose B(x) = sgn(f
′(x))
x ε1 for x ∈ [0,
1





B(x)f(x)f ′(x) dx = 2ε1δ,
ˆ 1
0
(f ′(x))2 dx = 2δ,
ˆ 1
0
f(x)2 dx ≈ δ2
and therefore the estimate (7.1) reads as
2ε1δ ≤ (ε+ Cεε1)2δ + Cδ2.
By choosing δ sufficiently small, we see that the smallness of ε1 for the mentioned hiding
step is essential. On the other hand, one can use Theorem 1.9 in Chapter III of [HL01]
to demonstrate the existence of an elliptic operator of the form L = divA∇ − B∇ such
that δ(X)|B(X)|2 dX is a Carleson measure and the drift term B satisfies only Cδ(X) for
a non-small C in Γ(Q), Q ∈ ∂Ω and the corresponding continuous Dirichlet problem is
solvable.
• Motivated by the fact that ||N(∇u)||Lp(∂Ω) + ||u||Lp(Ω) < ∞ implies boundary values in
W 1,p(∂Ω) (see Theorem 6.2.1), it remains an open question whether the boundary value
f guaranteed by ||N(∇u)||L1(∂Ω) + ||u||L1(Ω) <∞ (see Theorem 6.2.2) is in HS1.
• Does (N)H1 and (R)HS1 (or (D∗)BMO) imply (N)p for some 1 < p <∞?
• We were only able to include the endpoint and the range 0 < q < 1 for Z. Shen’s main
Theorem in [She07]. Thus, it is still an open problem whether (D∗)p′ implies (R)p.
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On the one hand, Corollary 6.3.13 simplifies the requirements for a possible proof a lot. On
the other hand, the (D)p condition is used to show that there is a unique function u with
||u∗||Lp(∂Ω) <∞ and u converges to zero non-tangentially almost everywhere, whereas for
the proof of the uniqueness in the (R)p case, only the ||N(∇u)||Lp(∂Ω) + ||u||Lp(Ω) < ∞




For completeness, we include here a summary of results, which can be found in several mono-
graphs and which were used in the thesis.
Theorem A.0.24. [Fredholm Alternative, Theorem 5.3 in [GT01]] Let T be a compact linear
mapping of a normed linear space X into itself. Then either the homogeneous equation x−Tx =
0 has a non-trivial solution x ∈ X or for each y ∈ X the equation x − Tx = y has a unique
solution x ∈ X. In the second case, the inverse of the operator (id− T ) exists and is bounded.
Lemma A.0.25. Let A be a bounded measurable set in Rn with |A| 6= 0 and u be a measurable













Φ(u, p) = inf
A
|u|.
Proof. We know that lim c
1
n → 1 for any c > 0. Hence, for any δ > 0 there exists p = p(δ, ε)
such that |1− δ
1
p | ≤ ε. Let M = supA |u|. If M =∞, then there exist measurable sets Ek ⊂ A














By sending k → ∞, we get limp→∞ Φ(u, p) = ∞. For M < ∞, there exist measurable sets Ek
















Sending k →∞ finishes the proof regarding the supremum result.















If infA |u| = 0, we consider |u|+ ε and send ε to zero.
Lemma A.0.26 (Lemma 8.23 in [GT01]). Let w be a non-decreasing function on an interval
(0, R0] satisfying the inequality
w(τR) ≤ γw(R) + σ(R)
for all R ≤ R0, where σ is non-decreasing and 0 < γ, τ < 1. Then, for any µ ∈ (0, 1) and
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where C = C(γ, τ) and α = α(γ, τ, µ) are positive constants.
Theorem A.0.27 (Theorem 7.21 in [GT01]). Let u ∈W 1,1(Ω) where Ω is convex, and suppose
there exists a constant K such thatˆ
Ω∩BR
|Du| dx ≤ KRn−1









where σ = σ0|Ω|(diamΩ)−n.
Lemma A.0.28. If T : B1 → B2 is a surjective bounded linear operator from the Banach space
B1 to the Banach space B2, the set T (S) is dense in B2 for any dense subset S ⊂ B1 of B1 .
Proof. Assume that x ∈ TSc ⊂ B2. Then there exists an open set A ⊂ B2 such that x ∈ A
and A∩ TS = ∅. Since T is continuous and surjective, we have an open and non-empty T−1A,
which contradicts the density of S.
Theorem A.0.29 (John–Nirenberg’s inequality, see [Gra09], page 128). Let f ∈ BMO and







≤ 1 + 2
ne2γ
1− eneγ
for all cubes Q.
Theorem A.0.30 (Jensen’s inequality, see [Eva98], page 621). Assume f : R → R is convex,
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[Jou83] J.L. Journé. Calderón–zygmund operators, pseudo-differential operators, and the
cauchy integral of calderón. Lect. Notes Math., 994, 1983.
[Ken94] C.E. Kenig. Harmonic analysis techniques for second order elliptic boundary value
problems, volume 83. Amer Mathematical Society, 1994.
[KKPT00] C.E. Kenig, H. Koch, J. Pipher, and T. Toro. A new approach to absolute continuity
of elliptic measure, with applications to non-symmetric equations. Advances in
Mathematics, 153(2):231–298, 2000.
[KP93] C.E. Kenig and J. Pipher. The Neumann problem for elliptic equations with non-
smooth coefficients. Inventiones Mathematicae, 113(1):447–509, 1993.
[KP01] C.E. Kenig and J. Pipher. The Dirichlet problem for elliptic equations with drift
terms. Publ. Mat, 45(1):199–217, 2001.
[KR09] C.E. Kenig and D.J. Rule. The regularity and Neumann problem for non-symmetric
elliptic operators. American Mathematical Society, 361(1):125–160, 2009.
[LSW63] W. Littman, G. Stampacchia, and H.F. Weinberger. Regular points for elliptic
equations with discontinuous coefficients. Ann. Scuola Norm. Sup. Pisa (3), 17(1-
2):43–77, 1963.
[Mil96] M. Milman. A note on Gehring’s lemma. Acad. Sci. Fenn. Math., 21:389–398, 1996.
[Miy90] A. Miyachi. Hardy-Sobolev spaces and maximal functions. Journal of the Mathe-
matical Society of Japan, 42(1):73–90, 1990.
[MT99] M. Mitrea and M. Taylor. Boundary Layer Methods for Lipschitz Domains in
Riemannian Manifolds. Journal of Functional Analysis, 163(2):181–251, 1999.
[MT00] M. Mitrea and M. Taylor. Potential theory on Lipschitz domains in Riemannian
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