Abstract Linear codes have been an interesting topic in both theory and practice for many years. In this paper, a class of q-ary linear codes with few weights are presented and their weight distributions are determined using Gauss periods. Some of the linear codes obtained are optimal or almost optimal with respect to the Griesmer bound. As s applications, these linear codes can be used to construct secret sharing schemes with nice access structures.
Introduction
Let q be a power of a prime and Fq denote the finite field with q elements. An [n, k, d] linear code C over Fq is a k-dimensional subspace of F n q with minimum Hamming distance d. Let A i be the number of codewords with Hamming weight i in C. The polynomial 1 + A 1 z + A 2 z 2 + · · · + Anz n is called the weight enumerator of C and the sequence (1, A 1 , A 2 , . . . , An) called the weight distribution of C. If the number of nonzero A i in the sequence (A 1 , A 2 , . . . , An) is equal to t, we call C a t-weight code. The weight distribution of a code contains important information on its error correcting capability and the error probability of its error detection and correction with respect to some algorithms [28] . In addition, much attention has been paid to two-weight and three-weight linear codes [27, 30, 16, 14, 13, 15, 22, 9, 10] due to their applications in secret sharing schemes [29, 4] , strongly regular graphs [3] , association schemes [2] and authentication codes [7] .
We recall the Griesmer bound for linear codes in the following lemma [11] . 
The set D is called the defining set of the trace code C D . The construction was first proposed by Ding et al. in [6] and many classes of known codes could be produced by properly selecting the defining set. Recently, researchers have extended the construction to codes over finite rings and obtain many classes of linear codes with few weights by the Gray map [21, 18, 24, 25, 26, 20] . Let m 1 be a positive divisor of m, and let Tr [19] defined a linear code of length 2|K| over Fq by
where
Note that the Gray image of trace codes over the ring R = Fq + uFq with u 2 = 0 coincides with the construction when m = m 1 .
Let ω be a fixed primitive element of F q m , and let
where h|
and the linear code C D defined by (1) is equivalent to an irreducible cyclic codes over Fq, which is not true in general [5, 12] . In this paper we will investigate the weight distribution of C K defined by (2) with K = F q m 1 × D. Several classes of twoweight and three-weight linear codes are derived employing Gauss periods over finite fields. In particular, the two-weight codes are optimal with respect to the Griesmer bound if n is small. Furthermore, an application to secret sharing schemes is sketched out. This paper is organized as follows. In Section 2, we briefly recall some definitions and notations which will be used later. In Section 3, we investigate the weight distribution of C K by using Gauss periods and construct two-weight and three-weight codes over Fq. In Section 4, we state an application in secret sharing schemes. In Section 5, we conclude this paper.
Preliminaries
In this section, we recall some basic results of characters, cyclotomic classes and Gauss periods. Interested readers are referred to [17, 23] for more details.
Suppose that q = p s for an odd prime p and a positive integer s. For a ∈ Fq, an additive character of the finite field Fq can be defined by
where ζp = e The Gaussian periods are defined by
where χ is the canonical additive character of Fq.
Lemma 3 Let N = 2, then the Gaussian periods are given by
Lemma 4 (The semiprimitive case) Assume that N ≥ 2, q = p 2jγ , where N |(p j + 1) and j is the smallest such positive integer. Then the Gaussian periods of order N are given below:
(b) In all the other cases,
3 The weight distribution of C K
In this section, we investigate the weight distribution of C K defined by (2) . Let Hamming weight of c(a, b) is expressed in terms of Gauss periods below.
By the orthogonal property of additive characters 
By (3),(4) and (5) we complete the proof.
Proof By Theorem 1 and Lemma 2, for (a, b) = (0, 0),
code with the weight distribution given in Table 1 . Furthermore, C K meets the Griesmer bound if n < q(q m −1)
2(q−1) . 
We can obtain the parameters and weight distribution of C K from Theorem 1. If n < q(q m −1)
Thus C K meets the Griesmer bound. 54 . The code is optimal. As a comparison, it is different from the best known linear codes from the Magma BKLC(GF(3),72,4) which has a different weight enumerator 1 + 66z 48 + 12z 51 + 2z
54 .
weight linear code with the weight distribution given in Table 2 .
Proof Since 2|
We can obtain the parameters and weight distribution of C K from Theorem 1. Table 3 : Weight distribution in the semiprimitive case Table 3 , where
Proof By Lemma 4, {η 108 .
Applications in secret sharing schemes
For a vector x ∈ F n q , the support s(x) of x is defined as the set of indices where it is nonzero. We say that a vector x covers a vector y if s(x) contains s(y). For a linear code C over Fq, a codeword c ∈ C is minimal if it covers only codewords of the form a · c, where a ∈ Fq. C is minimal if every codeword of C is minimal. If the weights of C are close enough to each other, then C is minimal, as described by the following lemma [1] .
Lemma 5 Denote by w min and wmax the minimum and maximum nonzero weight of a given q-ary linear code C, respectively. If w min /wmax > q−1 q , then C is minimal.
The notion of minimal codewords was introduced to determine the set of all minimal access sets of a secret sharing scheme (SSS). Massey's scheme is a construction of a SSS based on coding theory [29] . When C is minimal, it was stated in [8] that there is the following alternative, depending on d ⊥ (the minimum distance of the dual of C): It's easy to check the following:
1. The code C K in Corollary 2 is minimal, provided that m > 1. 2. The code C K in Corollary 3 is minimal, provided that m > 2.
3. The code C K in Corollary 4 is minimal, provided that γ is even and h(q − 1) < q m/2 − 1 or γ is odd and hq < q m/2 + 1.
Besides, a SSS built on C K is dictatorial as the minimum distance of the dual of C K is 2, which can be seen from the nondegenerate property of the trace function and the observation below: Since ω q m −1 q−1 ∈ D, there exist (x 1 , y 1 ), (x 2 , y 2 ) ∈ K such that x 1 /x 2 = y 1 /y 2 = β ∈ F * q . Then Tr 
Concluding remarks
In this paper, inspired by the work in [18] and [19] , we presented a class of linear codes over Fq and determined their weight distributions using Gauss periods. Our results showed that the presented linear codes have few weights and some of them are optimal or almost optimal with respect to the Griesmer bound. It would be interesting if more linear codes with few weights can be presented.
