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1, 0 INTRODUCTION
ILLUSTRATIONS
During a large-scale development program, testing takes place at
the individual subsys-tem level as well as at the full assembly level, and
each involves separate kinds of engineering problems. This report studies
the reliability growth and cost implications oX various mixes of these two
types of testing.
This report is a follow-on study to those in two previous reports, ( AX,
in which (a) a highly flexible Monte Carlo model was developed for sinlu:,ti*„
ing the growth of reliability, and (b) various reliability growth estimation
and prediction schemes were evaluated. Liberal use of the previous reports
has been made. The simulation model is used in an empirical approach
to the problem, and the leading prediction scheme is used in an analytic
approach. The latter is more economical and more flexible, but is restricted
to "mean value" analysis.
The structuring of the problem requires the following special termi-
nology. The ultimate product of the developmental program will be called
the system. A system may consist of several components. Each compo-
nent is expected to operate for a fixed period of time; and because the
functioning of a component may be variable during this period, we may
decompose it into a contiguous set of n,onoverlapping time intervals. The
intervals operate sequentially i. e, , interval 1 must complete its useful-
ness before interval 2 begins, etc. Components may operate concurrently
and may or may not be identified with a single interval. An example of
such a representation in shown at the margin entries in table I. The relia-
bility of a system is the product of the reliabilities of its components.
In addition to the foregoing, the system described may be one of
several stages. The stages operate sequentially as do the intervals. It is
common to think of a stage as a package of components, and the operation
of any one of them does not extend beyond its stage. From a mathematical
point of view, stages and intervals can be treated in the same way; a distinc-
tion between the two is made only for purposes of identifying with real
systems. If there is more than one stage, the reliability of the ultimate
system is the product of the reliabilities of its stages.
Parenthetical superscript numbers denote references appearing on
Page 37.
F.
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1, 0 INTRODUCTION
;During a large-scale development program, testing takes place at
the individual subsystem level as well as at the full assembly level, and
each involves separate kinds of engineering problems, This report studies
the reliability growth and cost implications of various mixes of these two
types of testing,
This report is a :follow-on study to those in two previous reports, (1,2)*
in which (a) a highly flexible Monte Carlo model was developed for since ^1}^
ing the growth of reliability, and (b) various reliability growth estimation
and prediction schemes were evaluated. Liberal use of the previous reports
has been made. The simulation model is used in an empirical approach
to the problem, and the ,leading prediction scheme is used in an analytic
approach. The latter is more economical and more flexible, but is restricted
to "mean value" analysis,
The structuring of the problem requires the following special termi-
nology. The ultimate product of the developmental program will be called
the system. A system may consist of several components. Each compo-
nent is expected to operate for a fixed period of time; and because the
functioning of a component may be variable during this period, we may
decompose it into a contiguous set of nonoverlapping time intervals. The
intervals operate sequentially i. e. , interval 1 must complete its useful-
ness before interval 2 begins, etc. Components may operate concurrently_
and may or may not be identified with a single interval. An example of
such a representation in shown at the margin entries in table I. The relia-
bility of a system is the product of the reliabilities of its components.
In addition to the foregoing, the system described may be one of
several stages. The stages operate sequentially as do the intervals. It is
common to think of a stage as a package of components, and the operation
of any one of them does not extend beyond its stage. From a mathematical
point of view, stages and intervals can be treated in the same way; a distinc-
tion between the two is made only for purposes of identifying with real
systems. If there is more than one stage, the reliability of the ultimate
system is the product of the reliabilities of its stages.
^F Parenthetical superscript numbers denote references appearing on
page 37.
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The word subsystem will be. used more loosely, It may refer to a
single component or several, a single stage or several, or even to any
subdivision of the ultimate assembly to which we can attach a concept of
separate testing and reliability growth,
Finally, the existence of an interaction component is hypothesized.
This coamponc:nt reflects all of the sources of failure that cannot be directly
assigned to or discovered by the individual testing of a single subsystem,
Such designation may be due to lack of knowledge or to cost considerations.
The choice of subsystems to be individually tested precludes the definition
of the interaction component. Thus, defects due to interaction can only be
discovered in a full-scald test. The presence of interactions requires that
the product rule be modified, namely, the reliability of a system is the
product of the reliability of its subsystems times the reliability of its inter-
action component,
The characteristics of the growth in reliability of a system may be
influenced by the following four factors:
A. Sequencing factor
B. Severe environment factor
C. Decomposition factor
D. Interaction factor
The sequencing factor appears only in systems that have several
stages. A failure occurring during a ,full, system test yields information
about the stage that failed, information that all preceding stages operated
successfully, and no information concerning all succeeding stages. Thus,
less than a full round of stages is tested, and the resulting loss of infor-
mation is called the sequencing effect, Thus, it is advantageous to test
the stages separately.
The main advantage of individual tests is that severe environment
testing is possible, Such testing is known to have a sharp effect on relia-
bility growth, M A scale for quantifying the severity of the environment
was given in reference i and is used herein; namely, choose a number
1, 0 < I < 1. The value i 0 implies standard conditions. The severity
of the conditions increases as ^ increases, and, at the extreme 4 = 1,
we have a test-to-failure situation, In a real system, we may not be able
to test to failure, and there is no general way to relate real capabilities
to the i-scale.
2
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Presumably, the system can be decomposed into subsystems for
individual testing in many ways, A fine decomposition can encourage rapid
growth for the individual subsystems because severe environment testing
can be applied more extensively. Also, we would expect more interactions
to be introduced into the full assembly, The opposite would be effected by
a coarse decomposition., However, if interactions are not present, the
growth characteristics of full-scale testing should not depend upon the
fineness of the decomposition, bat only upon the current system reliability
when full-scale testing begins. Again, real systems cannot be arbitrarily
decomposed, but we can assume such in order to illustrate the effect of
this factor.
The effect of the interaction factor is counter to that of decomposition.
The decomposition into subassemblies for individual testing must be made
to define the interaction component, and thereby creates a subsystem that
cannot be tested individually, Since defects due to interaction cannot be
detected without full-scale testing, their magnitude is of great importance
in determining when tell-scale testing should begin,
Specific assumptions used throughout this report include;
A. A mix (n, N) of Lest numbers refers to the strategy of first
tasting the subsystems n times each, followed by N
full-scale tests.
B. Severe environment testing can be effected only at the
individual level and is indexed by a number, 1,
C. A system may be decomposed into K components or into
M stager.
D. The cast advantage, f, is the ratio of thc, total cost of a
single; full set of individual tests to the cost of a full-scale
system test,
E. The total cost, of the strategy (n, 14) is (nf + N)CFS where
C .FS is the cost of a single full-scale test, All cost com-
parisons will be in terms of the coefficient C ^ (nf + N).
We expect the cost advantage, f, to be ^ i because indi.idual tuts
require separate facilities, wherezw ya the system also serves as she test
chamber for the subsystems in a full-scale test. Although this value does
not affect growth, it is vital in selecting the most economical inix,
3
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Section 2. 0 contains are empirical study of the effect on reliability
growth of three different mixes. The role played by interactions is also
illustrated by repeating those simulations with different interaction com-
ponents. In section 3. 0, analytic methods are developed for treating the
four factors and comparisons of the effects of the factors on reliability
growth are made, Section 4, 0 discusses the question of selecting the best
mix for achieving a given target reliability at minimum coca. .Appendixes
are included to document the mathematical analyses.
It
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2. 0 AN EMPIRICA14 STUDY
4
The simulation mock  from reference I is utilized to generate empiri-
cal growth curves for a hypothetical rocket engine having five components,
and each is partitioned into four time intervals. Three different (n, N)
mixes are considered and designated,
Mix	 (100 90)	 (20,80)	 (01100)
Case	 4-01	 4-02	 4-03
and each is given three repAl ioations. Unless otherwise stated, the average
of the three appears in the illustrations.
To clarify, we have identified the components and the time intervals
in table 1, whose entries give the environmental testing i values for indi-
vidual testing.
TABLZ I
SEVERE ENVIRONMENT PARAMETER VALUES
Time Interval
I II	 III IV
No. Component	 0 to 0. 2 sec	 0. 2 to 1. 0 sec	 I to 50 sec	 50 to 100 sec
I Ignite r 0.5
2 Chamber and
insulation 012 0.5	 0,5 0.5
3 Grain and liner 0. 1 0.5	 0.5 015
4 Nozzle and TVC 0.1 0.2	 0. Z 0.5
5 Interaction*
* Interaction component cannot be tested during individual tests.
i
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The simulation model in reference t was modified to reflect this by using
an interval failure probability that is conditioned on the event that inter-
actions do not oci.,-ur during subsystem testing. Other modifications include
the capability to test components individually, and the option that component
te.v,cs that ure successful will not have their failure structure changed. For
Purposes of simulation, intervals are treated as stages.
Using the notation of reference 1, the relative magnitudes of the
failure modes and the corresponding number of failure elements is given
in table 11 for each component -interval pair. Also included are thz q
 interval
dependent parameter values. When full assembly simulation takes place,
all intervals use the same parameter values:
0. 05
Y
A	 3, 0
B	 0. 9
c
	
a	 0,01
c0	0. 0
Selected graphs appear in figures to 2, and 3 in which stage failure
probability is plotted against test numbers,	 The traces consist of the
three replications and their averages. 	 As expected, case 4-0^ shows the
slowest growth and the greatest variability. 	 The other two cases show
less variability, especially during the individual part of the test series.
This is due in part to the "no change after success" rule, 	 The curves in
case 4-0?- suggest that individual testing was too extensi%re (n = 20) because
the early growth was rapid, followed by a plateau and then more rapid
growth as the interactions became available for discovery.
Next, the effect of the interaction component is studied.	 The three
cases were repeated with the modification of multiplying each Y- in table II,
component 5, first by t0 and then by i / 1 0.	 The indexing is
Mix	 (too 90)	 (20,80)	 (00 1 00)
High interaction	 Case 4-04	 Case 4-05	 Case 4-06
Low interaction	 Case 4-,07	 Case 4-08	 Case 4-09
6
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FAILURE PARAMETER INPUTS
4
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Figure 1. Empirical Study of Component Growth (Case 4-01)
(Sheet 1 of 2)
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Figure f. Empirical Study of Component Growth (Case 4-01)
(Sheet 2 of 2)
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Figure 2. Empirical Study of Component Growth (Case 4-02)
(Sheet 1 of 2)
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Figure 2" Empirical Study of Component Growth (Case 4-02)
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Figure 3, Empirical Study of Component Growth (Case 4-03)
(Sheet i of?,)
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Figure 3. Empirical Study of Component Growth (Case 4-03)
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3.
Since the initial failure rate is held fixed, cases 4-04 to 4-06 assign
a greater portion of it to interaction, and cases 4-07 to 4-09 assign a
smaller such portion. In the former set, this means that there are fewer
large defects in the noniriteraction components, and this "watering" of
defects is known to have a retarding effect on growth. The opposite will
be true in the latter set,
Figure 4 shows the system r Jiability growth curves for each of the
three mixes and each interaction case (none, high, or low), Figure 5
illustrates the individual component growth curves for no interaction,
These serve as the basis of comparison for figures 6 and 7.
Figure 6 shows the individual curves for cases 4-04 to 4-06. The
reliabit.ties accelerate when system testing begins but do not overcome
the "watering" effect. Figure 7 shows the individual stage curves for
cases 4-07 to 4-09. Note the opposite effect in that even greater advan-
tage is realized by separate testing,
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.3. 0 FORMULAE DEVELOPMENT AND .ANALYSIS OF FACTORS
,F
L
The growth of each subsystem will be described by formula and as
such refers to "mean value" growth curves. All such formulae are mem- F^
bers of the parametric :family that made the best showing in reference 2,
Specifically, each subsystem will be assigned a failure probability selected
from the two-parameter family,
q(n) = q0e -br(n) (2)
where b > 0, 0 S q0 5 1 and r(n) is the number of failures in n tests.
Since r(n) is not a known function, we must use the forecast version of
equation 2 obtained by solving the differential equation*
dq dx	 dr
do	
-bq do and do = q	 (3)
with the boundary condition q(0) - q0 , It follows that
q
q(n)
	 1 +bq n	 ^4^
0
is the desired solution, and this form will be used throughout.
Formula 4 is fundamental. to the development of expressions that
reflect the factors listed earlier. Each factor will be treated separately
in the absence of the others, and all will be orchestrated together after
that,
A. Sequencing Factor
Suppose the system has M stages and each stage is tested n
times individually. Because of the sequencing effect, the jth
stage will be tested Nj times during N full system tests. The
number Na is less than or equal to N, and we proceed to
approximate it.
1The test numbers, n and N, are treated as continuous variables.
20
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Using equation 4 and ignoring interactions, the failure probability
of the jth stag; can be written as
g
q.(n + N.)J	 J	 1 + bg0(n+Ni)' J	 i s ,,,, M	 (5)
and the reliability of the system is
M
Rel= j lll ^i	 qj (n + Nj )^	 (6)
;t
Let Pj+1 be the probability that the first j stages operate
successfully in a given system test, i. e, , it is the probability
that the j+1 th
 stage will be tested. Thus,
Pj+i = Pi (I- qj ) and Pi = 1	 (7)
i
Then the expected. number of times that the j+i th
 stage is tested
in N system tests is NPj+ i , and hence we use the expression
t
	N. = NP.	 (8)
J	 J
These estimated test numbers are treated as continuous variables
and can be computed recursively using equations 5 and 7. The
sequencing factor is not present if the subsystems are compo-
nents rather than stages. In this case we use the computational
device of bypassing equation 8 and setting all N j = N.
B. Severe Environmental Factor
In reference i the severe environmental testing option was simu-
lated by selecting a value for .a parameter .2, 0 < < 1, and
replacing the subsystem failure probability q by
q-'•1 = i + (i - I ) q	 (g)
where q°-° is the failure probability for the current extreme
environment test, and q is the failure probability for the cur-
rent test if it were performed under standard conditions. The
result of severe testing is to increase the rate at which items
fail, and for the model equation 2, all the historical informa-
tion concerning the failure rate is contained in the function r(n).
21
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It is assumed that I is held fixed throughout the individual
testing, and thus
do	 q44	 (1.0)
can be used in the differential equation 3. The resulting solu-
tion is
.^q - , bn
q^(n)	
0e 
	
-,^bn	 I> 0	 i1)
+ q0 (1-,) (i -e
The limit as I tends to zero agrees with equation 4. A method
for computing such probabilities in general is contained in
appendix A.
C. Decomposition Factor
This factor is difficult to model in general, and there is not
unlimited choice of decompositions in applications. However,
the effect of the factor can be illustrated. Suppr`a ,-, we are capa-
ble of decomposing the system into K identical components,
The number of system tests required to attain the target relia-
bility PO must satisfy the equation
	
11 - gK(N)l K = PO	 (12)
and we model are in equation 4,
'n
qK(r`) _ i + Nb(K)gI(n) 	 (i )
and
q1
0
where b =b(K) for short. Quantities in the above expressions
depend upon K because we require that both the initial system
reliability (i - Q) and the number, No, of full-scale tests
needed to achieve the target (without any component level
testing) must be the same regardless of how the system is
decomposed.
x
UTC 2140-FR
s
t'
These two constraints will be used to relate Q to q 10 and b(K)
to b(1)
Clearly, for N = n = 0, we must have
q ,
0 
= i _ [l . Q ]1 /K
Next, the solution of equation 12 is
N
	 K	
1	
and
	
b( )  
	K^ 1l(n)
(15)
(16)
(17)
(18)
i
A
1	 i 
+ 
bn	 if	 0,	 and
q ' ( n)	 q,' 0
' (n)	 ^ b,^n F
	
> 0
1 - ^b ^n if	 ^q	 doe
	
_e
It follows that
	
N = N0 - n	 if ^ = 0,
and since N0 must not depend on K we have
b(K)1
	
p - 1
	
= b(t)	 1	 -
	
O Q	 1- K^ 1	 1-Q
which can be solved for b(K).
The result of egvation 18 is unsatisfactory for more general use
because b(K) will depend on the target P0. Using the approxi-
mation
{1 -x)1 /K^ i xK
l
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in both terms of the right hand side of equation IS yields
	
b(K) N Kb(J)
	 (19)
3
which does not depend on P0. Thus, together with equation 15,
will be used to illustrate the effect. ,A similar analysis applied
to equation B-7 of appendix B shows that equation 19 can also
be used if the system is decomposed into identical stages.
D. Interaction Factor
The interaction has been assented to be a component whose
presence can only be felt during a system test. Regardless of
its physical source, it may cause a failure in any one of the
subsystems and, hence, transgresses them all. Thus, each
subsystem is decomposed into two components; one will be
referred to as first order and the other as interaction, The
preceding analysis of the decomposition factor will apply with
the modification that the interaction component cannot be tested
separately and that the two compon^4nts are not identical, The
notation for interaction component failure probability will be
S
	
q ( N.) - 1 + S]V ,	 (20)
with	 > 0 and 0 < S < 1, Than equations 15 and 19 can be
replaced by	 :.
	
(i - q )(1 - s) = 1 - Q	 and	 q b(2)	 6(3	 Qb(1)	 (21)0	 0
That is, for purposes of stabilizing the comparisons, we vii-11
specify Q, b, b(2), 0 a-id determine q 0 , b(1). This adjust-
ment of parameters is crude, and there is need for a method
sharper than. equation 21,''x`
Finally, we assemble the system reliability after n rounds of
individual tests and N full-scale tests as follows;
M
Sys R.el	 = n ti - Q (N.) Ili  - q (N.)]	 (22)
	
jwi	 j	 a	 a
This need was fullfilled subsequent to the completion of the project, and
	
details are in appendix D. They apply to decomposition as well as inter- 	 }
action.
24
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where
	
	
3
qj (n)(N.)	 i + N 
i 
b q (n)	 (23)J
with q.(n) given by equation It for I > 0 and equation 4 for
0, i
 and Nj = NPR with
Pj t	 Pj t l - Qj(Nj)III " gj (Nj ) ] , Pi " 1;	 (24)
and qj
 given by equation 20.
Upon specifying a target reliability, it follows that equation 22
equated to P defines N implicitly as a function; of n. Explicit solution
is seldom possible, but it may be tabulated using a monotone computer
search. The effects of the factors can be adequately characterized in
terms of this function. The resulting set of mixes (n, N) with N w
 N(n)
will be called the admissible mixes.
The sequencing factor is readily isolated from the others by taking
all Z = 0 and all 6 = 0, If this factor were not present (i. e:. , the sub-
systems were components rather than stages) and assuming the components
are identical, we can explicitly determine, as in equation 16,
N 
	
-	 n,	 (25)b i w K PO q0
a counter -diagonal line, The degree to which N departs from this line is
a measure of the effect of the sequencing factor. Such comparisons are
illustrated in figure 8 where N is plotted against n for several systems,
each having four identical stages. The sequencing effect is small, about
618 in the worst case. The lines appear to be straight because of the
parameterizations used. If a weak system appears as one of the earlier
stages, the sequencing effect would be substantial.
Throughout this analysis, we uae identical subsystems in systems
whose initial reliability is not too small„ Since the sequencing effect will
be negligible, we will ignore it and not bother to separate components and
stages.
Considering the severe environment factor next, we see that very	 1.
substantial gains are conceivable. The i-scale spans the full range of
possibilities, and the N versus n plots appear in figure 9. The traces
are all convex when interactions are not present.
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Figure 8. Effect of Sequencing Factor
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I'tiriiing to the dt-conv.-aosition factor, the effect can be illustr;ited Ijy
considt-ring *a tiysWi-ii that, can be det-omposod into 1) idlf-,ntit al ^504sy4ilftrns
and vach stibsyeten-i can be tested individually. Th(t dashod rurve in Lig-
tire 10 shows N as a function of n it standard environment is used. This
curve is the same regardless of the value of D. The advantage of decorn-
posing is to use severe environment testing more (.,, ffe( Lively, "I'llis is illus -
trated in the figure because I =0. i was used for each of the decarripositions.
Finally, we consider the effect of the interaction factor. First note
that, due to the presence of this component, it may not be possible to
achieve the PO target without some full-scale testing, When this is the
case, there will be a lower asymptote, Nj ^  0, for N(n), and there will
not be an admissible rnix of the form (no, 0). Generally, these curves will
have a reversed s-sbape (see figure ii). Next, the interaction component
has not been made identical to the other subsystems, and various param-
eterizations have been used to illustrate this effect.
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4, 0 BEST COST ANALYSIS
Having developed formulae for treating the factors analytically, we
proceed to use them for characterizing the best admissible mixes for
achieving minimum costa More specifically, given the cost advantage, f,
and the target system reliability, POP choose the mix (n, N) to minimize
the cost coefficient
C = of+N	 (26)
Strictly speaking, this is an integer programming problem. Treating
the values of n and N as continuous variables will not lead to great error
because they are not small. The final integral selection can be made so
that the mean system reliability does not fail below P 0 . In what follows we
present the nature of the problem in a constructive way, which promotes
understanding for the anomolies of the solutions. Gradient methods (see
appendix C) are used to supplement the details.
Upon specifying Po , N(n) is determined. Then, C in equation 26,
viewed as a function of n with f serving as an index, merely adds the
straight line, fn , to the previous curves, N(n). In the absence of
interactions, there will be numbers, n0 and N^^pp, representing the maxi-
mim (separately) admissible values o f n and N.
For i 0 we have the sum of two straight lines, figure 12a, yielding
the family of lines
N
C=N0+(f-n0)n
0
For f = 1 (no cost advantage), the slope is negative. The fact that n < N 0
is due to the effect of the sequencing factor. There is a cost advantage 
transition point fpp = N 0 /n0 . When f = f0 , the cost is N O and does not depend
on the mix; if f> f0 , the best cost isN 0 given by the mix (0, N 0 ); if f< fo,
the best mix is (no , 0) and the associated cost is fn0.
The situation is quite similar when , > 0, as seen in figures 12B and
12C. All traces pass through the mix (0, N ), and the relative cost need
not exceed No . We still have the transitionp oint f0 = N /npp^ on the f scale,
as illustrated in, figures 12B and i2C. For £< fDD the besi reLtive cost is
fn0 , corresponding to the mix (no , 0). For f = f0 , the cost N0 can be
.
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Figure 12. Cost Coefficient vs Number of Individual Tests
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achieved by either (n O , 0) or (0, N ) but for no others. The highest cost on
the f = f0 curve is given by C 1>Np.
More information is gained if we consider cost as a function of f, as
shown in figure 13. For all admissiblesi l  mixes (n, N), we have C = N + in is
a straight line function of f. The bundle of all such, admissible lines is
outlined in figure 13, and they are sheathed together at the transition point
f0 . If X = 0, the bundle has no thickness at the sheathing point; if , > 0,
the sheathing thickness is C1 N0 . We need only to determine the lower
envelope curve, but the picture can be used to gain insight on the percent
error in cost when a nonoptimal mix is used.
Let us now see how the foregoing interpretation is modified when
interactions are present. First of all, there may not be an admissible mix
of the form (n0 , 0) because of a minimum requirement for full-scale testing.
Second, the functions C: viewed as s-shaped curves plus the lines, fn, may
appear as a warped horn, as shown in figure f4. Again, the cost need not
exceed C = N0; below that sine one can see the best costs as minimum points
on the traces. For all values of f with traces above that line, the best
cost is N0. The transition point, f 0 , can be estimated graphically or by the
methods shown in appendix C. (It is no longer necessarily given by No/no
nor must it be > i. ) In a given situation there may or may not exist a lower
transition point f'0> 1 having the property that, for f < f' 0 , the cast advan-
tage of full-scale testing is too small to consider any such testing. The
minimum cost will be fn0
 with no equal to the required ntimber of rounds of
individeal tests. The interval, max(l, f' 0 ) < f < f0 , will be called the tran-
sition zone; in this zone, the best mix will change with f. For f f 0 we
again have two mixes yielding the best cost and, as before, for f> f 0 the
cost advantage is too great to consider testing at the individual level. The
corresponding cr - t coefficient versus cost advantage graphs are shown in.
figure 15,
__ t.___.
33
UTC 2140-FR
f	 f
P
80874
Figure 13, Cost Coefficient vs Cost Advantage
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Figure 14. Cost vs n with Interactions
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APPENDIX A
GENERAL METHOD FOR ADAPTING A MODEL
FOR ACCELERATED TESTING
1-
A-1
pa
Given q(n), the probability of failure in a standard environment after
n tests and associated adjustments have been made, it is desired to find
q j(n), the standard evnironment failure probability for the n+1
e
test when
the previous n tests were performed in a severe environment indexed by
It equation 9. The use of severe testing accelerates growth because more
information is gained die to the increase in number of failures. Based on
this, we postulate the existence of a number, n*, repr e sentingti  the number
of standard conditions tests that is required to gain the same amount of
growth. In terms of the failure probability, we have
qI(n) = q ( n"., )	 (A-1)
The equivalent number of standard tests, not , depends on n. We insert
this into the notation and consider the increment
Jn^^< (n) = n44 (n+0 - n*(n)	 (A-2)
The situation is illustrated in figure A-i. It remains to relate the incre-
mental number of standard tests (A.-2) to the accelerated failure rate q*(w"().
At this point the relationship is rather arbitrary and caa be done in many
ways. We have been using the ratio of the meari times to failure, i. e.
An*
An
Using equation A-3  and the boun
1-1>,4 (0) = 0)
q (n) '—	 (A-3)
dary conditions
qtr(0) = I + (i -A) qo	 (A-4)
one can generate nfln) recursively.
Differential methods may be used instead, provided one can conve-
niently perform the required integration. Thus equation .A-3 becomes
+	 ,2
dzi,	 q(n*
which may be used in the derived form of equation A--1; namely,
dqi d.cj, dn*
do = dn* do
and the boundary condition is given by equation A-4.
(A-5)
(A-6)
,A-G
qo
T
i
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Figure A-1. Character of Failure Rate Curve
Using Accelerated Testing
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APPENDIX B
APPROXIMATING FORMULA FOR N
AS A. FUNCTION OF n
1
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The optimization meChods used in this study were of the search type,
and efficient computer utilization requires that search t^ ,% gins at intelligently
chosen points. To this end, we have replaced the difference equation 24
a
with a differential equation and found a closed form solution. The details
follow
Since j indexes the stage sequencing, it is appealing to think of it as
time when we treat it as a continuous variable. Replacing j with t and j+i
with t+A, equation 24 becomes
Pt+A P t `i - q t(n + Nt)j it 
	
t(Nt) I
	 (B i
and the resulting differential equation is
dPt w -Pt j qt + qt - gtgt Idt 	 (B-2)
The solution to equation B-2 is too complicated for the use intended, but a
very tractable form appears if we ignore interactions, if e.
6 ~0->4t=`0.	 (B-3)
Mo -& eover, it is easily shown from equations 5 and 8 that
q(n + Nt) = 1 + bgNP	 (B-4)
t
where q = q(n) is given by equation 4, Then the simplified differential
equation becomes
dP I -qP
+ bgNP dt
	 (B-5)
Throughout the current study all stage; have. had the same: failure rate
functions, and hence q in equation B-a does not depend on t. Using; the
boundary value P 1 = i t it follows that the solution is
pebgNP a ebgN e-q(t-1)	 (B-6)
This equation is used to provide a first approximation for N to the ,solution
of the equation PM+1 = P O (given), namely,
qM + log PQ
N	 bq(1-PD)	 (n "?>
B-2
lomw
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APPENDIX C
COMPUTATIONAL METHOD
FOR COST ANALYSIS
0	 I	 .. s.
fUTC 21 4O -FR
The mathematical problem, is to choose the mix (n, N) that minimizes
the cost coefficient (nf + N) given the constraint that the system reliability
should be P 0. Thus, letting X be the Lagrange multiplier, consider
	
of +N+%  log Rel -log P01
	
(C -1)
where, using equation 22 M
	
log Rel = Z [log(i -Q j ) + logo -qj )I ,	 (C-2)i
Setting to zero the partial derivatives of equation C-i with respect to n
	
y
and N results in
M 1	 aQj(Nj)f	
= 1 q.	 anJ
(C-3)
1 = ^ ^	 1
	 3Q ( N IvSj }	 1	 84. (NP.)+
qj	 aN	 i i - y,	 aN
	
J	 1
-i
The multiplier A can be eliminated from equation C-3. This done, we
consider all pairs (n, N) for which the reliability constraint is satisfied,
and for each such pair compute f from the equation derived from equa-
tion C-3. The set of all such values spans the transition zone. With this
	 1
information the best cost mixes may be deduced.
	 °?
The partial derivatives in equation C-3 can be computed recursively.
Using equations 5, 8, 10, 20, and 23, we have 	 p,
	
aQ.
	 JQ. aN.	 aP.
	
J	 J ^1 ^	 J
	aN	 aN. aN	 bq. q ." P. N aNJ
	
aq,	 aq4 aN,	 2	 8P.
b
	
8N	 aN. a:N	 - j	 Pj + N aN	 (C -4)
J i
	
aQ. _ aQ. a(Nj )	 8Qj dq.	 2 ^q ^°	 ap,
an - 8(NJ) an + aq, do = bQj LqJ + N an
i
	
for j = 1,	 M
C-2
UTC 2140-FR x
p
which require formulae ,for the partial derivative of 'P j . Since P 1 1,
we have
aP1	 8P1
ON 0	 On
	
(L-
and successively from equation 24
BPj +i
8N
^
8N (i -Q^)( 1 -q^)
- 
Pa (! -Q^)
ail.	 -
8
8^2.
P^(1 q^) 8N
(C-6)
BP
a
OP.
 OP.
= a (i-^2^)(i-q^) - P^(i-qj )
8Q.
8 for	 j =	 1,	 ... ,	 M-1.
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APPENDIX D
MODEL PRESERVING
DECOMPOSITION METHOD
D-i
yy 
L,Y'
Q.
QN ` 1 + BQN (D- 1)
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Suppose the reliability growth of a subsystem is described by the
failure probability
and that it is desired to decompose this subsystem into two components
each of whose failure rate functions is a member of the same parametric
family as in equation D-1. Thus the equation,
1 + BQN	 b i q iN	 b2g2N	 (D-%)
is to be satisfied and we proceed to the question of selecting the parameters
q i , bit q2 , b2 assuming Q and B are specified.
It can be verified that the problem is solved if the following three
conditions are met:
	
1--Q= (i---q 1 ) (1—.q2)	 (D-3)
Either	 big, = BQ or b2g2 = BQ
	
(D-4)
i	 i	 i-	 (D-5)B 2 b i + b2
Thus, one is free to choose q , 0 < q < Q and q is determined
from equation D-3. Having these two numbers, eitherbi or b2 ma y be
computed from equation D-4, and the other from equation D-5. alter-
natively, the procedure may be reversed. One may arbitrarily select
b i I b I ? B, deduce b2 from equation; D-S, and proceed backwards,
choosing either of qi or q2 from equation D-4 and the other from equation
D-3.
Also these components themselves may be decomposed in like fashion.
It follows that the original subsystem may be decomposed into an arbitrary
number of components by applying the procedure successively.
D-2
